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RÉSUMÉ 
Les données massives (Big data) possèdent un important potentiel scientifique, 
spécifiquement dans les domaines du forage de données, apprentissage machine et 
traitement des langues naturelles . 
Ce travail de recherche concerne l'analyse automatique de grandes rna es cle don-
nées non structurées et hautement bruitées , extraites des tweets , afin d 'automa-
tiser un système de classification de ces twee ts. 
Notre première contribution concerne le fil trage par catégories grammaticales et le 
prétraitement de ce genre de données hautement bruitées et cour tes , comportant 
140 caractères au maximum pour chaque tweet. 
Notre deuxième contribution a trait à la reconnaissance des entités nommées 
(REN) dans les tweets, qui es t une tâche très difficile. Ainsi, l'adaptation des 
outils linguistiques existants pour les langues naturelles, au langage bruité et non 
précis des tweets, es t nécessaire. 
Notre troisième contribution implique une segmentation des hashtags ainsi qu 'un 
enrichissement sémantique à l'aide d 'une combinaison de relations cle WordNet, 
ce qui a aidé la performance de notre système de classification, notamment en 
désambigüisa.nt les entités nommées, abréviations et acronymes. La théorie des 
graphes a été utilisée pour regrouper les mots extraits de Word Tet et des tweets, 
en se basant sur les composantes connexes. 
Notre système automatique de ela ·sification concerne les quatre catégories sui-
vantes : politique, économie, sport et le domaine médical. Nous avons évalué et 
comparé plusieurs systèmes de classification automatique et constaté que l 'étape 
de fil trage par catégorie grammaticale ainsi que la reconnaissance des entités nom-
mées augmentent considérablement la précision de la ela ·sification jusqu 'à 77.3%. 
De plus, un système de classification incorporant une segmentation des hashtags 
ainsi qu 'un enrichissement sémantique à l'aide des deux relations de synonymie 
et d 'hyperonymie de WordNet augmentent la précision de la classification jusqu'à 
83.4%. 
Mots clés 
Forage de données, classification , big data, médias sociaux , 1\vit ter, Word et, 
Hashtag. 

INTRODUCTION GÉNÉRALE 
Introduction 
Le Traitement Automatique du Langage Naturel (TAL ) est la discipline s' inté-
ressant à l'automatisation du traitement de certains aspects du langage humain. 
Cette discipline a connu une croi sance importante ces dernières années grâce aux 
avancées récentes en intelligence artificielle et est maintenant appliquée dans plu-
sieurs domaines. 
De nombreuses entreprises et chercheurs en linguistique informatique s' intéressent 
à l 'analyse automatique du contenus. Cette discipline se retrouve au cœur des dé-
bats avec l'avènem nt des médias sociaux et le B ig data. 
En 2001 , un rapport de recherche du Groupe Gartner (Laney, 2001) définit les 
enjeux inhérents à la croissance des données comme étant tridimensionnels elon la 
règle dite « des 3V » (volume, vélocité et variété) . Ce modèle est encore largement 
utilisé aujourd 'hui pour décrire ce phénomène (Lemberger et al., 2015; Laney, 
2001). 
En effet , le Big data possède un important potentiel scientifique. Les chercheurs 
et autres professionnels cherchent aujourd 'hui l 'outil idéal leur permettant d 'ana-
lyser automatiquement ces grandes masses de données hautement bruitées afin 
d'automatiser certaines tâches ou extraire l'information enfouie dans ces grandes 
masses d 'information et ainsi développer des applications informatiques spécia-
lisées en TAL pour ce genre de données. Aussi, les moteurs de recherche, les 
systèmes de traduction automatique et les assistant.· personnels intelligents dans 
les téléphones cellulaires découlent tous des recherches effectuées clans ce domaine. 
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À l'origine, les données extraites des médias sociaux sont issues de sources ouvertes 
obtenues à partir de blagues, de micro blagues, de forums de discussion , d 'outils 
de clavardages, de jeux en ligne, d 'annotations, de classements, de commentaires 
et de FAQ générées par des utilisateurs. Ces données possèdent de nombreuses 
propriétés. 
Ce type de textes , rédigés par des auteurs différents dans une variété de langues et 
de style:, n 'adoptent aucune structure précise et se présentent sous une multitude 
de formats. Par ailleurs, les erreur · typographiques et l'argot propres au clavardage 
sont maintenant courants sur les réseaux sociaux , uotamment sur Facebook et 
Twitter. L'analyse et la veille de ce riche contenu sans cesse renouvelé donnent 
accès à une information précieuse que les médias traditionnels ne peuvent fournir 
(Melville et Sindhwani, 2009) . 
L'analyse sémantique des médias sociaux a ouvert la voie à l'analyse de données 
volumineuses, discipline émergente inspirée de l'analyse des réseaux sociaux, de 
l'apprentissage automatique, de l'exploration de données, de la recherche docu-
mentaire, de la traduction automatique (Gotti et al. , 2014), du ré ·urné automa-
tique (Farzindar et Roche, 2015) et du TAL plus globalement . 
Par exemple, Twitter qui nous intéresse particulièrement dans ce travail, constitue 
une source continue et illimitée de données en langage naturel qui est particulière-
ment difficile à trai ter avec les approches clas ·iques de traitement automatique du 
langage naturel (TAL) . Ce type de langage est très éloigné des normes du langage 
trad itionnel, ave · se: conventions (telles que les hashtags , les mentions , les retweet , 
etc.). Son lexique particulier est souvent grossier et contient de abréviations, des 
émoticons, des acronymes. Sa syntaxe est parcellaire dans le meilleur des cas. Les 
données extraites de Twitter sont hautement brui tées, non-structurées, et courtes 
(comportant au maximum 140 caractères par tweet) . 
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La classificatiou et catégorisation de documents est l 'activité du traitement au-
tomatique des langues naturelles qui consiste à classer de façon automatique des 
re sources documentaires, généralement en provenance d 'un corpus (Jaillet et al. , 
2003). 
Dans le cas des tweets, la classification consiste à annoter les différentes phrases 
d 'un tweet avec des classes (exemple : sport, politique, éducation, etc.). Pour 
chaque classe C, on trouve des termes importants considérés comme des indicatifs 
pour la classe C (Liu , 2006). Par exemple, les termes loi, gouvernement, président 
et justice sont des indicatifs du sujet politique. Cependant, les textes cour ts des 
tweets ne fournissent pas assez d 'occurrences de mots. Ainsi, les méthode· de clas-
sification qui utilisent les approches traditionnelles telles que le· Sacs de mots sont 
limitées , car les mots ne se répètent pas assez et génèrent des matrices creuses, 
ayant des tailles indéterminées . Pour pallier à ce problème, nous proposons l'utili-
sation des méthodes destinées au prétraitement des tweets ainsi qu 'une adaptation 
des méthodes traditionnelles de classification. 
Les travaux existants sur la classification des messages courts intègrent chaque 
message avec des méta-informations à partir des sources d'information externe 
telles que Wikipédia (Gene et al., 2011) et BableNet (Faralli et al. , 2015). Ces 
travaux vont jusqu 'à l 'utilisation des ontologies corrnne DBpedia (Cano et al. , 
2013; Navigli et Ponzetto, 2012), ou WordNet ou autres bases lexicale (Montejo-
Raez et al. , 2014). 
Dans notre travail nous procédons à l'analyse et la classification des textes ex-
traits de 1\vitter. Nous sommes particulièrement concentrés sur les deux phases 
de prétraitement et de représentat ion des tweets avant d'utiliser un algorithme de 
ela sification adapté au Big data. 
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Problématique 
Actuellement, il existe un grand intérêt académique et industriel pour le traite-
ment automatique des langues naturelles, l'apprentissage machine, la traduction 
automatique ou l'extraction d 'information telle que les entités nommées. La majo-
rité de ces outils s'appuient sur de.· corpus relativement structurés et sans bruits. 
Cependant , les textes bruités comme les tweets, compliquent le· tâches liées aux 
applications du TAL . 
De plus, les réseaux sociaux comme Twitter ont des caractéristiques spécifiques, 
comme l'existence des métadonnées telles que les hashtags. Ceci rend notre tâche 
plus complexe, malgré que ces hashtag · ont été définis par Twitter dans le but de 
regrouper les tweets selon leurs suj ets de discussion (Farzindar et Roche, 2013) . 
Quelques travaux se sont concentrés sur le regroupement des tweets selon leurs 
hashtags , au lieu de décomposer ces hashtags et les traiter comme des éléments 
composés afin d 'extraire les informations nécessaires et pertinentes des textes de 
Twitter. 
Un deuxième problème est lié à la longueur des tweets. En effet, les textes de Twit-
ter sont des textes courts, ne dépassent pas 140 caractères . Ces textes génèrent 
un problème durant l'analyse surtout que les mots ne se répètent pas suffisam-
ment . Les fréquences des mots varient entre une répétition ou aucune, rendant 
l'approche traditionnelle cornrne les sacs de mots difficiles à réaliser et la matrice 
générée très creuse. 
Sachant que les médias sociaux sont réputés à utiliser les variantes de langues et 
la langue de rue ou plutôt l'argot . Dans ce cas, les termes d 'argot , les abréviations, 
les onomatop 'es, les acronymes et d 'autres termes sont inventés par le grand pu-
blique. De plus , on retrouve dans un tweet non seulement des termes issus du 
néologisme mai aussi empruntés des autres langues étrangères causant ainsi un 
5 
érieux problème à l'apprenant a utomatique. 
L'identification de la langue d 'un tweet est un problème majeur dans les applica-
tions TALN. On note aussi dans les tweets une richesse, qui concerne les méta-
données comme les émoticônes, les hashtags et l'existence des références comme, 
les URLs et les adresses ut ilisateurs de Twitter. 
Dans ce travail de recherche, notre objectif est de remédier au problème de l'appre-
nant automatique, en développant un système dédié à la classification des tweets. 
On se base sur la segmentation des hashtags afin d 'extraire le maximum d ' infor-
mations et aussi sur la reconnaissance des enti tés nommées. On se base également 
sur la normalisation automatisée de ces données réelles et ha utement bruitées 
en utilisant les dictionnaires et un algorithme raffiné avec le thé ·aurus WordNet. 
Le principal intérêt d 'une tâche, comme celle-ci, est de simplifier et d 'améliorer 
l 'analyse d 'un texte bruité. Une simplification opérée grâce à des outils de traite-
ment automatique de la langue. Ces outils conçus avant tout pour le traitement 
de textes édités. En plus, pour régler les problèmes du nombre de mots ambigus 
extraits à partir de tweets , nous proposons la désambigüisation des textes courts 
à l'aide des relations sémantiques de la base de données lexicale WordNet. 
Objectifs 
Notre objectif global consiste à trouver une façon d 'exploiter les contenus des 
tweets afin de les classifier selon les catégories pertinentes . 
Nous visons les objectifs spécifiques suivants : 
1. Reconnaissance des entités nommées afin d 'améliorer la qualité de la classi-
fication. 
2. Filtrage des textes en vue d 'éliminer les mots vides non trouvés dans la liste 
traditionnelle des mots des tweets. 
3. Segmentation des hashtags afin d 'extraire l'information pertinente des tweets. 
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4. Étude des relat ions sémantiques afin de désambigüiser les mots des tweets et 
de remédier à des problèmes tels que de la polysémie (i.e. mots comprenant 
plusieurs sens). 
Structure du document 
Ce document est structuré comme suit. Dans le chapitre 1, nous présentons les 
concepts de base de la classification des documents. Le chapitre 2 présente l'état de 
l'art lié au suj et de recherche. Le chapit re 3 fourni t une vue d 'ensemble sur 1\vitter 
et ses caractéristiques. Les procédures de reconnaissance des entités nommées sont 
présentées dans le chapitre 4. Le chapitre 5 pré ente la base lexicale Word et et 
ses différentes relat ions sémantiques. Nous discuterons la méthodologie suivie pour 
le prétraitement et la classification des tweets dan.· le chapitre 6. Les différentes 
évaluations et résul tats des expérimentations sont abordés dans le chapitre 7. 
Enfin, nous présentons les conclusions de notre travail ainsi que les perspectives 
futures. 
CHAPITRE I 
CONCEPTS DE BASE SUR LA CLASSIFICATION DE TEXTES 
1.1 Apprentissage machine 
L'apprentissage machine est une tentative de comprendre et reproduire la faculté 
de l'apprentissage humain dans des systèmes artificiels. Il s'agit de concevoir des 
algorithmes capables, à partir d 'un nombre important d 'exemples, d 'en assimiler 
la nature afin de pouvoir appliquer ce qu'ils ont ainsi appris aux cas futurs. Ainsi, 
le but essentiel de l'apprentissage machine est de déterminer la relation entre les 
objets et leurs catégories pour la prédiction et la découverte des connaissances 
(Silva et Ribeiro , 2009). 
On distingue ainsi trois types d 'apprentissage: l'apprentissage supervisé, l'appren-
tissage non supervisé et l'apprentissage semi-supervisé. 
1.1.1 Apprentissage supervisé( Classification) 
L'apprentissage supervisé (ou classification) consiste à construire un modèle basé 
sur un jeu d'apprentissage et des labels (nom des catégories ou des classes) et 
à l'utiliser pour classer des données nouvelles (Silva et Ribeiro , 2009; Joachims , 
2002). Cette technique est utilisée dans plusieurs applications telles que les diag-
nostics médicaux, la prédiction des pannes et la détection des opinions trompeuses 
dans les réseaux sociaux. 
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Il existe plusieurs algorithmes et techniques utilisés pour la classification ·upervi-
sée telles que : 
• Class ificatiou Bayésienne : C'es t une méthode de classification statistique 
qui se base principalement sur le théorème de Bayes. Elle e t utilisée dans 
plusieurs applications telles que les applications de détection de pourriels 
(ou Sparns) pour ·éparer les bons courriels des mauvais. 
• Machine à vecteurs de support ( SVM) :Il s'agit d 'un ensemble de techniques 
des tinées à résoudre des problèmes de discrimination (prédiction d 'apparte-
nance à des groupes prédéfinis) et de régress ion (analyse de la relat ion d 'une 
variable par rapport à d'autres) (Silva et Ribeiro, 2009). 
• Réseau neuronaux : c'est une technique de type induction c'est-à-dire que, 
par le biais d 'observations limitées, elle essaye de tirer des généralisations 
plausibles. Elle est basée sur l'expérience qui se constitue une mémoire lors 
de la phase d'apprentissage (qui peut être aussi non supervisée) appelée 
entraînement (Silva et Ribeiro, 2009). 
• Forêts d 'arbres décisionnels ( Random FoTest ) : C'est une application de 
graphe en arbres de décision permettant ainsi la modélisation de chaque 
résultat sur une branche en fonction des choix précédents. On prend en-
sui te la meilleure décision en fon ct ion des résultats qui su ivront. On peut 
considérer ceci comme une forme d 'anticipation. 
• Le Boosting : Il s'agit d 'une méthode de classification émettant des hypo-
thèses qui sont a u départ de moindre importance. Plus une hypothèse est 
vérifiée, plu· son indice de confiance augmente. Ce qui prend de l'importance 
dans la ela sification(Silva et Ribeiro, 2009). 
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1.1.2 Apprentissage non supervisé 
L'apprentissage non supervisé (en anglais. dusteT·ing) vise à construire des groupes 
(clusters) d 'objets similaires à partir d 'un ensemble hétérogène d 'objets (Silva et 
Ribeiro , 2009). Chaque elus ter issu de ce processus doit vérifier les deux propriétés 
suivantes : 
• La cohésion interne (les objets appartenant à ce cluster sont les plus simi-
laires possibles). 
• L'isolation externe (les objets appartenant aux autres cluster:;; sont les plus 
distincts possibles). 
Le processus de « clusteTing » repose sur une mesure précise de la similarité 
des objets qu 'on veut regrouper. Cette mesure est appelée distance ou métrique. 
Le « clusteTing » est utilisé dans plusieurs applications telles que le traitement 
d 'images, les études démographiques, la recherche génétique, le forage des don-
nées et l'analyse des opinion. On distingue plusieurs algorithmes de dusteTing, 
exemple : 
• K-moyennes (KMeans ) :Un algorithme de partitionnement des données en 
K groupes ou clusters. Chaque objet sera associé à un seul cluster. Le K est 
fixé par l 'utilisateur. 
• Fuzzy KMeans : Il s'agit d 'une variante du précédent algorithme proposant 
qu 'un objet ne soit pas associé qu 'à un seul groupe. 
• Espérance-Maximisation (EM) : Cet algorithme utilise des probabilités pour 
décrire qu 'un objet appartient à un groupe. Le centre du groupe et ensuite 
recalculé par rapport à la moyenne des probabilités de chaque objet du 
groupe. 
• Regroupement hiérarchique : deux sous-algorithmes en découlent : le « bot-
torn ·up » qui a pour fonction d 'agglomérer des groupes similaires , donc en 
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réduire le nombre (les rendre plus lisibles) et d'en proposer un ordre hié-
rarchique et le «top down » qui fait le résonnement inverse en divisant le 
premier groupe récursivement en sous-ensembles . 
1.1.3 Apprentissage semi-supervisé 
L'apprentissage semi-supervisé utilise un ensemble de données étiquetées et 
non-étiquetés. Il se situe ainsi entre l'apprentissage supervisé qui n 'utilise que 
des données étiquetées et l'apprentissage non-supervisé qui n 'utilise que des 
données non-étiquetées . L'utilisation de données non-étiquetées, en combi-
naison avec des données étiquetées, permet d 'améliorer de façon significative 
la quali té de l'apprentissage. Un autre avantage vient du fait que l'étiquette 
de données nécessite l' intervention d 'un utilisateur humain. Lorsque les jeux 
de données deviennent très grands, cette opération peut s'avérer fastidieuse. 
Dan. · ce cas, l'apprentissage semi-supervisé, qui ne nécessite que quelques 
étiquettes, revêt un intérêt pratique évident et indiscutable (Zhu et Gold-
berg, 2009). 
1. 2 Cl a ·sification de textes 
La classification de textes est un domaine où les algorithmes sont appliqués sur 
des documents de texte. Cette tâche consiste à attribuer un document dans une 
ou plusieurs classes, en fonction de son contenu. En règle générale, ces classes sont 
triées sur le volet par les humains. Par exemple, considérons la tâche classifiant 
l'ensemble de documents comme bon ou mauvais. Dans ce cas, les catégories (ou 
étiquettes) « bon » et « mauvais » repré entent les classes. 
Certains application · populaires où la classification de textes est appliquée sont 
les suivantes (Chen et al., 2014) : 
• Classer les nouvelles comme Politique, Sports, Monde, Affaires, Style de vie. 
• Classer les courrier électroniques comme Spam, Autre. 
11 
• Classer Les documents de recherche par type de conférence. 
• Classer le · critiques de films comme bons, mauvais et neutres . 
• Classer les blagues comme drôles, pas drôles. 
Pour qu'un classifieur apprenne à classer les documents, il faut une sorte d 'appren-
tissage machine. A cet effet, le objets d 'entrée sont divisés en donr~ées d'appren-
tissage et des données de test (essai) . Les ensembles de données d 'apprentissage 
sont ceux où les documents sont déjà étiquetés . Les ensembles des données d 'es-
sai sont ceux où les documents sont sans étiquettes. Le but est d 'apprendre la 
connaissance de ela ·ses déjà marquées dans les données d 'apprenti ·sage et d 'ap-
pliquer la connaissance tirée sur le· données de test et de prédire l'étiquette de la 
classe d 'e ·sai avec précision. L'apprenant est responsable d 'appliquer une fonction 
de classification (F) qui associe les documents (D) à la classe (C), comme suit : 
F : D -tC (1.1) 
Le classificateur utilise ensui te ce tte fonction de classification pour classer l'en-
semble des documents non marqués (Sanderson, 2010) . 
Le choix de la taille des données d 'apprentissage et des tests est très important. 
Si le classifieur es t alimenté par un petit nombre de documents afin de réaliser 
l'apprentissage, il ne peut pas acquérir des connaissances importantes pour classer 
les données de test correctement. Par ailleurs, si les données d'apprentissage sont 
trop importantes par rapport aux données de test, elle condui t à un problème 
appelé « Surapprenti ·age » ( Overfitting )(Sriram et al., 2010). 
1.3 Représentation du texte 
L'apprenant à besoin de comprendre le document par une fonction de classifica-
tion. Cependant, la machine considère le texte comme des données non structurées . 
Pour l'apprenant, le document est simplement un texte brut . Par conséquent , il 
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est nécessaire de repr'senter le texte du document sous une forme structurée et 
formelle. La techniq ue la plus courante pour représenter le texte est le modèle 
dit de Sac de. mots ( Bag-of-woTd) . Dans cette technique, le texte es t décomposé 
en mots. Chaq ue mot représente une caractéristique. Ce processus est également 
appelé Tokerâsation, car le document est divisé en jetons qui sont des mots indi-
viduels. Notons que dans un tel modèle, l'ordre exact des mots est ignoré. 
1.3.1 Réduction des vecteurs 
La technique du Sac de mot. place les mots dans un vecteur. Celui-ci devient trop 
grand. Il y a cependant plusieurs façons de le réduire : 
• Élimination des mots vides (Stop Words) : cette étape consiste à enlever les 
mots qui n 'ajoutent aucune valeur significat ive au document. Par exemple, 
des mots comme "a, an , the, if, for" peuvent être retirés à partir d 'une liste 
(voir Section 6.9) . 
• Lernmatisation / racinisation est une t ransformation des mots vers leur 
forme de racine ou de lemme. Le · mots dan · le texte existent sous une 
forme dérivée, représentée par cette racine ou lemme. La racine d 'un mot 
correspond à la partie du mot restante une fois que l'on a supprimé son pré-
fixe ou son suffixe, à savoir son radical. Contrairement , le lemme correspond 
à un mot réel de la langue. La racinisation (ou stemming) ne correspond 
généralement pas à un mot réel. Par exemple, « mn », « T''Unning », « mns 
» sont tout dérivés du mot « T'un ». Un algorit hme couramment utilisé pour 
effectuer l'opérat ion de racinisation pour la langue anglai ·e est dû à Por-
ter (Porter , 1980). Dans la section 6.8 on ut ilise un out il de leminsation 
appelé StanfordNLP 1. 
1. http :/ / nlp .stanford.edu/ software/ 
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D'autres techniques comprennent une représentation vectorielle à l'aide d 'un mo-
dèle TF-JDF(Sanderson, 2010) . TF fait référence à la fréquence de l'existence 
d 'un mot dans un document, à savoir le nombre d 'occurrences d 'un mot parti-
culier dans un document . Plus la fréquence du mot augment, plus le poids de la 
fonction TF augmente (Relation directe). Par exemple, si les documents ont pour 
suj et de discussion "la classification des tweets ", le terme «tweet» est très sus-
ceptible de se reproduire à plusieurs reprises . Par conséquent, pour réduire l'effet 
du mot ''tweet" , nous faisons usage de l' IDF (InveTse Doc'Ument Preq·uency ). La 
fréquence de document DF fait référence au nombre de documents de la collection 
qui contiennent un mot spécifique. Plus la valeur de DF augmente, plus on aura 
une réduction de l 'importance de la fonction IDF. La fonction IDF est calculée 
comme suit : 
N 
IDF = log DF 
Ici, la variable N désigne le nombre total des documents dans le corpu .. 
(1.2) 
Le score TF-IDF( TeTm Fr·eq'Uency-Inverse Doc·ument Fr·eq'Uency) pour une fonc-
tian est calculée comme suit : 
TD-IDF = TF* IDF (1.3) 
1.4 Classification des textes courts 
Les sections précédentes ont traité la classification des textes ou documents. Ce · 
documents sont généralement grands et riches en contenu . Les techniques tradi-
tionnelles utilisant les sacs de mots fonctionnent bien avec ces données puisque 
l'occurrence de chaque mot est élevée et facile à extraire (le texte généralement 
es t valide syntaxiquement et lexicalement). La fréquence des mots est cependant 
suffisante pour capturer la sémantique du document . 
Contrairement au texte du document structuré, le texte des tweets n 'est généra-
lement pas valide syntaxiquement, contient des rnots d 'argot et est très court (ne 
---- ------------------------ ---------------------------
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dépassant pas 140 caractères). Avec l'augmentation de la popularité des médias 
sociaux et la communication à travers le Web comme les messages de chat et les 
tweets, de l'information riche peut être extraite de la conversation concise entre 
les groupes de personnes. (Phan et al., 2008 ; Hu et al., 2009) ont présenté certains 
types de textes courts : 
• Les messages SMS. 
• Les légendes de l'image. 
• Les messages du forum. 
• Les descriptions des produits. 
• Les avis des intenmu te::; ::;ur divers produits. 
• Les blogs et nouvelles (RSS) 
• Les messages Twitter. 
1.5 Conclusion 
Les techniques de classification traditionnelles s'adaptent aux textes longs. Cepen-
dant , lorsqu'il s'agit des textes courts, ces techniques t raditionnelles ne fonction-
neront pas aussi bien. Cela correspond à notre int ui tion, puisque ces techniques 
reposent sur la fréquence des mots seulement . Puisque le texte est trop court , ils 
n 'offrent pas suffisamment de connaissances et de contexte sur le texte lui-même. 
Ce chapitre a présenté les différentes techniques de classification pour des textes 
structurés. Dans le chapitre suivant , nous présentons l'état de l'art ainsi que les 
méthodes ut ilisées pour faire face aux problème::; des textes courts comme les 
tweets. 
CHAPITRE II 
ÉTAT DE L'ART 
2.1 Introduction 
Dans ce chapitre, nous présentons une revue de la littérature qui examine des 
différentes stratégies utilisées dans la classification de textes courts. 
Nous évoluons dans un monde où l'information est centrale dans la mesure où 
l'ensemble de nos actions, interactions, personnels et professionnelles sont dépen-
dants des informations à notre disposition. Accéder à une information pertinente, 
au bon moment , est un enjeu stratégique important pour en faire un bon usage. 
Ces dernières années, les blogues, les médias sociaux (1\vi t ter, Facebook, Linke-
din, etc.) et autres flux tels que RSS se sont multipliés. Ces nouvelles formes de 
publication ont un grand potentiel en terme de vieille stratégie de publication. 
En effet , les professionnels de l'information peuvent les ut iliser comme nouvelles 
ressources documentaires pour y rechercher de l'information pertinente (Rosoor 
et al. , 2011). 
Certains travaux récents se sont intéressés à la classification des tweets et ont 
proposé des méthodes basées t; ur l'apprentissage automatique supervisé. Sriram 
et al. (2010) propose d 'utiliser un petit ensemble de caractéristiques spécifiques au 
domaine, extraites du profil et du texte de l'auteur. L'approche proposée classe les 
tweets dans un ensemble prédéfini de classes génériques telles que les nouvelles, 
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les évènements, les avis, les offres et les messages privés portant des informa-
tions sur l'auteur et sur le domaine des caractéristiques spécifiques telles que la 
présence d 'un raccourcissement de· mots, des phrases temps-évènement , les opi-
niâtres mots , l'accent sur les mots , les symboles de monnaie et des pourcentages, 
et même l'existence de textes te ls que "@UserName 11 présent au début du tweet 
ou dans le tweet lui-même. 
La plupart des travaux lient la problématique de ela sification à l'éliminat ion des 
problèmes de dispersion des données clans le modèle d 'apprentissage (la taille des 
données extraites de textes). Une méthode intuitive pour ce faire est de gonfler le 
texte court avec des informations supplémentaires pour le faire apparaitre comme 
un grand document de texte . Par la sui te, les algori thmes de classification ou de 
regroupement traditionnels peuvent être appliqués . Certains travaux (Bollegala 
et al. , 2007; Saharni et Heilman, 2006; Metzler et al., 2007) se concentrent prin-
cipalemeut sur l'intégrat ion de~ messages de textes cour ts clans les moteurs de 
recherche comme Google et Bing pour extraire plus cl ' information liée au texte 
court. Pour chaque paire de textes cour ts, ils récupèrent des statistiques sur les 
ré ultats elu moteur pour déterminer le score de similarité. Cependant, ces tech-
niques nécessitent des approches d 'homonymie supplémentaires pour traiter la 
polysémie. 
Par exemple, «j aguar» et «voitures» sont très liés. Mais , lorsque la recherche elu 
dictionnaire des synonymes ou une recherche sur le Web est effectuée, de nom-
breux résultats peuvent être liés à l'animal «jaguar» avec voit ure. Par conséquent, 
il est néces ·aire d 'obtenir une rétroaction explicite de l'utilisateur afin de diriger 
le processus de recherche et l'inflation de texte . 
Il est également impos ·ible d'effectuer une recherche de similari té sémantique sur 
chaque paire de messages texte, car ça nécessite beaucoup de temp · de t raitement 
et ceci ne convient pas aux applications TALN en temps réel. Bien que ces tech-
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mques identifient des termes prédominants entre les messages, il es t nécessaire 
de calculer également des mots similaires qui sont très susceptibles de se pro-
duire dans le même contexte. L'avantage cependant d 'utiliser la recherche Web 
par opposition à une recherche du dictionnaire des synonymes (exemple, utilisant 
WordN et) est que la méthode ne nécessite pas de taxonomie préexistante . Par 
conséquent, ces méthodes peuvent être appliquées dans de nombreuses tâches qui 
ne disposent pas de telle taxonomie (catégorisation des mots) ou ne sont pas mises 
à jour. 
Un autre travail qui se base sur des ressources externes afin d 'étende et d 'élargir le 
contenu a été réalisé par Gene et al. (2011) . Les auteurs ont proposé une technique 
de classification basée sur la ressource Wikipédia, afin de classer les tweets par un 
message de cartographie dans leurs pages Wikipédia les plus similaires. Ainsi, les 
messages sont mappés aux leurs pages Wikipédia les plus semblables, ensuite les 
distances sémantiques entre les messages sont calculées . Ces mesures sont basées 
sur les distances entre leurs pages Wikipédia les plus proches. 
Il existe également des travaux qui se basent sur des ressources internes telles 
que les hyperliens, afin d 'étendre et d 'élargir les contenus ou de regrouper les 
utilisateurs. 
Kinsella et al. (2011) ont ut ilisé la nature informelle des conversations pour don-
ner un contexte à une conversation dans les textes courts et le recours fréquent 
des utilisateurs à des hyperliens externes pour comprendre plus le message. Leur 
stratégie consiste à examiner l'utilité de ces liens externes pour déterminer le suj et 
d 'un individu. Dans leurs travaux, des hyperliens vers des objets qui relient les 
rnétadonnées disponibles sur le Web, y compris les produits Arnazon et des vidéo· 
YouTube, ont été utilisés. 
Alors que tous ces travaux utilisent les caractéristiques des textes tweet ou méta-
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informations provenant d 'autre sources d 'information, le travail de Lee et al. 
(2011) classe et regroupe les Sujets de Twitter en dix-huit catégories générales 
telle.· que le sport , la politique, la technologie, etc . Deux approches pour le · su-
jets de la classification ont été utilisées : (i) l'approche traditionnelle du «sac des 
mots» pour la classification de texte (ii) et la classifi ·ation fondée sur les réseaux. 
Dans cette dernière, ils ont ident ifié cinq grands suj ets similaires pour une caté-
gorie donnée sur la ba.'e du nombre d 'utilisateurs influents communs. 
Les catégories des suj ets similaires et le nombre des utilisateurs influents communs 
entre le suj et donné et ses suj ets similaires sont utilisés pour classer les catégories 
des données. 
Sankaranarayanan et al. (2009) ont construit un système de traitement de nou-
velles, appelé 1\vitterStand, qui identifie les tweets correspondant à la fin des 
dernières nouvelles. L'objectif de leur t ravail consiste à supprimer le bruit , de dé-
terminer les groupes et les classes de tweet d 'in térêt en utilisant des méthodes en 
ligne, et d 'identifier les endroits pertinents associés aux tweets. 
Cont rairement à leurs t ravaux, nous ne nous basons pas sur un nombre des caté-
gories spécifiques. Aussi, des méthodes basées sur la classification non supervisée 
existent, telles que celles proposées par Becker et al. (2011) qui distingueut et 
séparent les messages du tweet entre celles liés aux évènements du monde réel et 
celles liées aux non-évènements. Les auteurs ont utilisé une technique de cluste-
ring en ligne pour regrouper les tweets dans des suj ets similaires et calculent les 
caractéristiques qui peuvent être utilisée.' pour apprendre à un classifieur ce qui 
distinguerait les classes évènements de celles du non-évènements. 
Saif et al. (2012) ont introdui t une approche qui se base sur la désambigüisation 
des entités nommées dans la phase d 'apprentissage pour l'analyse des sentiments. 
Pour chaque entité extraite (par exemple le mot « !Phone ») à partir de tweets, 
ils ont ajouté son concept sémantique (par exemple, « produit Apple ») comme 
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caractéristique supplémentaire. Ils ont ensuite mesuré la corrélation du concept 
représentant avec le sentiment négatif ou positif. 
Une autre forme d 'exploitation des entités nommées avec la désambigüisation à 
l'aide des ressources externes est celle proposé par Michelson et Mac ka ·sy (2010) . 
Leur approche exploite une base de connaissances de Wikipédia pour désambigüi-
ser et classer les entités dans les tweets. Ils ont développé un «profil de suj et», qui 
caractérise les suj ets d'intérêt des utilisateurs, et ont distingué les catégories qui 
apparaissent fréquemment et couvrent les entités nommées. 
Une autre approche est basée sur l 'exploitation des hashtags, reliant ainsi les textes 
ayant un sujet commun. Les hashtags sont des métadonnées, des annotations libres 
définies par les utilisateurs qui servent à marquer l'appartenance d 'un message à 
un domaine parti ·ulier, et ainsi construire un canal implicite de communication. 
Wang et al. (2011) ont résumé les familles de hashtags en t rois familles qui re-
groupent leurs suj ets (suj et , sentiment, sentiment suj et) dans l'analyse. 
Comme les hashtags sont des éléments essentiels dans les tweets et lient le suj et 
qu 'il peut discuter , la plupart des systèmes d 'analyse d 'opinions cherchent à les 
incorporer dans leurs calculs. 
Asur et Huberman (2010) mont rent , comment l'on peut améliorer les techniques 
standards de classification supervisée en intégrant la polarité des hashtags les plus 
fréquents ·omme paramètre. Ces polari tés ont été assignées manuellement. 
Kouloumpis et al. (2011) ont employé une méthode similaire, niais ont rajouté les 
émoticons dans la détec tion de la polari té des tweets. 
Cependant, la défini tion manuelle de la polarité des hashtags n 'est pas très efficace 
et peut se révéler plutôt comme une opération coûteuse. Dave et yarma (2012) 
n'utilisent pas la polarité des hashtags qu 'à la condit ion qu 'ils appar tiennent à 
une liste de mots connus à l'avance tels que : # efficace, # nul, # incapable, # vi-
sionnaire, etc. 
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Tous ces travaux ont prouvé à quel point l 'utilisation des hashtags peut se ré-
véler précieuse dans l'évaluation des messages dont la taille s'avère souvent trop 
courte pour que les méthodes traditionnelles fonctionnent de manière optimale. 
Les hashtags sont par ailleurs souvent la clef pour déterminer l'ironie ou l'humour 
dans un mes age donné. Or, ils se révèlent particulièrement diffi ciles à analyser. 
Ils peuvent être des noms propre , des noms de lieux ou des phrases complètes 
sans souvent le moindre indice sur leur construction interne. 
L'utilisation des hashtags, comme mots composés, et la décomposition de ces der-
niers a aidé à l'amélioration de la détection de la polarité des tweets (Brun et 
Roux, 2014). Liu (2010) a comparé l'intégration de la décomposition des hashtags 
et son effet sur un système de détection d 'opinion . Cette comparaison est faite 
par rapport à un système basé sur un sac des mots. 
2.2 Conclusion 
Dans ce document nous avons présenté une vue générale sur la littérature qui 
concerne la classification des messages courts comme les tweets. 
Dans le prochain chapitre, nous propo ·ons notre méthode générale sur la clas-
sification des tweets. Le travail se base sur la catégorisation des tweets par la 
décomposition des hashtags avec la détection des entités nommées comme res-
sources interries. Ensuite, WordNet est utilisée comme ressource externe, afin de 
clésarnbigi.iiser les mots et les entités nommées. On se base sur une représentation 
vectorielle J ' un corpus de tweets classés en thèmes (économie, politique, sport , 
etc.). Chaque thème est' repré. enté sous la forme d 'un vecteur de mots. Chaque 
nouveau tweet est classé avec les autres vecteurs pour identifier le thème le plus 
proche. Une interface graphique a été conçue. Des expérimentations sur des jeux 
de données réelles soulignent la pertinence de notre proposition et ouvrent de 
nombreuses perspectives. 
Dans le chapitre qui ·uit , nous discutons plus en détail les caractéristiques du 
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réseau social Twitter ainsi que sa structure générale. 

CHAPITRE III 
VUE D 'ENSEMBLE DE TWITTER 
3.1 Introduction 
Twitter est un outil de microblogage géré par l'entreprise Twitter Inc. Il permet 
à un utilisateur d'envoyer gratuitement de brefs messages, appelés tweets, sur 
Internet, par messagerie instantanée ou par SMS. Et comme la taille d'un SMS ne 
dépasse pas 160 caractères, Twitter a limité la taille d'un tweet à 140 caractères 
dont 20 caractères réservés au nom de l'expéditeur (Gabielkov, 2016). 
Selon les statistiques d 'août 2016 1 , Twitter 2 a plus de 600 millions utilisateurs 
inscrits et reçoit plus de 500 millions de tweets par jour . La simple utilisation 
quotidienne de Twitter et la publication sur ce site ont fait de lui un moyen de 
communication de taille mondiale. Twitter est très important pour les gens de 
tous les horizons de la vie et de toutes les nationalités avec toutes les langues 
de la planète (Mendoza et al., 2010).Twitter a joué et continue de jouer un rôle 
de premier plan dans les évènements sociopolitiques tels que le printemps arabe 
(Morstatter et al., 2014) et le mouvement Occuppy Wall Street (Qu et al., 2011) 
1\vitter a également été utilisé pour recueillir les informations nécessaires pour 
1. http :/ / www.statisticbraln.com/ twitter-statistics/ 
2. https :/ / about .twitter.com/ company 
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une bonne préparation de la population lors des grandes catastrophes naturelles, 
comme les tsunamis et les ouragans. 
1\vitter fournit une API gratuite pour différents objectifs et pour recueillir les 
données 1\vitter. La fi gure 3.1 montre une capture d 'écran de la page d 'accueil 
1\vitter. 
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Figure 3.1 Capture d 'écran de la page d 'accueil de 1\vitter 
3.2 L'architecture de 1\111 itter 
L'API 1\vitter (Application Programming Interface) est basée sur le service REST 
(Representation al State Transfer) (Fielding, 2000). 
L'archi tecture du type REST se compose de clients et de serveurs. Les clients 
lancent des demande aux serve urs; les serveurs traitent les demandes et ren-
voient des réponses appropriées. 
Les demandes et les réponses sont construites autour du t ransfert de « représen-
tations » des « ressources ». Une ressource peut être essentiellement tout concept 
cohérent et significatif qui peut être pris en compte. Une représentation d 'une 
ressource est typiquement un doc ument qui capture l'état actuel ou prévu d 'une 
ressource. À un moment , un client peut-être soit en transition entre les états de 
25 
l'application ou «au repos». Un client dans un état <.le repos est capable d 'inter-
agir avec son utilisateur , mais ne crée pas de charge et ne consomme pas d 'espace 
de stockage sur le serveur ni sur le réseau. Un concept impor tant dans REST 
est l'existence de ressources (sources d 'informations spécifiques), dont chacune est 
référencée avec un identifiant global (exemple, un URI dans HTTP) . Dans le but 
de manipuler ces ressources, les composants du réseau (les agents utilisateurs et 
les serveurs) communiquent via une interface normalisée (par exemple, HTTP) et 
s'échangent des représenta tions de ces ressoqrces (les documents réels de t ranspor t 
des informations) . 
L'API 1\vitter se compose de trois parties : deux API REST et une API en 
str-eam i ng 3 . Les méthodes de l'APis REST 1\vitter permettent aux développeurs 
d 'accéder aux données de base, en permettant les opérations de mise à jour, les 
données d'état et les informations utilisateurs. Les méthodes de recherche de l'API 
permettent aux développeurs d 'interagir avec la recherche sur 1\vit ter et suivent 
l'évolution des données. L'API en str-eaming fournit en temps quasi réel l'accès à 
un grand volume d 'utilisateurs des 1\veets sous forme échantillonnée fi ltrée. 
3.3 Les concepts de 1\vit ter 
Différents concep ts sont définis dans 1\vitter : 
• Utilisateur 
un nom précédé d 'arobase « @ » et est un lien direct vers un compte 1\vitter. 
L'utilisateur de ce nom il a la permission de voir tous ses tweets, sauf s'ils 
sont protégés . Chaque utilisateur peut consulter les mentions.qu 'il a reçues 
dans l'onglet « @ Connect ». Si un tweet débute par une mention, seuls 
les suiveurs du compte mentionné verront le tweet dans leur fi l d 'actualité 
(par exemple «@A » rédige un tweet en commençant par l'adresse de «@B 
3. https :/ / d v.twitter.comj overviewj documentation 
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», donc parmi les suiveurs de @A, seuls ceux qui suivent également «@B» 
liront le tweet depuis leur fi l d'act uali té)(Gabielkov, 2016) . Les informat ions 
suivantes sont stockées pour chaque utilisateur : 
1. La langue d u tweet . 
2. Le fuseau horaire de l'emplacement. 
3. L'emplacement du Tweet (l'emplacement à part ir duquel le tweet a été 
envoyé) . 
4. La photo du profil. 
5. L'emplacement de l'ut ilisation. 
6. La page web . 
7. Une br ' ve biographie. 
8. Les liens favoi"is. 
• Tweet 
un tweet es t un message court , limité à 140 caractères . Cette re t riction 
impose aux utilisateurs d 'être concis dans ce qu 'ils ont à dire. Ceci est éga-
lement la raison pour laquelle les utilisateurs ont tendance à u tiliser les 
abrévia t ions (par exemple: «fr»-for , «cud»- could). Cho ·e in téressante, est 
qu 'il y a uu ensemble riche et bien compris d 'abréviations qui es t étonnam-
ment cohérent à t ravers les groupes d 'ut ilisateurs, et même à t ravers d 'autres 
supports élect roniques t els que les SMS et les fo rumes de discussions (Sanka-
ranarayanan et al. , 2009). Comme les utilisateurs veulent transmettre tout 
ce qu'ils ont à dire en 140 carac tères, ils pourraient faire des erreurs d 'or-
thographe et des tweets peuvent être suj et à des erreurs syntaxiques . Cela 
rend difficile le t ravail avec Twitter. La plupart du temps, les u tilisateurs 
fournissent des liens vers des ressources externes quand ils ne peuvent pas 
transmettre l'information complète dans les 140 carac tère· . Ces liens URL 
vers des fichiers texte, a udio ou vidéo sont appelés ar-téfa cts. 
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3.4 Caractéristiques spéciales des tweets 
• Référence à un autre utilisateur 
Pour faire référen ·e à un autre utilisateur dans un tweet, le symbole "@" 
précède, un nom de cet utilisateur. Ce nom ne doit pas contenir des espaces. 
Lorsqu 'un utilisateur se réfère à un autre utilisateur au début ·d'un tweet, le 
tweet devient un « message direct» (DM). Les messages directs ce sont des 
tweets publics conçus comme une corre pondance entre deux utilisateurs du 
système. Twitter fournit une disposition pour afficher les messages directs 
destinés à l'utilisateur. Cela garantit que ceux-ci, qui ont généralement une 
plus grande priorité à l'utilisateur prévu , ne se perdent pas le flux écrasant 
d 'autres tweets dans l'espace utilisateur. Lorsque la référence à un autre 
utilisateur ne se produit pas au début du tweet mais au milieu ou à la fin , il 
ne se qualifie pas pour un message direct, mais sert simplement comme un 
point de référence (Sriram et al., 2010). 
• Re-tweets 
Si un tweet est convaincant et assez intéressant , les utilisateurs peuvent le 
republier. Il devient ce qu 'on appelle «re-tweeting». Un retweet est simi-
laire au renvoi par courriel. Lorsqu 'un utilisateur envoie un re-tweet il est 
considéré comme ayant approuvé ce contenu et partage son contenu avec ses 
partisans(Sriram et al. , 2010). 
• Les hashtag 
Un « hashtag » commence toujours par le caractère « # » ; ce qui permet 
de le repérer très rapidement dans l'analyse des données (lors de la phase 
de tokenisation). Ces «hashtags» créent des problèmes durant l'analyse lin-
guistique du texte. En effet, ils sont considérés comme des mots inconnus 
qui ne se trouvent pas dans les dictionnaires, car ils sont généralement des 
mots composés inventés par les utilisateurs de Twitter et leur sémantique 
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particulières se perdent dans le traitement des textes(Brun et Roux, 2014). 
1\vitter permet aux utilisateurs d 'étiqueter leurs tweets en utilisant le · ba-
lises de« hashtag ».Ces balises sont de la forme "# < nom de tag> ". Elles 
sont transmises comme mots-clés qui représentent le mieux le contenu du 
tweet. Le· « hashtag » aident Twitter à regrouper ensemble les tweets simi-
laires qui ont les mêmes balises de « hashtag ». Cela rend la recherche sur 
1\vitter plus facile et plus rapide. Ainsi, les utilisateurs peuvent suivre un 
suj et d 'intérêt particulier. La plupart des outils de recherche 1\vitter (San-
karanarayanan et al. , 2009) utilisent les ha ·htags pour améliorer la quali té 
de la recherche. Notons que le hashtag s'ajoute au nombre de caractères du 
tweet. 
CHAPITRE IV 
LA RECONNAISSANCE DES ENTITÉS NOMMÉES (REN) 
Une entité nommée est une séquence de mots qui désignent une entité du monde 
réel. Des exemples d 'entités sont : « Canada », « P. Elliott Trudeau » ou « Bell 
». La tâche de reconnaissance des entités nommées, souvent abrégées REN (ou 
NER en Anglais, pour Narned Entity Recognition), est l'identification d 'abord 
des entités nommées du texte libre, ensuite leur classification dans un ensemble de 
types prédéfinis tels que personne, organisation ou lieu. Mais le plus .souvent , cette 
tâche ne peut simplement pas être accomplie par correspondance des chaines dans 
des dictionnaires de lexique externe précompilés. Parce que les entités nommées 
d'un type d 'entité ne forment pas un ensemble fermé et donc tout dictionnaire 
de lexique externe serait incomplet. Une autre raison est que le type d 'entité 
nommée peut-être dépendant du contexte. Par exemple, « P. Elliott Trudeau » 
peut se référer à une personne ou un emplacement « l'aéroport international P. 
Elliott Trudeau » ou tout autre partage de même nom d 'entité. 
Par conséquent lorsqu 'on détermine le type d 'entité pour « P. Elliott Trudeau » 
apparaissant dans un document particulier , son contexte doit être considéré. La 
reconnaissance de l'entité nommée est probablement la tâche la plus fondamen-
tale dans l'extraction de l'information. L'extraction des structures plus complexes 
telles que les relations et les évènements dépendent de l 'ident ification précise de 
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l'ent ité désignée comme une étape de prétraitement. 
Les types d 'entités nommées les plus couramment étudiées sont personne, organi-
sation et lieu , et qui ont défin is par MUC-6 1. Ces types sont assez généraux pour 
être utiles dans des nombreux domaines d 'application. 
L'extraction des expressions de dates, les heures, les valeurs et les pourcentages 
monétaires, qui ont également été introduite par MUC-6, sont aussi étudiées 
sous NER 2 , bien que st rictement parlant ces expressions ne sont pas des enti tés 
nommées. Outre ces types d 'entités générales, d 'autres typ es d 'entités sont gé-
néralement définis pour les domaines spécifiques . Par exemple, le corpus GENIA 
utilise uue ontologie à grains fins pour classer les entités biologiques (Ohta et al., 
2002). 
Les premières solu tions à la reconnaissance d 'entités nommées reposent sur des 
modèles fabriqués manuellement (Hobbs et al. , 1997). Ces modèles nécessitent 
une expertise humaine et un travail intensif. Les systèmes ul térieurs essaient d 'ap-
prendre automatiquement ces modèles à partir de données étiquetées . Des travaux 
plus récents sur la reconnaissance des entités nommées utilisent des méthodes 
d 'apprentissage automatique statistique. Une première tentative est Nymble, un 
nom localisateur basé sur les modèles des chain es de Markov cachée (Bikel et al., · 
1997). D'autres modèles d 'apprentissage tels que les modèle· de Markov d 'entropie 
maximale (Rosenberg et al., 2012) , les machines à vecteu rs de support (Aposta-
lova et Tomuro, 2014) et les champs aléatoires conditionnels (Liu et al., 2014) ont 
également été appliqués à la reconnaissance des ent ités nommée.·. 
1. MUC-6 : th sixth in a eries of Message Understand ing Conferences 
2. NER : amed-enti ty recogni tion 
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4.1 Les approches d 'extraction ùes entités nommées 
On distingue deux approches principales : 
1. Approche à base de règles 
Les méthodes à base de règles pour la reconnaissance des entités nommées 
sont liées aux étapes suivantes : 
• Un ensemble de règles est soit défini manuellement ou appris automa-
tiquement. 
• Chaque jeton dans le texte est représenté par un ensemble de fonction-
nalités. 
• Le texte est ensuite comparé aux règles et une règle es t déclenchée si 
une correspondance est trouvée. 
• Une règle est constituée d 'un motif et une action. Un modèle est gé-
néralement une expression régulière définie sur les caractéristiques des 
jetons. Lorsque ce motif correspond à une séquence de jetons, l'ac-
tion spécifiée est déclenchée. Une action peut étiqueter une séquence 
de jetons comme une entité, en insérant l'é tiquette de début ou la fin 
d 'une entité, ou l'identification de plusieurs entités imultanément. Par 
exemple, pour marquer toute séquence de jetons de la forme « Mr. X 
» où X est un mot capitalisé connue une entité de personne, la règle 
suivante peut être définie : 
(token = "Mr." ortlwgrapl1y type= FirstCap) --t persan nar~1 e) 
( 4. 1) 
Le côté gauche de la règle ci-dessus représente une expression régulière qui 
correspond à toute séquence de deux jetons où le premier jeton est «Mon-
sieur» et le deuxième jeton à la FirstCap de type orthographe. Le côté droit 
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indique que la séquence cle jeton adapté doit être étiquetée comme un nom 
de personne. 
Ce genre de méthodes basées sur des règles ont été largement utilisées (So-
derlancl ; 1999; Sarawagi, 2008). Communément utilisée pour représenter les 
caractérist iques de jetons comprenant le jeton lui-même, la balise de la ca-
tégorie grammaticale cle mot, le type orthographe du jeton (par exemple, la 
première lettre en majuscules, toutes les lettres en majuscules, nombre, etc.), 
ou si le jeton est à l'intérieur d 'un dictionnaire de lexique externe prédéfini . 
Il est possible qu 'une séquence de jetons correspondent à plusieurs règles, 
c'est-à-dire une entité qui es t capable d 'avoir deux étiqu ètes différentes. P ar 
exemple l'entité « P. Elliott Trudeau » peut avoir une étiquète d 'une per-
sonne ou bien une étiquète d 'une organisation ou d 'un lien en l'occurrence 
l'aéroport de Montréal « P. Elliott Trudeau ». Pour gérer ce genre de conflits, 
un ensemble cle poli tiques doit être défini et respecté afin de contrôler la fa-
çon clont les règles doivent être tirée . L 'approche con ·iste à ordonner les 
règles à l'avance afin qu 'elles soient séquentiellement vérifiées où on donne 
de· priorités pour chaque règle à exécuter (Aggarwal et Zhai, 2012). 
2. Approche s tat istique 
L'approche de l'apprentis.-age statistique a pour principe de base la mise au 
point automatique cles modèles d 'analyse à partir de volumes importants de 
données. Ces méthocles sont dites statistiques (ou à base d 'apprentissage), 
car elle apprennent des modèles d'analyse de textes à partir cles corpus an-
notés . Ces modèles cl 'analyse peuvent prendre différentes formes telles que 
les arbres de décision , les en ·embles de règles logique::;, le::; modèles probabi-
listes ou encore les chaines de Markov cachées . 
Au regard de la reconnaissance d 'entités nommée::; , un système obseTvant 
plusieurs fois la présence de l'abréviation Mme devant un mot annoté comme 
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nom de personne dans le corpus d 'apprentissage pourra facilement en déduire 
un modèle d 'analyse. Ces systèmes à base d 'apprentissage se sont considé-
rablement multipliés (Ehrmann , 2008; Aggarwal et Zhai, 2012) . 
4. 2 Comparaison entre les approches 
Les avantages et les inconvénients respectifs de ces deux types d 'approches sont 
connus. Entre autres, l'indispensable disponibili té de corpus annotés pour les 
premiers et le temps de développement leurs coûts de développement pour le 
deuxièmes. 
L' annot ation de corpus peut être toute aussi longue même si cela peut se faire par 
des personnes moins expertes . Hormis ces querelles de conception, l'intérêt se situe 
véritablement dans ce que chaque type de système est capable de faii·e et comment 
il peut fonctionner. Si un concepteur de règles ne peut , bien sûr , pas penser à toutes 
les exceptions, il peut en revanche prévoir des pa trons plus ou moins complexes 
pour le captage d'éléments difficiles, ce qu 'un système probabiliste ne peut pas 
faire. La précision est d 'ordinaire plus impor tante dans les systèmes symboliques 
tandis que les systèmes à base d 'apprentissage présentent l'avantage d 'être plus 
flexibles quant à leur adaptation à une tache similaire, mais portant sur un autre 
domaine et d 'être plus robuste sur des corpus difficiles (ou bruités) . Cet te par tition 
entre avantages et inconvénients de telle ou telle approche se reproduit pour les 
systèmes de reconnaissance des entités nommées (Ehrmann , 2008). 
Dans la section 6.7 nous avons choisi d 'utiliser l'outil StanfordNER 3 construit par 
une approche de l'apprentissage statistique. 
3. http ://nlp .stanford .edu / software/ 
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4.3 Conclusion 
Dans cette section , nous avons présenté des détails sur la reconnaissance des entités 
nommée· (RE ) . Dans le chapitre suivant , nous abordons le suj et de l'enrichisse-
ment sémantique avec WordNet et plus précisément ses relations sémantiques. 
CHAPITRE V 
E RICHISSEME T SÉMA TIQUE AVEC WORD ET 
5.1 Introduction 
WordNet (Miller et al. , 1990) est un thésaurus créé principalement pour la langue 
anglaise basé sur des études de psycholinguistique: Cet outil a été développé à 
l'Université de Princeton. Il a été conçu corrnne une res ource de traitement de 
données qui couvre les catégories lexico-sémantique appelées « synsets ». Les syn-
sets sont des ensembles de synonymes qui regroupent des éléments lexicaux ayant 
une similaire signification. Par exemple, les mots « a boar-d » (un panneau) et « 
a plank » (une planche) regroupés dans l'ensemble de synsets { « boaTd », « plank 
» }. Mais «a boar-d» peut également indiquer un groupe de personnes (par exemple, 
un conseil d 'administration). Pour désambigüiser ces homonymes de significations 
« a boar-d» fera également partie du synset { « boar-d », « cornrnittee »} . 
La définition du synset varie de très spécifique à très générale. Les synsets les plus 
spécifiques réunissent un nombre limité de significations lexicales,· alors que les 
synsets les plus généraux couvrent un très large nombre de significations. 
L'organisation de WordNet à travers des significations lexicales au lieu d 'utiliser 
des unités lexicales le rend cliff' rent des dictionnaires traditionnels. L'autre diffé-
rence que présente WordNet par rapport aux dictionnaires traditionnels s'explique 
par la séparation des données en quatre catégories associées aux catégories gram-
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maticales des mots : verbes, noms , adj ectifs et adverbes. Ce choix d 'organisation 
est motivé par des recherches psycholinguistiques sur l'association de mots aux 
catégories syntaxiques par des suj ets humains. Chaque catégorie es t organisée dif-
féremment des autres. Les noms sont organisés en hiérarchie, les verbes par des 
relat ions, les adjectifs et les adverbes par des hyperespaces N-dimension (Miller 
et al. , 1990). 
Les avantages de l'utilisation de Word Te t dans les t ravaux de l'analyse de texte 
permet de regrouper les mots ayant les mêmes sens pour faire face à la riche se 
morphologique des langues naturelles et de réorganiser les mots selon des relations 
hiérarchiques. 
5. 2 Les différentes relations sémantiques 
La liste suivante énumère les relation· sémantiques disponibles dans WordNet. 
Ces relations se rapportent aux concepts, mais les exemples que nous donnons 
sont basés sur les mots. 
1. Synonymie : une liaison de deux concepts équivalents ou des relations étroite 
concepts (fra il / fmgile). Cette relation est symétrique. 
2. Antonymie : une relat ion de liaison sur deux concepts opposés (exemple : 
srnall j lœrge). Cette relation est symétrique. 
3. Hyperonyrnie : une relation liant un concept à un concept plus général 
(exemple : t'Ul'ip / fiower-). 
4. Hyponyrnie : une rela tion liant un concept à un concept plus spécifique. Il 
est l'inverse d 'hyperonyrnie. Cette relation peut être utile dans la récupéra-
tion de l'information. En effet, si tous les textes traitant des véhicules sont 
recherchés, il peut être intéressant de trouver ceux sur les voitures ou motos. 
5. Méronyrnie : une relation liant un concept-1 à un Concept-2 dont il est l'une 
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des parties. C 'est le en face de la relation méronymie (exemple : muej voi-
t'uTe) . 
5.2.1 Hyponymes / hyperonymes dans WordNet 
X est un hyponyme de Y (et Y est un hyperonyme de X) si : 
( F(X) l'expression minimale compatible avec la phrase "A est F(X) " et 
A est F(X) -t A est F(Y) 
(5.1) 
En d 'autres termes, l'hyponymie est la relation entre un terme spécifique et un 
terme générique exprimé par l'expression «est-un». 
Exemple : 
( 
X= cat 
Y= animal 
It is a cat -t It is an animal 
(5 .2) 
Dans l'exemple, si nous remplaçons «cat » par l' hyperonyme «animal» la phrase 
reste valide (c'est-à-dire qu 'elle conserve sa sémantique) selon la définition précé-
dente . Par exemple, 
Un chat est un hyponyme de l'animal et l 'animal est un hyperonyme de chat . 
Dans WordNet, l'hyponyrnie est une relation lexicale entre le sens des mots et plus 
précisément entre synsets qui son t des ensembles des synonymes. Cette relation 
est définie par : 
X est un hyponyme de Y si «X représente une espèce de Y» est vrai. 
Nous pouvons remarquer que l'hyponymie est une relation transitive et asymé-
trique, qui génère une hiérarchie descendante dans les t hésaurus pour l'organisa-
t ion des noms et des verbes. 
L'hyponyrnie est représentée dans WordNet par le symbole '@' , qui es t interprété 
par «est-un» ou «est une sorte de» (Elberrichi et al., 2008). 
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Par exemple : 
It is a tree ---+ I t is a plant. (5 .3) 
5.3 Conclusion 
Dans la section 6.11 du chapitre suivant nous avons choisi d 'utiliser le WordN et 
dans notre travail afin d 'améliorer le résultat et de faire une comparaison tout en 
utilisant ses relations sémantique. Dans le chapitre suivant , nous allons aborder 
le suj et de l'apprent issage machine pour les textes courts. 
CHAPITRE VI 
MÉTHODOLOGIE DE CLASSIFICATION DES TWEETS 
Notre projet de recherche concerne la classification de textes hautement bruités et 
non structurés, extraits de Twitter. On peut constater que lors de la récupération 
de l'information sur le web, un des principaux risques qui peut surgir est le fait 
que cette information ne soit pas toujours fiable ou encore qu'elle soit écrite d'une 
manière incompréhensible. Ainsi, pour améliorer la performance de l'analyse de 
ces textes bruités et puisés depuis l'internet, un prétraitement et un nettoyage de 
ces textes s'avèrent indispensables. 
La méthodologie proposée pour la classification des tweets se base sur des outils de 
la plateforrne WEKA 1 tout en utilisant l'API Twitter 2 pour récupérer les tweets. 
Le processus de classification est illustré dans la figure 6.1. En effet, Ce processus 
est décomposé en trois tâches importantes. 
1. http :/ j www.cs.waikato.ac.nz/ ml/ weka 
2. https :/ / dev.twitter.com 
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Processus de collecte des corpus des tweets 16.1 ] 
Processus de prétraitement et nettoyage 6.2 
Processus de la classification 6.10 
Analyse des rés ultats 
Figure 6.1 Le processus général de la méthodologie suivie dans la classification 
des tweets. 
6.1 Corpus et outils utilisés 
6.1.1 Acquisition du corpus des tweets 
Cette étape nous permet d 'obtenir l e~ données d 'apprentissage pertinentes à notre 
système. Le corpus est constitué d 'un ensemble de tweets homogènes sur le fond 
(même thème global) et la forme (même format des tweets) en se basant sur l'API 
Twitter 3 . 
De plus, un nettoyage des données era nécessairement exécuté en utilisant d 'abord 
un détecteur de langue (Shuyo, 2010). Par contre, si les tweets sont écrits dans une 
langue autre que l'anglais, ils vont être automatiquement rejetés par le système. En 
effet, les tweets écrits dans différentes langues vont tout simplement créer un bruit 
et les mots de notre corpus vont être isolés (les tweets ne seront pas répérés, car 
WordNet 4 ne détecte pas les mots dans une autre langue que l'anglais). L'existence 
des mots dans une autre langue peut engendrer des résultats erronés. 
3. https :/ / dev.twitter.com 
4. http :/ / projects.csail.mit.edu/jwi/ 
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La figure 6.2 montre le processus adopté pour collec ter les tweets. On se base dans 
ce cas sur la détection de l'anglais par le pourcentage dans le texte donné a l'aide 
de l'outil language-detection 5 . Si le tweet contient les mots anglais moins de 80%, 
on le rejette, car ce tweet est bruité. Les tweets qui sont vides ou contiennent 
seulement des URLs seront supprimés du corpus pour qu'il::; ne participent pas 
dans la construction du modèle de la classification. 
API 1\vitter 
Filtrage de langue (Anglais) 
Suppression des tweets vides 
Corpus 
Figure 6.2 Processus de collection des tweets. 
6.1.2 Préparation du corpus d 'apprentissage 
Pour effectuer des expérimentations et évaluations néces ·aires (chapitre 7) , nous 
commençons par collecter un corpus composé de plusieurs tweets. Ce corpus a été 
téléchargé par l'API Twitter en utilisant des requêtes en anglais qui contiennent 
des mots et des hashtag reliés à un domaine bien défini . La collection regroupe 
quatre domaines qui sont comme suit : sport , politique, économie et le domaiue 
médical. Par exemple pour le domaine des sports nous avons les mots tels que 
football , basketball et soccer. 
Le tableau 6.1 montre les statistiques sur le nombre des tweets, le nombre de 
termes et le nombre des lemmes à l'intérieur du corpus construit. 
5. https ://github.com/ shuyo/ language-detection 
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Tableau 6.1 Statist iques sur le corpus des tweets 
ombre de termes simples 13 870 
Économie ombre de lemmes 7 938 
Nombre de tweets 2 504 
ombre de termes simples 14 784 
ùornaine Méd ical Nombre ùe lemmes 12 138 
ombre de tweets 2 415 
Nombre ùe termes simples 16 112 
Sport Nombre de lemmes 12 773 
ombre ùe tweets 2 493 
Nombre de termes simples 15 346 
Polit ique Nombre ùe lemmes 11 976 
ombre de tweets 2 497 
6.2 Prétraitement ùes tweets 
Malgré l 'existence ùe plusieurs outils de traitement ùu langage naturel disponible· 
qui analysent le::; textes cour ts et les tweets, tels que par exemple TweetNLP 6 , nous 
avons choisi StanforùNLP 7 comme outil d prétrait ment ùes tweets qui se base 
sur des modèles 8 pour l'étiquetage grammatical con truit par l'outi l Gate 9 (un 
outil de langage naturel qui entraine ùes modèles statistiques capables d 'analyser 
6. ht tp :/ j www.c . . cmu.edu/ ark/ TweetNLP / 
7. htt p :/ / nlp.stanford.edu / software/ 
8. https :/ j gate .ac. uk / wiki / twitter-postagger.html 
9. https :/ j gate.ac. uk/ 
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un texte à partir de son contenu syntaxique et morphologique). 
Dans le but de construire notre outil, nous nous basons sur une architecture simple. 
L'architecture du prétraitement du tweet utilise un pipeline pour réduire le temps 
de prétraitement. Par conséquent , chaque tâche s'exécute dans une phase éparée. 
Nous utilisons l'outil StanfordNLP dans l'étape de prétraitement , comme l'illustre 
la figure 6.3. 
Tokenisation 
Normalisation des tweets 
Analyse POS 
Segmentation des hashtags 
Reconnaissance des entités Nommées 
Lemmatisation 
Détection des mots vides (stop liste) 
Figure 6.3 Processus de prétraiternent des tweets. 
6.3 Tokenisation 
Dans l'analyse lexicale, la tokenisation es t le processus de ·éparation d'un fiux de 
texte en mots , phrases, symboles et d 'autres éléments significatifs appelés jetons 
ou tokens. Pour effectuer cet te tâche, nous avons utilisé l'outil StanfordNLP. 
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6.4 ormalisat ion lexical des tweets 
La tâche de la normalisation consiste à réécrire le texte dans la langue standard 
ou proche cle la langue tandarcl. Notre but n 'est pas cle faire la correction or-
thographique et syntaxique, mais de réécrire le texte en se basant sur les erreurs 
lexicales fréquentes clans les médias sociaux. Pour rendre la tâche de normalisation 
cle texte réalisal>le, nous avons découpé la t âche de la normalisation lexicale des 
messages anglais en sous tâches, comme suit : 
1. Élimination cles caractères en doublons , par exemple, le mot « gooood » est 
transformé en « good ». Pour résoudre ce genre de problème, nous avons uti-
lisé un dictionnaire anglais 10 pour détecter les mots les plus proches au mot 
écrit. Pour ce faire, nous avons utilisé les expressions régulières endormant 
la priorité aux caractères qui apparaissent en double. 
2. La correction orthographique pour les erreurs fréquentes dans le web. Par 
exemple, quand ou fait une recherche dans le dictionnaire anglais pour le 
mot «scoll», cela ne donne aucun résulta t, car , le mot n 'existe pas en anglais. 
Par conséquent , on le remplace systématiquement par le mot « scr-oll » car 
c'est le mot qui lui es t le plus proche syntaxiquement. 
3. La correction cles erreurs fréquentes dans les médias sociaux, par exemple, on 
remplace le mot «2day » par « today» utilisant un dictionnaire 11 contenant 
les abréviations utilisée· fréquemment dans les SMSs(Han et al. , 2013a). 
6.5 Analyse grammaticale 
L'étiquetage grammatical (par-t-of- speech tagging eu anglais abrégé par POS) est 
un processus qui associe aux mots d 'un texte les informations grammaticales 
10. http :/ / gdt .oqlf.gouv.qc.ca/ 
11. https :/ / githu b.comj coastalcph/ cs _ sst/ blob/ master/ data/ res/ emnlp _ dict.txt 
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comme la partie du disco urs, le genre, le nombre, etc. à l'aide d'un outil informa-
tique. 
Les étiqueteurs grammaticaux qui analysent les textes courts et les tweets sont 
nombreux. On cite Twee tNLP 12 , TreeTagger 13 . 
Nous avons choisir StanfordNLP 14 comme outil de prétraiternent des tweets qui 
peut utiliser des modèles 15 pour l'étiquetage grammatical construits par l'outil 
Gate 16 . 
6.6 Décomposition des hashtags 
Un hashtag commence toujours par le caractère « # » ; ce qui permet de le repérer 
très rapidement dan · 1 'analyse des données (lors de la tokenisation). Ce · hashtags 
créent des problèmes durant l'analyse linguistique. En effet, ils sont considérés 
comme des mots inconnus et ne se trouvent pas dans les dictionnaires, car les 
hashtags sont généralement des rrtots composés inventé par les utilisateurs de 
Twitter et leur sémantique particulière se perd dans le traitement d es textes. Or, 
dans un tweet dont la longueur ne peut dépasser 140 caractères, ignorer les hash-
tags peut conduire à une dégradation très forte de l'interprétation de celui-ci (Brun 
et Roux, 2014). 
Généralement , l'utilisateur qui publie un tweet à propos d 'un sujet donné, a ten-
dance à mettre le plus possible d 'hashtags qui sont en relation avec le sujet même. 
Cela, permet aux autres utilisateurs de trouver plus facilement le tweet publié 
12. http :/ / www.cs.cmu.edu/ ark/ TweetNLP / 
13. http :/ j www.cis.uni-muenchen.de/ schmid/ toolsj 'Il·eeTagger/ 
14. http :/ / nlp.stanford.edu / software/ 
15. https :/ j gate.ac.uk/ wiki/ twitter-postagger.html 
16. https :/ j gate.ac.uk/ 
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en faisant une recherche par les hashtags utilisés . Généralement , les utilisateurs 
n'utilisent pas le même hashtag pour un suj et particulier. Pour le sujet de # News-
max _ Media, nous avons découvert plusieurs hashtags sur le même sujet tels que 
: # News_ Media, # VanRE,# vancouver. . . 
Ces trois hashtags ont une relation avec les mots Newsmax, Media, vancouver , 
VanRE . Nous voulons extraire tous les mots qui composent ces hashtags, afin de 
le relier avec les mots fréquents qui existent dans le dictionnaire 17 anglais standard 
comme suit : 
# Newsmax _Media -t (Newsmax , Media) 
# News_ Media -t (News , Media) 
# vancouver -t (vancouver) 
# VanRE -t (Van, RE) 
Ce traitement va nous aider à extraire le plus de mots possible à partir des hashtags 
et le faire relier avec les autres mots récupérés du tweets. Les suj ets discutés dans 
les tweet · , ·ont généralement symbolisés par des hashtags qui sont le plus souvent 
des mots composés collés ensemble ou des suj ets parlés dans le texte des tweets . 
Pour faire le lien entre les deux, nous avons eu besoin de faire cet te segmentation. 
L'algorithme de la segmentat ion proposé (voir Algorithme 1) es t récursif et traite 
les hashtags dans la direction de la lecture de texte, c'est-à-dire de gauch·e vers la 
droite. Ceci nous permet de décomposer le problème en trois parties principales, 
comme suit : 
1. Détecter des mots en se ba ·ant sur une délimita tion avec une majuscule, uti-
lisée pour marquer le début de chaque mot . Des mots qui commencent par 
17. http. :/ j glthub. comj dwylj english-words 
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Algorithm 1 Segmenter les Hashtags 
1: fonction SEGMENTERHASHTAG(hashtag : chaine) : Ensemble des chaines 
2: ens : Ensemble Vide 
3: si hashtag est vide ou hashtag[O] =/= # alors 
4: retourner ens t> ensemble vide 
5: sinon 
6: ens.ajouter (hashtag.coupe(l , text. longeur))) 
7: fin si 
8: retourner Segmenter Mots( ens) 
9: fin fonction 
10: fonction SEGMENTERMOTS(Ens Ensemble des chaines) Ensemble des 
chain es 
11: Ensemblel : ensemble des chaines 
12: Ensemble2 : ensemble des chaines 
13: EnsembleTemp : ensemble des chaines 
14: t> chercher les mots qui commence par des majuscules . 
15: pour Mot : Ens faire 
16: si contientMajuscule(Mot) alors 
17: motsDecoupeT +- decoupeTAnnotationM ajuscule(M ot) 
18: motsSegmenteT +- S egmenteTMots(motsDecouper.Par-Alphabet) 
19: Ensemblel.ajouteTTous( decoupeT AnnotationM ajuscule( motsSegmenteT)) 
20: fin si 
21 : fin pour 
22: t> chercher les mots qui contient des caractère non alphabétique. 
23: pour Mot : Ensemblel faire 
24: si ContientNonAlphabet(M ot) alors 
25 : motsDecoupeT +- decoupeTPaTAlphabet(M ot) 
26: motsSegmenteT +- S egmenteT M ots(motsDecot~peT PaT Alphabet) 
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Algorithm 2 Segmenter les Ha. htags (suite) 
27: Ensemble2.ajou terTous( mots Segmenter) 
28: fin si 
29: fin pour 
30: 1> chercher la plus petite nombre des mots qui compose le varaible Mot. 
31: pour Mot : Ensemble2 faire 
32: EnsembleT emp.ajouterTous(MaxMatsh (M ot,liste des mots anglais)) 
33: fin pour 
34: retourner EnsembleTemp 
35 : fin fonction 
une majuscule sont collés ensemble. Ce problème a été analysé par la fonc-
t ion deco'Uper-AnnotationM ajuscule dans la ligne 16 qui cherche les mots 
qui commencent par une majuscule. Et le séparer à l'aide des expressions 
régulières . Par exemple l'hashtag # ParisClimateConference construit à 
l'aide de trois mots collés ensemble et chaque mot commence par une ma-
juscule. 
2. Détecter des mots utilisant une délimitation avec des caractères spéciaux ou 
par des chiffres . Ce problème a été analysé par la fonction decouper-Far-Alphabet 
qui cherche les mots qui sont séparés par des caractères non alphabétiques 
ou un nombre. Exemple#3Novices ,# Newsmax Media cette fonction a 
été construi te à l'aide des expressions régulières qui détectent les caractères 
non alphabétiques, ou bien les chiffres dans le hashtag. 
Détecter les mots dans la séquence de lettres en minuscules faites en consul-
tant le .dictionnaire anglais 18 . Ce problème a été analysé par la fonction 
maxM atsh dans la ligne 31 qui cherche le plus petit nombre des mots qui 
18. https :/ / github.com/ dwylj english-word 
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composent le mot dans le dictionnaire de gauche vers la droite, parce que tout 
simplement l 'écriture de la langue anglaise se fait suivant cette orientation. 
Par exemple, le hashtag suivant # renewableenergy peut être décompol:lé 
de plusieurs façons, comme suit : 
# renewableenergy --7 (renew, able , energy) 
#renewableenergy --7 (renewable , energy) 
Notre algorithme se base sur le nombre minimal de décompositions, car 
quand on li t une séquence de caractères collés ensemble, on essaie de trou-
ver la chaine de caractères la plus longue. Pour cette raison , on a choisi le 
plus petit ensemble de mots qui compose la séquence. 
Dans l'exemple précédent, on remarque que (renewable , energy ) est la 
décomposition idéale. Le code de ce programme est fournis à l'annexe A. 
6. 7 La reconnaissance des entités nommées 
La détection des entités nommées constitue une difficulté maj eure dans cette 
étude. En fait , ces entités se compliquent avec les différents formats d 'écriture 
utilisés. Par exemple, la date « 2016-03-10 » est différente de « 10 mars 2016 » au 
niveau orthographique, même si elles ont la même valeur sémantique. Les deux 
formats d 'écriture ont le même sens. Donc, les entités nommées nécessitent une 
transformation vers un standard commun en utilisant une méthode de norrna-
lisation (Chang et Manning, 2012). Cette technique est utilisée dans différents 
projets ed recherches et domaines, comme le projet G AT(Gene/ protein nameù 
entity recognition and normalization software) (Werm ter et al. , 2009) et le projet 
DNorm (Leamau et al. , 2013) qui se basent sur la domaine médical. Les données 
de type pourcentage, monnaie et temps, peuvent être transformées dans un for-
mat unique. L'API StanfordNLP, nous propose une normalisation pour les dates, 
les horaires, les pourcentages, l 'argent et les mesures en les transformant dans un 
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format standard commun . 
Parfois, dans une même phrase, nous découvrons une combinaison de mots qui 
peuvent désigner un sens unique, mais l'ut ilisation de ces mots en direct peut faire 
éloigner le sens de la phrase. Pour c la, nous essayons de détec ter ce combinaisons 
de mots ensemble et on les garde en équence. Généralement , ces données sont 
des entités nommées qui font part i du suj et de discussion. Les données de type 
location ou organü;ation n'acceptent pas le type de standardisation direct comme 
les dates. Pour cette raison, on cherche des synonymes proches à l'aide de Word et 
s 'ils existent dans le thesaurus. 
6.8 La lemmatisation 
La lemmatisation est l'étape qui désigne l'analyse lexicale chargée de faire regrou-
per les mots d 'une même famille qui partagent le même suffixe lexical. Chacun des 
mot · du texte se t rouve ainsi rédui t en une entité appelée « Lemme ». Ce lemme 
désigne la forme canonique des mots. La lemmatisation regroupe les différentes 
forme.· que peut avoir un mot . Par exemple, un nom en pluriel va être réd uit au 
singulier, un verbe à son infini tif, etc. 
La lemmatisation aide à regrouper les mots et les faire représenter ave · les lemmes 
dans le bu t de réduire la dimension d l'espace des mots. Par conséquence, si les 
mots partageant un lemme on les considère comme un mot unique. 
Dans notre tr:avail , pour effectuer cette tâche, nous avons ut ilisé le lernmatiseur 
anglais de StanfordNLP w. 
19. http ://nlp.stanford.edu j softwa.re/ 
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6.9 Détection des mots vides (stop liste) 
Les mots vides (ou stop words) sont des mots qui sont tellement communs qu 'il 
est inutile de les traiter ou de les utiliser dans une recherche d 'informations. En 
Anglais, certains de ces mots sont « the », ~~ is », « far», etc. 
Un mot vide est un mot non significatif figurant dans un texte . La signification 
d 'un mot s'évalue à part ir de sa distribution (au sens statistique) dans une col-
lection de textes . Un mot dont la distribution est uniforme sur les textes de la 
collection est dit « vide » et ne permets pas de distinguer les textes les uns par 
rapport aux autres . 
En d 'autres t ermes, un mot qui apparaît avec une fréquence semblable dans chacun 
des textes de la collection n'est pas discriminant , car il ne permet pas de distinguer 
les textes les uns par rapport aux autres. 
D'autre part , certains mots grammaticaux sont assez rares pour constituer des 
mots pleins. 
La collection des mots vides 20 utilisés dans la classification des tweets est la même 
collection utilisée dans la recherche d 'informations. Elle a pour le bu t de filtrer les 
tweets et d 'extraire juste les mots pertinents afin de discriminer ces twee ts par les 
mots qu 'ils représentent . 
6.10 La méthode de pondération 
Quelle que soi t la méthode de classification retenue, la première opération consiste 
à représenter les documents de façon à ce qu 'ils puissent être traités ·automatique-
ment par les classifieurs. La plupart des approches se basent sur la représentation 
vectorielle des documents. Cette représentation est utilisée dans de nombreux 
autres domaines connexes de l'apprentissage automatique tels que par exemple, 
20. http :/ / members. unine.ch/jacques.savoy / clef/ englishST .txt 
52 
la fouille des textes , la recherche d'informations et le traitement automatique des 
langues . 
6.10.1 La représentation vectorielle 
La représentation vectorielle ou également appelée le Modèle vectoriel ( VSM pour 
VectoT Space Madel) a été initialement développée pour le système SMART (Bütt-
cher et al., 2010). Le principe consiste à représenter chaque document de la col-
lection comme un point de l'espace, autrement dit, un vecteur de coordonnées 
dans l'espace vectoriel. Les coordonnées correspondent en fait aux descripteurs 
composant le document. Dans la figure 6.4, quat re documents sont symbolisés 
clans un espace à trois dimeusions (chaque dimension correspondant à un terme) . 
Ainsi, deux points proches (Tweet 1 ,Tweet2 ) clan · l'espace vectoriel sont considérés 
comme des pl'oches sémantiques (Albitar, 2013). 
' 
. ' 
.. --: "' 
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{~ - ---:-
---------------
' 
----------- ---------
x = f?·q•u e n e Le nne 1 
Figure 6.4 Représentation dans l'espace vectorielle avec trois termes. 
Le système proposé repose sur une méthode automatique consistant , clans un 
premier temps , à représenter les tweets sous forme vectorielle. La méthode se 
décompose en deux phases que nous détaillons ci-dessous. 
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Une fois le corpus acquis, il sera représenté de manière vectorielle. Chaque tweet 
sera considéré comme un sac des mots. 
Dans cette représentation dite « Saltonienne », un traitement préalable consistera 
à éliminer les mots inutiles (préposition , mots vides , etc .) . 
Chaque mot présent dans le corpus représentera une dimension dans l'espace vec-
toriel sur lequel nous nous appuierons pour effectuer la représentation . 
Deux types de représentations peuvent alors être effectuées : une représentation 
fréquentielle (nombre d 'occurrences des mots dans chaque tweet) et la mesure 
TF-IDF (Jones, 2004). 
Dans les lignes qui suivent , nous allons appliquer la représentation fréquentielle à 
partir d 'un corpus constitué des deux tweets suivants (cf. tableau 6.2) 
Tableau 6.2 Exemple de deux tweets 
Twitte 1 Digital econorny, intellectual property and srnall business in 2011. 
Twitte 2 business ,Non-corporate crorepatis tripled in # lndiasince 2011. 
La représentation saltonienne du corpus est donnée sous forme fréqUentielle dans 
la Figure 6.3 : 
Tableau 6.3 Représentation fréquentielle 
Digital economy intellectual property business # corporaLe crorepati s t ri pied # lndiasince 201l 
tweet 1 1 1 1 1 1 0 0 0 0 1 
tweet 2 0 0 0 0 1 1 1 1 1 1 
Pour éviter d 'obtenir des vecteurs trop creux, une phase d 'élagage sera appli-
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quée, et ce, tout en évitant qu'un mot se répète clans notre vecteur avec une 
conjugaison différente (lemmatisation). Avec cette représentation, les mots de la 
même famille peuvent être rassemblés (mots singuliers/ pluriels, féminins/ mascu-
lins, verbes conjugués, etc.). La repré.·entation canonique des mots permet un 
regroupement de ce dernier. 
Matrice sacs des composantes connexes 
Figure 6.5 Processus de conception de la matrice des composantes connexes/ 
tweets. 
6. 11 La désambigüisation des tweets en utilisant WordNet 
Il existe différentes méthodes de désambigüisation qui dépendent de l'analyse des 
textes, comme la classificat ion automatique et les mesures de cooccurrence. Dans 
la présente étud e, nous utilisions WordNet 21 pour l'expansion des tweets, ainsi 
21. http :/ / wordnetcode.princeton.edu/ wn3. l.dict.tar.gz 
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que pour la désambigüisation des entités nommées. 
WordNet nous propose pour chaque mot, plusieurs sens appelés Synset, repré-
sentant des synonymes. Pour choisir le bon sens, on devrait chercher celui qui 
correspond le mieux aux contextes du texte ( tweet). 
Pour cela, nous avons adopté une méthode structurelle fondée sur la distance 
sémantique entre les concepts selon la formule suivante (Navigli , 2009) : 
ÊJ = argTI1 8.}(SESenses(w;) lTICLYs' ESenses(wi) Score(S, S' ). (6.1) 
Wj ET:w;oFWj 
où T est l'ensemble des termes qui forment le tweet, wi e t le terme qu 'on souhaite 
désambigüiser , Senses(wi) es t l'ensemble des concepts candida ts pour le terme Wi, 
ce qui correspond dans WordNet aux synsets qui contiennent ce terme. 
Score (S, S') est la fonction utilisée pour mesurer la similarité entre deux concepts 
Set S'(Audeh et al., 2013). 
Plusieurs méthodes existent pour mesurer la similarité entre deux concepts. Suite 
à plusieurs comparaisons, nous avons choisi une approche basée sur le parcours 
des arêtes du graphe (Wu et Palmer, 1994; Han et al. , 2013b) . Cette approche 
suppose que la similarité entre deux concepts dépend de la profondeur des nœuds 
concernés et de leur ancêtre commun (Least Common Concept) par rapport à un 
nœ ud racine dans la ressource. 
Cet te technique a été introdui te par Audeh et al. (2013) clans la recherche d 'infor-
ma tions afin d 'exécuter l'expansion des requêtes . ous avons adopté cette tech-
nique pour faire enrichir les termes des tweets. 
6.11.1 La sélection des t ermes 
Une fois la désambigüisation des termes d 'un tweet faite, l'é tape suivante consiste 
à trouver les termes d 'expansion les mieux adaptés pour chaque mot original. 
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La première étape consis te à chercher les synonymes dans le synset sélectionné 
par l'étape précédente. Dans la deuxième étape, on utilise le même technique 
d 'expansion pour les synsets de l'hyperonymie. La désambigüisation peut se faire 
pa r un mot ou par une entité nommée. 
6.11 .2 La construction du graphe 
Une fois que la sélection de synset choisi avec le sens le plus proche au contexte 
de tweet , nous regroupons les mots m extrait des tweets avec leurs synsets dans 
un graphe G = (V, E), ce graphe es t défini comme suite : 
f V = {m} U Synsetm , mE Stweet 
l E {(v1,v2) E V2, (v1 Synonyme v2 ) V (v1 Hypronyme v2) V · ··} 
(6.2) 
Le graphe G i·eprésente tous les fragments des mots extraits du graphe Word et 
avec les relations entre les synsets : 
• Les nœ uds V corre. pondent à tous les mots extraits des tweets ( Stweet) avec 
les termes de tous les ·y nsets choisis. 
• Les arrêts E sont des relations WordNet utilisées dans nos expériences (Sy-
nonymie, Hypéronymie). 
De cette façon, on a un graphe avec une connexité faible . Avec la possibili té de 
chercher les composantes connexes, une composante va contenir une connexité 
entre les mots représentant les sens des synsets dans WordNet. Ensuite, nous 
cherchons toutes les composantes connexes dans le graphe G. Chaque com posante 
co nnexe va contenir des nœ uds correspondants aux termes. Ces termes sont reliés 
pa r des arrêtes qui sont les relations Word et. 
L'idée es t de regrouper les mots m 1 et m 2 et les relier par une arrête correspondant 
à une relatiorl de synonymie avec un mot m E { m 1} U Synsetm1 et ce mot m a 
une relation m E { m 2 } U Synsetm2 . 
Autrement dit : 
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siG' (V', E') une composante connexe dans G(V,E) /V' CV 1\ {m1 , m2} EV' 
On a alors 
1 
mE {mi} U Synsetm 1 
mE {m2} U Synsetm2 
( { mr} u Synsetm1 ) n ( { m2} u Synsetm2 ) =f c/J 
(6 .3) 
La matrice des sacs de mots va être représentée par les composantes connexes et 
les tweets. Pour ce faire, nous choisissons un mot surnommé « Représentant » qui 
va symboliser une composante et qui à son tour va représenter une dimension dans 
notre matrice. En d'autres termes, la matrice des sacs de mots devient un sac de 
représentants des mots ou un sac des composantes connexes . À titre d 'exemple, 
dans la figure 6.6, le mot football est le représentant de la composante suivante : 
football ---+ [football , football game, socceT/ spoTts , associationfootball, socceT] 
Chaque fois que nous trouvons un des mots de ce tte composante dans un tweet , 
nous incrémentons la fréquence de mot football . La taille des vecteurs de· tweets 
va diminuer , car les dimensions des vecteurs au lieu d 'être représentées par des 
mots seront représentées par les dimensions des composantes connexes de notre 
graphe G. 
La figure 6.6 montre un graphe composé par deux composantes connexes repré-
sentées par le mot «football » et «disco» dans l'espace vectoriel. 
Le tableau 6.4 montre la représentation d 'une matrice de m tweets avec l'extrait 
des fréquences f j,i des mots trouvés dans les composantes connexes Campo antei 
qui vont être représentées par un seul mot qu 'on va nommer «Représentant». 
L'at tribut «Classe» fait référence à l'étiquette des tweets pour les assigner dans 
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( ..................................................................... ··················-·····-···, l COMPOSANT8 CONN8XE J 
( represantant ) 
Figure 6 .6 Graphe illustrant deux composantes connexes représentées par le mot 
f ootball et disco dans l'espace vectoriel. 
le modèle d 'entraînement.. 
6.11.3 Réduction du rang avec ASL 
Après avoir construit la matrice des occurrences, l'analyse semantique latente 
(ASL) (en anglais Latente Semantic Analyses - LSA) permet de trouver une rna-
triee de rang plus faible, qui donne une approximation de cette matrice. 
La logique de l'analyse sémantique latente consiste en une matrice lexicale qui 
contient le nombre d 'occurrences de chaque mot dans chacun des documents . 
Pour extraire les relat ions sémantiques entre les mots à partir d 'une matrice lexi-
cale, l'analyse simple des cooccurrences brutes se heur te à un problème majeur. 
Même dans un grand corpus de textes, la majorité des mots sont relativement 
-------· -------- ·- -- -------- --- -------------------------, 
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Tableau 6.4 Représentation de la matrice des dimensions tweets/ composantes 
connexes. 
Dimension des 
composantes 
Vecteurs des 
Classe Composante1 · · · Composantei · · · Composante" 
tweets 
étiql !J.I /J ,i !J,n 
1\veet; étiqj Jj,l k Jj,n 
étiqm fm.,1 fm ,i Jm,n 
rares. Il s 'ensuit que les cooccurrences ne se répètent pas. Leur rareté les rend 
particulièrement sensibles à des variations aléatoires (Bestgen, 2004; Berry et al. , 
1995) . 
L'ASL résout ce problème en remplaçant la matrice originale de fréquences par 
une approximation qui produit une sorte de lissage des associations. Pour cela, la 
matrice de fréquences fait l 'objet d 'une décomposition en valeurs singulières avant 
d 'être recomposée à partir d 'une fraction seulement de l'information qu'il contient . 
Les mots caractérisant les documents sont ainsi remplacés par des combinaisons 
linéaires ou « dimensions sémantiques » sur lesquelles peuvent être situés les mots 
originaux. Contrairement à une analyse classique, les dimensions extraites sont 
très nombreuses et non interprétables (Foltz et al., 1998; Bestgen , 2004). 
L'ASL ou l'ISL 22 est une technique à base algébrique qui a été utilisée dans le 
22. LSI : Latent Semantic Indexing ut ilisé dans la recherche d'information 
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traitement du langage naturel. En particulier, la sémantique distributionnelle qui 
consiste à analyser les relations entre un ensemble de documents et les termes qu' ils 
contiennent en produisant un ensemble de concepts liés aux documents. L' ASL 
suppose que les mots de sens proches se produiront dans des pièces similaires 
dans le texte. Une matrice contenant les mots comptés dans les paragraphes (les 
colonnes représentent les mots uniques et chaque paragraphe est représenté dans 
une ligne) e t construite à partir d'un gros morceau de texte et une technique 
mathématique appelée « la décompo ·ition en valeurs singulières SVD 23 » qui a 
été utilisée pour réduire le nombre des lignes tout en préservant la structure de 
irnilit ude entre les colonnes formées par deux rangées . Les valeurs proches de 1 
repré entent des mots très similaires alors que les valeurs proches de 0 représentent 
des mots très dissemblables. On peut justifier cette approximation par plusieurs 
aspects (Landauer et al., 1998; Evangelopoulos et al. , 2012; Berry et al., 1995) : 
1. La matrice d 'origine pourrait être trop grande pour les capacités de calcul 
de la machine. 
2. La mat r'ice d 'origine peut être« bruitée» :des termes n 'apparaissent que de 
manière anecdotique. La matrice sera nettoyée des vecteurs et des attribu ts 
qui peuvent être répétés dans les tweets , et ce, afin d'améliorer les résultats. 
3. La matrice d 'origine peut être « trop creuse » : elle contient les mots propres 
à chaque tweet plutôt que les termes liés à plu ieurs tweets. C'est également 
un problème de synonymie. 
Nous avons adopté la technique de la réduction matricielle pour réduire le nombre 
d 'attributs fournis en les regroupant à l'aide du WordNet. Étant donnée une rna-
triee X, ou sait qu' il existe, deux matrices U et V orthogonaux et une matrice 
diagonale L: telles que : 
(6.4) 
23. SVD : Singular Value Decomposit ion 
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D'après la théorie de l 'algèbre linéaire (Landauer et al., 2013) , il existe une dé-
composition X de telle sorte que, U et V sont des vecteurs orthogona ux et ~ est 
une matrice diagonale. Ceci est appelé une décomposition en valeurs singulières : 
XXT = (U~VT)(U~VT)T = (U~VT)(V~TUT) = U~~TUT 
XT X= (U~VT)T(U~VT) = (V~TUT)(U~VT) = V~~TVT 
Détenninant(X xr - 0"2 I ) = 0, I la matrice d 'identité 
(6. 5) 
Depuis ~~T et ~T~ sont en diagonale, nous voyons que U doivent contenir les 
vecteurs propres de x xr' alors que v doivent être les vecteurs propres de xr x. 
Les deux produits ont les mêmes valeurs propres non nulles, données par les entrées 
non nulles ~~r. Pour trouver les valeurs propres il se fait de réso udre l'équation 
Détenninant(XXT- 0" 2I) = O. 
La décomposition se présente comme suit (Landau er et al., 2013) : 
X U E VT 
~ 
xl,n l Il 1 1 Il 10"
1 0
1 l[v
1
]1 
X m,o ~ (i[)-+ Ut Ut 0 "' [v,] I
X ll 
(tf)-+ :' 
Xm, l 
(6.6) 
Nous traitons un tweet comme un « mini-document » et nous le comparons dans 
l'espace des concepts à un corpus pour construire une liste des documents les 
plus pertinents. Pour faire cela, il fau t déjà convertir le tweet dans l 'espace des 
concepts, en le t ransformant de la même manière que les documents. 
Comment l' ASL a été utilisé? 
Nous avons représenté les composantes connexes au lieu de représenter les sacs 
de mots alors , l'espace va contenir un sac des représentants pour les composantes 
, ----------------------------------------------------------------------------------------------------------------------
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connexes. 
L'analyse sémantique latente (ASL) pose le problème sur la façon de trouver une 
représentation de la matrice X = UL,VT dans un espace vectoriel réd ui t. Cette 
méthode tente de résoudre le problème en mettant une correspondance entre les 
re pré ·entants des mots et le.· tweets dans un espace de concept réduit. Pour ce 
faire, nous trions les valeurs propres et nous choisissons les K plus grands valeurs 
CJ afin de réduire la matrice '2:,. Notre nouvelle dimension devient alors K. 
La figure 6. 7 montre l'interface graphique qui permet de générer la matrice tweets 
/ composante connexe de la classification, les dimensions après la transformation 
de l'LSA. 
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Figure 6 . 7 Interface ut ilisateur permettant de générer la matrice tweets/ 
composantes connexes 
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6.12 Le choix de classifieurs 
La résolu tion des problèmes de la classification à grande échelle est cru ·iale dans ùe 
nombreuses applications telles que la classification de texte. ous nous basons dans 
le choix du classifieur sur la rapidité et la simplicité. La classification linéaire est 
devenue l'une des techniques d 'apprentissage les plus prometteuse· pour les grosses 
données avec un grand nombre de cas et de fonctionnalités (Fan et al., 2008). 
Nous nous basons sur LIBLINEAR 24 comme outil facile à utiliser pour t raiter 
ces données . Cette outil prend en charge la régression logistique L2-régularisée 
(LR) , L2-loss et Ll-loss linéaires vecteurs machines de support (SVM) (Baser 
et al. , 1992). Il possède de nombreuses caractéristiques de la bibliothèque populaire 
de SVM (LIBSVM) (Chang et Lin , 2011) tel que la simplicité, la richesse de la 
documentat ion en plus d' être un logiciel libre (Sous li cense BSD 25 ). 
LIBLINEAR est très efficace pour l'entrainement des données sur des problèmes 
à grande échelle. Il ne faut que quelques secondes pour s'entrainer à un problème 
de classification de texte. Pour la même tâche, un autre classifieur SVM tel que 
LIBSVM s'exécute en plusieurs heures. En outre, LIBLINEAR est compétitif et 
plus rapide que les classificateurs linéaires tels que Pegasos (Shalev-Shwartz et al. , 
2007). 
24. http ://www.c ie.ntu.edu.tw/ cjlin/ liblinear 
25. La nouvelle licence BSD(Berkeley Software Distribution License) approuvé par l'initiative 
Open source. 

CHAPITRE VII 
ÉVALUATION DE LA MÉTHODOLOGIE 
Nous avons effectué plusieurs évaluations pour la classification des tweets. Aussi, 
nous avons étudié plusieurs cas et nous avons fait des comparai ons. 
7.1 Les différentes évaluations 
Dans les présentes évaluations , nous avons procédé par plusieurs. stratégies de 
filtrage afin de comparer nos méthodologies : 
1. Filtrage par catégories grammaticales : Filtrage par catégorie grammati-
cale : son rôle est de permettre de garder seulement les mots pertinents tels 
que les adjectifs, les noms et les verbes , tout en éliminant les mots vides. 
Le tableau 7.1 montre les catégories grammaticales ou parties du discours 
sélectionnées dans le filtrage. 
2. Segmentation des hashtags : permet d 'évaluer l'effet d 'extraire les mots qui 
composent les hashtags sur les résultats de la classification. 
3. Relations WordNet: permettent d 'évaluer l'effet de l'utilisation des relations 
sémantiques de WordNet (synonyme, hyperonymie, synonyme avec hyper-
onymie) sur les rés ultats de la classification. 
4. Reconnaissance des entités nommées : les entités nommées se trouvent dans 
le texte sous forme de mots composés ou d'abréviations. Ces entités ont 
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Tableau 7.1 L es catégories gramma ticales ( en anglais Pœrt of speech-POS) utili-
sées clans le fi ltrage pour sélectionner les mots. 
Abréviation (Catégorie grammaticale) Descript ion (Catégorie grammat icale) 
VB Verb , base forrri 
VBD Verb , pas t tense 
VBG Verb, gerund or present par ticiple 
VB Verb , past participle 
VBP Verb , non-3rd persan singular present 
VB Z Verb , 3rd persan singular present 
NN oun , singular or mass 
s oun , plural 
NNP Proper noun , singular 
JJ Adjective 
besoin de désarnbigüisat ion afin de déterminer la semantiqu e et le sens du 
tweet. 
Les rés ultats sont pré. entés dans le ta bleau 7.2 récapit ulatif ci-dessous : 
, ..... 
OK 
. e NER 
D 
c·;;-· l 
[~] 
L .. ~<:.J 
Filtre POS 
Figure 7.1 Interface de contrôle des expérimentations 
7.2 Rés ultats 
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les attributs du LSA , 
. .,---··-- '1 .~~ --: 
- i 
w •·· 1 
Dans un but d 'étudier l'utilité de l 'utilisation des entités nommées, nous avons 
exécuté deux types d 'expérimentations, le premier type avec la reconnaissance des 
entités nommées et le deuxième type sans la reconnaissance des entités nommées. 
Le tableau 7.2 résume les résultats des évaluations. 
7.2.1 Résultats sans la reconnaissance des entités nommées (-REN) 
1. Nous avons constaté que le filtrage par les catégories grammaticales (Par-t 
Of Speech en anglais) des tweets, améliore considérablement les résultats 
avec un gain de 29,9% en précision en utilisant la synonymie. Par ailleurs, 
on peut avoir jusqu'a 81. 2% de gain en utilisant la relation de synonymie 
68 
Tableau 7.2 Différentes évaluations et résultats sans la reconnaissance des entités 
nommées(-RE ) 
Type de filtre Segmentat ion Relat ion Wor !Net Précision sans 
de hashtag -REN(%) 
To us les mots 1on Synonymie 38.3 
Fil ter Adj ,NN,YB lon Synonymie 68.2 
Tous les mots Oui Synonymie 42.1 
Fil ter Adj ,N ,YB Oui Synonymie 73.4 
Tous les mots lou Hyperonymie 41.7 
Fil tcr Aclj ,N ,YB Ton Hyperonymie 70.9 
Tous les mots Oui Hyperonymie 43.2 
Fi lter Adj , TN,YB O ui Hyperonymic 76.4 
Tous . les mots Non Synonymie&Hyper01ty1nie 46.8 
Filter Adj , TN,YB Non Synonymie&Hyperonyrnie 72.3 
Tous les mots Ou i Synonyrnie&Hyperonymie 51.3 
Fi lter Adj ,NN ,\ IB Oui Syuonymie&Hyperonymie 81.2 
conjointement avec la relation c.l 'hyperonymie. Ce gain peut être expliqu ' 
de façon presque naturelle par la suppression des mots sensibles , comme les 
déterrniuants et les adverbes qui font office de mots vides dans le texte. En 
effet, ces mots vides peuvent aboutir à un résultat dégradant de la classifi-
cation . 
L'utilisation des noms, des adj ectifs et des verbes peut améliorer la classifi-
cation selon les résultats obtenu ·, car ces mots sont néces ·airement trouvés 
clans la liste de filtrage des mots des suj ets de discussion des tweets . En ef-
fet , cette technique aide, de façon remarquable à l'élimination des mots rares 
tell que les adresses RL, les adresses électroniques et les adresses utilisa-
teurs pour le. comptes Twitter, ain ·i que les érnoticons qui ne donnent pas 
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une information pertinente sur le suj et du texte et qui donnent des compo-
santes connexes élémentaires (contient un seul mot). 
2. La segmentation des hashtags améliore le résultat avec un gain de 3,8% 
sans l 'utilisation de filtrage par catégories grammaticales et fournit , par 
ailleurs, une amélioration de 5.2% avec l'utilisation de filtrage. Cela peut 
être expliqué par l'extraction des informations à partir des hashtags qui 
peuvent donner des informations plus pertinentes sur le suj et du tweet . En 
outre, l'information extraite d'un hashtag peut aider à améliorer la précision 
de la classification. otant que la précision de la classification croît toujours 
avec la croissance de la précisior1 du filtrage de la catégorie grammaticale. 
3. L'enrichissement des mots avec la relation de synonymie donne un résultat 
de 68.2% en terme de précision en utilisant le filtrage sans !;utilisation de 
la segmentation et de 73.4% en terme de précision avec l'utilisation de la 
segmentation. 
Cependant , le résultat utilisant la relation de l'hyperonymie donne un résul-
tat de meilleure précision comparativement à la synonymie avec un gain de 
plus de 2.7% en utilisant le filtrage sans l'utilisation de la segmentation et 
plus de 3% avec l'utilisation de la segmentation. 
La combinaison des deux relations sémantiques ensemble (synonymie et hy-
peronymie) améliore le résultat avec un gain de 1.4% de plus en utilisant 
le filtrage sans l'utilisation de la segmentation et le résultat donne un gain 
de 4.4% en terme de précision avec la segmentation. ous notons que, peu 
importe, l'expérimentation utilisant l'hyperonymie donne une meilleure pré-
cision par rapport à la synonymie. Par contre, les deux relations ensemble 
améliorent nettement le résultat initial. 
4. La segmentation des hashtags avec le fi ltrage de la catégorie grammati-
cale donne une meilleure amélioration de précision avec 81.2% en terme de 
70 
précision en utilisant la combinaison des deux relations, la synonymie avec 
l'hyperonymie. 
La figure 7.2 montre un histogramme présentant une comparaison entre les diffé-
rente· précisions qui se t rouvent dans le tableau 7.3 .On remarque une augmen-
tation progressive de la précision après l'utilisation de chaque critère tout en se 
basant sur la reconnaissance des entités nommées et la segmentation des hashtags 
avec un fil trage des catégories grammaticales. 
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Figure 7.2 Représentation graphique des rés ul tats obtenus avec l'utilisation de 
la reconnaissance des entités nommées(+ REN) . 
L'histogramme dans la figure 7.3 montre une comparaison entre le· différentes 
précision · de chaque classe en utilisant la reconnai ·sance des entités nommées et 
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la segmentation des hashtags avec un filtrage des catégories grammaticales. 
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/li Filtre POS avec la segmentation de hashtag et les relations de WordNet / 
Figure 7.3 Représentat ion graphique du meilleur résultat obtenu , dépendamment 
de la catégorie. 
7.2 .2 Résultats avec la reconnaissance des entités nommées (+REN) 
En comparant les résultats des deux tableaux 7.2 et 7.3; c.-à-d. avec et sans la 
reconnaissance des entités nommées, on remarque les faits suivants : 
1. L'utilisation du filtrage par les catégories grammaticales (en anglais, Part 
Of Speesh) conjointement avec l'utilisation de la reconnaissance des entités 
nommées, améliore les ré ultats avec un gain de 1.5 % en terme de précision 
72 
Tableau 7.3 Différentes évaluations et résultats avec la reconnaissance des entités 
nomrnées(+RE I) 
Type de fil tre Segmentation Relation WordNet Précision + RE (%) Gain(%) 
de hashtag 
Tous les mots Non Synonymie 36.2 -2.1 
Fi lter Adj,NN,VB Non Synonym ie 69.7 l.fl 
Tous les mots O ui Synony mie 41.7 -0.3 
F il te r Adj ,NN,VB O ui Synonym ie 74 8 1.1 
Tous les mots Non 1-lyperonym ie 40.6 -1.1 
F il ter Adj ,NN,VB Non 1-l yperonymie 71.3 0.-1 
Tous les mots Oui Hyperonymie 42.4 -0.8 
F il ter Adj,NN,VB Oui Hyperony rn ie 77.3 tUJ 
Tous les mots Non Synonym ie&Hyperonyrnie 45.3 -1.5 
F il ter Adj ,NN,VB 1 on Synonyrn ie&Hyperonymie 73.2 o.u 
Tous les mots Oui Synonyrn ie&Hyperonyrnie 50.6 -0.7 
Fi lter Adj ,1 N,VB Ou i Synony1nie&Hyperonym ie 83.4 u 
en utilisant la relation de synonymie et sans segmentation des hashtags et 
un gain de 1.4% en utilisant la segmentation. 
2. En emichissant les mots avec la relation d 'hyperonymie, la précision aug-
mente de 0.4% en utilisant le filtrage sans segmentation des hashtags et avec 
la segmentation on obtient un gain de 0.9%. C'est donc une amélioration de 
0.5% en terme de précision. 
3. La combinaison des deux relations, l'hyperonymie et la synonymie ont fait 
net tement augmenter la précision de façon remarquable. Au départ , avec 
le filtrage et sans l'utilisation de la segmentat ion des hashtags, la précision 
a augmenté de 0.9% avec la relation d 'hyperonymie, et de 1.4% avec la 
relation de synonymie. Ceci rentre dans le cadre de l'expérimentation sans 
l'uti lisation de la reconnaissance des entités nommées. 
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4. L'utilisation du filtrage avec les catégories grammaticales avec la reconnais-
sanc de ent ités nommées a généré une augmentation de la précision dans 
toutes nos évaluations. 
La figure 7.4 montre 1 interface graphique de la classification qui ut ilis un classi-
fieur de l'outil LIBLINEAR et en contre-partie retourne la précision trouvée dans 
cette dernière expérimentation . 
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Figure 7.4 Interface graphique de la classification avec la meilleure évaluation 
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7.3 Discussion 
Les hashtags représentent une information per tinente au sujet de la discussion 
et du tweet. La segmentat ion de ce hashtag pourrait enrichir les composantes 
connexes qui peuvent contenir les mots du hashtags. Un exemple est le hashtag 
# ParisClimateConference qui contient le mot cl'imate. Avant la segmentation , un 
tweet associé à ce hashtag ne partage aucun mot avec la composante connexe 
suivante : 
climate---+ enV'tr-onrnental condition , elime, climate 
Cependant, après la segmentat ion du hashtag le mot climate apparaît dans le sac 
de mots de tweet qui contient ce hashtag : 
# ParisClimateConference---+ (Paris , Climate , Conference) 
En effet, les tweets qui ont le mot climate soit dans le texte du tweet ou bien dans 
le hashtag lui-même vont partager ce mot dans la même composante connexe. 
otre filtrage qui se base sur la catégorie grammaticale (Par-t-Of-Speech-POS) 
aide vraiment l'amélioration de la précision et ainsi la qualité de la classification. 
Le filtrage sur la catégorie grammaticale se base sur le fil t rage des noms, des ad-
jectifs et des verbes et ces trois catégories principales se trouvent généralement 
dans le texte du tweet. Pour cette raison, nous constatons une bonne amélioration 
de la précision après le filtrage avec les catégories grammaticales . 
Malgré l'existence des mots polysémiques, on remarque que plusieurs mots peuvent 
êt re employés dans un format grammatical différent et peuvent avoir différentes 
significations, mais la désambigüisation en utilisant WordNet(décrite dans la sec-
tion 6.11 ) à aidé à désambigüis r les mots ainsi qu 'à déterminer la sémantique et 
la catégorie grammaticale du mot si ce mot est un nom, verbe ou un adj ectif dans 
le thésaurus WordNet. 
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Les entités uommées détectées par Word et de types personne, organisation et 
lieu sont minimes, parce que , Word et ne contient pas tous les noms des personnes 
possibles, mais contient des noms des célébrités par exemple «Barack Obama», 
«Hillary Clinton», etc . Ainsi que les organisations célèbres ou internationales. Ce-
pendant , WordNet contient une large bibliothèque des lieux. 
Notre utilisation des entités nommées a aidé dans l'amélioration de la précision 
quand elle est utilisée conjointement avec le filtrage basé sur les catégories gram-
maticales. Ceci peut être expliqué par l 'existence des compositions de mots qui 
désignent un sens unique d 'une entité nommée telle que le mot «United state of 
America» synonyme du mot «United Sta tes» et de l'abréviation «USA». La figure 
7.5 montre un sous-graphe de la relation de synonymie extrait de WordNet. L' ex-
r . 
lCOMPOSANT'E CONNEXE J 000000-000~~~-··•• ____ ROOOOO ........ , ___ _ 
U.S.A J 
Figure 7.5 Sous graphe représentant une composante connexe représentée par 
les synonymes du mot composé «United States». 
traction des entités nommées en mots séparés peut affecter la quali té des résultats 
dans nos évaluations. Par contre, l'utilisation des entités nommées comme une 
composition de mots sous forme d 'une séquence peut aider à désambigüiser cette 
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séquence à l'aide de WordNet. 
Exemple, l'utilisation du mot «United States» comme un ensemble de mots séparés 
dans la recherche dans le thésaurus Word et, donne les résul tats suivants : 
{ 
United--+ unite, 1.mijy 
State--+ goveTnment, a'l.dhoTities, Tegime 
(7.1) 
Cependant, l'utilisation de «United States» comme une composition de mots 
donne un résultat différent : 
United States--+ Uni ted States, United States of America, 
America, the States , US, U.S., USA, U.S.A 
De plus, quelques abréviation. et acronymes ont pu être détectés à l'aide de Ward-
Net, tel que le mot «FEI» ou le mot «UN» : 
FBI --+ F ederal Bureau of Investigation, FBI 
ou 
UN --+ United N ations, UN 
cette r connaissance des entités nommées a p rmit de trouver un lien entre les 
ent ités nommées se t rouvant dans les tweets sous différentes formes. De plus, la 
désambigüisation a fait un lien entre les tweets qui peuvent contenir l'un des sy-
nonymes ou hyperonymes, c'est-à-dire, un tweet qui a le mot «UN» (équivalent au 
mot «Unded Nations») et un tweet qui a le mot «United Nations» seront regrou-
pés ensemble par le sous-graphe (composante connexe (( UN>> et ((United Nations») 
) . Il y aura danc réd uction dans l'espace du concept. Plutôt que de représenter 
chaque entité dans une dimension , on représente l'abrév iation avec ces synonymes 
dans une seule dimension. 
CONCLUSION 
Notre travail de recherche a apporté des réponses claires à des questions impor-
tantes. Tout d 'abord , Nous avons introduit un processus (pipeline) de collection 
des tweets qui génère le modèle en se basant sur un détecteur de langue anglaise 
afin de minimiser le bruit dans les tweets multilingues . 
Ensui te, nous avons introduit un processus (pipeline) de prétraitement compre-
nant la reconnaissance des entités nommées afin de réduire le temps de prétraite-
ment. Ce processus se compose des tâches suivantes : 
• Tokenisation 
• Normalisation des tweets 
• Analyse par les catégories grammaticales (Part-Of-Speech) 
• Segmentation des hashtags 
• Reconnaissance des entités nommées(REN) 
Notre filtrage basé sur la catégorie grammaticale (Part-Of-Speech)a aidé l'amélio-
ration de la précision et de la qualité de la classificat ion. 
Les mots extraits par la segmentation des hashtags ont enrichi la collection des 
mots extraits des tweets. Ces mots ont aussi aidé à améliorer la précision de la 
classification. 
Nous avons introduit un concept basé sur les théories de graphe pour extraire les 
composantes connexes . Ces dernieres ont contribué à réduire de manière significa-
tive la matrice des sacs de mots ( Bag- Of- Wor-d) . Aussi, nous avons réduit les sacs 
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de mots en detJ composantes connexes. Chaque composante contient plus d 'un 
mot , et le· mot· de cette composante sont reliés par des relations ·émantiques 
extraits de Word et. C'est-à-dire que les mots vont être similaires. 
La matrice rédui te générée à partir des composante connexes a contribué à l'amé-
lioration de la performance de la classification des tweets. 
La reconnaissance des entités nommées dans les tweets a amélioré la précision , 
lorsqu'utilisée parallèlement avec le filtrage de: catégories grammaticale· . Ainsi, 
l'utilisation des entité: nommées se fait conjointement avec un fi ltrage des noms, 
des verbes et des adjectifs sinon la préci. ion de la classification est touchée par 
une diminution. 
To us nous sommes basés sur le thé ·aurus Worcl et afin d 'enrichir sémantiquement 
les mots extraits des tweets. Cependant , les mots extraits des tweets ne sont pas 
couverts en totalité dan · cet te ressource. Dans les travaux futurs, nous pouvons 
nous baser sur un thésaurus plus large comme Babelnet (Navigli et Ponzetto , 2012) 
et explorer le WoTd embeddings sur l'analyse distributionnelle sémantique pour la 
désambigüisation cl s ntités nommées , des acronymes et des abréviations. 
Dans ce t ravail , uous n 'avons pas pris en compte la détection de · expressions po-
lylexicales (EPLs), malgré que la désambigüisation de ces derniers peut apporter 
du changemeilt dans la quali té de la classification . 
Aussi, la segmentation des hashtags ne prend pas en compte les hashtags multi-
lingues, par exemple # japan <-· ~ -r'f qu 'on peut décomposer end s mots anglais 
et en des mottJ écrits dans une langue non-latine(la langue japonaise dans ce cas). 
D'autres perspective · fu t ures incluent l'apprentissage serni-supervi ·é pour la clas-
sification des tweets , qui nous aiderait à élargir le corpus d 'apprentissage avec 
des tweets non annotés. Cette technique peut faciliter le travail de l'expert au 
niveau de l'étiquetage manuel du corpus. Nous sormnes aus ·i t rès iut' ressés par 
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les réseaux de neurones et l'apprentissage en profondeur dans l 'élaboration d 'un 
système de classification serni-supervisé. 

AN EXE A 
PROGRAMME DE SEGMENTATION 
Cette annexe contient une classe Java permettant ùe détecter les rtwts qui corn-
posent un hashtag en utilisant un dictionnaire anglais. 
package intoxicant . analytics.coreNlp ; 
import cmu . projectclassifier.util.Util ; 
import java . io .* ; 
import java . util . *; 
import java.util.logging . Level; 
import java . util . logging.Logger; 
import java . util . regex.Matcher; 
import java . util.regex . Pattern; 
import org . apache.commons.io . FileUtils; 
import org.apache . commons . lang . math.NumberUtils; 
* Segmenteur est un e c lasse java proposée po ur 
* la segmentation, Elle traite l es hashtags dans 
* la dire ction de la lecture de texte, c'est-à-dire de 
* gauche vers la droite. Elle nous permet de décomposer le 
* problème en trois parties principales suivantes: 
* 1.Utiliser un dictionaire "large -word-list.txt" dans une 
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* expression régulière après qu 'on trie les mots dans un 
* ordre décroissant. 
* 2.Utiliser les caractères non alphabétiques po ur séparer 
* les mots. 
* 3.Utiliser les caractères écrits en majuscules pour 
* séparer les mots. 
* @author · Billal Belainine 
*1 
pub lic c l ass Segmenteur { 
//déclaration des constantes 
private final String FILE_NAME = " large-word-list.txt "; 
private f inal String FILE NAME SORT COPY 
"large-word -list-sort.txt "; 
private final String FILE_NAME_PATTERN_COPY 
"large-word-list-pattern.txt "; 
static final String NON_ALPHA = "[ \ \d .] + 1\ \0+ "; 
static final St ring ANNOTATION MAJUSCULE 
" ( [A-Z] *) ( [A-Z] [a-z] +) 1 ( [a-z] +)"; 
//déclaration des variables 
static private Segmenteur segme nteur 
static String pattern = " "; 
static List <S tring > largeListMots; 
static Pattern p = null; 
public class ComparateurDESC implements 
java . util . Comparator <String > { 
nul l; 
public int compare(String si, String s2) { 
} 
f** 
} 
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return Integer . compare(s2 . length(), s1 . length()); 
* Constricteur: Sengloton Construis une expression régulière 
* contenant le dictionnaire trié en ordre croisant, afin de 
* cherche la combinai so n des mots maximau x pour forme 
* l'hasht ag 
*1 
public Segmenteur() { 
try { 
if (!new File( FILE_NAME_PATTERN_COPY).exists()) { 
if (!new File ( FILE_NAME_SORT _COPY). exists ()) { 
this.largeListMots = FileUtils.readLines( 
new File(Segmenter.class 
.getClassLoader() 
.getResource(FILE_NAME) 
. getPath ())) ; 
Collections.sort(largeListMots, 
new ComparateurDESC()); 
FileUtils . writeLines( 
} else { 
largeListMots 
new File(Segmenteur .c las s 
.getClassLoader() 
. getRe source (" . ") . getPath () 
+ FILE_NAME_SORT_COPY) 
, largeListMots); 
FileUtils . readLines( 
new File(Util.class 
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} 
. getClassLoader() 
. getResource(FILE_NAME_SORT_COPY ) 
. getPath ())) ; 
pattern = " ("; 
for (int i = 0; i < largeListMots . size (); i++) { 
if (i != largeListMots . size () - 1) { 
pattern += largeListMots.get(i) + "l" ; 
} e l se { 
pattern+= largeListMots . get(i); 
} 
} 
pattern+=" )" ; 
FileUtils . writeStringToFile( 
n ew File(Util. c lass. getClassLoader() 
. getResource (" . " ). getPath () 
+ FILE_NAME_PATTERN_COPY), pattern ); 
} else { 
} 
pattern FileUtils . readFileToString( 
new File(Util. class 
.getClassLoader() 
. getResource(FILE_NAME_PATTERN_COPY) 
. getPath ())); 
pattern = ,_ , + pattern + pattern + "+$"; 
p = Pattern .compile(pattern 
,Pattern.CASE_INSENSITIVE); 
} cat ch (IDException ex) { 
Logger . getLogger(Segmenter. class . getName()) 
} 
. log (Lev el . SEVERE, "Erreur! ·" + 
ex. getMe ssage () , ex) ; 
} 
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1** 
* La fonction MaxMatch cherche le plus petit nombre des mots 
* qui composent le mot dans le dictionnaire de gauche vers 
*la droite, parce que tout simplement l'écriture de la 
* langue anglaise se fait suivant cette orientation.exemple, 
* le hashtag suivant #renewableenergy ->( renew,able,energy) 
* elle utilise un dictionnaire "large-word- list.txt " dans 
* une expression régulière après qu'on trie les mots dans 
*un ordre décroissant afin de favoriser les mots langues . 
* ©param tokenText mot d'un hashtag 
* ©return liste des mots d' un hashtag 
* ©throws IOException 
*1 
static public List <S tring > getMaxMatch(String tokenText) 
throws IOException { 
List <String > crudeSegrnents =new ArrayList <>(); 
Matcher rn= p . rnatcher(tokenText); 
if (rn.rnatches()) { 
while (! tokenText. isErnpty ()) { 
String token = ""; 
rn= p.rnatcher(tokenText) ; 
wh ile (rn. find ()) { 
token = rn.group(i); 
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} 
crudeSegments . add(t ok en ) ; 
} 
tokenText tokenText. replaceFirst ( token, "" ); 
} 
} 
i f (crudeSegments . isEmpt y ()) { 
crudeSegments . add(tokenText) ; 
} 
ret urn . crudeSegments; 
1** 
* Cette fonction cherche le s mots qui commencent par une 
* maj uscule est le sé par e à l 'aide des expressions 
*régulières. Par exemple l'hashtag #Par isClimateCo nfere n ce 
* constru it à l'aide de trois mots collés ensemble et 
* chaqu e mot commence par une ma juscu le. 
* @param tokenText mot d'un hashtag 
* @return liste de s mots d'un hashtag 
*1 
publ ic stat i c List <String > decouperParAlphabet 
( StringBuilder tokenText ) { 
Matcher rn = Pattern . comp i le (N ON_ALPHA ) . matcher ( tokenTe xt ); 
List <Stri ng> r esulta t s = new LinkedList <>(); 
wh i l e ( m. find () ) { 
resultats . add(m . group ()); 
} 
ret urn resultats; 
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} 
1** 
* Cette fonction a été construite à l'aide des expressions 
*régu lières q u i détectent les caractères non alphabétiques, 
* ou bien les chiffres dans le hashtag . Ensuite, el l e 
* l'uti l ise comme un séparateur des mots. 
* ©param cru deSegments liste des mots d' un hashtag 
* ©return liste des mots d'un hashtag 
*1 
public static List <String> dec ouperAnn otati o n Majuscule 
( List <String > crudeSegments ) { 
List <String > n o u v eau xS egs = n ew LinkedList <String > ( ); 
for ( int i = 0 ; i < crudeSe gments.si z e( ); i++ ) { 
Matcher rn= Pa ttern.c ompile ( ANNOTATION_MAJUSCULE ) 
.matcher ( crudeSegments . get ( i )) ; 
bo ol ean isFragment = false; 
whi le (m.find( )) { 
} 
isFragment = tru e ; 
f or ( int j = 1; j <= m. groupCount (); j++ ) { 
String fragmnet m.gr oup ( j ); 
} 
if ( frag mnet != n u ll && !fragmnet . isEmpt y ( )) { 
n o u v eau x Se gs . add ( fragmnet ); 
} 
if ( !isFragment ) { 
n o u v eauxSegs . add ( crud e Se gm ent ~ 
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. get (i). toLowerCase ()); 
} 
} 
return nouveauxSegs; 
} 
1** 
* fo n ction segmente un h as htag es t r e tourn e une l is t e des 
mots 
* ®param t ext un h as ht ag 
* ®ret ur n l is t e de s mots d'un h asht ag apr ès la segme ntat ion 
*1 
publ ic s t ati c List<String> segmenterHashtag(String text) { 
if (segmenteur == null) { 
segmenteur =new Segmenteur(); 
} 
Il Dé ti ent des segments bruts de l a f r a cti on de no mbr e 
List <String > crudeSegments = new ArrayList <String >() ; 
Il Détien t des jeton s co mp lètement segment és 
List <String > nouveauxSegs = new ArrayList<String >(); 
List <String > finalSegments =new ArrayList<String >(); 
Il Défin it le j et on en minusc ul es 
StringBuilder tokenText = new StringBuilder(text); 
Il Vérifie si mot est un has htag 
if (tokenText. char At (0) == '#') { 
Il Sup prime le caractère '# ' 
tokenText = tokenText . deleteCharAt(O ) ; 
if (tokenText .length () > 5) { 
Il Divise le texte en segments du jeton bruts 
Il lorsqu'il existe un nombre 
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Il ex : " i w an t 2 e at food" - > [ ' i w an t ' , ' 2 ' , ' e at food '] 
nouveauxSegs . addAll( 
decouperParAlphabet(tokenText) 
) ; 
Il Divi se le texte en segments du jeton brut s 
Il lorsqu'il existe un caractere majuscule 
1 1 ex : " i W an tF o o d" - > [ ' i ' , ' w an t ' , ' food ' ] 
crudeSegments . addAll( 
decouperAnnotationMajuscule( 
nouveauxSegs 
) ; 
nouveauxSegs . clear( ); 
Il Segments de la liste des segments bruts 
Il eg: temp[O] ['iwant'] - >s egments= ['i' , 'want'] 
for (int i 0; i < crudeSegments. size (); i++) { 
Il Si l'élément brut est un nombre,ajoutez - le 
Il à la liste 
if (NumberUtils.isNumber(crudeSegments . get(i)) ) { 
finalSegments . add(crudeSegments . get(i )); 
} else { 
try { 
Il Si l'élément brut n'est pas un nombre, segmenter 
Il l'élément et ajoutez - le à la liste 
nouveauxSegs = getMaxMatch( 
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} 
} 
} 
crudeSegmentsoget(i) 
) ; 
} catch (IOException ex) { 
Logger ogetLogger(Segmenter oclasso getName()) 
0 log (Lev el 0 SEVERE, "Erreur!" 
+ ex ogetMessage(), ex); 
} 
Il Ajoute une nouvelle liste des segments aux 
Il segments finaux 
} 
} 
if (nouveauxSegs != null) { 
finalSegmentsoaddAll(nouveauxSegs); 
} else { 
return null; 
} 
} else { 
finalSegmentsoadd(tokenTextotoString()); 
} 
return finalSegments; 
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