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I. INTRODUCTION
T HE property of uniform error probability (UEP) is an attractive property for encoders. UEP means that the error probability does not depends on the code word being transmitted, i.e., error is independent of the transmitted code word .
The increased interest in codes that satisfy UEP over additive white Gaussian noise (AWGN) channels motivated the work in [7] of finding such codes for the coherent detection. These codes are called geometrically uniform (GU) codes. When the Euclidean distance no longer dictates the error probability, the conventional GU codes may no longer satisfy the UEP. There is a an extended family of codes called general uniform error (GUE) that exhibit UEP under wider channel and decoder conditions [3] . The channels that allowed are flat fading with arbitrary correlated or uncorrelated statistics. This includes the AWGN channel as a special case. The transmitted symbols are restricted to have a constant energy constellation energy [located on a two-dimensional (2-D) sphere].
The general decoder, for this scheme, is referred to as correlator-based decoder in the sense that its maximized an arbitrary likelihood function that its arguments are the symbol by symbol correlation of the received signal with a candidate sequence. The coherent decoder that uses the Euclidean distance is a simple case of this decoder. The noncoherent decoder (most if not all known kinds) fits naturally within the framework of a correlation-based decoder. For the correlator-based decoder a new function called pseudodistance was defined to replace the Euclidean distance. The pseudodistance is not a real distance function but can be used to define "isometric" and "symmetries" so the most important results of the GU codes can be used. The work presented in this paper describe both the search procedures for finding good GUE codes and the evaluation procedure for finding the codes with best error probability for the case of noncoherent detection with MPSK constellation. The decoder called independent overlapped observation noncoherent maximum likelihood sequence estimator (IO-NMLSE) introduced by [4] was used due to its good performance and available accurate analysis. Most of the results are also applicable to other noncoherent decoders like [5] .
The codes considered in this work are both rotationally variant and rotational invariant (RI) codes. The error probability estimation is evaluated using the procedure of finding the error events in the trellis. The typical error event in the trellis given the transmission of the all-zero inputs is a path that diverges from the zero state at some point and returns to the zero state at a later point. However, when using RI codes, noncoherent detection causes errors of a new type to appear [4] . In the trellis diagram of RI codes there are codewords called constant sequence. These codewords have constant output (other than zero) in the encoder, which can be shift rotated to the all-zero sequence using the code rotation phase. The noncoherent decoder has no separation between constant sequence and the zero sequence. Provided that proper precoding is done to the input symbols for making all these constant sequences decoded to zero input sequence, still there are error events that start in the zero state and after few symbols reach a state who belong to a constant sequence. For that point the error event continues in the constant sequence.
Having more error events in the RI codes produces worse performance than the Non-RI codes. Nevertheless, we will show that RI codes can be implemented using a decoder with reduced complexity and therefore, when comparing performance for the same computational complexity, the RI codes may have superior performance compared to non-RI detection. For the same computational complexity, the RI codes can use more complex encoders (with higher state space) than in the non-RI case.
This paper is organized as follows. In Section II we review the basics of GUE codes and the IO-NMLSE decoder. In Section III we discuss some rotation invariant properties of codes. This involves the basic definition of invariant codes and transparent codes, and the extension of noncoherently catastrophic code for the case of noncoherent detection. The search and evaluate procedures are detailed in Section IV, and the results of 1536-1276/04$20.00 © 2004 IEEE these procedures are the codes presented in Section V. These procedures aimed to find the best noncoherent codes suitable for the IO-NMLSE decoder. The algorithms used are similar for non-RI codes and for RI codes, with the expansion of adding "constant sequence" type of errors in the trellis diagram of the RI codes. Section VI present our conclusions.
II. GUE CODES AND THE IO-NMLSE DECODER
The following is a short overview of the basics of GUE code definitions.
A. Geometrically Uniform MPSK Constellations
Definition 1: An isometry is a mapping which preserves distance between any two points belonging to the set .
A symmetry is an isometry that maps to itself. Definition 2: A signal set is said to be GU constellation if for any two points, and in , there exists a symmetry of that sends to .
Let be a two-dimensional MPSK GU constellation with the symmetry group . An MPSK constellation is obtained by an -fold Cartesian product Times.
Each of the signals of is formed by signals from the two-dimensional MPSK constellation.
Definition 3: A label map is an isometric labeling if and only if for all there exists an isometry such that for all Definition 4: A label sequence space is the set of all sequences of elements of some alphabet , where the index set is a subset of the integers ( could be infinite, i.e., ). Definition 5: A group code C over the label group A is any subgroup of .
For example, a linear rate binary convolutional code may be used as a group code if the label group is . A GU code is defined by three elements: 1) a geometrically uniform constellation; 2) an isometric labeling : ; 3) a group code over .
B. GUE Codes
GUE codes are obtained by defining GU codes based on a function denoted by pseudodistance, replacing the Euclidean distance. The pseudodistance between and is a complex valued and defined by where is a constellation in the complex -dimensional space. The pseudodistance is not a distance function, as it does not satisfy any distance property, but can be used to define an isometric property. A pseudoisometry is a mapping such that given any two points As proven in [3] , if all of the codewords of a system are transformed by a pseudoisometry, then the error probability will not change. Therefore a GU code in which isometries are replaced by pseudoisometries will exhibit UEP. For MPSK modulation, the generating group of the constellation is a simply (only rotations) and the isometric labeling is (group of integer module ). The group code over completes the GUE definition.
The IO-NMLSE detector is based on the assumption of constant (unknown) carrier phase and use maximally observation. It is further assumed that the observation, even when they overlap in time, are independent and have independent phases. The detector discriminates between a set of possible transmitted symbols by choosing the signal that maximizes the following metric:
where is a sequence of symbols of duration and each symbol is constructed as 2 -dimensional signal space, is the received sequence in the symbol space, is the observation length in symbols, and is the observation spacing in symbols.
The observation length measured in branches is , where is the number of symbols in a trellis branch. Thus the metric depends on branches and is not directly suitable for detection using Viterbi algorithm. In order to make the branch metric independent of precious decisions, we can construct a new trellis diagram with states, where is the number of states in the original trellis and is the number of possible transitions from each state. When using the new trellis, is a function of only the current branch value, so we can use maximization of the metric using the Viterbi algorithm. It is possible to use suboptimal algorithms for reducing the extra complexity (e.g., [6] ), which are out of the scope of this paper.
III. ROTATIONAL INVARIANCE
We examine some rotation property of codes. A necessary and sufficient condition for a group code over using an MPSK constellation, to be invariant with respect to , is that there exists in the trellis a self-transition labeled by the symbol [7] . The previous definition of rotational invariance of a code corresponds to the property of the code sequence alone (every code sequence rotation still belongs to the code). However, without knowing the effects of such rotation on the decoder, the rotational invariance property may be a dangerous property, as it makes it impossible for the receiver to detect a phase rotation on the channel.
A code over MPSK is rotationally transparent if for every input sequence and every rotation , the coded sequence corresponding to and its rotated version are decoded, in the absence of noise, into an information sequence that differs in at most finitely many positions.
Rotationally invariant codes over groups, for which there exists a homomorphism between input sequence and encoded sequence, can be made transparent through a simple differential precoding of the input sequence. Nonhomomorphic rotational invariant codes cannot always become transparent using a differential precoding on the input sequence. However, in [2] , Benedetto found a general procedure that makes nonhomomorphic codes transparent with the same penalty of differential precoding.
A GUE code is noncoherently catastrophic (NC) iff there exists an angle such that the code is rotationally invariant to , but not rotationally transparent to . Thus only two options exist for noncoherent decoding of GUE codes: rotationally variant (i.e., there is no that it is invariant to) or rotationally transparent.
A. Decoder Computational Complexity Reduction
To compare various codes schemes, a way to measure the complexity is needed. We choose to measure the complexity in terms of the number of metrics comparisons in the decoder. The augmented trellis mentioned earlier has the size of states; thus the number of metrics to calculate is . Let us have a GUE code , which is rotational invariant with respect to the phase . Let be code subsequence in , of length . We define the rotation set of a subsequence as the group of sequences created by rotations in of the subsequence , where . Since is RI, all the members in the rotation set of are legal code subsequences. The rotation set has elements. In the augmented trellis of the noncoherent decoder, where a sequence of symbols is combined into one branch, the rotation set of is represented by branches in the trellis. In the noncoherent scheme, the metric calculation for is based on the term , where is a subsequence of the received sequence of symbols. Let be a member of the rotation set of , for example, the one differs by . The metric for is ( 2)
The conclusion is that the metric calculation of every branch from the rotation set of has the same result. Since the decoder needs to calculate all the metrics in the trellis for its decision, there are actually fewer calculations needed to be performed. Assuming that these branch calculations correspond to the majority of the computational load of the receiver, the number of metrics to be computed reduces by the factor to and so the receiver complexity.
IV. THE SEARCH AND EVALUATION PROCEDURE
This section describes the algorithm employed for searching and evaluating codes for noncoherent detection. As mentioned before the performance evaluation for the rotationally invariant codes is different in the sense that it considers the transition to constant sequences as error events.
The procedure has three main steps. 1) Select the encoder parameters.
2) Employ the search algorithm for a given rotation phase. First the algorithm searches for good noncoherent codes. For each of these codes, there is a check to determine its rotational invariance. The result is a list of codes with the desired rotational invariant phase.
3) Evaluate the error probability for every code from that list, using the IO-NMLSE analysis.
A. Parameter Selection
The main parameters are:
• the number of input bits ;
• the generating group that is used to build the code ; • the number of memory cells ; • minimum Euclidean distance goal for fast filtering of codes; • the rotation phase for the rotational invariance check; • the number of branches covered by the IO-NMLSE decoder-.
B. The Search Algorithm
This section describes the searching of group codes suited for noncoherent detection. The procedure is based on the Benedetto et al. procedure used for finding codes for coherent detection. The search algorithm is divided into three steps.
1) Select Encoder Configuration:
This step consists of two phases: selecting the generators and distributing the memory cells. For the generators we denote as the th generator, where every binary generator corresponds to a binary input line of the minimal feed-forward encoder. Without any restriction on the code search space, we can assume that the memory cells are distributed among the input lines such that if is the number of memory cells on the th line and , then .
C. Group Constrains
The generators must be chosen so that the resulting code is a group code. This is performed by building subgroups where is a subgroup of for . 
D. Verify Minimality
Using the first two steps produces codes that are not necessarily minimal encoders (the code state group has less than 2 states). It is sufficient to subject the group of generators to the following tests in order to discard the nonminimal encoders.
• Test A: Verify that the code does not have a branch diverging from the zero state to a different state that results in zero output at the encoder. • Test B: Verify that the code does not have a branch diverging from a nonzero state to the zero state that results in zero output at the encoder. • Test C: Verify that the code does not include a path along the trellis that starts and ends at the same state (self-path) and producing only the zero output along the trace.
E. Test for RI
We need to identify any self-path in the trellis that result an all-constant output sequence (i.e., a rotation of the all-zero sequence). The existence of such path is a sufficient condition for the code be rotationally invariant to the corresponding angle. We use that property to classify the produced codes according to their phase invariance. We assume that for the RI codes a differential encoder will make them transparent.
Efficient implementation of the tests above can be performed by examining the proper linear combinations of the encoder's coefficients. The procedure is best explained using an example. Consider the following register and tap layout as shown in Fig. 1 This section describes the procedure for estimating the bound for the error probability of the IO-NMLSE detector. For non-RI the procedure calculates only the error events where a path diverge from the zero state and return later in time to the zero state. For RI code the error events of transition to a constant sequence are also considered.
The procedure reports the error probability of a given code and a given Eb/N0 ratio. The results include the performance for both coherent and noncoherent detection schemes. The sum of the pairwise error probabilities of all unique error events are summed to implement the union bound. The error probability procedure searches for all types of error events and evaluate the error probability according to these errors.
The estimation is performed by an exhaustive search for error event in the trellis. The start point for the search is the zero state and the procedure branches iterative to every possible state in the trellis looking for an error event. Once an error event is found, the search on this trace is terminated and the error weight is calculated and added to the error probability. The procedure is repeated for several Eb/N0 ratios.
VI. RESULTS
We applied the search and evaluate procedure to encoders with three, four, and five states over with rate . The results are the best codes for noncoherent decoding of rotationally variant and rotationally invariant codes using the IO-NMLSE decoder. These results are compared to the codes reported in [7] (codes that were searched for best coherent decoding) using the IO-NMLSE decoder for noncoherent decoding. We also compare the coherent performance of our codes to the coherent performance reported by Benedetto. The comparison is done both for and for . It is an IO-NMLSE property that the performance of the decoder approaches coherent performance as increases. Therefore it is expected that for , the improvement of this search would be more significant.
The best codes found both in the coherent search (by Benedetto) and in the noncoherent search are reported in Tables I and II. The performances of those codes are given in the following figures. IN: noninvariance; I90: 90 invariance. For example, "SC-DN-I90" means a 90 rotationally invariant code that was found using the coherent search procedure applied to the noncoherent decoder for plotting the performance.
In Figs. 2 and 3 , we present the noncoherent detection of the non-RI codes. For , the noncoherent search does not find better codes. The best code found in the coherent search produces the same performance as the best code found in the non- coherent search. The noncoherent performance in this case is 0.2 dB worse than the performance of the best code but with coherent detection. However, when applying a decoder with , the noncoherent search shows significant improvement and the difference between the two procedures is about 0.2 dB. In this case the noncoherent performance is 0.75 dB worse than the best coherent detection.
Figs. 4 and 5 compares the behavior of the eight states' RI codes in a noncoherent detection. We also show the comparison of the coherent detection.
The eight-state codes produced by our search have better noncoherent performance than the codes in [7] under IO-NMLSE detection. The improvement for varies between 0.2-0.8 dB. For the performance improvement is 0.8 dB in the low SNR parts and up to 1.1 dB in the high SNR.
In the case of coherent detection we expect the best performance to be produced by the RI code reported by Benedetto. But the figures show that the performance of our RI code (which is best for noncoherent detection) is better than the best RI code found by Benedetto (should have the best coherent detection). This may imply that the search by Benedetto had not covered all codes in that category.
For the case of 16-state nonrotational code, there were no codes found by Benedetto and therefore only RI codes are evaluated here. From Fig. 6 we can see that the code found by our search has the same coherent detection performance as the best codes in [7] , but for the case of noncoherent decoding the performance of our code is superior to Benedetto's codes. In the case of there is a 0-0.4 dB difference. For there is no improvement except a 0.2 dB improvement in the high SNR area.
Figs. 7-10 show the performance of 32-state codes. As presented in the figures, the codes produced by our search have better performance under IO-NMLSE detection. The non-RI codes of our search present improvement of 0.6 dB for and up to 1 dB for . For the RI codes the improvement for is about 0.1-0.2 dB and for the performance improvement is up to 0.2 dB.
We have previously shown that a decoder for RI GUE codes can use a reduced computation scheme. The complexity is reduced by the factor , which is the size of the rotation symmetry group. For the case of 4-PSK 90-RI code is equal to four. For example, given a complexity of eight-state non-RI code, we one can use a 32-state RI code with the same decoder complexity. Fig. 11 compares the two codes: eight-state non-RI and 32-state RI. The graph shows 0.5-0.7 dB of improvement using the 32-state RI code with and a smaller improvement in the case of .
VII. CONCLUSION
We have searched and found good codes optimized for noncoherent decoding, both RI and non-RI, and compared their performances with the codes searched for coherent detection and used in noncoherent detection. We also showed that RI codes have lower decoder complexity for noncoherent detection and show the advantage of using RI codes based on this property leading to up to 0.7 dB improvement.
