The epigenetic modification, DNA N4 -methylcytosine(4mC) plays an important role in DNA expression, repair, and replication. It simply plays a crucial role in restriction-modification systems. The better and accurate prediction of 4mC sites in DNA is much-needed work to understand their functional behavior that leads to help in both drug discovery and biomedical research. Therefore, an accurate computational model is required. In this work, we present an efficient one-dimensional convolutional neural network (CNN) model, called 4mCCNN, for 4mc sites identifications in Caenorhabditis elegans, Drosophila melanogaster, Arabidopsis thaliana, Escherichia coli, Geoalkalibacter subterraneus, and Geobacter pickeringii. Existing methods were developed by machine learning algorithms for identifying the 4mc sites using handcrafted features, while the proposed model extracts the features of the 4mC sites from DNA sequence automatically using the CNN model. The performance of the proposed model has been evaluated on benchmark datasets and achieved generally better outcomes in identifying 4mc sites as compared to the state-of-the-art predictors. The developed 4mCNN model was constructed in a web server at https://home.jbnu.ac.kr/NSCL/4mCCNN.htm INDEX TERMS Convolutional neural network, DNA methylation, DNA N4 -methylcytosine(4mC), sequence analysis.
I. INTRODUCTION
DNA methylation is a process by which methyl group, namely DNA methyltransferases (DNMT), is added at the C5 position of cytosine in DNA molecule. The added methyl group can change the activity of a DNA segment without changing the DNA sequence. DNA methylation usually acts to repress gene transcription in a gene promoter. Out of DNA's four bases, only adenine and cytosine can be methylated. Cytosine methylation occurs in both eukaryotes and prokaryotes. The most common DNA methylation modifications are N6-methyladenine, 5-methyladenine, N4-methylcytosine or shortly 6mA, 5mC, and 4mC, respectively. DNA 6mA and 5mC sites are widespread in both prokaryotes and eukaryotes [1] , while DNA 4mC site is present only in prokaryotes [2] . These epigenetic modifications not only increase genomic diversity but also play deep roles in many The associate editor coordinating the review of this manuscript and approving it for publication was Qiang Lai . biological processes. 5mC is associated with differentiation, genomic imprinting, X-chromosome inactivation, normal development, aging, suppression of repetitive element transcription and transposition [3] - [5] . While, 6mA plays roles in gene expression regulation, DNA replication, normal development, gene repair, and expression [6] - [8] . 4mC is the least common methylated DNA nucleobase in bacterial DNA and was primarily described in 1983 [9] . Although widespread research has been shown on 6mA and 5mC, studies on the functional or biological behavior of 4mC sites have been comparatively limited due to lack of effective experimental approach, cost, and time-consuming. In prokaryotes, DNA 4mC can participate in restrictionmodification(R-M) system that provides a bacterial immune response against occupying DNA, DNA repair, expression and replication [10] - [13] . 4mC may has supplementary roles in genome stabilization, recombination and evolution [14] . In order to know fully the biological roles of 4mC, it is essential to develop various methods to identify 4mC sites. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Some computational methods have been purposed as excellent complements to 4mC site predictions, one of the earliest work has been done by Chen et al. [15] by which they developed a support vector machine(SVM)-based tool called iDNA4mc. The DNA sequence was encoded with both nucleotide chemical properties and nucleotide frequency. Their reported results showed a good performance in discriminating 4mC sites from non-4mC sites. Recently, two unique predictors, 4mCPred [16] and 4mcPred-SVM [17] were proposed for 4mC sites prediction. In 4mCPred, position-specific trinucleotide propensity and electron-ion interaction potential were utilized with SVM as a predictive model. Meanwhile, 4mcPred-SVM proposed a two-step machine learning-based predictor.
Even though the above-mentioned methods consistently performed well, but still they have a large vacuum to accommodate further improvements like their prediction performance. Furthermore, the above computational models and methods need domain knowledge to hand-design the input features, on the other hand, the important features from multiple levels of abstraction can be automatically learned effectively using deep learning or CNN. Deep learning has produced very successful results in natural language processing [18] , speech recognition [19] , information retrieval [20] , and image recognition [21] - [23] . Currently, various deep learning models have been introduced for genomic wide prediction such as branch point selection [24] , alternative splicing sites prediction [25] , [26] , 2'-O-methylation sites prediction [27] , and promoter strength identification [28] .
In this paper, a novel sequence-based DNA 4mC sites predictor were developed using the convolution neural networks (CNN). The best performing hyper-parameters were selected using the grid search method. The performance of the proposed model outperformed the state-of-the-art methods in all species in the benchmark datasets. A userfriendly web server was built and made freely available at https://home.jbnu.ac.kr/NSCL/4mCCNN. htm We followed the Chou's five-step rules that have been widely used in developing various predictors for proteome or genome analysis. The researchers have frequently emphasized the guidelines of Chou's five-step rules [29] - [35] these are : (1) construct a valid benchmark datasets to train and test the predictor; (2) feature extraction ;(3) introduce a powerful algorithm to operate the prediction;(4) properly perform cross-validation tests;(5) construct a user-friendly web-server for the predictor that is accessible to the public.
II. MATERIALS AND METHODS
In this section, we describe the proposed CNN model, benchmark datasets, cross-validation procedure, and evaluation parameters
A. THE PROPOSED MODEL
The proposed CNN model, 4mCCNN, learns the most important features from the raw DNA sequences automatically during training. It is illustrated in Figure 1 . The input sequence d = [d 1 , d 2 , d 3 ...., d n ] has n nucleotide where d i ∈ {A, C, G, T } and it is one-hot encoded such as A, C, G, and T are represented as (1 0 0 0), (0 1 0 0), (0 0 1 0), and (0 0 0 1), respectively. The hyperparameters of 4mCCNN have been tuned using the grid search algorithm. These parameters are the number of convolution layers, the number of filters in each convolution layer, the size of theses filters and the dropout rate. The ranges of these parameters are shown in Table 1 . The proposed model 4mCCNN is a simple CNN model having two one-dimensional convolution layers with 42 filters of 7 units and a one stride unit. Each convolution layer is followed by a ReLU activation function and a dropout layer with a dropout rate of 0.6. The learned features from CNN layers are passed into a dropout layer with a rate of 0.5 and a fully connected layer with a one node followed by sigmoid function for prediction. The detailed configurations of the proposed 4mCCNN model are shown in Table 2 .
In Table 2 , the Conv1D(f , s, t) is a one-dimensional convolution operator where f , s, and t represent the number of the filters, the sizes of the filters, and the stride, respectively. The operator Dropout(p) represents a dropout layer with a probability of p. Dense(n) is a densely connected layer with n nodes. Finally, the sigmoid function is used to output the probability of a sequence to be a 4mC site or not.
In this work, Keras framework (https://keras.io/) was used for building the 4mCCNN model. The learning rate was set to 0.0006. The batch size was set to 128 and the optimizer was RMSprop [36] . Number of Epochs was set to 200 with early stopping based on the validation loss. The loss function was binary cross-entropy [37] .
B. BENCHMARK DATASETS
Following the first step of the advice of Chou's 5step rules for constructing a reliable benchmark dataset for training and testing the prediction model accurately, we have adopted valid benchmark datasets which were constructed by Chen et al. [15] . The positive samples for Caenorhabditis elegans (C.elegans), Drosophila melanogaster (D.melanogaster), Arabidopsis thaliana (A.thaliana), Escherichia coli (E.coli), Geoalkalibacter subterraneus (G.subterraneus) and Geobacter pickeringii (G.pickeringi) were collected from the MethSMRT database [38] . The length of all samples is 41-bp long with the 4mC site in the center. The MethSMAT sequencing technology is not able to detect the non-4mC sites (negative samples) in the center. Therefore, the number of negative samples will be more than those of the positive samples. To balance out the positive and negative samples, the same number of negative samples was randomly selected from the six species. Thus, the benchmark datasets can be formulated as below:
where s k is the total number of positive and negative samples for six species. The subsets s + k (k = 1, 2, 3 . . . , 6) contains the six positive datasets from the different species. While,s − k (k = 1, 2, 3 . . . , 6) contains the negative samples. The symbol ∪ symbolizes the union in the set theory. The details of the six benchmark datasets are presented in Table 3 . 
C. CROSS-VALIDATION
In statistical identification, the error rate is used to evaluate the performance of classification algorithms. In crossvalidation (CV) test the whole dataset is divided into mutually exclusive folds [39] - [41] . In the k-fold CV, the entire datasets should be split into k-fold. For example, if we split data into k = 10 folds then the one fold is kept back for the testing purpose while the k − 1(or 9) folds are used for training the model. In this study, 10-fold subsampling test was used to measure the performance of the model. For s k datasets, we randomly distribute the datasets into ten equal size subsets for six species independently. For instance, by setting k = 1 for C.elegans we can rewrite the equation 4 as: 
where, s +− 1,i is a subset of s +− 1 for i = 1, 2, 3, . . . . ., 10 and contains roughly equal number of positive and negative samples. The average scores among the outputs are considered as the final result. In the same way, 10-fold cross validation is applied for the remaining species.
D. EVALUATION PARAMETERS
In order to measure the performance of the proposed model 4mCCNN, the following four criteria are often used: Matthew correlation coefficient(MCC), accuracy(ACC), specificity(SP), and sensitivity(SN). These parameters have been used in many other publications such as [42] - [48] .
where R + is the total number of 4mC investigated while R + − is the number of 4mC incorrectly predicted as non 4mC sequences. R − is the total number of non 4mC investigated while R − + is the portion of non 4mC sequences incorrectly predicted as 4mC ones. MCC represents the performance of the predictor on an imbalanced dataset. The range of MCC is [-1,1] where 1 represents a perfect prediction; -1 represents that the prediction completely does not agrees with the observation; 0 represents random prediction. Another important evaluating indicator is the Area under the ROC Curve (AUC). The predictor is considered as a good model when the AUC value is larger [49] , [50] .
III. RESULT AND DISCUSSION
The proposed model 4mCCNN has been evaluated on six different species namely Caenorhabditis elegans, Drosophila melanogaster, Arabidopsis thaliana, Escherichia coli, Geoalkalibacter subterraneus, and Geobacter pickeringii. Table 4 and Figure 2 show the obtained results of 10-fold cross-validation with standard error. The AUC curves of the studied species are shown in Figure 3 . To prove the superiority of our model 4mCCNN, a detailed comparison with existing state-of-the-art-predictors was performed as given in Table 5 and Figure 4 . These predictors are iDNA4mC [15] , 4mCPred [16] , and 4mcPred-SVM [17] . All predictors were evaluated on the same datasets using 10-fold cross validation. In C.elegans, the proposed model 4mCCNN improved the accuracy, sensitivity, and MCC by 1.6%, 6.99%, and 4.20%, respectively. All evaluation parameters were improved in D.melanogaster by 2.30%, 2.60%, 3.10%, and 2.50% for accuracy, sensitivity, specificity, and MCC, receptively. The accuracy, sensitivity, and MCC were improved by 1%, 2.2%, and 4.8%, respectively for A. thaliana. In E.coli, the performance was improved by 2.50%, 2.30%, and 2.10% in terms of accuracy, sensitivity, and MCC, respectively. All evaluation parameters were improved in G.subterruneus by 2.30% for accuracy, 1.10% for sensitivity, 0.60% for specificity, and 2.90% for MCC. Finally, the prediction performance was improved in G.pickeringii by 1.10% for accuracy, 3.50% for specificity, and 2.90% for MCC. These results show that the proposed model 4mCCNN was able to perform better than other state-of-the-art in most of the studied species. This was achieved by the automatic feature extraction from the raw input sequences using CNN.
IV. WEBSERVER
In order to make the developed tool 4mCCNN freely accessible by other researchers, we have constructed a webserver using Python and Flask library. It is available at https://home.jbnu.ac.kr/NSCL/4mCCNN.htm. A snippet of the webserver is shown in Figure 5 . The developed webserver supports processing two types of inputs. The first type is direct input processing in which the user can insert the sequences that he is interested in finding 4mC sites. The second type supports uploading the sequences in a FASTS format. The maximum number of the sequences that our server can process at once is 1000.
V. CONCLUSION
In this paper, we introduced an efficient deep learning model for 4mC methylation sites prediction. The main advantage of the proposed model over the other state-of-the-art models was using convolution neural network for automatic feature extraction from raw DNA sequences. The obtained results outperformed the current state-of-the-art methods of different species. It is projected that this predictor could help in drug discovery and academic research. Finally, an easy-touse webserver was established and made available freely at https://home.jbnu.ac.kr/NSCL/4mCCNN.htm
