Abstract. Classicaly, the Hilbert class polynomial P ∆ ∈ Z[X] of an imaginary quadratic discriminant ∆ is computed using complex analytic techniques. In 2002, Couveignes and Henocq [5] suggested a p-adic algorithm to compute P ∆ . Unlike the complex analytic method, it does not suffer from problems caused by rounding errors. In this paper we complete the outline given in [5] and we prove that, if the Generalized Riemann Hypothesis holds true, the expected runtime of the p-adic algorithm is e O(|∆|). We illustrate the algorithm by computing the polynomial P −639 using a 643-adic algorithm.
Introduction
The Hilbert class polynomial P ∆ is the minimal polynomial over Q of the modular j-value j(O ∆ ) for the imaginary quadratic order O ∆ . It is a polynomial with integer coefficients. The polynomials P ∆ generate the ring class fields of imaginary quadratic fields. More precisely, the ring class field H O for the order O = O ∆ ⊂ Q( √ ∆) = K of discriminant ∆ is given by H O = K[X]/(P ∆ ). In case O is the maximal order of K, the ring class field H O is also known as the Hilbert class field.
Such a canonical family of generators of ring class fields is quite rare, and is only known for imaginary quadratic fields K and for Q, where it is provided by the theorem of Kronecker-Weber. The compositium of the ring class fields for all orders O ⊂ K, together with the roots of unity, gives us a large part of the maximal abelian extension K ab of K. More precisely, the field
is a subfield of K ab , and the Galois group Gal(K ab /K ′ ) is a product of groups of order 2, cf. [21, Section 3] .
In this article we focus on a method to explicitly compute P ∆ ∈ Z[X]. This gives us a means of computing abelian extensions of imaginary quadratic fields, and the observation that the roots in F p of P ∆ ∈ F p [X] are j-invariants of elliptic curves with endomorphism ring O ∆ has had its impact outside the context of explicit class field theory. It is a key ingredient in the elliptic curve primality proving algorithm
Typeset by A M S-T E X version 20061107 [8] , and an important step in this algorithm is to compute P ∆ . Fast algorithms to compute P ∆ are also desirable from a cryptographic point of view. Indeed, computing P ∆ allows us to efficiently construct elliptic curves for which the discrete logarithm problem is hard, cf. [4, Chapter 23] .
There is a classical algorithm [3, Section 7.6 ] to compute P ∆ ∈ Z[X]. One computes the set S ∆ of reduced positive definite quadratic forms [a, b, c] = aX 2 +bXY + cY 2 of discriminant b 2 − 4ac = ∆, and evaluates P ∆ as
Here, we approximate the values j(
) ∈ C with high enough accuracy to ensure that we can 'recognize' the coefficients of the product as integers. Working in this archimedean setting has the disadvantage that rounding errors may occur in expanding the product (1.1), and this has prevented a rigorous runtime analysis of this algorithm. We expect the runtime to be O(|∆|), where we use the O-notation to indicate that that factors that are of logarithmic order in the main term have been disregarded.
In 2002, Couveignes and Henocq suggested [5] a p-adic algorithm to compute P ∆ . Note that a p-adic algorithm automatically circumvents the problem of rounding errors. In the current article we complete the outline given in [5] , we provide a runtime analysis of the p-adic algorithm and we explain how to implement it. This will yield the following theorem. Theorem 1.1. The algorithm presented in this paper returns, on input of a discriminant ∆ < 0, the Hilbert class polynomial P ∆ ∈ Z[X]. If GRH holds true, the algorithm has an an expected runtime O(|∆|).
In Section 2 we recall the basis statements of complex multiplication theory that we need for our algorithm. The algorithm itself is presented in Sections 3-7, and we analyse its runtime in Section 7. The algoritm is illustrated by means of a detailed example in Section 8.
Complex multiplication
The p-adic algorithm uses more geometry than the complex analytic algorithm. In this section we give the main results of complex multiplication (CM) theory from a 'geometric point of view'. Throughout this section, K is an imaginary quadratic number field and O = O ∆ ⊂ K is an order in K.
Let F be a field for which there exists an elliptic curve E/F with endomorphism ring End F (E) ∼ = O. We write O = Z[α] for some α ∈ O. The minimal polynomial f all invariant differentials ω ∈ Ω E . Such a pair (E, ϕ) is called a normalized elliptic curve. Two normalized elliptic curves (E, ϕ) and (E ′ , ϕ ′ ) are said to be isomorphic if there exists an isomorphism τ : E → E ′ of elliptic curves with τ −1 ϕ ′ (α)τ = ϕ(α) for all α ∈ O. As there will hardly be any risk of confusion, we usually write E instead of (E, ϕ) and just speak of an elliptic curve instead of a normalized one.
Define the set Ell ∆ (F ) = {j ∈ F | there exists an elliptic curve E/F with End F (E) = O} of j-invariants of elliptic curves over F with endomorphism ring O. This set can be empty as the example F = Q shows. In the cases that will be of interest to us, it will be a finite set of cardinality h(∆), the class number of O. Let I ⊆ End F (E) be an ideal with norm N (I) coprime to char(F ) and define is unique up to F -isomorphism. We get a quotient map E → E I for every ideal I ⊂ O coprime to char(F ). The definition of E I does depend on the choice of an isomorphism O ∼ −→ End F (E). Let now F = C be the field of complex numbers. A complex elliptic curve with endomorphism ring O ⊂ C is isomorphic to a curve E a = C/a for an invertible O-ideal a. For an invertible O-ideal I, the isogeny
We have E I a ∼ = E I −1 a , and the curve E I a has endomorphism ring O. The map ρ I : Ell ∆ (C) → Ell ∆ (C) that sends j(E) to j(E I ) is well-defined. Its inverse is given by ρ I , where I denotes the complex conjugate of I. The map ρ I gives an action of the group I(O) of invertible fractional O-ideals on the set Ell ∆ (C).
Let a, b ⊂ O be two invertible O-ideals, viewed at lattices in C. The complex elliptic curves E a = C/a and E b = C/b are isomorphic if and only if the lattices a and b are homothetic. In other words: we have j(C/a) = j(C/b) if and only if the equality [a] = [b] holds in the Picard group Pic(O). The action of I(O) given by the map ρ I : Ell ∆ (C) → Ell ∆ (C) factors through the quotient map I(O) ։ Pic(O), and we get an action of Pic(O) on Ell ∆ (C). This action is simply transitive. The transitivity follows from the equality ρ b −1 a (j(C/a)) = j(C/b). It is clear that the action is free. We have made Ell ∆ (C) into a principal homogeneous Pic(O)-space, or Pic(O)-torsor. In particular, Ell ∆ (C) is a finite set of cardinality h(∆), and we have
The main theorem [13, Section 10.3] of CM-theory states that the ring class field
The minimal polynomial P ∆ over Q of j(C/O) has integer coefficients by [22, Section 2.6], and we have As an element is j ∈ Ell ∆ (Q p ) is integral, we obtain a natural bijection
If E/F p is an ordinary elliptic curve with endomorphism ring O, the value = µ −1 (j(E)) ∈ Q p is called the canonical lift of j(E) ∈ F p . An elliptic curve with j-invariant ∈ Q p has endomorphism ring O.
The outline of the p-adic algorithm is as follows. First we find a 'small' splitting prime p and an elliptic curve E/F p with endomorphism ring O. We explain this step in Section 3. Next we lift j(E) ∈ F p to its canonical lift ∈ Q p . This is the hardest step of the algorithm and is explained in Sections 4-7. Finally, we explain in Section 7 how to compute the conjugates of the canonical lift under the action of the group Pic(O). The analysis of the various steps of the algorithm will yield Theorem 1.1.
A small splitting prime
Fix a discriminant ∆ < −4, and let O = O ∆ be the order of discriminant ∆. In this section we explain how to find a 'small' prime p that splits completely in the ring class field H O , and how to find an elliptic curve E/F p with endomorphism ring O.
The Picard group Pic(O) is isomorphic to the Galois group Gal(H O /K) via the Artin map, and a prime p ∤ ∆ splits completely in H O if and only if (p) splits into two principal ideals in O, i.e., if and only if we can solve the equation
in integers t, u. From this we see that we have a lower bound p ≥ |∆|/4 on p. In order to find a prime p that splits completely in H O we can first take u = 1 in equation 3.1. We let t range over 1, 2, . . . , B(∆) and test whether
is prime. Here B(∆) is some upper bound, depending on ∆. If we do not find a solution to equation 3.1 with u = 1, we try u = 2, 3, . . . , etc. However, for ∆ ≡ 0 mod 4, we take t even to ensure that
is an integer. For ∆ ≡ 1 mod 4, the integers t and u should have the same parity. Lemma 3.1. If GRH holds true, there exists an effectively computable constant c ∈ R >0 such that for every ∆ < 0 there exists a prime p ∈ Z that splits completely in H O and that satisfies p ≤ c · |∆|(log |∆|) 4 .
Proof. The effective Chebotarev density theorem, which requires the assumption of GRH, states that there is an effectively computable constant c ∈ R >0 such that for every ∆ < 0 there exists a prime p that splits completely in H O and that satisfies
is an abelian extension of conductor dividing f and degree h(∆). From the conductor discriminant formula [17, Theorem VII.11.9] we see that the
Using the upper bound h(∆) ≤ |∆| log |∆| from [15, Section 2], we conclude
Fix a solution (p, t, u), with p prime and t = 0, to equation 3.1. In the remainder of this section we present and analyse a simple Algorithm for finding an ordinary elliptic curve E/F p with endomorphism ring End F p (E) = O. By [19, Theorem 4.6] there exists an elliptic curve E/F p whose Frobenius morphism F p : E → E has trace t. The subring Z[F p ] ⊆ O has index u ≥ 1. We find such a curve E by trying random curves over F p until we hit a curve with the correct number of points. More precisely, we pick a random element b ∈ F * p \ { −27 4 } and test whether the curve E b : Y 2 = X 3 + bX − b or its quadratic twist has trace of Frobenius t. As 'early abort strategy' we test whether the point
Once we have found a curve E/F p with trace of Frobenius t, we compute its endomorphism ring using Kohel's algorithm [11] . If E has endomorphism ring O, we return E and halt. Otherwise, we compute another random curve with trace of Frobenius t and test whether this curve has endomorphism ring O, etc., until we find a desired curve with endomorphism ring O.
Remark. If E/F p has trace of Frobenius t and endomorphism ring O ∆ ′ of discriminant ∆ ′ = ∆, there is another method to find a curve with endomorphism ring O.
We first apply an isogeny of degree g starting at E to obtain a curve with endomorphism ring Z[F p ], and then we apply an isogeny of degree u to find a curve with the desired endomorphism ring. This method is fast if both g and u are 'small'.
Remark. In the examples we have computed, we often have u = 1. If ∆ is fundamental, finding a curve with trace t is then the same as finding a curve with endomorphism ring O, and there is no need to apply Kohel's algorithm.
We continue with the analysis of the algorithm. We assume that we have 
for some effectively computable constant c ∈ R >0 which is independent of ∆. It is here that we need the assumption |t| ≤ √ p to ensure that |t 2 − 4p| is not too small. We conclude that we may expect to have found a curve E/F p with trace of Frobenius t after O(|∆| 1/2 ) tries. Computing the endomorphism ring of E takes time O(|∆| 1/3 ) using Kohel's algorithm [11] . Also here we need to assume GRH.
of elliptic curves with trace of Frobenius t and endomorphism ring O equals n = h(∆)/H(u 2 ∆) ∈ Q. From the formulas given in [14, Section 1.6] for the Kronecker class number we derive
where ϕ denotes the Euler-ϕ function and f is the index of O u 2 ∆ in its maximal overorder. Theorem 328 in [10] gives that lim inf f →∞ ϕ(f ) log log f f is finite. Combining this with the estimate u = O((log |∆|)
2 ), we derive the lower bound
for some effectively computable constant c ε , depending on ε. 
Computing the canonical lift
Let p ≥ 5 be a prime that splits completely in the ring class field
Fix an ordinary elliptic curve E/F p with endomorphism ring O. In Sections 4-7 we give an algorithm to compute the canonical lift = j( E) ∈ Q p of j(E) ∈ F p . The run time analysis in Section 7 will yield the following Theorem.
Theorem 4.1. There exists an algorithm which has as input ⋄ a prime p ≥ 5 ⋄ an ordinary j-invariant j ∈ F p ⋄ a positive integer k and as output the canonical lift ∈ Q p of j ∈ F p in k digits accuracy. If GRH holds true, the expected run time of this algorithm is for every ε > 0 bounded by
for some effectively computable constant c ε > 0.
Let I ⊂ O be an invertible O-ideal. As in Section 2 we have a map
that maps j( E) to j( E I ). Here, the isogeny E → E I has the group E[I] of I-torsion points as kernel. The inverse of ρ I is given by ρ I , where I is the complex conjugate of I, and the map ρ I is bijective.
For the remainder of this section we assume that the ideal I ⊂ O is coprime to p. We then obtain a bijection
and we have a commutative diagram
The map ρ I induces a transitive and free action of the Picard group Pic(O) on Ell ∆ (Q p ), cf. Section 2. Similarly, we have an action of Pic(O) on Ell ∆ (F p ). The action of Pic(O) on Ell ∆ (Q p ) and Ell ∆ (F p ) is compatible with reducing modulo p.
Let C p be the completion of an algebraic closure of Q p . It is well known that C p is itself algebraically closed. Define
The set X ∆ (C p ) consists of h(∆) open discs of p-adic radius 1 around the CM-points Ell ∆ (Q p ). Every disc contains exactly one element of Ell ∆ (Q p ).
The picture visualises the situation. The elements of the set Ell ∆ (F p ) are denoted by thick points. The set X ∆ (C p ) is denoted by a series of open discs, one above each point in Ell ∆ (F p ). Just as we denoted the canonical lift of j(E) ∈ F p by j( E), we place a tilde above a thick point to denote the elements of Ell ∆ (Q p ).
The fundamental idea in [5] is that the map
, which we proceed to define. Let N ∈ Z >0 be the norm of I, which we assumed to be coprime to p. Take an arbitrary element j ∈ X ∆ (C p ), and write  ∈ F p for its reduction modulo p. Pick a curve E/F p with j-invariant j(E) = , and take any curve E/C p with j(E) = j ∈ C p that reduces to E/F p . We have a natural isomorphism
by the assumption that N is coprime to p. The subgroup
, and it provides a lift of E[I] to a group scheme over the p-adic disc in X ∆ (C p ) lying over  ∈ Ell ∆ (F p ). We define ρ I (j) = j(E I ). The j-invariant j(E I ) is independent of the choice of E and therefore, ρ I is well-defined. For j ∈ Ell ∆ (Q p ) we now have two definitions of ρ I : one in terms of a Galois action and one in terms of a group scheme. A moment's reflection shows however that these two definitions coincide.
Remark. For two invertible O-ideals I, J that are coprime to p, we have
The map ρ I has a geometric interpretation. After possibly multiplying with a principal fractional ideal, we assume that O/I is cyclic. Again, let N be the norm of I. We map the modular curve
The maps p 1 , p 2 are the normal projection maps. The curve C is defined by Φ N = 0, with Φ N the classical modular polynomial. Take a j-invariant j(E) ∈ X ∆ (C p ). E[I]) ). We will often write j 1 (E) instead of j 1 ((E, G) 
is analytic, i.e., it can locally be given by a power series.
Proof. Take an elliptic curve E/Q p with j(E) ∈ Ell ∆ (Q p ), such that E has good reduction modulo p. We define
The curve E is defined over Q p , and since the prime p splits in O we have α ∈ Q p . This shows that E[(α)] is defined over Q p and we have
The assumption ∆ < −4 yields that j(E) ∈ C p has positive p-adic distance to 0, 1728 ∈ C p . Now consider the local ring O Y 0 (N) Q p ,P and its completion O Y 0 (N) Q p ,P at the point P . Since Y 0 (N ) Q p is a smooth curve, O Y 0 (N) Q p ,P is a complete discrete valuation ring over Q p . Since j 1 (E) and j 2 (E) are not equal to one of the ramification points j = 0, 1728 of the cover
, the functions j 1 − j 1 (E) and
shows that we can express j 2 − j 2 (E) as a formal power series in j 1 − j 1 (E):
The Theorem follows if we prove that the coefficients c i of this power series lie in Z p .
As in [6, Section 9.3], we consider the modular curve X 0 (N ) Q p as a scheme over Spec(Q p ). The diagram
explains the situation. We view the point P as a section Spec(Q p ) → X 0 (N ) Q p . As X 0 (N ) Z p is proper over Spec(Z p ), there exists a unique section P ′ : Spec(Z p ) → X 0 (N ) Z p making the left square commutative. The existence of P : Spec(F p ) → X 0 (N ) F p is automatic from the existence of the section P ′ . Since we assumed p ∤ N , the curve X 0 (N ) F p is smooth over Spec(F p ). We have j 1 (E) = j 2 (E) = 0, 1728 ∈ F p , and the functions j 1 − j 1 (E) and j 2 − j 2 (E) remain uniformising parameters for the complete discrete valuation ring O X 0 (N) F p ,P over F p . We get (p, j 1 − j 1 (E)) and (p, j 2 − j 2 (E)) as parameters for O X 0 (N) Z p ,P , and the ring O X 0 (N) Z p ,P is a 2-dimensional regular local ring. Exactly as in the proof of [16, Theorem 29 .7], we get an isomorphism
The map ρ α fixes the CM-points Ell ∆ (Q p ) and therefore stabilizes every disc. We have constructed an analytic map that has the CM-points as fixed points. We will use a kind of Newton iteration to converge to canonical lift ∈ Q p of j(E) ∈ F p starting from a j-invariant j(E 1 ) ∈ C p that reduces to j(E) modulo p. The following lemma gives the derivative of ρ α in a CM-point, i.e., the first coefficient c 1 in the power series above.
Lemma 4.2. Let (α) ⊂ O be a principal ideal such that O/(α) is cyclic as abelian group. Assume that (α) is coprime to p. Then the derivative of ρ α in j( E) ∈ Ell ∆ (Q p ) is given by αα −1 , where α is the complex conjugate of α.
Proof. This is lemma 1 in [5] . The proof there is rooted in a complex analytic setting. The lemma can also be proven completely geometrically, see [7, Proposition 3.3.2] . For convenience, we give the (slightly modified) proof from [5] . The main difference with the proof in [5] is that we have removed the explicit computation of normal forms of ideals. Let N be the norm of the principal O-ideal (α). We take a curve E Q defined over Q with j(E Q ) = j(E) ∈ Ell ∆ (Q p ). This gives a point
. After a base change to C, we get a point P ∈ Y 0 (N )(C). We will work with the modular curve Y 0 (N ) C over C. The diagram
gives the two functions j 1 , j 2 : Y 0 (N ) C → A 1 C that we have chosen, i.e., we have j 1 ((E, G)) = j(E) and j 2 ((E, G)) = j(E/G). For (E, G) = (E τ , 1/N ) we have j 1 (E) = j(τ ) and j 2 ((E τ ), 1/N ) = j(N τ ). Let F = C(j 1 , j 2 ) be the function field of Y 0 (N ) C and let Ω F/C be its module of Kähler differentials. The module Ω F/C has dimension 1 as a vector space over F . Hence, there is an element σ ∈ F with
∈ C is the slope of the tangent line at (j 1 (E), j 2 (E)) ∈ C at the branch of (E, G). We have c 1 = σ(P ).
View Y 0 (N )(C) as the quotient Γ 0 (N )\H and choose a representative τ ∈ H of P ∈ Y 0 (N )(C). Defining j N (z) = j(N z), we can compute c 1 as
be the derivative of the j-function and let G i (τ ) be the i-th Eisenstein series attached to the lattice 1, τ .
Claim. There exists a constant c ∈ C with
Proof of claim. The j-function has a triple zero at ζ 3 , and has no other zeroes in the standard fundamental domain of SL 2 (Z)\H. The quotient j ′ /j is a rational modular form of weight 2, with a simple pole at ζ 3 .
The quotient G 6 /G 4 is a modular form of weight 2 and has a simple pole at ζ 3 . There exists a constant c ∈ C such that j ′ /j − cG 6 /G 4 has no poles on the upper half plane H. We see that j ′ /j − cG 6 /G 4 is a modular function of weight 2 which is everywhere holomorphic, including infinity. It is therefore equal to zero, which proves our claim.
We derive dj dτ (τ ) = cG 6 (τ )j(τ )/G 4 (τ ) and
.e., we have
The curve E τ = C/ 1, τ has endomorphism ring O and we have a commutative diagram
x xC/ 1, τ , since α is an endomorphism of E τ . We see that we have 
To compute the j-invariant of the canonical lift E/Q p , we look for a fixed point of ρ α , i.e., for a zero of the function ρ α − id. We use a Newton iteration process to converge to a zero of ρ α − id. Pick an elliptic curve E 1 /C p that reduces to E/F p modulo p. Assume that we have α/α − 1 ∈ Z * p and consider the following iteration process
This computation is carried out with 2 digits precision for k = 1 and the precision is doubled in each iteration step. This process is a modified version of Newton iteration. For classical Newton iteration we would need ρ
We are working with bounded precision in each step and we have to check that
holds in the k-th iteration step. For k = 1, we have j(E 1 ) = j( E) mod p, and therefore also ρ
is divisible by p, we see that ( * ) holds for k = 1, i.e., modulo p 2 . Now suppose k > 1. With induction we
We conclude that equality ( * ) holds for all k ∈ Z ≥1 , and that for α/α − 1 ∈ Z * p , the process above converges to the canonical lift = j( E) ∈ Q p .
Computing the kernel polynomial
The description of the algorithm in Section 4 is not yet suited for explicit computations, and in this Section we explain how to compute, given a degree one prime ideal l ⊂ O of norm l with l ∤ p∆ and an ordinary elliptic curve E/F p with End(E) = O, the value ρ l (j(E)) ∈ F p . We will have to make some extra conditions on l in this Section. In Section 7 we prove that there enough 'smooth' α ∈ O such that all prime ideals l i dividing (α) satisfy our conditions.
Let O be the order of discriminant t 2 − 4p, where t is the trace of the Frobenius morphism of E. Theorem 5.1. Let E/F p , l and O be as above. Then we have
where Φ l denotes the classical l-th modular polynomial. If the order O is maximal at l, then the polynomial
has exactly 2 roots in F p .
Proof. The first statement in the Theorem follows immediately from the properties of the modular polynomial. Indeed, for any algebraically closed field k =k of characteristic char(k) = l and for any j ∈ k, the roots of Φ l (j, X) ∈ k[X] are exactly the j-invariants of curves that are l-isogenous to a curve with j-invariant j.
We know that ρ l (j(E)) is contained in F p , and the first result follows. By assumption, the order O is maximal at l. By Assume that O is maximal at l, and fix a root h ∈ F p of Φ l (j(E), X) ∈ F p [X]. We either have h = ρ l (j(E)) or h = ρ l (j(E)), where l is the complex conjugate of l, and in the remainder of this Section we explain how to find out in which case we are.
Let E/C have j-invariant h, corresponding to a cyclic subgroup C ⊂ E[l] of order l, i.e., C is the kernel of the isogeny E → E/C. The techniques that Elkies used to improve Schoof's original point counting algorithm [18, Sections 7, 8] allow us to compute, given h ∈ F p , a polynomial f C ∈ F p [X] that vanishes exactly on the x-coordinates of the points in C. We refer to [18] for the algorithm to compute f C ∈ F p [X]. In order to apply this algorithm we need to assume that
Write l = (l, c + dπ p ), with l ∤ d. Here, π p ∈ O is the image of the Frobenius F p ∈ End(E) under the fixed isomorphism End(E)
holds for the points in C, i.e., we compute both (
Note that the · means repeated adding on the curve and (−c/d) · (X, Y ) can be computed by employing division polynomials.
If equality (5.1) holds, we have h = ρ l (j(E)). Otherwise, the unique other zero of gcd(
Algorithm for computing the canonical lift
In this Section we give the algorithm to compute the canonical lift ∈ Q p of an ordinary j-invariant j(E) = 0, 1728 ∈ F p of an elliptic curve E with endomorphism ring End(E) = O = O ∆ . We can choose the element α ∈ O that we use for the map
We recall the conditions that α should satisfy.
The input of the algorithm below consists of an ordinary curve E/F p with jinvariant j(E) = 0, 1728 ∈ F p , an element α ∈ O \ Z satisfying the conditions above, together with the factorization (α) = i l i into prime ideals, and a positive integer k. The output is the canonical lift = j( E) ∈ Q p in k digits accuracy.
Step 1. As in Section 5, compute the polynomial
In the same way, we compute a cycle of isogenies
over F p . The isomorphism E (α) ∼ = E follows from the fact that principal ideals act trivially. This is a good check for our computations so far.
Step 2. Choose an arbitrary lift E 1 /Q p , in two p-adic digits precision, of E/F p .
Step 3. Lift the cycle ( * ) of isogenies over F p to a 'cycle' of isogenies over Q p in the following way.
to h ∈ Z p . Here Φ l is the l-th modular polynomial. We use Hensel's lemma for this lifting process. Hensel requires that
This requirement is satisfied by assumption 5. We have h = ρ l (j(E 1 )). In the same way, we compute the 'cycle' of j-invariants j(E 1 )
over Q p . This computation is carried out with two p-adic digits precision.
Step 4. Update j(E 1 ) according to the Newton formula
to find j(E 2 ) ∈ Z p . The value j(E 2 ) is the two digit approximation of the canonical lift j( E).
Step 5. Lift the cycle ( * ) to a 'cycle' of j-invariants j(E 2 )
over Q p . This computation is carried out with four p-adic digts precision. Update j(E 2 ) according to the Newton formula above. The value j(E 3 ) is the four digit approximation of the canonical lift j( E).
Step 6. Repeat step 5 with E 2 replaced by E k with k = 3, 4, etc. until we have computed j( E) ∈ Z p with the desired precision. The precision is doubled in each iteration step.
Remark. There is a different way to lift the cycle ( * ) of isogenies in step 3. The polynomial f l has a unique Hensel lift to a factor f l ∈ Z p [X] of the l-th division polynomial Ψ l of E 1 . This lift is the algorithmic version of the group scheme from Section 4: every choice of E 1 gives us a subgroup
Computing the isogenous curve E l 1 is now easy, since we can apply 'Vélu's formulas' [24] . This approach has the disadvantage that lifting f l ∈ F p [X] to f l ∈ Z p [X] is rather 'expensive'. Indeed, the polynomial f l has degree (l−1)/2 for l > 2. In our approach in step 3, we only perform a simple Hensel lift of a zero of a polynomial of degree l + 1.
The run time of this algorithm depends heavily on the primes l i , i.e., on the smoothness properties of (α). In computing the canonical lift of E/F p , we have the freedom to choose α ∈ O ourselves. Subject to the 5 conditions from the beginning of this section, we want (α) to be smooth, i.e., the norm N (α) should be smooth.
Write α = c + dπ p , with gcd(c, d) = 1 and with d = 0. Here π p ∈ Z[π p ] = O is an element of norm p. Condition 3 is satisfied precisely when p does not divide 2dπ p . We conclude that α/α − 1 will be a p-adic unit for p > d.
The following Lemma guarantees that there are enough smooth elements α satisfying our conditions. Lemma 6.1. Let ε ∈ (0, 1/2) be a real number and let π p be imaginary quadratic with minimal polynomial π If GRH holds true, the fraction of B-smooth elements in A ε is at least exp(−2(log | ∆|)
1/2 log log | ∆|)
for | ∆| large enough, depending on ε.
Proof. This is lemma 2 in [5] .
An element α ∈ Z[π p ] satisfying the conditions of Lemma 6.1 automatically satisfies the 5 conditions from the beginning of this section.
We find a suitable α by sieving in the set
where ∆ is the discriminant of O. In the first step of the Algorithm we compute the cycle of isogenies over F p corresponding to the map ρ α . We only have to perform 'simple' tasks in this step, like computing a modular polynomial, Euclidean division, computing a root of
1+o (1) ). In steps 3, 5 and 6 we lift the cycle to a 'cycle' of isogenies over Z p . Fix an integer n ∈ Z >0 and assume that we have computed the cycle over Z p /(p 2 n ). Lifting the cycle to Z p /(p 2 n+1 ) boils down to evaluating the modular polynomial and some Hensel lifts. We can lift the cycle in time O(B 2 2 n+1 (log p) 2 ). Combining the sieving step, the computation of the cycle over F p and the lifting process, we see that the expected run time is O(B 4+ε (log p) 3+ε k log k), which proves the theorem.
Remark. Instead of sieving for a smooth element α ∈ S, we can also pick the smallest prime l that splits in the order O of discriminant ∆. Write (l) = ll and let n be the order of l ∈ Pic( O). Now let α be a generator of the principal ideal l n . If GRH holds true, the Bach bound yields that l is of size O((log | ∆|)
2 ), but unfortunately we do not have any guarantee that α/α−1 is a p-adic unit. In practice this condition never poses a problem. Computing the canonical lift may take a lot more time however. Indeed, as class groups are 'often' cyclic it might very well be that [l] ∈ Pic(O) generates the Picard group. The length of the cycle of isogenies over F p then becomes O(|∆| 1/2 ), instead of O((log | ∆|) 1+o(1) ) for the sieving method.
Computing the Hilbert class polynomial
Once we have computed one element j ∈ Ell ∆ (Q p ) with high enough accuracy, it is an easy matter to compute its conjugates under the action of the Picard group Pic(O). Namely, let l = ll be a prime that splits in O. The conjugates of Algorithm. (Non-archimedean algorithm) Input: a discriminant ∆ < −4. Output: the Hilbert class polynomial P ∆ ∈ Z[X].
1. Apply the algorithm from Section 3 to find a prime p and an ordinary elliptic curve E/F p with End(E) = O ∆ .
, with h = h(∆).
3.
Compute the canonical lift ∈ Q p of j(E) ∈ F p up to k p-adic digits accuracy using the algorithm from Section 6. 4. Compute a complete set C of conjugates of under the action of Pic(O) in k p-adic digits accuracy.
6. Lift the coefficients of 
◮ Implementation details
We give some tricks to speed up an implementation of the non-archimedean algorithm. First of all, it is a good idea to precompute a reasonable amount of modular polynomials. Experience has shown that computing the first 25 polynomials, i.e., for primes up to 100, suffices for discriminants down to −10 12 . One can save some time in computing the cycles of isogenies over F p . Let E/F p be an elliptic curve with End(E) = O and let l ⊂ O be of norm l = p. After we have computed a root h ∈ F p of Φ l (j(E), X) ∈ F p [X] we have to check if h equals ρ l (j(E)) and not ρ l (j(E)). In many cases this check can be performed very easily. Namely, suppose that l 2 divides (α), i.e., we have to compute the map ρ l twice. The first time we apply the check proposed at the end of Section 5. The j-invariant ρ l 2 (j(E)) ∈ F p can now more easily be computed. Namely, we compute the 2 roots in F p of Φ l (ρ l (j(E)), X) ∈ F p [X] and note that one of these roots has to be the j-invariant of E and hence we know right away which root is ρ l 2 (j(E)).
Finally, the upper bound
for the required precision is somewhat pessimistic. Practical experience has shown that for discriminants down to −10 12 it suffices to work with k = π |∆| log p p-adic digits. This is a significant speed up in the practical performance of the algorithm.
Example
We illustrate the non-archimedean algorithm by computing the Hilbert class polynomial P ∆ for ∆ = −639 = −3 2 · 71. First we find a finite field F p and an elliptic curve E/F p with endomorphism ring O = O ∆ .
We apply the algorithm from Section 2. As we have ∆ ≡ 1 mod 8, the equation 4p = t 2 − ∆ has no solutions with p prime. The smallest integer t > 0 for which (t 2 −4∆)/4 is prime is t = 4, leading to p = 643. We fix p for the rest of this section. We apply the naïve algorithm and look for a curve with p + 1 ± t points. We find that the curve E/F p defined by The Picard group Pic(O) has order 14 and representing the elements as binary quadratic forms as in Section 7, we find k ≈ 44. We will compute j( E) ∈ Q p up to 45 p-adic digits precision. As smooth element α ∈ O \ Z for the map ρ α : X ∆ (C p ) → X ∆ (C p ) we will use α = π p − 108 of norm 11875 = 5 4 · 19. Here,
is an element of norm p. We factor (α) = p We compute the action of the prime ideal p 5 on j(E) ∈ F p . If we evaluate the modular polynomial Φ 5 (X, Y ) ∈ F p [X, Y ] in X = j(E) = 295 we get a polynomial that has 2 roots in F p , namely 449 and 532. From this we deduce that p 5 sends j(E) to one of these roots. We do not know which one yet.
Let E/C have j-invariant 449 ∈ F p , corresponding to a cyclic subgroup C ⊂ E [5] . We either have C = E[p 5 ] or C = E[p 5 ]. Using the method from Section 5, we compute the Weierstraß equation
for E/C. We get the x-coordinates of the points in C as zeroes of We continue this process until we have computed the canonical lift in 45 p-adic digits accuracy. Next, we compute the conjugates of j( E) under Gal(H O /K) ∼ = Pic(O). The Picard group Pic(O) is cyclic of order 14 and is generated by a prime of norm 5. We compute the conjugates of j( E) by employing the modular polynomial Φ 5 : the roots of Φ 5 (j( E), X) ∈ Z p [X] give us the conjugates j( E) p 5 and j( E) p 5 , etc. In the end we expand the degree 14 polynomial
The polynomial P −639 has coefficients up to 126 decimal digits.
