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Chapter 1
Introduction
The aim of this project is to investigate the hydra effect occurring in a population in-
fected by a disease. First, I will explain what exactly the hydra effect is. Intuitively,
higher mortality rate applied to a population will decrease the size of that population,
but this is not always the case. Under some circumstances the population size might
increase with higher mortality, causing the phenomenon called by Abrams & Matsuda in
[1] the ”hydra effect”, after the mythological beast, who grew two heads in place of one
removed. Abrams lists in [2] a few mechanisms underlying the hydra effect, from which
the one I will focus on is a temporal separation of mortality and density dependence.
It is proved in [2], that any continuous unstructured model with a density-dependent
population growth in a constant environment cannot cause the hydra effect. To observe
it in a continuous time model, we need some age- or stage-structure. Here I will consider
a population consisting of two classes - juveniles and adults. The necessary property
in such models to exhibit the hydra effect is overcompensation in birth or maturation,
meaning a reduced output with greater input. If the overcompensation occurs in the
maturation function, like in the model I will consider, then the higher adult death rate
will cause a decrease in juvenile density (because there will be fewer adult individuals
to reproduce), but because of the overcompensation more juveniles will actually mature
into adults, increasing adult density (there will be fewer juvenile individuals to compete
for the resources and hence more of them will survive and mature).
Most work on the hydra effect involved explicit increase of a death rate, for example
by harvesting. The idea of this thesis is to investigate the existence of the hydra effect
due to mortality increased not explicitly, but through a lethal disease. Instead of har-
vesting, we will have a virulence, the disease-induced mortality. Such an approach has
not been shown in any published work so far.
The model I propose will be motivated by the fungal disease chytridiomycosis found
in frogs.
Widespread amphibian population declines have been concerning scientists since the
First World Congress of Herpetology in 1989 [3]. Amphibians are declining more rapidly
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than birds and mammals, with at least 2468 amphibian species (43.2%) experiencing
population decrease. Since 1980, 9 species have become extinct and 435 have demon-
strated a rapid decline. Stuart et al. (2004) divides these into three groups depending
on the declination cause: ”over-exploited”, ”reduced-habitat”, and ”enigmatic”. The
last group covers species declining for reasons not fully understood, such as diseases and
climate change, and is mostly associated with frogs at medium to high altitude in tropics
of Central and South America and northern Australia [4]. Studies indicate that the most
common cause of declines of frogs is the fungal disease chytridiomycosis, caused by a
virulent skin pathogen Batrachochytrium dendrobatidis (Bd) [3, 4]. Skerrat et al. (2007)
presents the evidence that the emergence and spread of Bd is most likely the primary
cause of ”enigmatic” declines of frogs.
It has been shown in the laboratory research on frogs that Bd is highly pathogenic and
even low levels of initial infection lead to death of an animal [5]. Infection with chytrid-
iomycosis leads to hyperkeratosis (”thickening” of the outermost keratinized layer of the
skin), shedding of the skin, anorexia, lethargy, abnormal posture and lack of reflex. Bd
infects only the mouthparts of frog tadpoles, therefore tadpoles are not directly killed
by this fungus.
My model is motivated by this disease, but does not strictly follow it. I will assume,
that the juveniles cannot get infected, and hence they do not spread the disease or ma-
ture into infected adults, and that the infected individuals cannot reproduce.
In this project, I first briefly explain some theory underlying my model. In chapter
2 I look at disease-free population and bifurcation analysis when varying the birth rate.
In chapter 3 I propose the model and continue with population dynamics analysis. I
look at bifurcations of equilibria when varying birth rate, virulence and transmission
rate. Then in section 3.4 I investigate whether it is possible to observe the hydra effect if
there exists a trade-off between virulence and transmission rate, and derive a condition
for transcritical and fold bifurcation to occur. In chapter 4 I focus on evolution of traits.
First I study evolution of the pathogen, assuming the same trade-off as earlier. Finally
I look at evolution of host’s traits, immunity and birth rate, using Adaptive Dynamics
framework [6]. I compare two possible trade-off functions and show that with a concave
trade-off, the host will evolve to getting rid of the disease despite increasing its immunity.
1.1 Local stability analysis
In various places in this thesis I check stability of equilibria, therefore I will briefly
present the method I use. Consider a system
dx
dt
= f(x)
where x ∈ Rn and f : Rn → Rn is a continuously differentiable function. The equilibrium
xˆ, if it exists, is such that
f(xˆ) = 0
3
Let J(x) be a Jacobi matrix, i.e.
J(x) =

∂f1(x)
∂x1
· · · ∂f1(x)∂xn
...
. . .
...
∂fn(x)
∂x1
· · · ∂fn(x)∂xn

Then if all eigenvalues of J(xˆ) have strictly negative real parts, the equilibrium xˆ is
locally asymptotically stable by Hartman-Grobman theorem (see for example [7] for
details and proofs).
Using Routh-Hurwitz criterion, this condition becomes easy to check for 2x2 matrices.
Then the equilibrium is locally asymptotically stable, if the determinant of its Jacobi
matrix evaluated at the equilibrium is greater than 0, and the trace is less than 0.
Moreover, if for that equilibrium det < 14 tr
2, the equilibrium is a stable node, and if
det > 14 tr
2 it is a stable focus. If the determinant of the Jacobi matrix is negative, then
the equilibrium is a saddle [8].
1.2 Conditions for the hydra effect
I will use a model from Abrams (2009) [2] to derive conditions under which the hydra
effect occurs in a two-stage continuous time system. The model is:
dN1
dt
= bN2 − d1N1 − g(N1)N1
dN2
dt
= g(N1)N1 − d2N2
(1.1)
Where:
N1 is density of population of juveniles
N2 is density of population of adults
b is the per-capita birth rate of adults
d1, d2 are per-capita death rates of respectively juveniles and adults
g(N1) is the density dependent per-capita maturation rate of juveniles.
Here I am following method from Abrams 2009, Appendix 3 [2]. The Jacobi matrix
of the system is then:
J(Nˆ1, Nˆ2) =
[−(d1 + g(Nˆ1) + dgdN1 Nˆ1) b
g(Nˆ1) +
dg
dN1
Nˆ1 −d2
]
I assume that the system has a stable positive equilibrium point. That means that
the determinant of the Jacobi matrix must be positive and the trace must be negative,
i.e.
det(Nˆ1, Nˆ2) = d2(d1 + g(Nˆ1) +
dg
dN1
Nˆ1)− b(g(Nˆ1) + g
∂N1
Nˆ1) > 0 (1.2)
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tr(Nˆ1, Nˆ2) = −(d1 + d2 + g(Nˆ1) + dg
dN1
Nˆ1) < 0 (1.3)
By taking the left hand side of (1.1) and differentiating the result with respect to d2
we obtain expressions for change of equilibria Nˆ1, Nˆ2 with respect to mortality rates of
the adults. We get

∂N1
∂d2
=
b∂N2∂d2
d1 + g +
dg
dN1
Nˆ1
Nˆ2 + d2
∂N2
∂d2
= (g +
dg
dN1
Nˆ1)
∂N1
∂d2
(1.4a)
(1.4b)
And now substituting (1.4a) into (1.4b)
Nˆ2 + d2
∂N2
∂d2
= (g +
dg
dN1
Nˆ1)
b∂N2∂d2
d1 + g +
dg
dN1
Nˆ1
By re-arranging the symbols we get
∂N2
∂d2
=
−Nˆ2
d2 − b
g+ dg
dN1
Nˆ1
d1+g+
dg
dN1
Nˆ1
=
−Nˆ2(d1 + g + dgdN1 Nˆ1)
d2(d1 + g +
dg
dN1
Nˆ1)− b(g + dgdN1 Nˆ1)
(1.5)
Substituting (1.2) into the denominator of (1.5) we get equations we can easily
analyse:
∂N1
∂d2
=
−bNˆ2
det(Nˆ1, Nˆ2)
(1.6)
∂N2
∂d2
=
−Nˆ2(d1 + g + dgdN1 Nˆ1)
det(Nˆ1, Nˆ2)
(1.7)
Because det(Nˆ1, Nˆ2) must be positive at the stable equilibrium, the signs of (1.6)
and (1.7) depend only on their numerators. We can easily see that (1.6) will be negative
for any Nˆ2 > 0, so with increasing of adult mortality rate the juveniles density will
decrease. On the other hand, if d1 + g +
dg
dN1
Nˆ1 < 0, (1.7) will be positive, and hence
the adult density will increase with increase of d2, causing the hydra effect.
1.3 Disease dynamics
The classical approach to modelling infectious diseases follows from Kermack-McKendrick
(1927). They proposed in [9] an epidemic model consisting of three separate classes:
S(t) - number of individuals susceptible to the disease,
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I(t) - number of individuals infected with the disease,
R(t) - number of individuals removed from the Infected class, either because of recovery
(and gaining lifelong immunity) or because of death,
N(t) = S(t) + I(t) +R(t) is the total population size.
Because of the symbols used for denoting each class, the model was called ’SIR model’
and became a basic model describing disease dynamics, given by equations:
dS
dt
= −βSI
dI
dt
= βSI − γI
dR
dt
= γI
(1.8)
where:
β is a transmission rate,
γ is a recovery/death rate.
This model is very simplified and does not include demographics of the populations.
Since I assumed that chytridiomycosis is a lethal disease, and no recovery can happen,
there is no need for the ’removed’ class in my model. I will thus use a SI model of a
disease, which I will later extend by a class of juveniles, who by my assumption are
immune to the disease. A basic SI model of a lethal disease including demographics
(and assuming infected individuals cannot reproduce) is of the form
dS
dt
= b(N)S − βSI − dS
dI
dt
= βSI − (d+ α)I
(1.9)
where:
b(N) is a density-dependent birth rate
d is a natural death rate
α is a virulence of the disease.
Another concept that needs to be mentioned when talking about epidemic dynam-
ics, is the basic reproduction number R0. It is defined as the expected number of
secondary cases produced by one individual during its whole infectiousness period in a
completely susceptible population [10]. It became one of the most important concepts
in epidemiology, as it characterises the potential for a disease to spread. In the classic
Kermack-McKendrick model shown by (1.8) it is equal to:
R0 =
βN
γ
as an infected individual makes β transmissions of the disease to susceptible individuals
per unit of time (and we consider the beginning phase of the epidemic, where everyone
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is susceptible), and its mean infectiousness period is 1γ .
With similar reasoning we obtain R0 of system (1.9):
R0 =
βNˆ0
d+ α
where Nˆ0 is the equilibrium of the disease-free population, obtained from solving the
equation b(Nˆ0) = d.
R0 has many usages in epidemiology: it helps to determine whether the infectious disease
can spread in a virgin environment or goes extinct, can provide information on what
fraction of population has to be vaccinated to eradicate the disease, etc. (see for example
[11]).
7
Chapter 2
Disease-free population
In this chapter I will look at the dynamics of the structured disease-free population
defined in (1.1) with specified maturation function. Let
g(N1) =
{
G(1− aN1) N1 ≤ 1a
0 otherwise
(2.1)
where G and a are constant. Then the model of the disease-free population (1.1) becomes
dN1
dt
= bN2 − d1N1 − [G(1− aN1)]+N1
dN2
dt
= [G(1− aN1)]+N1 − d2N2
(2.2)
with a trivial equilibrium (0, 0) and an interior equilibrium (Nˆ1, Nˆ2) such that:
Nˆ1 =
G− d1d2b−d2
aG
Nˆ2 =
d1
b− d2 ·
G− d1d2b−d2
aG
The interior equilibrium is positive if
b > d2
G >
d1d2
b− d2
To check stability of the equilibria we need the Jacobi matrix of (2.2):
J(N1, N2) =
[−(d1 +G− 2aGN1) b
G− 2aGN1 −d2
]
(2.3)
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If we evaluate the Jacobian at the interior equilibrium we get:
det(Nˆ1, Nˆ2) = (d1 +G− 2aGNˆ1)d2 − (G− 2aGNˆ1)b =
d1d2 − (G− 2aGNˆ1)(b− d2) = (b− d2)[ d1d2
b− d2 − (G− 2G+ 2
d1d2
b− d2 )] =
(b− d2)[ d1d2
b− d2 +G− 2
d1d2
b− d2 ] = (b− d2)(G−
d1d2
b− d2 )
Hence, det(Nˆ1, Nˆ2) > 0 whenever the interior equilibrium is positive, so it will never be
a saddle (Nˆ1 = (G − d1d2b−d2 ) 1aG is clearly smaller than 1a , so there is no need to worry
about the maturation being a truncated function and it is reasonable to assume that
b− d2 > 0, because only then can the population maintain a positive equilibrium).
On the other hand,
tr(Nˆ1, Nˆ2) = −(d1 + d2 +G− 2aGNˆ1) =
−(d1 + d2 +G− 2(G− d1d2
b− d2 )) = −(d1 + d2 −G+ 2
d1d2
b− d2 )
And so
tr(Nˆ1, Nˆ2) < 0 ⇐⇒ G < d1 + d2 + 2 d1d2
b− d2
Using the Routh-Hurwitz criterion we conclude that the positive interior equilibrium is
asymptotically stable if
G < d1 + d2 + 2
d1d2
b− d2 (2.4)
At the trivial equilibrium (0, 0), jacobian (2.3) becomes:
J(0, 0) =
[−(d1 +G) b
G −d2
]
Notice that trace tr(0, 0) = −(d1 +d2 +G) is always negative and the determinant is
of the form det(0, 0) = (d1 +G)d2 − bG = −G(b− d2) + d1d2. We can quickly see, that
whenever the interior equilibrium is positive, then the determinant is negative. Using
Routh–Hurwitz stability criterion we conclude that then whenever there exist a positive
interior equilibrium, point (0, 0) is a saddle.
Before I introduce the disease to the model, I want to take a look at how the stability
of the equilibria depends on the birth rate, as that will be used later.
2.1 Stability with respect to birth rate
Rearranging (2.4) we can get bcrit, for which tr(Nˆ1, Nˆ2) = 0, so the bifurcation occurs
and the interior equilibrium loses its stability:
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Figure 2.1: Bifurcation plot of juveniles (red line) and adults densities (blue line) with
respect to change in adult mortality rate; d1 = 3, b = 10, a = 0.25, G = 12 , and d2 varies
from 0 to 9. We can observe the hydra effect, size of adult density at the equilibrium
increases with the increase of d2.
bcrit =
2d1d2
G− d1 − d2 + d2 (2.5)
From numerical simulations, I obtained that while (Nˆ1, Nˆ2) is stable, it can be a
stable node or a stable focus. If b > bcrit, the equilibrium becomes an unstable focus,
and a stable limit cycle appears, i.e. a supercritical Andronov-Hopf bifurcation occurs
[12], and we can observe it in figures 2.2 and 2.3 - 2.5. Notice that because g(N1) is a
truncated function (see (2.1)), the isoclines are piecewise parabolas and straight lines.
The equations defining them we get from setting LHS of equation (2.2) to be equal 0.
We obtain:
N1-isocline: N2 =
{
d1
b N1 +
G
b (1− aN1)N1 N1 ≤ 1a
d1
b N1 otherwise
N2-isocline: N2 =
{
G
d2
(1− aN1)N1 N1 ≤ 1a
0 otherwise
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(a) Stable focus (b) Unstable focus and stable limit cycle
Figure 2.2: Phase portraits for different values of b; in (a) b = 5, in (b) b = 7.5;
d1 = 5, d2 = 2, a = 0.25, G = 13.
Figure 2.3: Phase plane; interior equilibrium is a stable node; d1 = 5, d2 = 2, a = 0.25,
G = 20, b = 3; blue and red thick lines are respectively N1- and N2-isoclines.
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Figure 2.4: Phase plane; interior equilibrium is a stable focus; d1 = 5, d2 = 2, a = 0.25,
G = 13, b = 5;
Figure 2.5: Phase plane; interior equilibrium is an unstable focus and a stable limit cycle
appears; d1 = 5, d2 = 2, a = 0.25, G = 13, b = 5.4;
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Chapter 3
The model
To formulate the model, I will combine the disease-free population dynamics from equa-
tion (1.1) and SI model from (1.9). Class N1 here I denote by J for juveniles, class N2
on the other hand will split into S and I - classes of respectively susceptible and infected
adults.
The model is: 
dJ
dt
= bS − d1J − g(J)J
dS
dt
= g(J)J − βSI − d2S
dI
dt
= βSI − (d2 + α)I
(3.1)
Where:
J(t) is the density of juveniles,
S(t) is the density of susceptible adults,
I(t) is the density of infected adults,
b is the per-capita birth rate of susceptible adults,
d1, d2 are per-capita death rates of juveniles and susc. adults, respectively,
g(J) = [G(1 − aJ)]+ is the density dependent per-capita maturation rate of juveniles,
truncated to only positive values,
β is the transmission rate of the disease,
α is the virulence.
For stability analysis I also need a Jacobi matrix of (3.1):
J(J, S, I) =

−(d1 + dgdJ J + g(J)) b 0
dg
dJ J + g(J) −(βI + d2) −βS
0 βI −(βS + d2 + α)

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3.1 Equilibria
Analytically we can obtain four possible equilibrium points. Two boundary equilibria,
trivial and disease-free, and two interior equilibria:[
0, 0, 0
]
[ 1
aG
(G− d1d2
b− d2 ),
d1
b− d2 (G−
d1d2
b− d2 )
1
aG
, 0
]
[
Jˆ−, Sˆ,
(b− d2)Sˆ − d1Jˆ−
βSˆ
]
[
Jˆ+, Sˆ,
(b− d2)Sˆ − d1Jˆ+
βSˆ
]
(3.2a)
(3.2b)
(3.2c)
(3.2d)
where Sˆ = d2+αβ and Jˆ−,+ =
d1+G±
√
(d1+G)2−4abG d2+αβ
2aG
Jˆ−,+ is real whenever (d1+G)2−4abGd2+αβ > 0 and then it is always positive. When
(d1 +G)
2 − 4abGd2 + α
β
= 0 (3.3)
the two equilibria become one and then disappear, hence we have a saddle-node bifur-
cation point (provided that it happens in the positive quadrant). The equilibrium value
of the coordinate corresponding to the Infected class of one of the interior equilibria is
negative, and hence not biologically relevant, when (b− d2)Sˆ < d1Jˆ+.
3.2 Bifurcation analysis
Here we will take a look at how the stability of the equilibria changes when varying
parameters b, α, β.
3.2.1 Birth rate
First let us take a look at bifurcation plots of parameter b, the birth rate.
In figure 3.1 we can observe, how changing the value of parameter b influences sta-
bility of all four equilibria of the system.
We can see, that there are five bifurcation points. Stability of each equilibrium I checked
numerically in Matlab, using the theory from section 1.1.
First, for small values of b, the trivial equilibrium is a stable node. When b reaches value
b1crit =
d1d2
G
+ d2
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Figure 3.1: Bifurcation plots of birth rate b; stable equilibria denoted with a solid line,
unstable with dashed line and the unstable focus with a stable limit cycle with dotted
line: black line corresponds to the disease-free equilibrium, red and green lines - interior
equilibria; d1 = 1, a = 0.25, G = 8, d2 = 6, β = 12, α = 1, and b varies from 6.75 to
17.3571. On the ’Susceptibles’ plot red and green line coincide, because Sˆ = d2+αβ for
both unstable and stable equilibrium (when the latter exists).
(from equation (3.2b)) we have a transcritical bifurcation and the positive disease-free
equilibrium appears. The trivial equilibrium becomes a saddle, and the positive one is
a stable node (black line).
Then b increases to
(b2crit − d2)Sˆ = d1Jˆ−(b2crit)
(from (3.2c)) and we have the second transcritical bifurcation. The disease-free equilib-
rium becomes a saddle-focus, and the interior equilibrium (red line) appears, as a stable
focus node (classification of equilibria can be found for example in [13]).
The third transcritical bifurcation happens when the unstable interior equilibrium ap-
pears (green line) at
(b3crit − d2)Sˆ = d1Jˆ+(b3crit)
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(from (3.2d)). The disease-free equilibrium becomes a stable focus-node, and the new
interior equilibrium exists as a saddle-focus.
Then, the fourth bifurcation happens, when
b4crit =
β(d1 +G)
2
4aG(d2 + α)
(from 3.3). The two interior equilibria collide and disappear, and the population goes
to a disease-free equilibrium. The extinction of the disease happens through a fold bi-
furcation. This might be somewhat surprising, because intuitively we could think that
the higher the birth rate is, the more individuals are being born, and so the disease has
more hosts to spread the infection to. In fact, more juveniles means more competition
amongst them, and hence fewer individuals mature into adults, who are the disease’s
hosts. The disease cannot spread like before, and it is bound to die out.
The fifth bifurcation (Hopf bifurcation) occurs in a disease-free population, critical value
was defined in (2.5) and I discussed this bifurcation in the previous chapter.
On the ”All adults” plot we can observe the hydra effect: the stable interior equi-
librium is above the disease-free equilibrium, i.e., the mortality caused by the disease
increases rather than decreases the density of adults.
3.2.2 Virulence
Now, let us take a look at bifurcation of parameter α, the virulence.
In figure 3.2 we can see two bifurcations happening: first a transcritical one, when
the unstable interior equilibrium appears, and then a fold bifurcation when
αcrit =
(d1 +G)
2β
4abG
− d2
(from (3.3)). So in this case again we can see extinction of the disease through catas-
trophic bifurcation. The extinction happens, because the disease kills infected individ-
uals with a rate too high to keep a host population on a level that would sustain the
epidemic.
Again on the last plot we can observe the hydra effect.
3.2.3 Transmission rate
Finally let us take a look at bifurcation of the transmission rate β.
In figure 3.3 we can observe that the density of infected individuals is highest for
relatively low values of β. Like earlier, we have a transcritical bifurcation and extinction
of the disease happens through fold bifurcation when
βcrit = 4abG
d2 + α
(d1 +G)2
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Figure 3.2: Bifurcation plots of virulence α; d1 = 3, a = 0.25, G = 12, d2 = 6, b = 15,
β = 10 and α varies from 0 to 6.5.
(from (3.3)). If the transmission rate is too low, the disease does not spread in the
population with a high enough speed to sustain a positive equilibrium.
Clearly the hydra effect occurs also in this case, immediately when β is high enough
for the disease to sustain a positive equilibrium the total density of adults is higher thn
it would be if no epidemic was happening.
3.3 Virulence and transmission rate
3.3.1 Trade-off hyphothesis
In 1982 Anderson & May developed a ’trade-off hyphothesis’, which states that virulence
is an unavoidable consequence of parasite transmission [14]. It is based on an idea, that
it is not possible for the parasite to increase the duration of an infection without paying
a cost [15].
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Figure 3.3: Bifurcation plots of transmission rate β; d1 = 1, a = 0.25, G = 8, d2 = 6,
b = 10, α = 1 and β varies from 6.9 to 10.
In this section I assume, following the trade-off hyphothesis, that transmission β is
a function of virulence α.
3.3.2 Regions with hydra effect and bifurcations
First we check for what pairs of (α, β) the hydra effect could occur. Hydra effect occurs if
the density of susceptible and infected adults together at the stable interior equilibrium
is higher than the density of adults at the disease-free equilibrium, i.e. when
Sˆ + Jˆ− >
d1
b− d2 (G−
d1d2
b− d2 )
1
aG
(3.4)
where Sˆ = d2+αβ and Jˆ− =
d1+G−
√
(d1+G)2−4abG d2+αβ
2aG (see equations (3.2b) and (3.2c)).
Such pairs of (α, β) we can see in figure 3.4
Higher replication of the pathogen and more symptoms might cause a higher trans-
mission rate and higher mortality. Thus, I will assume that β is an increasing function
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Figure 3.4: Region of values α and β for which hydra effect occurs (blue area); d1 = 7.5,
a = 0.25, G = 12, d2 = 3, b = 30, α varies from 0.25 to 5 and β from 2 to 10.
of virulence α (positive trade-off). Let
β(α) =
cα
1 + kα
(3.5)
where c and k are positive real parameters.
We can now plot the graph of the trade-off function over the region plot showing
where the hydra effect occurs.
Figure 3.5: Trade-off over the region for which hydra effect occurs; d1 = 7.5, a = 0.25,
G = 12, d2 = 3, b = 30, β =
5α
1+0.5α , α varies from 0.25 to 5 and β from 2 to 10.
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As we can see in figure 3.5, choosing the trade-off in the proposed way enables the
model to exhibit the hydra effect.
With specified trade-off function β(α) we can again take a look at bifurcation when
varying virulence.
Figure 3.6: Bifurcation plots of virulence α; d1 = 7.5, a = 0.25, G = 12, d2 = 3, b = 30,
β(α) = 5α1+0.5α and α varies from 1.4639 to 4.0986.
Indeed we can observe in figure 3.6 the hydra effect in the model with the trade-off
function. Additionally, there are two critical values at which the extinction of the in-
fected class happens through a fold bifurcation.
Here I repeated steps from the above for different values of birth rate b (figures 3.7
and 3.8).
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Figure 3.7: Region of values α and β for which there exist a stable, positive interior
equilibrium (light and dark blue area) and where the hydra effect occurs (dark blue
area); d1 = 7.5, a = 0.25, G = 12, d2 = 3, α and β vary from 0 to 20, β(α) =
5α
1+0.5α ,
and b has different values in each small plot, changing from 8 to 30 by 2.
In figure 3.8 bifurcation occurs in all cases on both ends of the range of α. If we take
a close look, we can see, that for b = 8, b = 10 and b = 12 the extinction of the disease
happens through a transcritical bifurcation (see figure 3.9 for the case b = 8), in other
cases through a fold bifurcation.
21
Figure 3.8: Bifurcation plots for different values of b; d1 = 7.5, a = 0.25, G = 12, d2 = 3,
β(α) = 5α1+0.5α , α varies from minimal to maximal values, such that interior equilibrium
is stable, real and positive (so the bifurcation happens on both ends of x-axis); purple
line shows the total adult density, blue line infected adults, and dashed black line is
the density of adults in the disease-free system; for b = 8, b = 10, b = 12 we observe
transcritical bifurcation, in other cases fold bifurcation.
3.3.3 Fold bifurcation points
Let us now suppose, that the disease goes extinct through a fold bifurcation (like in
figure 3.8, cases b ∈ {14, ..30}).
Critical points, where extinction of the Infected class happens, we can easily calculate as
they are values of α for which the juveniles or equivalently infected adults density at the
interior equilibrium becomes a complex number, hence no longer biologically relevant.
This happens, when
(d1 +G)
2 − 4abGd2 + α
β(α)
= 0 (3.6)
as the equilibria in the presence of the disease are positive if and only if (d1 +G)
2 −
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Figure 3.9: Transcritical bifurcation of interior equilibrium; purple line shows the total
adult density, blue line infected adults, and dashed black line is the density of adults in
the disease-free system; b = 8,d1 = 7.5, a = 0.25, G = 12, d2 = 3, β(α) =
5α
1+0.5α , α
varies from 0.1857 to 35.3143.
4abGd2+αβ(α) > 0 (see equations (3.2c) and (3.2d)). If we apply the trade-off function
β(α) = cα1+kα as defined in (3.5), equation (3.6) becomes:
(d1 +G)
2 − 4abG(d2 + α)(1 + kα)
cα
= 0, (3.7)
Solutions to the above equation are of form:
α1,2 =
−(1 + kd2 − c (d1+G)
2
4abG )±
√
∆
2k
∆ = (1 + kd2 − c(d1 +G)
2
4abG
)2 − 4d2k
(3.8)
If ∆ < 0, (3.7) has no real solutions, and the equilibrium density of juveniles in pres-
ence of the disease is always a complex number, so the disease is not viable (in the sense
that it cannot sustain a stable positive equilibrium). If 1 + kd2 − c (d1+G)
2
4abG > 0, both α1
and α2 are negative, so again the disease is not viable. If 1 + kd2 − c (d1+G)
2
4abG < 0 both
α1 and α2 are positive, and the disease sustains a positive equilibrium for α ∈ [α1, α2]
(see Lemma 1 in the Appendix for proof).
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Hence if the disease is viable, we get two bifurcation points, which agrees with what
we saw in figure 3.8. The extinction happens on the left and right side of each plot, on
the left side because the transmission rate is too low (see fig. 3.3), on the right because
the virulence is too high to sustain the epidemic (see fig. 3.2).
3.3.4 Type of bifurcation
Suppose now the disease is viable. Then, it could happen that the infected adult equi-
librium Iˆ(αcrit) is negative, meaning that fold bifurcation would happen in the negative
quadrant. Since that is a biologically irrelevant area, the real bifurcation would happen
at some other αtrans ∈ (α1, α2), such that Iˆ(αtrans) = 0 and the extinction of the disease
would happen through transcritical bifurcation (as we saw in figure 3.9). We would like
to find out when this is the case.
Assuming the viable disease, we get that fold bifurcation happens only if Iˆ(α1,2) > 0.
Using (3.2) we get:
Iˆ(α1,2) > 0 ⇐⇒ (b− d2)Sˆ(α1,2) > d1Jˆ(α1,2) (3.9)
If we substitute (3.6) to the formula for Jˆ1,2, we get:
Jˆ(α1,2) =
d1 +G±
√
(d1 +G)2 − 4abGd2+α1,2β(α1,2)
2aG
=
d1 +G
2aG
(3.10)
On the other hand substituting Sˆ(α1,2) =
d2+α1,2
β(α1,2)
into (3.6) we get:
Sˆ(α1,2) =
(d1 +G)
2
4abG
(3.11)
Then, using (3.10) and (3.11), (3.9) becomes:
Iˆ(α1,2) > 0 ⇐⇒ (b− d2)(d1 +G)
2
4abG
> d1
d1 +G
4abG
which is equivalent to
Iˆ(α1,2) > 0 ⇐⇒ (b− d2)(d1 +G) > 2bd1 (3.12)
Notice, that the RHS of the above inequality does not depend on β or α1,2, so if the
RHS does not hold, the extinction happens through transcritical bifurcation at both α1
and α2. Otherwise, at both points it happens through catastrophic bifurcation. If we go
back to figure 3.8 and plug numbers into (3.12), we indeed see that in first three cases
we get transcritical bifurcation, and fold bifurcation in the rest of plots.
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Chapter 4
Evolution
4.1 Pathogen evolution: virulence and contact rate
In this subsection I investigate if and what kind of mutant strains can invade the popu-
lation infected by the original strain. We assume that the strains differ in their virulence
and that there is a positive trade-off between the transmission rate and virulence. Also,
we assume single infection, i.e. an individual infected with one strain cannot be infected
with another one. The dynamics of the mutant strain is then:
dImut
dt
= β(αmut)ImutSˆ − (d2 + αmut)Imut (4.1)
where Sˆ is the interior equilibrium of the original system given in (3.1).
The mutant strain will grow in the population if and only if
β(αmut)Sˆ − (d2 + αmut) > 0.
Substituting Sˆ = d2+αβ(α) from (3.2) and rearranging the terms, we get that invasion
happens if
β(αmut)
d2 + αmut
>
β(α)
d2 + α
We conclude that evolution maximises the ratio β(αmut)d2+αmut .
Now, we want to find an optimal strain, i.e. the strain with virulence αopt such that
it cannot be invaded by any other strain. Let f(α) = β(α)d2+α . The optimal strain will be
such that it maximises function f .
f ′(α) =
β′(α)(d2 + α)− β(α)
(d2 + α)2
= 0 ⇐⇒ β′(α)(d2 + α)− β(α) = 0
f ′′(α) =
(β′′(α)(d2 + α) + β′(α)− β′(α))(d2 + α)2 − 2(d2 + α)(β′(α)(d2 + α)− β(α)
(d2 + α)4
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=
β′′(α)(d2 + α)
(d2 + α)4
=
β′′(α)
(d2 + α)3
Hence f ′′(α) < 0 ⇐⇒ β′′(α) < 0. So whenever the trade-off function is concave,
there exists a unique optimal strain αopt, such that
β′(αopt)(d2 + αopt)− β(αopt) = 0 (4.2)
Now, if we take β(α) = cα1+kα and plug it into (4.2), we get
c
(1 + kαopt)2
(d2 + αopt) =
cαopt
(1 + kαopt)
and thus there is a single optimal strain
αopt =
√
d2
k
(4.3)
provided that it is in the range of viability.
4.1.1 Range of viability
When is αopt viable? Here I use the definition of viability meaning the ability to invade
the virgin environment (population without the disease). To find the viable strains, we
need to use the invasion fitness, which is defined as a long-term exponential growth rate
of the mutant in the environment given by a resident [16]. Here, the invasion fitness in
the virgin environment we obtain from the mutant dynamics (4.1):
sE(α) = β(α)Sˆ − (d2 + α) (4.4)
where Sˆ = d1b−d2 (G− d1d2b−d2 ) 1aG is the equilibrium density of the susceptible adults of the
disease-free system (see equation (3.2b)). An initially rare strain α will invade the virgin
environment if and only if the invasion fitness sE(α) > 0. Substituting β(α) =
cα
1+kα into
(4.4) and rearranging the terms we get that
sE(α) > 0 ⇐⇒ 0 > kα2 + (d2k + 1− cSˆ)α+ d2
Let α1,2 =
−(d2k + 1− cSˆ)±
√
∆
2k
∆ = (d2k + 1− cSˆ)2 − 4d2k
If ∆ ≤ 0 no initially rare strain can invade the virgin environment. Otherwise the
viable strains are α ∈ (α1, α2) ∩ (0,∞) =: A
If ∆ ≥ 0 and d2k+ 1− cSˆ > 0 both α1,2 are negative (Lemma 1), so then A = ∅, i.e.
no initially rare strains can invade the population.
Otherwise, if ∆ ≥ 0 but d2k + 1 − cSˆ < 0 both α1,2 are positive (Lemma 1) and
A = (α1, α2). Moreover αopt ∈ A (Lemma 2 in the Appendix), so it is indeed a viable
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strain.
Similarly, using Lemma 2, we can show that even though fold bifurcation is pos-
sible for this trade-off (see section 3.3 and figure 3.8), αopt is always in the interval
(α1fold, α
2
fold), where α
1,2
fold are derived in (3.8), so no evolutionary suicide will take place
[17].
4.2 Host evolution: birth rate and immunity
In the previous subsection I showed that with the trade-off between the transmission
rate and virulence, evolution will lead to the optimal virulence. Here I investigate what
happens if there is a trade-off between the birth rate and immunity of adult individuals.
β is the transmission rate of the disease, i.e. βdt is the probability that an individual
makes a contact that successfully transmits a diseases to the susceptible individual. If
the individual invests more of the available resources into its immunity, then the prob-
ability of getting the disease upon contact with an infected individual is lower. The
amount of resources is fixed, therefore if the individual invests more in immunity, it has
to happen at a cost to some other trait, for example birth rate, since now the individual
has less resources to invest in its offspring. We can thus assume that there is some trade-
off between immunity and birth rate, and hence the trade-off between the transmission
rate β and birth rate b.
Let us then assume that the trade-off β = β(b) is a increasing function of b (higher
values of b imply lower immunity, so higher transmission rate), and that different strains
of the host differ in birth rate b. The linearised population dynamics (we assume that
mutants are rare) with a mutant strain bm is
dJ
dt
= bS − d1J −G(1− aJ)J
dS
dt
= G(1− aJ)J − β(b)SI − d2S
dJm
dt
= bmSm − d1Jm −G(1− aJ)Jm
dSm
dt
= G(1− aJ)Jm − β(bm)SmI − d2Sm
dI
dt
= β(b)SI − (α+ d2)I
(4.5)
There is no need for a mutant class Im, because infected individuals cannot repro-
duce and are already infected, so they are all the same.
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4.2.1 Basic reproduction number and invasion fitness
To see whether an initially rare mutant can invade the population, we have to calculate
its invasion fitness. Unlike in the previous section, here different strains differ in the birth
rate, which is a host property, and so we have two classes denoting mutant individuals
Jm and Sm. Therefore we need another way of finding the invasion fitness. We will thus
use the basic reproduction number R0 as a fitness ”proxy” - quantity sign equivalent to
the fitness. Although R0 is most often used in epidemiology, it can also be defined as
expected number of offspring produced by one individual during its lifetime and used in
e.g. population biology. There is a direct relationship between R0 and invasion fitness
sx(y):
R0 Q 1 ⇐⇒ sx(y) Q 0
and so we can use it as fitness proxy.
To find R0, we will follow the theory about Next Generation Matrices (which can be
found for example in [11]). The NGM of (4.5) will be a 2x2 matrix, because there
are only two mutant-states. R0 will be then the leading eigenvalue of this matrix, but
since there is only one state at which mutants can reproduce (Sm), we can reduce the
dimension of the generation matrix to 1. Rm0 thus will be here simply an average number
of mutant adults produced by one mutant adult over its lifetime. The average lifetime
of a mutant adult is equal to (prob. leaving class Sm)
−1, where leaving the class Sm can
happen through either death or getting infected. Rm0 is thus:
Rm0 =
bm
β(bm)Iˆ(b) + d2︸ ︷︷ ︸
number of mutant juv. produced on
average during the mutant adult’s lifetime
· G[1− a
ˆJ(b)]
G[1− aJˆ(b)] + d1︸ ︷︷ ︸
prob. juvenile leaves class J
by maturation and not death
(4.6)
In the virgin environment R0 of the initial strain is equal 1, hence
R0 =
b
β(b)Iˆ(b) + d2
· G[1− a
ˆJ(b)]
G[1− aJˆ(b)] + d1
= 1 =⇒ G[1− a
ˆJ(b)]
G[1− aJˆ(b)] + d1
=
β(b)Iˆ(b) + d2
b
(4.7)
Substituting (4.7) into (4.6) we get
Rm0 =
bm
β(bm)Iˆ(b) + d2
· β(b)Iˆ(b) + d2
b
(4.8)
The initially rare mutant can invade if its Rm0 is greater than 1:
Rm0 > 1 ⇐⇒
bm
β(bm)Iˆ(b) + d2
>
b
β(b)Iˆ(b) + d2
For convenience further I will be using Rm0 = sb(bm).
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4.2.2 Selection gradient and singularities
Having the invasion fitness proxy (4.8), we can calculate the selection gradient:
D(b) =
∂sb(bm)
∂bm
∣∣∣∣
bm=b
=
β(b)Iˆ(b) + d2
b
· β(b)Iˆ(b) + d2 − bβ
′(b)Iˆ(b)
[β(b)Iˆ(b) + d2]2
At the singularity b∗ selection gradient must be equal 0, and that happens if and
only if
D(b∗) = 0 ⇐⇒ β(b∗)Iˆ(b∗) + d2 = bβ′(b∗)Iˆ(b∗)
which is equivalent to
D(b∗) = 0 ⇐⇒ Iˆ(b∗)[β(b∗)− b∗β′(b∗)] + d2 = 0 (4.9)
Note that it immediately follows that Iˆ(b∗) 6= 0.
If β(b) is such that
β(b) > bβ′(b) ∀b > 0 (4.10)
then there exists no singularity, as LHS of equation (4.9) is then always positive. More-
over, it also means that mutants such that bm = b+ ∆b invade he resident of strategy b.
In such case, we will have birth rate evolving to the critical value bcrit such that
β(bcrit)
bcrit
= 4aG
d2 + α
(d1 +G)2
(4.11)
derived from (3.6), where the positive disease equilibrium disappears and further b will
keep evolving to higher values without paying any cost. That means that with the trade-
off such that no singularity exists, the host evolves to get rid of the pathogen (more about
it in section 4.2.4).
If the singularity b∗ exists, it is evolutionary-stable (also called ESS - evolutionarily
stable strategy), i.e. such that no nearby mutant can invade [18], if ∂
2sb(bm)
∂b2m
∣∣∣
bm=b
< 0,
as derived by Geritz et al. in [6]. In this model
∂sb(bm)
∂bm
=
β(b)Iˆ(b)+d2
b
· β(bm)Iˆ(b)+d2 − bmβ
′(bm)Iˆ(b)
[Iˆ(b)β(bm) + d2]2
∂2sb(bm)
∂b2m
=
β(b)Iˆ(b)+d2
b
·
[
[β′(bm)Iˆ(b)− (β′(bm) + bmβ′′(bm))Iˆ(b)][β(bm)Iˆ(b) + d2]2
[Iˆ(b)β(bm) + d2]4
− 2[β(bm)Iˆ(b) + d2 − bmβ(bm)Iˆ(b)][β(bm)Iˆ(b) + d2]β
′(bm)Iˆ(b)
[Iˆ(b)β(bm) + d2]4]
]
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Therefore
∂2sb(bm)
∂b2m
∣∣∣∣
bm=b
< 0 ⇐⇒
Iˆ(b)[β′(b)− β′(b)− bβ′′(b)][β(b)Iˆ(b) + d2]2 < 2[β(b)Iˆ(b) + d2]β′(b)Iˆ(b)[β(b)Iˆ(b) + d2 − bβ′(b)Iˆ(b)]
By cancelling some terms we get
−[β(b)Iˆ(b) + d2]bβ′′(b) < 2β′(b) [β(b)Iˆ(b) + d2 − bβ′(b)Iˆ(b)]︸ ︷︷ ︸
= 0 at the singularity from 4.9
[β(b)Iˆ(b) + d2]b is clearly positive for any b, so in the end we get that at the ESS b
∗:
β′′(b∗) > 0 (4.12)
So the trade-off function β(b) must be locally convex at the singularity for it to be an
ESS (if it is a concave function, no ESS exist, and if it is a convex function, every sin-
gularity is an ESS).
To further analyse the model we need to specify β(b)
4.2.3 Exponential trade-off
Let
β(b) = ke
b
c (4.13)
Notice that
β′(b) =
k
c
e
b
c =
1
c
β(b)
and so β(b) > bβ′(b) (equation (4.10)) does not hold for b > c. Therefore we cannot
exclude the possibility of existence of a singularity. In fact, we can prove its existence:
rearranging (4.9) we get that
D(b∗) = 0 ⇐⇒ β(b∗)− b∗β′(b∗) = − d2
Iˆ(b∗)
(as mentioned in (4.9) Iˆ(b∗) 6= 0). Let
f(b) = β(b)− bβ′(b)
Then
f(b) = β(b)(1− b
c
)
df(b)
db
= β′(b)(1− b
c
)− 1
c
β(b) =
1
c
β(b)(1− b
c
− 1
c
)
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so for b > c − 1 the function f(b) is decreasing. f(0) = β(0) = k > 0. Now, taking the
limit
lim
b→∞
f(b) = lim
b→∞
ke
b
c (1− b
c
) = −∞
f(b) is clearly continuous, so by the Intermediate Value Theorem there exists some b∗
such that f(b∗) = − d2
Iˆ(b∗)
. Therefore the singularity exists, and because the trade-off is a
convex function, the singularity will be an ESS (see equation (4.12)). Note that it does
not necessarily mean, that the evolution will lead to b = b∗, as it might happen, that the
singularity will not be in the range of viable values of b, or it might not be convergence
stable.
If we plot the pairwise invisibility plot (PIP) we can confirm that it is possible to get
a singularity within the range of viable b.
Figure 4.1: PIP for d1 = 5, d2 = 2, a = 0.25, G = 13, α = 1, β(b) = e
− b
5 ;
In Figure 4.1 we can see that there is one ESS b∗. This strategy b∗ is not only
evolutionarily, but also convergence stable, so that is the strategy at which evolution
will end, and at this b∗ there will be a positive stable interior equilibrium.
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4.2.4 Hyperbolic trade-off
Now let
β(b) =
cb
1 + kb
(4.14)
It is a concave function, β′′(b) < 0 for every b. Therefore we know by equation (4.12)
that there exists no evolutionary-stable singularity for this trade-off. Moreover
β′(b) =
1
(1 + b)2
=
1
b(1 + b)
β(b)
and so β(b) > bβ′(b) holds for any b > 0. Hence we know, that in fact there exists no
singularity at all for this trade-off function and the evolution will lead to increasing b
and getting rid of the pathogen.
Plugging (4.14) into (4.11) we get, that the fold bifurcation happens at
bcrit =
c(d1 +G)
2
4kaG(d2 + α)
− 1 (4.15)
Figure 4.2: PIP for d1 = 5, d2 = 2, a = 0.25, G = 13, α = 1, β(b) =
b
1+b ; the white area
on the right is where densities become complex numbers, hence biologically irrelevant.
As we can see in Figure 4.2, only strains with bm > b can invade. There are no
singularities, so the evolution will lead to increasing value b and killing the disease when
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b crosses the value obtained from (4.15). At bcrit =
c(d1+G)2
4kaG(d2+α)
− 1 we have a non-
hyperbolic equilibrium, where extinction of the Infected class occurs (hence extinction
of the disease). Let us now take a look at the bifurcation plots to decide whether the
extinction happens through transcritical or fold bifurcation.
Figure 4.3: Bifurcation plots of birth rate b; d1 = 5, a = 0.25, G = 13, d2 = 2, α = 1,
β(b) = b1+b and b varies from 2.7692 to 9.33. Red and green lines are disease equilibria,
black line is the disease-free equilibirum. Solid line denotes a stable equilibrium, dashed
unstable, and dotted black line is where disease-free equilibrium is an unstable focus
with a stable limit cycle. Hopf bifurcation point is smaller than fold bifurcation point,
and hence after the epidemics the population remains in a stable limit cycle (cf. section
2.1).
In figures 4.3 and 4.4 we see that the extinction of the disease happens through a
fold bifurcation. By investing more resources into reproduction with a cost of lower
immunity, the population manages to completely eliminate the disease. This happens
because at some point there are too many juveniles, so the competition between them is
high and fewer maturate and reach the adult state. For the disease there is not enough
susceptible adults to keep spreading and suddenly the number of infected individuals
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Figure 4.4: Bifurcation plots of birth rate b; d1 = 5.5, a = 0.25, G = 13, d2 = 2.5, α = 1,
β(b) = b1+b and b varies from 2.7692 to 12. Hopf bifurcation point is greater than fold
bifurcation point, so after the epidemics the population remains in a stable equilibrium,
and then destabilises and a stable limit cycle appears.
drops from a positive value to zero.
Evolution will also lead to destabilising the positive disease-free equilibrium, either
before the disease goes extinct (figure 4.3), or after (figure 4.4). If it happens before, then
after extinction of the pathogen the population will remain in a stable limit cycle. If it
does not happen before, the evolution will keep increasing birth rate and at some point
it will have to cross the Hopf bifurcation point, and the stable disease-free population
equilibrium will destabilise and a stable limit cycle will appear (see section 2.0.1 and
equation (2.5)).
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Chapter 5
Conclusions
The aim of this thesis was to investigate the hydra effect in a system where mortality
is increased due to a disease. I showed that is is possible to observe the hydra effect
in the model of structured population of juveniles and adults that I proposed. We can
observe it for example on bifurcation plots 3.1-3.3. I showed that the hydra effect is also
possible if there exists a trade-off between virulence and transmission rate. I derived a
condition, under which the extinction of the disease happens through a fold bifurcation.
Furthermore, I found that with a concave trade-off between virulence and transmission
rate, there exists an optimal strain and no evolutionary suicide will take place.
Moreover, in the host evolution section 4.2 we get a surprising result: the host evolves
to get rid off the disease while decreasing its immunity. This is different to results by
Boots & Haraguchi from [19], where they investigated the evolution of resistance in
a host-parasite system. Similarly, they considered a lethal disease (no recovery), that
makes infected individuals infertile and assumed a trade-off between the intrinsic growth
rate and immunity. In [19], for concave trade-off functions, the host will either evolve to
being least or most resistant, or an evolutionary branching will occur. In none of the cases
will the evolution lead to eradication of the disease. The main difference between the
model shown in [19] and mine, is that Boots & Haraguchi considered an unstructured host
population, whereas in this project I assumed a structured host population consisting
of juveniles and adults. This stage-structure allowed the hydra effect to occur, and this
also allows the host to evolve to get rid of the disease while decreasing its immunity.
This surprising result is due to the fact, that the disease does not affect the juveniles.
When birth rate increases, more juveniles are being born, and reach the point where
competition among them is too high and only a little of them maturates into the adults.
The density of adults then drops down to a level too low for the disease to sustain a
positive equilibrium, and the epidemic has to stop.
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Appendix
In this appendix, I prove two lemmas used in sections 3.4.3, 4.1.1 and 4.1.2.
Lemma 1. Let d2,k > 0 and
α1,2 =
−γ ±√∆
2k
∆ = γ2 − 4d2k > 0
Then
a) γ > 0 =⇒ both α1,2 negative,
b) γ ≤ 0 =⇒ both α1,2 positive.
Proof. a) Let γ > 0. Then clearly α1 < 0.
α2 < 0 ⇐⇒ −γ +
√
∆ < 0√
∆ < γ both sides are positive
∆ < γ2
γ2 − 4d2k < γ2
0 < 4d2k
which is always true.
b) Let γ ≤ 0. Then clearly α2 > 0.
α1 ≥ 0 ⇐⇒ −γ +
√
∆ ≥ 0√
∆ ≥ γ
LHS > 0 and RHS ≥ 0, so clearly LHS ≥ RHS.
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Lemma 2. Let d2,k > 0, γ ≤ 0 and
α1,2 =
−γ ±√∆
2k
∆ = γ2 − 4d2k > 0
Then if αopt =
√
d2
k , α1 < αopt < α2.
Proof. a)
αopt > α1√
d2
k
>
−γ −√∆
2k
Both sides are positive (from Lemma 1), so it is equivalent to
4d2k > γ
2 + 2γ
√
∆ + ∆
0 > (γ2 − 4d2k) + 2γ
√
∆ + ∆
0 > ∆ + γ
√
∆
−γ
√
∆ > ∆ both sides are positive
γ2 > ∆
γ2 > γ2 − 4d2k
4d2k > 0
which is always true.
b)
αopt < α2√
d2
k
<
−γ +√∆
2k
Both sides are positive, so it is equivalent to
4d2k < γ
2 − 2γ
√
∆ + ∆
0 < (γ2 − 4d2k)− 2γ
√
∆ + ∆
0 < ∆− γ
√
∆
γ
√
∆ < ∆
LHS ≤ 0 and RHS > 0, so clearly LHS < RHS.
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