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Abstract:
Polymer and Colloid Simulations
This thesis focuses on basic polymer physics and numerical applications of the event chain Monte Carlo
algorithm to various colloid and polymer systems.
An important phase transition of an ideal semi-flexible polymer is the adsorption of a polymer to a hard
substrate. In this thesis, the dependence of the bending stiffness and substrate curvature on the critical
potential strength and how these parameters can be used to control the adsorption transition is investigated.
On a planar substrate there is a maximum in the critical adsorption strength if the persistence length of the
polymer is of the same order as the range of the attractive adsorption potential. Appropriate curvatures of
the substrate can introduce more extrema, which also may be used to control the transition. Phase diagrams
and scaling arguments for the critical potential strength of four substrate geometries (planar, sphere and two
types of washboard-like substrates) are given.
The event chain algorithm for hard spheres is shortly introduced and general optimizing strategies like
cluster moves and parallelisation methods are discussed. An event chain consists of a line-like cluster of
spheres, which are displaced in a coherent manner. This algorithm reduces the autocorrelation time, so that
large systems can be simulated. A parallelisation scheme for the event chain algorithm is proposed. This
scheme is tested on the two dimensional hard sphere gas by comparison of the phase diagram obtained with
different algorithms. The efficiency can be measured via the autocorrelation function of the hexatic order
parameter. Simple arguments are given for the free simulation parameters to minimize the autocorrelation
time and confirmed by simulations. The cluster-like nature of the event chain algorithm restricts the paralle-
lisation to a moderate degree, i.e., a massively parallelized version would lead to an effective efficiency loss
and the event chain algorithm is most suited for multi core CPUs rather than GPUs.
With the lifting formalism as a framework for the event chain algorithm, the algorithm can easily be
extended to any kind of pair potential. This extended algorithm is applied to a dense polymer melt consisting
of hard spheres connected by harmonic springs, which can be simulated efficiently and without rejections.
Polymer melts show a complex dynamic and rheological behaviour, for instance slow reptation dynamics,
which hinders the equilibration of such a melt. Despite the non-local character of the event chain reptation
can be observed. By introduction of an event chain specific swap move the reptation can be effectively
switched off, to accelerate the simulation such that the efficiency of a highly optimized MD simulation can
be achieved.
In the end, results on quasi two dimensional polymer networks are briefly discussed. The network consists
of semi-flexible hard sphere harmonic chains with an attractive short ranged potential. These networks can
be described quite well as a two dimensional foam, where common empirical laws for froths can be applied.
The motivation for simulating such a system is to gain insight into the cytoskeleton consisting of several
different classes of semi-flexible polymers, e.g.in an animal cell.
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1 Einleitung und Überblick
„The first principle is that you must not fool yourself, and you are the easiest person to fool. “
aus „Surely You’re Joking, Mr. Feynman!“
von Richard Phillips Feynman
Die Schwerpunkte der Dissertation liegen auf grundlegender Po-
lymerphysik und der Anwendung des Event-Chain-Algorithmus auf
Kolloid- und Polymersysteme. Der folgende Abschnitt gibt einen kur-
zen Überlick über die einzelnen Kapitel und auf welchen Veröffentli-
chungen diese beruhen. Ausführlichere Einleitungen und Zusammen-
fassungen sind am Anfang und Ende jedes Kapitel zu finden.
Das nächste Kapitel über Monte-Carlo-Simulationen[1, 2] ist ein
einleitendes Kapitel und umreißt die Grundlagen und Historie von
Computer-Simulationen. Der Lifting-Formalismus[3] und der Event-
Chain-Algorithmus[4–7] werden vorgestellt und allgemeine Optimie-
rungsstrategien, wie Cluster-Moves1 oder Parallelisierung[10–13] einer 1 Cluster-Moves sind Zustandsänderun-
gen, bei denen große Bereiche des
Systems in einem Schritt verändert
werden.[8, 9]
Simulation diskutiert.
Das Kapitel über Polymeradsorption führt das Modell der semifle-
xiblen harmonischen Kette[14] ein, mit dem ein biegesteifes Poly-
mer beschrieben werden kann und fasst kurz dessen Eigenschaften
zusammen.[15, 16] Ein wichtiger Phasenübergang eines solchen Po-
lymers mit einer Vielzahl von Anwendungsmöglichkeiten ist die Ad-
sorption[16–20], wobei hier das Hauptaugenmerk auf dem Einfluss
der Semiflexibilität und der Substratkrümmung liegt und wie man mit
diesen Größen die kritische Stärke des Adsorptionspotentials einstel-
len beziehungsweise kontrollieren kann. Bei einem planaren Substrat
gibt es ein Maximum in der kritischen Potentialstärke, wenn die Per-
sistenzlänge des Polymers in der selben Größenordnung liegt wie die
Reichweite des attraktiven Adsorptionspotentials. Durch eine geeigne-
te Krümmung2 des Substrats können weitere Maxima (und dadurch
2 Für Polyelektrolyte sind verschiedene
Geometrien untersucht worden, so zum
Beispiel kugelförmige[21–28] oder zylin-
derförmige Geometrien [26, 27] und Po-
ren [27, 29].
auch Minima) entstehen.
Grundzüge des Kapitels sind schon in meiner Diplomarbeit Ad-
sorption semiflexibler Polymere zu finden. In dem Artikel Controlling
Adsorption of Semiflexible Polymers on Planar and Curved Substrates[30] ist
dieses Thema deutlich ausgearbeitet worden. Die in der Diplomarbeit
verwendete Kumulantenmethode zur Bestimmung des Adsortpions-
übergangs ist durch einen Finite-Size-Scaling-Ansatz ergänzt worden.3
3 Allerdings enthielt der Abschnitt über
das Finite-Size-Scaling einen Fehler. Die
Adsorptionsenergie ist für die ganze
Kette gezählt worden, während die
Biege- und Federenergie pro Bead ge-
messen wurde, so dass die Summe aus
diesen Energien weder die Gesamtener-
gie der Kette noch per Bead ist. Da je-
doch aufgrund des fehlendes Faktors N
die potentielle Energie dominant ist und
die entsprechenden Effekte gerade von
diesem Energiebeitrag stammen, funk-
tionierte das Finite-Size-Scaling trotz-
dem relativ gut, weshalb dieser Fehler
erst so spät entdeckt wurde.
Weiterhin konnten Skalenargumente für die kritische Potentialstärke
einer Kette an wellblechförmigen Substraten gefunden und numerisch
bestätigt werden. In dieser Arbeit ist dieses Thema noch um ein paar
Aspekte erweitert worden. So lassen sich nahezu alle Ergebnisse kon-
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sistenter darstellen, wenn die Persistenzlänge einer diskreten Kette
statt eines kontinuierlichen Fadens verwendet wird. Zusätzlich wird
der Einfluss endlicher Kettenlängen auf die Adsorption behandelt.
In dem Kapitel zur Polymeradsorption sind Effekte durch Selbstver-
meidung ignoriert worden, was eine gute Näherung ist, solange nur
eine Kette simuliert wird, die hinreichend steif und kurz ist. Oft wird
Selbstvermeidung modelliert, indem jedes Bead durch eine harte Ku-
gel ersetzt wird. Das dritte Kapitel fasst die Physik harter Kugeln kurz
zusammen, wobei der diskontinuierliche Kristallisationsübergang eine
zentrale Stellung einnimmt.
Für das zweidimensionale Hartscheibengas wird ein kurzer histo-
rischer Überblick[31] präsentiert, der von den ersten Simulationen[2,
32], über die Entwicklung der KTHNY-Theorie [33–35] für das defekt-
vermittelte, kontinuierliche Schmelzen in zwei Dimensionen[36], bis zu
aktuellen Simulationen[37–40] und Experimenten[41, 42], die einen dis-
kontinuierlichen Schmelzübergang zeigen, reicht. Es wird eine Parallel-
isierung-Vorschrift des EC-Algorithmus vorgeschlagen und mittels der
Zustandsgleichung im Phasenkoexistenzbereich verifiziert.4 Die Effizi-4 Die Auswahl der EC-Startscheiben ist
entscheidend für die Fehlerfreiheit des
Algorithmus. Diese müssen mit Zurück-
legen gezogen werden, so dass pro
Sweep auch zwei Event-Chains an einer
Scheibe starten können.
enz der Parallelisierung wird mit Hilfe der Autokorrelationszeit des
hexatischen Ordnungsparameters[43] evaluiert und nach den freien
Parameter der Simulation optimiert.5
5 Auf Grund der linien-artigen Natur des
EC-Moves ist eine massive Parallelisie-
rung nicht ratsam und der parallelisier-
te EC-Algorithmus eignet sich am be-
sten für Mehrkern-CPUs mit Shared-
Memory-Architektur.
Der Schmelzübergang des dreidimensionalen Hartkugelgas[44–50]
wird als Vergleich zu dem Übergang einer dichten Polymerschmel-
ze diskutiert. Es werden Selektoren[51–56] vorgestellt, anhand derer
man flüssiger von fester Phase und unterschiedliche Kristallstrukturen
unterscheiden kann. Diese Größen werden verwendet, um die flüssig-
fest Phasenkoexistenz des Hartkugelgases[57–60] zu visualisieren und
verschiedene Phänomene und Effekte[45, 61–64] zu zeigen.
Große Teile der Behandlung des zweidimensionalen Hartscheiben-
gases beruhen auf der Veröffentlichung Parallelized Event Chain Algo-
rithm for Dense Hard Sphere and Polymer Systems[65], wobei Teile aus
diesem Artikel auch in dem einleitenden Kapitel über Monte-Carlo-
Simulationen und dem letzten Kapitel über Polymernetzwerke ver-
wendet werden, wobei auch diese Abschnitte mehr oder weniger stark
überarbeitet und ergänzt wurden.
Das fünfte Kapitel handelt von dichten Schmelzen aus Hartkugel-
Federketten[66–71], die durch eine Erweiterung des EC-Algorithmus[6,
72] effizient simuliert werden können. Die erste Hälfte des Kapitels
über Polymerschmelzen ist aus dem Artikel Monte Carlo Simulation of
Dense Polymer Melts using Event Chain Algorithms[73] entstanden und
um einige Details6 erweitert worden.6 So ist die Idealitätshypothese von Flo-
ry nach neueren theoretischen Betrach-
tungen nur eine Näherung.[74, 75]
Polymerschmelzen zeigen ein komplexes dynamisches und rheolo-
gisches Verhalten[76, 77], welches maßgeblich durch Verschlaufungen
verursacht wird, die die langsame Reptationsdynamik bewirken.[17,
77–81] Schmelzen sind besonders bei der Verarbeitung und Herstel-
lung von polymerischen Materialien ein bedeutender Aggregatszu-
stand.[82] Obwohl die EC-Dynamik nicht explizit auf der realistischen,
mikroskopischen Dynamik beruht[83–85], zeigt der EC-Algorithmus
Anzeichen von Reptation.
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Die Simulation und Äquilibration von Polymerschmelzen ist gera-
de wegen der langsamen Reptationsdynamik ein herausforderndes
Problem.[86] Daher ist die Erzeugung geeigneter Anfangskonfigura-
tionen[87, 88] eine Möglichkeit die Äquilibrierung zu beschleunigen.
Der EC-Algorithmus eignet sich hervorragend, um valide, das heißt
überlappungsfreie, Anfangskonfigurationen effizient zu erzeugen.7 7 Ein Implementationsfehler bei der Er-
zeugung der Anfangszustände führte
dazu, dass der gesamte Abschnitt um-
geschrieben werden musste, da die ur-
sprüngliche Aussage nichtig wurde. In
der ursprünglichen Version sollte der so
genannte slow push-off benutzt werden,
um zunächst wechselwirkungsfreie Ket-
ten schrittweise selbstvermeidend zu
machen. Es stellte sich jedoch heraus,
dass nicht die langsame Prozedur für
die qualitativ guten Anfangskonfigura-
tionen verantwortlich sind, sondern ein
Fehler im Programm, bei dem unter an-
derem die Ketten für σ < 0.7 wech-
selwirkungsfrei blieben, was letztend-
lich die Qualität der Startkonfiguratio-
nen bewirkt hat. Die neue Version nutzt
genau dies aus, indem Ketten zunächst
für wenige Sweeps wechselwirkungsfrei
simuliert werden und dann in einem
Schritt Überlappungen aufgelöst wer-
den. Dabei ist hervorzuheben, dass auch
die fehlerhafte Version valide und quali-
tativ hochwertige Anfangskonfiguratio-
nen erzeugt hat, so dass sich der Fehler
nicht auf die Richtigkeit der übrigen Er-
gebnisse des Artikels auswirkt.
Zur weiteren Beschleunigung der Äquilibration von Schmelzen
wird ein Swap-Move vorgeschlagen, der spezifische Eigenschaften des
EC-Algorithmus ausnutzt und effektiv die Topologie von Verschlau-
fungen in einem Schritt ändern kann und so Reptation unterdrückt.
Die Schmelze und das System aus harten Kugeln zeigen (nahezu)
denselben Kristalisationsübergang[89, 90], wenn harmonische Federn
(mit hinreichend kleiner Konstante) oder Fäden mit einer festen, hin-
reichend großen Länge verwendet werden.
Das Kapitel über Polymernetzwerke verknüpft nun in gewisser
Weise die vorhergehenden Kapitel und es werden alle bis dahin dis-
kutierten Systeme relevant. Dort werden erste Ergebnisse präsentiert
und es hat daher eher beschreibenden Charakter. Es wird ein quasi-
zweidimensionales System (Lz  Lx,Ly und periodische Randbedin-
gungen in ex,y- und harte Wand in ez-Richtung) mit semiflexiblen
Hartkugel-Federketten simuliert, die über ein kurzreichweitiges, at-
traktives Kastenpotential wechselwirken, so dass dicht gepackte Bün-
del[91, 92] entstehen, bei der die Nutzung des EC-Algorithmus vorteil-
haft erscheint. MC-Simulationen[93, 94] ähnlicher Systeme und Experi-
mente mit F-Aktin in Mikrofluidikkammern[95, 96] zeigen Indizien für
kinetisch gehemmte Zustände, die aus arretierten Sub-Bündeln oder
zellulären Bündel-Netzwerken bestehen. Eine mögliche, biologische
Realisation dieses Modells sind Bündel aus vielen semiflexiblen Aktin-
Filamenten, welche durch geeignete Proteine aneinander gebunden
sind und auf vielfältige Weise zur Struktur einer Zelle beitragen.[97,
98]
Die Entwicklung8 eines solchen zellulären, schaumartigen Netz- 8 Nach einer Übergangsphase erreicht
ein Schaum den sogenannten Scaling-
State, in dem die Struktur skalenin-
variant ist.[99–101], während die mitt-
lere Maschengröße linear in der Zeit
zunimmt.[102, 103]
werks9 lässt sich mit zwei Topologie-erhaltenden Transformationen
9 Ein zelluläres, schaumartiges Netz-
werk ist eine auf allen Skalen und in der
Natur häufig zu findende Form.[104–
106]
beschreiben,[107, 108] wobei der zentrale Mechanismus, der zu diesen
Transformationen führt, bei den Polymernetzwerken vermutlich das
Zipping[109] von einzelnen oder Bündeln von Polymeren ist.
Während meiner Promotion war Horst-Holger Boltz stets in alle
Diskussionen involviert und hat wichtige Beiträge zu nahezu allen
Themen geleistet. Aus diesem Grund ist er als Zweitautor der oben
genannten Veröffentlichungen gelistet und Teile aus diesen Themenbe-
reichen finden sich auch in seiner Dissertation.[110]

2 Monte-Carlo-Simulation
„There is, however, one feature that I would like to suggest should be incorporated in the machines, and that
is a ’random element.’ Each machine should be supplied with a tape bearing a random series of figures, e.g.,
0 and 1 in equal quantities, and this series of figures should be used in the choices made by the machine.
This would result in the behaviour of the machine not being by any means completely determined by the
experiences to which it was subjected, and would have some valuable uses when one was experimenting
with it.“
aus: „Intelligent Machinery, A Heretical Theory“
von Alan Mathison Turing
Die Entwicklung elektronischer Turingmaschinen (engl. Computer) hat
nahezu jeden Lebensbereich mehr oder weniger stark verändert. Für
die Physik sind Computersimulationen in den letzten Jahrzehnten ne-






























Abbildung 2.1: Mooresche Regel.[111]
Der Erfolg der Computer-Physik ist eng verknüpft mit der rasanten
Entwicklung der verfügbaren Rechenleistung bzw. Rechenkapazität der
letzten 70 Jahre. Dies wird durch die Mooresche Regel beschrieben,
deren populäre Form besagt, dass die Rechenleistung von Computern
exponentiell in der Zeit wächst. Für eine quantitative Beschreibung
kommt es allerdings auf die genaue Definition von Rechenleistung
an. Die ursprüngliche Regel ist von Gordon Moore 1965 formuliert
worden[112], um eine Vorhersage bis 1975 zu treffen und besagte, dass
sich die Anzahl der Komponenten – also Transistoren, Dioden, Kon-
densatoren usw. – per Chip jedes Jahr verdoppeln (Abb. 2.1). Dabei
extrapolierte Moore einfach die Entwicklung seit 1959 von einem Tran-
sistor bis 1965, als ca. 60 Komponenten auf einen Chip passten.
Die zugrunde liegende Beobachtung beruht auf einer Abschätzung
der relativen Kosten einer Komponente in Abhängigkeit von der ge-
samten Anzahl der verbauten Komponenten in einem integrierten
Schaltkreis. Durch effizientere Platznutzung sinken die relativen Ko-
sten für weitere Komponenten, wenn erst wenige Komponenten ver-
baut sind und steigen wiederum bei komplexeren Schaltungen. Dies
ergibt eine kostenoptimale Anzahl von Bauteilen pro Chip. Moore sag-
te nun voraus, dass sich dieses Optimum mit der Zeit zu günstigeren
und größeren integrierten Schaltkreisen verschiebe und illustrierte dies
mit der schematischen Abbildung 2.2.
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Abbildung 2.2: Schema der zeitlichen
Entwicklung des Kostenoptimums aus
der Originalarbeit von Moore[112]. Die-
se kühne Vorhersage ist zu einem Takt-
geber der gesamten Computerindustrie
geworden und erhält sich als selbst er-
füllende Prophezeiung, indem sich die
Entwicklungsvorgaben an der Moore-
schen Regel orientieren.
Man kann allerdings nicht annehmen, dass die Rechenleistung ei-
nes Chips und damit die Beschleunigung von Simulationen linear
mit der Anzahl der Transistoren wächst. Ein Computer besteht tra-
ditionell1 aus einer zentralen Recheneinheit (engl. CPU) und einem
1 Als Stichwort sei hier die von-
Neumann-Architektur genannt.[113]
angeschlossenem Speicher. Bei modernen CPUs wird eine immer grö-
ßere Anzahl an Transistoren für integrierten Speicher – sogenannten
Cache – verwendet, um den Speicherzugriff zu beschleunigen. Dies
führt nur indirekt zur Erhöhung der Rechenleitung und ist im hohem
Maße abhängig von dem auszuführenden Code. Diese Entwicklung
ist gerade im wissenschaftlichen Bereich notwendig geworden, da die
Performanz einer Simulation gar nicht so sehr von der reinen Rechen-
leistung der CPU abhängt, sondern auch von der Geschwindigkeit des
Speichers.[114] Für dieses Phänomen wurde Anfang der 1990er Jahre
der Begriff Memory Wall geprägt.[115] Da die Geschwindigkeit von
CPUs wesentlich schneller wuchs als die Geschwindigkeit des Spei-
chers, war abzusehen, dass der Speicher Anfang der 2000er Jahre der
limitierende Faktor werden würde.
2.2 MC-Simulationen mit Markow-Ketten
Unter dem Begriff Monte-Carlo-Simulationen[1] (MC-Simulationen)
werden eine ganze Reihe unterschiedlicher Algorithmen gezählt, die
Zufall als elementaren Baustein verwenden. Seit der ersten Anwen-
dung auf das System harter Scheiben[2], kommen MC-Simulationen
bei praktisch allen Modellen und Systemen in der statistischen Phy-
sik zum Einsatz. Das Hartscheiben-System markiert den Beginn der
MC-Simulationen und stellt damit den Ausgangspunkt der Computer-
Physik als Ganzes dar.
2.2.1 Markow-Kette
Eine Markow-Kette2 beschreibt eine Reihe von Übergängen zwischen
2 Markow-Ketten haben einen großen
Anwendungsbereich. So arbeitet zum
Beispiel der Page-Rank-Algorithmus,
der Kern der Google-Suchmaschine,
mit einer Markow-Kette.[116] Zur Aus-
wertung von einem Ensemble von
kürzeren MD-Simulationen kann man
ein Markow-Zustand-Modell konstru-
ieren, das die stochastische Dynamik
des Systems als Markow-Prozess auf
einem endlichen Zustandsraum be-
schreibt. Ein Markow-Zustand-Modell
erlaubt die Beschreibung von Phä-
nomenen, die auf Zeitskalen passie-
ren, die mehrere Ordnungen größer
sind als die Länge der einzelnen MD-
Simulationstrajektorien.[117]
jeweils zwei verschiedenen Zuständen i und j mit einer bestimmten
Wahrscheinlichkeit3 Mi→j. Weiterhin wird gefordert, dass die Über-
3 Es gilt 0≤Mi→j≤1 und ∑j Mi→j=1 .
gangswahrscheinlichkeit nicht von der Zeit und nur von den beteilig-
ten Zuständen abhängt. Man kann sagen, dass die Markow-Kette kein
Gedächtnis hat.4
4 Ist der Übergang von n vorherigen
Zuständen abhängig, nennt man die
Markow-Kette auch Markow-Kette nter
Ordnung.
Dazu kann man sich die Markow-Kette als einen Walker vorstellen,
der auf einem Graphen5 wandert. Für eine physikalische Simulation
5 Die Knoten stellen dabei Konfiguratio-
nen des Systems und die Kanten die
möglichen Übergänge in andere Konfi-
gurationen dar.
ist dieser Graph in eine Energielandschaft U eingebettet, wobei Über-
gänge zu höheren Energien seltener gewählt werden als solche zu nied-
rigeren Energien. Generell wird sich der Walker lange6 in einem Gebiet
6 Ein Schritt des Walkers ist dabei die
elementare Zeiteinheit.
X aufhalten, in dem die Anzahl der Knoten WX ∼ exp (−kBS(W)),
also die Entropie S hoch und die Energie U niedrig ist. Die Wahr-
scheinlichkeit pX den Walker zu einem Zeitpunkt t in einem gewissen
Gebiet7 X zu finden ist somit eine Funktion der freien Energie F
7 Schaut man sich nur einen Mikrozu-
stand statt eines Gebiets an, das heißt
S = 0, ist die Aufenthaltswahrschein-
lichkeit proportional zum wohlbekann-
ten Boltzmann-Gewicht:
px = exp(−βEx) .
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pX = exp(−βFX)
mit FX = UX − kBTln (WX)︸ ︷︷ ︸
=TS
. (2.1)
Die Gesamtheit aller besuchten Zustände entspricht der approximierten
Zustandssumme, so dass Gleichgewichtsgrößen über einfache Zeitmit-
telungen bestimmt werden können. Man generiert also zufällige, nach
ihrem Boltzmann-Gewicht verteilte Mikrozustände des gesuchten Sy-
stems und erzeugt damit eine Annäherung an seine Zustandssumme.8
8 Die Energieskala wird dabei von der
Temperatur bestimmt. Erhöht man die
Temperatur, wird die Energielandschaft
glatter. Im Grenzfall unendlicher Tempe-
ratur wird sie flach. Dann beschreibt der
Walker die wohl berühmteste Markow-
Kette, einen Random-Walk. Die Dyna-
mik eines Random-Walker ist diffusiv;
Sei R(t) die Position und R(0) = 0,
heißt das
〈R2〉 ∼ t .
Wird die Temperatur hingegen schritt-
weise abgesenkt, lässt sich die Markow-
Kette als heuristisches Optimierungs-
verfahren nutzen. Die Temperatur gibt
die Rate an, mit der zwischenzeitlich
ein schlechteres Ergebnis angenommen
wird. Das Optimum wird dann ange-
nähert, indem die Temperatur abge-
senkt wird. Diese simulierte Abküh-
lung (engl. simulated annealing) kommt
zum Einsatz, wenn herkömmliche Opti-
mierungsverfahren nicht oder nur noch
schlecht funktionieren.
Für eine etwas genauere Betrachtungsweise lässt sich die Zeitent-
wicklung dieser Wahrscheinlichkeit mit Hilfe einer Mastergleichung
ausdrücken





Diese Gleichung beschreibt mit Hilfe des Wahrscheinlichkeitsstroms
Jj→i, wie viel Wahrscheinlichkeit vom Zustand j in einem Zeitschritt ∆t
nach i fließt. Aus der Forderung der Erhaltung der Wahrscheinlichkeit
ergibt sich direkt eine Kontinuitätsgleichung9
9 Die Änderung der Wahrscheinlichkeit
in einem Zeitintervall ∆t eines Zustands
muss gleich der Wahrscheinlichkeit sein,
die von anderen Zuständen hineinfließt

























Eine hinreichende Bedingung für eine stationäre Wahrscheinlich-
keitsverteilung pi ist die Forderung nach globalem Gleichgewicht. Be-
zeichnet Ω den gesamten Konfigurationsraum, ist das globale Gleich-
gewicht definiert als
JΩ→i = Ji→Ω . (2.3)
Der Strom Ji→i, der direkt wieder zum gleichen Zustand fließt, wird ab-
gelehnte Zustandsänderung genannt (engl. rejection). Für den Markow-
Walker beziehungsweise die genäherte Zustandsumme heißt das, dass
dieser Zustand doppelt gezählt wird.
Lokales Gleichgewicht
Die striktere Forderung nach dem Verschwinden jeder Differenz
Ji→j − Jj→i=0 führt dazu, dass sich die jeweiligen Ströme zwischen
allen Zuständen paarweise aufheben Jj→i = Ji→j, ist ebenfalls eine
stationäre Lösung von Gleichung (2.2). Man nennt diese Forderung
detailliertes Gleichgewicht 10 10 Manchmal wird diese Forderung auch







Üblicherweise teilt man die Übergangswahrscheinlichkeit Mi→j =
Vi→j Ai→j in die voneinander unabhängigen Vorschlagswahrscheinlich-
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keit Vi→j und Akzeptanzwahrscheinlichkeit Ai→j auf. Vorgeschlagene
Zustandsänderungen werden auch Moves genannt.








ist dann eine Lösung die das detaillierte Gleichgewicht erfüllt, solange
eine Zustandsänderung j→ i genauso häufig vorgeschlagen wird wie
die umgekehrte Zustandsänderung i → j, das heißt Vi→j = Vj→i.1111 Wird diese Bedingung verletzt, dann
kann im Allgemeinen keine Aussage
mehr über die Wahrscheinlichkeitsver-
teilung der Zustände gemacht werden
und insbesondere sind die Wahrschein-
lichkeiten pi(t) nicht ohne Weiteres sta-
tionär.
Eine Markow-Kette, die das detaillierte Gleichgewicht erfüllt, ist (stati-
stisch) reversibel und somit invariant unter Zeitumkehr. Um Ergodizi-
tät zu gewährleisten muss die Markow-Kette irreduzibel sein. Startet
man bei einem beliebigen Zustand i, darf die Wahrscheinlichkeit einen
beliebigen anderen Zustand j in endlich vielen Schritten zu erreichen
nicht verschwinden.
2.2.2 Markow-Dynamik
Ist die Stationarität der Markow Kette durch (2.3) oder (2.4) gegeben,
wird die Effizienz eines Algorithmus durch die Phasenraumdynamik
der vorgeschlagenen Zustandsänderung bestimmt. Wird der Phasen-
raum schnell abgetastet12, können schneller thermische Mittelwerte
12 Der Walker sollte fast jeden Zustand i
oder jedes wohldefinierte Gebiet X min-
destens einmal besucht haben.
gebildet werden.[118]
Dabei lassen sich mögliche Moves in zwei Kategorien einteilen: lo-
kale und nicht lokale Zustandsänderungen.13 Lokale Moves orientie-
13 Am Beispiel des Ising-Modells: Wird
ein Spin zufällig ausgewählt und be-
züglich Gleichung (2.5) mit einer gewis-
sen Wahrscheinlichkeit umgedreht oder
nicht, ist die Zustandsänderung lokal.
Eine Möglichkeit das System nicht-lokal
zu ändern ist der Wollf-Algorithmus.
Dabei werden größere Bereiche, i.e. Clu-
ster von Spins in einem Schritt gedreht.
ren sich oft stark an der tatsächlichen physikalischen Dynamik des
Systems. Daher kann die Simulation mit lokalen Moves sehr ineffizi-
ent werden, da gewisse Eigenschaften der algorithmischen Markow-
Dynamik mit denen der physikalischen Dynamik übereinstimmen.14
14 Lokale Moves werden gerade lang-
sam, wenn die physikalische Dynamik
des Systems selbst sehr langsam wird,
also zum Beispiel in der Nähe eines Pha-
senübergangs, wo große Bereiche korre-
liert sind oder in dichten Systemen, bei
denen im Sinne von Gleichung (2.5) ak-
zeptable Moves selten werden.
Ein Maß für die Effizienz ist die Autokorrelationszeit τO, welche die
Anzahl an Moves angibt, die zwischen zwei Messungen einer (sinn-
vollen) Observable O durchgeführt werden müssen, damit einzelne
Messungen hinreichend dekorreliert sind.15 Die Korrelationslänge ξ
15 Dabei soll Zeit im Kontext einer
MC-Simulation einfach die Anzahl der
vorgeschlagenen Zustandsänderungen
sein.
des Systems charakterisiert die Größe korrelierter Bereiche, welche ge-
ändert werden müssen, damit zwei Zustände unabhängig voneinander
sind.
In der Nähe eines kontinuierlichen Phasenübergangs divergiert die
Korrelationslänge ξ. Genügend nah am Übergang gilt daher ξ > L und
ein endliches System (zum Beispiel in einem Würfel der Kantenlänge
L) ist immer vollständig korreliert. Der dynamische Exponent z gibt
dann an, wie die Autokorrelationszeit τO ∼ Lz mit der Systemgröße
skaliert. Bei der Simulation mit lokalen Moves pflanzt sich die Ände-
rung diffusiv fort, was zu einem dynamischen Exponenten z & 2 führt.
Dieses Phänomen heißt kritische Verlangsamung (engl. critical slowing
down).
Eine weitere Zeitskala mit praktischer Relevanz ist die Äquilibra-
tionszeit16, welche charakterisiert wie lange ein System zum Beginn
16 Die Äquilibrationszeit kann je nach
Anfangsbedingungen kürzer sein als
die Autokorrelationszeit.
simuliert werden muss, bis sich das Gleichgewicht einstellt.17
17 Hier ist es von Interesse, dass die An-
fangszustandsverteilung, die aus dem
Prozess der Erzeugung von Anfangs-
zuständen generiert wird, möglichst
großen Überlapp mit der Gleichge-
wichtsverteilung von Zuständen hat.
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2.3 Optimierungsstrategien bei MC-Simulationen
Die Optimierung eines Algorithmus kann mehr zur Beschleunigung ei-
ner Simulation beitragen, als die Verbesserung der Hardware nach der
Mooreschen Regel.18 Für die Beschleunigung von MC-Simulationen
18 Siehe zum Beispiel der Artikel un-
ter Referenz [119], der darauf hin-
weist, dass der Geschwindigkeitszu-
wachs bei numerischer, linearer Alge-
bra zum großen Teil durch Optimierung
und nicht durch den reinen Zuwachs an
Rechenleistung verursacht wurde.
mit lokalen Moves werden im Folgenden zwei Strategien verfolgt. Zum
einen die schon angesprochenen nicht-lokalen Cluster-Moves und zum
anderen die Parallelisierung des Algorithmus.
2.3.1 Cluster-Moves
Cluster-Moves sind Zustandsänderungen, bei denen große Bereiche
des Systems in einem Schritt verändert werden. Im Idealfall wird so
ein Cluster erzeugt, der immer akzeptiert wird, das heißt Ablehnungen
werden vermieden. Ist der Cluster genügend groß und seine Konstruk-
tion genügend schnell, kann die Effizienz des Algorithmus signifikant
gesteigert werden.19
19 Cluster-Algorithmen für Spin-
Systeme auf einem Gitter sind zum
Beispiel der Swendsen-Wang-[8] und
Wolff-Algorithmus[9], die eine enorme
Steigerung in der Performanz für
Systeme nahe eines kritischen Punkts
zeigen. So lässt sich der algorithmen-
abhängige, dynamische Exponent bei
Verwendung des Wolff-Algorithmus
auf z ' 0 reduzieren.
Für wechselwirkende Teilchen im kontinuierlichen Raum sind ver-
schiedene Cluster-Algorithmen entwickelt worden. Für harte Scheiben
haben Dress und Krauth[120] einen Cluster-Move vorgeschlagen, bei
dem das System um einen Pivot-Punkt gedreht wird und überlappen-
de Scheiben vor und nach der Rotation zu Clustern zusammengefasst
werden. Durch geschicktes Austauschen von Clustern lässt sich so eine
nicht-lokale Zustandsänderung durchführen. Dieser Algorithmus ist
auf verschiedene Hartkugelsysteme[121, 122] und in einer abgewandel-









Abbildung 2.3: Konstruktion einer Event-
Chain in einem System harter Scheiben.
Die farbigen Scheiben werden gleich-
sam in Richtung von v verschoben, wo-
bei die Verschiebungsweite von der frei-
en Weglänge bis zur nächsten Kollisi-
on bestimmt wird. Die helleren Schei-
ben stellen die Positionen nach dem
Ausführen der Event-Chain dar. Nach
Gleichung (2.6) beträgt der momentane
Druck βPρ ≈ 2.
Bernard et al.[4] haben zur Äquilibrierung eines Systems harter
Scheiben in zwei Dimensionen den Event-Chain-Move vorgeschla-
gen. Dieser generiert kettenartige Cluster von Scheiben, im Folgenden
Event-Chain genannt, welche simultan und ablehnungsfrei bewegt
werden. Dabei wird eine Scheibe ausgewählt und in eine zufällige
Richtung quasi-kontinuierlich bewegt bis sie eine andere Scheibe stößt.
Statt eines physikalisch korrekten zentralen Stoßes überträgt die in-
itiale Scheibe ihren Impuls vollständig auf die neue Kugel, so dass
sich diese nun in genau die gleiche Richtung bewegt, während die
erste Kugel stehen bleibt, was als Event bezeichnet wird. Nachdem
die kombinierte Länge aller Trajektorien eine frei einstellbare Länge `
erreicht, wird die Event-Chain abgebrochen und eine neue gestartet.
Die Gesamtverschiebungslänge ` bestimmt damit maßgeblich die Effi-
zienz des Algorithmus (Abb. 2.3). Bei sehr dichten Systemen werden
die Event-Chains sehr lang, was zu einer deutlichen Reduktion der
Autokorrelationszeiten führt.
Durch den Lifting-Formalismus[3] lässt sich eine Event-Chain in ei-
nem allgemeineren Rahmen verstehen. Dazu wird die Lifting-Koordi-
nate eingeführt, die zum Beispiel im Hartscheibensystem angibt, wel-
che Scheibe bewegt wird, wobei bei einem Event dann die Lifting-
Koordinate gewechselt wird (Abb. 2.4). Für die Erweiterung des EC-
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Algorithmus auf kompliziertere Wechselwirkungen als harte Kugeln,
lassen sich auf diese Weise Bedingungen formulieren, damit das globa-
le Gleichgewicht (2.3) erfüllt ist. Eine ausführliche Diskussion dieses
Problems für ein klassisches, kontinuierliches Spinsystem ist bei Mi-
chel et al.[124] zu finden.
Abbildung 2.4: Schematische Darstel-
lung des Lifting-Formalismus (Idee
nach [6]). Der aktuelle Zustand der Si-
mulation wird durch eine Konfigurati-
on (hier a,b,c) und einer Liftingvariable
(hier rot oder grün) bestimmt. Wird ei-
ne Zustandsänderung abgelehnt, wird
die Liftingvariable geändert. Die Statio-
narität wird durch das maximal glo-
bale Gleichgewicht gewährleistet; Zum
Beispiel ist der Zustand (b,rot) nur
über (b,grün) erreichbar und kann nur
nach (c,rot) verlassen werden, daher gilt
Jb,grün→b,rot = Jb,rot→c,rot. Über die pe-
riodischen Randbedingungen fließt die
Wahrscheinlichkeit wieder in die Konfi-
guration (a,grün). Der EC-Algorithmus



















Jede Konfiguration, die während des (quasi-)kontinuierlichen Ver-
schiebens der Scheiben virtuell erzeugt wird, ist eine valide Konfi-
guration. Dadurch lässt sich mit dem Event-Chain-Algorithmus (EC-
Algorithmus) für harte Scheiben eine effektive Bestimmung des Drucks
durchführen, indem die Beziehung zwischen Kollisionswahrscheinlich-
keiten und dem Druck ausgenutzt wird. Der effektive, dimensionslose
Druck ist über die Differenz der Ortsvektoren der Scheiben gegeben,
an denen eine Event-Chain startet bzw. endet[6]
βPρ =






Die Performanz des EC-Algorithmus lässt sich durch Verleztung
des detaillierten Gleichgewichts erhöhen, indem nur unidirektionale
Zustandsänderungen20 erlaubt werden. Die sogenannte xy- oder ir-
20 Gibt es eine Übergangswahrschein-
lichkeit Mi→j > 0, dann verschwindet
die Wahrscheinlichkeit zurück zu gehen
Mj→i = 0. Diese Bedingung impliziert
ins Besondere auch das Verbot von Ab-
lehnungen eines Übergangs Mi→i ≡ 0,
da dieser Übergang sein eigener Rück-
Move ist (Abb. 2.4).
reversible Version erlaubt nur Verschiebungen entlang der positiven
Richtungen der Koordinatenachsen, wobei Ergodizität und Stationari-
tät durch das maximal21-globale Gleichgewicht erfüllt sind.
21 Für Simulationen mit Teilchen ist die
Erhaltung der Wahrscheinlichkeit über
die periodischen Randbedingungen ge-
geben.
Das diffusive Verhalten22 der Markow-Kette wird unterdrückt, in-
22 Diffusiv ist hier im Sinne eines
Random-Walks zu verstehen, bei dem
die zeitliche Entwicklung der Aufent-
haltswahrscheinlichkeit durch die Diffu-
sionsgleichung gegeben ist.
dem sich zwei aufeinanderfolgende Event-Chains nicht aufheben kön-
nen (Abb. 2.4). Für das ferromagnetische Heisenbergsystem lässt sich
so der dynamische Exponent von z & 2 auf z ' 1 reduzieren.[7]
2.3.2 Parallelisierung
Neben der Verbesserung der Algorithmen an sich ist die Parallelisie-
rung der Algorithmen notwendig23, um die Leistungssteigerungen in
23 Die naivste Form der Parallelisierung
ist das unabhängige Ausführen mehre-
rer Instanzen einer Simulation. Ist aber
beispielsweise die Äquilibrationszeit ei-
ner Simulation sehr lang, kann es von
Vorteil sein, eine Simulation an sich zu
parallelisieren und die hier beschriebe-
nen Nachteile in Kauf zu nehmen.
der Computerentwicklung auszunutzen. Denn moderne CPUs besit-
zen mehrere Rechenkerne auf einem Chip, die sich einen gemeinsamen
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Hauptspeicher und/oder Cache teilen. Zwar lässt sich so die gesam-
te Rechenleistung einer CPU steigern, aber dies geht auf Kosten von
zusätzlicher Koordination24 der einzelnen Kerne. Das Ziel ist es also 24 Zum Beispiel muss sichergestellt wer-
den, dass Speicherbereiche nicht gleich-
zeitig von verschiedenen Threads bear-
beitet werden, das heißt Speicherkon-
kurrenz muss verhindert werden.




















Abbildung 2.5: Regel von Amdahl. Mit
T ≡ 1 und τP = 1 − τS. Die etwas
dickeren Linien zeigen τM(nP) ≡ 0 und
die dünneren, gestrichelten τM(nP) =
10−3nP.25
25 Hierbei muss erwähnt werden, dass
τM(nP) = 10−3nP eine simple Annah-
me ist und nichts mit der sehr komple-
xen Situation zu tun haben muss. Ein
linearer Anstieg ist eher eine obere Ab-
schätzung und soll hier nur den Einfluss
dieser Größe skizzieren.
Skalierbarkeit bezeichnet die Beschleunigung eines Algorithmus in
Abhängigkeit der benutzten Kerne. Das Verhältnis von serieller zu
paralleler Laufzeit wird dabei als Speed-Up bezeichnet. Eine Betrach-
tungsweise stellt nun die Aufteilung des Codes in einen strikt sequenti-
ellen Teil mit Laufzeit τS – beispielsweise für Speicherallokationen und
Initialisierungen – und einen parallelen Teil mit Laufzeit τP dar. Auf ei-
nem Kern ausgeführt, hat das Programm also eine Gesamtlaufzeit von
T = τS + τP. Da nur der parallele Teil von einer größeren Prozessoran-
zahl nP profitiert, bleibt selbst bei unendlich vielen CPUs mit τp → 0
die Gesamtlaufzeit T → τs endlich und man erhält eine theoretische
obere Abschätzung für den Speed-Up von ηS ≤ TτS . Berücksichtigt man
nun noch die aufgewandte Zeit τM(nP) für den Mehraufwand durch
die Paralellisierung, wie zum Beispiel Synchronisation, erhält man die
Regel von Amdahl[10] für den Speed-Up
ηS(nP) =
T




Da anzunehmen ist, dass die Zeit τM(nP) eine in nP monoton steigende
Funktion ist, ergibt sich sogar eine optimale, endliche Prozessoranzahl
(Abb. 2.5) und eine Schranke für die Effektivität der Parallelisierung.
Hierbei wurde aber implizit von einer festen Problemgröße aus-
gegangen. Gibt man diese Forderung auf, führt das auf die Regel
von Gustafson-Barsis[11]. Bei dieser Betrachtungsweise hält man die
Laufzeit pro Rechenkern τP konstant, was eine linear steigende Pro-
blemgröße mit steigender Prozessorzahl impliziert und eine lineare
Komplexität des Algorithmus26 voraussetzt. Die Laufzeit auf einem
26 Steigt die benötigte Rechenzeit stär-
ker als linear mit der Problemgröße an,
gelten die gemachten Vorhersagen von
Gustafson und Barsis nicht mehr ohne
Weiteres und der zu erwartende Speed-
Up wird kleiner ausfallen. In dieser Ar-
beit bei endlicher Dichte und kurzreich-
weitiger Anziehung ist die Komplexität
O(N), wobei N die Anzahl an Parti-
keln ist und sollte daher in diesem Sin-
ne gut parallelisierbar sein. Außerdem
steigt mit der Systemgröße der Speicher-
bedarf, was ebenfalls ein limitierender
Faktor sein kann.Kern ist dann T = τS + npτP und der Speed-Up ergibt sich wieder aus
dem Verhältnis der seriellen und parallelen Laufzeit
ηS(nP) =
τS + npτP

















Abbildung 2.6: Regel von Gustafson-
Barsis. Mit T ≡ 1 und τP=1− τS und
einer von nP abhängigen (seriellen) Ge-
samtlaufzeit. Die etwas dickeren Linien
zeigen τM(nP)≡0 und die dünneren, ge-
strichelten τM(nP)=10−3nP.
Ist nun τS klein gegenüber τP und vernachlässigt man eine mit der
Prozessorzahl steigenden Synchronisationszeit τM erhält man einen
Speed-Up, der nahezu linear mit der Anzahl der Prozessoren geht
(Abb. 2.6). Je nachdem wie man diese Zeit τM abschätzt, kann es in
diesem Szenario eine sinnvolle Maximalanzahl an Prozessoren geben.
Bei diesen Analysen geht man immer implizit von einem maximalen
Speed-Up von ηS ≤ nP aus. Mit nP steigt auch die verfügbare Größe
des schnellen Caches, was zu einer Abschwächung der Memory Wall
führen kann. So lässt sich praktisch sogar ein Speed-Up erreichen, der
größer als die Zahl der Kerne ist ηS > nP.
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Man sieht, dass die Effizienz von vielen Einzelheiten der Simula-
tion und/oder der verwendeten Hardware abhängt und sich in aller
Allgemeinheit nur grobe Abschätzungen für den Performanzgewinn
durch Parallelisierung formulieren lassen. Daher sollte für jede Imple-
mentation eine dedizierte Analyse durchgeführt werden. Als Beispiel
wird in Abschnitt 4.1.6 die Parallelisierung des zweidimensionalen
Hartkugelgases analysiert.
Massive Parallelisierung
Eine neue Klasse von Prozessorarchitekturen kam Mitte der 90er Jah-
ren mit separaten Grafikprozessoren (engl. GPU) auf. GPUs sind auf
hochparallele Datenverarbeitung ausgelegt und können daher effizient
Berechnungen ausführen, die für die Darstellung dreidimensionaler
Objekte nötig sind.
Aktuelle dedizierte Grafikkarten besitzen annähernd 5000 arithme-
tisch-logische Einheiten27. Die theoretische reine Rechenleistung – ge-27 Eine arithmetisch-logische Einheit
(engl. ALU) ist die eigentliche Rechen-
einheit einer CPU oder GPU. Das beste
Serien-Modell eines namhaften Grafik-
kartenherstellers besitzt 4992 ALUs auf
zwei GPUs verteilt.
messen in Fließkommaberechnungen pro Sekunde (FLOPS) – aktueller
GPUs können zum Teil mehr als eine Größenordnung größer sein als
die von aktuellen CPUs. Allerdings sind hierbei noch nicht die Per-
formanzverluste berücksichtigt, die durch die notwendige massive
Parallelisierung entstehen. Bei Grafikkarten wird der hohe Paralleli-
sierungsgrad auch durch das so genannte Single-Instruction-Multiple-
Data Schema (kurz SIMD) erreicht.28 Dabei wird auf viele verschiede-28 Für die Darstellung von dreidimen-
sionalen Bildern, muss im Wesentlichen
die selbe lineare Transformation auf
große Datenmengen angewendet wer-
den.
nen Daten die gleiche Operation ausgeführt und man spart Speicher
für das eigentliche Programm, das aus dem langsamen Hauptspei-
cher geladen werden müsste. Weiterhin liegt die Speicherbandbreite
Größenordnungen über denen von CPUs, was sich dann wegen der
Memory-Wall auch wieder positiv auf die Perfomance auswirkt.
Neuere Molekular-Dynamik-Simulationen (MD-Simulationen) [13,
125] und MC-Simulationen[126], so wie das Berechnen von Virialkoeffi-
zienten des Lennard-Jones-Fluids[127] haben gezeigt, dass man Grafik-
karten effizient für wissenschaftliche Simulationen und Berechnungen
nutzen kann.
Zur Simulation eines Systems aus harten Scheiben wird zufällig ei-
ne Scheibe ausgewählt und versucht, diese um einen zufälligen isotrop
verteilten Vektor v zu verschieben. Die Länge der Verschiebung |v|≡`
liegt traditionell gleichverteilt29 zwischen 0 und `max. Der Simulations-
29 Eine andere übliche Verteilung, aus
der die Verschiebungslänge gezogen
wird, ist zum Beispiel eine Gaußvertei-
lung.
parameter `max bestimmt die Akzeptanzwahrscheinlichkeit des Moves
und damit die Perfomanz des Algorithmus.30
30 Das heißt, man muss einen Kompro-
miss finden zwischen der Schrittwei-
te und der Anzahl der Schritte pro
Move. Mit einem geeigneten Maß für
die Effizienz eines Algorithmus las-
sen sich recht einfach Optimierungs-
methoden implementieren, um die op-
timale, gewünschte Akzeptanzrate ei-
nes speziellen Moves einzustellen. Für
gaußverteilte Längen liegt die optima-
le Akzeptanzrate[128] bei 23% und üb-
licherweise stellt man sie auf ca. 20%−
50% ein.
Im Fall der harten Scheiben wird `max typischerweise auf die Grö-
ßenordnung der mittleren freien Weglänge eingestellt. Im Vergleich
zu MD-Simulationen führt diese MC-Simulation dann zu sehr großen
Autokorrelationszeiten, welche jedoch durch massive Parallelisierung
erreicht werden können.
Der Massively-Parallel-MC-Algorithmus (MPMC) von Engel et al.
[39, 40] für die Simulation harter Scheiben mit lokalen Moves zer-
legt das Simulationsvolumen schachbrettartig, um konkurrente Spei-
cherzugriffe verschiedener Threads zu vermeiden. Dabei bilden 2× 2
monte-carlo-simulation 19
Zellen den Arbeitsbereich eines Threads (Abb. 2.7). Um Ergodizität
zu gewährleisten, wird diese Zerlegung nach jedem Sweep um einen
zufälligen Vektor verschoben und für jede Zelle wird eine Liste der
enthaltenen Scheiben erstellt und gemischt.
Abbildung 2.7: Räumliche Zerlegung der
Simulationsbox, um die Unabhängig-
keit der parallelen Threads zu gewähr-
leisten. Die Farben zeigen die Zellen an,
die gleichzeitig bearbeitet werden kön-
nen. Eine solche Dekomposition heißt
auch Linked-Cell-Methode.
Das Durchmischen der Liste ist essentiell für das detaillierte Gleich-
gewicht. Jede Liste wird nun sequentiell abgearbeitet, wobei aus Per-
formanzgründen eine feste Anzahl nm an Scheiben pro Zelle bewegt
werden. Sind weniger Partikel in einer Zelle vorhanden als nm be-
ginnt man wieder am Anfang der Liste. Hat jeder Thread versucht nm
Scheiben in einer Zelle zu bewegen, wird die nächste Zelle bearbeitet.
Während die Kugeln in einer Zelle bewegt werden, sind die Kugeln
in den acht benachbarten Zellen eingefroren. Falls nach einem Local-
Displacement-Move eine Scheibe außerhalb der aktiven Zelle landet,
wird der Move abgelehnt. Diese zusätzlichen abgelehnten Moves ver-
ringern die Effizienz, jedoch würde das Verlassen einer Scheibe der
Zelle das detaillierte Gleichgewicht verletzen.
Für optimale Simulationparameter ist ein Speed-Up von ungefähr
148 gegenüber dem sequentiellen MC Algorithmus erzielt worden,
wobei eine TESLA K20 GPU mit 2496 ALU’s verwendet wurde.[40]
Verteiltes Rechnen
Das verteilte Rechnen (engl. distributed computing) ist eine weite-
re Parallelisierungsstrategie, welche ausnutzt, dass durch ein lokales
Netzwerk oder über das Internet31 verbundende Computer gemein- 31 Ein gutes Beispiel für den Nutzen
dieser Vernetzung ist das SETI@Home
Projekt.[129]
sam Probleme lösen. Die Netzwerkverbindung ist selbst im Vergleich
mit dem Hauptspeicher sehr langsam, weshalb die Netzwerkkommu-
nikation möglichst gering gehalten werden muss.
Mit speziellen Algorithmen, wie dem Replika-Austausch-Algorith-
mus (engl. replica exchange algorithm oder auch parallel tempering
algorithm)[12] lassen sich die durch Rechner-Netzwerke verfügbare
Rechenkapazitäten jedoch nutzbringend verwenden, solange man die
Netzwerkkommunikation minimiert.32 Dabei werden M Systeme bei 32 Der Replika-Austausch-Algorithmus
bietet sich für verteiltes Rechnen an. Für
die Parallelisierung lässt sich die freie
Implementation des Message-Passing-
Interface-Standards OpenMPI verwen-
den, die im Wesentlichen die Kom-
munikation zwischen Prozessen über
ein Protokoll, wie z.B TCP oder über
den Speicher einer Shared-Memory-
Architektur, bereitstellt.[130] Auch für
das Hartkugelsystem sind schon Simu-
lationen mit dem Replika-Austausch-
Algorithmus durchgeführt worden.[49]
verschiedenen Temperaturen33 {Ti} mit i = 1 . . . M simuliert, wobei
33 Es lässt sich hier im Prinzip jeder
und/oder mehrere Kontrollparameter
der Simulation benutzen.
es einen Move gibt, der Konfigurationen benachbarter Temperaturen
austauscht. Gibt es in der freien Energielandschaft sehr viele oder aus-
geprägte Minima, ist die Erzeugung eines aussagekräftigen Samples
besonders in Niedrig-Temperatur-Phasen schwierig, da das Überwin-
den von freie Energiebarrieren (siehe Gl. (2.1)) viele Schritte erfordert.
Eine Trajektorie einer Konfiguration führt damit quasi einen Random-
Walk in der Temperatur durch, wodurch solche freie Energiebarrieren
leichter bei einer hohen Temperatur überwunden werden können. Die
optimale Partitionierung des Temperaturbereichs lässt sich über die
minimale Zeit bestimmen, die ein System benötigt, um mindestens
einmal alle Temperaturen angenommen zu haben.[131]
In einer Arbeit von Li et al.[132] wird ein Replika-Austausch-Algorith-
mus vorgestellt, der einen Nutzen aus synchronisierten, hardware-
unabhängigen Zufallszahlengeneratoren zieht, die durch die Scalable-
Parallel-Random-Number-Generators Bibliothek[133] (SPRNG) imple-
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mentiert sind. Jede Kopie des Systems hat denselben Stream aus Zu-
fallszahlen zur Verfügung, wodurch die Kommunikation zum Ab-














Abbildung 2.8: Schema des Leap-Ahead-
Algorithmus’. Die Farben zeigen die un-
terschiedlichen Replika an, die fest ei-
nem Prozess zugeordnet werden. Mit ei-
ner gewissen Wahrscheinlichkeit wird
nach jedem Sweep ein Austausch von
zwei Replikas vorgeschlagen. Der erste
Prozess, der diesen Punkt bei der Wall-
Time t0 erreicht (hier der blaue), sichert
seine lokale Konfiguration und schickt
an den grünen Prozess die Austausch-
Konfigurationsenergie. Der blaue Pro-
zess simuliert nun weiter, während er
auf den grünen Prozess wartet, der
beim Zeitpunkt t1 seine Austausch-
Konfigurationsenergie an den blauen
Prozess schickt. Wird der Austausch
durch den Metropolis-Filter angenom-
men, setzt der blaue Prozess seine Kon-
figuration zurück und übernimmt die
Temperatur des grünen Prozesses und
vice versa. Erreicht der blaue Prozess
jedoch einen Replika-Austausch-Sweep
an dem er auch beteiligt ist, muss er
warten, bis der alte Austausch abgear-
beitet ist.
Die einzige Kommunikation, die noch stattfinden muss, ist der Aus-
tausch der Änderung der Konfigurationsenergie bei einem Wechsel
zu einer anderen Temperatur. Nachdem diese ausgetauscht wurde,
kann mit Hilfe eines Metropolis-Kriteriums die Wahrscheinlichkeit
bestimmt werden, mit dem ein Austausch der Konfigurationen durch-
geführt wird. Ein auftretendes Problem ist, dass die unterschiedlichen
Prozesse durch verschiedene Effekte zu unterschiedlichen Zeiten den
Simulationszeitpunkt erreichen, für den der Austausch vorgeschlagen
wird. Dies hat zur Folge, dass ein Prozess auf einen anderen war-
ten muss. Der Leap-Ahead-Algorithmus löst dieses Problem, bei dem
der wartende Prozess den aktuellen Zustand der Simulation speichert
und in Annahme, dass der Austausch abgelehnt wird, weitersimuliert.
Sobald der andere beteiligte Prozess bereit ist, kann der Austausch
versucht werden und im Falle des Erfolgs muss der schnellere Prozess
zurückgesetzt werden. Ein weiterer Vorteil dieser Kommunikations-
struktur ist die Dezentralisierung, da keine globale Synchronisation
mehr nötig ist und so das Programm deutlich besser skalierend ist.
2.3.3 Parallelisierte Cluster-Moves
Für MC-Simulationen mit lokalen Moves ist die Unterteilung der Si-
mulation in Subsysteme die typische Parallelisierungsstrategie. Für
Simulationen mit Cluster-Moves ist das Vorgehen weniger klar. Wird
auch bei Cluster-Moves eine räumliche Unterteilung vorgenommen,
muss dies für die Erzeugung der Cluster besonders berücksichtigt
werden. Zu dem Swendsen/Wang- und dem Wolff-Algorithmus für
Spins auf einem Gitter ist eine Parallelisierungsvorschrift vorgeschla-
gen worden und auch auf GPUs mit Effizienzsteigerungen umgesetzt
worden.[134, 135]
Der Event-Chain-Algorithmus beruht auf der sequentiellen Aus-
wahl und Verschiebung einer Kette von Scheiben, was eine massive
Parallelisierung erschwert. Für eine moderate Parallelisierung wird
in dieser Arbeit eine räumliche, schachbrettartige Unterteilung vorge-
nommen.34 Anhand des gut untersuchten zweidimensionalen Hart-
34 Eine Parallelisierung mit streifenarti-
ger Zerlegung ist schon getestet wor-
den, wobei Ablehnungen ganzer Event-
Chains notwendig sind.[5]
scheibengases wird der Algorithmus getestet35 und die Effizienz in
35 Ein Ergebnis dieser Tests ist, dass
die Auswahl der Startscheiben für die
Event-Chains wichtig für die korrekte
Arbeitsweise der Simulation ist.
Abhängigkeit der einstellbaren Simulationsparameter untersucht. Ei-
ne massive Parallelisierung scheint aufgrund der linienartigen Natur
einer Event-Chain weniger effizient. Die optimale Länge einer Event-
Chain hängt von der mittleren freien Weglänge[4], bzw. der Dichte
des Systems ab. Werden die Simulationszellen zu klein, wird die Simu-
lation ineffektiv. Daher sollte der parallelisierte EC-Algorithmus am


















Abbildung 3.1: Illustration semiflexibler
Polymere verschiedener Persistenzlän-
gen (Idee nach Gutjahr [146]).
Obwohl sich der chemische Aufbau der
gezeigten Polymere deutlich unterschei-
det, lässt sich die Biegesteifigkeit, wel-
che durch die Persistenzlänge Lp cha-
rakterisiert wird, durch einfache Elasti-
zitätstheorie beschreiben. So skaliert die




















Polymere im abstrahierten physikalischen Sinne sind linienartige Objek-
te. In der statistischen Physik sind solche Polymere interessant, bei de-
nen die typische Energieskala in der Größenordnung der thermischen
Energie liegt. Da die Energieskala eng mit der Längenskala verknüpft
ist, sind Ketten aus verschiedensten Makromolekülen – Polymere im
chemischen Sinne – besonders interessant. Viele der wichtigen Eigen-
schaften dieser Ketten stammen einzig aus der linienartigen Struktur
und nicht aus der genauen chemischen Zusammensetzung (Abb. 3.1).
Thermische Energie reicht aus, um solche Ketten zu verbiegen, sortie-
ren oder auszurichten. Zu Netzwerken zusammengebaut bilden sie
schließlich das Skelett jeder tierischen Zelle. In einer Polymersimula-
tion berührt man aus diesem Grund Fragestellungen aus der Chemie,
Biologie, Physik und natürlich der Informatik.









Tabelle 3.1: Anzahl der Treffer für „poly-
mer simulation“bei Google Scholar auf-
geschlüsselt nach der Veröffentlichungs-
zeit.
Theoretische Betrachtungen und Modelle haben viel zum Verständ-
nis dieser recht komplexen Erscheinungsform der Materie beigetra-
gen1. Doch häufig beschränkt sich die analytische Untersuchung die-
1 Einer der eher seltenen Nobel-Preise
für theoretische Physik ging 1991 an
Pierre-Gilles de Gennes, den man wohl
als einen der Väter der modernen Poly-
merphysik bezeichnen kann.
ser Systeme auf Grenzfälle, da insbesondere Fluktuationen schwer zu
beschreiben sind. Auch experimentelle Methoden zur Untersuchung
werden immer feiner und besser2. Doch sind bei solchen Experimenten
2 Mit der super-aufgelösten Fluoreszenz-
Mikroskopie (Nobelpreis für Chemie
2014 für Eric Betzig, William Esco Moer-
ner und Stefan Hell) ist es möglich,
Strukturen auf der Nanometerskala zu
sehen: Die Resolution-Revolution[148]. So
ist es ohne Weiteres möglich einzelne
Mikrotubuli oder Proteine zu verfolgen,
was ganz neue experimentelle Möglich-
keiten eröffnet.
nicht alle Informationen, beziehungsweise interessante Größen zugäng-
lich und die Präparation des Systems stellt einige Herausforderungen
dar. Simulationen sind einzig3 von der verfügbaren Rechenleistung ab-
3 Dies ist natürlich etwas überspitzt for-
muliert, da Rechenleistung eben be-
schränkt ist und die größte Mühe in die
Beschleunigung der Algorithmen, be-
ziehungsweise Absenkung der nötigen
Rechenkapazität investiert wird. Auch
wenn in Simulationen im Prinzip die
vollständige Information eines Modell-
systems zur Verfügung steht, gestaltet
es sich erstens nicht leicht gerade die
interessanten Phänomene zu extrahie-
ren und zweitens müssen nicht alle
Eigenschaften des nachgebildeten Sy-
stems von dem Simulationsmodell er-
fasst sein.
hängig und bilden daher das Verbindungsglied zwischen der Theorie
und Experimenten.
Bei einem Phasenübergang verhalten sich manche eigentlich sehr
unterschiedliche Systeme so ähnlich, dass man solche Systeme in einer
Universalitätsklasse[149] zusammenfasst. Die Idee ist nun, ein Modell
eines Systems zu entwickeln, dass zur selben Universalitätsklasse ge-
hört. Bezüglich des Phasenübergangs sollten dann das numerische
Modell und das reale physikalische System dasselbe kritische Verhal-
ten zeigen.
Typische synthetische Polymere sind flexibel und Effekte durch Bie-
gesteifigkeit κ sind auf der Skala der typischen Konturlänge Lc ver-
nachlässigbar. Bei Polymeren, deren mittlere Konturlänge jedoch klein
genug ist, ist ein zentrales Konzept der klassischen statistischen Phy-
sik nicht mehr ohne weiteres gültig. Der thermodynamische Limes
Lc → ∞ ist dann nicht uneingeschränkt anwendbar, da typische Poly-
mere zu kurz sind und andere Längenskalen dominant werden. Dies
führt auf unvermeidliche Finite-Size Effekte.
3.1.1 Semiflexible Polymere
Prominente Klassen synthetischer, semiflexibler Polymere sind Poly-
elektrolyte bei niedriger Salzkonzentration[150] und hochverzweigte
(engl. dendronized) Polymere, bei denen elektrostatische Abstoßung
oder sterische Wechselwirkung zwischen Nebengruppen eine nennens-
werte Biegesteifigkeit erzeugen.
Die meisten Biopolymere, wie DNA, filamentöses (F-)Aktin oder
Mikrotubuli gehören zur Klasse der semiflexiblen Polymere, bei denen
die Biegesteifigkeit zu nicht vernachlässigbaren Fluktuationen führt.
Die mechanische Biegesteifheit dieser Polymere ist für die biologi-
sche Funktion entscheidend. Das Skelett von Tierzellen wird durch
die drei Filamentsysteme von Aktin, Mikrotubuli und Intermediärfila-
mente gebildet, die sich gegenseitig durchdringen und auf vielfältige
Art und Weise dynamisch miteinander wechselwirken.[98] Die Me-
chanik von Tierzellen wird am stärksten durch das Aktin-Zytoskelett
geprägt, insbesondere durch den Aktin-Kortex – ein dichtes, dyna-
misches, dünnes Netzwerk biegesteifer Polymere (F-Aktin) nahe der
Zellmembran. Dieses ist maßgeblich für die mechanische Stabilität
einer Zelle verantwortlich und übernimmt wichtige Funktonen z.B.
bei der Zellmigration4.[152] Die Struktur des Netzwerks wird stark
4 Zellen können mit Lamellipodien ihre
Umgebung erkunden und Kraft auf den
Zellkörper ausüben. Lamellipodien be-
stehen hauptsächlich aus einem dichten
dendritischen Aktinnetzwerk, welches
in zwei von der Umgebung abhängigen
Arten vorkommen kann.[151]
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durch die Myosin-Motorproteine bestimmt, die Aktin-Filamente anein-
anderbinden und durch Krafterzeugung das Zytoskelett permanent
aus dem Gleichgewicht bringen und so wesentlich zur Form einer
Zelle beitragen.[153]
Aktin lässt sich als biegbarer Stab homogener Dichte mit Durchmes-
ser Ld modellieren, wobei die Biegesteifigkeit5 κ ∼ L4d dann proportio-
5 Diese grobe Abschätzung wird durch
die in Abb. 3.1 gezeigten semiflexiblen
Polymere unterstützt. Mikrotubuli und
Kohlenstoff-Nanoröhrchen sind im We-
sentlichen Hohlzylinder, deren Flächen-
trägheitsmomente größer sind als die
eines homogenen Stabs, was die Persi-
stenzlänge zusätzlich erhöht.
nal zu seinem Flächenträgheitsmoment ist.[147] Die charakteristische
Längenskala auf der die Orientierung der Kette dekorreliert, ist durch
das Verhältnis der thermischen Energie zur Biegesteifigkeit bestimmt
Lp ∼ κ/kBT.[154] Sobald die Konturlänge in der gleichen Größenord-
nung ist wie die Persistenzlänge Lp ∼ Lc, dominiert die Biegeenergie
über die Konformationsentropie und ein solches Polymer verhält sich
qualitativ anders als ein flexibles Polymer.6
6 In Abbildung 3.10 sieht man diesen
Übergang deutlich an der mittleren qua-
dratischen Ausdehnung des Polymers.
3.1.2 Der Adsorptionsübergang
Abbildung 3.2: Kastenförmiges Adsorp-
tionspotential HWand(ni), wobei n senk-
recht auf der Wand steht. Für ein flaches
Substrat gilt n = z.
Ein wichtiger Phasenübergang eines einzelnen Polymers mit einer
Vielzahl von Anwendungsmöglichkeiten ist die Adsorption.[16–20]
Adsorption bezeichnet dabei die Anlagerung eines Objekts an ein Sub-
strat. Die relevanten Wechselwirkungen für ungeladene Polymere sind
die van-der-Waals oder die Verarmungswechselwirkung (engl. depleti-
on interaction) und für geladenene Polymere7 abgeschirmte elektrosta-
7 Aktin und DNA [155] sind zum Bei-
spiel geladene Polymere
tische oder durch Gegenionen vermittelte Wechselwirkung. Aktin lässt
sich auch durch Vernetzer-Moleküle (engl. crosslinker) binden, wobei
die räumliche Verteilung, also die Dichtefluktuationen der Moleküle
eine größere Rolle spielen kann.[156–158] In diesem Kapitel liegt das
Hauptaugenmerk auf dem Einfluss der Semiflexibilität und wie man
mit dieser die kritische Stärke des Adsorptionspotentials einstellen be-
ziehungsweise kontrollieren kann. Um das Adsorptionsproblem eines
einzelnen Polymers zu modellieren, wird ein Kastenpotential HAd der
Breite8 ` vor einer harten, undurchdringlichen Wand HWand verwen- 8 Aus chronologischen Gründen wird
die Potentialbreite hier mit ` bezeich-
net. Da in diesem Kapitel der EC-
Algorithmus nicht verwendet wird, soll-
te es keine Verwechslung mit der Ver-
schiebungslänge ` geben.









∞ für ni < 0
−g für 0 < ni ≤ `
0 für ni > `
.
Ein Kettensegment im Potential hat die Energie g>0. Für eine ebe-
ne Wand in der xy-Ebene ist dann ni=zi. Der Adsorptionsübergang
wird für ideale Ketten untersucht, d.h. es gibt keine Intra-Polymer-
Wechselwirkung.
Durch die Adsorption verliert die Kette große Teile ihres Konfigura-
tionsraums, so dass man die fehlende Entropie mit einer potentiellen
Energie gc – im Folgenden kritische Potentialstärke oder Adsorptions-
energie – ausgleichen muss. Dieses simple Modell erfüllt alle wesentli-
chen Merkmale eines kurzreichweitigen9 Potentials, ist aber mit wenig
9 Ein Potential gilt als kurzreichwei-
tig bezüglich des Adsorptionsproblems,
wenn es schneller als n−2 für flexible
und schneller als n−3/2 im steifen Limes
abfällt.[159]
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Rechenaufwand zu simulieren.1010 Zur Unterdrückung der Translations-
mode, die gerade in der ungebundenen
Phase zu langen Wanderungen der Ket-
te führt, wird das Polymer in der Simu-
lation am Rand des Potentials festgehal-
ten. Die Schwerpunktsdiffusion der Ket-
te wird so unterdrückt.
Neben den beiden bestimmenden Längenskalen – Konturlänge Lc
und Persistenzlänge Lp – eines freien, semiflexiblen Polymers gibt es
beim Adsorptionsproblem also noch die Potentialreichweite ` und die
Korrelationslänge11 ξ des Übergangs. Am Adsorptionsübergang diver-
11 Die Korrelationslänge ξ ist durch die
typische Länge desorbierter Polymer-
segmente gegeben, welche in den fol-
genden Abbildungen von Beispielkon-
figurationen hellgrün sind.
giert ξ, was sie zur dominanten Längenskala macht. Nahe genug am
Übergang gilt dann Lc, Lp < ξ und dies führt zu Finite-Size-Effekten.
Ist die Persistenzlänge klein gegenüber der Korrelationslänge Lp <
ξ, verhält sich ein (auch ansonsten steifes) Polymer bezüglich seiner kri-
tischen Adsorptionseigenschaften effektiv wie ein flexibles Polymer[160,
161]. Dies ist jedoch nur sehr nahe am Übergangs beobachtbar und die
Korrektur zur kritischen Potentialstärke ist klein.
Interessanter ist das Verhältnis der Persistenzlänge zur Potential-
reichweite. Unabhängig von der Konturlänge zeigt das Polymer bei
Lp . ` flexibles und bei Lp & ` steifes Verhalten bezüglich der Adsorp-
tion. Die Potentialreichweite ist also die natürliche Längenskala des
Adsorptionsübergangs und es liegt nahe, die kritische Potentialstärke
in Abhängigkeit der effektiven, dimensionslosen Persistenzlänge Lp/`
zu betrachten. Die starke Abhängigkeit der kritischen Potentialstärke





Wellblech (D = 2)
Kissenförmiges Substrat
Abbildung 3.3: Adsorptionsgeometrien
Es sind verschiedene Aspekte des Adsorptionsübergangs semifle-
xibler Polymere an flachen Substraten mit kurzreichweitigen attrakti-
ven Potentialen behandelt worden. Eine frühe Studie von Birshtein et
al.[162] behandelt ein Gitterpolymer mit Hilfe einer analytischen Trans-
fermatrixrechnung. Es wurde gezeigt, dass steifere Polymere leichter
adsorbieren, das heißt die kritische Potentialstärke sinkt mit steigender
Biegesteifigkeit, wobei der Übergang schärfer wird, jedoch kontinuier-
lich bleibt. Dieses Ergebnis wurde durch numerische Rechnungen[163]
bestätigt. Ist das Potential zusätzlich abhängig von der Orientierung
der Kette, so wird der Übergang im steifen Limes diskontinuierlich,
wie Transfermatrixstudien12 zeigen.[164, 165]
12 Dabei sind auch die kritischen Expo-
nenten, sowie eine analytische Skalen-
funktion, die die Segmentverteilung be-
stimmt, hergeleitet worden.
Im Laufe der Zeit hat die Adsorption semiflexibler Polymere große
Beachtung gefunden, wobei häufig Transfermatrixrechnungen[166] das
Mittel der Wahl waren.[160, 164, 165, 167–174] Oft wird dabei die Nähe-
rung der schwach gebogenen Kette (Monge-Parametrisierung) benutzt,
bei der angenommen wird, dass Fluktuationen parallel zum Adsor-
bens klein sind. Dies stellt eine Entwicklung um den steifen Limes
dar.
Auch mit MD[175]- und MC-Simulationen[176] im kontinuierlichen
Raum wurde eine sinkende kritische Potentialstärke mit steigender
Biegesteifigkeit gefunden. Der gleiche Trend ist durch die Adsorption
von semiflexiblen Polyelektrolyten[177] bestätigt worden, wobei jedoch
MC-Simulationen von Polyelektrolyten[22] einen Anstieg in der kriti-
schen Adsorptionsenergie mit steigender Biegesteifigkeit ergeben ha-
ben. Eine rigorose mathematische Analyse für den Bindungsübergang
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eines Polymers an einer harten Wand ist bei Caravenna et al.[178] vor-
gestellt und bei Carillo et al.[179] wird eine stark adsorbierte Schmelze
aus semiflexiblen Polymeren mit Hilfe von MD-Simulationen unter-
sucht, wobei der Fokus weniger auf dem Übergang als auf der Struktur
und den dynamischen Eigenschaften des Polymerfilms liegt.
In diesem Kapitel werden die Ergebnisse umfangreicher MC-Simula-
tionen der Polymeradsorption an einer undurchdringlichen Wand mit
einem kurzreichweitigen Potential präsentiert. Dabei variiert die ef-
fektive dimensionslose Persistenzlänge Lp/` über mehrere Größenord-
nungen und deckt sowohl den flexiblen Limes als auch den steifen
Limes ab. Das Ergebnis einer analytischen Transfermatrixrechnung
zur Bestimmung des Adsorptionsübergangs einer schwach gebogenen
Kette bestätigt dieses Verhalten.
Der interessante Punkt bei der Polymeradsorption ist, dass nicht nur
steifere Polymere, sondern auch flexiblere Polymere besser adsorbieren
als Polymere mit mittlerer Biegesteifigkeit.13 Dies führt zur Existenz 13 Dies ist zum Beispiel bei Stepanowet
al.[171] via einer Transfermatrixrech-
nung in einer Entwicklung um den fle-
xiblen Limes beobachtet worden.
eines Maximums in der kritischen Potentialstärke im intermediärem Re-
gime Lp ∼ `. Für die Beschreibung der kritischen Adsorptionsenergie
für beliebige Persistenzlängen werden zwei Interpolationsfunktionen
vorgeschlagen und analytisch motiviert,14 die den Crossover von stei- 14 Bei Deng et al.[174] ist ebenfalls ei-
ne Interpolationsfunktion vorgeschla-
gen worden, die aber die hier vorgestell-
ten analytischen Argumente verletzt, je-
doch den Crossover auch genügend gut
beschreibt. Da dort allerdings Längen
in Einheiten von Lp gemessen werden,
kann dort kein Maximum in der kri-
tischen Potentialstärke beobachtet wer-
den.
fen zu flexiblen Polymeren gut darstellen können. Das Maximum der
kritischen Potentialstärke hat den potentiellen Nutzen, die Adsorpti-
onseigenschaften zu steuern. Zum Beispiel lässt sich die Adsorption
unterdrücken, indem die Persistenzlänge und die Potentialreichweite
in die gleiche Größenordnung gebracht werden.
Gekrümmte Oberflächen
Eine weitere Möglichkeit, den Übergang zu beeinflussen, liegt in
der Änderung der Adsorbenskrümmung. Für Polyelektrolyte sind
verschiedene Geometrien untersucht worden, so zum Beispiel kugel-
förmige[21–28] oder zylinderförmige Geometrien[26, 27] und Poren[27,
29].
Eine Krümmung des Substrats führt wegen der Biegesteifigkeit des
Polymers eine zusätzliche Energieskala ein. Die Konkurrenz des attrak-
tiven Potentials mit der benötigten Biegeenergie führt zu einer stärke-
ren Abhängigkeit der kritischen Potentialstärke von der Persistenzlän-
ge. Diese Abhängigkeit wird an den drei in Abbildung 3.3 dargestellten
Beispielgeometrien untersucht, die durch einen die Krümmung bestim-
menden Radius gekennzeichnet sind. Dieser Krümmungsradius führt
eine zusätzliche Längenskala ein, mit der man den Adsorptionsüber-
gang steuern kann.
Die Adsorption an einer Kugel ist insbesondere für die Komplexa-
tion von DNA an Histonen, aber auch von anderen Polyelektrolyten
an geladenen Kolloiden relevant.[21–26, 180] Die Studien von Netz et
al.[23, 25] zeigen ein Minimum der kritischen Ladung für den Umwick-
lungsübergang in Abhängigkeit der elektrostatischen Abschirmungs-
länge (Debye-Länge).15 Mit den Ergebnissen für ein flaches Substrat
15 Dabei sind die elektrostatische und
die Biegeenergie numerisch minimiert
worden, das heißt T = 0.lässt sich die kritische Potentialstärke für ein kugelförmiges Adsorbens
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herleiten und durch MC-Simulationen bestätigen.
Mit strukturierten Substraten lassen sich interessante Formüber-
gänge[181, 182] und thermisch aktivierte Dynamik[183, 184] von se-
miflexiblen Polymeren im adsorbierten Zustand beobachten. Hier wird
mit einem wellblechförmigen Substrat in zwei Dimensionen, das aus
alternierenden Halbkreisen aufgebaut ist, sowie einer kissenförmigen
Oberfläche in drei Dimensionen16 der Einfluss der Oberflächenstruk-16 Das kissenförmige Substrat ist ei-
ne Erweiterung des Wellblech (D=2)
mit nicht überall verschwindener Gauß-
krümmung.
tur auf die kritische Adsorptionsenergie analysiert. Es gibt eine analy-
tische Behandlung von Polymeradsorption an einem Wellblech, wobei
das Substrat durch einen Sinus beschrieben wird, bei dem die Ampli-
tude klein gegenüber der Wellenlänge ist, was einen direkten Vergleich
schwierig macht.[185]
Mit Hilfe von Skalenargumenten kann man die kritische Potenti-
alstärke für die Adsorption an den Wellblechgeometrien abschätzen,
welche durch MC-Simulationen bestätigt werden können. Dabei zeigt
das Phasendiagramm des Wellblechs in zwei Dimensionen in Abhän-
gigkeit der Persistenzlänge zwei Maxima sowie ein lokales Minimum.
Für das kissenförmige Substrat wird das Minimum unterdrückt, was
zu einer Verbreiterung/Ausschmierung des schon beim flachen Sub-
strat auftretenden Maximums führt. Dabei lässt sich der Persistenz-
längenbereich identifizieren, in dem eine effektive Kontrolle über das
Adsorptionsverhalten des Polymers über den Krümmungsradius des
Substrats möglich ist.
3.2 Polymer-Modelle
Um wesentliche Eigenschaften eines realen Polymers zu verstehen, ist
die genaue chemische Struktur eines spezifischen Polymers nicht so
entscheidend. Betrachtet man Polymere allgemein als linienförmige
Objekte und abstrahiert man die chemischen Details in wenige effek-
tive Parameter, lassen sich viele wichtige Phänomene beobachten und
die numerisch zugänglichen Längen- und Zeitskalen sind deutlich
größer als in einer präziseren, mikroskopischen Simulation.






Abbildung 3.4: Illustration der Regime
unterschiedlicher Flexibilität. Entschei-
dend zur Einteilung ist die Persistenz-
länge Lp im Verhältnis zur Gesamt-
länge des Polymers Lc. (Idee nach
Gutjahr[146])
Das Modell der wurmartigen Kette17 (engl. worm like chain (WLC)) ist
17 Kratky und Porod haben die Tangen-
tenkorrelationen einer biegesteifen Ket-
te gemessen.[186] Harris und Hearst ha-
ben dann das Energiefunktional dazu
veröffentlicht.[187]
eine kontinuierliche Beschreibung eines lokal inextensiblen Fadens der








Zweckdienlich wird der Faden in Bogenlänge s parametrisiert, da die
Biegeenergie durch die quadratische zweite Ableitung nach ebendieser
gegeben ist. Die Semiflexibilität des Modells drückt sich durch die
Persistenzlänge Lp aus, die über die mittleren Tangentenkorrelationen
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definiert ist. Dabei gilt






wobei die normierten Tangenten tˆ(s) = sr(s) durch die Änderung der
Orte nach der Bogenlänge gegeben sind. Die Persistenzlänge ist dann
die Länge ∆s auf der die mittlere Korrelation zwischen zwei Tangenten
vernachlässigbar wird. Ein Polymer auf der Skala der Persistenzlänge
Lp ist nahezu geradlinig. Über diese Definiton lassen sich Regime be-
nennen (Abb. 3.4), in denen ein Polymer als flexibel, semiflexibel oder
steif anzusehen ist. Ist die Konturlänge Lc des Polymers wesentlich
größer als die Persistenzlänge Lp, nennt man es flexibel. Gilt hingegen
Lp  Lc ist die Kette stabförmig. Der Zusammenhang zwischen der




gegeben.18 Die typische Biegeenergie auf der Skala der Persistenzlän- 18 Dabei soll D die Anzahl der Dimen-
sionen und β = 1/kBT die inverse Tem-
peratur bezeichnen.
ge κ/Lp ∼ kBT liegt somit im Bereich der thermischen Energie. Bei
Längen Lp & Lc sind thermische Fluktuationen relevant.
Die räumlichen Ausmaße eines semiflexiblen Polymers werden durch












der sich aus den Tangentenkorrelationen (3.3) berechnen lässt. Geht
das Verhältnis aus Persistenz- zu Konturlänge Lp/Lc → 0, sollte Glei-
chung (3.5) gegen den quadratischen End-Zu-End-Abstand einer fle-
xiblen Kette (engl. freely jointed chain) 〈R2〉FJC = b0Lc konvergieren.
Dies führt auf das nützliche Konzept der Kuhnlänge. Es gilt limLp→0〈R2〉
= 2LpLc. Die Kuhnlänge b0 = 2Lp ist dann die Diskretisierungslänge

















Abbildung 3.5: Der quadratische End-




Gl. (3.8)) im Vergleich mit dem kontinu-
ierlichen Ergebnis (Gl. (3.5)) in D = 3.
Für k=100 weicht der Grenzwert im fle-
xiblen Limes 〈R2〉/(Nb20) ≈ 1.050 schon
ca. um 5% ab. Bei der Kuhnlänge Lp =
0.5b0 ergibt kontinuierliche Ergebnis ge-
rade 〈R2〉 = Nb20 .
3.2.2 Die semiflexible harmonische Kette
Zur numerischen Simulation kann eine diskretisierte Version der WLC
verwendet werden, die aus mit harmonischen Federn verbundenen
Kugeln (engl. Beads) besteht. Dieses Bead-Spring-Modell nennt sich
semiflexible harmonische Kette[14] (SHC), die mit dem folgenden Ener-
giefunktional beschrieben19 werden kann
19 Dabei bezeichnet N die Anzahl der
Beads, so dass es entsprechend N − 1
Tangenten und N − 2 Winkel ϑi,i+1 mit
tˆi tˆi+1 = cosϑi,i+1 gibt. Diese Defini-














(|ti| − b0)2 . (3.6)
Die Konturlänge bei T=0 ergibt sich über die Diskretisierungslänge
Lc = (N − 1)b0. Der erste Term unterdrückt Biegungen der Kette und
der zweite Term beschreibt die Federn mit der Konstante k. Für kleine
Biegesteifigkeiten κ weicht die Persistenzlänge der diskreten Kette20
20 Das Ergebnis für inextensible Bonds
(3.7) zeigt eine hervorragende Über-
einstimmung zu den Simulationsdaten
(Abb. 3.6), das heißt die Federn verän-
dern die Persistenzlänge nicht, da die
verantwortlichen Freiheitsgrade entkop-
peln.
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wobei In die n-te modifizierte Besselfunktion21 bezeichnet. In Abb.
21 Die modifizierte Besselfunktion hängt
mit der Besselfunktion erster Gattung
Jn folgendermaßen zusammen: In(x) =
i−n Jn(ix). Für D = 3 ergibt sich der ein-
fachere Ausdruck
Lp = −b0/ln (1/ tanh(βκ)− 1/βκ) .
3.6 ist der Einfluss der Diskretisierung auf die Persistenzlänge Lp(κ)
dargestellt. Für alle numerischen Ergebnisse wird die Beziehung zwi-
schen Biegesteifigkeit und Persistenzlänge einer diskreten Kette nach
Gleichung (3.7) verwendet, das heißt im Folgenden gilt
Lp ≡ Lp,diskret ,



















Abbildung 3.6: Der Zusammenhang zwi-
schen der Persistenzlänge beim diskre-
ten Modell Lp,diskret nach Gleichung
(3.7) und beim kontinuierlichen Mo-
dell Lp nach Gleichung (3.4) in zwei
(blaue Quadrate) und drei (rote Krei-
se) Dimensionen. Für Lp  1 geht
Lp,diskret/Lp→1.
Der quadratische End-zu-End-Abstand lässt sich analog zur konti-













wobei die quadratische Bondlänge 〈b2〉(k) von der Federkonstante ab-
hängt. Gerade für sehr kleine βκ unterscheiden sich das diskrete, ex-
tensible und das kontinuierliche, inextensible Modell signifikant. Dies
wirkt sich insbesondere auf die kritische Potentialstärke im flexiblen
Limes aus.
Die Federkonstante der SHC
Die Einführung der Federn erlaubt eine effektivere Simulation mit
einem ortsabhängigen Potential.22 Die SHC lässt sich als abstrahier-
22 Unter der Zwangsbedingung |t| ≡ 1
wären nur Rotationen möglich, die zu
großen Ortsänderungen entlang des Po-
lymers führen. Ohne diese Einschrän-
kung lassen sich einfach einzelne Beads
bewegen.
tes, vergröbertes WLC-Modell verstehen, bei dem die Fluktuationen
auf der Diskretisierungslänge b0 eines kontinuierlichen, inextensiblen
Fadens durch eine effektive Streckenergie ausgedrückt werden.
Abbildung 3.7: Skizze zur SHC und Ein-
führung der Monge-Parametrisierung.
Im Limes schwach gebogener Ketten
lässt sich eine Vorzugsrichtung x defi-
nieren, entlang derer die Kette durch







Wird beispielsweise ein Aktin-Filament mit einer Konturlänge Lc =
10µm durch eine Kette von N = 100 Segmenten simuliert, entspricht
ein Segment b0 = 0.1µm, was deutlich länger als die Monomergrö-
ße von Aktin ist.23 Die fehlenden Fluktuationen auf Längen kleiner
23 Wie in Abbildung 3.1 schon erwähnt,
ist ein Aktin-Monomer ca. 5 nm breit.
Dies bedeutet bei N=100 Kettenglie-
dern entspricht die Diskretisierungslän-
ge b0 ca. 20 Monomeren.
als b0 zeigen sich dann durch die variable Tangentenlänge |ti|. Zieht
man mit einer Kraft f an der Kette und bestimmt die resultierende
Längendifferenz b− b0, wie in Abb. 3.7 gezeigt, lässt sich die effektive





bestimmen, die die fehlenden Fluktuationen auf Längen der Diskreti-
sierungslänge b0 charakterisiert.
Für typische Simulationsparameter κ, b0 ergibt sich ein k ≫ 1, wes-
halb für die Simulation aus Laufzeitgründen eine von Lp unabhängige,
kleinere Federkonstante24 k < 1000 kBT/b20 verwendet wird.
24 Nach Gleichung (3.9) entspricht k =
1000 kBT/b20 ungefähr Lp/b0 ≈ 1. Daher
werden zumindest nie zu harte Federn
verwendet. Die Definition der Biegestei-
figkeit (3.6) erfordert, dass die Bond-
längenfluktuationen 〈b2〉 klein sind, so
dass auch keine zu kleinen Federkon-










b 03.3 Adsorption an einem ebenen Substrat
a) Lp/` ≈ 0.37
b) Lp/` ≈ 0.73
c) Lp/` ≈ 1.86
e) Lp/` ≈ 7.45
f) Lp/` ≈ 15.72
d) Lp/` ≈ 3.45
Abbildung 3.8: Beispielkonfigurationen
einer adsorbierten Kette bei unter-
schiedlichen Persistenzlängen. Die Po-
tentialstärke ist dabei knapp überkri-
tisch. Die Simulationsparametern ent-
sprechen den größeren blauen Punkten
in Abb. 3.15 (B).
Im Folgenden wird die Polymeradsorption an einem ebenen Substrat
diskutiert. Für den zweidimensionalen Fall sind in Abbildung 3.8 ty-
pische Beispielkonfigurationen von adsorbierten Polymeren gezeigt.
Die Adsorptionsstärke des Substrats ist knapp oberhalb der kritischen
Potentialstärke gewählt. Dabei unterscheiden sich die adsorbierten
Konfigurationen charakteristisch im steifen beziehungsweise flexiblen
Limes, was zu dem unterschiedlichen Adsorptionsverhalten führt. Ei-
ne flexible Kette Lp/` < 1 vollzieht innerhalb des Potentials Schleifen
und hat dadurch eine kompakte Form. Steife Ketten wiederum sind
gestreckt und können innerhalb des Potentials keine Schleifen bilden.
3.3.1 Die kritische Potentialstärke . . .
Die Parameterabhängigkeit der kritischen Potentialstärke (oder Ad-
sorptionsstärke) gc für die Adsorption an einer ebenen Wand lässt sich
mit Hilfe eines einfachen Skalenarguments abschätzen. Dabei konkur-
rieren die entropischen Kosten für das Einengen des Polymers auf
0 < z < ` mit dem Energiegewinn durch das attraktive Potential. Die
freie Energie pro Segment im Potential ist dann ∆ f = Ts− g, wobei
s den Entropieverlust pro Länge gegenüber eines freien Polymers an-
gibt. Ist der Unterschied in der freien Energie zwischen freiem und
gebundenem Polymer negativ ∆ f < 0, adsorbiert das Polymer und
man erhält so die kritische Potentialstärke gc = Ts.
Zur Abschätzung der entropischen Kosten ist die so genannte Kolli-
sionslänge λ entscheidend, welche die typische Längenskala ist, bei der
ein Polymer durch die Wand oder die Potentialgrenze eingeschränkt
wird.[190] Die entsprechenden entropischen Kosten pro Kollisionslän-
ge sind dann von der Ordnung s = 1kB/λ.[160, 168]
. . . im flexiblen Limes
Für ein flexibles Polymer Lp  ` lässt sich die Kollisionslänge λ
über den quadratischen End-zu-End-Abstand abschätzen. Aus 〈R2〉 =








mit cF = pi2/(4D) .
Der Vorfaktor cF lässt sich mit Hilfe einer Transfermatrixrechnung
bestimmen, die auf das Problem eines quantenmechanischen Teilchens
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in einem Kastenpotential vor einer Wand führt.[17]
Für fallende Biegesteifigkeit Lp → 0 sinkt die effektive Bondlänge,
während die Beadanzahl steigt. Mit kleiner werdender Bondlänge neh-
men die Ortsfluktuationen ab und daher sinken auch die entropischen
Kosten für die Einschränkung auf das Potential. Dies ist der Grund
warum im flexiblen Grenzfall die kritische Potentialstärke verschwin-
det.
. . . im steifen Limes
Für große Persistenzlängen Lp  Lc ist eine semiflexible Kette nur
schwach gebogen und weist bezüglich einer ausgezeichneten Rich-
tung25 x keine Überhänge auf (Abb. 3.7). Parametrisiert man die Kette25 Diese Vorzugsrichtung ist z.B durch
die erste Tangente gegeben. statt in Bogenlänge in kartesischen Koordinaten r(x) = (x,z(x)) wird
dies Monge-Parametrisierung genannt. Die Fluktuationen senkrecht zur
Vorzugsrichtung faktorisieren dann und man erhält ein effektives Sy-
stem in 1+ 1 Dimensionen, wobei zwischen der Vorzugsrichtung und
der dazu senkrechten Richtung unterschieden wird. Das Energiefunk-









Das thermisch freie Verhalten einer schwach gebogenen Kette lässt




und 〈(xz)2(x)〉 ∼ LLp (3.12)
charakterisieren. Die Kollisionslänge lässt sich über 〈z2〉(λ) ∼ λ3/Lp ∼
`2 (Gl. (3.12)) zu λSF ∼ L1/3p `2/3  Lp abschätzten,[190–192] was zu
der kritische Potentialstärke










mit cSF = 3−1/3Γ(1/3)/2 ' 0.929 (3.14)
führt.[164, 168, 172, 177] Für die schwach gebogene Kette gilt dimen-
sionsunabhängig Lp = βκ, weshalb durch Gleichung (3.4) beim Über-
gang zur WLC ein dimensionsbehafteter Faktor erzeugt wird. Mit
dem Energiefunktional (3.11) lässt sich eine analytische Tranfermatrix-
Rechnung zur Bestimmung der kritischen Adsorptionsstärke durch-
führen und man erhält den numerischen Vorfaktor cSF.[30]
Für kleine Fluktuationen um einen Stab bei großer, aber endlicher
Biegesteifigkeit, ist die entropische Einschränkung klein, was dazu
führt, dass die kritische Potentialstärke gc mit steigender Persistenz-






Abbildung 3.9: Ein starrer Stock endli-
cher Länge Lc, der am Potentialrand
befestigt ist, hat den Rotationsfreiheits-











Über die im nächsten Abschnitt disku-
tierte Kumulantenmethode ergibt sich












die im thermodynamischen Limes ver-
schwindet. Dies ist auch argumenta-
tiv begründbar, da ein adsorbierter
Stock einen Rotationsfreiheitsgrad ver-
liert, während der Energiegewinn linear
mit der Länge geht.
Der Vergleich beider Limiten (3.10) und (3.13) zeigt, dass die kri-
tische Potentialstärke gc im flexiblen Regime mit der Persistenzlänge
steigt, während sie im steifen Limes sinkt. Daher sollte die kritische
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Potentialstärke ein Maximum aufweisen, wenn die Persistenzlänge in
der Größenordung der Potentialreichweite Lp ∼ ` liegt. Das semifle-
xible Regime ist also am ungünstigsten für Adsorption. Dies kann in
Anwendungen benutzt werden, um Adsorption zu unterdrücken.
. . . im semiflexiblen Regime
Für das semiflexible Regime wird im Folgenden eine Interpolations-
funktion für die effektive, kritische Potentialstärke βgc` in Abhängig-









zwischen den beiden Grenzfällen (3.13) und (3.10)
I(x) ≈
cFx für x  1cSFx−1/3 für x  1
konstruiert. Es können noch weitere Bedingungen an die Interpolati-
onsfunktion abgeleitet werden, die von einer solchen Funktion erfüllt
werden müssen. Im steifen Limes lässt sich die führende Korrektur bei
sinkender Biegesteifigkeit zu
I(x) ≈ cSFx−1/3 +O(x−1) für x  1 (3.15)
bestimmen.[161]
Die Funktion I(x) = c1x/(1 + c2x4/3)−1 mit c1 = cF and c2 =
cF/cSF erfüllt gerade beide Grenzfälle. Die Einschränkung durch Glei-
chung (3.15) motiviert dann einen weiteren Term mit einem freien
Parameter c3
I1(x) = c1x1+ c2x4/3 + c3x2/3
. (3.16)
















Analog zu den Skalenargumenten des letzten Abschnitts lässt sich
eine Interpolationsfunktion auch über die Abschätzung der Kollisions-
länge λ2 ∼ 〈z2〉 motivieren. Für die WLC in zwei Dimensionen lässt






















se zur Bestätigung der Skalenfunk-
tion (3.17). Für eine wohldefinierte
z-Richtung ist bei den Simulationen
die erste Tangente fixiert. Über ei-
ne Ausgleichsrechnung erhält man
dSF,D=2=0.76(4) und dSF,D=3 = 0.73(8)
für zwei beziehungsweise drei Dimen-
sionen, welche im Rahmen der statisti-
schen Ungenauigkeit gut übereinstim-
men. Auch die Erwartungen für den fle-
xiblen Parameter dF,D=2=0.987(7) und
dF,D=3=0.63(1) passen hinreichend gut
zu der Erwartung dF,D=2/D. Als Län-
gen werden L/b0=50,100,200,300,400
und Lp/b0=1,2,4, . . . ,1024 verwendet,






x− 1+ e−x)− e−2dSFx (−x− 1+ ex) , (3.17)
wobei dF durch den flexiblen und dSF durch den steifen Limes be-
stimmt werden (Abb. 3.10).
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Obwohl die Bestimmung von 〈z2〉 in drei Dimensionen schwierig
ist, sollte im steifen Regime kein Unterschied zwischen zwei bezie-
hungsweise drei Dimensionen bestehen und im flexiblen Limes gilt
〈z2〉 = 〈R2〉/D, weswegen dF = 2/D erwartet wird.
Über das Skalenargument 〈z2〉(λ)/L2p,D = d2 fd1(λ/Lp,D) ∼ `2/L2p,D









und den beiden freien Parametern d1 und d2 bestimmen. Für die Wahl
d1 = (cSF/cF)3 + 1/3 und d2 = cF lassen sich die bekannten Grenzfälle
reproduzieren.2626 Die numerischen Faktoren müssen
aufgrund der Abschätzung der entropi-
schen Kosten durch s = kB/λ nicht mit
denen aus Gleichung (3.17) übereinstim-
men.
Schaut man sich das zuvor benutzte Skalenargument genauer an,
lässt sich eine zusätzliche Bedingung an eine Interpolationsfunktion
herleiten. Die Asymptotik der Skalenfunktion fd1(x) im steifen Limes
lässt sich zu fd1(x) = x
3g(x) entwickeln, wobei g(x) eine analytische
Funktion mit g(0) 6= 0 ist. Die dazu inverse Funktion hat dann die
Form f−1d1 (y) = y
1/3 g˜(y1/3) mit einer anderen analytischen Funkti-
on g˜(x), wobei wiederum g˜(0) 6= 0 gilt. Analog zur Herleitung von




für x  1 (3.19)
gehen, was auf die heuristisch vorgeschlagene Interpolationsfunkti-
on I1 zutrifft, wobei man g˜ als g˜(x−2/3 ≡ y) = (c2 + c3y + y2)/c1
identifizieren kann.27
27 Ein Beispiel für eine Interpolations-
funktion, die die Grenzfälle (3.13) und
(3.10), aber nicht die Bedingungen (3.15)
und (3.19) erfüllt, kann zum Beispiel bei





Abbildung 3.11: Die ersten drei Ku-
mulanten des Ordnungsparameters Na,
welcher die mittlere Zahl adsorbierter
Beads bezeichnet. Der Adsorptionüber-
gang kann nun über 〈N3a 〉c = 0 be-
stimmt werden.
3.3.2 Numerische Bestimmung der kritischen Potentialstärke
Zur Messung der kritischen Potentialstärke werden zwei Methoden
benutzt. Zum Einen lässt sich ausnutzen, dass die Ableitung der freien
Energie nach g den mittleren Anteil der Kette im Potential angibt.
Dies kann als Ordnungsparameter des Übergangs fungieren, worüber
der Übergang ohne große Rechenkapazität bestimmt werden kann.
Zum Anderen kann mit Hilfe eines Finite-Size-Scalings die kritische
Potentialstärke bestimmt werden.
Kumulanten-Methode
Leitet man die freie Energie nach der Potentialstärke ab, erhält man
den mittleren Anteil adsorbierten Polymers g f = 〈Na〉/N, wobei Na
die Anzahl an Beads im Potential 0 < n < ` bezeichnen soll.28 Na-
28 Die mittlere Anzahl an Beads im Po-
tential ist ein Ordnungsparameter des
Adsorptionsübergang und die Ablei-
tung der freien Energie, weshalb ein kri-
tischer Exponent zur Beschreibung des
Adsorptionsübergang ausreicht. he der kritischen Potentialstärke wird ein kontinuierlicher Übergang
erwartet.29 Daher nutzt eine effektive Methode zur Bestimmung der29 Nahe des Adsorptionsübergangs di-
vergiert die Korrelationslänge ξ und die
Kette zeigt effektiv flexibles Verhalten
mit einem kontinuierlichen Phasenüber-
gang.
kritischen Potentialstärke aus, dass die zweite Ableitung der freien
Energie bezüglich der Potentialstärke 2g f = 〈(Na − 〈Na〉)2〉/N2 =
〈N2a 〉c divergieren sollte. Die Korrelationslänge divergiert am Über-
gang ξ ∼ (g − gc)ν und es treten bei ξ > Lc Finite-Size-Effekte auf,
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so dass 〈N2a 〉c für endliche Kettenlängen ein Maximum zeigt. Wie in
Abb. 3.11 gezeigt, weist die dritte Ableitung daher eine Nullstelle bei
g = gc auf 3g f = 〈N3a 〉c = 〈(Na − 〈Na〉)3〉/N3 = 0. Da die Steigung
von 〈N3a 〉c sehr groß, beziehungsweise das Maximum der zweiten Ku-
mulante sehr scharf ist, hat sich gezeigt, dass es ausreicht die Nullstelle
über eine Gerade zwischen dem ersten negativen und letzten positiven
Wert zu bestimmen.
Die Kumulantenmethode erfordert nur geringe Rechenkapazität
und ist für die Erstellung aller folgenden Phasendiagramme verwendet
worden.
Finite-Size-Scaling
Für das Finite-Size-Scaling lässt sich zum Beispiel30 die Längenab-
30 Das Finite-Size-Scaling lässt sich auch













Der Exponent ϕ ist dabei nicht unab-
hängig von ν, wie im Vergleich mit der
Abbildung 3.14 zu sehen ist.
hängigkeit der Fluktuation C der potentiellen Energie in der Nähe
eines kontinuierlichen31 Übergangs verwenden. Diese wird durch die
31 Selbst für einen möglichen, diskon-
tinuierlichen Übergang[14] im Limes
Lp  ` mit ν → 1 würde die Fluktuati-
on der potentiellen Energie wie[194]




skalieren, wobei d = 1 die interne Di-
mension bezeichnet und das gleiche Ver-















Man kann die kritische Potentialstärke gc und den kritischen Ex-
ponenten der Korrelationslänge ν bestimmen, indem man die durch
Gleichung (3.20) gegebenen Werte für Messungen verschiedener Ket-
tenlängen kollabiert.
Die Qualität des Kollapses für einen Parametersatz (ν, gc) kann mit
der Größe S(ν,gc) gemessen werden, die die relativen32, quadratischen 32 Um die Vergleichbarkeit der verschie-
denen Parametersätze (ν, gc) sicherzu-
stellen, werden nur relative Abstände
verwendet.
Abstände von einem Datensatz f zu den interpolierten Kurven aller


























Abbildung 3.12: Beispiel für den Über-
lapp zweier Datensätze L = 800 b0 and
L = 400 b0. Für die Abstandsberech-
nung der blauen zur roten Kurve kön-
nen Nover = 4 Punkte benutzt werden.
Dabei sind gc`/kBT = 0.3 und ν = 1.4.
Hierbei bezeichnet Nover die Anzahl der Werte von f in der Über-
lappregion, wie in Abb. 3.12 dargestellt ist. Für die später gezeigten
Ergebnisse sind die Konturlängen L/b0 = 50, 100, 150, 200, 300, 400,
600 und 800 verwendet worden. Die beste Abschätzung für den Para-
metersatz (ν, gc) minimiert dann S(ν,gc).
In Abb. 3.13 ist für einen Simulationsparametersatz die logarithmier-
te Größe S(ν,gc) gezeigt. Die Bestimmung der kritischen Potentialstär-
ke funktioniert so recht gut, während das Minimum in Richtung von
ν sehr breit und flach ausfällt, was die Bestimmung des Exponenten
der kritischen Korrelationslänge erschwert. Der Grund dafür ist, dass
gc die Datenpunkte (Abb. 3.12) im Wesentlichen horizontal verschiebt
und damit die Überlappregion bestimmt, was zu großen Änderun-
gen in S(ν,gc) führt. Variationen in ν wirken sich hauptsächlich auf
die Werte der spezifischen Wärme fi,k selbst aus, was sich in einer
vertikalen Verschiebung ausdrückt.
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Abbildung 3.13: Logarithmischer Fehler
ln (S(ν,gc)) in Abhängigkeit von βgc`
und ν. Die Breite und Höhe des Mini-
mums wird verwendet, um eine Aus-
sage über die Genauigkeit von ν,gc zu
machen. Der Inset zeigt den Kollaps
der Daten fi,k für die optimale Wahl
νmin = 1.99 und gc,min`/kBT = 0.37
bei Simulationsparametern Lp = 2b0,
k = 100kBT/b20 und ` = b0. f i
,k
(g− gc)L 1ν
























Für eine aussagekräftige Fehlerabschätzung werden minimale, be-
ziehungsweise maximale Werte für gc und ν bestimmt, für die S(ν,gc) <
(1+ η2)S(νmin,max,gc,min,max) gilt. Der Parameter η2 ist frei wählbar. 3333 Anschaulich kann man sich vorstel-
len, dass man das Minimum mit Wasser
zu einer von η2 bestimmten Höhe füllt.
Der so entstehende See ist dann durch
νmin,max beziehungsweise gc,min,max be-
grenzt. Hier ist η2 = 0.02 benutzt wor-
den.
Die nötige Rechenkapazität für die Bestimmung von gc ist mit-
tels Finite-Size-Scaling bedeutend größer als die Messung über die
Kumulanten-Methode. Diese Methode ist daher nur für das Phasen-
diagramm der Adsorption an einer flachen Wand 3.15 benutzt worden.






Abbildung 3.14: Der kritische Exponent
ν in D = 2 (Quadrate) und D = 3
(Kreise) in Abhängigkeit der dimensi-
onslosen Persistenzlänge Lp/` für ` =
1b0 (rot), ` = 2b0 (blau) and ` = 4b0
(schwarz).
Für die adsorbierte Phase g > gc lässt sich der kritische Exponent
ν über den exponentiellen Abfall der Verteilung nicht adsorbierter
Teilstücke der Kette – so genannte Loops – definieren.
Weiterhin charakterisiert ν das kritische Verhalten der Grundzu-
standsenergie |E| ∼ |g− gc|ν in der Nähe des Adsorptionsübergangs
E = 0.[30] Aufgrund der Relation |∆ f | = |E| = 1/ξ beschreibt ν so-
wohl das kritische Verhalten der Korrelationslänge ξ und der freien
Adsorptionsenergie ∆ f .34 Aus diesem Grund bestimmt ν die Ordnung
34 Hyperscaling gilt also und das kri-
tische Verhalten des Adsorptionsüber-
gang ist durch nur einen kritischen Ex-
ponenten bestimmt ϕ = 1/ν
des Übergangs. Für ν > 1 ist der Übergang kontinuierlich, während
er für ν < 1 zu einem diskontinuierlichen Übergang wird. Interes-
santerweise lässt sich also selbst im Falle eines diskontinuierlichen
Phasenübergangs eine Korrelationslänge definieren, die am Übergang
divergiert.35
35 Bei Polymerphasenübergängen gibt
es einige bemerkenswerte Unterschiede
zu kritischen Phänomenen klassisischer
Systeme. Eine sehr umfassende Diskus-
sion (auch der Adsorption flexibler Po-
lymere) lässt sich in einem Review von
Klushin und Skvortsov[16] finden.
Abbildung 3.14 zeigt die über Finite-Size-Scaling bestimmten Werte
für ν in Abhängigkeit der effektiven Persistenzlänge Lp/`. Für klei-
ne Biegesteifigkeiten ist ν ungefähr νF ≈ 2 und sinkt mit steigender
Persistenzlänge gegen νSF ≈ 1.36 Dies stimmt mit den theoretischen
36 Das Finite-Size-Scaling hatte zunächst
den Zweck, Abweichungen im flexiblen
Limes zu erklären, weshalb nur effekti-
ve Persistanzlängen bis Lp/` ≈ 100 si-
muliert wurden. Wie und ob der kriti-
sche Exponent ν → 1 geht, ist mit die-
sen Daten schwer zu entscheiden.
Erwartungen[161] überein. Diese sagen im steifen Limes einen kriti-
schen Exponenten von νSF = 1+ log voraus, was einen diskontinuier-
lichen oder schwach kontinuierlichen Übergang zur Folge hat.
3.3.3 Phasendiagramm
Abbildung 3.15 zeigt die Simulationsergebnisse für die kritische Poten-
tialstärke in Abhängigkeit der effektiven Persistenzlänge Lp/` für die













































Abbildung 3.15: Phasendiagramm für
ein flaches Substrat in D = 3 (A)
und D = 2 (B). Dargestellt ist die di-
mensionslose kritische Potentialstärke
gc`/kBT in Abhängigkeit zu der dimen-
sionslosen Persistenzlänge Lp/`. Der
gelbe Bereich kennzeichnet die desor-
bierte Phase. Die durch Gleichungen
(3.13) und (3.10) gegebenen Grenzfäl-
le sind durch die schwarzen Geraden
gezeigt. Über die Nullstelle der drit-
ten Kumulanten bestimmten Werte sind
mit Kreisen und die Ergebnisse des
Finite-Size-Scaling mit Quadraten dar-
gestellt. Die Simulationsparameter für
die Kumulantenmethode sind Lc =
200Nb0, ` = 2b0, und k = 1000 kBT/b20 ,
wobei verschiedene Diskretisierungslän-
gen b0 verwendet werden, um zu zei-
gen, dass b0 keinen Einfluss auf die Er-
gebnisse hat. Die farbigen Kurven zei-
gen die Interpolationsfunktion I1 (Gl.
(3.16)) mit den Fitparametern c1, c2, und
c3 (Tab. 3.2) für die Kumulantenme-
thode (rot) und die Finite-Size-Scaling-
Methode (blau). Der Übersicht halber ist
die Funktion I2 (Gl. (3.18)) nicht einge-
zeichnet. Die größeren blauen Punkte in
(B) sind die Parametersätze, die für die
Snapshots in Abb. 3.8 verwendet wer-
den.
Die Persistenzlänge Lp(κ) ist durch Gleichung (3.7) gegeben. Die Wer-
te für gc sind dabei über die Kumulantenmethode und über Finite-Size-
Scaling bestimmt worden und mit Hilfe der Interpolationfunktionen
I1 und I2 aus den Gleichungen (3.16) und (3.18) approximiert worden,
wobei die so bestimmten Parameter in Tabelle 3.2 zusammengefasst
und mit der Analytik verglichen worden sind.
Im flexiblen Regime Lp < ` lassen sich deutliche Effekte der Dis-
kretisierung und endlichen Kettenlänge beobachten. So lässt sich der
analytisch vorhergesagte lineare Anstieg der Adsorptionsenergie nicht
eindeutig beobachten. Qualitativ lässt sich das mit den Diskretisie-
rungeffekten im quadratischen End-zu-End-Abstand erklären. Nach
dem Skalenargument aus Abschnitt 3.3.1 folgt die Linearität in gc aus
dem linearen Anstieg im End-zu-End-Abstand 〈R2〉(Lp), der für ei-
ne diskrete Kette und sehr kleine Biegesteifigkeiten jedoch langsamer
wächst, wie in Abbildung 3.5 zu sehen ist. Mit größerem numerischen
Aufwand sind daher die Diskretisierungseffekte untersucht worden,
indem die Bondlänge b0 → ab0 mit einem Faktor a < 1 skaliert wird,
wobei die Konturlänge konstant bleibt N → N/a. Mit diesem Verfah-
ren lassen sich effektiv kleinere Persistenzlängen Lp/` erreichen, bei
gleichzeitiger Reduzierung der Diskretisierungseffekte.
Die Diskrepanz im flexiblen Limes bei der zweidimensionalen Ad-
sorption zwischen der analytischen Erwartung und den über das
Finite-Size-Scaling ermittelten Werten ist qualitativ über das verwen-
dete Verfahren zu verstehen.37 37 Für D = 2 und Lp/` . 1 ist ein gegen-
über der Theorie zu großer kritischer
Exponent ν > 2 bestimmt worden, was
mit der Form des Minimums der Fehler-
funktion S(ν,gc) (Abb. 3.14) zu größeren
Werten in gc bei ν = 2 führen würde.
Im steifen Limes stimmen die Simulationsdaten sehr gut mit der
analytischen Erwartung (3.13) überein, was an den Parameter d1 und
c1 gut zu sehen ist. Die größeren Abweichungen in d2 sind zum Teil
durch die geringere Flexibilität der Interpolationsfunktion I2 bedingt,
da im Gegensatz zu I1 nur zwei Parameter den Übergang beschrei-
ben.38 Es ist hervorzuheben, dass keine signifikanten Unterschiede
38 Die Abweichungen im flexiblen Re-
gime wirken sich daher für I2 auch im
steifen Regime aus.
zwischen den durch die Kumulantenmethode oder dem Finite-Size-
Scaling ermittelten Werten erkennbar sind.
Der Vergleich zwischen D = 2 und D = 3 in der Abbildung 3.15
(A) und (B) zeigt, dass die kritische Potentialstärke im steifen Limes
in Abhängigkeit von κ/` in der Tat unabhängig von der Dimensi-
on39 ist. Der berechnete numerische Vorfaktor (3.14) konnte mit hoher
39 Die Dimensionsabhängigkeit der
kritischen Adsorptionsstärke im
steifen Limes folgt einzig aus der
D-Abhängigkeit der Persistenzlänge
von κ.
Genauigkeit durch die Simulationen bestätigt werden.
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Sowohl der Anstieg der effektiven kritischen Adsorptionsenergie
βgc` im flexiblen, als auch der Abfall im steifen Limes ist in D = 2
und D = 3 beobachtbar, was somit unabhängig von der Dimension zu
einem Maximum bei Lp ∼ ` führt. Mit dem Konzept der Kuhnlänge ist
dies qualitativ gut zu verstehen, da ein typisches Segment für Lp & `
zwischen zwei Kollisionen mit der Wand und/oder Potentialgrenze
kleiner als die Kuhnlänge ist und die Kette sich für die Adsorption
steif verhält.
Daten c1/cF c2cSF/c1 c3 max(I1) d2/cF d2c3SF (d1−
1
3 ) max(I2)
Theorie (D=3) 1 1 frei frei 1 1 frei
Kumulanten 1.50(5) 1.03(1) 0.52(6) 2.31(3) 0.969(9) 1.11(3) 2.0
Finite-Size 1.08(5) 1.04(2) 0.74(10) 3.38(7) 0.60(2) 0.99(7) 3.1
Theorie (D=2) 1 1 frei frei 1 1 frei
Kumulanten 1.05(5) 1.03(1) 0.00(6) 2.16(5) 1.00(2) 1.32(4) 2.0
Finite-Size 0.83(5) 1.05(2) 0.52(10) 3.34(8) 0.627(8) 1.29(9) 3.3
Tabelle 3.2: Freie Parameter ci , di der
Interpolationsfunktionen I1 (Gl. (3.16))
und I2 (Gl. (3.18)). Dabei sind die Para-
meter zur besseren Vergleichbarkeit so
skaliert, dass die Theoriewerte 1 erge-
ben. Aufgrund der schon nur numerisch
zu bestimmenden Interpolationsfunkti-
on I2 (Gl. (3.18)) ist eine Fehlerbestim-
mung von max(I2) nicht durchgeführt
worden. Der Fehler ist in Klammern an-
gegeben und bezieht sich auf die letzte
Stelle (das heißt 1.1(1) ≡ 1.1± 0.1).










Abbildung 3.16: Kritische Potentialstär-
ke für einen Bond mit zwei Beads, d.h.
N = 2.
Bis jetzt ist implizit immer der Grenzfall unendlich langer Ketten be-
trachtet worden. In diesem Abschnitt wird der Einfluss eines endlichen
Polymerisationsgrad N auf die kritische Potentialstärke untersucht.
Im steifen Limes lässt sich die kritische Potentialstärke für einen
starren Stab analytisch bestimmen (Abb. 3.9) und per Simulation be-












pi2 für D = 21 für D = 3 für Lp → ∞ .
Abbildung 3.17: Finite-Size Effekte der
kritischen Potentialstärke (D = 3: Qua-
drate, D = 2: Kreise). Die farbigen
horizontalen Linien zeigen den steifen
Grenzfall (3.21) (D = 3: durchgezoge-
ne und D = 2 gestrichelte Linien). Zum
Vergleich ist die Interpolationsfunktion
I1 mit den Werten aus Tabelle 3.2 und
die Daten für N = 200, D = 3 ein-
gezeichnet (gc(Lp → ∞) = 0.026 für
N = 200). Die sehr kurzen, flexiblen
Ketten (grün mit schwarz) N = 10,κ =
b0 ⇒ Lp = 0.86 zeigen – wie nach
der Abschätzung (3.23) erwartet – ab
Lp/` . 0.36 deutliche Abweichungen
zu geringeren Potentialstärken. Die mit
N beschrifteten Pfeile zeigen die Rich-

































In Abbildung 3.17 ist dieser Limes für Ketten mit relativ wenigen
Gliedern simuliert und mit Gleichung (3.21) verglichen worden, wobei
die numerischen Daten gut zu dieser Abschätzung passen. Für den
Übergang vom starren Stock zu einem biegesteifen Stab mit großer
aber endlicher Persistenzlänge, lässt sich numerisch eine Korrektur
finden40 (Abb. 3.18) 40 Vom starren Stock kommend, nehmen
die Fluktuationen zu. Die zusätzlichen
entropischen Kosten sollten analog zu
den Skalenargumenten in den vorheri-
gen Abschnitten mit dem thermischen
Verhalten (3.12) zu erklären sein. was zu







+ βgc,Stock` . (3.22)
Zieht man von den gemessenen kritischen Potentialstärken den Limes














Abbildung 3.18: Höhere Auflösung der
Finite-Size-Effekte im steifen Limes und
Vergleich mit der Korrektur (3.22) für
sehr große, aber endliche Biegesteifig-
keit Lp  1 (durchgezogene Linien) mit
a ≈ 0.222. Zusätzlich ist auch der Li-
mes des starren Stocks gc,stock aus Glei-
chung (3.21) mit gestrichelten Linien
eingezeichnet.
Der Einfluss endlicher Kettenlängen ist im (semi-)flexiblen Regime
sowohl analytisch als auch numerisch schwieriger zu fassen, so zeigt
die Simulation im Bereich Lp ≈ ` für gc(Lc) ein nicht-monotones Ver-
halten. Bei Lp/` ≈ 10 ist gc (nahezu) unabhängig von der Konturlänge
und die Schar gc(N,Lp/`,` = 1) hat einen Schnittpunkt.41. Lässt man 41 Dieser Schnittpunkt sollte prinzipiell
noch explizit von ` abhängen und hat
keinen universellen Charakter
sehr kurze Ketten (hier N<30) außer Acht, dann sinkt die kritische
Potentialstärke im semiflexiblen Bereich für längere Ketten ab.42 42 Daten mit N = 1000, 800 und 400 zei-
gen diesen Trend, sind der Übersicht
halber aber nicht im Plot gezeigt.
Für sehr flexible, hinreichend kurze Ketten 〈R2〉 ∼ b0Lc  `2 ist
die Wand und somit die entropische Einschränkung für das Polymer
irrelevant, d.h. im flexiblen Limes nähert sich die längenabhängige,
kritische Potentialstärke von unten gegen den Grenzfall unendlich




sollte man Finite-Size Effekte erwarten, da die Kollisionslänge λ > Lc
größer wird als die Konturlänge. Die Abschätzung (3.23) ist in Abbil-
dung 3.17 für drei verschiedene Kettenlängen getestet worden, wobei
diese relativ gut passt.43 Für den flexiblen Grenzfall sind Ketten bei
43 Für den End-zu-End-Abstand
ist jeweils der gemessene Wert
im Freien benutzt worden, d.h
〈R2〉(N=10,Lp=0.86)≈16.5 und
〈R2〉(N=400,Lp=0.5)≈415.Biegesteifigkeit κ = 0 simuliert worden und die Persistenzlänge der
diskreten Kette ist dann gemäß dem Konzept der Kuhnlänge 2Lp = b0
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(Abb. 3.5).
Zusammenfassend lässt sich sagen, dass kurze Ketten für Lp/` 1
leichter desorbieren und für Lp/`  1 leichter adsorbieren als un-
endlich lange Polymere. Mit den Gleichungen für den flexiblen (3.23)
und den steifen Limes (3.21) lassen sich die beiden Extremfälle recht
gut quantifizieren. Im Übergangsbereich 1 < Lp/` < 10 ist der Ein-
fluss der Kettenlänge auf die kritische Potentialstärke eher schwach
ausgeprägt, die relative Abweichung beträgt nur einige Prozent.
3.4 Adsorption an einem Wellblech
Der Einfluss einer gekrümmten Wand auf die kritische Potentialstärke
lässt sich an einem zweidimensionalen44 Wellblech studieren. Ein Well-
44 Ein Wellblech in D=3 hat kaum Ein-
fluss auf die Adsorptionsenergie, da
sich die Kette immer entlang der krüm-
mungsfreien Achse orientieren kann.
blech in zwei Dimensionen soll durch eine Reihe von alternierenden
Halbkreisen mit Radius Rw beschrieben werden. Die Abbildung 3.19
zeigt das Wellblech mit Beispielkonfigurationen bei unterschiedlichen
Biegesteifigkeiten. Es lassen sich vier verschiedene Regime erkennen.
a) Lp/` = 1.24
b) Lp/` = 2.78
c) Lp/` = 6.81
d) Lp/` = 14.93
e) Lp/` = 30.97
f) Lp/` = 62.99
Abbildung 3.19: Beispielkonfigurationen
einer adsorbierten Kette bei unterschied-
lichen Persistenzlängen. Die Potential-
stärke ist dabei knapp überkritisch. Si-
mulationsparameter siehe größere blaue
Punkte in Abb. 3.22.
a) Rw  Lp ≈ `: Die konkaven Halbkreise fördern die Adsorption
flexibler Ketten. Diese sind schon im thermisch freien Fall kompakt
und kugelförmig, so dass ein größerer Potentialgewinn gegenüber
nahezu gleichen entropischen Kosten bezüglich der ebenen Wand
steht.
b),c) Rw > Lp > `: Auf der Skala der Persistenzlänge ist die Krüm-
mung der Wand vernachlässigbar und die kritische Potentialstärke
ist gleich der kritischen Potentialstärke der ebenen Wand.
d) Rw ≈ Lp  `: Die Persistenzlänge ist in der Größenordnung des
Radius. Die Kette verhält sich wie bei der Adsorption an einem
Kreis.
e),f) Lp > Rw  `: Die Persistenzlänge ist so groß, dass die konkaven
Halbkreise keine Rolle mehr spielen. Dies resultiert in unvollständi-
ger Adsorption an den konvexen Halbkreisen.
Für das Regime Lp & Rw hat die Krümmung der Oberfläche einen
großen Einfluss auf die kritische Potentialstärke. Dies kann für eine
Steuerung der Adsorptionseigenschaften genutzt werden.
3.4.1 Adsorption an einem Kreis
Für die Adsorption an einem Kreis mit dem Radius Rs muss zusätzlich
zu den entropischen Kosten einer an einem ebenen Substrat adsobier-
ten Kette45 die durch die Krümmung 1/Rs gegebene Biegeenergie pro
45 Hier ist die Annahme, dass die Krüm-
mung keinen Einfluss auf die Kollisions-
länge hat. Zumindest für das Regime
Rs  λ sollte diese Annahme berech-
tigt sein.[192]
Länge ERs /Lc ∼ 12κ/R2s aufgebracht werden. Die kritische Potential-
stärke für die Adsorption an einem Kreis (Abb. 3.20) lässt sich dann













Braucht man nun einen möglichst anziehenden Kreis/Kugel kann
das Minimum bei
Lp/` ∼ (Rs/`)3/2 (3.25)
mit gc,min ∼ (kBT/`) (`/Rs)1/2 benutzt werden. Bei gegebener Per-
sistenzlänge kann man entweder einen optimalen Radius Rs,opt ∼
`(Lp/`)
2/3 bei konstanter Potentialreichweite oder eine optimale Po-











für die Adsorption an einem Kreis
(D=2) mit Radius Rs=10b0. Eine
Ausgleichrechnung (rote Kurve)
für den Radius Rs in Gleichung
(3.24) ergibt erwartungsgemäß
Rs<Rs,fit/`=10.40(6)<Rs+`. Die
Kreise zeigen gc`/kBT − Lp`/2R2s und
liegen gut auf dem Ergebnis für eine
ebene Wand (schwarze Kurve). Parame-
ter: N=200, `=b0 und k=1000 kBT/b20 .
Letzteres kann zum Beispiel mit Hilfe von Polyelektrolyten reali-
siert werden, indem man die Salzkonzentration anpasst. Bei Vernach-
lässigung thermischer Fluktuationen ist ein solches Minimum in der
kritischen Potentialstärke bei der Komplexierung von Polyelektrolyten
an entgegengesetzt geladenen Kugeln gefunden worden.[23, 25]
3.4.2 Unvollständige Adsorption
Bei großen Persistenzlängen Lp > Rw  ` und hinreichend anzie-
hendem Potential g ist die Kette unvollständig adsorbiert.46 Kurze 46 Der Übergang zu vollständiger Ad-
sorption sollte nach wie vor durch Glei-
chung (3.24) gegeben sein.
Kettensegmente sind an den Kuppen des Wellblechs gebunden und
dazwischen auf einer (projizierten) Länge von ungefähr 4Rw ist das
Polymer frei. Um die kritische Potentialstärke abzuschätzen, kann man
den Unterschied in der freien Energie zwischen einem gänzlich unge-
bundenen und einem teilweise adsorbierten Polymer abschätzen.
α
`
Abbildung 3.21: Skizze für die restrin-
gierte Zustandssumme. Das Wellblech
ist in dunkelgrau und das Potential in
hellgrau dargestellt. Der rote Bereich
kennzeichnet den durch die unvollstän-
dige Adsorption ausgeschlossenen Be-
reich.
Als Bedingung für die unvollständige Adsorption müssen die frei-
en Segmente der Kette den konvexen Halbkreis des Wellblechs in
Potentialreichweite ` mit einer gewissen Steigung α treffen, wie es
in Abb. 3.21 skizziert ist. Die so eingeschränkte Zustandssumme ist
dann Z(4Rw) ∼ Z0(4Rw) α/v0 `/z0, wobei Z0(4Rw) die Zustandssum-
me, v0(L) ∼ (L/Lp)1/2 die Steigung und z0(L) ∼ (L3/Lp)1/2 die Höhe
eines thermisch freien Polymers in Monge-Parametrisierung ist. Mit
dem thermischen Verhalten lässt sich α zu α ∼ (`/Lp)1/3 umschreiben
und der Verlust an freier Energie ist dann














wobei w1 und w2 zwei zu bestimmende numerische Konstanten
sind. Sind die gebundenen Segmente ∆L lang, dann ergibt sich für









Die Bedingung ∆ ffrei + ∆ fad < 0 bestimmt die kritische Potential-

















Für stabförmige Ketten Lp ≫ Rw oder T ≪ 1 ist die Länge der ad-
sorbierten Teilstücke ∆L geometrisch zu ∆L =
√
2Rw`+ `2 bestimm-
bar. Thermische Fluktuationen können zu einem größeren ∆L führen.
Dafür vergleicht man den Kontaktwinkel γ = ∆L/Rw mit der frei-
en Winkelfluktuation ∆α = (∆L/Lp)
1/2 und erhält die Abschätzung
∆L ≈ R2w/Lp. Für den interessanten Bereich47 Lp  Rw > ` jedoch
47 Für kleinere Persistenzlängen wird
der Beitrag ∆L ≈ R2w/Lp durch die ther-
mischen Fluktuationen dominant und
es ergibt sich ein ähnliches Verhalten




































Die Gleichung (3.27) gilt offensichtlich für Lp → ∞ nicht mehr, da
die kritische Potentialstärke negativ würde. Mit der kritischen Poten-
tialstärke einer ebenen Wand gc,eben als untere Schranke ist zu vermu-
ten, dass gc beim Wellblech gegen gc = 4Rw/∆Lgc,eben geht, wobei
der Proportionalitätsfaktor gerade das Verhältnis der adhärierten zur
gesamten Länge ist. Da dies erst bei sehr großen Persistenzlängen
passiert, sind keine numerischen Daten für dieses Regime verfügbar.
Am ehesten passt diese Vorhersage zu den Simulationsdaten mit den
Parametern Rw=2 und `=1 (Abb. 3.22).
3.4.3 Phasendiagramm
Die Abbildung 3.22 zeigt das Phasendiagramm der Polymeradsorption
an einem Wellblech in zwei Dimensionen für verschiedene Radien
Rw und Potentialreichweiten `. Die im letzten Abschnitt motivierte
Adsorptionsenergie für große Biegesteifigkeiten in Gleichung (3.27)
und die kritische Potentialstärke für die Adsorption an einem Kreis
Abbildung 3.22: Phasendiagramm für
ein adhäsives, zweidimensionales Well-
blech. Gezeigt werden die durch die
Kumulanten-Methode ermittelten, di-
mensionslosen, kritischen Potentialstär-
ken βgc` in Abhängigkeit der dimen-
sionslosen, effektiven Persistenzlänge
Lp/` in einem doppeltlogarithmischen
Plot. Die Adsorption für steifere Ketten
Lp/` > 1 ist maßgeblich vom Verhältnis
des Radius Rw zur Potentialreichweite
` gegeben. Die Ausgleichskurven beste-
hen aus zwei Teilen: Gleichung (3.24)
für kleine und Gleichung (3.27) für grö-
ßere Lp/`. Die großen blauen Punkte
korrespondieren zu den Beispielkonfi-
gurationen aus Abb. 3.19. Die Ketten
haben N = 200 Beads mit einer Feder-



























in Gleichung (3.24) beschreiben die Daten aus der Simulation gut. Die
durch eine Ausgleichsrechnung ermittelten, freien Parameter Rs/`, w1









findet der Übergang von der Kreisadsorption zur unvollständigen Ad-
sorption statt.
Die über eine Ausgleichsrechnung bestimmten Krümmungsradien
liegen im Rahmen des statistischen Fehlers wie erwartet in dem Inter-
vall Rs ∈ [Rw,Rw + `]. Die numerischen Parameter w1 und w2 sind in
guter Näherung konstant und unabhängig von dem effektiven Krüm-
mungsradius des Substrats Rw/`.48
48 Die numerischen Parameter w1 und
w2 sind in einem gewissen Maß abhän-
gig von dem verwendeten Fitbereich
Lp/` > const(Rw,`). Da die kugelar-
tigen Konfigurationen nahe des Über-
gangs von der kugelartigen zur unvoll-
ständigen Adsorption zumindest meta-
stabil sind (siehe die Datenreihe der Pa-
rameter Rw=8 und `=1 bei Lp/`≈100),
ist die effektive Persistenzlänge Lp/`
ab der Daten der Simulationen für
die Ausgleichsrechnung verwendet wer-
den etwas größer gewählt worden als
der Schnittpunkt der beiden Ausgleichs-
funktionen (3.27) und (3.24). Insbeson-
dere funktioniert so die Ausgleichsrech-








4 1 4.9(1) 1.00(1) 0.549(5)
8 1 8.44(8) 1.26(3) 0.509(9)
4 0.5 8.95(6) 1.14(2) 0.513(6)
8 0.5 15.9(1) 1.3(2) 0.51(4)
Tabelle 3.3: Ergebnisse der numerischen
Parameter Rs, w1 und w2 für die Glei-
chungen (3.24) für kleine und (3.27) für
große Biegesteifigkeiten.
Die Simulationen und die analytischen Abschätzungen zeigen, dass
die kritische Potentialstärke an einer gekrümmten Oberfläche im Re-
gime (3.25) effektiv durch die Substratkrümmung Rw kontrolliert wer-
den kann, bei der die Adsorptionsschwelle ein lokales Minimum auf-
weist, dass durch die Kreisgeometrie entsteht. Wird die effektive Bie-
gesteifigkeit erhöht, so dass (3.28) gilt, findet ein Übergang zur unvoll-
ständigen Adsorption statt, bei der der Einfluss der Krümmung Rw
wesentlich geringer ausgeprägt ist (Gl. (3.27)). Für wesentlich kleine-
re Biegesteifigkeiten als (3.25) wird die Krümmung vernachlässigbar
und es findet ein Übergang zur Adsorption an einem effektiv ebenen
Substrat statt.49 Dies lässt sich gut an den Daten mit Rw = 20, 40 in Ab- 49 Die Simulationsdaten legen nahe,
dass die kritische Potentialstärke bei der
Adsorption an einem Wellblech für klei-
ne Biegesteifigkeiten gegenüber dem fla-
chen Substrat reduziert ist. Dieser Effekt
wächst mit abnehmender Potentialreich-
weite ` und scheint unabhängig von der
Substratkrümmung Rw zu sein, solange
Rw  ` gilt.
bildung 3.22 sehen, bei denen es kaum Abweichungen der kritischen
Potentialstärke von der eines ebenen Substrat gibt.
Für eine Steuerung der Adsorptionseigenschaften eines gekrümm-
ten Substrats gibt es ein Fenster an Biegesteifigkeiten, welches von den
beiden Maxima bei Lp/` ≈ 2 und Lp/` ≈ 2(Rw/`)3/2 begrenzt ist.
Für Rw ≈ ` verschwindet dieses Fenster und die beiden Maxima sind
nicht mehr zu unterscheiden. Dieser Effekt lässt sich in Abb. 3.22 bei
den cyanfarbigen Punkten (Rw/` = 2) beobachten.
Eine technisch relevante Anwendung ist die Adsorption von Gra-
phenebenen auf adhäsiven waschbrett-artigen Potentialen, die aus al-
ternierenden konkaven und konvexen Halb-Zylindern aufgebaut sind.
Bei diesem Problem ist auch ein Übergang von vollständiger zu un-
vollständiger Adsorption diskutiert worden.[196]
3.4.4 Kissenförmiges Substrat
Eine Erweiterung auf den für Anwendungen relevanteren Fall D = 3
des zweidimensionalen Wellblechs kann in dem kissenförmigen Sub-
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strat gesehen werden, welches in Abb. 3.23 dargestellt ist.50 Das kissen-50 Wie schon am Anfang dieses Ab-
schnitts bemerkt, ist ein Wellblech in
D = 3, dass aus alternierenden Halbzy-
lindern besteht, nicht geeignet, die Ad-
sorption zu steuern, da sich das Poly-
mer parallel zu den Zylindern orientie-
ren kann.
förmige Substrat besteht aus Einheiten mit einer quadratischen Grund-





mit x,y ∈ [−Rc,Rc] gegeben ist. Diese Einheiten unterscheiden sich
von Halbkugeln, haben aber an den höchsten Stellen die selben Haupt-
krümmungen wie eine Kugel mit Radius Rc.
Abbildung 3.23: Das kissenförmige Sub-
strat. Die Helligkeit kodiert dabei den
numerisch bestimmten Fehler, der in
der Implementation für die Potential-
breite gemacht wurde, wobei dunklere
Bereiche einen höheren Fehler aufwei-
sen. Kreuze markieren die verschiedene
Punkte an denen die Kette festgehalten
wurde, um mögliche Finite-Size-Effekte
zu untersuchen. Die dickeren schwar-
zen Linien zeigen das kubische Gitter,
an dem die Kette bei hoher Biegesteifig-
keit bevorzugt adsorbiert.
Für die Simulation wird eine effektive, approximative Methode für
die Potentialreichweite verwendet. Dabei wird der attraktive Bereich
nicht durch den Abstand senkrecht zur Oberfläche n (Gl. (3.1)) be-
stimmt, sondern durch zRc < z < zRc+` genähert. Der relative Fehler
ist in den Ecken am größten und kann für den Grenzfall `  Rc zu
1
` (zRc+` − zRc)− 1 ≈ 0.155 abgeschätzt werden. Dieser Fehler wird in
Abb. 3.23 durch die Helligkeit der Oberfläche dargestellt.
Das Phasendiagramm in Abb. 3.24 (links) zeigt, dass die Adsorp-
tionsenergie für steifere Ketten Lp  Rc in ähnlicher Weise von der
Substratkrümmung Rc beeinflusst werden kann, wie beim zweidimen-
sionalen Wellblech. Jedoch gibt es zwei offensichtliche Unterschiede.
Im Gegensatz zum Wellblech in D = 2 zeigt die kritische Potentialstär-
ke anstatt eines lokalen Minimums im Regime Lp/` ∼ (Rc/`)3/2 ein
verbreitertes Maximum für Rc/` . 10, beziehungsweise eine Ausbuch-
tung für Rc/` & 10.
Anders als beim zweidimensionalen Wellblech ist die Abhängigkeit
der Adsorptionsenergie für sehr steife Ketten (Gl. (3.28)) von der Sub-
stratkrümmung deutlich stärker ausgeprägt und die Adsortpion lässt
sich so besser kontrollieren. Vergleicht man die Phasendiagramme 3.24
und 3.22 im Bereich Lp & 100` steigt die kritische Potentialstärke beim
kissenförmigen Subrat monoton mit der Substratkrümmung R−1c .
Steife Ketten adsorbieren bevorzugt zwischen den Hügeln und Tä-
lern (siehe die Beispielkonfiguration c) in Abbildung 3.24 (rechts)), das
heißt entlang der geraden Begrenzungen der quadratischen Einheiten,
aus denen das kissenförmige Substrat aufgebaut ist. Diese Begrenzun-
gen sind durch z(x,y) = 0 gegeben und bilden ein raumfüllendes Qua-
dratgitter51 mit Gitterkonstante 2Rc, das dem Polymer zur Präferenz-51 Das Quadratgitter ist in Abb. 3.23
durch dickere schwarze Linien angedeu-
tet
Adsorption dient. Lokal verschwindet die Substratkrümmung entlang
dieses Gitters, so dass für Teilketten der Länge 2Rc die Ergebnisse
der Adsorption an einer flachen Wand ihre Gültigkeit behalten sollten.
Das Polymer wird jedoch eingeschränkt, da es durch die Gitterpunkte
Abbildung 3.24: Phasendiagramm für
ein kissenförmiges Substrat. Gezeigt
werden die durch die Kumulanten-
Methode ermittelten, dimensionslosen,
kritischen Potentialstärken βgc` in Ab-
hängigkeit der dimensionslosen, effekti-
ven Persistenzlänge Lp/` in einem dop-
peltlogarithmischen Plot. Für steifere
Ketten ist mit Gleichung (3.29) eine Aus-
gleichsrechnung via a1 und a2 durch-
geführt worden (gezeigt durch die far-
bigen Kurven). Bei den roten Punkten
ist die Kette an fünf verschiedenen Po-
sitionen befestigt (Abb. 3.23), die aber
zu den selben kritischen Potentialstär-
ken führen. Das rechte Bild zeigt typi-
sche Konfigurationen knapp adsorbier-
ter Ketten bei verschiedenen Persistenz-
längen. Sonstige Simulationsparameter
N = 200 und k = 100 kBT/b20 .
adsorbiertdesorbiert
a) Lp/` = 0.86
b) Lp/` = 8.5



















gehen muss, an denen sich vier Einheiten des Substrats treffen. Dies
schränkt die thermischen Fluktuationen einer adsorbierten Kette par-
allel zur Wand ein und erzeugt so entropische Kosten ähnlich wie bei
der unvollständigen Adsorption beim zweidimensionalen Wellblech.
Analog zu Gleichung (3.26) lässt sich die freie Energie zu diesen entro-






schätzen. Dies führt zu einer Erhöhung der kritischen Potentialstärke
im Vergleich zu der Adsorption an einem flachen Substrat gc=gc(Rs =






















Rc/b0 `/b0 a1 a2
5 1 1.09(1) 0.25(1)
10 1 1.1(1) 0.39(5)
20 1 1.1(1) 0.47(4)
10 0.5 1.1(2) 0.51(5)
20 0.5 1.2(4) 0.5(1)
Tabelle 3.4: Ergebnisse für die numeri-
schen Parameters a1 und a2 bei Lp  Rc
via einer Ausgleichsrechnung mit Gl.
(3.29).
Die kritische Potentialstärke wird also um einen von der Substrat-
krümmung abhängigen Betrag verschoben, wobei dieser schwach, lo-
garithmisch von der Persistenzlänge Lp abhängt und mit größerer
Krümmung 1/Rc steigt. Die Vorhersage durch dieses Skalenargument
lässt sich durch Simulationen bestätigen. Die in Tabelle 3.4 aufgeführ-
ten bestimmten numerischen Parameter a1 und a2 sind im Wesentli-
chen unabhängig von dem effektiven Krümmungsradius Rc/`.
Mit dem kissenförmigen Substrat lässt sich also die Adsorption im
steifen Limes Lp  Rc deutlich besser beeinflussen, als dies für das
Wellblech möglich ist, bei dem es nur ein begrenztes Persistenzlängen-
fenster zur Steuerung der kritischen Potentialstärke gibt.
3.5 Zusammenfassung und Ausblick
Mit Hilfe von analytischen Argumenten und MC-Simulationen ist der
Adsorptionsübergang von semiflexiblen Polymeren an ebenen und ge-
krümmten Substraten untersucht worden. Die kritische Potentialstärke
ergibt sich aus dem Zusammenspiel der beteiligten Längenskalen
• der Persistenzlänge Lp,
• der Reichweite ` des attraktiven Adsorptionspotential und
• des charakteristischen Krümmungsradius des Substrats R.
Für ein planares Substrat R→∞ ist Adsorption unterdrückt, wenn
die Persistenzlänge und die Potentialreichweite in etwa gleich groß
sind Lp ∼ `, das heißt die kritische Potentialstärke zeigt ein Maximum
in Abhängigkeit der Biegesteifigkeit. Der Übergang vom flexiblen zum
steifen Regime lässt sich mit den zwei vorgestellten Interpolationsfunk-
tionen (3.16) und (3.18) quantitativ gut beschreiben.
Für ein kugelförmiges Substrat mit Radius Rs und steife Ketten
dominiert die zusätzliche Biegeenergie, die benötigt wird die Kette um
die Kugel zu biegen. Dies resultiert in einer optimal klebrigen Kugel für
Lp/` ∼ (Rs/`)3/2 (Gl. (3.25)), was sich in einem lokalen Minimum der
kritischen Potentialstärke zeigt (Abb. 3.20).
Ein Wellblech aus Zylindern mit Radius Rw zeigt keine großen Ab-
weichungen zu der Adsorption an einem ebenen Substrat, da sich das
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Polymer entlang der Zylinder orientiert, um Biegung zu vermeiden.
Daher ist es so nicht möglich die Adsorption durch die Substratgeome-
trie zu steuern. Wird die Kette allerdings auf die Ebene senkrecht zu
den Zylindern eingeschränkt, gibt es einen zusätzlichen Übergang von
kugelartiger Adsorption mit einem Minimum in der kritischen Poten-
tialstärke zu unvollständiger Adsorption, bei denen das Polymer nur
auf Spitzen des zweidimensionalen Wellblechs adsorbiert. Dies passiert
für genügend steife Ketten Lp/` (Rw/`)3/2 (Gl. (3.28)), bei dem die
Persistenzlänge deutlich länger ist als für das Auftreten des Minimums
bei der Adsorption an einem Kreis. In dem Persistenzlängenbereich
1 . Lp/` . (Rw/`)3/2 ist es möglich die Adsorptionsstärke durch die
Substratkrümmung zu steuern, wobei es wie bei der Kugeladsorption
einen optimal klebrigen Substratradius Rw gibt, wenn die Bedingung
Lp/` ∼ (Rw/`)3/2 (Gleichung (3.25)) erfüllt ist.
Bei dem vorgestellten kissenförmigen Substrat ist es möglich, die
Adsorption auch in drei Dimensionen durch die Adsorptionsgeome-
trie zu beeinflussen. Das kissenförmige Substrat besteht aus Einhei-
ten, die auf einem quadratischen Gitter angeordnet sind. Die Sub-
stratkrümmung auf den Gitterlinien verschwindet lokal, was zur Ver-
meidung von Biegung für steife Polymere dient. Allerdings wird die
Kette eingeschränkt, da es durch die Gitterpunkte gehen muss und so
entropische Kosten verursacht. Für genügend hohe Persistenzlängen
Lp  Rc führt das zu einem Anstieg der kritischen Potentialstärke,
welcher durch die Gitterkonstante, beziehungsweise die inverse Sub-
stratskrümmung Rc bestimmt wird. Anders als beim zweidimensiona-
len Wellblech lässt sich so die Adsorption auch für sehr steife Ketten
steuern.
Es ist anzunehmen, dass auch andere, eventuell unregelmäßiger
gekrümmte Oberflächen durch geeignete Verhältnisse der Substrat-
krümmung, der Persistenzlänge und der Potentialreichweite klebrige
und eher abstoßende Regionen zeigen. Die hier vorgestellten Ergeb-
nisse zeigen jedenfalls, dass nicht nur Fluktuationen senkrecht zu lo-
kal flachen Gebieten wichtig sind, sondern auch die Umgebung und
Krümmung von lokal flachen Linien bervozugter Adsorption.
3.5.1 Vergleich zu Experimenten
In realen Systemen kann das anziehende Potential zum Beispiel durch
abgeschirmte elektrostatische Wechselwirkungen zwischen einem Po-
lyelektrolyt und einer geladenen Oberfläche hervorgerufen werden.
Die Potentialreichweite ist dann durch die Debye-Hückel-Länge `DH ∼
(8pi`Bc)−1/2 gegeben, wobei `B = e24piε0εkBT die Bjerrum-Länge52 ist52 Die elektrostatische Energie zweier
Elementarladungungen e im Abstand ei-
ner Bjerrum-Länge entspricht der ther-
mischen Energie.
und c die Konzentration einfach geladener Gegenionen.
Ist das Polymer mit einer Linienladungsdichte τ und die Oberflä-
che mit einer entgegengesetzten Oberflächenladungsdichte σ versehen,
dann ist der Energiegewinn pro Länge βg ∼ στlB`DH.
Für die Komplexation oder Adsorption gibt es reichlich experimen-
telle Daten. Die Adsorption wird hierbei durch die kritische Oberflä-
chenladung σc bewirkt, welche eine Abhängigkeit von der Abschir-
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mungslänge σc ∝ `−aDH mit einem charakteristischen Exponenten a
hat.[197, 198] Nach den Gleichungen (3.10) und (3.13) gilt dann
βgc` ≡ σc`2DH ∼
(Lp/`)−
1
3 für Lp  `
Lp/` für Lp  `
.
Die Persistenzlänge eines Polyelektrolyts besteht aus einem mecha-
nischen und einem elektrostatischen Anteil, der durch die elektrosta-
tische Abstoßung erzeugt wird Lp = Lp,mech + lBτ2`2DH/4.[150, 199]
Je nachdem, ob der mechanische oder der elektrostatische Anteil do-
miniert, lassen sich für die Adsorption an einem ebenen Substrat vier









Zu den experimentellen Daten[198] passt am besten der Exponent
a = 1, welcher zu einer elektrostatisch dominierten Persistenzlänge
und dem flexiblen Limes für die Adsorption an einem flachen Sub-
strat gehört. Zwar adsorbieren dort Polyelektrolyte an Proteinen und
Mizellen, jedoch ist die mechanische Persistenzlänge der verwendeten
Polyelektrolyte sehr klein und die Proteine deutlich größer.53
53 Für die Adsorption von steifen Poly-
elektrolyten an gekrümmten, kugelför-
migen Substraten wäre die nötige Kor-
rektur gemäß Gleichung (3.24) σc ∝
κ˜0(Lp/`), bzw für elektrostatisch do-
minierte Persistenzlänge σc ∝ κ˜−1 (al-
so a=− 1) oder mechanisch dominierte
Persistenzlänge σc ∝ κ˜ (also a=1).
Diese Einordnung erklärt auch sich widersprechende Ergebnisse frü-
herer Arbeiten. Simulationen adsorbierter, semiflexibler Polymere[175,
176] haben eine fallende kritische Potentialstärke mit steigender Bie-
gesteifigkeit gefunden. Diese Simulationen haben im steifen Limes
stattgefunden, bei dem die Persistenzlänge deutlich größer ist als die
Potentialreichweite. Andererseits haben Simulationen von adsorbieren-
den Polyelektrolyten[22] eine steigende kritische Potentialstärke mit
steigender elektrostatischer Persistenzlänge gefunden, wobei diese im
flexiblen Regime mit kleiner elektrostatischer Persistenzlänge simuliert
wurden.
Aufgrund der immer weiter verbesserten experimentellen Messme-
thoden, die die mögliche Auflösung zu immer kleineren Skalen ver-
schiebt, kann man einzelne, mittels Verarmungswechselwirkung ad-
sorbierte Aktin-Filamente in drei Dimensionen vermessen und mit
Simulationen zu vergleichen. In einer Arbeit von Welch et al.[200] sind
der steife Limes und die Effekte der endlichen Kettenlänge in diesem
Regime untersucht worden, wobei die Ergebnisse recht gut mit Glei-
chung (3.13) übereinstimmen.















Abbildung 3.25: Vergleich der mittleren
quadratischen Abstände zweier Beads
einer selbstvermeidenen Kette (SAW),
die mit Hilfe einer Kette aus harten Ku-
geln modelliert ist und einer idealen
Kette (RW). Die harten Kugeln bewir-
ken ein Aufquellen der Kette. Es gibt
Abweichungen des SAW vom theore-
tisch erwartetet Monom ∼ n1.176 bei
kleinen und großen n. Die harten Kugel
erzeugen durch den Ausschluß von klei-
nen Bondwinkel eine effektive Steifig-
keit, die die Abweichungen bei kleinen
n erklären könnten. Die Abweichung
bei großen n könnte durch Selbstwech-
selwirkung mit einem periodischen Bild
oder einfach zu kurzer Messzeit entstan-
den sein.
In diesem Kapitel sind Effekte durch Selbstvermeidung ignoriert wor-
den. Solange die Kette hinreichend steif und kurz ist, sollte dieses
Vorgehen auch eine sehr gute Näherung sein. Für Ketten im flexiblen
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Abbildung 3.26: Modellierung der Selbst-
vermeidung im kontinuierlichen Raum
durch harte Kugeln. Auf einem Git-
ter wird häufig das Bond-Fluktuation-
Modell verwendet, wenn Selbstvermei-
dung wichtig wird.
Das ausgeschlossene Volumen bewirkt eine bezüglich der chemi-
schen Distanz langreichweitige Wechselwirkung der Kette und daher
ist der mittlere quadratische End-zu-End-Vektor einer selbstvermei-
denden Kette 〈R2〉(N) ∼ N2ν mit ν ≈ 3/(2+ D) nicht mehr der eines
idealen Polymers (Abb. 3.25). Im flexiblen Limes sollte die kritische
Potentialstärke also eher wie gc ∼ kBT(Lp/`)5/3 gehen. 54 Daher bleibt
54 Dieses Ergebnis gilt nur für D ≤ 4.
D = 4 ist die kritische Dimension, ab
der die fraktale Dimension des selbst-
vermeidenen Walks gleich zwei und da-
mit wieder ideal ist und 〈R2〉(N) ∼ N
gilt.[17]
die kritische Potentialstärke eine steigende Funktion der Biegesteifigkeit
und diese Funktion sollte nach wie vor ein Maximum zeigen. Das be-
deutet, dass Selbstvermeidung für die zentrale Aussage dieses Kapitels
keine Rolle spielt.
Eine Möglichkeit, Selbstvermeidung zu modellieren, ist eine geeig-
nete abstoßende Intra-Polymer-Wechselwirkung zu verwenden. Oft
wird hierbei jedes Bead durch eine harte Kugel mit einem Durchmes-
ser σ ersetzt. Für eine attraktive Wechelwirkung zwischen Ketten, kann
der harten Kugel ein Kastenpotential vorgelagert werden (Abb. 3.26).





Abbildung 4.1: N=63 harte Scheiben
in D=2 bei einer Flächenbelegung
η≈0.773.
In diesem Kapitel wird die Physik harter Kugeln in zwei beziehungs-
weise drei Dimensionen diskutiert.[201] Das Hartkugelgas ist ein gut
erforschtes1 System und kann als einfachstes Modell einer realen2
1 Nach wie vor wird an diesem Themen-
komplex gearbeitet. 2016 ist der Gustav-
Hertz-Preis der Deutschen Physikali-
schen Gesellschaft an Dr. Peter Keim für
die Beobachtung der Langzeitdynamik
in zweidimensionalen, kolloidalen Mo-
dellsysteme verliehen worden.[202]
2 Das ideale Gas zeigt keinen Phasen-
übergang und bleibt unabhängig von
den äußeren Bedingungen immer gas-
förmig.
Flüssigkeit gesehen werden. Die Hartkugelabstoßung ist weiterhin ein
einfaches Modell für sterische Abstoßung, welches insbesondere mit
dem EC-Algorithmus gut zu simulieren ist. Durch das ausgeschlosse-
ne Volumen der harten Kugeln kann das System kristallisieren und es
gibt einen Übergang von der flüssigen3 zu einer festen Phase.
3 Beim Hartkugelgas ist es prinzipiell
nicht möglich zwischen gasförmiger
und flüssiger Ordnung zu unterschei-
den. Traditionell wird die Phase aber als
flüssig bezeichnet.
Das Hartkugelgas besteht aus N harten Scheiben oder Kugeln mit
einem Durchmesser σ in einem quadratischen/kubischen Simulations-
volumen L× L(×L) und wird hier mit periodischen Randbedingungen
simuliert (Eine Beispielkonfiguration für D=2 ist in Abb. 4.1 gezeigt).
Der einzige Kontrollparameter ist die Partikeldichte ρ = N/LD, bezie-
hungsweise die Flächen(Volumen-)belegung
η =
(σ/2)2piN/L2 = pi/4 σ2ρ für D = 24/3(σ/2)3piN/L3 = pi/6 σ3ρ für D = 3 ,
was es zu einem athermalen4, rein entropischen System macht. Dies be-
4 Die Temperatur skaliert nur die Ge-
schwindigkeiten, die jedoch keinen Ein-
fluss auf die Eigenschaften des Systems
haben.
deutet auch, dass rein geometrische Eigenschaften eine zentrale Rolle
bei der Untersuchung solcher Systeme spielen.[203]
4.1 Harte Scheiben in zwei Dimensionen
In diesem Abschnitt wird anhand des Hartscheibengases gezeigt, wie
man den Event-Chain-Algorithmus effizient parallelisieren kann, ohne
mit der Auswahl der zu bewegenden Kugeln das lokale Gleichgewicht
zu stören. Die Korrektheit des Algorithmus lässt sich gut an dem
Phasenübergang des Systems überprüfen, da dieser sehr empfindlich
auf mögliche Verletzungen des detaillierten Gleichgewichts reagiert.
Der Performanzgewinn durch die Parallelisierung wird hinsichtlich
der freien Simulationsparameter analysiert und eine Abschätzung für
die optimale Einstellung angegeben.
Im zweidimensionalen Fall ist das System für η < ηhex ≈ 0.7 in
einer ungeordneten, flüssigen Phase. Für ηhex < η < ηkrist ≈ 0.72
besteht eine Phasenkoexistenz aus einer hexatischen5 und flüssigen
5 Die hexatische Phase zeichnet sich
durch eine quasi-langreichweitige Kor-
relation der Orientierung aus.Phase. Für große Dichten ηkrist < η < ηhcp = pi/
√
12 ≈ 0.9069 ist
das System quasi-geordnet,[38, 39] wobei die hexatische Phase in der
Nähe von ηkrist kontinuierlich in die quasi-geordnete Phase übergeht.
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Hierbei bezeichnet ηhcp die dichteste mögliche Scheibenpackung.[204]
4.1.1 Experimentelle Realisation
Abbildung 4.2: Aufnahme des Ivanhoe
Reservoirs in Los Angeles bedeckt mit
400000 schwarzen, hohlen Plastikbällen.
Zur Abschirmung eines Trinkwasser-Reservoirs vor Sonneneinstrah-
lung wurde die Oberfläche des Sees mit 400.000 schwarzen, hohlen
Plastikbällen bedeckt (Abb. 4.2). Dies lässt sich als Beispiel für ein Hart-
kugelgas aus dem alltäglichen Leben6 sehen. Die Wechselwirkung der
6 Ein Billard-Spiel ist wohl die vergnüg-
lichste Version des Hartscheibengases.
Bälle sollte in erster Ordnung durch die sterische Abstoßung der Pla-
stikkugeln gegeben sein und ist damit ebenfalls eine Realisation des
Hartscheibengases. Da die Bälle auf einer dynamischen Wasserober-
fläche schwimmen, ist die reale Situation deutlich komplizierter. So
werden die Bälle auch indirekt, hydrodynamisch wechselwirken.
Für die experimentelle Untersuchung von Kolloid-Systemen gibt es
eine Vielzahl von Realisationen.[205, 206] Die Schwierigkeit besteht
meist in der effektiven Abschirmung der unvermeidlichen Wechselwir-
kungen abseits des ausgeschlossenen Volumens. Hier sei die Wechsel-
wirkung von (induzierten) Dipolen, Ursache der van-der-Waals-Kräfte
erwähnt, die selbst bei unpolaren Teilchen auftritt. Selbst der Einfluss
der Erdgravitation kann zu einem Problem werden.[207] Weiterhin
muss die Polydispersität der Kolloide klein gehalten werden, da je
nach Grad der Polydispersität der Kristallisationsübergang ganz un-
terdrückt wird.[122]
Das Paradebeispiel eines experimentellen Kolloid-Systems[41], das
gut durch harte Kugeln beschrieben werden kann, sind Polymethyl-
methacrylat-(PMMA)-Kugeln, die mit einer dünnen Schicht aus Po-
lymeren überzogen werden, um kurzreichweitige, attraktive Wechsel-
wirkungen entropisch zu unterdrücken. Damit sich die Partikel nicht
absetzen und durch Gravitation sedimentieren, werden die PMMA-
Kugeln in eine Lösung mit höherer Dichte gebracht. Indem der Bre-
chungsindex des Lösungsmittels auf den der Kugeln eingestellt wird,
lassen sich zusätzlich die van-der-Waals-Kräfte praktisch eliminieren,
so dass nur die sterische Wechselwirkung des Systems bleibt.
4.1.2 Der Schmelzübergang in zwei Dimensionen
Das Schmelzen in zwei Dimensionen ist ein faszinierendes Beispiel ei-
nes klassischen Phasenübergangs, welches in der einfachsten Form an
einem System harter undurchdringbarer Scheiben beobachtet werden
kann. Das Hartscheiben-System ist der Inbegriff eines Systems, das
einfach zu beschreiben ist, schnell (in naiver Form) implementiert und
simuliert werden kann, jedoch analytisch schwer zu behandeln ist. Seit
das System Anfang der 1950er Jahre von Metropolis et al. [2] simuliert
wurde, ist es Gegenstand aktueller Simulationen und Arbeiten.
Über die Natur des zweidimensionalen Schmelz-Übergangs wurde
eine jahrzehntelange Debatte geführt.7 Anfang der 1960er wies eine7 Für eine ausführlichere Diskussion sei
auf die Zusammenfassung von Katheri-
ne Strandburg [31] verwiesen.
Monte-Carlo Simulation von Alder et al.[32] auf einen diskontinuierli-
















im Koexistenzgebiet η=0.7 . . . 0.714. Die
Kugeln haben einen reduzierten Durch-
messer von 0.8σ und sind nach ihrer Ko-
ordinationszahl eingefärbt (6: grün, 5:
orange und >7: blau). Die Verbindun-
gen zwischen den Kugeln stellen die
Delauney-Triangulation (4.1.3) dar. Eine
Dislokation besteht aus einem orange-
blauen Kugelpaar und Disklinationen
sind einzelne nicht-grüne Kugeln. Der
Hintergrund besteht aus den Voronoi-
Zellen die nach dem hexatischen Ord-
nungsparameter |Ψk |2 (4.2) eingefärbt
sind (rot =0, grün =0.5 und blau =1;
je höher, desto ähnlicher einem regelmä-
ßigen Sechseck). Die Hilfslinien sollen
thermische Fluktuationen ausgleichen.
Neben gebundenen Dislokationen (A)
treten auch verschmolzene Dislokationen
auf, bei denen die dunkelblaue Kugel
die Koordinationszahl 8 hat (B). Ist eine
Dislokation halb entbunden, liegen zwei
Gitterebenen zwischen den eingefügten
Halbebenen, die an den orangenen Ku-
geln beginnen (C). Auch drei gebunde-
ne Dislokationen sind möglich, solange
der Burgers-Vektor8 verschwindet. (D).
Mit periodischen Randbedingungen ent-
stehen freie Dislokationen immer durch
Entbindung gebundener Dislokationen
(E). Eine freie Dislokation wird durch
den in rot eingezeichneten Burgers-
Vektor charakterisiert. (F). Umschließt
man zwei ehemals gebundene Disloka-
tionen (H), verschwindet der Burgers-
Vektor (G).
Eine freie Dislokation kann in zwei
Disklinationen zerfallen (I,J). Entbinden
die Disklinationen einer freien Dislo-
kation, wird die Orientierungsordnung
des Gitters gestört, was durch die ro-
ten Gittervektoren angedeutet werden
soll (K). Nach der HNY-Theorie sind
freie Disklinationen für den Übergang
hexatisch-flüssig verantwortlich. Jedoch
zeigen die Bilder (J, L N) eher Berei-
che mit Häufungen von Disklinationen,
die nach dem Entbinden nur wenige
σ voneinander getrennt sind. Freie, iso-
lierte Disklinationen sind eher selten
anzutreffen (O). Quinn und Goree[209]
machen Ketten von Disklinationen im
Abstand von wenigen Kugeldurchmes-
sern (L) für den Verlust der Orientie-
rungsordnung verantwortlich. Experi-
mente und Simulationen zeigen, dass
sich künstlich in das System eingebrach-
te Defekte zu linienartigen Strukturen
verbinden.[210]
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dass zweidimensionale Teilchensysteme mit kurzreichweitiger Wechsel-
wirkung auf Grund thermischer Fluktuationen9 keine langreichweiti-8 Der Burgers-Vektor wird ermittelt,
indem man die Nächste-Nachbarn-
Vektoren bei einem Umlauf um eine Dis-
lokation herum aufsummiert, aber statt
der tatsächlichen Verbindungsvektoren
die des virtuellen perfekten Kristalls ver-
wendet. Bei einer perfekten Stufenver-
setzung (engl. edge dislocation) ist die-
ser senkrecht zur eingeschobenen Halb-
ebene und bei einer Schraubenverset-
zung parallel zum Gitterdefekt.
9 Gitterschwingungen mit niedriger
Energie bzw. großer Wellenlänge
sorgen dafür, dass der mittlere Abstand
eines Atoms von seiner Gleichgewichts-
Gitterposition logarithmisch mit der
Systemgröße wächst und eine echte
langreichweitige Ordnung unmög-
lich macht. In zweidimensionalen
Systemen kann es daher nur qua-
si-langreichweitige Ordnung geben,
die durch algebraisch abfallende
Korrelationen charakterisiert ist. Die
Konsequenz daraus ist direkt sichtbar,
wenn man zum Beispiel die Beispiel-
konfigurationen in den Abb. 4.3 und
Abb. 4.25 vergleicht.
ge positionelle Ordnung ausbilden können. Solche Systeme zeigen bei
niedrigen Temperaturen (bzw. hoher Dichte bei athermalen Systemen
wie dem Hartkugelgas) nur quasi-langreichweitige Ordnung mit al-
gebraisch abfallenden positionellen Korrelationen. In den 1970ern ist
die KTHNY-Theorie (benannt nach Kosterlitz, Thouless, Halperin, Nel-
son und Young)[33–35] entwickelt worden, die ein Defekt-vermitteltes
Schmelzen mit zwei kontinuierlichen Übergängen vorschlägt.10 Ohne
10 Für eine ausführliche Diskussion sei
auf Gasser et al.[36] verwiesen.
die umliegende Gitterstruktur zu stören, können spontan gebunde-
ne Dislokationen bzw. Versetzungen entstehen. Gebundene Disloka-
tionen (Quartett aus 2 orange/blauen Kugeln) in D = 2 lassen sich
durch das Einfügen zweier zusätzlicher Gitterlinien erzeugen, die je
eine Versetzung des Gitters zur Folge haben (Abb. 4.3(A)). Diese topo-
logischen Punktdefekte entbinden und zerstören so die positionielle
Quasi-Ordnung. Ein quasi-geordneter Festkörper geht so über in ein
System, das weiterhin orientierungsgeordnet bleibt. Dies wird als hexa-
tische Phase bezeichnet. Jede freie Dislokation besteht aus gebundenen
Disklinationen, die durch Entbindung auch die Orientierungsordnung
aufheben und das System wird flüssig. Der hexatisch-flüssig Übergang
im HNY-Szenario schließt jedoch keinen diskontinuierlichen Übergang
aus, der stattfindet auch wenn die feste Phase bezüglich der sponta-
nen Entbindung von Dislokationen noch stabil wäre.[37] Auch werden
nur topologische Defekte erster Ordnung betrachtet.[211] In Abbil-
dung 4.3(D) sieht man beispielsweise drei gebundene Dislokationen,
die spontan entstehen können – der Burgers-Vektor verschwindet.
Mitte der 1990er wiesen Simulationen von Bladon und Frenkel[37]
und Experimente von Marcus und Rice[42] auf einen thermodyna-
mischen, diskontinuierlichen Übergang hin, der stattfindet, bevor die
hexatische Phase durch das Entbinden von Dislokationen mechanisch
instabil wird. Die hexatische Phase wird also schon bei höheren Dich-
ten thermisch instabil und der kontinuierliche HNY-Übergang wird
verdeckt.11 Mit dem Event-Chain-Algorithmus ist dieses Bild durch
11 Für weichere Scheiben mit einer
vom Paarabstand r abhängigen Absto-
ßung r−n mit n ≤ 6 ist das Sze-
nario nach HNY, das heißt ein kon-
tinuierlicher Übergang von der flüssi-
gen in die geordnete Phase, mit Hilfe
des erweiterten EC-Algorithmus gefun-
den worden.[212] In Übereinstimmung
damit zeigen Kolloide mit repulsiver
Dipol-Dipol-Wechselwirkung ebenfalls
einen kontinuierlichen Übergang.[213]
großskalige Simulationen mit hoher Präzision bestätigt worden. Ein
zweidimensionales Hartkugelgas kristallisiert mit einem schwachen
diskontinuierlichen Übergang von der flüssigen in die hexatischen Pha-
se, wobei sich Phasenkoexistenz (Abb. 4.7) ausbildet und der Druck
in Abhängigkeit der Flächenbelegung η eine charakteristische Mayer-
Wood-Schleife zeigt.[38, 214] Eine entsprechende Schleife ist beim
Übergang von der hexatischen zur quasi-festen Phase (bisher) nicht
beobachtet worden, was für einen kontinuierlichen Übergang (nach
dem KT-Szenario) spricht. Diese Ergebnisse sind durch andere aktuelle
MC-Simulationen bestätigt worden, bei denen der Local-Displacement-
Move massiv parallelisiert wurde, um das System zu äquilibrieren.[39]
Im Folgenden wird die Parallelisierung des EC-Algorithmus an-
hand des flüssig-hexatisch Übergangs getestet,[39, 40] wobei die Fehler-
freiheit über die Zustandsgleichung und die Effektivität mit Hilfe der
Autokorrelationszeit des hexatischen Ordnungsparameters bestimmt
wird.
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Abbildung 4.4: Zeitlicher Verlauf (3.6 ·
106 Sweeps) des hexatischen Ordnungs-
parameters Ψ (Gl. (4.1)). Durch einen
Zoom ist der zeitliche Verlauf erkennbar,
wobei die Zeit durch die Farbe kodiert
ist. Das System ist mit N=1282 Kugeln
bei η=0.71 simuliert worden.
Die hexatische Phase ist durch einen nicht-verschwindenen, scharf
verteilten Wert des Bond-Orientierungs-Parameters12 (Abb. 4.4, 4.5)
12 Für eine Übersicht weiterer möglicher



















Abbildung 4.5: Verteilung des hexati-
schen Ordnungsparameters für N=1282
Kugeln bei η=0.71. Die schwarz-gelbe
Kurve zeigt zum Vergleich eine Gauß-
verteilung und soll die Schiefe der Ver-
teilung verdeutlichen.
gekennzeichnet, wobei die erste Summation über alle N Scheiben und
die zweite über alle nk Nachbarn der k-ten Scheibe läuft. Der Winkel
ϕk,l wird vom Differenzvektor rk− rl zwischen den Partikeln und einer
beliebigen Refenzachse (hier wird die x-Achse des Systems verwendet,
welche die globale Phase einstellt) aufgespannt.
Delauney-Triangulation
Für die Bestimmung von Ψ wird eine (robuste) Definition der näch-
sten Nachbarn benötigt. Eine Möglichkeit die nächsten Nachbarn zu
einer Scheibe festzulegen, ist die Delauney-Triangulation.[215]
Eine Voronoi-Zelle ist der allgemeine Fall der Wigner-Seitz-Zelle.
Diese lässt sich gedanklich einfach konstruktieren, in dem man eine
Kugel i mit jeder anderen verbindet. Die Mittelebenen, die durch die
Verbindungslinien gegeben sind, definieren nun einen inneren Raum,
die Voronoi- oder Wigner-Seitz-Zelle. Jeder Punkt in diesem Raum
ist nun der gewählten Kugel i näher als jeder anderen Kugel im Sy-
stem. Damit lässt sich über das Voronoi-Diagramm jedem Teilchen i
ein Volumen vi beziehungweise eine lokale Volumenbelegung ηi zu-
weisen. Für die Ränder der Voronoi-Zelle gilt nach Konstruktion, dass
es mindestens zwei Kugeln gibt, die gleich weit entfernt sind. Diese
Voronoi-Zellflächen geben mit ihrer Fläche/Länge an, wie weit die
zugehörigen Kugeln voneinander entfernt sind und die Orientierung
(gegeben durch das duale Gitter, der Delauney-Triangulation) lässt






α+ γ > pi
B C
⇒ β+ δ < pi
Abbildung 4.6: Grafische Darstellung
des Flip-Algorithmus zur Erstellung ei-
ner Delauney-Triangulation in zwei Di-
mensionen. Gestartet wird mit einer be-
liebigen Triangulation ohne sich schnei-
dende Kanten. Ist die Winkelsumme
der äußeren Winkel α und γ für ein
Paar Dreiecke (hier ein rotes und ein
blaues Dreieck,(A)) mit einer gemein-
samen Kante größer als α + γ > pi,
ist die Delauney-Bedingung verletzt (B).
Flippt man nun die gemeinsame Kan-
te, erfüllen die so enstandenen Drei-
ecke die Umkreisbedingung. So wird
auch immer die größte Winkelsumme
max(α+ γ,β+ δ) aufgeteilt, so dass der
kleinste Winkel maximal ist. Der Mit-
telpunkt eines Umkreises ist ein Ver-
tex des Voronoi-Polyhedrons (C). Da
sich benachbarte Dreiecke so auch wie-
der ändern, muss diese Prozedur im
schlechtesten Fall für jedes Dreieck er-
neut durchgeführt werden und der Flip-
Algorithmus hat bei n Dreiecken die
Komplexizität O(n2).
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Jede Mittelebene, die nicht zur Begrenzung der Voronoi-Zelle bei-
trägt, wird nun vernachlässigt. Dann sind die Verbindungslinien, die
zu den verbliebenen Mittelebenen gehören, die gesuchte Delauney-
Triangulation, die jeder Kugel i eine Menge an Differenzvektoren {rij}
mit 1 ≤ j ≤ Nij zu den Nij nächsten Nachbarn zuweist. Damit ist die
Delauney-Triangulation der duale Graph des Voronoi-Diagramms.
In Abbildung 4.6 wird der Flip-Algorithmus zum Erstellen einer
Delauney-Triangulation skizziert. Obwohl es effektivere Algorithmen1313 Für die tatsächliche Implementati-
on ist die Computational Geome-
try Algorithms Library (CGAL) ver-
wendet worden.[216] Dabei werden
die Punkte inkrementell hinzugefügt
und mittels Flip wird die Delauney-
Bedingung sichergestellt. In optimierter
Form hat kann so eine Komplexizität
von O(nlogn) erreicht werden.[217]
gibt, lässt sich beim Flip-Algorithmus gut die Delauney-Bedingung
zeigen: der Umkreis eines jeden Dreiecks darf keine weiteren Vertices
beinhalten.
Die Delauney-Bedingung führt dazu, dass der kleinste Winkel eines
Dreiecks maximiert wird und die Delauney-Triangulation aus recht
gleichmäßigen Dreiecken besteht. Damit ist sie prädestiniert, hexago-
nale Ordnung zu finden. Bei der Delauney-Triangulation eines idea-
len, zweidimensionalen Gases, das heißt einer zufälligen, homogenen
Verteilung von Punkten auf der Ebene, hat jeder Vertex, bzw. jedes
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Abbildung 4.7: Der zeitliche Verlauf des
Winkels von Ψ zur x-Achse in Abhän-
gigkeit der Autokorrelationszeit τΨ. Die
Autokorrelationszeit ist die Skala, die
Ψ für einen Umlauf (Abb. 4.4) braucht.
Es sind N=1282 Scheiben bei einer
Flächenbelegung von η=0.71 simuliert
worden.
Die Bestimmung des hexatischen Ordnungsparameters Ψ ist rechen-
aufwendig, aber für die Beschreibung der zeitlichen Veränderung des
Systems sehr nützlich. Abbildung 4.7 zeigt die Phase von Ψ, das heißt
ϕ = arg(Ψ) in Abhängigkeit der Autokorrelationszeit τΨ, wobei der
Winkel ϕ ∈ [−∞ . . .∞] periodisch fortgesetzt werden kann und daher
nicht beschränkt ist.
Die mittlere Rotationsgeschwindigkeit von Ψ in der komplexen Ebe-
ne hängt nun von dem verwendeten Algorithmus ab und definiert mit
der mittleren Umlaufdauer eine Zeitskala τΨ, die das System braucht,
um zu dekorrelieren. Für eine quantitativere Definition dieser Zeitska-
la lässt sich diese mit der charakteristischen Zerfallszeit der Autokor-
relation von Ψ identifizieren
C(∆t) =
〈Ψ∗(t)Ψ(t + ∆t)〉
〈Ψ∗(t)Ψ(t)〉 ∼ exp (−∆t/τΨ) . (4.3)
Da der Winkel von Ψ frei rotieren können muss14, verschwindet das
14 Die willkürlich festgelegte x-Achse
legt die tatsächliche Phase von Ψ fest,
sollte jedoch keinen physikalischen Ein-
fluss haben.
mittlere 〈Ψ〉 = 0, was in der Definition in Gleichung (4.3) schon be-
rücksichtigt wurde.15
15 Für 〈Ψ〉 6= 0 muss man den
Zähler von Gl. (4.3) um den Term
−〈Ψ(t)〉〈Ψ(t + ∆t)〉 ergänzen. Die Bedingung 〈Ψ〉 = 0 eignet sich auch als Test, ob ein System
lange genug simuliert wurde oder genug Systeme verwendet wurden,
um eine verlässliche Messung durchzuführen.
Mit der Autokorrelationszeit τΨ lässt sich die Geschwindigkeit der
Simulation und die Effektivität des Samplings bestimmen. Für eine
präzise Verifikation der Simulation wird der Druck in Abhängigkeit
der Flächenbelegung η bestimmt. In der Nähe des Schmelzübergangs
ist der Druck extrem sensitiv auf Probleme und Fehler in einer Simu-
lation, so dass sich dieser für das Testen neuer Algorithmen anbietet.
Der Druck in einem Hartscheiben-System ist durch den Wert der
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Die Paarverteilungsfunktion lässt sich mit Hilfe eines Histogramms













Zur Extrapolation des Grenzwerts lim
r→σ+ g(r) wird die gleiche Prozedur
wie von Engel et al.[39] verwendet.16
16 Je nach Einteilung und Zuordnung
der Paarabstände – zum Beispiel d −
ri ≤ δr – in das Histogramm, kann es zu
Abweichungen in Größenordnung der
Binbreite δr von g(r) kommen. Jedoch
sind keine quantitativ anderen Ergebnis-
se berichtet worden.[39, 40]
4.1.4 Parallelisierte Event Chain
Abbildung 4.8: Behandlung der Event-
Chain durch die Einführung von unab-
hängigen Zellen. Würde eine Scheibe
die Zelle verlassen (rot) oder eine Schei-
be stoßen, die außerhalb der aktuellen
Zelle liegt (blau), dann wird die Event-
Chain reflektiert, so dass der Einfalls-
winkel gleich dem Ausfallswinkel ist.
Auf diese Weise werden keine zusätz-
lichen Ablehnungen des Moves erzeugt
und das detaillierte Gleichgewicht wird
nicht verletzt.
Wie bei der Parallelisierung des lokalen MC-Moves kann man die Si-
mulationsbox in n Blöcke mit je 2x2 quadratischen Zellen zerlegen,
wobei n die Anzahl der benutzten Threads ist. Für eine gleichmäßige
Auslastung aller Threads (engl. load balance) ist es ratsam, im zweidi-
mensionalen System eine Quadratzahl für n zu wählen. Ein MC-Sweep
kann dann für n parallele Threads folgendermaßen aufgebaut werden:
1. Verschiebe das Quadrat-Gitter (Abb. 2.7) der Zerlegung um einen
zufälligen Vektor.
2. Lege eine Reihenfolge der Zellen in jedem Block fest17 (in Abb. 2.7
17 Um das detaillierte Gleichgewicht zu
erfüllen, ist die Reihenfolge irrelevant,
in der man die Zellen abarbeitet.
zum Beispiel blau, gelb, grün, rot)
3. Erzeuge für jede Zelle eine Liste mit nm Startpunkten für die ECs.
In dieser Liste müssen Scheiben auch doppelt vorkommen können.
4. Starte für jeden der n Blöcke einen Thread.
5. Starte jeweils eine EC an jeder Scheibe in der Liste, beachte, dass die
Zelle von keiner Scheibe verlassen werden darf (Abb. 4.8). Während
eine Zelle bearbeitet wird, sind die Positionen aller anderen Partikel
eingefroren.
6. Warte bis alle Threads ihre Zelle abgearbeitet haben. (Synchronisa-
tion)
7. Gehe zur nächsten Zelle.
Detailliertes Gleichgewicht in parallelisierten Markow-Ketten
Bei dem parallelisierten EC-Algorithmus sind zwei Dinge beson-
ders zu beachten. Zunächst ist die Auswahl der nm Startpunkte der
Event-Chains per Zellenzerlegung entscheidend für die Gültigkeit des
detaillierten Gleichgewichts. Weiterhin wirkt sich das konkrete Verhal-
ten der Wechselwirkung von einer Event-Chain und den Zellwänden
und/oder Randbedingungen auf die Performanz des Algorithmus aus.
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Abbildung 4.9: Einfluss der Verteilung
der Startscheiben der Event-Chains
auf das detaillierte Gleichgewicht. Der
Übersicht halber ist ein eindimensiona-
les System mit zwei Scheiben gezeigt.
Ein MC Sweep – dargestellt in der obe-
ren Reihe – besteht dann aus zwei Event-
Chains (1, 2), wobei Event-Chain 1 an
der grünen Scheibe und Event-Chain 2
an der roten Scheibe startet. Der Start
einer Event-Chain wird durch eine rote
Korona gekennzeichnet. Der zugehöri-
ge inverse Sweep – untere Reihe – be-
steht aus den Event-Chains 3 und 4, wo-
bei beide an der roten Scheibe starten
müssen. Um das detaillierte Gleichge-
wicht zu gewährleisten, müssen beide
Sweeps mit der gleichen Wahrschein-
lichkeit vorgeschlagen werden. Daher
führen distinkte Startbeads zu falschen
Ergebnissen, da in diesem Fall der inver-
se Sweep nicht vorgeschlagen werden
kann.
Dazu muss angemerkt werden, dass eine Event-Chain die aktuelle
Zelle nicht verlassen darf, da ansonsten das detaillierte Gleichgewicht
und die Unabhängigkeit der Threads nicht gewährleistet wäre – siehe
auch Abschnitt 2.3.2. Daher muss ein Event-Chain-Schritt, bei dem die
aktive Scheibe die Zelle verlassen würde oder eine Scheibe getroffen
wird, die außerhalb der aktiven Zelle liegt, gesondert behandelt wer-
den. Wie in Abb. 4.8 gezeigt, scheint es in beiden Fällen sinnvoll, die
Event-Chain zu reflektieren, sei es an der Zellwand oder einer außerhalb
liegenden Scheibe. Auf diese Weise werden keine zusätzlichen Ableh-
nungen des Moves erzeugt und das detaillierte Gleichgewicht wird
nicht verletzt. Wird eine Streifendekomposition zusammen mit der xy-
Version der Event-Chain verwendet,[5] muss für die Parallelisierung
bei einem Zellkontakt die gesamte Event-Chain verworfen werden.
Diese Vorgehensweise sollte die Performanz und die Auslastung zwi-
schen den Threads verschlechtern. Allerdings sind Reflektionen bei der
xy-Version der Event-Chain wenig sinnvoll, da eine Event-Chain auf
sich selbst zurückgeworfen und zumindest teilweise selbst annihilieren
würde.
Das Erstellen der Liste für die nm Startpunkte der Event-Chains
ist ein subtiles Problem. Es scheint vorteilhaft, nm distinkte Startschei-
ben zu wählen –wie im MPMC Algorithmus – und damit eine ge-
mischte Liste zu erzeugen. Dies verspricht ein effektiveres Sampling,
da Event-Chains an der maximal möglichen Anzahl von unterschied-
lichen Beads gestartet werden. Jedoch verletzt dieses Vorgehen das
detaillierte Gleichgewicht auf der Ebene von Sweeps und führt zu
falschen Ergebnissen. Das Problem, welches sich bei der Wahl distink-
ter Startbeads ergibt, wird anhand eines eindimensionalen Systems
mit zwei Scheiben in Abb. 4.9 demonstriert. Die Verteilung der jeweils
letzten Scheiben einer Event-Chain ist nicht homogen.18 Betrachtet
18 Durch Dichte-Fluktuationen gibt es
Scheiben in dichteren und diluteren Ge-
bieten. Die mittlere, freie Weglänge ei-
ner Scheibe in einem diluten Gebiet ist
größer, so dass es wahrscheinlicher ist,
dass dort eine Event-Chain endet, in-
dem sie die Gesamtverschiebungslänge
` aufbraucht.
man einen MC-Sweep bestehend aus mehreren Event-Chains, müssen
die Menge der Startbeads und die der Endbeads keine Permutationen
voneinander sein. Daher verletzt eine Verteilung distinkter Startbeads
das detaillierte Gleichgewicht. Bei der Verwendung des traditionellen
Local-Displacement-Moves tritt dieses Problem nicht auf.
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Werden die Startpunkte mit Zurücklegen ausgewählt, das heißt jede
zur Startliste hinzugefügte Scheibe wird mit gleicher Wahrscheinlich-
keit von allen Scheiben in einer Zelle ausgewählt, dann ist das detaillier-
te Gleichgewicht auf der Ebene der einzelnen Moves gewährleistet.19 19 Im Limes nm→ 1 sind beide Metho-
den – mit oder ohne Zurücklegen – iden-
tisch. Der Unterschied zwischen beiden
wächst mit nm an (Abb. 4.11).
Für quantitative Aussagen lassen sich die Paarverteilungsfunktion
g(r) und der daraus berechenbare Druck P (Gl. (4.4)) für verschiedene
Anzahl an EC-Startpunkten nm bestimmen, wobei an jeder Scheibe
nur jeweils eine Event-Chain startet, also distinkte EC-Startscheiben
verwendet werden. Es werden verschiedene Varianten miteinander
verglichen; i.e Schachbrett- bzw. Streifendekomposition und ob bei
einem Konflikt mit der Zellenwand die Event-Chain abgelehnt oder
reflektiert wird.
Var. I: Streifendekomposition, Rejektion an Zellwänden und ` = 5σ
Var. II: Schachbrettzerlegung, Reflektion an Zellwänden und ` = 5σ




















Abbildung 4.10: Einfluss der Verlet-
zung des detaillierten Gleichgewichts
auf die Paarverteilungsfunktion g(r)
für verschiedene, inkorrekte Varianten
– Beschreibung im Text – des EC-
Algorithmus. Gezeigt wird die Diffe-
renz zur erwarteten, über eine seriel-
le Simulation mit Local-Displacement-
Move gemessenen Verteilung gRef. Zum
Vergleich ist die EC-Version (EC), deren
EC-Startpunkte mit Zurücklegen gene-
riert wurden, gezeigt, wobei diese na-
hezu identisch ist mit der Referenzmes-
sung.
Simulationsparameter: N = 2562 Schei-



















nm ECs per Sweep
Abbildung 4.11: Abweichungen des aus
g(r) bestimmten Drucks βPσ2 in Ab-
hängigkeit der Anzahl gestarteter Event-
Chains nm pro Sweep. Bei den verwen-
deten Simulationsparameter sind im
Mittel 4096 in einer Zelle, so dass für
den größten Wert von nm jede Scheibe
einmal pro Sweep als Startpunkt einer
Event-Chain dient. Für kleine nm kon-
vergieren alle Varianten gegen das Re-
ferenzergebnis, während man für nm=1
offensichtlich das korrekte Ergebnis er-
halten muss.
Simulationsparameter: N = 2562 Schei-
ben bei einer Flächenbelegung von η =
0.708.
Alle Varianten, bei denen Startpunktlisten mit distinkten Einträgen
und nm  1 verwendet werden, zeigen Abweichungen von dem er-
warteten Ergebnis. Die Paarverteilungsfunktion g(r) weicht für kleine
Abstände r ≈ σ deutlich in der funktionalen Form und im durch den
Limes limr→σ+ g(r) gegebenen Druck P vom Ergebnis einer Simulati-
on mit einem sequentiellen Local-Displacement-Move ab, welche als
Referenz genutzt wird (Abb. 4.10). Der Unterschied im Druck nimmt
mit steigendem nm deutlich zu, wie in Abb. 4.11 zu sehen ist.
Die Ergebnisse für Simulationen, bei denen die Liste durch die
Auswahl mit Zurücklegen erzeugt wird, sind für beliebige nm identisch
zu den Werten, die sich durch die Simulation mit Local-Displacement-
Move ergeben.
Die Abhängigkeit des Drucks und der Paarverteilungsfunktion von
algortihmischen Details – das heißt Wahl der Gesamtverschiebungs-
länge `, Reflektion oder Rejektion, Schachbrett- oder Streifendekom-
position – für die inkorrekten Algorithmen, also denen mit distinkten
EC-Startpunkten, scheint quantitativ schwer zu fassen zu sein. Die
Verteilung der Endscheiben einer jeden Event-Chain sollte jedoch eine
zentrale Rolle in dem Verständnis der Abweichungen einnehmen.
4.1.5 Phasendiagramm des Hartscheibengases
Für eine ausführlichere Verifikation des vorgeschlagenen parallelisier-
ten EC-Algorithmus wird das P-η Diagramm im Phasenkoexistenzge-
biet η = 0.698 . . . 0.718 mit den Ergebnissen von Krauth et al.[38] und
Engel et al. [39] in Abbildung 4.12 verglichen. Der sequentielle EC-
Algorithmus für harte Scheiben erlaubt eine effektivere Druckbestim-
mung (Gl. (2.6) als über die Paarverteilungsfunktion und Gleichung
(4.4). Für die hier vorgestellte Verifikation ist allerdings die Paarvertei-
lungsfunktion selbst von Interesse, so dass die Druckbestimmung auf
dem herkömmlichen Weg durchgeführt wurde.


































Abbildung 4.12: Das Phasendiagramm des Übergangs von flüssiger zu hexatischer Ordnung von N=2562 harten Scheiben ist in der
Mitte dargestellt. Der Vergleich zwischen MPMC, sequentiellem und parallelem EC-Algorithmus bestätigt die korrekte Funktionsweise
der Parallelisierung. Bis auf den Druck bei sehr hohen Dichten stimmen die Ergebnisse der Algorithmen gut überein. Zur Bestimmung
des Fehlers sind 30 unabhängige Simulationen ausgeführt worden. Zusätzlich ist Ψ(η) bestimmt worden.
Zur Visualisierung der Koexistenz von hexatischer und flüssiger Phase sind sechs Bespielkonfigurationen gezeigt. Der lokale, hexatische
Ordnungsparameter wird dabei auf den mittleren, globalen Parameter projiziert Ψ·〈Ψ〉 und durch Farbwerte kodiert (Alle Farben
haben im HSV-Farbraum den gleichen Helligkeits- und Sättigungswert). Dabei sind Bereiche mit Ψ·〈Ψ〉= ± 1 hexatisch geordnet
(blau und rot). Durch das Vorzeichen wird eines von zwei möglichen Gittervektorpaaren ausgewählt. Dabei bedeutet blau, dass diese
Gittervektoren häufiger vorkommen, als bei solchen, die rot eingefärbt sind. Jedoch indizieren beide Fälle eine hexatische Ordnung.
Bei Ψ·〈Ψ〉=0 ist die entsprechende Region flüssig (grün). Der Helligkeitswert stellt die lokale Flächenbelegung ηk dar, wobei für jeden
Punkt über einen Umkreis mit Radius 5σ gemittelt worden ist, so dass kurzreichweitige Dichtefluktuationen unterdrückt sind. Lokale
Dichte und Orientierungsordnung korrelieren.
Ein nahezu vollständig flüssiges System (A) zeigt eine Mischung der beiden konkurrierenden Orientierungsmöglichkeiten (rot/blau).
Mit steigender Flächenbelegung ändert sich der Anteil der einzelnen Phasen am Gesamtsystem, wobei sich auf Grund von Grenzflächen-
effekten erst eine hexatische Blase (B) bildet, die mit steigendem η zu einem Streifen wird (C). Steigt die Dichte weiter, erhält man einen
flüssigen Tropfen (D, E). In der Nähe der Flächenbelegung von η = 0.718 findet der Phasenübergang in die (quasi-)langreichweitige
Positionsordnung statt (F).
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Die hervorragende Übereinstimmung20 legt den Schluss nahe, dass 20 Es gibt Abweichungen für das sehr
dichte System bei η = 0.718. Für hö-
here Flächenbelegung nimmt die Au-
tokorrelationszeit stark zu und die
Abweichungen[38, 39] lassen sich wahr-
scheinlich mit längeren Laufzeiten, das
heißt besserer Statistik erklären.
der EC-Algorithmus auf diese Weise parallelisiert werden kann. Im
nächsten Abschnitt wird die Effizienz der Parallelisierung evaluiert.
4.1.6 Effizienzanalyse der Parallelisierung
Es gibt drei frei einstellbare Parameter für die parallele Simulation
nP Anzahl der benutzten Kerne, Grad der Parallelisierung,
nm Anzahl der Event-Chains pro Sweep,
` Gesamtverschiebungslänge einer Event-Chain,21 21 Der Einfluss von ` auf die Effektivität
der Parallelisierung ist unabhängig von
dem bekannten Zusammenhang mit der
Autokorrelationszeit im seriellen Algo-
rithmus. Letzteres beeinflusst die paral-
lele Simulation zusätzlich.
die die Effizienz bestimmen. Dabei wird als Effizienzmaß die Auto-
korrelationszeit τΨ des hexatischen Ordnungsparameter verwendet,
wobei diese in Wall-Time gemessen wird. Wie in Kapitel 2.1 diskutiert
wurde, sollte es möglich sein, dass τΨ ∼ n−1P reziprok mit der Anzahl
der Prozessoren geht und somit stark skaliert.
Die Anzahl gestarteter Event-Chains nm pro Zelle und damit pro
notwendiger Synchronisation zwischen den Threads, beeinflusst das
Verhältnis zwischen parallelem und sequentiellem Anteil der Simula-
tion. Werden mehr ECs gestartet oder beansprucht die Ausführung
einzelner Event-Chains mehr Zeit, indem man die Gesamtverschie-
bungslänge ` erhöht, dann ist auch das Verhältnis von parallel zu
seriell ausgeführtem Code größer. In Abb. 4.13(A) ist dies gut zu se-
hen.
Da das Gesamtsystem für die Parallelisierung in Subsysteme einge-
teilt wird, sollte nm nicht beliebig erhöht werden, da sonst effektiv nur
die Subsysteme gesampelt werden und Korrelationen über größere Di-
stanzen nicht aufgelöst werden können. Die Abbildung 4.13(B) zeigt,
dass große nm zu einem starken Anstieg der Autokorrelationszeit füh-
ren.
Als Minimalanforderung sollte jede Scheibe einmal pro Sweep be-
wegt werden, um effizient zu sampeln. Die mittlere Anzahl an Schei-
ben nEC, die eine Event-Chain verschiebt, hängt von der mittleren
freien Weglänge λ0 und der Gesamtverschiebungslänge ` ab
nEC = `/λ0 .
Abbildung 4.13: (A): Speed-Up gemessen
am Verhältnis der Events pro Sekunde
vom parallelen und seriellen Algorith-
mus. Der serielle Algorithmus schafft
≈ 3.6 · 106 Events pro Sekunde. Je mehr
Scheiben pro Sweep und Zelle bewegt
werden – im Mittel sind das nmnEC
Scheiben, desto größer ist τP gegen-
über τS (Abschnitt 2.1) und der Speed-
Up (hier gemessen in der reinen Erhö-
hung der Events pro Sekunde) steigt.
Bei nP = 4 Kernen wäre ein Speed-
Up von 4 wünschenswert. Ein Speed-Up
von 3.0 . . . 3.7 ist ab 100 bewegten Schei-
ben pro Sweep und Zelle erreichbar.
(B): Autokorrelationszeit τψ des paralle-
len EC-Algorithmus gemessen in Wall-
Time in Abhängigkeit der pro Zerle-
gung und Zelle gestarteten ECs pro Zel-
le. Bei nm ≈ 5 ist jede Scheibe im Mittel
einmal bewegt worden. Geht nm → ∞,
nimmt τΨ erwartungsgemäß stark zu.
Es wurden N = 642 Scheiben bei ei-
ner Flächenbelegung von η = 0.704 mit
nP = 4 Kernen/Blöcken á 2x2 Zellen
simuliert.
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Abbildung 4.14: Autokorrelationzeit (ge-
messen in Wall-Time) des parallelen EC-
Algorithmus in Abhängigkeit von `, wo-
bei die Anzahl an Events per Sweep
konstant gehalten wurde nmnEC=256
für N = 642 und η = 0.71 (entspricht
L = 67.3125σ). Für ` & 10λ0 ≈ 0.8 und
` ≈ (Lλ0)/(2
√
nσ) ≈ 1.35 nimmt die
Autokorrelationzeit ein Minimum an,
wie nach Gleichung (4.6) zu erwarten
war. Die Simulation ist auf nP = 4 Ker-
nen ausgeführt worden. Die Fehlerbal-
ken sind über ein Ensemblemittel von
















Die mittlere freie Weglänge λ0 lässt sich für hinreichend dichte Syste-
me mit λ0/σ ≈ (ηhcp − η)/2ηhcp abschätzen, wobei ηhcp = pi/(2
√
3)
die maximale Flächenbelegung ist. Dann sollte nmnEC gleich der mitt-
leren Anzahl an Scheiben in einer der 4n Zellen sein




damit jede Scheibe im Mittel einmal bewegt wird.
Das Verhältnis der Events pro Sekunde des parallelen zum seri-
ellen Algorithmus macht zwar keine Aussage über die Qualität des
Samplings, jedoch zeigt es eine obere Schranke für die Effektivität
der Parallelisierung an. Wie nach dem Abschnitt 2.3.2 zu erwarten,
nimmt der in diesem Sinne definierte Speed-Up mit der Zahl der pro
Sweep bewegten Scheiben ∼ nm`λ−10 zu, wie in Abb. 4.13 zu sehen ist.
Da die Auswahl der nm EC-Startpunkte seriell bestimmt wird, ist es
prinzipiell besser ` anstatt nm zu erhöhen.
Nun hängt schon die Performanz des seriellen EC-Algorithmus
stark von ` ab und nach Bernard und Krauth[4] sollte die Gesamtver-
schiebungslänge für eine optimale Simulation bei ` ∼ (10 . . . 103)λ0
liegen.22
22 Ist ` zu klein und geht gegen ` ≈ λ0,
dann geht der EC-Algorithmus in den
Local-Displacement-MC-Algorithmus
über, da im Mittel nur eine Scheibe
bewegt wird. Ist ` allerdings zu groß,
wird im Extremfall – bei periodischen
Randbedingungen – das ganze Sy-
stem translatiert, was wiederum sehr
ineffektiv ist. Weiterhin bestimmt `, wie häufig eine Scheibe von den Zellwänden
reflektiert wird. Es ist anzunehmen, dass jede Reflektion die Effektivi-
tät der Simulation verringert. Daher sollte τΨ(`) ein Minimum besitzen
bzw. die Simulation optimal parallelisiert sein, wenn die Länge einer
Event-Chain LEC ∼ σnEC in etwa der Länge einer Zelle LZ = L/(2
√
n)




Um diese Abschätzungen zu bestätigen, sind in Abb. 4.14 die Au-
tokorrelationszeiten für verschiedene ` und nm bei einer Flächenbele-
gung von η = 0.71 gezeigt. Bei dieser Dichte ist die freie Weglänge in
etwa λ0 ≈ 0.08σ.[4] Die Anzahl an EC-Startpunkten nm pro Sweeps




























Anzahl der Scheiben N
Abbildung 4.15: Autokorrelation-
zeit τΨ∼N4 in einem doppelt-
logarithmischen Plot für den parallelen
und den sequentiellen EC-Algorithmus
(gemessen in effektiven MC-Moves) in
Abhängigkeit der Anzahl an Scheiben
N bei konstanter Flächenbelegung
η = 0.71, Gesamtverschiebungslänge
` = 5σ und nm = 1. Für die größeren
Systeme N ≥ 1282 unterscheiden
sich die Autokorrelationzeiten kaum
zwischen dem parallelen und seriellen
Algorithmus. Das heißt wiederum, die
reine Erhöhung der Events pro Sekunde
(Abb. 4.13(A)) ist ein gutes Maß für für
die Effizienz der Parallelisierung.
im Mittel jede Scheibe einmal bewegt wird. In Abb. 4.14 sieht man
tatsächlich ein Minimum in der Autokorrelationszeit bei ` = 1.28σ,
was gut mit dem Kriterium (4.6) `opt ≈ 1.35 übereinstimmt.
Die Systemgröße L – bzw. N unter der Bedingung η = const – ist
zwar in dem Sinne23 kein freier Parameter, jedoch sollte auch deren 23 Durch Finite-Size-Effekte wird zum
Beispiel effektiv die Physik eines Sy-
stems geändert
Einfluss auf die Performanz der Parallelisierung untersucht werden.
In Abb. 4.15 wird daher das System vergrößert anstatt ` anzupassen.
Die Autokorrelationszeit ist dort in effektiven MC-Moves24 gemessen 24 Ein Event wird als 20 Local-
Displacement-Moves gezählt.[4]worden. Das hat den Vorteil, dass nur der Einfluss des Effekts der
Zerlegung und der Einführung der Zellen auf τψ in diese Messung
eingehen. Sind die Autokorrelationszeiten bei parallelem oder seriel-
lem Algorithmus identisch, ist schon der reine Zuwachs an Events pro
Sekunde (Abb. 4.13(A)) durch die Parallelisierung ein gutes Maß für
die Effizienzsteigerung.
Für genügend große Systeme ist ein Speed-Up von annähernd der
Anzahl der Kerne nP immer erreichbar. Mit der optimalen Wahl (4.6)
und der unteren Schranke der Gesamtverschiebungslänge `opt & 10λ0






Dies ist ein Grund dafür, den Event-Chain-Algorithmus nicht mas-
siv zu parallelisieren, da für nP  1 die Simulation selbst sehr groß
sein müsste, um die optimalen Parameter zu benutzen. Anders ausge-
drückt, ist die Skalierbarkeit nach dem Gesetz von Gustafson-Barsis
(Gl. (2.7)) beschränkt.
4.1.7 Zusammenfassung für das Hartscheibengas
In diesem Abschnitt ist ein mögliches Parallelisierungsschema für den
EC-Algorithmus vorgeschlagen und mit Hilfe von umfangreichen Si-
mulationen des Hartscheibengases getestet und eine ausführliche Effi-
zienzanalyse erstellt worden.
Für die Parallelisierung wird das System in Zellen zerteilt, die un-
abhängig voneinander behandelt werden können. Die Auswahl der
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EC-Startscheiben ist entscheidend für die Fehlerfreiheit des Algorith-
mus. Diese müssen mit Zurücklegen gezogen werden, so dass pro Sweep
auch zwei Event-Chains an einer Scheibe starten können.
Werden die Scheiben ohne Zurücklegen ausgewählt, führt das zu
einer falschen Paarverteilungsfunktion und somit zu einem falschen
Druck (Abb. 4.10). Der Grund ist eine Verletzung des detaillierten
Gleichgewichts auf der Ebene eines Sweeps. Dies lässt sich an einem
einfachen eindimensionalem System verstehen (Abb. 4.9).
Die Effizienzanalyse ergibt die optimale Wahl (4.6) der Gesamtver-
schiebungslänge ` und führt zu einem Kriterium (4.7) für den optima-
len Grad der Parallelisierung. Auf Grund der cluster-artigen Natur des
EC-Moves ist eine massive Parallelisierung nicht ratsam und der par-
allelisierte EC-Algorithmus eignet sich am besten für Mehrkern-CPUs
mit Shared-Memory-Architektur.
4.2 Harte Kugeln in drei Dimensionen
Abbildung 4.16: Schematisches Phasen-
diagramm des Hartkugelsystems in drei
Dimensionen. Die Beispielkonfiguratio-
nen zeigen – von links nach rechts – ein
flüssiges System, eines bei dem feste
und flüssige Phasen koexistieren und
ein festes System. Ist die Volumenbe-
legung groß genug η & 0.58 wird die
Dynamik des Systems so langsam, dass
ein Glas entsteht. Die amorphe Struk-
tur des Glases führt zu einer geringeren
maximalen Packungsdichte ηmrj ≈ 0.64,
bei der die Kugeln Stoß liegen, aber
keine geordnete Struktur bilden (engl.
maximally random jammed). Für η >
ηmrj müssen FCC-geordnete Bereiche auf











Der Schmelzübergang des Hartkugelgas in drei Dimensionen wird
vorbereitend für das nächste Kapitel vorgestellt. Dort wird eine dich-
te Polymerschmelze behandelt, deren Übergang mit dem des Hart-
kugelgases verglichen werden soll. Dazu werden verschiedene Ord-
nungsparameter gezeigt, mit denen dieser Übergang quantifiziert und
visualisiert werden kann.
Bei harten Kugeln in drei Dimensionen gibt es einen diskontinu-
ierlichen Phasenübergang von einer flüssigen zu einer festen Ord-
nung. Der Kristallisationspunkt liegt bei einer Volumenbelegung von
ηkrist ≈ 0.492 und der Schmelzpunkt bei ηschmelz ≈ 0.544, wobei der
Koexistenzdruck βP∗ρ ≈ 11.57 beträgt.[44–50]
Im kristallinen Zustand bildet sich ein kubisch flächenzentriertes
Gitter (engl. face centered cubic (FCC)) aus, das einen minimalen entro-
pischen Vorteil gegenüber der hexagonal dichtesten Kugelpackung
(engl. hexagonal closed packed (HCP)) aufweist und so die Gleich-
gewichtsphase bestimmt. Neue Ergebnisse geben den Entropieunter-
schied zwischen beiden Ordnungen zu ∆S = 0.001164(8)NkB[219] an.
Die dichteste mögliche Kugelpackung in einem unbegrenzten Volu-
men liegt bei ηmax ≈ 0.74.25
25 Zunächst interessant für das Lagern
von Kanonenkugeln stellte Kepler die
Vermutung auf, dass Schichten aus he-
xagonal geordneten Kugeln die dichtest
erreichbare Packung darstellen. Hales
und Ferguson gelang es erst 1998 dies
für den allgemeinen Fall mit Hilfe ei-
nes umstrittenen Computerbeweises zu
zeigen –mit der Einschränkung auf Git-
terkonfigurationen hat Gauß dies schon
1831 bewiesen. Durch einen rigorosen
formalen Beweis ist es Hales et al.[220]
2015 dann gelungen, den ersten Beweis
zu bestätigen.
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4.2.1 Schmelzübergang in drei Dimensionen
Ein Problem bei der Simulation harter Kugeln liegt – anders als bei
harten Scheiben – in der Nukleation von genügend großen Kristallkei-
men, so dass man das System deutlich über den Kristallisationspunkt
komprimieren muss, damit es auch tatsächlich kristallisiert.26
26 In zwei Dimensionen beim flüssig-
hexatisch Übergang sind die thermi-
schen Fluktuationen groß genug, um
hinreichend große Keime schnell zu nu-
kleieren, so dass praktisch keine meta-
stabile Phasen zu beobachten sind.Nach der klassischen Nukleationstheorie gibt es zwei konkurrie-
rende Energien: die Oberflächenspannung, proportional zur Oberflä-
che des Nukleationskeims, die die freie Energie erhöht und die Volu-
menenergie, proportional zum Volumen, die die freie Energie absenkt.
Unter der vereinfachenden Annahme27, dass der Kristallisationskeim
27 Selbst bei dem fest-flüssig Übergang,
bei dem die Kristallstruktur die Rota-
tionssymmetrie bricht, ist diese Annah-
me gerechtfertigt und die klassische Nu-
kleationstheorie lässt sich verwenden,
um Finite-Size-Effekte des Übergangs






Abbildung 4.17: Stabilität eines kugelför-
migen Nukleationskeims in Abhängig-
keit des Radius. Für r < r∗ schrumpft
und für r > r∗ wächst ein solcher Keim.
F(r) = γ4pir2 − |∆P|4pi
3
r3
rF|r=r∗ != 0⇔ r∗ = 2
γ
ρ|∆p| ,
wobei γ die Oberflächenspannung und |∆P| die Differenz des Drucks
zwischen fester und flüssiger Phase ist (Abb. 4.17). Durch das unter-
schiedliche Skalenverhalten ergibt sich eine kritische Größe r∗ eines
Kristallkeims, gegeben durch das Maximum der freien Energie, ab der
der Keim im Mittel wächst. Kleinere Keime schrumpfen im Mittel und
verschwinden wieder. Dabei ist die Rate, mit der genügend große Kei-
me entstehen, abhängig von den Dichtefluktuationen. Ist diese groß,
dann entsteht leicht durch Zufall ein Keim mit r > r∗.28 28 Hinreichend nahe an den Koexistenz-
dichten ist |∆P| so klein, dass keine ku-
gelförmigen Teilphasen stabil sind, da
r∗ > L gilt.
In Abb. 4.19 wird dieses Problem deutlich. Mit dem in Abschnitt
5.2.3 beschriebenen Anfangskonfigurationsgenerator werden immer
Zustände mit globaler fluider Ordnung erzeugt, das heißt selbst bei Vo-
lumenbelegungen von η > ηkrist ist das System flüssig. Da aber die für
Kristallisation benötigten Keime so selten auftreten, ist es dem System
bei η ≤ 0.53 selbst bei relativ langen Simulationsdauern O(Wochen)
nicht gelungen, koexistierende Phasen auszubilden. In diesem Fall
simuliert man eine unterkühlte Flüssigkeit.
Auf Grund der Nukleationsschwierigkeiten bei η . 0.53 ist es
schwierig, Systeme mit Phasenkoexistenz direkt zu erzeugen. Damit
man Phasenkoexistenz von flüssigen und festen Bereichen sehen kann,
ist es daher einfacher einen Kristall zu schmelzen, da das Überhit-
zen eines Kristalls weitaus schwieriger ist als die Unterkühlung einer
Flüssigkeit.[222] Sind zusätzlich Kristalldefekte vorhanden, lässt sich
das Schmelzen noch schwerer verhindern.29 Ein äquilibriertes, kristal-
29 Man unterscheidet zwischen homo-
genem Schmelzen[206], bei dem der
Kristall im Bulk schmilzt und hete-
rogenem Schmelzen[62], bei dem der
Schmelzprozess von einer Oberfläche
oder Defekten im Kristall initiiert wird.
Da die Oberflächenspannung an sol-
chen Grenzflächen deutlich reduziert ist,
wird ein Kristall immer zunächst dort
schmelzen.
lines System bei einer Volumenbelegung von η = 0.54 ist mit einem
Faktor a > 1 skaliert worden, um die gewünschte Volumenbelegung
zu erzeugen. Dabei weist das verwendete, (fast) äquilibrierte System
einen Kristalldefekt auf, der den Schmelzvorgang und auch die Gleich-
gewichtsphase beeinflusst.
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4.2.2 Zustandsgleichung
Tabelle 4.1: Bekannte[223, 224] Virial-
koeffizienten Bn und Näherung durch
Carnahan-Starling (CS), sowie Simulati-
onsergebnisse30.
n Bn CS Sim.
2 4 4 3.987(4)
3 10 10 10.08(5)
4 18.364 . . . 18 18.0(2)
5 28.2245(2) 28 28.2(1)
6 39.815(1) 40 40.4(3)
7 53.334(4) 54 54.7(7)
8 68.54(2) 70 70.2(8)
9 85.81(9) 88 86.2(3)
10 105.8(4) 108 101(4)
11 128(4) 130 112(12)
12 113(29) 154 117(27)
30 Zum Ermitteln der Virialkoeffizienten
in Tabelle 4.1 werden Simulationsergeb-




approximiert. Mit den drei analytisch
bekannten Virialkoeffizienten B2,3,4 lie-
ßen sich Koeffizienten eliminieren, so
dass a3=2.36−6a1+4a2, a4=a1−4 und
a5=6−4a1+a2 gilt. Bei einem endlichen
System müssen sich allerdings nicht
die analytisch bekannten Virialkoeffi-
zienten ergeben. Über eine Reihenent-
wicklung des Fits erhält man dann die
Virialkoeffizienten Bn.
Die Zustandsgleichung lässt sich über die Virialgleichung
βP
ρ
= 1+ B2η + B3η2 + . . . (4.8)
darstellen, wobei die Virialkoeffizienten Bn jeweils von n Teilchen und
ihren Wechselwirkungen abhängen. Die analytische Bestimmung der
Virialkoeffizienten führt zu komplexen Integralen, die mit Hilfe einer
diagrammatischen Darstellung sortiert und unter Berücksichtigung
von Symmetrien zusammengefasst werden können. Für das Hartkugel-
system sind die ersten vier Virialkoeffizienten Bn mit n ≤ 4 analytisch
bestimmbar. Der fünfte Virialkoeffizient B5 wurde 1954 von Rosen-
bluth et al. numerisch berechnet. In den 1960er Jahren haben Hoover
und Ree den sechsten und siebten Virialkoeffizient B6 und B7 sowohl
für harte Kugeln als auch Scheiben bestimmt[225, 226] und folgende




1+ 1.75399η + 2.31704η2 + 1.108928η3
1− 2.246004η + 1.301056η2 . (4.9)
Bis heute sind auch der achte[227] bis zehnte Virialkoeffizient in bis zu
acht Dimensionen D ≤ 8 berechnet worden.[223] Für D = 3 sind der
elfte und zwölfte Virialkoeffizient ebenfalls bestimmt worden.[224].
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Abbildung 4.18: Vergleich der verschie-
denen Näherungen für die Zustands-
gleichung harter Kugeln in der flüssi-
gen Phase mit Simulationsergebnissen
aus einer MC-Simulation.
Ebenfalls Anfang der 1960er Jahre ist eine weitere recht gute Nähe-
rung auf zwei unterschiedliche Weisen31 hergeleitet worden[228–230]
31 Thiele und Wertheim haben eine ge-
schlossene Lösung der Percus-Yevick
Gleichungen für alle ungeraden Dimen-
sionen hergeleitet und Reiss et al. haben





1+ η + η2
(1− η)3 . (4.10)
Schaut man sich den Ganzzahlanteil der bekannten Virialkoeffizienten
an, sieht man, dass der einfache Zusammenhang
Bn = n2 + n− 2 (4.11)
für n ≥ 2 die Zustandsgleichung noch besser approximiert als Glei-
chung (4.10). Dies ist zuerst von Carnahan und Starling[231] bemerkt
worden. Setzt man Gleichung (4.11) in (4.8) ein und verschiebt den
Index n → n + 1, kann man die Virialgleichung (4.8) als Ableitungen







(n2 + 3n)ηn =
1+ η + η2 − η3
(1− η)3 . (4.12)
In Abbildung 4.18 sind die drei Zustandsgleichungen (4.9), (4.10) und
(4.12) zusammen mit Ergebnissen einer Monte-Carlo-Simulation darge-
stellt. Bei dieser Auflösung sind die Padé Approximation von Hoover
und Ree, die Näherung nach Carnahan und Starling und die numeri-
schen Ergebnisse identisch. Aus den MC-Daten lassen sich ebenfalls
Abschätzungen für die Virialkoeffizienten extrahieren. Die Tabelle 4.1
gibt einen Überblick über die hier vorgestellten Ergebnisse.
Alle hier vorgestellten Zustandsgleichungen gelten aber immer nur
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für genügend kleine Volumenbelegungen η. Sobald das System kristal-
lisiert, ist ein anderer Zugang – wie zum Beispiel ein Zellmodell[232]
































Abbildung 4.19: P-η Diagramm des Hart-
kugelsystems in drei Dimensionen mit
dem Phasenübergang flüssig↔fest bei
βP
ρ ≈ 11.57 (siehe gelbe Linie). Weiter-
hin sind Simulationen eines unterkühl-
ten System gezeigt, bei denen Nukleati-
onsprobleme verhindern, dass sich Pha-
senkoexistenz ausbildet.
Mit dem bekannten Koexistenzdruck von βPρ ≈ 11.57 der beiden
Phasen lässt sich die vollständige Zustandsgleichung der harten Ku-
geln durch die gelbe Kurve in Abb. 4.19 darstellen.
4.2.3 Ordnungsparameter
Für den Kristallisationsübergang lassen sich mehrere Ordnungspara-
meter und nützliche Observablen verwenden. Die Kugeln der festen
oder flüssigen Phase unterscheiden sich offensichtlich stark in ihren
Mobilitäten. Nach dem Lindemann-Kriterium schmilzt ein Festkörper,
wenn die mittlere quadratische Abweichung ∆x2 eines Atoms von sei-
nem Gitterplatz eine gewisse Schwelle ∆x > cLa überschreitet. Hier
bezeichnet a die Gitterkonstante und cL < 0.5 die phänomenologische
Lindemann-Zahl.32 Die Kugeln in der flüssigen Phase werden also im 32 Das Lindemann-Kriterium[51] ist kei-
ne echte quantitative Aussage und Ver-
gleiche mit experimentellen Daten zei-
gen, dass die Lindemann-Zahl cL von
Material zu Material unterschiedlich ist.
Mittel deutlich größere Distanzen im gleichen Zeitschritt zurücklegen.














einer Kugel über einen gewissen Zeitraum bestimmen. Die Varianz
〈r2i 〉c entspricht der Mobilität der Teilchen und erlaubt eine grobe Ein-
teilung der Teilchen in fest und flüssig 〈r2i 〉c(fest)  〈r2i 〉c(flüssig).
Mit der Mittelung lässt sich das thermische Rauschen der festen Phase
unterdrücken, führt jedoch auch dazu, dass die Kugeln (besonders in
der flüssigen Phase) nicht mehr notwendigerweise überlappungsfrei
sind. Diese virtuellen, gemittelten Konfigurationen sind sowohl für die
Auswertung als auch Visualisierung hilfreich.
Der Bond-Orientierungsparameter
Von Steinhardt et al.[52] ist der Bond-Orientierungsparameter Ql
vorgeschlagen worden. In diesem Zusammenhang kann33 Bond so et-
33 Nächste Nachbarn lassen sich auch
beispielsweise über den Abstand von
Kugeln zuweisen. Dann sind alle Ku-
geln nächste Nachbarn, die einen klei-
neren Abstand als eine zu wählende
Schwelle haben. Mickel et al. [56] zei-
gen, wie groß der Einfluss der Defini-
tion der Nächsten-Nachbarn auf den
Bond-Orientierungsparameter ist.
was wie die Verbingung zum nächsten Nachbarn heißen und wird hier
über eine Delauney-Triangulation (Abschnitt 4.1.3) bestimmt, so dass
man für jede Kugel i eine Menge von Ni nächsten Nachbarn mit den
Differenzvektoren ri erhält. Der Bond-Orientierungsparameter Ql ist
















wobei Ylm die Kugelflächenfunktionen bezeichnen und ϑ und ϕ Winkel
von r in einem beliebigen, festen Koordinatensystem sind.34
34 Gewichtet man die einzelnen Beiträ-
ge der nächsten Nachbarn mit der zu
dem Delauney-Bond zugeordneten Flä-
che der Voronoi-Zelle, tragen nahe näch-
ste Nachbarn stärker zu dem Parame-
ter bei als solche, die weiter entfernt
sind.[52]
Für die isotrope, flüssige Phase ist Q6 = 0 und für die feste Phase
nimmt Q6 einen endlichen Wert an, der von der genauen Gitterstruk-
tur abhängt. Damit lässt sich Q6 als Ordnungsparameter verwenden.
Geht die innere Summe nur über die nächsten Nachbarn von Kugel i,
dann ist Q6(i) eine lokale Größe. Summiert man jedoch über alle r des
Systems, ist Q6 eine globale Größe und kann als skalarer Ordnungpa-
rameter für den Übergang genutzt werden. Der Bond-Orientierungs-
Parameter Q6 kann dabei als ein Pendant des hexatischen Ordnungs-
parameter Ψ in drei Dimensionen gesehen werden.









teilung, eine Kugel mit einem gewissen
q6q6 (Gl. (4.16)) zu finden. Die bimoda-
le Verteilung zeigt Phasenkoexistenz an.
Anhand q6q6 lässt sich die lokale Ord-
nung gut bestimmen. Das vermessene
System ist in Abbildung 4.26 gezeigt,
wobei beide Phasen etwa eine Hälfte
des Gesamtsystems ausmachen.
Eine Erweiterung des Bond-Orientierungsparameter ist von Ten
Wolde et al.[54] vorgeschlagen worden, bei dem auch die Voronoi-
Zellen der direkten Nachbarn berücksichtigt werden. Definiert man
die über alle Ni Nachbarn gemittelten Kugelflächenfunktionen als
Ylm(i) = 1Ni ∑
Ni











schreiben lässt. Für Kugeln in der festen Phase und l = 6 hat dieser
Parameter eine scharfe Verteilung im Bereich q6q6 & 0.8 (Abb. 4.20). In
der flüssigen Phase sind die Werte breit um q6q6 ≈ 0.2 verteilt, wobei
Abbildung 4.21: Vergleich des erweiter-
ten Bond-Orientierungsparameters q6q6
und der spezifischen Volumenbelegung
ηi = pi/(6vi), wobei vi das Voronoi-
Zellvolumen der i. Kugel ist. Das Sy-
stem (Abb.4.26) zeigt Phasenkoexistenz,
wobei die Phasen entlang der y-Achse
getrennt sind. Die schwarzen Linien zei-
gen ηkrist und ηschmelz, die roten Punkte
stellen den über ein Intervall [y . . . y+1]
gemittelten Werte ηi dar. Die Breite der
fest-flüssig Grenzschicht beträgt etwa
≈ 4 . . . 5σ, wobei durch die zeitliche
Mittelung die Grenzschicht aufgrund
thermischer Fluktuationen breiter sind.
Die Breite der Grenzschicht hängt loga-
rithmisch von der Systemgröße ab, so
dass über eine präzise Messung die freie






























Nt = 1 Nt = 5
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es nur einen kleinen Bereich gibt, in dem sich die Dichtefunktionen der
beiden Phasen überlappen (Abb. 4.21). Der Parameter funktioniert als
lokale Größe deutlich besser als Ql , da dieser die direkte Nachbarschaft
einer Kugel mit einbezieht. Daher eignet sich diese Größe sehr gut, um
Kugeln nach ihrem Aggregatszustand zu diskriminieren, so dass sich
die Phasengrenzschicht recht eindeutig identifizieren lässt.
Minkowski-Tensoren
A A A
A A A A
A A A A A
A A A A
C C
C C C
C C C C
B B B
B B B B
B B B
Abbildung 4.22: Projektion der Schichten
einer dichtesten Kugelpackung.[234]
Die Stapelreihenfolge eines FCC-
Kristalls ist A-B-C-A-(. . . ) und die eines
HCP-Kristalls A-B-A-(. . . ). Auch eine
zufällige Stapelreihenfolge erzeugt die
dichteste Kugelpackung und nennt sich
dann Random-Hexagonal-Closed-Packed
(RHCP).[234] Wird ein regelmäßige
Abfolge unterbrochen spricht man von
einem Stapelfehler.
Bei hohen Dichten sollte die Gleichgewichtsphase des Hartkugelga-
ses ein FCC-Kristall sein. Obwohl Q6 für ein perfektes HCP- oder FCC-
Gitter unterschiedliche Werte gibt35, ist die lokale Variante Q6(i) keine
35 Für ein perfektes FCC-Gitter ergibt
sich Q6,FCC = 0.575 und für ein perfek-
tes HCP-Gitter Q6,HCP = 0.484.
gute Observable, um zwischen beiden Ordnungen zu unterscheiden,
da auch bestimmte lokale, flüssige Strukturen zufallig einen hohen
Q6-Wert annehmen können; es gibt also falsch positive Ergebnisse.[56]
Die Abbildung 4.22 zeigt, wie sich ein FCC- bzw. HCP- Kristall unter-
scheiden.
Betrachtet man die Voronoi-Zelle einer Kugel, besteht diese aus
Ni Zellflächen mit den (normierten) Normalvektoren36 n(i) = ri/|ri|
36 Die Normalen zu den Flächen sind
die normierten Verbindungsvektoren
der nächsten Nachbarn, das heißt die
Delauney-Triangulation.
und der Flächen a(i). Die gesamte Oberfläche einer Zelle ist dann
A = ∑i a(i). Ein möglicher Minkowski-Tensor37 vierter Stufe dieser
37 Es gibt sechs verschiedene
Minkowski-Tensoren, die verwandt mit
dem Trägheitstensor sind. Jeder dieser
Tensoren charakterisiert verschiedene
Eigenschaften der Form eines Objekts
wie hier die Voronoi-Zellen.[235]
Voronoi-Zelle38
38 Dabei bezeichnet nj mit j ∈ {x,y,z}








eignet sich nun besonders gut, um verschiedene lokale, kristalline
Ordnungen, wie FCC oder HCP, zu unterscheiden.[218] Da Rotation,
Translation und Skalierung der Voronoi-Zelle keinen Einfluss auf die
lokale Ordnung hat, (W0,41 )ijkl aber nicht invariant unter Drehungen ist,
muss eine rotationsinvariante Größe konstruiert werden. Dazu lassen
sich Symmetrien des Tensors39 (4.17) ausnutzen und mit
39 Von den 81 Einträgen in (W0,41 )ijkl
sind nur 15 unabhängig. Für eine aus-












































2Szzxy 2Syzxy 2Sxyxz 2Sxyxy

FCC HCP IKO
M1 1/3 1/3 1/3
M2 1/6 1/6 2/15
M3 1/6 2/15 2/15
M4 1/6 2/15 2/15
M5 1/12 1/9 2/15
M6 1/12 1/9 2/15
Tabelle 4.2: Eigenwerte der Matrix M(S)
für eine Voronoi-Zelle eines FCC- bzw
HCP-Kristalls und für die lokal dichte-
ste Packung in einem Ikosaeder.
Die Eigenwerte Mi mit i ∈ 1, . . . , 6 von M(S) nehmen nun charak-
teristische Werte für FCC und HCP an (Tab. 4.2). Betrachtet man eine
beliebige Voronoi-Zelle V mit den Eigenwerten Mi(V), lässt sich die
Ähnlichkeit zu einer FCC/HCP-Voronoi-Zelle VFCC/HCP – das heißt
der Voronoi-Zelle einer Kugel in einem perfekten HCP/FCC-Kristall –
66 polymer und kolloidsimulationen





der beiden durch die Eigenwerte gegebenen 6-Tupel im (sechsdimen-
sionalen) Eigenwertsraum beschreiben. Nun stören thermische Fluk-
tuationen die Form der Voronoi-Zelle.40 Nimmt man einfachheitshal-
40 Bei einer FCC-geordneten Konfigura-
tion streuen die Eigenwerte dann um
Mi(VFCC).
ber an, dass die Eigenwerte stochastisch unabhängig sind und die
Streuung um jeden Eigenwert gleich stark ist, ist die Wahrschein-
lichkeit eine Kugel mit einem ∆FCC/HCP(V) zu finden durch eine 5-
dimensionale Gaußverteilung41
41 Die Spur Sp(M(S))=1 ist konstant,
weshalb nur 5 Eigenwerte voneinander
unabhängig sein können.




















teilung, eine Kugel mit einem ge-
wissen ∆FCC/HCP zu finden. Für bei-
de Verteilungen ist mit Hilfe von
Gleichung (4.19) eine Ausgleichsrech-
nung durchgeführt worden. Das System
ist nahezu vollständig FCC-geordnet
(η = 0.536), da der Erwartungswert
µx,FCC = 0.0031(1) und die funktiona-
le Form mit der Erwartung (4.19) über-
einstimmt. Für ∆HCP funktioniert die
Ausgleichsrechnung weitaus schlechter
und der Erwartungswert µx,HCP =
0.04777(3) liegt in der Größenordnung
von ∆HCP(VFCC) = 0.0614.
wobei der Erwartungswert µFCC ≈ 0 für ein FCC-geordnetes System
verschwinden würde. Dies hat den Vorteil, dass kein Schwellwert für
die Unterscheidung zwischen FCC und HCP eingeführt werden muss.
In Abbildung 4.23 ist dies für ein nahezu kristallines System bei einer
Volumenbelegung η = 0.536 durchgeführt worden, wobei (bis auf
Fluktuationen) das System als ein FCC-Kristall erkannt wird.
Für eine gute Klassifizierung der einzelnen Kugeln, kann man die
hier vorgestellten Größen kombinieren. Zunächst wird über eine klei-
ne Zeit nach Gleichung (4.14) gemittelt, um das thermische Rauschen
auf Kosten der zeitlichen Auflösung zu unterdrücken.42 Flüssige bzw.
42 Für die Darstellung kann man die Va-
rianz verwenden, um den Kugeldurch-
messer σ zu skalieren, so dass die Grö-
ße einer Kugel der momentanen Diffu-
sionskonstante entspricht.
feste Kugeln lassen sich dann mit der Größe q6q6 unterscheiden. Nach
Abbildung 4.20 scheint für ungemittelte Konfigurationen q6q6 ≈ 0.6
und für gemittelte Konfigurationen q6q6 ≈ 0.8 ein guter Schwellwert
zu sein. Die Kristallstruktur der festen Kugeln lässt sich in einem
letzten Schritt dann mit Hilfe des Minkowski-Maßes ∆FCC/HCP be-
stimmen. Durch die vorhergehende Diskriminierung durch q6q6, ist
die wahrscheinlichste Kristallstruktur durch min(∆FCC,∆HCP) gege-
ben. Auf diese Weise kann man die Einführung eines willkürlichen
Schwellwertes verhindern.
4.2.4 Phasenkoexistenz
Abbildung 4.24: Gleichgewichtsform ei-
nes flüssigen Tropfens in Phasenkoexi-
stenz mit einem FCC-Kristall. Zur Ver-
deutlichung der Kugelform ist ein Kreis
eingezeichnet. Es ist über ∆t = 2 · 105
Sweeps gemittelt worden. Der Tropfen
(und die Mini-Tropfen) nehmen ca. 7.6%
des Gesamtsystems ein, während der
Tropfen aus Abbildung 4.25 ca 12.9%
des Systems ausmacht.
Phasenkoexistenz ist das wesentliche Kriterium für einen diskonti-
nuierlichen Phasenübergang. Im Phasenkoexistenzgebiet ist ein ho-
mogenes, ein-phasiges System thermodynamisch instabil. Um den
Druck P bei steigender Volumenbelegung konstant bei dem Koexi-
stenzdruck P∗ zu halten, bildet das System zwei Phasen mit variablem
Anteil am Gesamtsystem aus (Hebelregel). Übersichtshalber ist das
P-η-Diagramm der harten Kugeln erst im nächsten Kapitel 5.5.1 zu-
sammen mit den Werten für die Schmelze aus Hartkugel-Federketten
abgebildet.
Die Phasengrenzschicht hat eine höhere freie Energie und wird des-
wegen minimiert, so dass es aufgrund der Topologie der periodischen
Randbedingungen verschiedene charakteristische Formen gibt. Bei sin-
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Abbildung 4.25: Die Bilder (A) und (B)
zeigen die Gleichgewichtsform eines
flüssigen Tropfens in Phasenkoexistenz
bei η≈0.524 mit einem Kristall. Zur
Visualisierung ist eine grafische Inte-
gration gemittelter Beispielkonfiguratio-
nen durchgeführt worden (Mittelung
nach (4.14) mit (A,B) Nt=5 und (C)
Nt=40, jeweils á 200 Sweeps pro Kon-
figuration, insgesamt (A,B) ∆t=2 · 105
bzw. (C) ∆t=8 · 103 Sweeps), bei de-
nen die Farben q6q6 kodieren (Gl. (4.16)
und Abb. 4.21) und nur Kugeln mit
q6q6<0.8 und einem Kugeldurchmesser
proportional zu 〈r2i 〉c eingezeichnet sind
(Abb. 4.20 und Gl. (4.14)). Alle HCP-
geordnete Kugeln (Gl (4.18)) sind durch
rote Zylinder verbunden, wobei die
Kugeln selbst nicht eingezeichnet sind.
Die HCP-Schichten bilden einen Verset-
zungsdefekt im FCC-Kristall und wech-
selwirkt stark mit der flüssigen Phase
(Vergleich Abb.4.24) Es gibt zwei Stu-
fen, die mit Linien gekennzeichnet sind.
Bild (C) zeigt eine gemittelte Konfigu-
ration mit reduziertem Kugeldurchmes-
ser, wobei man kohärente linienartige
Bewegung von flüssigen Kugeln[63] se-
hen kann (siehe Inset), im folgenden ein-
fach Mini-Tropfen genannt. Ein Video
ist verfügbar.
kender Volumenbelegung vom Kristall kommend, bildet sich zunächst
ein flüssiger Tropfen (Abb. 4.25), dann eine Scheibe (bei einem η∗ ist
das System hälftig geteilt) (Abb. 4.26) und bei Volumenbelegungen
nahe ηkrist sieht man einen kristallinen Zylinder (Abb. 4.27). Weiterhin
gibt es eine endliche Anregungsenergie für Leerstellen und Zwischen-
gitteratome (Punktdefekte) im Kristall, die dann entlang der Gittervek-
toren wandern können, die bei Davidchack und Laird[45] kurz themati-
sierten wandernden Fehlstellen (engl. propagating vacancies). Abbildung
4.25 (C) zeigt, dass diese Wanderung durch eine kohärente linienförmi-
ge Bewegung einer größeren Zahl von Kugeln bewerkstelligt wird,[63]
so dass man von einem delokalisierten Punktdefekt sprechen kann.[64].
Die genaue Topologie, Simulationsdynamik dieser Mini-Tropfen und
die Rolle beim Schmelzübergang ist hier jedoch nicht weiter untersucht
worden.
Zu den Bildern für den flüssigen Tropfen (Abb. 4.25) sind zwei
verschiedene Simulationen durchgeführt worden. Beide starten bei
η ≈ 0.54 in einem (nahezu) kristallinen Zustand, der in 5.20 (I) (mit
Federkonstante k = 0) dargestellt ist. Ein System ist zunächst auf
η = 0.536 expandiert und äquilibriert und dann erst auf das Ziel-
Volumen η = 0.524 gebracht worden, während beim anderen System
der Zwischenschritt nicht durchgeführt wurde. Ohne den Zwischen-
schritt bleibt der Stapelfehler des Initialsystems (5.20 (I)) stabil und
wird grafisch durch die Delauney-Triangulation der HCP-geordneten
Kugeln dargestellt (siehe rotes Gitter in Abb. 4.25(A,B)). Da der Kri-
stall gegenüber des Simulationsvolumen verkippt ist (Abb. 4.25(A)),
bilden sich zwei Stufen in der HCP-Schicht, damit die periodischen
Randbedingungen erfüllt werden können. Der Kristalldefekt beein-
flusst sowohl die Form als auch die Größe des Tropfens deutlich. Mit
dem Zwischenschritt auf η=0.536 verschwindet der Stapelfehler und
man erhält einen (fast) perfekt kugelförmigen Tropfen (Abb. 4.24), der
signifikant weniger Volumen des Gesamtsystems belegt.43
43 Wegen der endlichen Simulations-
größe und der nicht zu vernachlässi-
genden Krümmung der Phasengrenz-
schicht kann die Hebelregel hier nicht
angewandt werden, um eine einfache
Vorhersage für die zu erwartenden Vo-
lumenanteil der flüssigen Phase zu ma-
chen.
Zur Darstellung des Gleichgewichtszustands des flüssigen Tropfens
ist eine grafische Integration benutzt worden. Dazu wird eine Serie
von NB Beispielkonfigurationen anteilig übereinandergelegt, in dem
ein Mittelwert im Farbraum gebildet wird.44 Der Vorteil gegenüber
44 Hierbei sei anzumerken, dass bei die-
ser Operation Rundungsfehler unver-
meidlich sind, wenn auf den Farbin-
formation direkt gearbeitet wird. Eine
Farbe wird über drei Farbkanäle (Rot,
Grün, Blau) kodiert, wobei der Speicher-
platz pro Pixel und Kanal meistens nur
ein Byte beträgt.




t = 7.5 · 103
C
t > 4 · 104
Abbildung 4.26: Zeitlicher Verlauf der
Entstehung von Phasenkoexistenz nach
instantaner Expansion auf η=0.516 ei-
nes eingefrorenen Systems (Bild (A)).
Dabei ist die Konfiguration aus Abb.
5.20(I) zentrisch gestreckt worden, so
dass die Kantenlänge der Simulati-
onsbox L=40 auf L=40.6 steigt. Der
Kugeldurchmesser ist proportional zu
(4.14) gewählt worden, wobei 5 Kon-
figurationen á 500 Sweeps verwen-
det wurden. Dargestellt sind nur Ku-
geln i mit 0.4 ≤ q6q6(i) ≤ 0.8, so
dass man die Grenzschicht der Pha-
sen sieht, wobei zur besseren Unter-
scheidbarkeit die flüssige Phase gelb
hinterlegt ist. Zwei dargestellte Kugeln
wurden zusätzlich mit Zylindern ver-
bunden, wenn sie nächste Nachbarn in
der Delauney-Triangulation sind. Das
Bild (B) zeigt einen schnell wachsen-
den flüssigen Tropfen. Nach kurzer Zeit
ist die Expansionsstörung des System
äquilibriert und man sieht eine typi-
sche Beispielkonfiguration im Gleich-
gewicht (C). Wie in Abb. 4.25(C) sind
Mini-Tropfen in der festen Phase (über-
halb der oberen und unterhalb der un-
teren horizontalen Grenzschicht) zu se-
hen. Ein Video ist verfügbar.
der Mittelung direkt in den Orten der Kugeln nach (4.14) liegt darin,
dass das Volumen einer Kugel durch die grafische Integration berück-
sichtigt wird.
Die Anzahl der verwendeten Bilder sollte nicht zu groß gewählt
werden, da der Tropfen prinzipiell relativ zum Kristall diffundieren45
45 Genau genommen diffundieren hier
keine Kugeln, sondern der Tropfen be-
wegt sich, indem auf einer Seite der Kri-
stall schmilzt und auf der gegenüberlie-
genden Seite der Tropfen kristallisiert.
können sollte und die Monte-Carlo-Simulation zusätzlich die Trans-
lationsmode des gesamten Systems beinhaltet. Für die Bilder 4.25 ist
daher die Schwerpunktsdiffusion des gesamten Systems abgezogen
worden. So lässt sich anhand des Bildes auch direkt erkennen, dass
der Tropfen (auf der betrachteten Zeitskala) an sich nicht diffundiert
und relativ zum umliegenden Kristall fixiert ist. Es scheint plausibel,
dass die beiden Stufen im Gitterdefekt die Diffusionsfreiheitsgrade des
Tropfen einschränken.
Die Phasengrenzschicht bestimmt die Form und das Verhalten der
einzelnen Phasen.[57–60] Bei Grenzschichten zwischen flüssiger und
fester Phase ist die Oberflächenspannung γ schwach anisotrop, was
zu einer kleinen Abweichung von der kugelförmigen Tropfenform
führt.[60] Für den freien, kugelförmigen Tropfen in Abbildung 4.24
ist jede Beispielkonfiguration so verschoben worden, dass der Schwer-
punkt aller flüssigen Kugeln in der Mitte der Simulationsbox liegt.
Aufgrund der Mini-Tropfen (4.25 (C)) ist diese Methode fehlerbehaftet,
was zu einem Verschmieren des Tropfens führt und die nicht sehr aus-
geprägte Anisotropie auslöscht, weshalb sie in Abbildung 4.24 nicht
zu sehen ist.
Bei einem endlichen Volumen schmilzt der Kristall, indem ein über-
kritischer, flüssiger Nukleationskeim schnell wächst46 und bei Kon-
46 Die Wachstumsrate sollte aufgrund
der anisotropen Grenzflächenspannung
ebenfalls richtungsabhängig sein.
takt mit zwei der periodischen Randbedingungen eine Scheibe aus-
bildet (Abb. 4.26). Bei einer bestimmten Volumenbelegung ηkrist >
η > ηschmelz besteht das System dann hälftig aus Flüssigkeit und fe-
ster Phase. Aufgrund der Ausrichtung der Phasen entlang des Koor-
dinatensystems der Simulationsbox bietet sich dieses Konfiguration
für die Untersuchung der Phasengrenzschicht an, und die Oberflä-
chenspannung lässt sich prinzipiell direkt bestimmen.[236, 237] Über
die Fluktuationsmethode[238] (engl. fluctuation method), lässt sich
über das Spektrum der Grenzschichtfluktuationen die Steifigkeit der
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BA Abbildung 4.27: Visualisierung des
(Pseudo-)Maßes ∆FCC/HCP (Gl. (4.18))
für das Hartkugelgas in D = 3. Als
Eingangsdaten sind nach Gl. (4.14)
gemittelte Beispielkonfigurationen
verwendet worden. Das System besteht
aus N = 66000 Kugeln bei einer
Volumenbelegung von η ≈ 0.509 und
befindet sich in Phasenkoexistenz.
Bild (A) zeigt eine zylinderförmige
Kristalldomäne, die bis auf eine Region
FCC-geordnet ist. Die roten Kristallebe-
nen bilden zwei Zwillingsgrenzen, die
mit der grünen Markierung kenntlich
gemacht sind. Das eingefügte weiße
Trapez ist eine Kopie des Gitters aus
einem Bereich, in dem das System
eine perfekte FCC-Ordnung aufweist.
Der Burgersvektor zu der Kontur,
die um die roten Kristallebenen
herumführt, verschwindet, was man
zusätzlich an den eingezeichneten
Gittervektoren des FCC-Kristalls und
der roten Kristalldomänen sieht. In
Bild (B) ist die Perspektive relativ zu
(A) verändert worden und man schaut
nun entlang des Zylinders. Die roten
Kugeln (HCP-geordnet) bilden einen
Versetzungsfehler in dem FCC-Kristall
und werden als visuelle Bestätigung
des Maßes ∆FCC/HCP eingezeichnet.
Grenzschicht berechnen, welche indirekt die Oberflächenspannung be-
stimmt.
Die Schichtdicke des Übergangs ist logarithmisch von der Größe der
Simulationsbox abhängig, so dass sich über einen Finite-Size-Ansatz
die Oberflächenspannung indirekt messen lässt. Weiterhin gibt es auch
speziell an diese Aufgabe angepasste MC-Simulationen[239], wenn
man nur an den Eigenschaften dieser Grenzschicht interessiert ist.
Mit sinkender Volumenbelegung erstreckt sich die Flüssigkeit über
alle drei periodisch fortgesetzte Raumrichtungen und es entsteht ein
kristalliner Zylinder (Abb. 4.27). Auf Grund der Anisotropie der Ober-
flächenspannung sollte diese von der Orientierung des Gitters inner-
halb des Zylinders abhängen. Diese Abhängigkeit führt dazu, dass der
Zylinder (wahrscheinlich)47 unter Stress steht, da sich das Gitter in die
47 Die Entstehung von Spiegelebenen
kann drei verschiedene Gründe haben.
Es bildet sich eine Spiegelebene, (1)
während des Wachstums, (2) während
des Abkühlen, wenn eine andere Git-
terstruktur stabiler wird und das Git-
ter sich umorganisieren muss oder (3)
durch Stress auf ein Kristall im Gleich-
gewicht. Da (1) und (2) ausgeschlossen
werden können, liegt die Vermutung na-
he, dass die Spiegelebenen durch eine
wie auch immer induzierte Kraft entste-
hen. Eine Erklärung könnte sein, dass
die Simulationsboxlänge L kein Vielfa-
ches der Gitterkonstanten ist.
optimale Orientierung drehen möchte48, so dass sich ein Versatz ent-
48 In Abbildung 5.23(A) sieht man, dass
sich das Gitter relativ zum Anfang der
Simulation gedreht hat.
lang der Symmetrieachse des Zylinders bildet, durch den dieser Stress
relaxiert werden kann. Es bilden sich Spiegelebenen beziehungsweise
Zwillingsebenen (engl. twin boundary) aus, an denen die Gittervektoren
gespiegelt werden (Abb. 4.27 (A)).[61] Diese Art des Kristalldefekts hat
eine deutlich geringere Grenzflächenspannung als andere Flächende-
fekte.
Mit Hilfe der im letzten Abschnitt vorgestellten Observablen las-
sen sich nun die Kugeln bezüglich ihrer lokalen Ordnung unterschei-
den und prinzipiell die Phasenkoexistenz-Volumenbelegungen ηkrist
und ηschmelz bestimmen. Da für ein endliches System die Ensemble-
gleichheit nicht mehr gilt, sind in dem verwendeten kanonischen NVT-
Ensemble Abweichungen zu dem Verhalten im thermodynamischen
Limes zu erwarten.[240]
4.2.5 Zusammenfassung für das Hartkugelgas
Für das dreidimensionale Hartkugelgas sind wohlbekannte Größen
und Eigenschaften diskutiert und bestimmt worden. Der Übergang
von der flüssigen Phase zu einem FCC-Kristall ist mit Hilfe von ver-
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schiedenen Observablen visualisiert worden. Dies legt die Grundlage





Abbildung 4.28: Schmelzen in drei Di-
mensionen ist ein Oberflächenprozess.
Dies ist besonders gut an einem Kri-
stalldefekt zu sehen, an dem sich die
flüssige Phase besser bilden kann. Das
Bild zeigt eine Überlagerung gemit-
telter Beispielkonfigurationen aller Ku-
geln mit reduziertem Radius, eingefärbt
nach ∆FCC/HCP, und der flüssigen Ku-
geln, nach q6q6 < 0.7. Es gibt 4 Subsy-
steme: FCC-Kristall, Defekte des FCC-
Kristalls, flüssige Phase am Rand der
Defekte und Mini-Tropfen. Die Volu-
menbelegung beträgt η = 0.532.
Bei Phasenkoexistenz des Hartkugelgases gibt es drei interessante
Subsysteme: Die Flüssigkeit (Abb 3.23), die Phasengrenzschicht (Abb
3.24) und den Kristall (Abb 3.25). Sobald man gute Selektoren der ein-
zelnen Subsysteme gefunden hat, lassen sich die einzelnen Bereiche
genauer analysieren. So wäre es zum Beispiel interessant, die Oberflä-
chenspannung des Flüssigkeitstropfens raumaufgelöst berechnen und
anzeigen lassen zu können. Die Wechselwirkung von Kristalldefek-
ten mit der flüssigen Phase (Abb. 4.25) und die Auswirkung auf die
(Meta-)Stabilität des Defekts scheinen für zukünftige Untersuchungen
interessant zu sein.
Ein weiteres Feld intensiver Forschung ist der Bereich hoher Volu-
menbelegung ηschmelz < η < ηmrj (Abb. 4.16), bei dem die Dynamik
des Hartkugelgases so langsam wird, dass keine Kristallisation beob-
achtbar ist. Die Frage nach der thermodynamischen Stabilität dieser
Glass-Phase ist noch immer offen.[fehlt]
Da die Solidifikation ein Oberflächenprozess ist, spielen die Randbe-
dingungen eine besondere Rolle. An den Systemen bei hoher Volumen-
belegung η . ηschmelz mit dem intitialen Kristalldefekt (Abb. 4.28) ist
dies gut zu beobachten. Die Flüssigkeit sammelt sich an den Rändern
des Kristalldefekts.
Abbildung 4.29: Ein Ikosaeder[241] ist
der platonische Körper, der von 20
gleichseitigen Dreiecksflächen begrenzt
wird.
Experimente und Simulationen von de Nijs et al. [242] mit verschie-
denen Kolloiden in einem kugelförmigen Confinement zeigen eine
interessante Abhängigkeit der stabilen Phase bei hohen Volumenbe-
legungen von der Anzahl der Partikel. Bei relativ wenigen N < 2000
Nanopartikeln entsteht ein Ikosaeder (Abb. 4.29). Jeder der 20 den
Ikosaeder begrenzenden Dreiecke ist die (111)-Oberfläche eines de-
formierten FCC-Kristallit, wobei die Kanten dazwischen Spiegelebe-
nen sind. Die fünfzählige Symmetrie eines Ikosaeders verhindert die
lückenlose Pakettierung des Raums, weshalb diese Strukturen keine
Kristalle bilden können, jedoch können die Kugeln lokal am dichte-
sten gepackt werden. Von allen regelmäßigen Polyedern mit gegebe-
nem Durchmesser besitzt der Ikosaeder das größte Volumen. Dies ist
auch der Grund warum die Capside vieler Viren ikosaedrische Sym-
metrie aufweisen.[243] Werden genug Kugeln verwendet, dominiert
das Verhalten im Bulk die Effekte durch die Randbedingungen und
ein FCC-Kristall bildet sich.
5 Dichte Polymerschmelzen
Abbildung 5.1: Beispielkonfiguration ei-
ner Polymerschmelze mit einer Volu-
menbelegung von η≈0.54, wobei die
Farben unterschiedliche Ketten markie-
ren. Obwohl periodische Randbedin-
gungen simuliert werden, sind für eine
bessere Sichtbarkeit der internen Struk-
tur die Ketten nicht an den Grenzen des
Simulationsvolumen umgebrochen.
Dieses Kapitel handelt von der Anwendung des erweiterten EC-
Algorithmus auf dichte Polymerschmelzen, bestehend aus flexiblen
(κ=0) Hartkugel-Federketten. Der EC-Algorithmus lässt sich gut für
die Erzeugung von validen, das heißt überlappungsfreien Startkonfi-
gurationen verwenden. Weiterhin wird ein optionaler, die Topologie
der Verschlaufungen ändernder MC-Move (Swap-Move) vorgeschla-
gen, der EC-spezifische Eigenschaften ausnutzt, um Verschlaufungen
(engl. entanglements) effektiv aufzulösen. Anhand bekannter Gleichge-
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wichtsgrößen einer Schmelze werden Varianten des EC-Algorithmus
verifiziert, indem diese mit dem traditionellem Local-Displacement-
MC-Algorithmus und einer MD-Simulation verglichen werden. Für
die Evaluation der Algorithmen wird die Intra-Polymer-Diffusionszeit-
skala in einer Schmelze verwendet. Die Äquilibration einer Schmelze
langer Ketten ist damit ähnlich performant wie eine MD-Simulation
des optimierten LAMMPS Pakets[244] (im Folgenden als LAMMPS
oder MD bezeichnet). Es hat sich gezeigt, dass der EC-Algorithmus die
Rouse-Dynamik einer Kette auf kurzen Zeitskalen und sogar Reptations-
Dynamik auf mittleren Zeitskalen1 nachbilden kann.1 Wenn der vorgestellte optionale Swap-
Move verwendet wird, ist Reptation
nicht beobachtbar.
5.1 Einleitung
Polymerschmelzen oder komplexe Flüssigkeiten aus Polymeren sind
konzentrierte Lösungen aus langkettigen Molekülen überhalb ihrer
kritischen Temperatur. In dichten Schmelzen ist die langreichweitige
sterische Wechselwirkung der Ketten nahezu vollständig abgeschirmt,
weshalb ein Polymer fast ideales Verhalten zeigt.[17]
Polymerschmelzen zeigen ein komplexes dynamisches und rheolo-
gisches Verhalten, welches maßgeblich durch Verschlaufungen verur-
sacht wird. Die Verschlaufungen verlangsamen die Diffusion einzelner
Kettensegmente und führen zu Reptationsdynamik.[17, 78, 79] Die Ent-
schlaufungszeit (engl. disentanglement time) τD(N), die Ketten mit N
Gliedern brauchen, um Verschlaufungen aufzulösen, wächst kubisch
mit der Länge2 τD ∼ N3 der Polymere. Schmelzen sind besonders bei2 Skalenargument nach De Gennes[17]:
(i) Die Reibung µ einer Kette in einer
Röhre ist proportional zur Kettenlänge
µ ∼ N. (ii) Die Zeit für die Diffusion um
eine Kettenlänge, so dass die ursprüngli-
che Röhre verlassen wird, ist Dτd ∼ N2.
(iii) Das Diffusion-Disspation-Theorem
nach Einstein verknüpft Diffusion und
Reibung D ∼ 1/µ, so dass direkt τd ∼
N3 folgt.
der Verarbeitung und Herstellung von polymerischen Materialien ein
bedeutender Aggregatszustand.[82]
5.1.1 Einfrieren der Schmelze
Wie bei den harten Kugeln im Kapitel 4 findet auch bei der Schmelze
aus Hartkugel-Federketten ein Phasenübergang bei einer genügend
hohen Volumenbelegung η statt. Rosche et al.[69] haben den Bond-
Fluktuations-Algorithmus auf den kontinuierlichen Raum erweitert
und das System mit Local-Displacement-Moves evolviert. Es wird ein
topologisch induzierter Glasübergang postuliert, der einen möglichen Kri-
stallisationsübergang wie bei den harten Kugeln verhindert.
Die Arbeiten von Ni und Dijkstra [89], sowie von Karayiannis et
al. [90] zeigen jedoch, dass abhängig von der Realisation der Bonds
der Übergang des reinen Hartkugelsystems kaum verändert wird.33 Dies ist sowohl mit Hilfe einer er-
eignisbasierten MD-Simulation[89], als
auch mit einer Kombination aus Double-
Bridging-Moves mit einer Reihe von lo-
kalen MC-Moves[90] gesehen worden.
Werden harte Kugeln mit Fäden einer Länge δl verbunden und ist
δl & 1.1σ groß genug, verändert sich die Nukleationsrate im Vergleich
zu dem Hartkugelsystem nicht, während für kleinere maximale Bond-
längen δl . 1.05σ und Kettenlängen N ≥ 10 die Nukleationsrate zwei
Größenordnungen kleiner ist.[89] Im Limes δl → 0 nimmt die Nuklea-
tionsrate drastisch ab, was zu einer Unterdrückung des flüssig-fest
Übergangs führt. Dies bedeutet, dass es für η > ηschmelz eine kritische
Fadenlänge δlc gibt, bei dem das System seine Ordnung von amorph
zu kristallin ändert.[90] Dies ist im Einklang mit Simulationen[245], bei
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denen Kugeln, modelliert mit dem abstoßenden Anteil des Lennard-
Jones Potentials, mit harmonischen Federn verbunden und mit Hilfe
einer MD-Simulation untersucht werden. Mit einer endlichen Abkühl-
geschwindigkeit wird die Temperatur T → 0 abgesenkt. Geschieht dies
langsam genug, entsteht ein Gemisch aus FCC- und HCP-Kristallen.
Wird das System allerdings zu schnell abgekühlt, kristallisiert das Sy-
stem nicht und man erhält einen amorphen Zustand.[246]
5.1.2 Algorithmische Dynamik
Die Simulation von Polymerschmelzen im kontinuierlichen Raum mit-
tels MD- oder MC-Simulationen ist ein herausforderndes Problem.[86]
Insbesondere bei Schmelzen mit langen Ketten und hoher Dichte füh-
ren die topologischen Einschränkungen durch die Verschlaufungen zu
einer verlangsamten Dynamik der Schmelze,[78] was die Äquilibration
von langkettigen Polymeren in einer Schmelze drastisch erschwert.
Die algorithmische Dynamik einer MC-Simulation, in der ein Sy-
stem evolviert, hängt von den verwendeten Moves ab. Für lokale Mo-
ves sieht man für kleine Zeiten Rousedynamik[76, 77], bis Verschlau-
fungen4 zu Reptation führen.[77, 80, 81] Dies bedeutet, dass die MC- 4 Für Verschlaufungen ist es wichtig,
dass die Ketten strikt selbstvermeidend
sind und sich nicht durchdringen kön-
nen. Eine Möglichkeit dies sicherzustel-
len, ist die Verwendung von Fäden (engl.
tethers) statt harmonischen Bonds. Ein
Faden hat eine endliche Länge δ` und
verbindet man damit zwei Kugeln be-
grenzt man die maximale Bondlänge,
während sie bei Federn prinzipiell un-
beschränkt sind.
Dynamik der lokalen Moves der tatsächlichen Bewegung der Polymere
ähnelt, obwohl die MC-Dynamik nicht explizit auf der realistischen,
mikroskopischen Dynamik beruht.[84, 85]
Um das thermische Gleichgewicht mit diesen lokalen Moves zu
erreichen, durchläuft das System zwischen der Verschlaufungszeit
(eng. entanglement time) und der Rouse Zeit die Phase der sehr lang-
samen Reptationsdynamik, welche in MD-Simulationen beobachtet
wurde.[247, 248]. Mit MC-Simulationen konnten Anzeichen von Repta-
tion nur bei Simulationen auf einem Gitter[77], wie zum Beispiel dem
Bond-Fluktuation-Modell[80, 81], gesehen werden.
Ein weiteres Problem entsteht beim Modellieren der Selbstvermei-
dung des Polymers mit harten Kugeln, was die Äquilibration einer
Schmelze erschwert.[66–71] Ist die Dichte des Systems sehr groß, ist
die mittlere freie Weglänge klein, was dazu führt, dass für den traditio-




Abbildung 5.2: Schematische Darstel-
lung des Slithering-Snake-Moves, bei
dem ein Bead vom einen Ende der Kette
zum anderen verschoben wird und des
Double-Bridging-Moves, bei dem zwei
Ketten zerschnitten und neu zusammen-
zufügt werden, so dass sich die Topo-
logie und Konnektivität der Ketten än-
dert.
Nicht-lokale Moves wie der Slithering-Snake-Move[68, 76, 77, 249]
sind speziell dafür konstruiert, eine Schmelze schneller zu äquilibrie-
ren. Ein solcher Move ist der Topologie-ändernde Double-Bridging-
Move[250], bei dem Ketten zerschnitten und neu zusammenzufügt
werden, was eine nicht-lokale Zustandsänderung des Systems darstellt
(Abb. 5.2). Dieser Move beschleunigt die Äquilibrierung einer Schmel-
ze deutlich.[70, 71, 87] Die genaue Auswahl der beteiligten Ketten und
zu tauschenden Bonds ist der technisch anspruchsvolle Teil, da die
Erfüllung von Gleichung (2.4) gewisse Auswahlregeln erfordert.
Dynamische Eigenschaften wie Reptation lassen sich für solche Mo-
ves natürlich nicht mehr beobachten.5 Es stellt sich jedoch heraus,
5 Auch MD-MC-Hybrid-Algorithmen,
bei denen solche nicht-lokalen Moves
verwendet werden, zeigen keine
physikalische Dynamik mehr.[87]
dass die EC-Dynamik, obwohl man eine Event-Chain als nicht-lokalen
Cluster-Move bezeichnen kann, die realistische Dynamik des Systems
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erhält.
Hier wird der EC-Algorithmus erweitert, um eine Schmelze aus
flexiblen Hartkugel-Ketten zu simulieren, bei denen harte Kugeln mit
harmonischen Federn oder Fäden6 einer festen Länge (engl. tether)
6 Eine maximale Bondlänge ist gut und
praktisch ohne Mehraufwand in das EC-
Schema zu integrieren
verbunden sind.[66–71] Der EC-Algorithmus lässt sich auf (nahezu)
beliebige Paarpotentiale erweitern[6, 72], so dass die für die Schmelze
eingeführten Federn ebenfalls ablehnungsfrei simuliert werden kön-
nen.7
7 Für den erweiterten EC-Algorithmus
muss die Energiefunktion H{ri + ∆ri}
invertierbar sein, das heißt es exi-
stiert eine Auflösung ∆ri(H). Bei Feder-
Paarpotentialen ist dies der Fall. Für ei-
ne Biegeenergie, die von drei drei Be-
adpositionen abhängig ist, ist dies nicht
trivial. Ein weiteres Problem besteht dar-
in, dass zwei andere Bead-Positionen
für ein durch Biegesteifigkeit ausgelö-
stes Event verantwortlich sind. Da Glei-
chung (2.3) weiterhin gelten muss, ist
die Auswahl des nächsten Pivot-Beads
entscheidend.
Dabei ist der EC-Algorithmus in der Lage, die Schmelze deutlich
schneller zu äquilibrieren als MC-Simulationen mit lokalen Moves. So-
weit bekannt, ist der EC-Algorithmus die erste MC-Simulation, bei der
Reptationsdynamik im kontinuierlichen Raum, in dem die Äquilibra-
tion schwieriger ist, beobachtbar ist.[84, 251]




Abbildung 5.3: Schematische Darstel-
lung für die Berechnung der Verschie-
bungslänge bei harmonischen Federn
als Bonds. Man kann Verschiebungen
der grünen Kugeln in zwei Klassen
einteilen. Wenn die grüne Kugel ent-
lang v2 bewegt wird, stoßen die Kugeln
nicht. Im Falle einer Verschiebungsrich-
tung wie v1, stoßen die beiden beteilig-
ten Kugeln bevor die Federenergie re-
levant wird. Das bedeutet, dass für ei-
ne Hartkugel-Kette dieser Fall nicht ex-
plizit behandelt werden muss. Die Tra-
jektorien sind nach der Zu- beziehungs-
weise Abnahme der Bondenergie ein-
gefärbt, wobei auf roten Stücken die
Energie zu- und auf blauen Stücken ab-
nimmt. Ist die verbrauchbare Energie ∆E
erschöpft, wird ein Feder-Event ausge-
löst und die rote Kugel ist das neue
Pivot-Bead.
Der für die Simulation von harten Kugeln eingeführte EC-Algorithmus
lässt sich recht einfach auf (fast) beliebige paarweise Wechselwirkun-
gen erweitern. Abbildung 5.3 zeigt die Erweiterung anhand der Hart-
kugel-Federketten.
Die Idee dabei ist, sich die Bewegung einer Kugel k in einem Po-
tential, bestehend aus der Summe aller paarweisen Einzelpotentiale
U = ∑i Uik, auf einer Geraden v als Folge kleiner Schritte δx vorzustel-
len, für die jedes Mal der Metropolisfilter (2.5) angewendet wird. So-
lange die Energie auf der Geraden abnimmt, wird der Schritt automa-
tisch angenommen. Sobald die Energie zunimmt, hat jeder Schritt eine
gewisse Wahrscheinlichkeit, abgelehnt zu werden. Die Wahrschein-
lichkeit, dass n Schritte bezüglich des Potentials einer anderen Ku-
gel i angenommen werden, ist durch einen faktorisierten Metropolis-
Filter[6, 72]














max (0, δUik(rk,i−1 → rk,i))
]
(5.1)
gegeben. Diese Vorschrift erfüllt nach wie vor das detaillierte Gleichge-
wicht, wie man durch Einsetzen von Gleichung (5.1) in die Bedingung
(2.4) sehen kann. Im Gegensatz zum traditionellen Metropolis-Filter
werden auf diese Weise mehr Ablehnungen generiert, da Energieab-
senkungen nicht gegen Zunahmen gegengerechnet werden.8 Nun zieht
8 Am Beispiel von Abb. 5.3 sieht man,
dass entlang v1 die Energieabnahme
(blauer Teil) keinen Einfluss auf die Aus-
lösung des Federevents hat.
man für jede Paarwechselwirkung eine Zufallszahl uk ∈ [0,1], die
über uk = Ak(nk) bestimmt, wie weit nkδx die Kugel bewegt wird,
bis ein Event bezüglich Kugel i ausgelöst wird. So wie bei dem EC-
Algorithmus für harte Kugeln, wird dann die entsprechende Kugel,
deren Potential das Event mit kleinstem n ausgelöst hat, das nächste
Pivot-Bead.
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5.2.1 Paralellisierung des erweiterten Event-Chain-Algorithmus
Abbildung 5.4: Kachelzerlegung der Si-
mulationsbox, um die Unabhängigkeit
der parallelen Threads zu gewährlei-
sten. Die farbigen Kugeln können un-
abhängig voneinander bewegt werden,
während die grauen Kugeln festgehal-
ten werden. Der Übersicht halber ist
ein zweidimensionales Hartkugelsys-
tem dargestellt.
Für die Parallelisierung der Simulation der Hartkugel-Federketten
wird eine andere Zellzerlegung als bisher benutzt. Da die Effektivität
der Simulation mit größeren Zellen zunimmt, kann man eine Kachel-
zerlegung (Abb. 5.4) benutzen, bei der größere Kacheln durch schmale
Fugen separiert werden. Liegt eine Kugel in einer Fuge, kann sie nicht
bewegt werden. Im Gegensatz zur Schachbrettzerlegung (Abb. 2.7) ist
der für einen Thread zugängliche Bereich größer und die Effektivität
der Parallelisierung steigt. Dies ist insbesondere für höhere Dimen-
sionen vorteilhaft, da eine Event-Chain im Wesentlichen ein lineares
Objekt ist und somit die Kantenlänge einer Zelle die Rate bestimmt, in
der die Zellwand getroffen wird.
Abbildung 5.5: Reflektion der Event-
Chain bei einem durch eine Feder aus-
gelöstes Event. Die graue Kugel kann
nicht Teil der Event-Chain sein, daher
bleibt die grüne Kugel aktiv und die
Event-Chain-Richtung wird reflektiert,
als ob senkrecht zum Bond eine Wand
wäre. Führt ein Kettensegment (hier
grün-grau-rot) über eine Fuge, muss
mindestens ein Bead in der Fuge liegen.
Ein durch eine Feder ausgelöstes Event kann dazu führen, dass
eine Kugel in der Fuge bewegt werden muss. In diesem Fall wenden
wir eine dem Hartkugelsystem ähnliche Reflektionsregel an. Die Pivot-
Kugel wird nicht verändert, aber die Event-Chain-Richtung wird so
reflektiert, als ob senkrecht zum Bond eine Wand wäre (Abb. 5.5).
Die Fugenbreite muss dabei jedoch so gewählt werden, dass bei
einem Kettensegment, das über eine Fuge geht, mindestens eine Kugel
in der Fuge liegt. Ansonsten könnten zwei durch Federn verbundene
Beads gleichzeitig von unterschiedlichen Threads bearbeitet werden,
was zu unkontrolliertem Verhalten führt. Eine restriktive Lösung be-
steht in der (zusätzlichen) Beschränkung der Bondlänge, da diese bei
einem harmonischen Potential prinzipiell unbeschränkt ist. Bei nP = 4
Kernen und endlicher Federkonstante k treten in sehr seltenen Fällen
Speicherzugriffsfehler auf, die bei der Verwendung von Fäden nicht
auftreten.
5.2.2 Der optionale Swap-Move
In einer dichten Schmelze aus langen Ketten sind die Polymere hoch-
gradig verschlauft (engl. entangled), was zu der Reptationsdynamik9
9 Dieser Effekt bestimmt die reichhalti-
ge, physikalische Dynamik einer Poly-
merschmelze. Das traditionelle Bild ist
die Diffusion des Polymers in einem dy-
namischen Schlauch, der von den übri-
gen Polymeren in der Schmelze gebildet
wird.
auf mittleren Zeitskalen führt. Bei dichten Systemen, respektive sehr
langen ECs wird jede einzelne Kugel nur sehr wenig bewegt. Die
Topologie der Verschlaufungen kann so nur sehr langsam verändert
werden.
Während der Berechnung einer Event-Chain (für das Hartkugel-
potential) liegen immer zwei Kugeln auf Stoß, was für eine dem
Double-Bridging-Move ähnliche Vorgehensweise ausgenutzt werden
kann. Beim Swap-Move wird ein Tausch der beiden sich berührenden
Kugeln vorgeschlagen, wobei sich im Allgemeinen die Streckenergie
der beteiligten Bonds ändert. Über den Metropolis-Algorithmus be-
stimmt die Energiedifferenz, die durch den Tausch der beiden Kugeln
entsteht, die Akzeptanzwahrscheinlichkeit des Swap-Moves. Wird der
Move abgelehnt, wird die Event-Chain normal weiter ausgeführt. Da-
her führt der Swap-Move keine zusätzlichen Ablehnungen ein.10
10 Wie beim traditionellen Metropolis-
Filter müssen durch den Swap-Move
nur Energiedifferenzen ausgewertet
werden, weshalb der zusätzliche Re-
chenaufwand gering ist.
In Abbildung 5.6 ist ein Swap-Move dargestellt, bei dem der Tausch
der Kugeln energetisch vorteilhaft scheint und der die Topologie einer
Verschlaufung ändert. Sind die Kugeln nicht mit Federn verbunden,
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Abbildung 5.6: Schematische Darstel-
lung des optionalen Swap-Moves. Das
aktuelle Bead ist mit einem roten Halo
gekennzeichnet. Die grün hinterlegten
Bilder zeigen den Anfang einer Event-
Chain. Diese stößt eine Kugel einer an-
deren Kette und ein Swap wird vorge-
schlagen. Wird der Swap mittels des
Metropolis-Filters angenommen, wer-
den die Kugeln getauscht und die blau
hinterlegten Bilder zeigen den Rest der
EC. Wird der Swap abgelehnt, wird die
Event-Chain – siehe gelb hinterlegte Bil-
der – weiter ausgeführt. In dem gezeig-
ten Beispiel scheint es energetisch vor-
teilhaft zu sein, die beteiligten Kugeln
zu tauschen und so die Topologie der
Verschlaufung zu ändern.
Dieses Bild ist von Horst-Holger Boltz
mit Hilfe von POV-Ray erstellt worden.
sw
ap
sind die Beads nicht mehr unterscheidbar und der EC-Algorithmus
mit oder ohne Swap-Move ist identisch. Da der Swap-Move effektiv
Verschlaufungen erzeugt und auflöst, wird die Reptationsdynamik
unterdrückt, was die Äquilibrationszeit deutlich verkürzt.
5.2.3 Anfangsbedingungen
Geeignete Anfangsbedingungen können einen großen Vorteil für eine
Simulation darstellen. Dabei sollten und müssen Gleichgewichtsgrö-
ßen schon bei der Generierung der Anfangsbedingungen berücksich-
tigt werden, um die Äquilibrations- oder Warm-Up-Phase möglichst
kurz zu halten.
Die freie Energielandschaft ist bei Polymersystemen meistens sehr
komplex, das heißt sie ist rau und besitzt viele lokale Minima.11 Die11 Als prominentes Beispiel sei hier Pro-
teinfaltung erwähnt. Anfangskonfiguration des Systems bestimmt daher, welches lokale Mi-
nimum die Markow-Kette als erstes findet. Sind die freie Energiebarrie-
ren nicht allzu hoch, kann die Markow-Kette auch andere Minima fin-
den, wobei die nötige Zeit von einem Minimum zu einem anderen zu
gelangen von der Barriere zwischen diesen abhängt. Je mehr Minima
gefunden werden, desto besser wird die Abschätzung für das globale
Minimum, den Grundzustand des Systems, der eine besondere Stel-
lung in theoretischen Betrachtungen darstellt. Anfangsbedingungen
können nun dazu dienen, den Phasenraum des Systems systematisch
nach möglichen Minima abzusuchen.
Eine häufig verwendete Strategie, Anfangsbedingungen zu generie-
ren, besteht darin, eine sehr dilute, äquilibrierte Schmelze langsam zu
komprimieren[70, 71]. Dies kann für sehr dichte Zielsysteme viel Zeit
in Anspruch nehmen. Bei einer anderen vorgeschlagenen Methode wer-
den die Ketten zunächst wechselwirkungsfrei verteilt, im Folgenden
als Phantomketten bezeichnet, um dann das stark repulsive Potential1212 Bei Auhl et al.[87] werden die Polyme-
re mit einem verschobenen und abge-
schnittenen Lennard-Jones-Potential für
das ausgeschlossene Volumen und dem
FENE-Potential[247] für die Bonds si-
muliert.
langsam hochzufahren. Dieses Verfahren wird Push-Off[87] genannt und
dabei bestimmt die Rate, mit der das Potential erhöht und die Potenti-
alreichweite vergrößert wird, maßgeblich wie sehr die ursprüngliche
Statistik der Ketten gestört wird. Neuere Arbeiten zeigen auf, wie man




Bei der Schmelze aus Hartkugel-Ketten ist eine der Gleichgewichts-
größen, die die Phantomketten erfüllen sollten, der mittlere quadrati-
sche Abstand zweier Beads innerhalb der Kette
〈R2〉(n) = 1










wobei n den Abstand entlang der Kontur bezeichnet, auch chemische
Distanz genannt. Die Mittelung geht hier über alle Kettensegmente
der Länge n und alle M Ketten.
Die typische Form eines Polymers verändert sich durch die von
den harten Kugeln bewirkte Selbstvermeidung (Abb. 3.25). Die Abwei-
chung zum idealen Verhalten zeigt sich in entlang der Kontur korrelier-
ten Tangenten, so dass sich eine ansonsten flexible Kette wie eine Kette
mit einer kleinen, aber endlichen Biegesteifigkeit verhält.13 Diese effek-
13 Schon durch das ausgeschlossene Vo-
lumen kann die Kette nicht direkt um-
kehren und Winkel θ > 23pi sind nicht
erlaubt, was direkt eine Biegesteifigkeit
induziert. Wird nur dieser lokale Effekt
betrachtet, nennt sich diese Kette auch
Non-Reversal-Random-Walk
tive Steifigkeit lässt sich durch einen endlichen Wert von 〈cos θ〉 > 0














Abbildung 5.7: Algebraisch abfallende
Tangentenkorrelation in einer Schmel-
ze mit langen Ketten. Die Daten stam-
men aus der Simulation mit langen Ket-
ten, wobei die Ergebnisse des erweiter-
ten EC-Algorithmus mit dem optiona-
len Swap-Move, LAMMPS und der ana-
lytischen Erwartung[74] Cp=0.124 ver-
glichen werden.
Für relativ dichte Schmelzen stellte Flory die Idealitätshypothese
auf, wonach sich die Repulsion durch das ausgeschlossene Volumen
und der Druck durch die umgebenen Ketten genau aufheben, so dass
eine Kette wieder ideales Verhalten zeigt. Neuere Ergebnisse[74, 75]
zeigen, dass diese Hypothese nur eine Näherung darstellt. Ins Besonde-
re weicht die Tangentenkorrelation in einer Schmelze für lange Ketten
(N & 500) signifikant von einem exponentiellen Zusammenhang ab
und fällt algebraisch ab (Abb. 5.7)
〈t(s)t(s + ∆s)〉 = Cp∆s−3/2 . (5.2)














Abbildung 5.8: Abhängigkeit der Para-
meter be und c von der Volumenbele-
gung η. Die schwarzen Linien sind Aus-
gleichrechnungen mit be = 1.75(2)/
√
ρ,
respektive c = 0.68(4)/ρ.
wobei der Parameter be die effektive Bondlänge einer gaußschen Kette
für n→ ∞ charakterisiert.[78] Der zweite Term beschreibt das effektive
Aufquellen der Kette für endlich lange Kettensegmente mit einem
von der Dichte abhängigen Parameter c. In Abbildung 5.8 sind die
Dichteabhängigkeiten dieser Parameter gezeigt.
Um diesen Effekt hinreichend14 gut direkt mit den Phantomket-
14 Das System mit den Phantomketten
wird durch die Auflösung der Überlap-
pungen gestört und der mittlere quadra-
tische Abstand ändert sich in Folge des-
sen noch. Daher ist eine exakte Überein-
stimmung nicht nötig.
ten nachzubilden, fordert man für aufeinanderfolgende Bonds die Be-
dingung ti · ti+1 < cos (θmax). Für gleichverteilte Winkel θ < θmax
erhält man direkt 〈cos θ〉 = cos2 (θmax/2). Allerdings muss für die-
ses Verfahren der Gleichgewichtswert für 〈cos θ〉 bekannt sein. Unter
der Annahme, dass dieser Wert nicht stark von den übrigen Simulati-
onsparameter wie dem Polymerisationsgrad N abhängt, braucht man
nur eine Simulation durchzuführen, um θmax zu bestimmen. Für alle
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Abbildung 5.9: Mittlerer quadratischer
Abstand R2(n)/nσ2 zwischen zwei Mo-
nomeren mit einer chemischen Di-
stanz von n für verschiedene Vari-
anten des Anfangsbedingungsgenera-
tors, sowie Ergebnisse einer Long-Run-
Simulation (schwarze Linie), welche
sich gut durch Gleichung (5.3) beschrei-
ben lässt und der Verteilung der Phan-
tomketten, die durch Gleichung (5.4)
gegeben ist (gelbe Linie). Die kleine-
ren Punkte stellen die Verteilung der
Phantomketten dar und die größeren
sind die Messwerte, nachdem alle Über-
lappungen aufgelöst wurden. Um An-
fangskonfigurationen zu erzeugen, star-
tet man mit Phantomketten (kleine grü-
ne Punikte), die dann kurz wechsel-
wirkungsfrei simuliert werden (kleine
blaue Punkte). Der Push-Off lässt die
Ketten aufquellen und die Anfangs-
konfiguration hat dann eine Vertei-
lung wie die größeren blauen Punk-
ten. Die Simulationsparameter sind





































weiteren Simulationen wird dann die Äquilibrationsphase verkürzt.
Schränkt man die Phantomketten so wie beschrieben ein, erhält man
für die internen quadratischen Beadabstände
〈R2〉(n) = nb20
(
be − 2〈cos θ〉(1− 〈cos θ〉
n)





1− 〈cos θ〉 .
Ein zum Push-Off[87] ähnliches Schema nutzt aus, dass sich der
EC-Algorithmus gut zur Auflösung der Überlappungen eignet. Da-
zu wird an einer beliebigen Kugel, die mit mindestens einer anderen
überlappt, so lange Event-Chains in zufällige Richtungen gestartet, bis
diese Kugel keinen Überlapp mehr mit anderen aufweist. Bei dieser
Prozedur werden Kugeln ignoriert, die mit der aktiven Kugel überlap-
pen, so dass der Algorithmus an sich nicht verändert werden muss.
Hier bezeichnet Push-Off immer die beschriebene EC-Variante, bei der
man σ=0 direkt durch σ=b0 ersetzt und Überlappungen durch das
EC-Rütteln auflöst. Da diese Art des Push-Off die Kette aufquellen lässt
und die eingestellte Abstandsstatistik der Phantomketten stört (Abb.
5.9 grüne Punkte), kann man die Phantomketten erst für eine gewisse
Zeit mit σ = 0 äquilibrieren, so dass die Abstandsstatistik gegen die
eines Random-Walks äquilibriert (Abb. 5.9 kleinere blaue Punkte). Da
der Push-Off die Ketten auf kurzen Längen aufquellen lässt, heben
sich diese beiden Schritte nahezu auf (Abb. 5.9 große blaue Punkte).
Die Qualität der Anfangsbedingung ist dabei nicht sehr sensitiv auf
die Länge dieser Prä-Äquilibrierungsphase.15
15 Für die Daten in Abbildung 5.9 sind
10 Sweeps verwendet worden. Der
Grund für diese Insensivität liegt in
dem unterschiedlichen Verhalten für un-
terschiedliche Abstände n. Die längsten
Abstände entwickeln sich naturgemäß
langsamer als die mittleren und kürze-
ren, jedoch ist die Annahme falsch, dass
die Äquilibrationszeit für ein Kettenseg-
ment der Länge n ≤ N unabhängig
von der Gesamtlänge ist. Daher ist die
Vermeidung des breiten Maximums der
grünen Kurve wünschenswert.[87]
In Abb. 5.9 sind nun mittlere quadratischer Abstände R
2
nσ2 darge-
stellt, die durch die oben beschriebenen Anfangszustandsgeneratoren
erzeugt wurden. Dabei sind auch die Verteilungen der Phantomket-
ten gemessen worden, die durch (5.4) gegeben sein sollten, um die
Störung des Push-Offs zu zeigen. Weiterhin ist die Verteilung eines
idealen Random-Walks vor und nach der Push-Off Prozedur gezeigt,
die gerade für große chemische Distanzen deutlich von der Gleichge-
wichtsstatistik abweicht.16
16 Ähneln sich die Anfangskonfigurati-
onsverteilung und das Gleichgewicht-
sensemble und dauert die Erzeugung
und Äquilibration weniger lange als
die entsprechende Autokorrelationszeit,
dann ließe sich der Anfangszustands-
generator zum direkten samplen ver-
wenden. Für den Push-Off mit Prä-
Äquilibrierung stimmt die Verteilung
des End-zu-End-Abstands nach Kon-
struktion und auch weitere Gleichge-
wichtsgrößen, wie der Druck (Abb. 5.10)
oder die typische Form (Abb. 5.11), re-













Abbildung 5.10: Paarverteilung eines Sy-
stems im Gleichgewicht und für ver-
schiedene Anfangsgeneratorensembles.
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5.3 Polymereigenschaften in einer Schmelze
System M N η L[σ]
Performancetest
I 400 120 0.39 40
II 500 120 0.49 40
III 250 240 0.49 40
Reptationstest
IV 20 500 0.30 26
Phasenkoexistenz




N 550 120 0.540 40.0
Tabelle 5.1: Simulierte Systeme.
Polymere in dichten Schmelzen weisen charakteristische, strukturelle
Eigenschaften im thermischen Gleichgewicht auf, die sowohl analy-
tisch als auch numerisch gut erforscht sind. Um die Korrektheit der
vorgestellten Algorithmen zu zeigen, werden bekannte Größen repro-
duziert. Dabei wird unterschieden, ob der Event-Chain-Algorithmus
(EC) oder Standard-Metropolis-Algorithmus (MC) für die Wechselwir-
kung der (i) harten Kugeln und/oder (ii) der Federn benutzt wird,
und (iii) ob der Algorithmus parallel (par) oder seriell (ser) ausgeführt
wird. Wird der (iv) optionale Swap-Move benutzt, wird der Zusatz
„swap“ verwendet. In dieser kompakten Nomenklatur bezeichnet zum
Beispiel „EC-MC-par“ dann eine parallelisierte Simulation, die für die
Hartkugelwechselwirkung den EC-Algorithmus und für die Federn
den Standard-Metropolis-Algorithmus verwendet, wobei keine Swap-
Moves ausgeführt werden.
In Tabelle 5.1 sind die Systemparameter für die in diesem Kapitel
gezeigten Simulationen zusammengefasst. Um den Einfluss der Flä-
chenbelegung η und des Polymerisationsgrads beziehungsweise der
Kettenlänge N zu untersuchen, werden drei verschiedene Systeme der
Kantenlänge L = 40 simuliert. Von System I zu II erhöht sich die Flä-
chenbelegung und von System II zu III die Kettenlänge. Anhand des
Systems IV mit deutlich längeren Ketten wird die Reptation untersucht
und mit Hilfe der Systeme A-N bei hohen Volumenbelegungen wird
das Phasenkoexistenz-Verhalten der Schmelze untersucht.
5.3.1 Typische Form - Trägheitstensor





mit den Eigenvektoren ei und Eigenwerten I1 ≤ I2 ≤ I3 bestim-
men. Die Summe läuft dabei über alle Beads und rk,i bezeichnet die
i-te Komponente des Orts des k-ten Beads. In Abbildung 5.11 ist die
Abbildung 5.11: (A) Verteilung der Ku-
geln einer Kette entlang der drei Haupt-
trägheitsachsen (Parameter siehe Sys-
tem I). (B) Beispielkonfigurationen eines
Polymers. Jede Zeile zeigt die Projekti-
on auf die Ebene, aufgespannt durch
je zwei Hauptträgheitsachsen. Die lin-
ke Spalte zeigt eine Konfiguration, wäh-
rend in der rechten Spalte 50 Konfigura-
tionen überlagert werden, um die Vertei-
lung zu verdeutlichen. Entlang der zum
größten Eigenwert zugehörigen Achse
ist die Verteilung bimodal, was durch
die Hantelform der Polymere bewirkt
wird. Die schwarzen Ellipsen haben bei
homogener Massenbelegung das glei-
che Trägheitsmoment wie das Polymer.
Alle verwendeten Algorithmen führen
zur selben Verteilung. Zusätzlich sind
die Verteilungen der zuvor vorgestellten
Anfangszustandsgeneratoren gezeigt.
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Verteilung der Beads im Schwerpunktsystem einer Kette entlang der
Haupträgheitsachsen (gegeben durch die Eigenvektoren ei) zu sehen.
Die unterschiedliche Schärfe der Verteilung deutet darauf hin, dass
die typische Form eines flexiblen Polymers ellipsoid ist und nicht –
wie man naiv annehmen könnte – kugelförmig. Die Verteilung entlang
des größten Eigenwerts ist schwach bimodal, was auf eine Hantelform
schließen lässt. Zur Visualisierung der Form sind Beispielkonfiguratio-
nen in Abbildung 5.11 B gezeigt, an denen man die Hantelform gut
erkennt.
Für eine quantitative Analyse – analog zu Karayiannis et al. [252]
– lassen sich die Eigenwerte des Trägheitstensors I1 ≤ I2 ≤ I3 ver-
wenden, um die Form des Polymers bezüglich der Aspherizität b ≡
1
2 (I1 + I2)− I3, Azylindrizität c ≡ I1 − I2 und der Anisotropie
Iκ〈κ2 ≡ 4(1− 3(I2 I3 + I3 I1 + I1 I2)/(Sp I)2〉
zu charakterisieren. Weiterhin gibt es mehrere analytische Vorhersagen




















welche getestet werden können. Unter der Annahme, dass sich selbst-
vermeidene Ketten in einer dichten Schmelze nahezu ideal verhalten,
sollten die theoretischen Erwartungen für einzelne, ideale Ketten er-
füllt werden.
In der Tabelle 5.2 werden die analytischen Vorhersagen aus Glei-
chung (5.5) und (5.6) mit den gemessenen Werten aus den MC-Simula-
tionen und LAMMPS verglichen. Sowohl die Verteilungen aus Abbil-
dung 5.11 als auch die Werte, die die charakteristische Form eines
Polymers beschreiben, stimmen gut mit den zuvor vorgestellten Vor-
hersagen überein.
theo. MC-MC-ser EC-EC-swap-par LAMMPS
ideal SAW Sys.I Sys.II Sys.III Sys.I Sys.II Sys.III Sys.I Sys.II Sys.III
Iκ 0.42 — 0.390 0.388 0.387 0.399 0.397 0.395 0.402 0.397 0.395
I0 0.667 — 0.653 0.621 0.629 0.640 0.638 0.672 0.646 0.643 0.633
I1 0.754 0.79 0.763 0.758 0.757 0.765 0.764 0.766 0.765 0.767 0.763
I2 0.175 0.161 0.173 0.178 0.177 0.172 0.173 0.172 0.172 0.170 0.173
I3 0.0646 0.054 0.0642 0.06473 0.06540 0.06284 0.06310 0.06251 0.06225 0.06302 0.06427
Tabelle 5.2: Vergleich der theoretischen
Erwartung der form-beschreibenden
Größen mit ausgewählten MC-
Algorithmen und LAMMPS. Für eine
bessere Übersicht sind nur Ergebnisse
für MC-MC-ser, EC-EC-swap-par und
LAMMPS angegeben, jedoch weichen
die anderen Varianten kaum von den
hier gezeigten Werten ab. Da sich
eine selbstvermeidende Kette in einer
dichten Schmelze (annähernd) ideal
verhält, ist zu erwarten, dass die Simu-
lationen die Werte einer idealen Kette
reproduzieren. Abweichungen vom
idealen Verhalten gehen in Richung der
Werte für eine SAW.
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Abbildung 5.12: Verteilung des mittleren
quadratischen End-zu-End-Abstands
W(R), gemessen mit verschiedenen
MC-Varianten und LAMMPS, im
Vergleich mit der Verteilung einer
idealen Kette (Gl. (5.7), gelbe Kurve).
Die Abweichungen der einzelnen MC-
Varianten und LAMMPS voneinander
bei den Systemen II und III haben ihren
Ursprung in zu geringen Laufzeiten.
Für eine bessere Übersicht sind die
Werte für System I konstant nach oben
verschoben worden. Für kurze Abstän-
de R zeigt die Verteilung Oszillationen,
die durch die Nahordnung (gegeben
durch die Paarverteilungsfunktion g(r))
der Kugeln generiert werden. Rechnet
man diesen Einfluss aus den Daten
heraus, in dem man – wie im Inset
gezeigt – den Quotienten W(R)/g(r)
(rote Kurve) bildet, verschwinden die
Oszillationen.
Die Verteilung des End-zu-End-Abstands W(R ≡ √〈R2〉) einer
idealen Kette mit dem mittleren quadratischen End-zu-End-Abstand17
17 Hierbei charakterisiert c ≈ 1.9 die
durch die Schmelze induzierte Biege-
steifigkeit, siehe Abschnitt 5.2.3














Nun verhält sich eine selbstvermeidene Kette in einer dichten Schmel-
ze nur annähernd ideal, so dass kleine Abweichungen möglich sind. In
Abbildung 5.12 sind die gemessenen Verteilungen der MC-Varianten
und Gleichung (5.7) dargestellt. Insbesondere für kleinere Abstände
wird die Verteilung (5.7) durch die Nahordnung der harten Kugeln in
solch dichten Systemen moduliert, die durch die Paarverteilungsfunk-
tion g(r) charakterisiert werden kann. Dieser Effekt lässt sich einfach
durch Division mit g(r) herausrechnen, welche numerisch bestimmbar
ist.
5.4 Performanz des EC-Algorithmus bei Polymerschmelzen
Im Folgenden werden verschiedene Algorithmen bezüglich der Perfor-
manz verglichen. Für einen Vergleich der einzelnen Bestandteile sind
fünf verschiedene Algorithmen verwendet worden: EC-EC-par-swap,
EC-EC-par, EC-EC-ser, EC-MC-par and MC-MC-ser.
EC-EC-(par/ser): Über den Vergleich dieser Varianten lässt sich der re-
lative Speed-Up durch die Paralellisierung bestimmen und überprü-
fen, ob ein Speed-Up von der Anzahl der benutzten Kerne erreicht
wird. Der Standard-Metropolis-Algorithmus ist nicht parallelisiert
worden, da schon zuvor gezeigt wurde[40], dass starke Skalierbar-
keit erreicht werden kann.
EC-(EC/MC)-par: Mit diesem Paar lässt sich die Beschleunigung des
Algorithmus durch das Benutzen des Event-Chain-Algorithmus für
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die Hartkugel-Wechselwirkung messen, während das Federpoten-
tial über den Standard-Metropolis-Filter evaluiert wird. Weiterhin
kann so dieser Hybridalgorithmus verifiziert werden, was insbe-
sondere für Potentiale wichtig ist, die nicht mit dem Event-Chain-
Algorithmus simuliert werden können.
(EC-EC/MC-MC)-ser: Dieser Vergleich ergibt den Speed-Up durch
den erweiterten EC-Algorithmus.
LAMMPS: Für weitere Vergleiche sind MD-Simulationen ausgeführt
worden, wobei das hoch optimierte LAMMPS Paket[244] verwen-
det wurde. Da diese auf Auswertung von Kräften beruhende MD-
Simulation keine harten Kugeln simulieren kann, werden Beads ver-
wendet, die über den repulsiven Anteil des Lennard-Jones-Potential18
18 Dieses Potential ist auch als Weeks-
Chandler-Andersen-Potential[256] be-
kannt wechselwirken. Um die Vergleichbarkeit zu gewährleisten, wird die
Längenskala des Lennard-Jones-Potentials19 σLJ mit dem Hartkugel-19 Dabei ist σLJ über die Nullstel-
le des unmodifizierten Lennard-Jones-
Potentials VLJ(σLJ) = VLJ(∞) = 0 defi-
niert.
radius σ identifiziert.20 Im Rahmen dieser Arbeit hat sich gezeigt,
20 Der effektive Hartkugelradius solcher
weichen Lennard-Jones-Kugeln ist von
Andersen et al. analysiert worden.[257]
dass diese Näherung ausreicht, um die Ergebnisse der Monte-Carlo-
Simulationen zu reproduzieren. Da so die harten Kugeln einfach
durch Lennard-Jones-Kugeln ersetzt werden, lassen sich dieselben
Anfangskonfigurationen für die MD- und MC- Simulationen ver-
wenden. Die Bonds werden weiterhin mit Hooke’schen Federn si-
muliert.
5.4.1 Diffusive Dynamik and relativer Speed-Up
Die Algorithmen werden bezüglich ihrer Laufzeit verglichen. Dabei lie-
fen die Simulationen aus technischen Gründen auf unterschiedlichen
CPUs, weswegen alle Laufzeiten mit Hilfe von kurzen Simulationen
kalibriert wurden. Diese sind alle auf einer CPU mit vier Kernen aus-
geführt worden, um vergleichbare Ergebnisse zu erhalten.
Die Performanz der Algorithmen wird im Folgenden mit Hilfe des
diffusiven Verhaltens der Polymere verglichen. Dazu werden die zeit-
abhängigen, mittleren quadratischen Abstände (MSDs) einzelner Be-
ads gemessen. Seien ri (i = 1, . . . ,N) die Positionen der Beads und
R = 1/N∑Ni=1 ri der Schwerpunkt einer Kette, sind die einfachsten
Abbildung 5.13: (A) Mittlerer quadrati-
scher Abstand eines Beads im jeweiligen
Schwerpunktssystem der Kette g2(∆t)
für unterschiedliche Algorithmen in Ab-
hängigkeit der Laufzeit (in s). Das Pla-
teau in g2 definiert die Zeit, in der
das Polymer relaxiert und kann für die
Bestimmung der Geschwindigkeit des
Algorithmus benutzt werden. (B) Log-
Log-Plot der mittleren quadratischen
Abstände gegen die so reskalierte Zeit,
dass die Kurven kollabieren. Der Kol-
laps ist für alle Algorithmen bis auf die
Simulation mit Swap-Moves möglich.







































g1(∆t) = 〈[rN/2(t + ∆t)− rN/2(t)]2〉t
g2(∆t) = 〈[(rN/2(t + ∆t)− R(t + ∆t))− (rN/2(t)− R(t))]2〉t.
Algorithmus I II III
MC-MC-ser 1 1 1
EC-EC-ser 9 7 7
EC-MC-par 14 17 17
EC-EC-par 31 25 28
EC-EC-swap-par 230 115 423
LAMMPS 330 625 770
Tabelle 5.3: Relativer Speed-Up im
Vergleich zum Local-Displacement-
Metropolis-Algorithmus MC-MC-ser
für verschiedene Systeme I, II und III.
Die parallelen Algorithmen sind mit
vier Kernen ausgeführt worden.
Dabei beschreiben diese Größen die Diffusion des mittleren Beads21
21 Um Effekte der endlichen Kettenlän-
ge zu vermeiden, ist das mittlere Bead
gewählt worden.
einer Kette, wobei g1 die vollständige Information über das diffusive
Verhalten enthält und g2 die Diffusion bezüglich des Schwerpunktsy-
stems des Polymers. Angedeutet durch 〈. . .〉t wird sowohl über das
Ensemble aller Ketten, als auch über alle Zeiten t gemittelt.
Die zeitliche Entwicklung von g1 in einer hinreichend dichten Poly-
merschmelze durchläuft eine Reihe von Cross-Overn[17, 78]
g1(t) ∼

t1/2 for t < τe
t1/4 for τe < t < τR
t1/2 for τR < t < τd














Abbildung 5.14: Schematische Darstel-
lung der Diffusionsregime eines Beads
in einer dichten Polymerschmelze ge-
messen durch g1(t) (5.8).
die drei verschiedene Zeitskalen festlegen: Verschlaufungszeit τe,
Rousezeit τR und Entschlaufungszeit[248] τd (Abb. 5.14). Das Rouse-
Modell legt die Zeitskala t < τR fest, auf der die internen Polymermo-
den relaxieren.22 Für sehr kleine Zeiten t < τe ist das Polymer effektiv
22 Wird die größte Wellenlänge einer
Kette von gedämpften harmonischen
Oszillatoren angeregt, ist τR die Ab-
klingzeit bis die Anregung verschwun-
den ist. Zwei langwellige Anregungen
durch thermische Fluktuationen müs-
sen also zeitlich mindestens τR ausein-
ander liegen, damit sie nicht mehr kor-
reliert sind. Erst unkorrelierte Zufalls-
kräfte führen zur freien Diffusion der
gesamten Kette.
frei und die Polymerdynamik wird gut über das Rouse-Modell einer
freien Kette beschrieben. Nach der Verschlaufungszeit (engl. entangle-
ment time) τe werden die Verschlaufungen mit den anderen Ketten
der Schmelze relevant und führen zu einer langsameren Diffusion im
Bereich τe < t < τd, die Reptation23 genannt wird. In dem mittleren
23 Das traditionelle Bild ist eine Kette,
die von der übrigen Schmelze in einer
Röhre eingeschlossen ist und nur noch
wie eine Schlange kriecht (lat. reptare krie-
chen).
Regime τe < t < τR führt die Rouse-artige Diffusion zusammen mit
der Einschränkung durch die übrigen Schmelzenpolymere zu dem
charakteristischem g1∼t1/4-Verhalten. Die Diffusion eines Beads be-
züglich des Schwerpunkts g2 zeigt für t < τd dasselbe Verhalten wie
g1. Für Zeitdifferenzen größer als τd konvergiert g2 gegen ein Plateau,
gegeben durch den Gyrationsradius R2g(N) = N−1 ∑Ni=0〈(ri − R)2〉.24
24 Um die Wahl von g2 als Performan-
zindikator plausibel zu machen, kann
man die Schwankungen in der Messung
zu Abbildung 5.12 betrachten. Während
für System I nur MC-MC-ser das Pla-
teau nicht erreicht hat, haben für die an-
deren Systeme (nicht gezeigt) auch wei-
tere Varianten das Plateau nicht erreicht.
Der Phasenraum ist also nicht vollstän-
dig genug abgetastet worden, so dass
die Messung des End-zu-End-Abstands
im Gleichgewicht nicht möglich ist, was
zu einer größeren Streuung und syste-
matischen Abweichung der Messdaten
führt.
Das Plateau in g2 entsteht durch das vollständige Abtasten des Kon-
formationsraums eines Polymers. Dies bedeutet, dass jeder Algorith-
mus, der die Fluktuationen, die internen Polymermoden äquilibrieren
kann, ein solches Plateau zeigt. Daher charakterisiert die Laufzeit τ′d
bis zum Erreichen des Plateaus die Effektivität einer Simulation, ein Po-
lymer in einer Schmelze zu äquilibrieren. Sieht man alle in Gleichung
(5.8) beschriebenen Regime, lässt sich sagen, dass die algorithmische
der mittleren realen physikalischen Dynamik auf diesen Zeitskalen
entspricht und die Relaxationszeit τ′d stimmt dann mit der Entschlau-
fungszeit τd überein.
Die Abbildung 5.13 A zeigt g2 in Abhängigkeit der Laufzeit für
die verschiedenen Algorithmen, wobei wie erwartet alle Algorithmen
für lange Laufzeiten ein Plateau in g2 ausbilden. Sowohl die MD-
(LAMMPS), als auch MC-Dynamik zeigen Rouse-artige Diffusion mit
einem t1/2-Verhalten auf kleinen Zeitskalen.[77, 247] Auch der EC-
Algorithmus (für kleine Zeiten sogar mit den offensichtlich unphysi-
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kalischen Swap-Moves) zeigt dasselbe diffusive Verhalten.
Den algorithmischen Speed-up relativ zum Local-Displacement-
Algorithmus kann man nun über eine einfache lineare Umskalierung
der Zeitachse25 bestimmen, indem man die Kurven nahe des Plateau25 In dem doppelt-logarithmischen Plot
entspricht eine lineare Skalierung der
∆t-Achse einer horizontalen Verschie-
bung der Kurven. Die Bestimmung der
Skalierungsfaktoren ist manuell erfolgt.
kollabiert. Abbildung 5.13 B zeigt den Kollaps der beiden MSDs g1 und
g2 durch Umskalierung; die verwendeten Skalierungsfaktoren sind in
Tabelle 5.3 zusammengefasst. Der Kollaps in g1 und g2 wird durch
denselben Faktor erreicht, was Grund zu der Annahme gibt, dass man
hier die physikalische Zeit mit der Monte-Carlo-Zeit – also der Anzahl
der Moves – identifizieren kann, sofern keine Swap-Moves verwendet
werden.
Die Ergebnisse für den relativen Speed-Up in Tabelle 5.3 sind mehr
qualitativ zu sehen, da für die Simulationen die freien Parameter wie
die Verschiebungslänge der Event-Chain ` oder speziell für die Paral-
lelisierung die gestarteten Event-Chains pro Sweep nm nicht explizit
optimiert worden sind. Jedoch lässt sich sagen, dass man durch die Ver-
wendung des Event-Chain-Algorithmus EC-EC-ser eine um etwa eine
Größenordnung kleinere Laufzeit erreicht. Durch die Parallelisierung
lässt sich die Simulation noch einmal um ungefähr den theoretisch
möglichen Faktor der Anzahl der Kerne nP = 4 beschleunigen.
Erwähnenswert ist der relative Performanz-Gewinn des Hybridal-
gorithmus EC-MC in Abhängigkeit der Volumenbelegung η. Eine
mögliche Erklärung liegt darin, dass in dichten Systemen die mitt-
lere Bondlänge näher bei der Ruhelage σ liegt, da diese durch den
Druck der Schmelze gestaucht wird. Dadurch sinkt die Ablehnungs-
rate des Standard-Metropolis-Algorithmus, weshalb der zusätzliche
Rechenaufwand für die durch Federn ausgelösten Events stärker ins
Gewicht fällt.
Der EC-EC-par-swap Algorithmus profitiert insbesondere von lan-
gen Ketten. Dies liegt in der starken Abhängigkeit der Entschlaufungs-
zeit τd ∼ N3 von der Kettenlänge begründet. Im nächsten Abschnitt
werden längere Ketten betrachtet, bei dem dieser Vorteil noch offen-
sichtlicher wird (Abb. 5.16). Trotz der Beschleunigung durch die EC-
Algorithmen, ist die LAMMPS-MD-Simulation bei Weitem der schnell-
ste Algorithmus.26
26 Ich möchte hier anmerken, dass
LAMMPS seit Mitte der 90er Jahre ent-
wickelt und optimiert wird.[244] Ob-
wohl ich allgemeine, praktische Re-
geln für wissenschaftliche Simulationen
beachtet habe, sollte durchaus noch
Raum für Verbesserungen sein. Für ge-
nügend lange Ketten äquilibriert die EC-
Variante mit optionalem Swap-Move ei-
ne Schmelze ähnlich schnell wie die
LAMMPS-MD-Simulation (Abb. 5.15).
Daher scheint alles in allem der erreich-
te Speed-Up sehr vielversprechend.










Abbildung 5.15: Vergleich von g2 zwi-
schen LAMMPS und EC-EC-par-swap.
Die Zeiten sind dabei in Wall-Time ge-
messen und nicht umskaliert.
Da der Kollaps der Kurven in Abb. 5.13 (B) sehr gut funktioniert, stellt
sich die Frage, ob die EC-Simulation (ohne Swap-Move) Reptationsdy-
namik abbilden kann. Dazu werden Simulationen mit längeren Ketten
zwischen EC- und MD-Algorithmen verglichen.
Das Reptationsregime auf Zeitskalen τe < t < τR ist eher schwer
in Simulationen mit zu kurzen Ketten zu beobachten und es wird ein
leicht erhöhter Exponenten g1(t) ∼ tx mit 0.25 ≤ x < 0.4 gegenüber
Gleichung (5.8) erwartet.[258]
Für die bisherigen Simulationen mit N = 120 (Abb. 5.13 B) ist ein
Reptationregime kaum erkennbar. MC-Simulationen mit dem Bond-


























Abbildung 5.16: Mittlerer quadratischer
Abstand g1(∆t) (Log-Log-Plot) für ver-
schiedene Algorithmen mit reskalierter
Zeitdifferenz, wodurch die Kurven für
kleine ∆t kollabieren. Es sind M = 20
Polymere der Länge N = 500 simuliert
worden, wobei die Werte für die Feder-
konstante k in Einheiten von kBT/σ2
angegeben sind. Die mit tether bezeich-
neten Daten sind mit einer maximalen
Bondlänge von b0 < 1.4 simuliert, um
zu verhindern, dass sich Ketten durch-
dringen können. Die Zeitdifferenzen τe,
τR und τd sind per Augenmaß bestimmt,
um die Regime besser unterscheiden zu
können.
512 einen Hinweis auf Reptation und einem Regime mit deutlich ver-
langsamter Diffusion gegenüber t1/2.
Daher wird ein System mit weniger (M=20), aber deutlich längeren
Ketten (N=500), bei einer moderaten Dichte η = 0.298 simuliert. Der

















teilung der Bondabstände bei der Simu-
lation mit dem EC-Algorithmus (harte
Kugeln) und einer MD-Simulation (LJ-
Kugeln) mit der Federkonstante k =
30kBT/σ2. Die Punkte zeigen die Dif-
ferenz beider Verteilungen, wobei die
Farbe anzeigt, bei welcher Methode es
wahrscheinlicher, ist eine gewisse Bond-
länge r anzutreffen. Für r >
√
2σ kön-
nen sich Ketten, bestehend aus harten
Kugeln, durchdringen.
Die längeren Ketten sorgen für ein deutlich ausgeprägteres mittle-
res Regime mit verlangsamter Dynamik. Dabei spielt die Stärke der
Federkonstante k eine gewisse Rolle, da sich Ketten mit einer kleinen,
nicht verschwindenden Wahrscheinlichkeit auf Grund von thermisch
gestreckten Bonds durchdringen können (Abb 5.17). Mit größerer Stei-
figkeit sinkt der mittlere Abstand zweier benachbarter Kugeln und die
Wahrscheinlichkeit sich kreuzender Ketten nimmt ab.27
27 Interessanterweise scheint die nöti-
ge Federstärke (gemessen in kBT/σ2)
zur Unterdrückung von sich kreuzen-
den Ketten in der MD-Simulation klei-
ner zu sein, als in der MC-Simulation.
Zwar werden in der MD-Simulation
LJ-Kugeln statt harter Kugeln verwen-
det, jedoch zeigt die Verteilung der
Bead-Abstände innerhalb einer Kette
im relevanten Bereich |ri − ri+1| >√
2σ keine signifikanten Unterschiede
zwischen MD- beziehungsweise EC-
Simulation. Die Vermutung liegt na-
he, dass in der MD-Simulation sowohl
der passende Ort (ein thermisch sehr
gestreckter Bond und zwei möglichst
senkrechte Polymere) als auch die pas-
sende Geschwindigkeit (groß genug,
dass die LJ-Barriere überwunden wer-
den kann) nötig sind, damit Ketten
sich durchdringen können, während bei
der EC-Simulation die Geschwindigkei-
ten implizit ausintegriert sind, so dass
die Wahrscheinlichkeit eines solchen
Topologie-verletzenden Ereignisses ge-
genüber der MD-Simulation erhöht ist.
Verwendet man eine genügend hohe Federstärke (für MD reicht
k = 100kBT/σ2) oder beschränkt die Bondlänge b <
√
2σ, zeigen
MD- und EC-Simulationen ein ausgeprägtes intermediäres Reptation-
Regime mit einer Zeitabhängigkeit von g1(t) ∝ t0.3 nahe am analytisch
und numerisch[258] vorhergesagtem t1/4-Verhalten.
Überraschenderweise zeigt der parallelisierte EC-EC-Algorithmus
trotz der recht unphysikalischen, nicht-lokalen Zustandsänderungen
die selben Regime in der MSD Funktion g1(t), wie die MD-Simulation,
und die entsprechenden Kurven können wieder mit Hilfe einer linea-
ren Skalierung in der Zeit kollabiert werden, wie in Abbildung 5.16 zu
sehen ist.
Es klingt plausibel zu behaupten, dass eine Event-Chain gerade
solche Kugeln auf einmal bewegt, die in der MD-Simulation sukzessive
stoßen würden. Dies bedeutet, dass ab einer bestimmten Zeitskala die
MC-Dynamik effektiv die physikalische Dynamik nachbildet. Soweit
bekannt, ist dies die erste MC-Simulation im kontinuierlichen Raum,
bei der klare Anzeichen von Reptation beobachtbar sind.
Wie zu erwarten war, zeigt die Abbildung 5.16 auch, dass bei Nut-
zung des optionalen Swap-Moves kein intermediäres Regime sicht-
bar ist. Durch effektives Abschalten der langsamen Reptationsdyna-
mik kann die Äquilibration einer Schmelze deutlich beschleunigt wer-
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den. Der Vergleich (Abb. 5.15) der MSD Funktion g2(∆t) zeigt, dass
LAMMPS und EC-EC-par-swap die Schmelze mit solch langen Poly-
meren ähnlich schnell äquilibrieren können.
5.5 Solidifikation – Einfrieren der Schmelze
Abbildung 5.18: Zeitlicher Verlauf des
Einfrierens der Schmelze (Abb. 5.20)
und Vergleich der in Abschnitt 4.2.3 vor-
gestellten Selektoren. Dabei ist in grau
der Anteil des Gesamtsystems gezeigt,
der nach q6q6 < 0.7 eine feste Ord-
nung zeigt und in rot und blau, wie
viele dieser festen Kugeln nach dem
Maß ∆HCP/FCC < 0.05 als HCP- bezie-
hungsweise FCC-geordnet erkannt wer-
den (wobei die violette Schattierung die
Asymmetrie zwischen HCP und FCC
zeigen soll). Anhand der Größe q6q6
lässt sich selbst bei thermischen Fluk-
tuationen relativ gut bestimmen, ob die
lokale Ordnung um eine Kugel fest oder
flüssig ist. Die Stabilität der Zuordnung
liegt an der Einbeziehung aller Nachbar-
kugeln für die Evaluation von q6q6. Das
(Pseudo-)Maß ∆HCP/FCC lässt sich für
die Klassifizierung fest-flüssig ab einer
gewissen Stärke der thermischen Fluk-
tuationen nicht mehr ohne Weiteres ver-
wenden. Die Größe Q6 enthält Features
der drei anderen Kurven. So ist der Ver-
lauf über die gesamte Zeit recht ähnlich
zu q6q6 und zeigt zwischen (E) und (I)








































C D E F G H I
Die Simulation mit dem EC-Algorithmus (inkl. Swap-Move) zeigt
nach einer längeren Äquilibrationsphase ein FCC-Kristall als Gleichge-
wichtsphase, wie bei den harten Kugeln (Abb. 5.18 und 5.20). Dabei
muss die Schmelze deutlich über die kritische Dichte ηkrist ≈ 0.492
hinaus komprimiert werden, damit sie einfriert. Bei η = 0.54 bilden
sich bei der Simulation der Schmelze mit dem EC-Algorithmus nach
relativ kurzer Simulationsdauer (4 · 104 Sweeps) die ersten stabilen
Nukleationskeime.
Abbildung 5.19: Räumliche Verteilung
der verbliebenen flüssigen Kugeln mit
q6q6 < 0.6 (größere orangenen Kugeln)
und innere Struktur des verbliebenen
Kristalldefekts der Konfiguration 5.20 (I)
(Zur Orientierung ist ein cyanfarbiges
Rechteck eingezeichnet).
Diese bestehen – über das gesamte System gesehen – zu gleichen
Teilen aus HCP- und FCC-geordneten Bereichen (bis ca. 2 · 105 Sweeps).
Die stabilste Domäne wächst auf Kosten der weniger stabilen (analog
zur Ostwald-Reifung) und sobald eine kritische Größe unterschrit-
ten wird, schmilzt die weniger stabile Kritalldomäne so schnell, dass
ein größeres zusammenhängendes flüssiges Volumen entsteht (Abb.
5.18(E)). Da es zu diesem Zeitpunkt keine Kristalldomänengrenzflä-
chen mehr gibt, wächst der Anteil fester, FCC-geordneter Kugeln mo-
noton, um die flüssig-fest Grenzfläche zu minimieren. Im folgenden
Simulationsverlauf korreliert die Aufenthaltswahrscheinlichkeit der
Flüssigkeit mit der Reorganisation der Kristallstruktur, was für einen
monotropischen28 Übergang von HCP (beziehungsweise RHCP) zu
28 Zuerst muss der RHCP-Bereich
schmelzen, um dann wieder in
FCC-Ordnung zu gefrieren.
FCC spricht. Die Simulation ist bei 4.2 · 106 Sweeps abgebrochen wor-
den; es hat sich ein (nahezu) komplett FCC-geordneter Kristall gebildet
und für mehr als 99% der Kugeln gilt q6q6 > 0.6. In Abbildung 5.19
ist die letzte Konfiguration gezeigt, wobei die verbliebenen flüssigen








t=4 · 104 t=5.8 · 104
t=1.6 · 105 t=5 · 105 t=1.2 · 106
t=1.7 · 106 t=2.5 · 106 t=4.2 · 106
Abbildung 5.20: Zeitlicher Verlauf der Äquilibrierungsphase einer unterkühlten Schmelze bei einer Volumenbelegung von η ≈ 0.54. Die
Kugeln sind nach der lokalen Ordnung eingefärbt, die über das Maß ∆HCP/FCC(Vi) bestimmt wurde. Rote Kugeln zeigen HCP-geordnete
(∆HCP < ∆FCC(Vi)) und blaue FCC-geordnete (∆FCC(Vi) < ∆HCP) Kugeln an. Ab einer willkürlich festgelegten Schwelle q6q6(i) < 0.6
wird eine Kugel grau eingefärbt und die Kugel kann als flüssig angenommen werden. Die Simulation startet bei Bild (A) in einem
flüssigen Zustand, der durch den Anfangszustandsgenerator (Abschnitt 5.2.3) nahezu im Gleichgewicht sein sollte. Nach kurzer Zeit
(Bild (B)) bilden sich erste stabile Nukleationskeime mit inkompatiblen Orientierungen (Bei einer Simulation bei η = 0.5311 entstanden
auch nach 3.2 · 106 keine stabilen Nukleationskeime), die solange wachsen bis der Raum ausgefüllt ist, wobei die Kristalldomänen
durch eine flüssige Grenzschicht voneinander getrennt sind (Bild (D)). Die stabilste Kristalldomäne (hier blau) zerdrückt die anderen
(Bild (D)→(E)) und es bildet sich ein Monokristall, der mit einer flüssigen Phase (schwarz gekennzeichnet) vorübergehend koexistiert
(Bild (E)). Die Flüssigkeit treibt den monotropischen Übergang des RHCP-Kristalls in einen FCC-Kristall an, wobei die Stapelfehler
des FCC-Kristalls reorganisiert werden und verschwinden (Bild (F)-(H)). Nach genügend langer Zeit hat sich bei dieser Simulation
ein (nahezu) vollständig FCC-geordnetes System eingestellt, wobei ein Stapelfehler mit gelb markiert ist, der möglicherweise nach
genügend langer Zeit ebenfalls reorganisiert werden könnte (Bild (I)). Das sich die Solidifikation in drei recht unterschiedlichen Phasen
unterteilen lässt, kann qualitativ mit der heuristischen Ostwaldschen Regel verstanden werden.[259] Die Zeiten sind in Anzahl der
simulierten Sweeps angegeben. Ein Video ist verfügbar.



















Abbildung 5.21: Die mittlere spezifische
Volumenbelegung 〈ηi〉 in Abhängigkeit
von ∆FCC(Vi) (rot), 〈r2i 〉c (grün) und
q6q6(i) (blau). Dabei sind die Volumina
der Voronoizellen der Kugeln gemittelt
worden, die in einem kleinen Wertebe-
reich der oben genannten Observablen
liegen und die x-Achse dient als Stellver-
treter für das Intervall, über das gemit-
telt wurde. Alle Observablen ergeben
in etwa die selben 〈ηi〉 im festen und
flüssigen Regime. Die Bestimmung der
genauen Werte 〈ηi〉krist und 〈ηi〉schmelz
ist dann manuell durchgeführt wor-
den. Die horizontalen Linien zei-
gen die theoretischen Phasenkoexistenz-
Volumenbelegungen an.
Um das Verhalten im Phasenkoexistenzbereich zu untersuchen, wird
die nahezu vollständig eingefrorene Schmelze (Abb. 5.20(I)) zentrisch
gestreckt. Dabei sind alle Systeme erst bei L=40.1σ pre-äquilibriert
und dann erst auf die Zielgröße expandiert worden.
Anders als beim Hartkugelgas, bei dem man einen perfekten Kri-
stall als Anfangszustand verwenden kann, ist dies bei der Schmelze
auf Grund der Konnektivität der Ketten nicht (oder zumindest kaum)
möglich. Um den Einfluss von Stapelfehlern auf die Phasenkoexistenz
zu minimieren, ist zur besseren Vergleichbarkeit auch beim Hartku-
gelgas die gleich Prozedur durchgeführt worden (Abb. 5.20(I) als Aus-
gangszustand und Pre-Äquilibrierung). Jedoch ist der Kristalldefekt
beim Hartkugelgas durch die Pre-Äquilibrierung verschwunden (siehe
obere Reihe in Abb. 5.23).29
29 Vermutlich äquilibriert die Schmelze
deutlich langsamer, so dass die Pre-
Äquilibrationszeit zu kurz war, um den
Defekt aufzulösen.
Der Phasenübergang des hier verwendeten Hartkugel-Federketten-
Modells unterscheidet sich kaum von dem eines reinen Hartkugel-
systems,[89, 90] was anhand des Drucks in Abhängigkeit der Volu-
menbelegung zu sehen ist. Die zusätzliche attraktive Wechselwirkung












〈b2 − b0b〉 ,
der Verlauf im Phasenkoexistenzgebiet30 stimmt jedoch (nahezu) über-
30 Die Schleife in der Zustandsgleichung
entsteht durch Finite-Size-Effekte ge-
krümmter Oberflächen. Daher ist an-
ders als bei dem van-der-Waals-Gas
auch die Bereiche mit ηP < 0 sta-
bil und die Maxima zeigen nicht die
Grenzen der Metastabilität der Phasen
an.[260] Bei jedem Wechsel der Topo-
logie der Phasenkoexistenz (z.B. schei-
benförmig zu kugelförmig) springt da-
her der Druck des Gesamtsystems, wäh-
rend er dazwischen nahezu konstant ist.
Die Ursache für die schwache Abhän-
gigkeit könnte das Fehlen von langwel-
ligen Grenzflächenfluktuationen λ > L
wegen des endlichen Systems sein.[261]
ein, wie in Abbildung 5.22 zu sehen ist.
In Abbildung 5.22 werden die Abschätzungen der Phasenkoexi-
stenzdichten in Abhängigkeit der Volumenbelegung gezeigt. Dazu
sind Histogramme (Abb. 5.21) der im Abschnitt 4.2.3 vorgestellten Se-
lektoren für jedes System aufgenommen und manuell die kritischen
Dichten ηkrist und ηschmelz bestimmt worden. Dieses Verfahren ist zwar
nicht sehr präzise, jedoch lässt sich recht gut erkennen, dass sich das
Phasenkoexistenzgebiet nicht (sehr) ändert. Die Abhängigkeit von Git-
terdefekten ist hier nicht weiter untersucht worden, ist jedoch eine
plausible Ursache für die Diskrepanz bei ηkrist.Abbildung 5.22: Vergleich der Volumina
der mittleren Voronoizellen vi (bezie-
hungsweise der spezifischen Volumen-
belegung ηi = pi/6/vi), der (eindeu-
tig) flüssigen und. festen Kugeln für
die Polymerschmelze und dem Hartku-
gelgas, welche durch die in Abschnitt
4.2.3 vorgestellten Selektoren bestimmt
wurden. Zusätzlich sind durch verti-
kalen Linien die theoretisch zu erwar-
tenden Koexistenz-Volumenbelegungen
des Hartkugelgases eingezeichnet. Die
grüne Kurve zeigt das mittlere spezi-
fische Volumen Npi/6/L3 an. Die Be-
stimmung der spezifischen Volumenbe-
legung ist aus verschiedenen im Text
erklärten Gründen nicht sehr präzi-
se, jedoch lässt sich behaupten, dass
das Hartkugelsystems und die Polymer-



























































Abbildung 5.23: P-η-Diagramm des Phasenkoexistenzbereichs des Hartkugelsystems und der Polymerschmelze. Zur Orientierung sind
die analytischen Vorhersagen nach Hall und Carnahan-Starling, sowie der Phasenkoexistenzdruck des Hartkugelgases eingezeichnet.
Zu jedem Datenpunkt (Schmelze in blau, Kugeln in rot) ist eine (gemittelte) Beispielkonfiguration gegen Ende der Simulation gezeigt.
Die Bilder (A)-(C) zeigen eine zylinderförmige Kristalldomäne mit wachsendem Volumen. Die Bilder (D) und (E) zeigen zwei Schichten,
wobei etwa die Hälfte des Systems flüssig beziehungsweise fest ist. Hier lässt sich der Phasenkoexistenzdruck ablesen.[260] Die Bilder
(F) und (G) zeigen einen zylinderförmigen flüssigen Bereich bei der Schmelze, während bei den Kugeln keine solche Phase zu sehen
ist. Die Bilder (H)-(J) zeigen die Phasenkoexistenz eines flüssigen Tropfens mit dem FCC-Kristall, wobei Bild (J) das dichteste System
ist, bei dem eine klar erkennbare Phasenkoexistenz auftritt. Der Kristalldefekt liegt im Inneren des Simulationsvolumens (Abb. 5.19).
In Bild (K) und (L) weisen die Grenzen des Kristalldefekts vorgeschmolzene (engl. pre-melting) Bereiche auf (Abb. 4.28), die die Bildung
eines Tropfens verhindern. Dieser Effekt ist auch in Experimenten mit Kolloiden zu beobachten.[62] Alle Beispielkonfigurationen (bis
auf Bild (A)) zeigen einen Zusammenhang mit dem initialen Kristalldefekt. So scheint die Position des flüssigen Tropfens und des
Zylinders bei den gezeigten Konfigurationen (Bilder (F) bis (J)) stark mit der Position des Kristalldefekts zu korrelieren. Alle Systeme
starten von einer gemeinsamen Konfiguration, welche dann auf die Ziel-Volumenbelegung expandiert wurde.
90 polymer und kolloidsimulationen
In dem Limes, in dem sich benachbarte Kugeln strikt berühren
müssen (engl. tangent hard-sphere chains), ändert sich das Phasenko-
existenzgebiet jedoch drastisch.[262] Karayiannis et al. [90] haben den
Einfluss der Konnektivität auf diesen Bereich genauer untersucht. Da-
bei ist die maximale Entfernung benachbarter, harter Kugeln maxi|ri −
ri+1| ≡ δl beschränkt und es gibt keine weiteren Wechselwirkungen
zwischen den Kugeln. Der Übergang verschiebt sich dann für sinken-
des δl zu höheren Volumenbelegungen. Für genügend hohe Volumen-
belegung führt das dazu, dass es ein kritisches δlc gibt, an dem das
System kristallisiert beziehungsweise schmilzt. 31
31 Die Art dieses Übergangs ist bisher
nicht weiter untersucht worden.
5.6 Zusammenfassung
In diesem Kapitel ist der erweiterte Event-Chain-Algorithmus auf eine
dichte Schmelze von flexiblen Hartkugel-Federketten angewendet wor-
den. Durch die Erweiterung des EC-Algorithmus lassen sich sowohl
die harten Kugeln, als auch die Bonds ablehnungsfrei simulieren.
Der EC-Algorithmus eignet sich hervorragend, um valide, das heißt
überlappungsfreie, Anfangskonfigurationen effizient zu erzeugen, die
Eigenschaften typischer Konfigurationen in äquilibrierten Schmelzen
aufweisen. Durch dieses EC-Rütteln lassen sich Konfigurationen sehr
hoher Volumenbelegungen (bis zu η = 0.63995) schnell generieren.
Das im letzten Kapitel 4 diskutierte Parallelisierungsschema ist für
den Übergang auf drei Dimensionen optimiert und ein zusätzlicher
topologie-ändernder Swap-Move (Abb. 5.6) zur Beschleunigung der
Äquilibration einer Schmelze vorgeschlagen worden.
Der Algorithmus ist anhand verschiedener Gleichgewichtsgrößen
getestet worden, wobei der Vergleich mit anderen MD- und MC-Simula-
tionen eine hervorragende Übereinstimmung zeigt.
Die Effektivität des EC-Algorithmus ist über die Äquilibrationsge-
schwindigkeit evaluiert worden, wobei diese anhand der MSD-Funktion
g2(t) gemessen wurde, die die Diffusion des mittleren Bead im Schwer-
punktsystem seiner Kette beschreibt. So lässt sich die algorithmen-
spezifische Relaxierungszeit τ′d definieren, die ein Maß für die Äqui-
libration eines Systems angibt. Die Kombination aus EC-Moves und
Parallelisierung kann die Effizienz gegenüber einer seriellen Simula-
tion mit Local-Displacement-Moves um einen Faktor von bis zu 30
steigern. Wird zusätzlich der Swap-Move verwendet, wird das System
ähnlich schnell äquilibriert wie durch eine MD-Simulation, für die das
hoch-optimierte LAMMPS-Paket verwendet wurde.
Wird der Swap-Move nicht verwendet32, zeigt die Dynamik des EC-32 Der Swap-Move ändert die Topologie
der Ketten, in dem er Ketten entschlauft,
so dass die algorithmische Dynamik kei-
nesfalls – auch auf größeren Zeitskalen
– die physikalische Dynamik nachbilden
kann.
Algorithmus große Ähnlichkeit mit der der MD-Simulation. Durch die
einfache Skalierung der Simulationszeit lässt sich die Dynamik des EC-
Algorithmus und der MD-Simulation kollabieren (Abb. 5.13 und 5.16).
Die kollektive Dynamik einer Event-Chain, welche im Wesentlichen die
Beads kohärent verschiebt, die in einer MD-Simulation in einer kurzen
Zeitspanne kollidieren würden, scheint der MD-Kollisionsdynamik
sehr zu ähneln.
Daher zeigt der EC-Algorithmus alle für eine Schmelze relevanten
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dynamischen Regime, das heißt Rouse-, Reptation- und Kettendiffu-
sionsdynamik. Insbesondere lässt sich für Simulationen mit langen
Ketten N = 500 ein intermediäres Regime identifizieren, in der die
MSD-Fuktion geht wie g1(t) ∝ t0.3, welches in der Nähe des theoreti-
schen Reptationsverhalten t1/4 für unendlich lange Ketten liegt. Soweit
bekannt, ist dies die erste MC-Simulation im kontinuierlichen Raum,
in der Reptation beobachtbar ist.
Auch das Phasenverhalten für große Dichten stimmt mit den Er-
gebnissen anderer Simulationstechniken33 überein. Eine Schmelze aus
33 Der Phasenübergang einer Schmel-
ze aus Hartkugel-Fadenketten ist mit
dem Double-Bridging-Move[90] und
EDMD[89] simuliert worden
Hartkugel-Federketten zeigt den gleichen Übergang, den ein reines
Hartkugelgas durchläuft, das heißt die Phasenkoexistenz tritt bei (fast)
den gleichen Volumenbelegungen auf. Auch Phänomene wie das Vor-
schmelzen an Defektoberflächen[62] oder die kooperative, linien-artige
Bewegung von Kugeln[63] sind an dem System qualitativ beobachtbar.









Abbildung 5.24: Idee für die Anwendung
des EC-Algorithmus auf harte Linien
statt harter Kugeln. Soll das Bead an
Position A um v verschoben werden,
tritt ein Event auf, wenn die Gerade
A + xv die Ebene schneidet, die von
den Beadpositionen B, B und D aufge-
spannt wird. Dann schneiden sich die
beiden harten Linien AB und CD im
Punkt S. Der kritische Schritt ist die
Auswahl des nächsten Pivot-Beads in
der Event-Chain. Mit Hilfe des Lifting-
Formalismus lässt sich zeigen, dass
das globale Gleichgewicht nicht verletzt
wird, wenn Cc mit der Wahrscheinlich-
keit P(C) = |D− C|/|S− C| und ent-
sprechend D mit P(D) = 1− P(C) als
nächstes Pivot-Bead ausgewählt wird.
Da die Reptation allein aus der Kettentopologie folgt, das heißt aus
Verschlaufungen, sollte es effektiver sein, statt einer Kette aus Kugeln,
deren Abstände klein genug sind, um ein Durchdringen der Ketten
zu vermeiden, eine Kette aus harten Linien aufzubauen. Man könnte
so das Verhältnis der Anzahl der zu simulierenden Freiheitsgraden zu
der Kettenlänge in Einheiten des effektiven Kettendurchmessers dra-
stisch verbessern. Mit diesem Linien-Event-Chain-Algorithmus sollten
deutlich weniger Kettensegmente nötig sein, um das Reptationsregime
zu beobachten. Bei Schoppe et al.[263] ist eine ähnliche Idee verfolgt
worden, indem ein Polymer aus Ellipsoiden aufgebaut wurde, so dass
Reptation schon bei bedeutend weniger Kettengliedern sichtbar ist.
Die Implementation zu den Event-Chain-Fäden ist Teil der Master-
arbeit von Julian Harland [to be published]. Dort wird auch eine mög-
liche, allgemeine Erweiterung des Event-Chain-Algorithmus auf drei-
Teilchen-Wechselwirkung diskutiert.
Interessanterweise hätte dieses Modell unabhängig von der Ketten-
zahl und -länge immer eine Volumenbelegung von η = 0. In gewisser
Weise müsste man also die Effekte der harten Kugeln ausschalten kön-
nen, aber die Undurchdringbarkeit der Ketten erhalten können.34
34 Erste Tests lassen vermuten, dass die-
ses Modell in zwei Dimensionen den
mittleren quadratischen End-zu-End-
Abstand einer selbstvermeidenden Ket-





Abbildung 6.1: Drei Beispielkonfiguratio-
nen mit M=5000 SHCs (k=30kBT/σ2,
κ=200kBTσ und g=0.4kBT) der Ketten-
länge N = 200 in einer flachen Si-
mulationsbox mit Kantenlängen Lx ×
Ly × Lz = 600σ × 600σ × 20σ, wobei
feste Randbedingungen in Richtung Lz
verwendet werden (entspricht η=0.073).
Bild (A) zeigt den Anfangszustand der
Simulation, eine Polymerlösung (Ketten
sind recht homogen und isotrop ver-
teilt). Die Farbverteilung um ein mitt-
leres Grün ist ein Indiz für Inhomo-
genitäten. Für Bestimmung der Aniso-
tropie könnte man den nematischen
Ordnungsparameter messen. Weiterhin
ist eine Beispielkonfiguration nach der
Hälfte der Simulationsdauer (B) und
der Endzustand (C) gezeigt. Zum leich-
teren Vergleich ist der Hintergrund
von (B) eine Schwarz-Weiß-Version des
Endzustands (C). Es scheint, als eigne
sich der EC-Algorithmus zur Simulati-
on und Äquilibration solcher Systeme.
In diesem Kapitel wird der erweiterte, parallelisierte EC-Algorithmus
auf ein System von semiflexiblen Hartkugel-Federketten angewandt,
die über ein kurzreichweitiges, attraktives Kastenpotential wechsel-
wirken. Es ist nicht bekannt, weder experimentell noch theoretisch,
was der eigentliche thermodynamische Gleichgewichtszustand eines
solchen Systems ist und ob dieser Zustand abhängig von den Anfangs-
bedingungen überhaupt kinetisch erreichbar ist. MC-Simulationen[93,
94] zeigen Indizien für kinetisch gehemmte Zustände, die aus arretier-
ten Sub-Bündeln oder Bündel-Netzwerken bestehen. Es ist offensicht-
lich, dass ein dickes Bündel energetisch günstiger ist als ein Netzwerk
aus schmaleren Bündeln (Abb. 6.1 (B) ). Letzteres könnte jedoch entro-
pisch so vorteilhaft sein, dass das Netzwerk stabil ist. In jedem Fall ent-
stehen durch die Anziehung der Ketten dicht gepackte Bündel[91, 92],
welche schwer mit traditionellen lokalen Moves äquilibriert werden
können. Die Nutzung des EC-Algorithmus erscheint somit vorteilhaft.
In vitro lassen sich Aktin-Filamente neben vernetzenden Proteinen
auch elektrostatisch mit Hilfe von multivalenten Gegenionen oder
entropisch durch Verarmungswechselwirkung aneinander binden.[95,
96, 264, 265] Theoretische Arbeiten zur Bündelformation von semifle-
xiblen Ketten zeigen sowohl für das Bündeln durch Proteine[94, 165,
266] als auch durch Gegenionen[267] einen diskontinuierlichen Über-
gang überhalb einer kritischen Konzentration von Vernetzer-Proteinen
und Gegenionen.
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Als ersten Test sind eine großskalige EC-Simulation (mit einer Milli-
on harten Kugeln) (Abb. 6.1) und Experimente mit Aktin in Mikroflui-
dikkammern von Deshpande und Pfohl[96, 265] verglichen worden.
Das Potential ist so eingestellt worden, dass die Ketten aneinander bin-
den und dicht-gepackte Bündel bilden. Die gebündelten Netzwerke in
den Mikrofluidikkammern entstehen durch Verdunstung von Wasser
und der damit einhergehenden Erhöhung der Gegenionen. Wird eine
kritische Konzentration überschritten, bündeln die Filamente. Die Si-
mulation ist mit homogen und isotrop verteilten Polymeren gestartet
worden und erreicht einen (quasi-)stationären Zustand, der qualitativ
sehr ähnlich zu den experimentell beobachteten Bündelnetzwerken aus
Experimenten mit F-Aktin[95, 96, 265] ist, welches charakteristisch für
diese Art der Anfangsbedingung zu sein scheint. Das (quasi-)stationäre
Netzwerk aus gebündelten Aktin-Filamenten zeigt sowohl experimen-
tell als auch in der Simulation polygonale Maschen und kann daher
als schaumartig beschrieben werden.
Abbildung 6.2: Auschnitt einer Überla-
gerung von 103 konfokalen Mikrosko-
pieaufnahmen fluoreszierender Aktin-
Filamente in einer Zelle, wobei die Far-
be die Höhe kodiert. Die kontraktilen
Stress-Fasern, die die ganze Zelle durch-
ziehen, sind als Bündel paralleler Aktin-
Filamente klar erkennbar. Ein Netzwerk
aus Aktin, bei dem die Knoten zu er-
kennen sind, ist durch einen Zoom
hervorgehoben.[268]
Eine mögliche biologische Realisation dieses Modells sind Bündel
aus vielen semiflexiblen Aktin-Filamenten, welche durch geeignete
Proteine aneinander gebunden sind und auf vielfältige Weise zur Struk-
tur einer Zelle beitragen.[97] Zusammen mit dem molekularen Motor
Myosin bilden diese Bündel sogenannte kontraktile Stress-Fasern (engl.
stress fiber) in Zellen, welche eine zentrale Bedeutung in der Zellad-
häsion, -migration und -morphogenese spielen (Abb 6.2). Biologische
Zellen sind durch Prozesse gekennzeichnet, die auf verschiedenen
räumlichen und zeitlichen Skalen gleichzeitig ablaufen. Ein aus phy-
sikalischer Sicht besonders interessanter und biologisch bisher wenig
untersuchter Effekt ist die Rolle der hohen Dichte für das Wechsel-
spiel der verschiedenen Filamentsysteme im Zytoskelett. Das Skelett
der Tierzellen wird durch die drei Filamentsysteme von Aktin, Mikro-
tubuli und Intermediärfilamente gebildet, die sich gegenseitig durch-
dringen und auf vielfältige Art und Weise dynamisch miteinander
wechselwirken.[98, 269, 270]
Im Folgenden wird ein Ensemble aus M biegesteifen (κ 6= 0) Feder-
ketten (SHC) Gl. 3.6 betrachtet, wobei wie im letzten Kapitel eine steri-
sche Wechselwirkung durch harte Kugeln mit Durchmesser σ bewirkt
wird. Jeder harten Kugel ist ein kastenförmiges, attraktives Potential
mit der Tiefe g und Breite1 d vorgelagert (Abb. 3.26). Überlappen zwei
1 In Kapitel 3 ist die Potentialreichwei-
te des Substrats mit ` bezeichnet wor-
den. Da jedoch auch für die Gesamtver-
schiebungslänge einer Event-Chain in
den Kapiteln 4 und 5 ebenfalls ` verwen-
det wird, wird die Breite des Potentials,
das heißt der Radius der grauen Kugel
in Abb. 6.3, in diesem Kapitel mit d be-
zeichnet. Potentiale benachbarter Kugeln, entstehen tiefe Potentialmulden, die
dazu führen können, dass die Ketten aneinander einrasten (Abb. 6.3).
Das Potential lässt sich einfach mit dem erweiterten EC-Algorithmus
simulieren, wobei die verbrauchbare, gezogene Energie ∆E (Abb. 5.3)
bestimmt, ob das Potential überhaupt ausgewertet werden muss oder
wie eine harte Schale behandelt wird.
Abbildung 6.3: Darstellung der Polymer-
Polymer-Wechselwirkung aus Abbil-
dung 3.26. Durch die Überlappungen
der Potentiale rasten die Ketten ein.
Da der erweiterte EC-Algorithmus in der aktuellen Form nur Paar-
wechselwirkungen simulieren kann, wird die Biegesteifigkeit auf kon-
ventionelle Weise behandelt. Zunächst wird eine Event-Chain konstru-
iert, wobei die Biegesteifigkeit vernächlässigt wird (κ=0). Die Energie-
differenz vor und nach der Konstruktion bestimmt auf konventionelle
Weise über den traditionellen Metropolisfilter die Annahme bzw. Ab-
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lehnung der gesamten Event-Chain. Die Ablehnungsrate hängt dabei
von der Gesamtverschiebungslänge einer Event-Chain ab und kann
auf einen optimalen Wert eingestellt werden.
6.1 Freie Polymerbündel
Abbildung 6.4: Bündel aus parallel
gebundenen, semiflexiblen Hartkugel-
Federketten. Die harten Kugeln können
mit Hilfe des EC-Algorithmus simuliert
werden, wobei zusätzliche Wechselwir-
kungen bestimmen, ob eine konstruier-
te Event-Chain angenommen oder ver-
worfen wird. Die attraktive Wechselwir-
kung zwischen den Ketten wird mit ei-
nem Kastenpotential realisiert, gemäß
Gleichung (3.1).
Simulationen für freie, lokal dichte SHC-Bündel(Abb. 6.4) zeigen, dass
diese durch die Verwendung des EC-Algorithmus für die Hartkugel-
Bedingung schnellere algorithmische Dynamik zeigen, welche durch
die Diffusion des Bündelschwerpunkts DB−SP=R2B−SP(∆t)/∆t in Ab-
hängigkeit der Anzahl der Einzelketten Np gemessen wird, die das
Bündel bilden. Die überdämpfte Dynamik eines Bündels (bei Vernach-
lässigung hydrodynamischer Effekte) sollte durch die Rouse-Dynamik
bestimmt sein, so dass der Diffusionskoeffizient reziprok in der An-
zahl der Ketten fällt DB−SP ∼ N−1p (Abb. 6.5(A)).[78] Die Simulation
mit dem traditionellen Local-MC-Move zeigt einen stärkeren Abfall
D ∼ N−1.19(1)p , welcher durch ein vorübergehendes sub-diffusives Ver-
halten für kleine Zeitdifferenzen bewirkt wird (Abb. 6.5(B)). Der EC-
Algorithmus zeigt für alle Zeitdifferenzen diffusives Verhalten, was
für zunehmende Bündeldicke zu einer zunehmenden Beschleunigung
in der algorithmischen Dynamik führt. Weiterhin lässt sich behaupten,
dass die Event-Chain als cluster-artiger Move essentielle Eigenschaften
der physikalischen Dynamik nachbildet und man die Simulationszeit,
das heißt die Anzahl der Sweeps, mit der realen, physikalischen Zeit
identifizieren kann.2 2 Für quantitative Analysen der Dyna-
mik müsste man die Diffusionskon-
stante gemessen in Sweeps an einer
MD-Simulation und/oder einem Expe-
riment eichen. Die Identifikation von
Sweeps und Zeit hält jedoch offensicht-
lich nur für genügend große Zeitskalen,
da eine Event-Chain an sich keine phy-
sikalische Dynamik widerspiegelt.
Die Potentialreichweite ist mit d = 1.5σ in Relation zur typischen
mittleren freien Weglängen bei dicht gepackten Kugeln recht groß
gewählt. Es ist anzunehmen, dass für schmalere Potentiale die Ver-
langsamung der Bündel-Schwerpunktsdiffusion und damit auch der
Vorteil durch den EC-Algorithmus noch zunimmt.
Weiterhin ist es für die Effizienz des Algorithmus entscheidend,






































Abbildung 6.5: (A): Diffusionskonstante des Schwerpunkts eines aus NP Ketten bestehenden Bündels. Vergleicht man den EC- und
MC-Algorithmus, führt der EC-Algorithmus zu einer Beschleunigung der Bündeldiffusion. Der EC-Algorithmus zeigt das physikalisch
erwartete Verhalten D ∼ N−1p , so dass die Monte-Carlo-Zeit mit physikalischer Zeit identifiziert werden kann.
(B): Mittlerer quadratischer Abstand des Bündelschwerpunkts 〈R2BS〉 nach einer Zeitdifferenz ∆S. Beide Algorithmen (EC-Algorithmus
und traditioneller Local-MC-Algorithmus) zeigen für große Zeitdifferenzen diffusives Verhalten 〈R2BS〉 ∼ ∆S, jedoch besitzt die MC-
Simulation für kleinere Zeitskalen ein sub-diffusives Regime. Eine Erklärung könnte etwas ähnliches wie Single-File-Diffusion sein.
(C): Optimale Gesamtverschiebungslänge `opt(NP), so dass etwa jeder zweite Move angenommen wird. Beim EC-Algorithmus ist `opt
(fast) unabhängig von der Kettenzahl NP. In einer Simulation, bei der unterschiedlich dicke Bündel zusammen simuliert werden, ist
eine zu starke Abhängigkeit `opt(NP) problematisch, da dies ein fester Simulationsparameter ist.
96 polymer und kolloidsimulationen
Ketten NP eines Bündels abhängt. Die Gesamtverschiebungslänge `opt
kann nicht während einer Simulation angepasst werden. Daher ist im
Optimalfall `opt unabhängig von NP, so dass Bündel unterschiedlicher
Dicke optimal gesampelt werden. Abbildung 6.5 (C) zeigt, dass für
den EC-Algorithmus NP tatsächlich (fast) keinen Einfluss auf `opt hat,
was sich vorteilhaft auf Simulationen auswirkt, bei denen die Bündel-




Eischnee.[271] Durch das Aufschla-
gen von Eischnee entfalten sich die
eigentlich globulären Proteine, wobei
Bindungsstellen frei werden. Beim
Schlagen wird auch Luft in die Masse
eingebracht, die dann durch die am-
phiphilen Proteine stabilisiert wird,
indem sich diese an der Wasser-Luft-
Grenzschicht sammeln und vernetzen.
Rein optisch besteht eine Ähnlich-
keit zu der Konfiguration mit den
eingefrorenen Schlaufen aus Abb.
6.17(B).
6.2 Polymerschäume
Startet man in einer (möglichst) isotropen und homogenen Polymer-
lösung, bildet sich ein Netzwerk aus gebündelten Ketten. Das Netz-
werk ist durch polygonale Maschen charakterisiert und erzeugt so
eine schaumartige Struktur[108], bei der sich (recht eindeutig) je drei
Bündel an einem Knoten treffen; die Koordinationszahl ist z = 3.
Ein zelluläres, schaumartiges Netzwerk ist eine in der Natur häufig
zu findende Struktur.3 Solche Systeme finden sich auf allen räumli-
3 Zelluläre Systeme können auch als
Packungsproblem[105] aufgefasst wer-
den und stehen damit in Verbindung
mit dem Glasübergang des Hartkugel-
gases.
chen Skalen: Metallschäume[272] und biologisches Gewebe[104, 105],
trocknende Maisstärke und erkaltende Lava[273] bis hin zum Univer-
sum[106]. Alltägliche Beispiele sind zum Beispiel Seifenschaum4, bei
4 Ein charakteristischer Parameter eines
Seifenschaums ist die relative Dichte
Φ, die das Verhältnis des Flüssigkeits-
volumens zum Gesamtvolumen des
Schaums angibt. Bei einer hohen relati-
ven Dichte spricht man von nassem und
bei niedrigem Anteil der Flüssigkeit von
trockenem Schaum. Für einen allgemei-
nen einführenden Überblick sei auf den
Artikel [274] verwiesen.
dem gelöste Tenside (amphiphile Moleküle) flüssige Grenzlinien zwi-
schen Luftblasen bilden und Eischnee, bei dem die amphiphilen Be-
standteile längere Polymere sind (Abb. 6.6).
Für stabile Schäume gilt die von Plateau entdeckte empirische Re-
gel, die besagt, dass der Winkel zwischen drei Kanten 2pi/3 beträgt.
Analytisch lässt sich diese Regel aus der Minimierung der Grenzflä-
chenenergie ableiten.[275] Bei den Polymernetzwerken lässt sich die
potentielle Energie im Mittel senken, wenn die Gesamtlänge aller Bün-
del minimiert wird, was eine plausible Erklärung für die Ähnlichkeit
zu Seifenschäumen ist.
Bei Seifenschäumen sind die Grenzlinien Kreisbögen mit Radius
R, deren Krümmung durch eine Druckdifferenz ∆P zwischen benach-
barten Luftblasen entsteht.5 Da zur Erfüllung des 2pi/3-Kriteriums eine
5 Bei gegebener Oberflächenspannung γ
verknüpft die Laplace-Young-Gleichung
∆P = 2γκ˜ die Krümmung κ˜ mit
der Druckdifferenz. Zusätzlich erfor-
dert diese Gleichung, dass die Summe
der Krümmungen der drei sich treffen-
den Grenzlinien an einem Knoten ver-
schwindet.
Krümmung notwendig ist – mit geraden Grenzlinien hat nur ein Sechs-
eck einen mittleren Innenwinkel von 2pi/3 – folgt daraus, dass Maschen
mit weniger als sechs Kanten aufgrund höheren Innendrucks im Mittel
schrumpfen und Maschen mit mehr als sechs Kanten wachsen. Dies
führt auf das empirische von-Neumann-Gesetz6 für Seifenschäume
6 Das Mullins-Gesetz für das Wachs-
tum von Korngrenzen[103] (engl.
grain boundary) ergibt trotz der sehr
unterschiedlichen Systeme dieselbe
Skalenform wie das von-Neumann
Gesetz[102], weshalb der Zusammen-
hang zwischen dem Wachstum einer
Fläche und ihrer Kantenzahl auch
topologisches von-Neumann-Mullins-
Gesetz genannt wird.
t A(n) ∼ n− 6.[276]
Die zeitliche Entwicklung eines Schaums, das sogenannte Coarse-
ning (oder Vergröberung), lässt sich dabei in zwei Phasen einteilen.
Nach einer Übergangsphase erreicht ein Schaum den sogenannten
Scaling-State, in dem die Struktur skaleninvariant bleibt.[99–101] Im
Scaling-State wächst die mittlere Maschengröße linear in der Zeit
〈A〉 ∼ t, wobei die Kantenverteilung P(n) (6.5) konstant bleibt. Das
zweite, zentrale Moment der Kantenverteilung
µ2 = 〈n2〉 − 〈n〉2
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spielt eine besondere Rolle bei der Definition des (quasi-)Gleichgewichts
eines Schaums. Für Seifenschäume ist ein stationärer Wert von unge-
fähr µ2 ≈ 1.5 gefunden worden.[99]






Abbildung 6.7: Gemittelte Beispielkonfi-
gurationen, bei denen das Verschmel-
zen von Maschen auftreten. Die far-
bigen Zahlen geben die aktuelle Kan-
tenzahl der Masche an. Die schwar-
zen Kreise zeigen T1-Transformationen,
bei denen zwischen Maschen Kanten
ausgetauscht werden. Das Verschwin-
den der grünen Masche kann als Folge
von T1-Transformationen gesehen wer-
den, bis sie nur noch 3 Kanten hat, die
dann durch eine T2-Transformation ver-
schwindet. Ein Video ist verfügbar.Für Graphen gilt der (verallgemeinerte) topologische Eulersche Po-
lyedersatz, wonach die Anzahl der Vertices V+Anzahl der Flächen
F−Anzahl der Kanten K = 2− 2G beträgt, wobei G das Geschlecht
des Simulationsvolumen ist (hier ein Torus G = 2). Die Summe über
alle Kanten aller Flächen ∑i nFn = 2K zählt jede Kante doppelt und
treffen sich an jedem Vertex genau 3 Kanten, dann gilt 3V = 2E. Zu-
sammen mit dem Eulerschen Polyedersatz führen diese Bedingungen
auf 6− ∑i nFn/F = 0, was eine mittlere Kantenzahl pro Fläche von
∑i nFn/F=〈n〉=6 ergibt.7 Hat eine Masche 〈n〉 6= 6 trägt sie eine topo- 7 Weniger rigoros lässt sich dieses Ergeb-
nis anhand der Innenwinkel plausibel
machen. Bei einem Knotengrad von z=3
beträgt der mittlere Innenwinkel einer
Masche (〈n〉 − 2)pi/〈n〉=2pi/3 und da-
mit folgt direkt 〈n〉=6. Für einen größe-
ren Kantengrad z > 3 sinkt die mittlere
Kantenzahl pro Masche 〈n〉 < 6.
logische Ladung q = 6− n, die weder erzeugt, noch vernichtet werden
kann.8 Die Entwicklung des abstrahierten Netzwerks lässt sich mit
8 Eine Masche mit 7 Kanten kann also
nur gleichzeitig mit einer fünfseitigen
Masche entstehen, so dass in Summe
die topologische Ladung verschwindet.
Siehe auch Dislokationen und Disklina-
tionen in Abb. 4.3
zwei Transformationen beschreiben, die den Eulerschen Polyedersatz
erhalten;[107] T1: Nachbar-Austausch und T2: Verschwinden von Drei-
ecken. Äquivalent lassen sich diese beiden Prozesse als Verschmelzen
und Trennen von Maschen beschreiben (Abb. 6.7).[108]
Zipping
Abbildung 6.8: Grafisch gemittelte Bei-
spielkonfigurationen (jeweils über 40
Konfigurationen je 200 Sweeps), bei de-
nen ein Bündel mit freiem Ende zippt.
Während der ersten drei Bilder sieht
man weiterhin, dass überstehende Ket-
ten eingezogen werden, um die poten-
tielle Energie zu erhöhen. Ein Video ist
verfügbar.
Das Zipping ist vermutlich der zentrale Mechanismus, der die topo-
logischen Transformationen bei dem Polymernetzwerk bewirkt. Durch
die attraktive Wechselwirkung zwischen den Ketten können zwei Fila-
mente sich wie ein Reißverschluss zusammenschließen und dadurch
eine Kraft9 ausüben.[109] Nach anfänglicher Bündelung naher Fila- 9 Dabei können die Filamente auch ge-
bogen beziehungsweise geknickt sein
(engl. buckling).[277]
mente entsteht ein kleinmaschiges Netzwerk aus dünnen Bündeln, die
sich durch Zipping zu dickeren Bündeln zusammenschließen. Bün-
del mit einem freien Ende lagern sich durch das Zipping schnell an,
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da eine entgegengerichtete, balancierende Kraft fehlt. So entsteht ein
planarer Graph mit recht eindeutig identifizierbaren Kanten (Bündel),
Vertices (Knoten) und Flächen (Maschen).
6.2.2 Abstrahiertes Netzwerk
Abbildung 6.9: Verfahren zur Bestim-
mung des abstrahierten Netzwerks. Das
Polymernetzwerk (A) wird gerastert,
liegt eine Kugel (teilweise) in einem Vo-
xel (Gitterzelle) wird der Voxel gesetzt
(B). Die äußeren Schichten der Raste-
rung werden abgetragen und ein Skelett
des ursprünglichen Netzwerks entsteht
(C). Über eine Art Cluster-Erkennung
lassen sich Knoten und Kanten unter-
scheiden (D). In einem letzten Schritt
können dann Maschen erkannt wer-
den, wobei die Fläche und die Aniso-
tropie (gekennzeichnet durch Ellipsen)
bestimmt werden kann.(E).
A B C ED
Zur Extraktion interessanter Information eines solchen Netzwerkes
ist es sinnvoll, ein vereinfachtes Netzwerk gleicher Topologie zu ge-
nerieren (Abb. 6.9). Die automatische Erkennung der Bündelposition
und -orientierung funktioniert jedoch nicht vollständig eindeutig und
fehlerfrei. So werden Winkel nahe ϕ ≈ pi grundsätzlich als kleine-
re Winkel gemessen (vgl. 6.9 (A) und (E)). Ausserdem sind manche
Polymerknoten, die (vermutlich) gerade eine T1-Tranformation durch-
laufen, aufgrund der endlichen Auflösung des Rasters schwierig durch
z = 3 zu ersetzen, da die Distanz zwischen möglichen Knoten in der
Größenordnung der Bündeldicke liegt. Ein Knoten mit Kantengrad
z = 4 wird nachträglich so getrennt, dass zwei Knoten mit Kantengrad
z = 3 entstehen (Abb. 6.9 (D) → (E)). Die Länge des Bündels LB zwi-
schen diesen neuen Knoten und die angrenzenden Maschen können
dabei nicht eindeutig festgelegt werden. Die Maschenfläche ist direkt
aus dem vereinfachten Netzwerk bestimmbar, wobei die Breite der
Bündel vernachlässigt wird.
Für die folgenden Ergebnisse sind 100 Simulationen mit im Schnitt
1.5 · 106 Sweeps durchgeführt worden, wobei die Simulation sequenti-
ell ausgeführt worden ist (pro Sweep wird im Mittel an jeder Kugel ei-
ne Event-Chain gestartet). Weitere Simulationsparameter sind ` = σ/4,
κ = 30kbTb0, g = 0.7kBT/b0, k = 30kBT/b20, N = 60, M = 400,
Lx, Ly = 200σ, Lz = 5σ und b0 = σ .
Maschen
Anhand der so gewonnenen Daten lässt sich nun jeder Masche eine
Ellipse mit den Hauptachsen R1 > R2 zuweisen, die das gleiche Flä-
chenträgheitsmoment hat. Das Verhältnis der Hauptachsen R1 > R2
ist ein Maß für die Regelmäßigkeit der Masche. Die Experimente in
den Mikrofluidikkammern[96] zeigen eine Abhängigkeit der Sphäri-
zität der Maschen mit der verwendeten Kammergeometrie. So zeigen
die Netzwerke in quadratischen Kammern eher rechteckige Maschen,
während in kreisförmigen Kammern eher quadratische Maschen zu se-
hen sind. In der Simulation sind die Maschen sehr regelmäßig und die




























































Abbildung 6.10: (A) Verteilung des
Verhältnisses der Ellipsenhauptach-
sen als Maß für die Regelmäßigkeit
der Maschen in dem abstrahierten
Netzwerk (logarithmischer Plot). Die
Verteilung ist sehr scharf nahe R1/R2
lokalisiert, das heißt die Maschen sind
sehr regelmäßig. Gleichung (6.1) mit
b = 12.6(6) und p = 2.33(8) gibt die
Daten gut wieder.
(B) Die Maschenflächen sind nach
der Gamma-Verteilung (6.1) mit
b=1.25(6) und p=1.72(4) verteilt
(doppelt-logarithmischer Plot).
(C) Das Lewis- und Feltham-Gesetz sagt
eine lineare Abhängigkeit der Flächen
beziehungsweise des Umfangs einer
Masche von der Kantenzahl n vorher.
Die Simulationsdaten ergeben über eine
Ausgleichsrechnung λl = 0.40(1) und
λ f = 0.215(7).
(D) Die Verteilung der Anzahl der
Kanten pro Masche ist gut durch
eine Log-Normalverteilung (6.5) mit
σn=0.290(5) gegeben (entspricht
µ2 = 3.16(11)). Weiterhin ist das Aboav-
Weaire-Gesetz (6.4) gezeigt, wobei
eine Ausgleichsrechnung a = 1.01(3)
und µ2 = 2.82(7) ergibt. Direkt
aus den Daten ergibt sich µ2≈2.75
Insgesamt sind 3000 Maschen in 100
Simulationen gefunden worden. Für
die Ausgleichsrechnungen sind nur
Maschen mit n ≤ 9 verwendet worden,
da die Verteilung P(n) für n > 9 zu
klein ist und so nur Maschen mit einer
Kantenzahl gezählt werden, die im
Schnitt mindestens einmal in jeder
Simulation vorkommen.
Verteilung
PΓ(x) = bp/Γ(p)xp−1exp(−bx) für b, p > 0 (6.1)
mit x = R1/R2 − 1 beschreibbar und zeigt eine scharfe Verteilung
P(R1/R2) ≈ 1 (Abb. 6.10 (A)). Die Maschen im Experiment hingegen
sind auch für die kreisförmigen Kammern deutlich unregelmäßiger.
Die Maschen eines zellulären, schaumartigen Netzwerks werden
häufig mit Hilfe einer Reihe von empirischen Zusammenhängen cha-
rakterisiert:
P(A): In D 6=1 ist keine analytische Herleitung für die Verteilung der
Maschenflächen P(A) verfügbar. Mit Hilfe von extensiven Com-
putersimulationen von Poisson10-Voronoizellen[278] in D=2 und 10 Zunächst werden mit einem Poisson-
Prozess Punkte generiert, die dann über
das Voronoi-Diagramm (Abb. 4.6) ein
zelluläres Netzwerk erzeugen.
durch Untersuchung von Zellgewebe in Gurken[279] ist gezeigt
worden, dass die Maschenflächenverteilung P(A) gut durch die
Gamma-Verteilung (6.1) mit x = A/〈A〉 und b=p beschrieben wer-
den kann. Für den Polymerschaum passt die Gamma-Verteilung
sehr gut, jedoch mit leicht unterschiedlichen Parametern b=1.25(6)
und p=1.72(4) (Abb 6.10 (B))
A/U(n): Die Flächen und der Umfang der Maschen skalieren linear
in der Kantenzahl n (Abb 6.10 (C))
Lewis-Gesetz[280] A(n)/〈A〉 = (n− 6)λl + 1 (6.2)
Feltham-Gesetz[281] U(n)/〈U〉 = (n− 6)λ f + 1 . (6.3)
Eine Konsequenz aus diesen beiden Zusammenhängen ist, dass
nur ein Parameter λl, f notwendig ist, der die Gerade um den fixen
Punkt U(n = 6)/〈U〉 = A(n = 6)/〈A〉 = 1 dreht. Die/der mittlere
Fläche/Umfang hexagonaler Maschen ist also auch die/der mittlere
Fläche/Umfang aller Maschen.11
11 Für einen Vergleich des Lewis- und
Feltham-Gesetz sei auf Szeto und
Tam[282] und für die Anwendung auf
verschiedene Systeme sei auf Newhall
et al. [105] verwiesen.M(n): Das Aboav-Weaire-Gesetz[283] beschreibt die Korrelation zwi-
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schen der Kantenzahl einer Masche n und der mittleren Kantenzahl
der Nachbarmaschen12 (Abb 6.10 (D) blaue Punkte)12 Teilen sich zwei Maschen eine
Kante, sind die beiden Maschen
Nachbarn. Aus mikroskopischen,
topologie-erhaltenden Transformatio-
nen lässt sich das Aboav-Weaire-Gesetz
motivieren[284] und für 〈n〉 < 6, d.h.
z > 3 modifizieren.
M(n) = 〈n〉 − a + µ2 + 〈n〉a
n
. (6.4)
In etwa: Je weniger Kanten eine Masche hat, desto mehr Kanten
haben die direkten Nachbarmaschen und umgekehrt. Dabei ist das
Aboav-Weaire-Gesetz eher eine gute Approximation und es lässt
sich zeigen, dass kleine Abweichungen zu erwarten sind.[285]
P(n): Die Verteilung der Anzahl der Kanten pro Masche ist gut durch
die Log-Normal-Verteilung gegeben (Abb 6.10 (D) rote Punkte). Da













Das zweite Moment der Verteilung µ2 ist stationär im Scaling-State.
Hier lässt sich µ2 ≈ 2.8 . . . 3.1 direkt oder über die Ausgleichsrechnun-
gen (6.4) oder (6.5) bestimmen. Für einen Seifenschaum beträgt der
Gleichgewichtswert µ2 ≈ 1.5. Vermutlich13 lief die Simulation noch13 Die leicht unterschiedlichen Parame-
ter p 6= b der Flächenverteilung P(A)
(Abb 6.10 (B)) könnten auch eine Fol-
ge der zu kurzen Simulationsdauer sein.
Allerdings wäre es auch möglich, dass
Polymernetzwerke eine breitere Vertei-
lung P(n) haben.
nicht lange genug und der Scaling-State ist noch nicht erreicht worden.
Bündel
Ein Bündel wird durch die Anzahl der Polymere NP und die Bün-
dellänge LB charakterisiert. Die Bündellänge ist (recht) scharf verteilt
und beträgt im Mittel 〈LB〉 ≈ (21.3 ± 10.6)σ lang. Ausgehend von
A ∼ L2B und P(A) sollte die Verteilung der Bündellängen wie P(LB) ∼
L10/4B exp(−aL2B) gehen. Da aber gerade kürzere Bündellängen gewis-
sen Auswertungsfehlern unterliegen, passt P(LB)∼LBexp(−a′L2B) we-
sentlich besser (Abb. 6.11 (A)).
Dabei weist die effektive Bündellänge 〈LB〉/Lp ≈ 2/3 eine gewisse
Ähnlichkeit mit dem experimentell gefundenen Wert[96] 〈LB〉/Lp ≈
1/2 auf. Es ist fraglich, wie sich die quasi-Zweidimensionalität auf die
effektive Persistenzlänge (3.4) auswirkt, da die Polymere im Experi-
ment wesentlich schmaler in Bezug auf die Kettenlänge und die Di-
mensionen der Kammer sind, was eine Erklärung für den Unterschied
sein könnte. Die Übereinstimmung ist möglicherweise aber auch rein
zufällig.
Bei der Auswertung von NP sind zwei verschiedene Methoden ver-
wendet worden. Zunächst werden alle Kugeln gezählt, die in einem
Zylinder liegen, dessen Orientierung und Mittelpunkt mit denen des
Bündel übereinstimmen. Der Radius des Zylinders wird iterativ um
0.5σ erhöht, bis bei einer Iteration keine neuen Kugeln mehr gefunden
werden. Um den Einfluss eines Knotens zu minimieren, ist nur die
mittlere Hälfte des Bündels verwendet worden.
Dabei zählt NP1 die Anzahl der Ketten, von denen mindestens ein
Bead in diesem Zylinder liegt und NP2 die mittlere Anzahl der Ku-










































Abbildung 6.11: (A) Verteilung der Bün-
dellängen mit einer heuristischen Aus-
gleichskurve ∼LBexp(−((LB − a)/b)2)
mit a=4.9(9) und b=22.0(6). Klei-
nere Bündellängen sind wegen
Auflösungsproblemen größeren Aus-
wertungsfehlern unterworfen.
(B) Verteilung der Bündeldicken gemes-
sen nach zwei verschiedenen Methoden
(siehe Text). Beide Kurven lassen sich




(C) Mittlere Federenergie in Abhängig-
keit der Anzahl der Polymere NP in
einem freien Bündel. Aus Gleichung
(6.6) folgt 〈EFeder〉(x=0.228) = 0.635,
was gut mit der Simulation für NP = 1
übereinstimmt.
(D) Verteilung der Federenergie-
differenz δEFeder. Die Ausgleichs-
kurven sind Gaußverteilungen
∼exp (−((NP − b)/a)2) und erge-
ben für beide Messmethoden der
Bündeldicke einen echt positiven
Erwartungswert b(NP1)=0.022(2) und
b(NP2)=0.048(2) bei gleicher Stan-
dardabweichung a(NP1)=0.105(2) und
a(NP2)=0.104(2). Durch das Netzwerk
stehen die Polymere in den Bündeln
also im Mittel unter Zug.
Polymere strikt parallel angeordnet sind und Effekte der endlichen
Kettenlänge vernachlässigbar sind, sollten sich NP1 und NP2 nicht
unterscheiden .14 Während dieser Prozedur ist auch die mittlere Fede-
14 Ab einem kritischen Verhältnis von
der Bündellänge LB und seinem Ra-
dius ist eine verdrillte Konfiguration
vorteilhaft[92] und eine Kette mit N=60
Gliedern ist im Mittel Teil von nur drei
Bündeln 〈LB〉≈20, so dass Kettenenden
kaum vernachlässigbar sind.
renergie EFeder pro Bond im Bündel bestimmt worden.
Ein Polymerbündel in einem Netzwerk steht wegen des Zipping
der Bündel im Mittel unter Zug. Treffen an einem Konten drei Bündel
aufeinander (Abb. 6.12), wird die potentielle Energie minimiert, wenn
sich die Subbündel möglichst nah aneinander anlagern, so dass die
Bündel unter Spannung gesetzt werden. Dies schlägt sich in der mitt-
leren Federenergie pro Bond nieder .15 Für ein einzelnes Polymer (aus
15 Polymere können sich im Bündel an-
einander vorbeischieben, so dass die po-
tentielle Energie auf Kosten der Bündel-
länge sinkt.














1+ x2 (1+ x)
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. (6.6)
Für ein freies Bündel (Abb. 6.4) sinkt diese mit wachsender Anzahl an
Polymeren, aus denen das Bündel besteht (Abb. 6.11 (C)), wobei hier
der Einfluss von Packungseffekten, charakterisiert durch das Verhältnis
aus d und σ, eine Rolle spielt. Die mittlere Federenergie pro Bond eines
Bündels hat eine höhere Federenergie als im thermisch freien Fall, was
durch die Differenz δEFeder = β(EFeder − 〈EFeder〉(NP)) > 0 gegeben
ist. Ein Bündel ist im Mittel also gegenüber des thermischen Falls








Abbildung 6.12: Jeder Knoten besteht
aus drei Sub-Bündel, die aus unter-
schiedlich vielen Polymeren NP(a,b,c)
bestehen können. Die Bündelanisotro-
pie Ξ misst das relative Massenverhält-
nis der einzelnen Subbündel
Ξ(a) = NP(a)/ ∑
i=a,b,c
NP(i) .
Über das Verhältnis von NP(b) und
NP(c) wird so implizit gemittelt. Sind
alle Bündel gleich dick, gilt Ξ=1/3.
Nach der Plateau-Regel treffen sich an jedem Knoten die Kanten
mit einem Winkel von 2pi/3. Schon durch die Dynamik, beispielsweise
während einer T1 Transformation, weichen die Winkel jedoch ab und
streuen um 2pi/3.[100]
Ein Seifenschaum wird durch den Marangoni-Effekt[286] stabilisiert.
Ist ein Film an einer Stelle dünner, befinden sich dort weniger Tenside,
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Abbildung 6.13: Die Winkel ϕ zwischen
zwei benachbarten Bündel an einem
Knoten sind breit um 〈ϕ〉 = 2pi/3 ge-
streut (rote Kreise). Die rote Kurve ist ei-
ne Ausgleichsrechnung mit einer Gauß-
verteilung mit Mittelwert µ/(2pi) =
0.333(1) und σ/(2pi) = 0.070(1). Ein
Grund für die Streuung liegt in der
Bündelanisotropie Ξ (Abb. 6.12). Gezeigt
ist sowohl die Verteilung verschiede-
ner Ξ (blaue Punkte), als auch wie die
Winkel ϕ(Ξ) von der Bündelanisotro-
pie abhängen (blaue Quadrate), es gilt
P(ϕ) = ∑i P(Ξi)ϕ(Ξi). Die unterschied-
lichen Messungen von NP (Abb. 6.11
(B)) führen zu den gleichen Ergebnis-
sen. Die schwarze Gerade dient der op-
tischen Orientierung und beschreibt die
ϕ(Ξi) in der Nähe von ϕ ≈ 2pi/3 recht
gut. Große Winkel nahe ϕ ≈ pi werden




























so dass die Oberflächenspannung höher ist als an dickeren Stellen. Der
Marangoni-Effekt bewirkt einen Strom der Flüssigkeit von niedriger
zu höherer Oberflächenspannung, so dass Unregelmäßigkeiten in der
Filmdicke schnell (im Gegensatz zu den sonstigen Zeitskalen des Sy-
stems) ausgeglichen werden. Sollte ein vergleichbarer Effekt auch bei
den Polymerschäumen auftreten, ist dieser wesentlich langsamer.16 An16 Wie bei der Reptation bei den Schmel-
zen, diffundiert eine Kette hier auch
quasi eindimensional, so dass die Be-
wegung eines Polymers relativ zu dem
zugehörigen Bündel sehr langsam sein
sollte.
einem Knoten können sich also drei unterschiedlich dicke Bündel tref-
fen, was mit der Bündelanisotropie Ξ quantifiziert werden soll (Abb.
6.12).
Wird der mittlere Winkel ϕ, um den ein Subbündel a gebogen ist, in
Abhängigkeit der Bündelanisotropie Ξ(a) gemessen, sieht man einen
monotonen Zusammenhang (Abb. 6.13). Die Bündelanisotropie trägt
also zu einer breiten Streuung um den stabilen Winkel 2pi/3 bei. Es
scheint plausibel, dass dieser Effekt durch eine höhere Mobilität der
Ketten im Netzwerk verringert werden könnte.
6.3 Ausblick
Die Struktur des Netzwerks kann von einer Reihe Simulationspara-
meter abhängen. Für einen ersten groben Überblick werden Beispiel-
Abbildung 6.14: Grenzfall verschwinden-
der Biegesteifigkeit κ = 0 (A) und der
Grenzfall harter Kugeln k = 0 (B), das
Phasenkoexistenz zwischen einer gas-
förmigen und flüssigen Phase zeigt. Die
Ketteneigenschaft und eine hinreichend
große Biegesteifigkeit sind also nötig,























M=400 Abbildung 6.15: Einfluss der Biegestei-
figkeit κ, der Volumenbelegung und
der Kettenlänge N auf die Struktur des
Netzwerks. Von unten nach oben nimmt
die Persistenzlänge zu und von rechts
nach links die Volumenbelegung. Alle
Systeme bilden nach wie vor polygonale
Maschen aus, wobei große Biegesteifig-
keiten κ und Volumenbelegungen η zu
(optisch) weniger gut äquilibrierten Zu-
ständen führen. Für η = 0.031 ist kein
qualitativer Unterschied für verschiede-
ne Biegesteifigkeiten erkennbar. Vermut-
lich nimmt die Autokorrelationszeit des
Systems für steigende η und κ zu. Die
Maschen bei höheren Volumenbelegun-
gen η – sofern erkennbar – sind ab-
gerundeter als bei niedrigeren η, was
qualitativ als nasser Schaum interpre-
tiert werden könnte. Weitere Simulati-
onsparameter: g = 0.7kBT/b0, d = 1.4σ,
k = 30kBT/b20 , Lx , Ly = 100σ, Lz = 10σ
und b0 = σ.
konfigurationen für verschiedene Parameterbereiche gezeigt und erste
Hypothesen über den jeweiligen Einfluss aufgestellt.
k und κ: Der Grenzfall k = 0 (Harte Kugeln) und κ = 0 sind auf
den ersten Blick recht ähnlich (Abb. 6.14). Ein flexibles Polymer mit
hinreichend attraktiver Wechselwirkung hat eine globuläre Form
und lässt sich daher als weiche Kugel interpretieren, weshalb sich
beide Systeme ähnlich verhalten.
κ und η: Die Abbildung 6.15 zeigt Konfigurationen bei verschiedenen
κ, η, N und M, wobei alle Simulationen in etwa gleich viele Sweeps
gelaufen sind. Die vorläufige Interpretation ist, dass diese beiden
Parameter nur die Zeitskala des Systems verändern, aber keinen
Einfluss auf die strukturellen Eigenschaften haben.
N: Die Konturlänge der Ketten N scheint für N > 〈LB〉 eine eher
untergeordnete Rolle zu spielen (Abb. 6.15 und 6.17 (A-C)). Für sehr
kurze Ketten ändert sich die Struktur der Bündel und des gesamten
Netzwerk jedoch drastisch (Abb. 6.17 (C→ D))
g,d/σ: Die reduzierte, kritische Potentialstärke g− gc, so wie das Ver-
hältnis aus Hartkugeldurchmesser σ und Potentialreichweite d wird
ebenfalls Einfluss auf das Entstehen der Netzwerke haben, ist hier
jedoch noch nicht weiter untersucht worden.
Lx,y,z: Die Geometrie der Simulationsbox und ob periodische oder fe-
ste Randbedingungen verwendet werden, haben einen großen Ein-
fluss auf das System (z.B D=3 Abb. 6.16). In den Mikrofluidikkam-
mern bilden sich je nach Geometrie – kreisförmig oder rechteckig –
recht unterschiedliche Maschen.
Abbildung 6.16: Erweiterung auf drei Di-
mensionen. Durch den Übergang von
D=2 auf D=3 sind die topologischen
Bedingungen weniger strikt.[283] Die
einzige totoplogische Einschränkung
verknüpft die mittlere Anzahl der Flä-
chen pro Zelle
〈 f 〉 = 12
6− 〈n〉
mit der mittleren Anzahl der Kanten
pro Fläche 〈n〉, so dass der Spielraum
für mögliche Konfiguration deutlich
größer ist.
Anfangsbedingungen abseits einer homogenen und isotropen Po-
lymerlösung könnten zu kinetisch gehemmten Zuständen führen, die













Abbildung 6.17: Zeitliche Entwicklung der Netzwerk-Struktur in Abhängigkeit von der Kettenlänge N bei konstanter dreidimensionaler
Volumenbelegung η. Die gestauchte Startkonfiguration führt zu stark helikalen Strukturen (B-E). Wird das System erst äquilibriert
bevor die attraktive Wechselwirkung angeschaltet wird (gekennzeichnet durch die gestrichelte Linie), erhält man eine (recht) isotrope
und homogene Polymerlösung. Die Beispielkonfigurationen sind in etwa in logarithmischen und nicht in äquidistanten Intervallen
aufgenommen worden.
Für N < 〈LB〉 (D-F) ordnen sich die Polymere parallel Ende-an-Ende und bilden klar erkennbare harte Zylinder. Die Winkelverteilung
bei den Knoten scheint pi/4-Symmetrie aufzuweisen und unterscheidet sich damit deutlich von den Simulationen mit längeren Ketten.
Weitere Simulationsparameter: βκ/b0=100, βkb20=100, βgb0 = 1, d/b0=0.5, Lx/b0=Ly/b0=80, Lz/b0 = 5 und daher η=0.1. Videos der
Reihe (C) und Reihe (E) sind verfügbar.
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das Erreichen des Scaling-States unmöglich machen. Für Anfangskon-
figurationen, bei denen unterschiedliche Polymere überlappungsfrei
sind, lassen sich einzelne, gestreckte Ketten so zu Sphero-Zylindern
stauchen, dass sie nur wenig Volumen einnehmen, da Kugeln einer Ket-
te stark überlappen. Der EC-Algorithmus erzeugt keine neuen Über-
lappungen und die Ruhelänge der Feder b0 = σ sorgt durch eine Prä-
Äquilibrierungsphase dafür, dass die Ketten quasi wachsen und eine
valide Konfiguration erzeugt wird. Allerdings entstehen so stark spira-
lenförmige Ketten mit relativ hohen Biegeenergien, so dass eine länge-
re Äquilibrationsphase mit ausgeschaltetem Potential g = 0 notwendig
ist, um zunächst eine Polymerlösung beziehungsweise -schmelze im
Gleichgewicht zu erhalten (Abb. 6.17 (B-E)). Für MC-Simulationen
stellt sich die Frage, ob und in weit die zeitliche Entwicklung in der
Äquilibrationsphase eine physikalische Interpretation zulässt.
Der nächste Schritt ist die Auswertung der zeitlichen Entwicklung17 17 Die mechanischen Eigenschaften ei-
nes solchen Netzwerkes sind gerade im
biologischen Kontext interessant. Das
Wechselspiel zwischen Feder und Bie-
geenergie führt zu unterschiedlichen
Antworten auf äußere Krafteinwirkung.
[287–289]
des Polymernetzwerks. Die Vermutung liegt nahe, dass der Scaling-
State noch nicht erreicht wurde, was relativ einfach über die zeitliche
Entwicklung des zweiten Moments der Kantenverteilung µ2 gemes-
sen werden kann. Weiterhin ist die Abhängigkeit der mittleren Ma-
schengröße von der Simulationsdauer im Vergleich zur von-Neumann-
Gleichung im Speziellen und der direkte Vergleich mit anderen Simula-
tionstechniken, wie dem zweidimensionalen Viscous-Froth-Model[290]
von Interesse, um zu untersuchen, ob und welche dynamische Eigen-
schaften des Systems der EC-Algorithmus, ähnlich wie bei den Poly-
merschmelzen, wiedergeben kann. Kann die zeitliche Veränderung des
Polymernetzwerks ähnlich beschrieben werden wie die eines Schaums,
wäre das ein Hinweis auf den Gleichgewichtszustand des Systems.
6.4 Pseudo-Quelltext
„No one trusts a model except the man who wrote it;
everyone trusts an observation, except the man who made it.“
aus „Through Rugged Ways to the Stars“
von Harlow Shapley
Eine Computersimulation lässt sich auch als theoretisches Experiment
auffassen und als solches erbt es Vor- und Nachteile dieser beiden
Kernbereiche wissenschaftlicher Forschung. Das Entwickeln und Mo-
dellieren einer Simulation ist dabei der theoretische Teil, der bedingt,
dass die Ergebnisse, die so gewonnen werden, behutsam validiert wer-
den müssen. Die übliche Vorgehensweise, besteht darin durch repro-
duzieren korrekter Ergebnisse genug Vertrauen zu schaffen, um eine
Extrapolation der Gültigkeit auf Unerforschtes zu rechtfertigen.18 Das
18 Auch ein Experiment muss auf sei-
ne Korrektheit und gemachte Annah-
men überprüft werden. Eine Simulati-
on kann jedoch – wie jegliche Software
– subtile Fehler in der eigentlichen Im-
plementation enthalten. Weiterhin liegt
einer Simulation immer ein theoretisch
Modell zugrunde, dass zum Beispiel
nicht vollständig sein muss, was Expe-
rimente deutlich von Simulationen ab-
grenzt.
eigentliche Durchführen einer Simulation ist der experimentelle Teil
und erfordert für eine Auswertung genügend Daten, um statistisches
Rauschen zu unterdrücken.
Im Folgenden wird ein Pseudo-Quelltext präsentiert, der einen klei-
nen, kompakten Übersicht über alle vorgestellten Bestandteile der par-
allelisierten EC-Simulation gibt.
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EC_Simulation
Erzeuge Startkonfiguration (Abb. 5.9 oder 6.17)
Wiederhole EC_Sweep ()
Auswertung_Visualisierung19 ({K})19 Statt die Messung und Analyse in die
Simulation zu integrieren, kann man in
regelmäßigen Abständen die Konfigu-
ration ausgeben. So lassen sich Simu-
lationsdaten auch nachträglich auswer-
ten. Weiterhin können neue Simulatio-
nen von diesen Konfigurationen gest-
artet werden. Der Nachteil ist der er-
höhte Speicherbedarf, der sich durch ei-
ne geringere Abtastrate reduzieren lässt.
Zur Erstellung der Beispielkonfiguratio-
nen in dieser Arbeit ist die Grafikengine
OpenGL verwendet worden.
EC_Sweep ()
Lege m Zellen Zm fest (Abb. 2.7 oder 5.4)
Erzeuge m Listen mit nm EC-Startbeads {i}m (Abb. 4.9)
Starte m Threads:
Weise jedem Thread eine Liste {i} und eine Zelle Z zu
Für jede Kugel ∈ {i} EC_Chain (i, Z)
Speichere Konfiguration K
EC_Chain (Startkugel i, Zelle Z)
Ziehe gleichverteilten Einheitsvektor v
Wiederhole20 In dieser Arbeit ist die Kollisions-
detektion trotz der immensen Aus-
wirkungen auf die Performanz einer
Simulation[291] mit kurzreichweitigen
Wechselwirkungen nicht diskutiert wor-
den. Die klassische Strategie mögliche
Kollisionspartner geschickt auszuwäh-
len, ist eine Nachbarschaftsliste, welche
in einstellbaren Intervallen aktualisiert
wird und die Teilchen in der Nähe bein-
haltet. Die Rate der Aktualisierung und
die genaue Definition von Nähe, spie-
len dabei eine besondere Rolle für das
Funktionieren dieser Methode. Rigoro-
ser ist das Aufteilen des Simulationsvo-
lumens in kleinere Gebiete (Linked-Cell
Methode[292]), so dass die lokale Umge-
bung eines Teilchens wohldefiniert ist.
T := max
T′
(ri + T′v ∈ Z)
Erzeuge Liste (möglicher)20 Kollisionskugeln {k}
Für jede Kugel ∈ {k}, bestimme alle Tk < T via
σ
!
= |ri(Tk)− rk| und (Abb. 2.3)
∆Ei,k
!
= Hi,k(ri(Tk))−mint<Tk Hi,k(ri(t)) (Abb. 5.3)
T := min(`, T, {Tk})
kmin := ∅
Wenn T = Tk dann
kmin = k
Bewege Bead i




Wenn rk ∈ Z und kmin 6= ∅ dann
i = kmin
optional wenn Kette(i) 6= Kette(kmin) dann
Swap-Move21 (Abb. 5.6)
sonst
Reflektiere v (Abb. 4.8 und 5.5)
bis ` = 0
Ziehe gleichverteilte Zufallszahl q ∈ [0 . . . 1[
21 Vielleicht ist es möglich EC-
spezifische Eigenschaften auszu-
nutzen, um einen Polymerisation-
Mechanismus[293] effizient in die
EC-Simulation einzubauen.











Abbildung 6.18: Bei der Simulation von
Polymernetzwerken (D) mit Hartkugel-
Federketten sind alle Teilbereiche der
Dissertation relevant. Durch Adsorpti-
on aneinander (A) bilden die Ketten bei
überkritischer Potentialstärke g > gc
Bündel, die aus einem dichten Hart-
kugelgas (B) bestehen. Bei einer hin-
reichend niedrigen, effektiven Potential-
reichweite d/σ beziehungsweise genü-
gend hoher Potentialstärke g  gc kri-
stallisieren die harten Kugeln.[16] Be-
sonders an den Knoten sieht man Ver-
schlaufungen ähnlich wie in einer dich-
ten Schmelze (C). Die Verschlaufungen
sollten auch für die Dynamik einzelner
Polymere in dem Bündel-Netzwerk von
Bedeutung sein.
Der EC-Algorithmus ist eine effiziente MC-Technik für die Simulation beliebiger Paar-Wechselwirkungen,
die trotz ihres nicht-lokalen Charakters die stochastische Dynmaik eines Systems korrekt wiedergeben kann.
Der relative Speed-Up zu traditionellen MC-Moves kann mehrere Größenordnungen betragen und macht
damit die Äquilibration großer Systeme möglich.
Zunächst ist die Adsorption eines einzelnen, semiflexiblen Polymers an einem harten Substrat betrachtet
worden. Durch die effektive Biegesteifigkeit Lp/` und Substratkrümmung R/` lässt sich die kritische Ad-
sorptionsstärke gc regeln, so dass der Adsorptionsübergang kontrolliert werden kann. Geeignete Verhältnisse
aus gc, R, Lp und ` führen zu klebrigen oder abweisenden Oberflächen. Abbildung 6.18 (A) zeigt eine ähnliche
Situation wie die Adsorption einer Kette an einem Zylinder. Die reduzierte, kritische Potentialstärke g− gc,
so wie das Verhältnis aus Hartkugeldurchmesser σ und Potentialreichweite d werden ebenfalls Einfluss auf
das Entstehen der Netzwerke haben.
Für ein System aus vielen Polymeren sollte das ausgeschlossene Volumen berücksichtigt werden. Um dies
in MC-Simulationen zu realisieren, stellen harte Kugeln die einfachste Art dar. Das sogenannte Hartkugelgas
ist maßgeblich durch seine geometrischen (topologischen) Eigenschaften bestimmt. Bei genügend hohem
Druck kristallisiert das Gas zu einem FCC-Kristall. Abbildung 6.18 (B) zeigt ein dichtes (vermutlich flüssiges)
Hartkugelgas, aus dem die Bündel bestehen. Weiterhin wird das Netzwerk wie ein Schaum hauptsächlich
durch seine Topologie bestimmt und ist damit mit dem Hartkugelgas verwandt.[279]
Ein Effekt eines Viel-Polymersystems wie einer dichten Polymerschmelze ist das Auftreten sub-diffusiver
Rouse- und Reptationsdynamik, welche durch die EC-Simulation nachgebildet wird. Mit Hilfe des zusätzli-
chen Swap-Moves lässt sich die Reptation effektiv ausschalten, was zu einer drastischen Beschleunigung der
Dynamik führt. Weiterhin kann der EC-Algorithmus effizient benutzt werden, um durch Rütteln geeignete
Anfangskonfigurationen zu erzeugen.
Ein (quasi-)zweidimensionales Polymernetzwerk kann durch Minimierung der gesamten Bündellänge die
potentielle Energie absenken und kann damit ähnlich wie ein Schaum aus einem Flüssigkeit/Gas-Gemisch
charakterisiert werden, bei dem die Grenzfläche minimiert wird. Verhält sich das Polymernetzwerk auch in
seiner zeitlichen Entwicklung schaumartig, wird es sich vergröbern bis aufgrund der periodischen Randbe-
dingungen nur noch eine Masche übrig bleibt. Dies ist ein erster Hinweis darauf, dass der Grundzustand
des Systems tatsächlich ein aus allen Ketten bestehender Bündel ist.
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