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If σ is an automorphism and δ is a q-skew σ-derivation of a ring R, then the
subring of invariants is the set Rδ = r ∈ R  δr = 0. The main result of this
paper is
Theorem. Let R be a prime algebra with a q-skew σ-derivation δ, where δ and σ are
algebraic. If Rδ satises a P.I., then R satises a P.I.
If δ is separable, then we also obtain the following result:
Theorem. Let δ be a separable q-skew σ-derivation of an algebra R, where δ and σ are
algebraic.
(i) If Rδ satises a P.I., then R satises a P.I.
(ii) If Rσ ∩ Rδ satises a P.I. and σ is separable, then R satises a P.I.
When R is a domain, it is necessary to assume neither that σ is algebraic nor that
δ is q-skew as we prove
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Theorem. If R is a domain with an algebraic σ-derivation δ such that Rδ satises a P.I.,
then R also satises a P.I.
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1. INTRODUCTION
In [S], Smith proved that if a prime ring R has an element a which is
integral over the centroid of R and the centralizer in R of a satises a
polynomial identity, then R must satisfy a polynomial identity. Viewed in
terms of derivations, Smith’s result says that in a prime ring, if the invariants
of certain derivations satisfy a P.I., then the ring must satisfy a P.I. Given
recent interest in the actions and invariants of q-skew derivations, it is
natural to investigate prime rings which have a q-skew derivation whose
invariants satisfy a P.I.
We begin by giving a brief outline of this paper and by introducing the
terminology that will be used throughout. If R is an algebra over a eld K
with an automorphism σ , we say that an additive map δ x R→ R is called
a skew derivation or a σ-skew derivation if
δrs = δrs + σrδs;
for all r; s ∈ R. In addition, if there is some nonzero q ∈ K such that δσ =
qσδ, then we say that δ is a q-skew derivation or a q-skew σ-derivation.
We will always assume that δ and σ are K-linear transformations of R
and when we refer to δ or σ as being algebraic, this means that they are
algebraic when viewed as K-linear transformations of R. The invariants of
the actions of δ and σ on R are the sets
Rδ = r ∈ R  δr = 0 and Rσ = r ∈ R  σr = r:
The main result of this paper will be
Theorem 7.1. Let R be a prime algebra with a q-skew σ-derivation δ,
where δ and σ are algebraic. If Rδ satises a P.I., then R satises a P.I.
In Sections 2 and 3, we present some results which may be of independent
interest. In Section 2, we examine the case where δ is separable. To say that
δ is separable means that the 0-eigenspace of R under the action of δ,
R0 = r ∈ R  δnr = 0; for some n ≥ 1;
is equal to the invariants Rδ. Equivalently, this means that the minimum
polynomial satised by δ with coefcients in K does not have 0 as a multiple
root. Similarly, we say that σ is separable if its 1-eigenspace, r ∈ R 
σ − 1mr = 0; for some m ≥ 1, is equal to Rσ. This is equivalent to
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the minimum polynomial satised by σ not having 1 as a multiple root.
When δ is separable, it is no longer necessary to assume that R is prime as
we prove
Theorem 2.3. Let δ be a separable q-skew σ-derivation of an algebra R,
where δ and σ are algebraic.
(i) If Rδ satises a P.I., then R satises a P.I.
(ii) If Rσ ∩ Rδ satises a P.I. and σ is separable, then R satises a
P.I.
In Section 3, we examine the special case where R is a domain. Although
our result on domains is not used later in the paper, it is of interest as it
requires neither that σ be algebraic nor that δ be q-skew. In this situation,
our main result is
Theorem 3.2. If R is a domain with an algebraic σ-derivation δ such
that Rδ satises a P.I., then R also satises a P.I.
In Section 4, we dene and discuss semiprime rings with nite prime
dimension. We show that in order to prove Theorem 7.1, it will sufce to
handle the case where δ acts nilpotently on R. In Section 5, we look at X-
inner automorphisms. If R is a prime ring, we will let QR denote the left
Martindale quotient ring of R. We say that σ is X-inner if there exists some
a ∈ QR such that σr = a−1ra, for all r ∈ R. Similarly, we say that δ is
X-inner if there exists some b ∈ QR such that δr = br − σrb, for all
r ∈ R. The symmetric quotient ring of R, QSR, consists of those w ∈ QR
such that there exists a nonzero ideal I of R such that Iw;wI ⊆ R. Note that
any element of QR which induces an X-inner automorphism or an X-
inner skew derivation of R must belong to QSR. In particular the center
of QR, which is referred to as the extended center C of R, is certainly
contained in QSR. Subsets of R which are stable under σ , δ, or both
of them will be known, respectively, as σ-stable, δ-stable, or σ; δ-stable.
We can then consider properties such as σ-prime and σ; δ-semiprime
as natural generalizations of prime and semiprime. At various points, we
will consider σ-prime rings R, where σ is algebraic. In this case, the left
Martindale quotient ring QR is constructed using the lter of nonzero
σ-stable ideals. In Section 5, we prove the special case of Theorem 7.1
where σ is X-inner. It is worth noting that in this case, it is once again
necessary to assume neither that σ is algebraic nor that δ is q-skew. We
handle this case by rst generalizing Smith’s result to a class of derivations
which includes those that are algebraic over the extended center C.
In Section 6, we prove the special case of Theorem 7.1 where q is a root
of 1 and in Section 7, we combine the special cases and reductions from
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the previous sections to prove Theorem 7.1. We then conclude the paper
with an example and some open questions.
There are two results that we will frequently refer to. One, not surpris-
ingly, is Smith’s result on centralizers and polynomial identities. The other is
due to Bergen and Cohen [BC], where it is shown that if a ring R is graded
by a nite group such that the identity component of the grading satises a
P.I., then R satises a P.I. It is worth noting that the BergenCohen result
is strongly related to work on centralizers, as it is an application of work of
Montgomery and Smith [MS] on centralizers of separable subalgebras.
We will frequently make use of the skew polynomial rings Rxyσ,
Rxyσ; δ as well as the skew Laurent polynomial ring Rx; x−1yσ. If M
is an R-module, we will let AnnRM denote the annihilator of M in R. In
addition, if A;B are subsets of a ring R, we will let r:annBA, l:annBA,
and CBA denote, respectively, the right annihilator, the left annihilator,
and the centralizer of A in B.
The q-binomial coefcient
(
n
i

q
is dened as the evaluation at t = q of
the polynomial function
n
i

t
= t
n − 1tn−1 − 1 · · · tn−i+1 − 1
ti − 1ti−1 − 1 · · · t − 1 :
We conclude this section with an easy but important observation. If λ is
an eigenvalue of δ, then there is some nonzero r ∈ R such that δr = λr.
Therefore,
δσr = qσδr = qλσr:
As a result, qλ is also an eigenvalue of δ and it follows that qnλ is an
eigenvalue of δ, for every n ≥ 1. When δ is algebraic, it only has a nite
number of eigenvalues; thus either 0 is the only eigenvalue of δ or qm = 1,
for some m ≥ 1. Therefore, either q is a root of 1 or δ is a nilpotent linear
transformation of R.
2. FIRST SPECIAL CASESEPARABILITY
It was shown by Barbaumov [B] that if R is an algebra over a eld K
with a separable automorphism σ such that Rσ satises a P.I., then R
must also satisfy a P.I. The analogous result for separable derivations was
shown by Smith [S]. Both of these results can be obtained using the result
of Bergen and Cohen [BC] on group-graded rings because, after the eld
K is extended, the invariants of separable automorphisms and derivations
are the identity component of a grading by a group with nite support.
Our goal in this section is to generalize the above results on separable au-
tomorphisms and derivations to separable q-skew derivations. The situation
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for separable q-skew derivations δ is somewhat different as the invariants
of δ need not be the identity component of a grading by a group with -
nite support. However, with additional work, we will eventually be able to
apply the BergenCohen result to separable q-skew derivations.
If K is a eld and 0 6= a ∈ K then the map Ta x K+ → K+ dened as
Tar = ra, for all r ∈ K, is a homomorphism of the additive group K+. In
fact, the map pi x K∗ → AutK+ dened as pia = Ta, for all a ∈ K∗, is
a group homomorphism from K∗ to the automorphisms of K+. Therefore,
we can examine the semidirect product K+oK∗ in which multiplication is
dened as
α1; λ1 · α2; λ2 = α1 + λ1α2; λ1λ2;
for all α1; α2 ∈ K and λ1; λ2 ∈ K∗.
We begin our work in the case where δ and σ commute.
Lemma 2.1. Let R be an algebra over a eld K and let δ be a σ-derivation
such that δσ = σδ. Suppose that σ and δ are algebraic and that K contains
all the roots of the minimum polynomials for δ and σ . Then R is a K+oK∗-
graded algebra with nite support and the identity component R0; 1 = r ∈
R  δnr = σ − 1mr = 0; for some n;m ≥ 1.
Proof. First consider the decomposition R = Lα∈K Rα into the di-
rect sum of eigenspaces of δ; that is, Rα = r ∈ R  δ − αnr =
0; for some n ≥ 1. Since δ and σ commute, each Rα is σ-stable. There-
fore we can consider the decomposition Rα =
L
λ∈K∗ Rα; λ into a direct
sum of eigenspaces of σ acting on Rα. Thus
Rα; λ = r ∈ Rα  σ − λmr = 0; for some m ≥ 1:
As a result, we now have the decomposition R =Lα∈K;λ∈K∗ Rα; λ. It now
sufces to show that this decomposition is indeed a grading of R by the
group K+oK∗. To this end, observe that if α1; α2; λ ∈ K and x; y ∈ R
then
δ−α1−λα2xy = δ−α1x · y +σx · δ−α2y+ σ −λx ·α2y:
Using the above formula, an easy induction argument can be used to
show that, for any n ≥ 1, δ− α1 − λα2nxy is a sum of terms of the form
ak; l;mσ
mσ − λkδ− α1lx · δ− α2my;
where k; l;m ≥ 0, k+ l +m = n, and ak; l;m ∈ K.
If x ∈ Rα1; λ1 and y ∈ Rα2; λ2, then there exist n1; n2; n3; n4 such that
δ− α1n1x = 0; δ− α2n2y = 0; σ − λ1n3x = 0;
and σ − λ2n4y = 0:
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It is now easy to see that
δ− α1 − λ1α2n1+n2+n3xy = 0 and σ − λ1λ2n3+n4xy = 0:
Thus
Rα1; λ1 · Rα2; λ2 ⊆ Rα1+λ1α2; λ1λ2
and R is indeed graded by the semidirect product K+oK∗.
A group G with identity e is said to be residually nite if for any a ∈
G \ e, there exists a normal subgroup H of nite index such that a 6∈ H.
Therefore if G is residually nite and T is a nite subset of G not containing
e, then there exists a normal subgroup N of nite index which contains
no element of T . P Hall has shown [R1, Theorem 15.4.1] that a nitely
generated group which is an extension of an abelian group by a nilpotent
group is residually nite. Thus any nitely generated subgroup of K+oK∗
is residually nite.
Lemma 2.2. If R = Lα; λ∈K+ oK∗ Rα; λ is a K+oK∗-graded ring with
nite support S, then there exists a nite group G such that R =Lg∈G Rˆg is
G-graded and, for every α; λ ∈ S, there is a g ∈ G such that Rα; λ = Rˆg.
Proof. Let T = ab−1  a; b ∈ S, a 6= b; T is certainly a nite set
not containing e. Since K+oK∗ is residually nite, it contains a normal
subgroup N of nite index that is disjoint from T . If G is the factor group
K+oK∗/N , then there is a natural G-grading on R given by RˆaN =L
h∈N Rah with the required properties.
Recall that if δ is an algebraic q-skew derivation, then either q is a root
of 1 or δ is nilpotent. If we are in the special case that δ is separable,
then clearly δ is nilpotent if and only if δ = 0. Therefore, when studying
separable q-skew derivations, we may assume that q is a root of 1. The
Leibniz formula for q-skew derivations is
δnxy =
nX
i=1

n
i

q
σn−iδixδn−iy;
where
(
n
i

q
is a q-binomial coefcient. Therefore if q is a primitive nth root
of 1, it follows that
δnxy = δnxy + σnxδny:
As a result, δn is a σn-derivation and clearly δn and σn commute. In
addition, note that since δ is separable, δ and δn have the same invariants.
Theorem 2.3. Let δ be a separable q-skew σ-derivation of an algebra R,
where δ and σ are algebraic.
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(i) If Rδ satises a P.I., then R satises a P.I.
(ii) If Rσ ∩ Rδ satises a P.I. and σ is separable, then R satises a
P.I.
Proof. By the argument above, we may assume that q is a primitive nth
root of 1, for some n ≥ 1. In addition, if we let δ1 = δn and σ1 = σn then
δ1 is a σ1-derivation with the same invariants as δ and δ1 and σ1 commute.
Furthermore, by tensoring by the algebraic closure of K, we may, without
loss of generality, assume that K contains all of the eigenvalues of δ1 and
σ1.
By Lemma 2.1, R is graded by K+oK∗ with nite support. Therefore
Lemma 2.2 implies that R is graded by a nite group G with identity com-
ponent
Re = r ∈ R  δ1r = σ1 − 1mr = 0 for some m ≥ 1:
Since Re ⊆ Rδ1 = Rδ, it is clear that if Rδ satises a P.I. then so does
Re. Therefore the proof of (i) now follows immediately from the Bergen
Cohen result [BC].
For the proof of (ii), note that Rδ is σ-stable and the restriction of σ
to Rδ is certainly separable. Since Rδσ = Rσ ∩ Rδ satises a P.I.,
the result of Barbaumov [B] on separable automorphisms implies that Rδ
also satises a P.I. Thus the result now follows from (i).
3. SECOND SPECIAL CASEDOMAINS
Our goal in this section is to show that if δ is an algebraic σ-derivation
of a domain R such that Rδ satises a P.I., then R must also satisfy a P.I.
In this section it will be necessary to assume neither that σ is algebraic nor
that δ is q-skew.
Recall that if S is a ring and M is an S-module then we say that M
has nite Goldie rank if M contains no innite direct sum of nonzero S-
submodules. This is equivalent to the existence of a positive integer n such
that every direct sum of S-submodules of M has at most n nonzero sum-
mands.
If S = Rxyσ; δ then the polynomial ring Kx can be considered as a
subring of S. The following proposition will be useful not only in our study
of domains but also in later sections.
Proposition 3.1. Let M be an S-module such that AnnKxM 6= 0, where
S = Rxyσ; δ. Then M has nite Goldie rank as an S-module if and only if
it has nite Goldie rank as an R-module.
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Proof. Since one direction is clear, it certainly sufces to show that if
M has nite Goldie rank as an S-module then it has nite Goldie rank as
an R-module. The result will also be clear if every nonzero R-submodule
of M contains a nonzero S-submodule of M . Therefore, without loss of
generality, we may assume that there exist nonzero R-submodules of M
which contain no nonzero S-submodules of M .
If A an R-submodule of M and t ≥ 0, let
At = m ∈M  m;xm; : : : ; xtm ∈ A:
Note that since xr = σrx+ δr, an easy induction argument shows At
is also an R-submodule of M . Since AnnKxM 6= 0, there exists some
f x = xn+1 − αnxn − · · · − α1x− α0 ∈ AnnKxM:
As a result, if m ∈M we have
xn+1m = αnxnm+ · · · + α1xm+ α0m:
However, this implies that for any t ≥ n, At = An. Therefore xtAn ⊆
An, for all t ≥ 1; thus An is an S-submodule.
Now let B1 ⊆ B2 ⊆ · · · be an ascending chain of R-submodules of M ,
each of which contains no nonzero S-submodule. We claim that B = Si≥1 Bi
also contains no nonzero S-submodule. To this end, suppose 0 6= C ⊆ B is
an S-submodule and let 0 6= c ∈ C. Since c; xc; : : : ; xnc ∈ C, there ex-
ists an integer l such that c; xc; : : : ; xnc ∈ Bl. Therefore if we let A be
the R-submodule Rc, then An ⊆ Bl and so, Bl contains the nonzero S-
submodule An, a contradiction.
In light of the previous paragraph, we can apply Zorn’s Lemma to assert
that M contains an R-submodule N which is maximal with respect to con-
taining no nonzero S-submodule. For notational convenience, we will let
M = N−1 and we can now consider the chain of R-submodules
0 = Nn ⊆ Nn−1 ⊆ · · · ⊆ N1 ⊆ N0 = N ⊆ N−1 =M
as well as the quotient modules
Nn−1/Nn;Nn−2/Nn−1; : : : ;N1/N2;N0/N1;N−1/N0:
By the additivity of Goldie rank, it sufces to show that each of these
n+ 1 quotient R-modules has nite Goldie rank. If 0 ≤ i ≤ n− 1, then we
can consider the maps
φi x Ni → Ni−1/Ni
dened as φim = xm+Ni, for all m ∈ Ni. It is easy to see that the kernel
of φi is Ni+1. Furthermore, observe that if r ∈ R and m ∈ Ni, then
φirm = xrm+Ni = σrxm+ δrm+Ni = σrxm+Ni = σrφim:
718 bergen and grzeszczuk
Therefore each φi induces an embedding of the lattice of R-submodules of
Ni/Ni+1 into the lattice of R-submodules of Ni−1/Ni. As a result, it now
sufces to show that N−1/N0 =M/N has nite Goldie rank.
Finally, suppose that M has Goldie rank l as an S-module and
E1; E2; : : : El; El+1 are R-submodules of M properly containing N . By
the maximality of N , each Ei contains a nonzero S-submodule Fi. Since
M has Goldie rank l as an S-module, we can reorder the Ei such that
Fl+1 ∩ F1 + F2 + · · · + Fl is a nonzero S-submodule. Since N contains no
nonzero S-submodules of M , Fl+1 ∩ F1 + F2 + · · · + Fl is not contained
in N and so,
Fl+1 +N/N ∩ F1 +N/N + F2 +N/N + · · · + Fl +N/N 6= 0:
As a result, the sum
E1/N + E2/N + · · · + El/N + El+1/N
is not direct and it follows that the Goldie rank of M/N cannot exceed l.
We can now prove the main result of this section.
Theorem 3.2. If R is a domain with an algebraic σ-derivation δ such
that Rδ satises a P.I., then R also satises a P.I.
Proof. Since Rδ is a domain which satises a P.I., Rδ is an Ore do-
main. By [BG1, Theorem 2], every nonzero δ-stable left ideal of R intersects
Rδ nontrivially; thus any two nonzero δ-stable left ideals of R intersect
nontrivially. When we consider R as a S-module with S = Rxyσ; δ, the
S-submodules of R are precisely the δ-stable left ideals of R. Therefore R
has Goldie rank one as an S-module. However, δ is algebraic; hence we
can apply Proposition 3.1 to conclude that R also has nite Goldie rank as
an R-module. Thus R is an Ore domain.
If L is a left ideal of R, we can let
Lt = l ∈ L  δl; δ2l; : : : ; δtl ∈ L;
for any t ≥ 1. If l ∈ L such that δl = 0, then clearly l ∈ L1. On the other
hand, since R is an Ore domain, it follows that if δl 6= 0 then Rδl ∩L 6=
0. Therefore there is some r ∈ R such that 0 6= σrδl ∈ Rδl ∩ L. As
a result δrl = δrl + σrδl ∈ L, and so, rl ∈ L1. In either case, we
see that if L 6= 0, then L1 6= 0. Furthermore, for any t ≥ 1, it is clear that
Lt+1 = Lt1. Thus, it follows that if L 6= 0 then Lt 6= 0, for any t ≥ 1.
Since δ satises a polynomial of degree n over K, for some n ≥ 1, the
left ideal
L′ = Ln−1 + δLn−1 + δ2Ln−1 + · · · + δn−1Ln−1 ⊆ L
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is δ-stable and is nonzero if L 6= 0. As a result, every nonzero left ideal of
R contains a nonzero δ-stable left ideal of R and therefore also intersects
Rδ nontrivially.
We next need to show that we can localize by the nonzero elements of
Rδ. To this end, let 0 6= t ∈ Rδ; 0 6= a ∈ R; then the left ideals Rt and
Ra have nonzero intersection. Therefore the left ideal L = r ∈ R  ra ∈
Rt is nonzero and so, L must contain a nonzero element of Rδ. Thus
Rδa ∩ Rt 6= 0 and the nonzero elements of Rδ are indeed a left Ore set
for R.
If we let D denote the localization of R by the nonzero elements of
Rδ, then it is clear that D is a division ring. Furthermore δ and σ can be
extended uniquely to D so that δ remains a σ-derivation and Dδ satises
a P.I., as it is the quotient division ring of Rδ. It will now sufce to show
that D satises a P.I.
We can consider R as a left Rxyσ; δ-module and can let A =
AnnRxyσ; δR. Since δ satises a minimal polynomial of degree n, for some
n ≥ 1, it follows that the sum
V = R⊕ Rx⊕ · · · ⊕ Rxn−1 ⊆ Rxyσ; δ
is direct and Rxyσ; δ = V +A. We now claim that the rank of D as a right
Dδ-module cannot exceed n. Suppose c1; : : : ; cn+1 ∈ D are right linearly
independent over Dδ. There exists a common denominator t ∈ Rδ such
that each ci = t−1ai, where each ai ∈ R. Therefore the elements
tc1 = a1; : : : ; tcn+1 = an+1 ∈ R
are also right linearly independent over Dδ. However, D is a simple
Dxyσ; δ-module; therefore the Jacobson Density Theorem implies that
there exist f1; : : : ; fn+1 ∈ Dxyσ; δ such that fi · aj = 1 if i = j and
fi · aj = 0 otherwise.
Next, let ti ∈ Rδ be a common denominator for all the coefcients
of fi; thus 0 6= tifi ∈ Rxyσ; δ. Since Rxyσ; δ = V + A, there exist
gi ∈ V and hi ∈ A such that tifi = gi + hi. D ⊕ Dx ⊕ · · · ⊕ Dxn−1 is a
free left D-module of rank n containing all n+ 1 of the gi; therefore there
exist b1; : : : ; bn+1 ∈ D, not all of which are zero, such that b1g1 + · · · +
bn+1gn+1 = 0. Furthermore, by multiplying all the bi on the left by a com-
mon denominator, we may assume that all the bi belong to R. As a result,
n+1X
i=1
bitifi =
n+1X
i=1
bigi + bihi =
n+1X
i=1
bihi ∈ A:
Therefore, for any j ≤ n+ 1,
0 =
n+1X
i=1
bitifi

· aj = bjtjfj · aj = bjtj:
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Thus every bj = 0, a contradiction. Therefore D does indeed have nite
rank as a right Dδ-module and so, D also satises a P.I.
4. FINITE PRIME DIMENSION
In Section 7, we will prove our main result on q-skew σ-derivations of
prime rings. In order to do so, we will rst need to construct various related
rings, which are not necessarily prime. However, these rings are very close
to being prime and will have some important properties which we will dene
shortly.
If R is an algebra over a eld K, let Rop denote the ring opposite to
R and we can form the tensor product R ⊗K Rop. Then R becomes an
R⊗K Rop-module where a⊗ b · r = arb, for all a; b; r ∈ R. It is clear that
the R⊗K Rop-submodules of R are precisely the two-sided ideals of R.
Denition 4.1. A semiprime algebra R over a eld K is said to have nite
prime dimension if it satises any of the following equivalent conditions:
(i) R has nite Goldie rank as an R⊗K Rop-module.
(ii) R contains ideals I1; : : : In such that the sum J = I1 ⊕ · · · ⊕ In is
direct, J is an essential ideal of R, and each Ii is a prime ring.
(iii) R contains minimal prime ideals P1; : : : ; Pm such that ∩mi=1Pi = 0.
The fact that three above conditions are equivalent follows directly
from [MR, Theorem 2.2.15].
Lemma 4.2. Let δ be a σ-derivation of a K-algebra R where δ and σ
commute, char K = 0, and δ and σ are algebraic. Then R is semiprime if and
only if R is σ; δ-semiprime.
Proof. One direction is clear; therefore it sufces to show that if R has a
nonzero nilpotent ideal then it has a nonzero nilpotent σ; δ-stable ideal.
Since σ satises a polynomial of degree n, for some n ≥ 1, it follows that
if I is an ideal of R then
I ⊆ σI + σ2I + · · · + σnI
and
σnI ⊆ I + σI + · · · + σn−1I:
Therefore, if I is nilpotent and if we let
J = I + σI + · · · + σn−1I;
then J is also nilpotent and σJ = J.
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Using the facts that δ and σ commute and char K = 0, a straightforward
computation shows that if a1; a2; : : : ; am ∈ J then
δma1a2 : : : am = αδσm−1a1δσm−2a2 · · · δσam−1δam + b;
where α is a nonzero binomial coefcient and b ∈ J. Therefore, if Jm = 0
the above equation and the fact that σiJ = J, for all integers i, imply that
δJm ⊆ J. Thus J + δJm ⊆ J, which implies that J + δJ is nilpotent
and σ-stable.
By iterating the above argument, it follows that, for any t ≥ 1, J + δJ +
· · · + δtJ is also a σ-stable nilpotent ideal. Since δ satises a polynomial of
degree l, for some l ≥ 1, J + δJ + · · · + δl−1J is a nonzero σ; δ-stable
nilpotent ideal of R.
We continue with
Lemma 4.3. If σ is an algebraic automorphism of a semiprime algebra R,
then R has nite prime dimension if and only if it has no innite direct sum
of nonzero σ-stable ideals.
Proof. It clearly sufces to show that if R has no innite direct sum
of nonzero σ-stable ideals, then it has nite prime dimension. Let A =
R ⊗K Rop and let τ be the automorphism of A dened as τa ⊗ b =
σa ⊗ σb, for all a; b ∈ R. Thus R is a left Axy τ-module, where the
action of Axy τ on R is given by a⊗ bxi · r = aσirb, for all a; b; r ∈ R
and i ≥ 0. Therefore the Axy τ-submodules of R are precisely the σ-
stable ideals of R. Since Axy τ = Axy τ; δ with δ = 0, we can apply
Proposition 3.1 with S = Axy τ; δ to assert that if R has no innite direct
sum of σ-stable ideals then R has no innite direct sum of A-submodules.
However, the A-submodules of R are precisely the two-sided ideals of R;
thus R has nite prime dimension.
It can be easily checked that if L is a nite-dimensional eld extension
of K such that both R and R⊗K L are semiprime, then R has nite prime
dimension if and only if R⊗K L has nite prime dimension.
Proposition 4.4. Let δ be a q-skew σ-derivation of a semiprime K-
algebra R, where both δ and σ are algebraic. Then R0 is semiprime and
R has nite prime dimension if and only if R0 has nite prime dimension.
Furthermore, if R0 satises a P.I. then R satises a P.I.
Proof. It certainly sufces to consider the case where δ is not nilpotent.
Therefore, we may assume that q is a primitive nth root of 1, for some
n ≥ 1. As in the proof of Theorem 2.3, δn is a σn-derivation such that δn
and σn commute. Since δ and δn have the same 0-eigenspace, without loss
of generality, we may replace δ and σ by δn and σn and assume that δ
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and σ commute. Therefore, [BG1, Theorem 6(ii)] implies that R0 is σ; δ-
semiprime. In the characteristic 0 case, Lemma 4.2 now implies that R0 is
semiprime.
For the characteristic p case, note that for any t ≥ 1, δpt is a σpt -
derivation. If t is sufciently large, δp
t
is separable and all of the eigen-
values of δp
t
and σp
t
are separable. Therefore, we can replace δ and σ by
δp
t
and σp
t
and apply [BG1, Corollary 7(ii)] to assert that R0 is semiprime.
Furthermore, regardless of the characteristic, there is a nite separable ex-
tension of K which contains all of the eigenvalues of δ and σ . Since the
property of having nite prime dimension is not affected by nite eld ex-
tensions, we may assume that K contains all the eigenvalues of δ and σ .
By Lemma 4.3, if R has innite prime dimension then it has an innite
direct sum of σ-stable ideals. However, every nonzero σ-stable ideal con-
tains a nonzero σ; δ-ideal and therefore, by [BG1, Theorem 2], contains
a nonzero element of Rδ. In particular, every nonzero σ-stable ideal of
R intersects R0 nontrivially. Therefore if ⊕Ii is an innite direct sum of
σ-stable ideals of R, then ⊕Ii ∩ R0 is an innite direct sum of ideals of
R0. As a result, if R0 has nite prime dimension then so does R.
Conversely, if R has nite prime dimension then R contains prime ide-
als P1; : : : ; Pm whose intersection is 0. By Lemma 2.2, R0; 1 is the identity
component of R under the grading by a nite group. However, by [P, Theo-
rem 17.9], for every prime ideal Pi of R there exist a nite number of prime
ideals Qi; 1; : : : ;Qi; ni of R0; 1 such that Pi ∩ R0; 1 = ∩
mi
j=1Qi; j . Therefore
0 =
m\
i=1
Pi ∩ R0; 1 =
\
i; k
Qi; k
and we see that 0 is the intersection of a nite number of prime ideals
of R0; 1. Therefore R0; 1 has nite prime dimension. However, R0; 1 is
the 0-eigenspace of R0 under the skew derivation σ − 1. As a result, the
argument in the previous paragraph implies that the property of having
nite prime dimension goes up from R0; 1 to R0.
Since the property of satisfying a polynomial identity is also not affected
by nite eld extensions, we may once again assume that K contains all
the eigenvalues of δ and σ . Therefore we again have the chain of rings
R0; 1 ⊆ R0 ⊆ R, where R0; 1 is the identity component of R under the
grading by a nite group. If R0 satises a P.I., then certainly so does R0; 1
and the BergenCohen result implies that R also satises a P.I.
In light of Proposition 4.4, when we try to prove in later sections that
R satises a P.I., we may consider the case where δ is nilpotent and R is
semiprime with nite prime dimension.
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5. THIRD SPECIAL CASEX-INNER AUTOMORPHISMS
In this section we will prove our main result in the special case that δ
is an algebraic σ-derivation and σ is an X-inner automorphism. In this
situation, we will need to assume neither that σ is algebraic nor that δ is
q-skew.
However, we will rst need to examine some related rings which will be
used both in this section and later in the paper. Suppose that R is a σ-prime
ring and δ is a nilpotent q-skew σ-derivation of R; then we can extend σ
to an automorphism of RXyσ; δ by letting σX = q−1X. In this case,
we can view δ as being the inner q-skew derivation of RXyσ; δ induced
by X.
Let n = mint  r:annRδtR 6= 0 and let Xn be the ideal of
RXyσ; δ generated by Xn. Note that any element in Xn is of the formP
i≥0 riXi, where r0 ∈ RδnR. Therefore R ∩ Xn ⊆ RδnR and it fol-
lows that R ∩ Xn is a σ-stable ideal of R with nonzero right annihilator.
However, since R is σ-prime this implies that R ∩ Xn = 0. As a result,
we can let M be a σ-stable ideal of Rxyσ; δ maximal with respect to the
properties that Xn ∈ M and R ∩M = 0. Next, let eR be the factor ring
RXyσ; δ/M and let x denote the image of X in eR. It is clear that R em-
beds in eR, so we will still denote the image of R in eR as R. Since M is
σ-stable, σ induces an automorphism of eR such that σx = q−1x and δ
can be viewed as an inner q-skew σ-derivation of eR induced by the nilpo-
tent element x. Since R is σ-prime, the maximality of M implies that eR is
also σ-prime.
Lemma 5.1. Let δ be a nilpotent q-skew σ-derivation of a σ-prime algebra
R. Then there exists a nonzero σ-stable ideal I of R and an integer k ≥ 1 such
that the sum eI = I ⊕ Ix⊕ · · · ⊕ Ixk−1 = I ⊕ xI ⊕ · · · ⊕ xk−1I is a direct sum
and eI is an ideal of eR. In addition, if q is not a root of 1, then k = 1.
Proof. Let k be the smallest positive integer such that l:annRxk 6= 0
and let A = l:annRxk 6= 0. Since x is nilpotent in eR, k certainly exists.
Clearly A is a σ; δ-stable left ideal of R. Note that the q-binomial coef-
cients satisfy the identity
n
i

q
=

n− 1
i

q
+ qn−1

n− 1
i− 1

q
:
Therefore, since σx = q−1x, it now follows that
δka =
kX
i=0
−1i

k
i

q−1
xk−iσiaxi; ∗
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for all a ∈ A. Thus
AδkAxk−1 ⊆ A
 kX
i=0
xk−iAxi

xk−1 = 0:
Since l:annRxk−1 = 0, this implies that AδkA = 0.
We now claim that if k > 1, then
(
k
j

q
= 0, for all 1 ≤ j ≤ k− 1. Observe
that, for every i, there exists an integer mi such that
k
i

q−1
= qmi

k
i

q
:
Therefore, Eq. (*) now becomes
δka =
kX
i=0
−1iqmi

k
i

q
xk−iσiaxi: ∗∗
Now let j be the smallest positive integer such that
(
k
j

q
6= 0. Multiplying
Eq. (**) on the right by xk−j−1 yields
δkaxk−j−1 = xkaxk−j−1 + −1jqmj

k
j

q
xk−jσjaxk−1:
If we multiply this equation on the left by A, we obtain
0 = Aδkaxk−j−1 = Axk−jaxk−1:
However, since A is σ; δ-stable this implies that Axk−1Axk−1 = 0. As a
result, Axk−1 is a nonzero σ-stable nilpotent left ideal of eR, contradicting
the σ-primeness of eR, thereby proving the claim.
Since
(
k
j

q
= 0, for all 1 ≤ j ≤ k − 1, it is now the case that δk is a qk-
skew σk-derivation. If we let I = AR, then I is a σ; δ-stable ideal of R.
Furthermore, if a ∈ A and r ∈ R then the fact that δkr = xkr − σkrxk
implies that
aσkrxk = axkr − δkr = −aδkr ∈ AR = I:
Therefore, in eR we have the important fact that Ixk ⊆ I. Using the fact
that I is stable under both σ and δ, we see that eI = I + Ix+ · · · + Ixk−1 is
an ideal of eR.
In order to show that the sum is direct, let bi1; : : : ; bis ∈ I be nonzero
with 0 ≤ i1 < · · · < is ≤ k− 1 such that
bi1x
i1 + · · · + bisxis = 0:
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Since A is a left σ; δ-stable ideal of R and R is σ-prime, the left annihi-
lator in R of A is zero. Therefore bisA 6= 0 and in particular bisa 6= 0, for
some a ∈ A. We can now write
0 = bi1xi1σ−isa + · · · + bisxisσ−isa
= a0 + a1x+ · · · + ais−1xis−1 + bisaxis ;
for some a0; a1; : : : ; ais−1 ∈ A. If we consider the rst nonzero coefcient
ai, then clearly i < k− 1 and multiplying the above equality by xk−1−i yields
aix
k−1 = 0. However, this is impossible since xk−1 has zero left annihilator
in R. Thus the sum eI = I ⊕ Ix⊕ · · · ⊕ Ixk−1 is indeed direct.
Note that by repeatedly applying the formula xr = σrx + δr, for
all r ∈ R, it easily follows that we can also represent eI as the direct sumeI = I ⊕ xI ⊕ · · · ⊕ xk−1I.
Finally, if q is not a root of 1 and if k > 1, then we have
k
1

q
= 1+ q+ · · · + qk−1 6= 0;
a contradiction. Therefore, when q is not a root of 1, we have k = 1 and
Ix ⊆ I.
The preceding lemma implies that when q is not a root of 1, then Ix ⊆ I.
In fact, since I is an ideal of R, right multiplication by elements of eR induce
left R-module maps from I to I. As a result, if R is prime then eR embeds
in QR, the left Martindale quotient ring of R.
Proposition 5.2. Let δ be a nilpotent q-skew σ-derivation of a prime ring
R. If q is not a root of 1 and σ is not X-inner then there exists a nilpotent
element a ∈ QR such that δr = ar − σra, for all r ∈ R, and σa =
q−1a.
Proof. Since q is not a root of 1, the argument above shows that eR
embeds in QR. The element x is nilpotent in eR; therefore its image a ∈
QR is certainly nilpotent and δr = ar − σra, for all r ∈ R.
In this case, δσr = aσr − σ2ra and σδr = σaσr −
σ2rσa, for all r ∈ R. Since δσ = qσδ, the above equations imply that
a − qσaσr = σ2ra − qσa. However, if σ is not X-inner, it
must be the case that a − qσa = 0, which immediately implies that
σa = q−1a
We now need to make a minor modication of Smith’s result.
Lemma 5.3. Let R be a prime ring with a nilpotent element a and a
nonzero ideal J such that CJa satises a P.I. Then R satises a P.I.
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Proof. Let A denote the subalgebra of R generated by a; then A+ J is
the subalgebra of R generated by a and J. Since A + J contains J, it is a
prime ring which contains the element a and the centralizer of a in A+ J
is A+CJa. Clearly A+CJa satises a P.I. as all its commutators are in
CJa. Therefore we can apply Smith’s result to the ring A+ J to conclude
that A+ J satises a P.I. Since R is prime, it now follows that R satises a
P.I. since it satises the same identities as J.
We proceed with another modication of Smith’s result.
Proposition 5.4. Let d be an algebraic derivation of a semiprime K-
algebra R with nite prime dimension. Then R satises a P.I. if and only
if Rd satises a P.I.
Proof. In light of Proposition 4.4, it sufces to consider the case where
d is nilpotent. R contains an essential ideal J = J1 ⊕ · · · ⊕ Jm where each Jt
has three important properties as it is an ideal of R, it is a prime ring, and
it is the annihilator in R of ⊕mi 6=tJi. Since annihilator ideals of semiprime
rings are stable under all derivations, d can be viewed as a derivation of
the prime ring Jt , for all t. If we can show that each Jt satises a P.I., then
J will also satisfy a P.I. However, since J is essential and R is semiprime, R
would satisfy the same polynomial identities as J. Therefore it sufces to
consider the case where R is prime.
Viewing d as a skew derivation with σ = 1 and q = 1, we can consider
the ring eR. In this case eR is prime and, by Lemma 5.1, contains a nonzero
ideal of the form eI = I ⊕ Ix⊕ · · · ⊕ Ixk−1, where I is an ideal of R. It is
easy to see that
CeIx = CIx ⊕ CIxx⊕ · · · ⊕ CIxxk−1:
Since CIx ⊆ Rd and Rd satises a P.I., it is clear that CeIx satises
a P.I. Lemma 5.3 now implies that eR must satisfy a P.I. Since R ⊆ eR, the
result is now clear.
If we let QS = QSR denote the symmetric Martindale quotient ring of
R, we say that a derivation d of QS is continuous if for every ideal J 6= 0 of
R there exists an ideal I 6= 0 of R such that dI ⊆ J. We can now extend
the Smith result to continuous derivations which are algebraic over C, the
extended center of R.
Theorem 5.5. Let R be a prime ring with a continuous derivation d of
QS = QSR which is algebraic over C. If Rd satises a P.I. then QS satises
a P.I.
Proof. Since C is a nite-dimensional eld extension of Cd, without
loss we may let K = Cd and then assume that d is both K-linear and
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algebraic over K. Therefore d satises some polynomial over K of the
form
and
n+k + an−1dn+k−1 + · · · + a1dk+1 + dk = 0
with an 6= 0. If we let
t = andn + · · · + a1d + 1;
then t maps QS onto the 0-eigenspace Q0 and dk vanishes on Q0. Recall,
by Proposition 4.4, that Q0 is semiprime with nite prime dimension and it
sufces to show that Q0 satises a polynomial identity.
We rst claim that if I 6= 0 is an ideal of R and S is a subring of Q0 such
that tI ⊆ S ⊆ Q0, then S is semiprime with nite prime dimension. To
this end, suppose a; b ∈ S such that aSb = 0; then in particular atIb = 0.
However, the result of [K] states that any differential identity satised by I
is also satised by all of QS . Therefore we now have 0 = atQSb = aQ0b =
0. If we let a = b, the semiprimeness of Q0 implies that a = 0; hence S is
semiprime.
The argument above also implies that if A;B are ideals of S such that
AB = 0, then AQ0B = 0. Therefore Q0AQ0Q0BQ0 = 0 and the sum
Q0AQ0 ⊕Q0BQ0 is direct. An easy induction argument then shows that if
⊕Ai is a direct sum of ideals of S, then ⊕Q0AiQ0 is a direct sum of ideals
of Q0. Therefore S also has nite prime dimension.
Since d is continuous, there exists an ideal J 6= 0 of R such that tJ ⊆ R
and an ideal I 6= 0 of R such that I + dI + · · · + dk−1I ⊆ J. Note that
t and d commute and t · dk = 0; therefore if we let
I ′ = I + dI + · · · + dk−1I;
it follows that tI ′ ⊆ R ∩Q0 and tI ′ is d-stable. If we let T denote the
subring of Q0 generated by tI ′, then T is also d-stable. Furthermore, d is
nilpotent on T and T d satises a P.I. as it is contained in Rd. Therefore,
by Proposition 5.4, T satises a P.I. However, this implies that the set tI ′
satises a P.I. If we again apply the result of [K] on differential identities,
tQ = Q0 satises the same polynomial identities as tI ′. Thus Q0 satises
a P.I., thereby concluding the proof.
Since elements of QSR which are algebraic over C induce continuous
derivations which are also algebraic over C, we immediately obtain
Corollary 5.6. If R is prime and a ∈ QSR is algebraic over C such
that CRa satises a P.I., then QSR satises a P.I.
We can also prove a similar result for automorphisms which will turn out
to be a special case of the main result of this paper.
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Corollary 5.7. If σ is an algebraic automorphism of a prime algebra R
and Rσ satises a P.I., then R satises a P.I.
Proof. If we let S denote the skew Laurent polynomial ring Rx; x−1yσ,
then S is prime and σ can be extended to an algebraic automorphism of S
by letting σx = x. It is easy to see that Sσ =Ln∈Rσxn, therefore if
Rσ satises a P.I. then so does Sσ. The inner automorphism of S induced
by x is algebraic over K, hence x must be algebraic over C. Since Sσ is
the centralizer in S of x, we can now apply Corollary 5.6 to conclude that
S satises a P.I. However, R is contained in S, thus R clearly satises a P.I.
We can now prove the special case of our main result where σ is X-inner.
Note that we do not require σ to be algebraic nor δ to be q-skew.
Theorem 5.8. Let R be a prime algebra and let δ be an algebraic σ-
derivation of R, where σ is an X-inner automorphism of R. If Rδ satises a
P.I. then R satises a P.I.
Proof. If a ∈ QSR induces σ then, for any x; y ∈ R, δxy = δxy +
a−1xaδy. Multiplying this equation on the left by a yields
aδxy = aδxy + xaδy:
Therefore if we let La denote left multiplication by a and let d = La · δ,
then the previous equation becomes dxy = dxy + xdy. As a result, d
is a derivation and Rd = Rδ. In light of Theorem 5.5, in order to show
that R satises a P.I., it sufces to show that d is a continuous derivation
of QSR which is algebraic over C.
If J 6= 0 is an ideal of R, let I 6= 0 be an ideal of R such that aI; aσI ⊆
J. Then
dI2 = aδI2 ⊆ aδII + aσIδI ⊆ aI + aσI ⊆ J:
Thus d is indeed continuous.
Since δ = La−1 · d, an easy induction argument shows that, for any m ≥ 1,
there exist αi ∈ QSR such that
δm = La−m · dm + Lαm−1 · dm−1 + · · · + Lα1 · d:
Since δ satises a monic polynomial over K, by replacing each δm by the
appropriate expression in d, we see that d satises an expression of the
form
a−ndn + βn−1dn−1 + · · · + β1d = 0;
where each βi ∈ QSR and each term of the form βidi is a shorthand for
the operator Lβi · di. This means that the derivation d satises a polynomial
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with coefcients in QSR. However, in [LM, Theorem 1.8], it is shown that
a derivation which satises a polynomial with coefcients in QSR must be
algebraic over C. Therefore d is algebraic over C and Theorem 5.5 asserts
that R satises a P.I.
6. FOURTH SPECIAL CASEq IS A ROOT OF 1
In this section we will prove the special case of our main result where q is
a root of 1. We will need the following result on skew Laurent polynomial
rings, which may be of independent interest.
Theorem 6.1. Let σ be an algebraic automorphism of a K-algebra R. If
R satises a P.I. then Rx; x−1yσ also satises a P.I.
Proof. It follows, from Lemma 2.2 and the BergenCohen result on
graded rings [BC], that an algebra satises a P.I. if and only if its 1-
eigenspace under the action of an algebraic automorphism satises a P.I.
If we let R1 denote the 1-eigenspace of R under the action of σ , it is
easy to see that R1x; x−1yσ is the 1-eigenspace when σ is extended to
Rx; x−1yσ. Since the extension of σ to Rx; x−1yσ is algebraic, it suf-
ces to show that R1x; x−1yσ satises a P.I. Therefore, without loss of
generality, we may assume that σ acts unipotently on R. Thus there is a
positive integer n such that σ − 1n = 0.
As noted before Lemma 4.3, if we let y = x − 1 then yr = rσy + δr,
for all r ∈ R, where δ = σ − 1. An easy induction argument shows that
ymr =
mX
i=0

m
i

σiδm−iryi;
for all r ∈ R and m ≥ 1. If we let yn denote the two-sided ideal of
Rx; x−1yσ generated by yn, then every element of yn is a sum of el-
ements of the form aymbxk, where a; b ∈ R, m ≥ n, and k ∈ . Since
δn = σ − 1n = 0, the equation above shows that if m ≥ n then aymbxk
is contained in the left ideal Rx; x−1yσy. However, it is easy to see that
Rx; x−1yσy has trivial intersection with R, thus R ∩ yn = 0.
Let S = Rx; x−1yσ/yn; since R∩ yn = 0, it is clear that R embeds in
S. In addition, note that the induced action of σ on S remains inner and S
also satises a P.I. as it is a nitely generated left R-module. Now consider
the skew Laurent polynomial ring St; t−1yσ. Since this algebra contains
a subalgebra isomorphic to Rx; x−1yσ, it sufces to show that St; t−1yσ
satises a P.I. However, both x and t induce σ ; hence St; t−1yσ is equal
to the Laurent polynomial ring Stx−1; tx−1−1, which certainly satises a
P.I.
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We continue with
Lemma 6.2. If δ is a q-skew σ-derivation of a prime ring R such that σ
is not the identity map on the extended center C of R, then δ is X-inner and
is induced by some element a in QSR such that σa = q−1a.
Proof. Let r ∈ R and c ∈ C such that σc 6= c; then
δrc + σrδc = δrc = δcr = δcr + σcδr:
This equation implies that c−σcδr = δcr −σrδc. Since σc 6=
c, we can let a = c − σc−1δc and multiplying the previous equation
by c − σc−1 yields δr = ar − σra, where a belongs to QSR.
Furthermore
aσc − σ2ca = δσc = qσδc = qσaσc − σ2cσa:
Therefore σc − σ2ca − qσa = 0. Since σc − σ2c is invert-
ible, it easily follows that σa = q−1a.
The following reduction will be one of the key steps in the proof of our
main result.
Reduction. If R is a σ-prime ring with a nilpotent q-skew σ-derivation
δ such that q is a primitive mth root of 1, then it sufces to consider a
prime ring S with an automorphism τ and a nilpotent q-skew τ-derivation
d, where τm = 1. In addition, if q = 1 then d is a derivation.
Suppose R is a σ-prime algebra and δ is a nilpotent q-skew σ-derivation
of R, where q is a primitive mth root of unity. Note that this implies that the
characteristic of R does not divide m. Let S be the prime ring Rx; x−1yσ
and extend σ to S by letting σx = x. Now consider the map d: S → S
dened as
d
X
anx
n

=Xx−1δanxn =Xσ−1δanxn−1:
For any a; b ∈ R, we have
daxlbxn = daσlbxl+n = x−1δaσlbxl+n
= x−1δaxlbxn + x−1σaδσlbxl+n = x−1δaxlbxn
+ aqlxlx−1δbxn = daxlbxn + aqxldbxn:
If we let τ: S → S be dened as τP anxn = P anqnxn then τ is an auto-
morphism of S and τm = 1.
The above formulas show that d is τ-derivation of S. Furthermore, in the
special case that q = 1, it is clear that d is a derivation. Moreover it is easy
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to see that dτ = qτd and d is nilpotent with the same index of nilpotency
as δ. We can also observe that
Sd =M
n∈
Rδxn = Rδx; x−1yσ:
Since Rδ satises a P.I. and σ is algebraic, Theorem 6.1 implies that Sd
satises a P.I. Since R is contained in S, it now sufces to show that S
satises a P.I.
In light of this reduction, if R is σ-prime we may reduce to the prime
case. More importantly, we may assume that our automorphism has order
m. Since the characteristic does not divide m, we may therefore reduce to
the case where our automorphism is separable.
Theorem 6.3. Let R be a prime algebra with a q-skew σ-derivation δ,
where δ and σ are algebraic and q is a root of 1. If Rδ satises a P.I. then
R satises a P.I.
Proof. By Proposition 4.4, we may reduce to the case where δ is nilpo-
tent and R is semiprime with nite prime dimension. Therefore R contains
an essential ideal J = ⊕ni=1Ji such that each Jt has three properties, it is
an ideal of R, it is a σ-prime ring, and it is the annihilator of ⊕i 6=tJi. Since
annihilators of σ-stable ideals of semiprime rings are σ; δ-stable, we can
restrict δ to each Jt and use an argument almost identical to the one in the
proof of Proposition 5.4 to reduce to the case where R is σ-prime. How-
ever, using the above reduction, without loss of generality, we may assume
that R is prime, q is a primitive mth root of 1, σm = 1, and σ is separable.
The main step in the proof is to show that R satises a generalized
polynomial identity. Let eR be the ring extension of R constructed in the
previous section. Recall that in eR there exists some n ≥ 1 such that xn = 0
and xn−1 6= 0. Also note that since qm = 1, the extension of σ to eR is also
algebraic. In [BG2, Lemma 1], we consider the map θ:R→ eR dened as
θr =
n−1X
k=0
q−n−1kxn−k−1σkrxk
and show that there exists a nonzero σ; δ-stable ideal I0 of R such that
0 6= θI0 ⊆ Rδ. If f is a polynomial identity satised by Rδ, then
f θI0; : : : ; θI0 = 0. Using the formula for θ and multiplying the above
equation on the right by xn−1, we obtain
0 = f θr1; : : : ; θrdxn−1 = f xn−1r1; : : : ; xn−1rdxn−1
= xn−1f r1xn−1; : : : ; rdxn−1:
Therefore the left ideal I0xn−1 satises a P.I. Observe that the subalgebra
A of eR generated by I0 and x is a σ-stable ideal of eR. Therefore Axn−1 6= 0
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and it follows that I0xn−1 6= 0. Since I0xn−1 is σ-stable, it has 0 left annihi-
lator in the σ-prime ring eR and, by [BMM, Theorem 6.3.20], eR satises a
generalized polynomial identity.
By the construction of eR, any nonzero σ-stable ideal of eR intersects R
nontrivially. Since R is prime, this implies that any two nonzero σ-stable
ideals of eR intersect nontrivially. Therefore, since σ is algebraic on eR, we
can apply Lemma 4.3 to conclude that eR has nite prime dimension. ThuseR contains an essential ideal of the form ⊕Ji, where each Ji is both an ideal
of eR and is also a prime ring.
As a result, if QeR is the left Martindale quotient ring of eR, then
QeR = ⊕ni=1Qi, where each Qi is the left Martindale quotient ring of Ji.
By [BMM, Theorem 6.4.1] the generalized polynomial identity satised byeR is also satised by QeR and therefore each Qi is a prime ring satisfying
a generalized polynomial identity.
If we let B denote the socle of QeR, then B is the direct sum of the
socles of the Qi. Since B ∩ eR is nonzero and σ-stable, B ∩ R 6= 0. If we
choose some nonzero r ∈ B ∩ R, there exist minimal idempotents eij ∈ Qi
such that
r ∈ Q1e11 + · · · +Q1e1j1 +Q2e21 + · · · +Qnenjn :
Since each Qi satises a generalized polynomial identity, they each contain
a minimal left ideal of the form Qifi, where f
2
i = fi and Qifi satises a P.I.
In particular, the division ring fiQifi also satises a P.I. However, [BMM,
Theorem 6.3.7(i)] states that if f is any minimal idempotent of Qi then the
division rings fQif and fiQifi are isomorphic. Therefore fQif satises a
P.I., hence the left ideal Qif also satises a P.I.
In light of this, each of the Qieij satises a P.I. A result of Rowen [R2,
Theorem 6], implies that if a ring is a nite sum of left ideals which satisfy a
P.I., then the ring must satisfy a P.I. Therefore the ring
P
Qieij satises a P.I.
However, r ∈PQieij; thus this ring contains the left ideal Rr of R. Since R
contains a nonzero left ideal Rr which satises a P.I., it follows from [BMM,
Theorem 6.3.20] that R satises a generalized polynomial identity.
Since R satises a generalized polynomial identity, Theorem 4.7.4
of [BMM] asserts that either σ is X-inner or σ is not the identity map
on the extended center C. In the rst case, we are done by Theorem 5.8.
Therefore we may assume that there is some c ∈ C such that σc 6= c. By
Lemma 6.2, it is now the case that δ is X-inner and is induced by some a
such that σa = q−1a.
Since qm = 1 and σm = 1, it follows that δm is the X-inner derivation
of R induced by am. In addition, δm is also algebraic over K; therefore am
must be algebraic over C. Thus we can conclude that a is also algebraic
over C. Since σa = q−1a and σm = 1, where the characteristic of K does
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not divide m, we have that σ is a separable automorphism of the subalgebra
CRa.
Now consider the chain of rings CRaσ ⊆ CRa ⊆ R. First note that
CRaσ ⊆ Rδ, therefore CRaσ certainly satises a P.I. However, since
σ is separable, if CRaσ satises a P.I., then so does CRa. Finally, we
can apply Corollary 5.6 to conclude that if CRa satises a P.I., then so
does R.
Observe that it is easy to extend Theorem 6.3 to semiprime rings with
nite prime dimension. Using arguments similar to those in the proofs of
Proposition 5.4 and Theorem 6.3, since R contains an essential ideal which
is a direct sum of ideals which are σ-prime rings, we can immediately re-
duce to the σ-prime case. However, the reduction process which appears
before Theorem 6.3 then allows us to reduce to the prime case, which is
indeed covered by Theorem 6.3. It is necessary to point out this minor
sharpening of Theorem 6.3 as we will need it in one of our reductions in
the next section, when we examine the case where q is not a root of 1.
7. THE PROOF OF THE MAIN RESULT
We now prove the main result of this paper.
Theorem 7.1. Let R be a prime algebra with a q-skew σ-derivation δ,
where δ and σ are algebraic. If Rδ satises a P.I., then R satises a P.I.
Proof. In light of Theorem 5.8 and Theorem 6.3, it sufces to handle
the case where σ is not X-inner and q is not a root of 1. Therefore we
may assume that δ is nilpotent and, by Proposition 5.2, δ is X-inner and is
induced by a nilpotent element a ∈ QSR such that σa = q−1a. Since σ
is algebraic, there exists a σ-stable ideal I 6= 0 such that Pi; j<t aiIaj ⊆ R,
where at = 0. Letting J = Pi; j<t aiIaj , it is clear that J is a σ; δ-stable
subalgebra of R such that aJ; Ja ⊆ J.
Since δr = ar − σra, for all r ∈ R, it follows that aR ⊆ Ra+ R and
Ra ⊆ aR+R. An easy induction argument shows that Pi<t aiR =Pi<t Rai.
In light of this, we now have
R
X
i; j<t
aiIaj

;
X
i; j<t
aiIaj

R ⊆ X
i; j<t
aiIaj;
thus J is a σ; δ-stable ideal of R.
Since R is prime, it sufces to show that J satises a P.I. However, J has
the additional property that aJ; Ja ⊆ J. Therefore, without loss of general-
ity, we may now assume that aR;Ra ⊆ R.
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If we let f σ denote the minimal polynomial satised by σ over K, then
we can factor f σ over K as f σ = gσhσ, where all of the roots of
h are powers of q and none of the roots of g are powers of q.
If r ∈ R and wσ is any polynomial in σ with coefcients in K, we will
let wσ · r denote the action of the K-linear transformation wσ on r.
We can then dene the map t:R → R as tr = gσ · r, for all r ∈ R,
and can let T denote the image of t. We claim that, for any n ≥ 1, T is
equal to the kernel of hσn. Observe that since hσ · T = hσ · gσ ·
R = f σ · R = 0, it is clear that T is contained in the kernel of hσn.
For the other containment, note that hσn and gσ are relatively prime,
therefore there exist polynomials h1σ; g1σ with coefcients in K such
that h1σhσn + g1σgσ = 1. Therefore, if r belongs to the kernel of
hσn, we have
r = 1 · r = h1σhσn + g1σgσ · r = gσ · g1σ · r = tg1σ · r:
Thus r ∈ T .
Next, let L be a nite eld extension of K containing all of the roots of
gσ; hence all the eigenvalues of σ are in L. Therefore the action of σ
extends to R ⊗K L and R ⊗K L is graded into eigenspaces by the eigen-
values of σ . Since qj ∈ K, for all j ∈ , we can let Rqj and R ⊗K Lqj
denote, respectively, the qj-eigenspaces of σ in R and R ⊗K L. If s ∈
R ⊗K Lqj , we can write s =
P
i ri ⊗ li, where the li are linearly inde-
pendent over K. Then there exists some m ≥ 1 such that
0 = σ − qjm · s =X
i
σ − qjm · ri ⊗ li:
Thus σ − qjm · ri = 0, for all i, and so s ∈
P
i Rqj ⊗L. Since T equals the
kernel of hσn, for all n ≥ 1, it follows that T = ⊕i∈Rqi and it is clear that
⊕i∈R ⊗K Lqi = T ⊗K L. Furthermore, since qii∈ is a multiplicative
subgroup of K∗, ⊕i∈R⊗K Lqi is a subalgebra of R⊗K L and therefore
T is a subalgebra of R. We next need to show that T is semiprime with
nite prime dimension.
The decomposition of R⊗K L into the eigenspaces of σ is a grading with
nite support by the abelian group L∗. Therefore, by Lemma 2.2, we can
consider R⊗K L as being graded by a nite abelian group A. If we let B
be the subgroup generated by those b ∈ A such that R⊗K Lb ⊆ T ⊗K L,
it is easy to see that
P
b∈BR ⊗K Lb = T ⊗K L. Hence, if we let G be
the quotient group A/B, R⊗K L is now graded by G so that R⊗K Le =
T ⊗K L, where e is the identity element of G. If T is not semiprime, then
there exists some c 6= 0 in T such that cTc = 0. Since c ⊗ 1 ∈ R⊗K Le, it
is clear that the left ideal S = R⊗K Lc ⊗ 1 is a graded ring and
Se = R⊗K Lc⊗ 1e = R⊗K Lec⊗ 1 = T ⊗K Lc⊗ 1 = Tc⊗K 1:
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Therefore the identity component of S under the grading by a nite group
has square zero, thus a result of Cohen and Rowen [CR] implies that S is
nilpotent. Since Rc ⊗K 1 ⊆ S, Rc is a nonzero nilpotent left ideal of the
prime ring R, a contradiction. As a result, c = 0 and T is indeed semiprime.
If we let R1 denote the 1-eigenspace of R under the action of σ , then
R1 is also the 1-eigenspace of T . Therefore we have the chain of rings
R1 ⊆ T ⊆ R. Since R1 is also the 0-eigenspace of the skew derivation
σ − 1, we can apply Proposition 4.4 to conclude that the property of having
nite prime dimension goes down from R to R1. However, we can apply
this proposition a second time to conclude that this property goes up from
R1 to T . Thus T does indeed have nite prime dimension.
Since the polynomial f σ also vanishes on QSR, the same argument
used to show that T is a subalgebra of R also shows that T ′ = gσ ·QSR
is a subalgebra of QSR and T ′ is equal to the kernel of hσ in QSR.
All of the eigenvalues of the action of σ on T ′ are in K, as they are all of
the form qi, i ∈ . One can now easily adapt the result of [H, Sect. 15.1,
Lemma B] on the endomorphisms of nite-dimensional vector spaces to
algebraic automorphisms of arbitrary algebras to conclude that there exist
polynomials p1σ; p2σ with coefcients in K such that σs = p1σ is a
separable automorphism of T ′, σu = p2σ is a unipotent automorphism
of T ′, and σ = σsσu. Since T is σ-stable, it is clear that the automorphisms
σs and σu restrict down to automorphisms of T .
If R1 satises a P.I., then Proposition 4.4 also implies that R satises a
P.I. However, R1 is contained in T , therefore it now sufces to show that T
satises a P.I. Since aR;Ra ⊆ R, and σa = q−1a, it follows that aT; Ta ⊆
T . Therefore we can dene the σu-derivation δu as δur = ar − σura,
for all r ∈ T . Observe that σua = p2σ · a = p2qa. However, a ∈ T ′;
therefore σu acts unipotently on a and it is now the case that σua = a.
As a result, δu and σu commute.
Since a is nilpotent, δu is a nilpotent q-skew σu-derivation of T with
q = 1. In addition, T is semiprime with nite prime dimension and σu
is algebraic. Therefore we can apply Theorem 6.3, or more precisely the
argument which follows the proof of Theorem 6.3, to conclude that T will
satisfy a P.I. if its invariants T δu under the action of δu satisfy a P.I. Thus
we now turn our attention to T δu.
Since σ = σsσu, σa = q−1a, and σua = a, it follows that σsa =
q−1a. Thus, if r ∈ T we have
δuσsr = aσsr − σuσsra = qσsaσsr − qσsσurσsa
= qσsar − σura = qσsδur:
Therefore, if t ∈ T δu the above equation implies that σst ∈ T δu. As
a result, T δu is σs-stable, thus σs is a separable automorphism of T δu.
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Applying the result of [B] on separable automorphisms, in order to show
that T δu satises a P.I., it sufces to show that its invariants T δuσs
under the action of σs satisfy a P.I.
Finally, suppose r ∈ T δuσs; therefore 0 = δur = ar − σura and
σsr = r. Therefore
δr = ar − σra = ar − σuσsra = ar − σura = δur = 0;
which implies that r ∈ Rδ. As a result, T δuσs ⊆ Rδ and therefore
T δuσs satises a P.I., thereby concluding the proof.
We conclude this paper with an example and some open questions. Our
example shows, for prime rings R, that if the common invariants Rδ ∩Rσ
of δ and σ satisfy a P.I. then it need not be the case that R satisfy a P.I. In
light of Theorem 7.1 and Barbaumov’s result on separable automorphisms,
the automorphism σ in our example cannot be separable.
Example. A prime algebra R with a nonseparable automorphism σ of
nite order and a nilpotent σ-derivation δ such that δσ = σδ and Rδ ∩Rσ
satises a P.I., but R does not satisfy a P.I.
Proof. Let S = Kx; y be the noncommutative free algebra over a eld
K of characteristic p and let R = S2, the 2 × 2 matrices over S. If σ is
the inner automorphism of R induced the matrix

1 x
0 1

, then σp = 1, as
1 x
0 1
p
=

1 0
0 1

. Now let δ be the inner σ derivation induced by the
matrix

0 y
0 0

. It is easy to see that δ3 = 0. In addition, since

1 x
0 1

and

0 y
0 0

commute, it follows that δσ = σδ. A simple calculation shows
that
Rδ ∩ Rσ =

α b
0 α

 α ∈ K; b ∈ S

:
As a result, Rδ ∩ Rσ is commutative, yet R does not satisfy a P.I.
Finally, in [BG3], it is shown that if a semiprime ring R has an algebraic
skew σ-derivation δ with central invariants, then R must be commutative.
Since this result holds for semiprime rings and also does not require that
σ be algebraic nor that δ be q-skew, it suggests the following:
Questions. (1) Can orthogonal completions, as described in [BMM], be
used to extend Smith’s result from prime rings to semiprime rings? If yes, can
Theorem 7.1 on q-skew derivations also be extended to semiprime rings?
(2) Theorem 3.2 on domains and Theorem 5.2 on X-inner automor-
phisms require neither that σ be algebraic nor that δ be q-skew. Does the
conclusion of Theorem 7.1 still hold if we drop either of these hypotheses?
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