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pAbstract
Three-dimensional microscopy has become an increasingly popular materials
characterization technique. This has resulted in a standardized processing scheme
for most datasets. Such a scheme has motivated the development of a robust
software package capable of performing each stage of post-acquisition processing
and analysis. This software has been termed Materials Image Processing and
Automated Reconstruction (MIPAR™). Developed in MATLAB™, but deployable as
a standalone cross-platform executable, MIPAR™ leverages the power of MATLAB’s
matrix processing algorithms and offers a comprehensive graphical software solution
to the multitude of 3D characterization problems. MIPAR™ consists of five modules,
three of which (Image Processor, Batch Processor, and 3D Toolbox) are required for
full 3D characterization. Each module is dedicated to different stages of 3D data
processing: alignment, pre-processing, segmentation, visualization, and quantification.
With regard to pre-processing, i.e., the raw-intensity-enhancement steps that aid
subsequent segmentation, MIPAR’s Image Processor module includes a host of
contrast enhancement and noise reduction filters, one of which offers a unique
solution to ion-milling-artifact reduction. In the area of segmentation, a methodology
has been developed for the optimization of segmentation algorithm parameters,
and graphically integrated into the Image Processor. Additionally, a 3D data structure
and complementary user interface has been developed which permits the binary
segmentation of complex, multi-phase microstructures. This structure has also
permitted the integration of 3D EBSD data processing and visualization tools, along
with support of additional algorithms for the fusion of multi-modal datasets. Finally,
in the important field of quantification, MIPAR™ offers several direct 3D quantification
tools across the global, feature-by-feature, and localized classes.
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The emergence of 3D characterization tools has permitted significant advancement in
the field of materials characterization. Various data acquisition techniques exist across
length scales [1-6], each with their own strengths and weaknesses. However, data col-
lection is only one in a sequence of steps required for 3D characterization. In fact, the
majority of the effort is spent post-collection, with the quality of the reconstructed data
critically dependent on these processing steps. The typical processing sequence for 3D
characterization is as follows:2014 Sosa et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution
icense (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium,
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The first step in any 3D characterization effort is the collection of three-dimensional
data. As stated above, multiple techniques are available. Which one is chosen depends
on the questions one wishes to answer and at what length scale they are being asked.
For example, if one wishes to accurately quantify the morphology of 1 um precipitates,
DualBeam™ FIB/SEM serial sectioning is well suited. In this technique, material is itera-
tively “sliced” off the edge of a small cantilever using a focused ion beam of Ga+ ions,
while subsequent images are acquired with a scanning electron beam [2]. On the other
hand, if 100 μm precipitates are of interest, a larger scale technique such as Robo-
Met.3D™, where slices are removed via mechanical polishing followed by optical im-
aging, may be ideal. At the other size-scale extreme, if 10 nm precipitates are the target
features, electron tomography would likely be performed in a transmission electron
microscope (TEM). A non-destructive technique, X-ray tomography, has garnered
much interest in recent years. In this method, multiple X-ray scans are acquired at vari-
ous sample tilts [3]. This technique can produce a wealth of information, with signal
generated from multiple sources.
While each of these techniques is well suited for different length-scales, there is some
overlap. For instance, consider the first example of 1 um precipitates. Although
DualBeam™ FIB/SEM serial sectioning may be the intuitive choice, if sampling statistics
or full precipitate reconstruction are not required, electron tomography offers superior
spatial resolution, and in some cases, yields stronger image contrast depending on the
image formation signal. Furthermore, despite X-ray tomography’s lower spatial reso-
lution, its non-destructive nature may be a paramount factor, thus rendering it the
technique of choice. Regardless of the chosen technique, the steps that follow data ac-
quisition are of equal, if not greater significance to the efficacy of 3D characterization.Alignment
Image registration, or image alignment, is the process by which similar images are
shifted relative to one another in order to maximize agreement of their spatial intensity
distribution. As with data collection, multiple techniques are available [7-9]; however,
most techniques rely on two steps: image transformation and similarity quantification.
That is, the image to register is subjected to an iterative process of image transform-
ation of some class (e.g. rigid, similarity, affine, etc.) followed by similarity measure-
ment (e.g. correlation coefficient, mutual information, etc.) with respect to the
reference image. Optimum registration is defined as the image transformation parame-
ters for the given class which yield the maximum similarity value. The pairing of a
transformation class with a similarity metric defines the particular technique. The most
common technique is known as cross-correlation. Cross-correlation typically performs
successive rigid image transformations (translation and/or rotation) while attempting to
maximize the normalized correlation coefficient (i.e. dot-product) of the two images.
While cross-correlation is quite effective at registering highly random microstructures
without the need for fiducial marks, it can be rather inaccurate given a set of similarly
spatially oriented features. In these cases, artificial fiducial marks are required. Add-
itional registration techniques involving metrics such as mutual information have been
employed [10] and are well suited for the fusion of multi-modal datasets (i.e. those
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strongly influences the success of subsequent processing steps.Pre-processing
These steps are defined as any which serve to manipulate the raw pixel intensities, typ-
ically on the grayscale spectrum, in an effort to improve the accuracy of their eventual
segmentation. Such steps include levels adjustments (i.e. brightness/contrast enhance-
ment), noise-reduction filters, and FFT filtering for sectioning artifact removal. Details
of the latter will be further discussed in the later pre-processing section.Segmentation
Segmentation is formally defined as the separation of data into disjoint regions [11]. It
is perhaps the most critical step to extracting useful quantitative data from a two- or
three-dimensional dataset. In more complex datasets, such as those acquired from ti-
tanium alloys, segmentation can involve multiple stages. The most familiar stage is
phase segmentation, where pixels are labeled according to the phases which they are
deemed to belong. In the case of titanium alloys, a single phase can exist in various
morphologies. Therefore, it is often necessary to perform a second stage of segmenta-
tion where pixels are assigned to each morphology. Finally, a third stage may involve
the discretization of individual microstructural features such as particles or plates. As
with data collection and alignment techniques, there exists a multitude of algorithms
[12,13], each suited for overcoming the various challenges of image segmentation. The
most common sub-set of segmentation tools are binary, that is, they employ only two
classes and assign either a 0 or 1 to each pixel in the dataset. While some view binary
segmentation algorithms to be limited in their applicability to multi-class datasets, they
offer reduced algorithm complexity and can be readily complemented by a variety of
cleanup techniques. The later section on segmentation discusses a data storage frame-
work and user interface which leverages the simplicity of binary segmentation while
overcoming many of its multi-class dataset limitations.Visualization
Visualization was once regarded as the ultimate goal of 3D characterization. As 3D
characterization has been applied to a wider problem scope, quantification has become
the primary focus of most experiments. However, integrating visualization tools into
the processing and quantification framework of any 3D analytical software is para-
mount to maximizing its characterization potential.Quantification
The final stage, quantification, is often the purpose of a 3D characterization effort. Its
efficacy depends entirely on the metric and corresponding algorithm, as well as the ac-
curacy of the data’s segmentation. The various quantification tools can be divided into
three classes: global, feature-by-feature, and localized. Global quantification involves an
extraction of a single quantity such as volume fraction, surface area density, or mean
linear intercept. In contrast, feature-by-feature quantification extracts a metric such
as volume, surface area, or diameter from each feature of interest. This type of
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rics cannot be accurately determined from two-dimensional images. Finally, localized
quantification is performed at each point, or vertex, on a reconstructed surface. Such
metrics can include local curvature, surface roughness, and thickness. Examples of sev-
eral localized quantification results are presented in the localized quantification section.Methods
To be truly robust, any 3D characterization software package must possess a broad array
of tools capable of subjecting a dataset to each step described in the previous section.
Many powerful software programs have been developed for 3D characterization, both
commercial and open source [14-17]. However, few can equip users with extensive tool-
sets in the areas of alignment, pre-processing, segmentation, visualization, and quantifica-
tion, with equal attention given to each. A fully integrated toolset, designed by material
scientists, would provide an attractive 3D characterization platform. Along that vision,
Materials Image Processing and Automated Reconstruction (MIPAR™) has been devel-
oped. The software was written and developed in the MATLAB™ environment, with the
MATLAB™ compiler enabling MIPAR™ to be executed as a standalone application on
Macintosh, Windows, and Linux platforms. MIPAR™ is based upon a modular construc-
tion. These modules may be launched from a global launch bar, as well as from within
one and another. The modules were designed as standalone programs, each suited for dif-
ferent tasks, and each capable of communication with other modules. MIPAR™ consists of
five total modules; three of which are critical for 3D characterization of most materials.
The following sub-section will discuss the capabilities and purpose of each of these salient
modules, as well as describe MIPAR’s conventional 3D characterization workflow.Image processor
Nearly all image-processing efforts will originate in the first module known as the Image
Processor. This module provides an environment for users to develop a sequence of pro-
cessing steps known as a recipe. The specific steps and parameters constituting a recipe
will vary based on the user’s intent, but the ultimate goal of most recipes is the same: to
segment grayscale intensity into a binary image. Much like building an action or macro in
Adobe® Photoshop™, a user’s process and parameter selections are recorded real-time, per-
mitting subsequent parameter editing as well as process removal or insertion. Perhaps the
Image Processor’s most useful feature is the ability for process and parameter tweaks to
propagate down through all subsequent recipe steps. Indeed, parameter optimization is
one of most critical aspects of image segmentation, and given the complexity of most rec-
ipes, such optimization can be quite time-consuming. The auto-update feature greatly
facilitates parameter optimization, increasing the likelihood that users produce near-
optimum recipes. Figure 1 reveals the layout of the Image Processor along with lists of
many of the included image-processing algorithms, each of which are paired with their
own graphical user interface for efficient parameter selection.Batch processor
Following completion of a recipe, it may be saved and loaded into the second module,
the Batch Processor. This module functions to automatically apply the recipe to a series
Figure 1 Screen captures of elements of the image processor user interface. (a) Layout of the Image
Processor module along with (b) a screen-capture of several expanded drop-down menus revealing many
of the available image processing and quantification tools.
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addition, tilt-correction, image alignment, and volume reconstructions may all be per-
formed. The Batch Processor was designed to provide a single environment where each
of these steps could be performed in one sequence, transforming a set of unaligned raw
images into both a stack of aligned slices as well as a segmented, reconstructed volume.
The layout of the Batch Processor is shown in Figure 2.3D Toolbox
This module provides a host of tools for interacting with the image stack and recon-
structed volume output from a batch process. The left side of the user interface is dedi-
cated to viewing, manipulating, and exporting the image stack output from the Batch
Processor. The image stack is merely a sequence of frames used to examine the slice-
to-slice alignment of the raw data. The stack can be viewed with or without the nega-
tive space resulting from such alignment. Additionally, the quantitative slice-to-slice
translations can be viewed as scatter plots. If severe translations were necessary to align
certain slices, resulting in a significantly reduced aligned volume, these slices can be re-
moved and the alignments automatically recalculated. Any desired cropping of the
image stack can be performed interactively. Once completed, the modified image stack
can be exported as an image sequence for re-processing and segmentation.
The right side of the 3D Toolbox is used for processing, segmenting, cleaning, inter-
acting with, visualizing, and quantifying the voxelized 3D reconstruction. In some
Figure 2 Layout of the batch processor module.
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tation. In such cases, only the alignment stage would be performed in the Batch Pro-
cessor, and all pre-processing and segmentation would be performed within the 3D
Toolbox directly on the aligned three-dimensional data. If slice-by-slice segmentation
was required, the 3D Toolbox can still offer many binary noise reduction, erosion/dila-
tion, and smoothing tools – all performed directly on the 3D segmentation.
On the visualization front, while MIPAR™ does not possess some of the powerful
visualization capabilities of commercial applications (e.g. Avizo®), it offers convenient
tools for interactively visualizing parts or all of a 3D segmentation as either surface
reconstructions or volume renderings. This provides users with direct feedback on
their segmentation quality and illustrates relationships between two-dimensional fea-
ture cross-sections and the 3D structure to which they belong. Should higher-end
visualization be required, the reconstruction may be output in a variety of formats
which are compatible with a number of 3D visualization packages, both commercial
and open-source. Finally, the 3D Toolbox offers a host of quantification tools in the
global, feature-by-feature, and localized categories discussed in the introduction.
Example applications of many of these tools are further discussed in the section on
quantification tools.
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down menus which offer the pre-processing, segmentation, and quantification tools.
Additionally, several interactive tools are labeled which offer functions such as 2D/3D
vector and angle measurement, plane indices determination, and single-feature quanti-
fication and visualization.Results and discussion
Pre-processing
As described in the introduction, pre-processing tools are those that manipulate the in-
tensity values of raw data pixels or voxels. Such tools aim to improve image contrast
and reduce noise, thus improving the efficacy of subsequent segmentation steps. The
following section discusses a unique pre-processing tool included in MIPAR™.Frequency domain filtering
One issue that can interfere with image segmentation of DualBeam™ FIB/SEM serial
section datasets is a milling artifact known as “curtaining”. It receives its name from
the surface modulations normal to the incident ion-beam which result from either in-
complete or excessive removal of material [18]. These modulations can exist as either
surface protrusions or surface relief, both of which are deleterious to image segmenta-
tion. In many cases, curtaining can be minimized or eliminated by proper sample prep-
aration, milling parameter selection, and/or advanced techniques. However, for certainFigure 3 Screen captures of elements of the 3D toolbox user interface. (a) Layout of the 3D Toolbox
module along with (b) several expanded drop-down menus and (c) a labelled screen-capture of the
interactive visualization and quantification tool panel.
Sosa et al. Integrating Materials and Manufacturing Innovation 2014, 3:10 Page 8 of 18
http://www.immijournal.com/content/3/1/10sample geometries and microstructures, curtaining is unavoidable, in which case, post-
acquisition image filters are the only recourse.
Once such filter is the frequency domain filter (i.e. FFT filter). The fast-Fourier trans-
form (FFT) is a classical algorithm which expresses spatial data as a collection of fre-
quencies. When applied to a two-dimensional image, abrupt intensity transitions are
expressed as high frequencies and gradual transitions as low frequencies. The spatial
orientation of these transitions determines the vector along which the frequencies are
plotted relative to the FFT origin. Once an FFT is computed for a given image, filters
may be constructed which either discard or retain certain frequencies. Milling curtains
are typically oriented parallel to the milling direction (vertical in most images) and
thus exist as a collection of frequencies oriented horizontally within the image As such,
curtaining tends to manifest as frequencies which lie along the x-axis of the FFT. By
discarding such frequencies and inverting the FFT to recover the filtered image, the in-
tensity of most curtains can be significantly reduced and in some cases removed. Add-
itionally, FFT filtering is effective at reducing the influence of similarly oriented
scratches in 2D and 3D datasets as they manifest similar to milling curtains as fre-
quency bands in an FFT.
MIPAR’s Image Processor offers a graphical environment for the construction and
application of FFT filters including low-pass, high-pass, annular, and custom filters. In
the case of curtain reduction, a custom filter can be created as a thick line which dis-
cards all frequencies which lie along the x-axis. It should be noted that frequencies in
close proximity to the origin should be retained as these low frequencies contribute to
a majority of the image contrast. As examples, slices from two DualBeam™ FIB/SEM
serial sections: a hydrogen blister in a tungsten alloy and a bimodal microstructure in
[α + β]-processed Ti-6Al-4 V (wt%) (Ti-64) were subjected to FFT filtering for curtain
reduction. This particular custom filter was a horizontal masking line with a thickness
of 6 pixels (i.e. 110 cycles/micron in frequency units). When applied to each slice, the
segmentation of both datasets vastly improved. Figure 4 displays MIPAR’s graphical
interface for FFT filtering along with the slices and corresponding FFTs before and after
filtering.Segmentation
Optimization via mutual information
Perhaps the most critical, yet often unexplored areas of 2D and 3D segmentation
are those of objective parameter selection and segmentation accuracy quantifica-
tion. In fact, nearly all aspects of most segmentation algorithms have become fully
automated with the exception of parameter selection. The influence of these pa-
rameters on subsequent quantification can be profound. In some cases, metrics
such as volume fraction acquired from a 2D image can vary by several volume per-
cent from an under- or over-segmentation of a single pixel. In a 3D dataset, seg-
mentation fluctuations can result in even more dramatic volume fraction
variations. Dataset to dataset, these fluctuations can result from variations in image
quality and contrast, as well as user bias.
Prior to exploring a method for objective segmentation parameter selection, one must
first define the concept of segmentation accuracy. Consider a volume of material
Figure 4 Screen capture of the FFT filtering user interface along with example applications.
(a) Layout of the FFT filtering graphical user interface (GUI) as well as cross-sectional slices and corresponding FFTs
from a hydrogen blister in a tungsten alloy (b) before and (c) after FFT filtering. Slices though [α + β]-processed
Ti-64 are shown with their FFTs (d) before and (e) FFT filtering.
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tates is a product of sample preparation and image formation physics. Any method that
attempts to quantify the “accuracy” of the image’s segmentation, would be doing so
relative only to the image, and is therefore entirely dependent on how faithfully that
image represents the actual microstructure. Therefore, when discussing the notion of
segmentation accuracy, one must consider the segmentation-to-image comparison sep-
arate from that of image-to-microstructure. The image-to-microstructure comparison
has historically been left to the judgment of the experimenter. Recent advances in the
field of forward modeling; however, have the potential to greatly contribute to this area
[19,20].
The segmentation-to-image comparison is one in which information theory tools can
contribute. One such tool is mutual information. By definition, mutual information
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plays a mathematical expression for mutual information:
I X;Yð Þ ¼ H Xð Þ−H XjYð Þ
H Xð Þ ð1Þ
In this expression, H(X) represents the entropy, or uncertainty, of the original image
X. H(X|Y) represents the conditional entropy of the original image X when the seg-
mented image Y is known. Their subtraction therefore describes the reduction in un-
certainty of original image X upon knowing its segmentation Y, or in other words, how
well the segmentation describes the original image. Normalizing by the entropy of the
original image yields a range of 0 to 1 as possible values of mutual information. A mu-
tual information of 0 implies that the segmentation in no way describes the original
image, while a mutual information of 1 implies that the image is perfectly described the
segmentation.
Using mutual information as the quantifying metric, a mechanism has been devel-
oped and incorporated into MIPAR™ which allows users to objectively determine the
optimum parameters for a given image-processing algorithm. Algorithms such as global
thresholding, adaptive thresholding, erosion and dilation, feature rejection, and water-
sheding are all candidates for optimization. When either of these processes is selected
within a recipe, an “Optimize” button becomes active at the top of the recipe panel.
Selecting this button spawns a series of windows allowing users to select the parameter
ranges from which to identify the optimum parameter set. Using either a sub-area or
the entire image, the grayscale data is segmented over all possible parameter sets within
the specified range. The mutual information between each segmentation and the ori-
ginal image is computed, and the parameter set which yields the maximum mutual in-
formation is chosen as optimum. This tool is currently applicable to two-dimensional
processing algorithms with a maximum of two parameters; however, extension of this
tool to three-dimensional volumes and multi-dimensional parameter space is an on-
going effort.
As an example, the adaptive thresholding of an SEM micrograph of secondary Ni3Al
γʹ precipitates is optimized. Briefly, adaptive thresholding assesses each pixel relative to
a statistic (typically the mean) of its local neighborhood. This algorithm involves two
parameters: the window size which defines a pixel’s neighborhood, and the threshold
by which a pixel’s intensity value must exceed its local mean in order to be selected.
The threshold may also be expressed as the percentage of the local mean that a pixel’s
intensity must meet or exceed. In this example, the window size was fixed at 15 pixels,
and the threshold value was allowed to vary from 50% to 110% in steps of 1%. Figure 5
displays the result of the optimization along with several candidate segmentations de-
termined during the process.
Although this technique does not address the fidelity between image and microstruc-
ture, it does provide a method for consistently and objectively determining processing
parameters across images and users. Additionally, if a recipe step has been optimized in
MIPAR’s Image Processor, the optimization process is repeated for every image to
which that recipe is applied in the Batch Processor. In this way, slice-to-slice contrast
variations within a 3D dataset may be overcome by allowing parameters of several
recipe steps to dynamically adjust to a given image’s intensity profile. Other research
Figure 5 A plot of normalized mutual information (see Eq. 1) vs. threshold value for the adaptive
thresholding of secondary Ni3Al γ’ precipitates in a nickel-base superalloy. Five candidate optimum
segmentations are shown beneath the plot. For this experiment, a threshold value of 90 yielded maximum
mutual information between the adaptive threshold and original image.
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[22,23]. However, to the best of the author’s knowledge, MIPAR™ exhibits the first in-
corporation of this method into a graphical software interface. This will permit its
application to a variety of problems and microstructures so that the extent of its
strengths and limitations can be thoroughly explored.
Feature-sets
Up to this point, this paper has discussed segmentation exclusively in a binary sense,
where each pixel or voxel in a grayscale dataset is labeled as either a 0 or 1. Historic-
ally, this has worked well for the segmentation of two-phase microstructures, or for the
isolation of a certain phase or feature type. As a result, the image processing commu-
nity has developed an extensive library of binary segmentation and cleanup routines
[24], all of which are computationally efficient. However, in many image-processing
frameworks, binary segmentation can limit the type of microstructures that can be
processed since any with more than two phases of interest are incompatible with binary
classification. For two-dimensional images, this is not a great inconvenience since a
separate binary segmentation can be performed for each phase interest with minimal
overhead. However, the size and storage demands of 3D datasets make this approach
less practical. Furthermore, by discretizing each phase or feature type into an independ-
ent segmentation and file, any metrics that quantify one phase or feature type with
respect to another are quite difficult.
Rather than develop MIPAR™ as a framework to handle multi-class 3D segmenta-
tions, a data structure was developed wherein separate binary segmentations of the
same dataset could be stored as layers in a multi-dimensional space. Furthermore, this
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several techniques (e.g. secondary/backscatter electron imaging, EBSD, EDS, etc.). A
schematic of this multi-dimensional structure is shown in Figure 6. Under this format,
every voxel receives a set of multi-dimensional coordinates which identify the voxel’s
placement in 3D Cartesian space as well its position in other dimensions such as data
type and data level. A voxel’s location in the “ith” dimension (see Figure 6) defines the
binary segmentation to which it belongs. The different segmentations are termed
feature-sets.
The initial segmentation of the original data produces the first feature-set, whether
performed slice-by-slice in the Batch Processor, or three-dimensionally in the 3D Tool-
box. A dropdown menu allows users to add additional feature-sets, as well as switch to,
remove, rename, or merge existing feature-sets. By treating multi-class segmentations
as a set of concatenated binary segmentations, interacted with using a simple interface,
the simplicity and computational efficiency of binary data is preserved, while the com-
plexity of multi-phase datasets and inter-phase quantification can be handled.
An example application of the feature-set framework is presented in Figure 7. This
particular dataset from a nickel-base superalloy consisted of FCC γ grains, carbides,
and twins [25]. Thus, three binary segmentations were necessary to fully characterize a
single grain within the microstructure. Under the feature-set framework, three fairly
complex segmentation recipes were carried out independently, yet their results com-
bined into a single data structure. A fourth feature-set was then generated from the
merging of the first three, where each voxel was labeled according to the feature-set
from which it originated. This fourth feature-set was employed to visualize the multi-
phase microstructure in three dimensions.
3D EBSD and data fusion
The emergence of high-speed electron backscatter diffraction (EBSD) cameras has in-
creased the popularity of three-dimensional EBSD. These datasets permit a deeper
investigation of 3D microstructures and have advanced the understanding of micro-
structural evolution. While robust commercial software has long existed for the analysis
of two-dimensional EBSD scans, analogous 3D software has been somewhat under-
developed. Recently developed software programs (e.g. DREAM.3D™ [16]) offer unique
collections of 3D EBSD data processing tools housed in graphical interfaces. These pro-
grams also provide tools for both 3D EBSD quantification and synthetic microstructure
generation. However, few software titles offer tools for the fusion of 3D multi-modalFigure 6 A schematic of MIPAR’s multi-dimensional data structure.
Figure 7 Screen capture of the feature-set management user interface along with example applications.
(a) A screen-capture of the upper-right portion of the 3D Toolbox (see Figure 9) which contains the
user-interface for interacting with and adding feature-sets. Also shown are (b) example slices from each
of the three feature-sets constructed for a three-phase nickel-base superalloy along with (c) a visualization
of the reconstructed 3D microstructure.
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spectra).
MIPAR’s multi-dimensional data structure offers a promising solution to multi-modal
data storage and processing. For example, tools for 3D EBSD data import, cleanup, and
visualization (see Figure 8(a)) have been developed. Figure 8(b, c) presents two 3D
EBSD reconstructions that were imported as raw data into MIPAR™, cleaned, and visu-
alized using inverse pole figure colormaps. These tools will be extended to handle the
input of compositional measurements from techniques such as EDS and WDS. Upon
adding these tools to MIPAR’s comprehensive 3D characterization package, and by
storing crystallographic data along side BSE/SE/optical intensity, data fusion tools
remained as the final requisite for handling multi-modal data.
The primary challenge related to data fusion involves the registration of voxels of dif-
ferent dimensions. Separate datasets must first be resampled such that their voxel
dimensions match. Second, the data must be registered. Inter-modal registration pre-
sents greater challenges than conventional serial section alignment and often requires
non-rigid volume transformations. MIPAR™ has already incorporated the open-source
Medical Image Registration Toolbox (MIRT) [26] for the free-form registration of 2D
images. At present, MIPAR™ offers both manual and automated tools for assigning
crystallographic orientations and phase identifications to BSE/SE/optical datasets.
Figure 8 Screen captures of the 3D EBSD data processing tools along with example applications.
(a) Screen-captures of 3D EBSD import, cleanup, and quantification tools along with (b) a 3D EBSD
reconstruction of a twin and parent grain in FCC nickel as well as (c) a 3D EBSD reconstruction of
intersecting α-laths in Ti-6Al-2Sn-4Zr-6Mo (wt%) (Ti-6246).
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As stated earlier, quantification has become the desired result of most 3D characterization
experiments. Therefore, MIPAR™ was equipped with a host of tools in the areas of global,
feature-by-feature, and localized quantification. The following sub-sections will present
several examples of the included tools.
Global quantification
The most basic 3D quantification metrics are classified as global. These are defined as
any which extract a single value from a reconstructed volume. In the case of binary
segmentations, they tend to operate on those voxels which have been assigned to the
features or phase of interest. Common global metrics include total volume, volume
fraction, total surface area, surface area density, surface area per volume, and mean lin-
ear intercept. Each of these and several others are available in MIPAR’s 3D Toolbox
from a dropdown menu (see Figure 3).
Feature-by-feature quantification
Since 3D reconstructions tend to capture multiple microstructural features in their en-
tirety, individual measurements of each discrete feature are often desired. Such metrics
are of the class termed “feature-by-feature”. Feature labeling is performed automatically
within MIPAR™ using a conventional 6-voxel-connectivity scheme. Discretization can
be aided using a variety of algorithms including watersheding and iterative erosion/dila-
tion techniques. Once the segmented features are sufficiently discretized, a graphical
interface allows users to extract specific metrics from each labeled feature. Figure 9 dis-
plays this interface and reveals the list of available metrics.
Figure 9 The graphical user interface for extraction of direct 3D feature-by-feature metrics.
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Additionally, 3D quantification can be performed locally about each point on the
surface of a reconstructed feature. These points are known as vertices, and are the
Cartesian coordinates in the sample reference frame of all points which constitute a re-
constructed surface. Incorporating codes from the MATLAB™ file exchange, MIPAR™
can report fundamental parameters from each vertex such as Cartesian position, local
normal, and local curvature. More complex algorithms have also been developed in-
cluding thickness and roughness mapping. The former measures the local thickness at
each vertex by measuring the distances between opposing vertices which lie along a
vector parallel to either the local surface normal or a user-defined global normal.
Roughness mapping is accomplished by fitting a plane or curved surface to the quanti-
fied vertex positions and subsequently coloring the surface according to each vertices’
elevation relative to the fit plane or surface.
Regardless of the quantities measured at each vertex, all of which are exported as
comma-separated text files, the reconstructed surface can subsequently be colored ac-
cording to each vertices’ measurement. A simple dropdown menu allows users to select
this visualization scheme and choose the data on which to base the localized coloring.
Therefore, additional custom algorithms can be subsequently performed on MIPAR’s
exported vertex measurements in software such as Microsoft Excel®, the results of which
can be color-mapped on the associated surface. Figure 10 reveals example applications of
visualized local quantification such as local curvature, topography, and thickness.
Advantages of MATLAB™ Development
Although some have questioned the utility of MATLAB™ as a professional software
development platform, it offers several advantages over other computing languages in
Figure 10 Example applications of localized quantification visualization. Visualizations of localized
quantification such as (a) local curvature of equiaxed-α particles in [α + β]-processed Ti-64, (b) local
thickness of an α-lath in Ti-6Al-2Sn-2Zr-2Mo-2Cr (wt%) (Ti-62222), and (c) local topography (i.e. roughness)
of an FCC γ/FCC γ grain boundary in a nickel-base superalloy.
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nym for Matrix Laboratory, and is thus equipped with several toolboxes and functions
specifically designed for two- and three-dimensional matrices – precisely the raw for-
mat of 2D images and 3D volumes. These built-in libraries offer rapid development
and powerful functionality to any 2D or 3D analytical software developed within
MATLAB™. In MIPAR’s case, they comprise roughly 55% of the constitutive functions.
Second, included in this built-in functionality are a number of 2D and 3D
visualization tools. As discussed in the introduction, even the most robust analytical
software cannot reach its full potential if it fails to provide users immediate visual feed-
back on the result of a 2D or 3D filter. MATLAB’s built-in visualization library has
aided in MIPAR’s evolution as both a processing and visualization platform.
Third, MATLAB’s broad user-base has resulted in extensive public code repositories,
the most popular of which is the MATLAB™ File Exchange. The numerous codes con-
tained within such repositories are provided open source, under the stipulation that the
code’s license file be included with the deployed application. In MIPAR’s case, several
algorithms were harvested from these repositories and make up nearly 20% of its func-
tion count. The corresponding authors have been listed as contributors to the software
and their licenses included. This contribution has accelerated MIPAR’s growth and
underlined the fact that a single developer cannot produce the most efficient form
of every algorithm, nor is it effective to “reinvent the wheel” when it comes to well-
accepted data processing algorithms.
Finally, MATLAB’s popularity has led to the development of third-party commercial
software written specifically for MATLAB™ (e.g. Jacket™ by Accelereyes®). This particu-
lar software offers a collection of MATLAB™ codes written to run on the graphics
processor unit (GPU). Such codes are often orders of magnitudes faster than corre-
sponding CPU-based codes. Functions such as GPU-based parallel for-loops have dra-
matically accelerated complex image-processing algorithms offered in MIPAR™.Conclusions
The paradigm of 3D data processing has motivated the development of a multi-faceted
3D processing/analytical software package named MIPAR™ (Materials Image Processing
and Automated Reconstruction). Through development in MATLAB™, MIPAR™ takes
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pository, and third-party GPU-acceleration software, while being deployed as a standa-
lone cross-platform application.
In addition to offering many conventional pre-processing filters, MIPAR™ includes a
unique graphical interface for the development and application of noise-reducing FFT
filters which are effective at reducing the influence of data acquisition artifacts such as
ion-milling curtains and polishing scratches. Furthermore, in the area of segmentation,
MIPAR™ offers an interactive framework for the automated optimization of segmenta-
tion parameters through the use of mutual information. Once optimized, MIPAR’s nu-
merous binary segmentation and cleanup algorithms can be employed for the effective
segmentation of even complex, multi-phase 3D microstructures. Such is possible via a
multi-dimensional data structure which works in conjunction with a simple user inter-
face to permit the multi-dimensional layering of multiple binary segmentations of the
same 3D dataset. Although MIPAR™ offers nowhere near as comprehensive a 3D EBSD
toolset as other programs, its employed 3D data structure has enabled the import, basic
processing, quantification and visualization of 3D EBSD data, as well as import/export
functionality to and from additional programs. Future integration of such programs
with MIPAR™ would offer a powerful 3D EBSD characterization platform. Additionally,
MIPAR’s multi-dimensional data structure has permitted the development of tools for
the fusion of multi-modal datasets. In the near feature, the medical image registration
toolbox (MIRT) 3D free-form registration tools will be incorporated into MIPAR’s 3D
Toolbox for the automated registration of 3D EBSD with BSE/SE/optical datasets.
In the area of quantification, MIPAR™ includes common global quantification algo-
rithms for metrics such as volume fraction, surface area density, and mean linear inter-
cept. In addition, a variety of direct 3D feature-by-feature metrics such as individual
volume, surface area, shape factor, and aspect ratio may be extracted. Finally, MIPAR™
offers a simple yet powerful means of locally quantifying a variety of metrics at each
point on a reconstructed surface and subsequently visualizing the spatial distribution of
such measurements on various color scales. The available metrics range from basic,
such as position, local normal, and local curvature, to complex, such as local thickness
and surface roughness.
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