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ABSTRACT
Self-consistent model grids of brown dwarfs involve complex physics and chemistry, and are often
computed using proprietary computer codes, making it challenging to identify the reasons for discrep-
ancies between model and data as well as between the models produced by different research groups.
In the current study, we demonstrate a novel method for analyzing brown dwarf spectra, which com-
bines the use of the Sonora, AMES-cond and HELIOS model grids with the supervised machine learning
method of the random forest. Besides performing atmospheric retrieval, the random forest enables
information content analysis of the three model grids as a natural outcome of the method, both indi-
vidually on each grid and by comparing the grids against one another, via computing large suites of
mock retrievals. Our analysis reveals that the different choices made in modeling the alkali line shapes
hinder the use of the alkali lines as gravity indicators. Nevertheless, the spectrum longward of 1.2 µm
encodes enough information on the surface gravity to allow its inference from retrieval. Temperature
may be accurately and precisely inferred independent of the choice of model grid, but not the surface
gravity. We apply random forest retrieval to three objects: the benchmark T7.5 brown dwarf GJ 570D;
and  Indi Ba (T1.5 brown dwarf) and Bb (T6 brown dwarf), which are part of a binary system and
have measured dynamical masses. For GJ 570D, the inferred effective temperature and surface gravity
are consistent with previous studies. For  Indi Ba and Bb, the inferred surface gravities are broadly
consistent with the values informed by the dynamical masses.
1. INTRODUCTION
1.1. Traditional use of model grids for interpreting
brown dwarf spectra
The study of atmospheres has a longer history and
richer literature for brown dwarfs than for exoplanets.
The availability of high-quality, low- and high-resolution
spectra for brown dwarfs serves as a prelude to spectra
of exoplanetary atmospheres that we aspire to measure
with the James Webb Space Telescope.
Traditionally, there are several ways to analyze brown
dwarf data. One may compare the dynamical mass and
observed luminosity with grids of evolutionary models
in order to derive the model-dependent age and radius,
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from which the gravity and effective temperature may
be derived (e.g., Baraffe et al. 2003, Konopacky et al.
2010, Burrows et al. 2011, Dupuy & Liu 2017).
A complementary approach is the development of ra-
diative transfer models of brown dwarf atmospheres,
which predict synthetic spectra (see Helling & Casewell
2014 or Marley & Robinson 2015 for recent reviews).
A large grid of forward models is then compared with
the spectroscopic data (e.g., Burrows et al. 1993, Bur-
rows et al. 1997, Burgasser et al. 2007, Cushing 2008,
Stephens et al. 2009). One may also interpolate the
model spectra of the grid to fit the measured spectrum
(e.g., Rice et al. 2010), or use the grid as the basis for
a Markov Chain Monte Carlo calculation (Line et al.
2014). See Line et al. (2017) for a review.
The model grids often involve complex physics and
chemistry, and the models are computed using propri-
etary computer codes. It is often challenging or infeasi-
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ble to diagnose the strengths and weaknesses of model
grids produced by different research groups, even if one
has access to these codes. When the match between
model and data is discrepant, it is not easy to identify
the reason. These challenges motivate the development
of a method to analyze the information content of model
grids of brown dwarfs even without having access to the
computer codes used to produce them. It provides the
practitioner with an extra set of tools, which may ei-
ther pinpoint the source of model discrepancies or allow
follow-up questions to be asked. The main focus of the
current study is to elucidate such a method using super-
vised machine learning. Such a method allows models to
be confronted by data more decisively, which will moti-
vate the development of improved models. The ultimate
goal of resolving and elucidating all of the discrepancies
between brown dwarf model grids is neither the inten-
tion, nor within the scope of, the current study.
1.2. Combining the use of model grids with supervised
machine learning
Given a measured spectrum, atmospheric retrieval
solves the inverse problem of inferring the properties of
the object (see Madhusudhan 2018 for a recent review).
Traditionally, atmospheric retrieval is performed using
a simple forward model that is computed on the fly and
used in tandem with a Bayesian method such as nested
sampling or Markov Chain Monte Carlo, e.g., Line et al.
(2015). The Bayesian method allows for the computa-
tion of posterior distributions of properties such as the
surface gravity.
In the current study, we wish to demonstrate an al-
ternative method of performing retrieval that combines
the use of pre-computed model grids with a supervised
method of machine learning known as the “random for-
est” (Ma´rquez-Neila et al. 2018). Random forest re-
trieval was previously used to perform retrieval on low-
resolution transmission spectra of exoplanets (Ma´rquez-
Neila et al. 2018), but it has never been used to analyze
brown dwarf spectra. It offers several distinct advan-
tages over traditional retrieval methods:
• The forward model, which computes synthetic
spectra given a set of assumptions, need not be
computed on the fly. It not only shifts the compu-
tational burden offline, but allows retrieval mod-
elers to harness the collective effort of the com-
munity by using longstanding or classical model
grids such as BT-Settl (Allard 2014), AMES-cond
(Allard et al. 2001), the Burrows et al. (1997)
grid, evolutionary models from Saumon & Marley
(2008), etc. The model grid may be of arbitrary
physical (and chemical) sophistication. It resolves
the tension between computational feasibility and
physical realism.
• The explicit need to provide a grid of (forward)
models as the training set of the random forest
means that the models need to be stored. In tra-
ditional retrieval, models computed on the fly may,
in principle, be stored, but this does not happen
in practice. This encourages reproducibility of the
computed models.
• Large suites of & 102 retrievals may be performed
to quantify the predictive power of the models with
respect to each parameter of the model. For exam-
ple, we demonstrate in the current study that tem-
perature may be both accurately and precisely in-
ferred, but this is not the case for the surface grav-
ity (which is inferred accurately but not precisely).
In the random forest method, this is known as the
“real versus predicted (parameter values)” analy-
sis.
• The relative importance of each data point in the
synthetic spectrum towards determining the value
of each parameter of the model may be quantified.
In traditional retrieval, this may be performed as
an additional step by computing the Jacobians of
the model, but such a step is expensive and is thus
restricted to models that have a small number of
parameters. In random forest retrieval, this “fea-
ture importance” step is a natural outcome of the
method with no added computational burden and
is not restricted by the complexity of the model.
In the current study, we apply random forest retrieval
to interpret the spectra of the benchmark brown dwarf
GJ 570D (Burgasser et al. 2000) and two brown dwarfs
that are part of a binary system ( Indi Ba & Bb; Scholz
et al. 2003; McCaughrean et al. 2004). For GJ 570D,
we demonstrate that we obtain values for the tempera-
ture and gravity that are broadly consistent between the
three model grids used. For  Indi Ba & Bb, we obtain
values for the gravities that are broadly consistent with
those derived from the dynamical masses.
1.3. Layout of study
In Section 2, we describe the archival data used for the
current study. In Section 3, we describe our methodol-
ogy. Outcomes from a battery of tests as well as re-
trievals performed on measured spectra are presented in
Section 4. Section 5 presents a summary of the study,
its implications and opportunities for future work.
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2. ARCHIVAL DATA OF BROWN DWARFS
In this study, we focus on three different brown dwarfs:
the late T-dwarf GJ 570D, as well as members of a bi-
nary  Indi Ba & Bb (T1.5 and T6 class objects, respec-
tively) (McCaughrean et al. 2004). More specifically, we
use a spectrum of GJ 570D from Burgasser et al. (2004)
and two spectra of the brown dwarfs in the  Indi system
published by King et al. (2010). All three measurements
are shown in Fig. 1.
The spectrum of GJ 570D (Burgasser et al. 2004) has
been taken by the SpeX instrument at the NASA In-
frared Telescope Facility and provides around 400 data
points from about 0.8 µm to 2.4 µm. The spectral reso-
lution varies between about 35 and 200 throughout the
spectrum. The SpeX prism spectrum of GJ 570D is
flux-calibrated using 2MASS photometry. The multi-
plicative factor that scales the spectrum to match the
measured 2MASS photometry is computed separately
for the J (15.32 ± 0.05 mag), H (15.27 ± 0.09 mag),
and KS (15.24 ± 0.16 mag) bandpasses following the
approach described in Cushing et al. (2005). Uncer-
tainties in the scale factor take into account spectral
measurement errors and photometric uncertainties. We
adopt the weighted mean of these three values for our
final flux calibration scale factor for GJ 570D.
The data for the two brown brown dwarfs in the 
Indi system each feature more than 20,000 data points
from 0.63 µm to 5.1 µm. Both spectra consist of dif-
ferent measurements taken by the Very Large Telescope
(VLT), using the FORS2 instrument in the optical wave-
length range and the ISAAC spectrograph in the near-
infrared and infrared. Compared to the GJ 570D data,
the  Indi brown dwarf spectra offer a much higher reso-
lution but also have spectral regions with elevated noise
levels. Especially the data points at about 1.4 µm and
1.8 µm show a very wide spread in the flux values, with
large error bars, which might have been caused by im-
perfect telluric correction.
3. METHODOLOGY
3.1. Atmosphere model grids
In this study, we use pre-computed grids from three
different atmosphere models: HELIOS (Malik et al. 2017,
2019), AMES-cond (Allard et al. 2001), and the Sonora
model (Marley et al. in prep). Unlike the simplified for-
ward models in a standard retrieval approach (e.g. Line
et al. 2015), each of the models employed here is a self-
consistent atmosphere model, i.e. the only free parame-
ters are the effective temperature T , the surface gravity
log(g), and the elemental abundances. The atmospheric
structure problem is described in detail in Helling &
Casewell (2014) and Marley & Robinson (2015). In prin-
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Figure 1. Spectra of the three brown dwarfs used in this
study: GJ 570D (top panel),  Indi Ba (middle panel), and
 Indi Bb (bottom panel). For the  Indi brown dwarfs, the
measurements by King et al. (2010) are used, while the data
for GJ 570D are based on Burgasser et al. (2004).
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ciple, the abundances of the chemical elements (O/H,
C/H, N/H, etc. ) could be varied independently. How-
ever, for simplification, a common approach is to keep
their ratios at their solar value and scale all abundances
by a common factor with respect to hydrogen. This fac-
tor, or more precisely its logarithm, is usually referred
to as the metallicity. In the following, we briefly sum-
marize the main features of each model.
Sonora—The Sonora spectral model set1 is derived by
first computing radiative-convective equilibrium atmo-
sphere structures for a specified set of effective tem-
peratures and gravities. The Sonora models employ a
layer-by-layer convective adjustment method permitting
solutions for detached convective zones. Chemistry is
computed using the rainout method in which condensed
species are removed from the atmosphere and not per-
mitted to further react with gaseous species at lower
temperatures. This choice plays an important role in
the alkali chemistry in particular and is a principal dif-
ference among the model sets employed here. The model
grid used for this study neglects cloud opacity. Once an
atmospheric thermal model is converged a final emer-
gent spectra at high spectral resolution (R ∼ 25, 000) is
computed given the computed abundances and the opac-
ities described in Freedman et al. (2008) and Freedman
et al. (2014). More details can be found in Marley et al.
(in prep).
HELIOS—The open-source radiative transfer code
HELIOS (Malik et al. 2017, 2019)2 utilizes an improved
hemispheric two-stream method (Heng & Kitzmann
2017; Heng et al. 2018) with convective adjustment to
obtain the converged atmospheric solution in radiative-
convective equilibrium. The included opacity sources
and the corresponding line lists are given in Table 1 of
Malik et al. (2019). Most opacities are calculated with
HELIOS-K (Grimm & Heng 2015) at a resolution of 10−2
cm−1, using a Voigt profile with a wing cut-off at 100
cm−1. Pressure broadening is included as provided by
default in the ExoMol and Hitran online databases. The
Na and K treatment is based on Burrows et al. (2000)
and Burrows & Volobuyev (2003), described in detail
in Appendix A of Malik et al. (2019).The equilibrium
gas-phase chemistry is calculated with FastChem (Stock
et al. 2018) based on the elemental abundances given
in Table 1 of Asplund et al. (2009). Removal of species
due to condensation is included for H2O, TiO, VO, SiO,
N and K, and described in Appendix B of Malik et al.
(2019). HELIOS employs the κ-distribution method with
1 https://zenodo.org/record/1309035
2 https://github.com/exoclime/HELIOS
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Figure 2. Examples of spectra from the different model
grids for a typical late T-dwarf. The spectra are shown for
an effective temperature of 800 K, a log(g) of 5, and solar
metallicity. For presentational reasons, the original high-
resolution spectra provided by each model are binned down
to a lower resolution in this figure.
correlated-κ approximation, using 300 wavelength bins
with 20 Gaussian quadrature points over 0.33 µm - 10
cm. The spectra are post-processed at a resolution of
3000.
AMES-cond—The brown dwarf model grid AMES-cond
(Allard et al. 2001)3 is based on the well-known PHOENIX
stellar atmosphere code (Hauschildt 1992; Hauschildt
et al. 1997). The PHOENIX model solves the radiative
transfer equation by using an accelerated lambda itera-
tion approach in combination with the opacity sampling
technique. The AMES-cond model builds upon the pre-
viously published atmospheric grid NEXTGEN (Allard
et al. 1997), but includes further improvements with
respect to the dust chemistry and opacities required to
describe the cool atmospheres of brown dwarfs. Absorp-
tion coefficients for H2O and TiO have been replaced
by Allard et al. (2000) in the PHOENIX model. Con-
densation of dust is included by assuming continuous
chemical equilibrium between the gas and all condensed
phases. Similar to Sonora, the resulting dust opacity is
neglected.
Each of the three models differ in terms of model
physics complexity, chemistry, or opacities. To illus-
3 http://perso.ens-lyon.fr/france.allard
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Table 1. Properties of the three different atmosphere model
grids used in this study.
Sonora AMES-cond HELIOS
Total # of models 400 150 700
Range of T (K) 200 - 2400 300 - 2400 200 - 3000
Range of log(g) 3.25 - 5.5 3.0 - 6.0 1.4 - 6.0
trate the differences, Fig. 2 shows an exemplary spec-
trum from each grid for solar metallicity, an effective
temperature of 800 K and a log(g) value of 54. These
parameters resemble a typical late T-dwarf with a cloud-
free photosphere. The figure clearly suggests that even
for the same model parameters, the spectra can show
significant differences. This is especially true for the
wavelength range below 1.2 µm. This region is dom-
inated by the line wings of the alkali resonance lines.
These lines are known to have a strong non-Lorentzian
far-wing line profile, for which various approximations
have been developed in the past (e.g. Tsuji et al. 1999;
Burrows et al. 2000; Burrows & Volobuyev 2003; Al-
lard et al. 2012, 2016). Depending on what approach is
used for these line profiles in an atmospheric model, the
resulting spectra can exhibit large discrepancies. More-
over, AMES-cond models use equilibrium chemistry, not
rain-out chemistry. This will result in significant differ-
ences at around 800K.
Additionally, HELIOS shows a pronounced feature near
1 µm due to CrH absorption that neither Sonora nor
AMES-cond possess. Furthermore, all three models also
partially disagree in regions of opacity minima, at the
spectral peaks in J, H, and K bands. At 1.3 µm, for ex-
ample, the flux provided by AMES-cond is by a factor of
about 1.7 smaller than the one predicted by the Sonora
model.
A grid of self-consistent brown dwarf atmospheres has
been generated by each of the models. The grids pro-
vide tabulated photospheric spectra of brown dwarfs as
a function of effective temperature and surface gravity.
They are, however, restricted to solar metallicity. The
grid sizes (in terms of temperature range or log(g) val-
ues), as well as the grid step sizes differ greatly between
the three models. Table 1 gives a summary of the three
different grids. AMES-cond offers the smallest grid, with
only 150 models. The number of models in each grid
ranges from 150 to 700, with HELIOS offering the largest
4 Unless stated otherwise, we express values of g and log(g) in
cgs units throughout this work.
grid, but there is a good overlap in the phase space ex-
plored in the range 300 to 2400K and log (g) 3.25 to
5.5.
3.2. Atmospheric retrieval using the random forest
method
For the retrieval calculations in this study, we em-
ploy the random forest technique. In particular, we use
our open-source code HELA5 that has previously been ap-
plied for analyzing WFC3 data of exoplanet atmospheres
(Ma´rquez-Neila et al. 2018). A detailed description of
HELA can be found in Ma´rquez-Neila et al. (2018). The
code implements the random forest algorithm (Ho 1998;
Breiman 2001) applied to a pre-computed grid of for-
ward models for brown dwarf atmospheres.
We use 3000 regression trees in our forests. We do not
impose a maximum depth of the trees during training.
Instead, each tree grows by splitting the space of models
until the decrease in variance of further splits is smaller
than 0.01.
To check how well the random forest is performing,
it is necessary to use a subset of the grid for a test-
ing procedure. This procedure tests models with known
parameters on a trained random forest and compares
the outcome with the actual, true parameters of the in-
jected testing set. Each model grid is therefore divided
into training and testing parts, with 20 percent of the
grid models being used for testing.
For a proper performance of the random forest’s train-
ing algorithm, a large grid of spectra is usually required.
However, even the largest grid used in this study only
provides about 700 unique models distributed through-
out the parameter space. Especially the log(g) param-
eter space is rather restricted compared to the temper-
ature space in all three model grids. Training the ran-
dom forest with such few models per grid would lead to
a non-convergence of the random forest algorithm. We
therefore need to artificially increase the grid sizes by
creating new spectra via interpolation within the grids.
By running a number of training tests (not shown),
we estimate that increasing the grid size in the log(g)
space by a factor of ten is sufficient to properly train the
random forest. The temperature spacing in the grids
is usually already sampled densely enough, such that
adding new temperature points to the grids proved to
be unnecessary. New spectra are therefore generated by
interpolating linearly between log(g) values.
It should be noted that because the original grids al-
ready have different sizes and sampling steps, the final
grids used for the random forest also differ in parame-
5 https://github.com/exoclime/HELA
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ter range, total grid size, and parameter step sizes. We
perform the retrieval using each of the grids separately
in order to compare the results from different forward
models, but it is in principle also possible to use all three
grids at once to train the random forest algorithm.
3.2.1. Retrieval parameters
The two main retrieval parameters are the effective
temperature T and the surface gravity log(g). Since the
grids are restricted to solar elemental abundances, nei-
ther the metallicity nor the C/O ratio can be retrieved,
even though the actual brown dwarf atmospheres are not
expected to all have a solar-like elemental composition.
The priors for T and log(g) are given by the tabulated
parameter ranges of each grid (see Table 1).
For the retrieval of actual brown dwarf data (see Sec-
tion 4.4), we also need to take into account the geo-
metric dilution of the photospheric spectrum, depend-
ing on the stellar radius and the distance of the star to
the observer. For the distances, (more or less accurate)
parallax measurements are usually available. Radii, on
the other hand, cannot be directly measured unless the
brown dwarf is transiting a host star. Here, we need to
choose values based on, for example, evolutionary track
calculations of brown dwarfs (see Section 2 for details).
In addition to the effective temperature and gravity,
we add a flux calibration factor f as a third parameter
to our retrieval. It is used to scale the radius-distance
relation for the flux Fν of the brown dwarf as measured
by the observer:
Fν = Fν,∗f
(R
d
)2
, (1)
where Fν,∗ is the photospheric flux of the brown dwarf,
R the brown dwarf radius, and d the distance. The cal-
ibration factor accounts for uncertainties in measured
distances and inferred radii but also the impact of the
photometric calibration or inadequacies of the atmo-
spheric models. As prior, we use values between 0.5
and 2 for f in the following.
4. RESULTS
4.1. Model dependence of alkali lines as gravity
diagnostics
One of the natural outcomes of the random forest’s
training procedure are the so-called feature importance
plots (Ma´rquez-Neila et al. 2018). These plots describe
the contribution of certain wavelengths to learning a spe-
cific model parameter. They are inherently useful to
obtain estimates on the information content of certain
wavelength regions, which can be directly exploited for
e.g. planning future observations. The feature impor-
tance plots can also be used to compare the different
grids and to verify that the random forest algorithm
is not dominated by adapting to the noise. Therefore,
one expects that the data points with low signal-to-noise
level do not have a large feature importance value for the
parameter estimation (e.g., in the plots corresponding to
the GJ 570D data one can see that the region around
1.4 µm is “empty” in all feature importance plots).
Figure 3 shows the feature importance plots for the
surface gravity. For reference, we also add the scaled
spectrum of GJ 570D to the feature importance plot to
visualize the connection between the spectral features
and the feature importance values as a function of wave-
length.
The results presented in Figure 3 clearly suggest that
wavelengths shorter than about 1 µm are highly impor-
tant for the prediction of the log(g) values from observed
spectra. This confirms the outcome of the parameter
sensitivity analysis by Line et al. (2015) who obtained
similar results for predicting the surface gravity.
On the other hand, as mentioned in Section 3.1 and
depicted in Figure 2, this is also the wavelength region
where the three model grids show the largest discrep-
ancies. Owing to the strong alkali resonance line wing
opacity and the various approaches to describe it, the
results in this part of the spectrum are highly model-
dependent. For consistency in applying the three dif-
ferent model grids, we therefore neglect the wavelength
region below 1.2 µm in the following. Our predictions
for log(g), thus, focus on the other important regions,
most notably the ones at about 2.1 µm and 1.6 µm which
seems to provide constraints on the surface gravity by all
three grids. Those regions have been empirically demon-
strated to be log(g)-sensitive, see for example Burgasser
et al. (2006).
4.2. Comparing predictions of model grids
One of the advantages of the random forest framework
is the ability to quantify the differences between model
grids. We therefore start by performing a grid compar-
ison before we proceed to the retrieval itself. The com-
parison of forward models grids by means of training
and testing the random forest algorithm on the subsets
from different grids is a novel way to analyze the dif-
ferences between the radiative transfer models, opacity
treatments, chemistry calculations, or numerical imple-
mentations used to create the different grids.
The comparison is done by training the random forest
algorithm on one of the grids and then performing the
testing phase on a different grid, essentially performing a
large suite of mock retrievals. We choose to do the train-
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AMES-COND
HELIOS
SONORA
Figure 3. Feature importance plots for gravity: AMES-cond,
HELIOS, Sonora. The x-axis is the wavelength in µm and
the y-axis is the importance. The importance of a feature is
the normalized reduction in variance brought by that feature
during training. More specifically, the importance is the sum
of the reduction of variance achieved each time a feature is
used for a split in a tree of the forest. The scaled spectrum
of GJ 570D (solid, black lines) is shown for reference.
ing procedure of the random forest on the HELIOS grid
because it offers the widest parameter range in terms
of effective temperatures and surface gravities. After
the training, we tested the random forest on the Sonora
and AMES-cond grids. For the testing, we randomly pick
parameter combinations from the testing set and let the
random forest predict the retrieved parameters based on
its training data. The corresponding results are shown
in Fig. 4. We perform the training and testing on both,
the full wavelength range from 0.8 µm to 2.4 µm as well
as the one cut at 1.2 µm (see Sect. 4.1). Note that we
do not perform the testing for the calibration factor f
since it is not part of the original atmosphere grids and,
therefore, model-independent.
For a perfectly trained random forest, the predicted,
retrieved values would correspond to the parameters
from the injected testing set, i.e. all values should lie
on the red lines in Fig. 4, with R2 values equal to unity.
The R2 values essentially provide a metric for describing
the similarities in the spectral features that constrain pa-
rameters like the effective temperature or surface grav-
ity. Obviously, as suggested by the results shown in Fig.
4, this is not the case. In general, all grids are able to
predict the effective temperatures more or less consis-
tently. The R2 values for these cases are mostly larger
than 0.9, especially for the cases where the wavelength
range is cut at 1.2 µm.
Predicting the gravity, on the other hand, seems to
be more challenging. The predictions when testing with
Sonora and AMES-cond and using the full wavelength
range provide log(g) values that are much lower than
those of the training set, resulting in negative R2 values.
Based on the large differences of the actual spectra in
Fig. 2 and our discussion about the model discrepancies
below 1.2 µm due to the alkali line wing prescriptions
and CrH feature in HELIOS spectra, this result is not
surprising. This outcome further corroborates our ap-
proach of neglecting this part of the spectrum for the
actual retrieval of brown dwarf spectra.
When using the smaller wavelength range (right panel
in Figure 4), the predicted values for the surface gravi-
ties correspond much better to the actual values drawn
from the testing set; the R2 values improve quite sig-
nificantly after the data below 1.2 µm are discarded.
Compared to the quite tight predictions of the effective
temperatures, the testing on the log(g) values reveals
a wider spread that is due to a combination of model
degeneracies and different modeling choices.
Thus, what the random forest recognizes as “gravity
features” in the spectra seems to be more model spe-
cific than spectral features that constrain the effective
temperature. Reasons for this outcome may be based
on different model treatments of e.g. chemistry, opaci-
ties, or numerical implementations, all of which are not
reflected in our limited set of retrieved parameters and,
thus, will be “hidden” in what the random forest model
understands as “gravity features”. This emphasizes the
8 Oreshenko et al.
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Figure 4. Comparison of the random forest training and testing procedure using different grids. The random forest is trained
on the full HELIOS grid and then tested on AMES-cond (upper panel) and Sonora (lower panel) spectra. Note that both Sonora
and AMES-cond cover a smaller parameter range than HELIOS. The left panels use the full spectral range from 0.8 µm to 2.4 µm,
while the spectra corresponding to the right-hand side panels are cut below 1.2 µm (see text for details).
fact that retrieving surface gravities directly from spec-
tra does often not yield very precise results and is quite
model dependent.
In addition to training and testing on different grids,
we also performed this procedure using each grid in-
dependently. The results are shown and discussed in
Appendix A.
4.3. Information content analysis of spectra from
different model grids
As mentioned in Section 4.1, the feature importance
plots describe the contribution of certain data points to
learning the impact of a given parameter on the spec-
trum. These plots are a natural outcome of the training
phase.
The feature importance plots for the effective temper-
ature T , the surface gravity log(g), and the calibration
factor are shown in Figure 5 for all three model grids.
The grids have been trained on the wavelength range of
the SpeX measurement of GJ 570D, excluding the wave-
lengths below 1.2 µm. For comparison, we also add a
scaled spectrum of GJ 570D to each plot. It is important
to note here that feature importance plots are obtained
based on the whole grid, and since the parameter ranges
differ slightly for three model grids, this might introduce
small differences in the results.
Given the results of the model comparison from the
previous subsection, we expect that all three model grids
should roughly yield the same feature importance with
respect to the effective temperature because this param-
eter was more or less consistently predicted during the
training and testing phase using different model grids.
Figure 5 indeed suggests that the feature importance
distributions for the temperature are quite similar and
seem to be concentrated at the strong molecular ab-
sorption bands within the spectrum. The random forest
predicts that wavelength regions at about 1.35 µm, be-
tween 1.4 µm and 1.8 µm, as well as around 2.2 µm
are important for the inference of the effective temper-
ature, independent of the employed grid. While the
relative contributions of the feature importance values
differ, the location of the wavelength regions for deter-
mining the effective temperatures seem to coincide for
all three grids. This is consistent with the outcome of
the previous subsection and indicates that the effective
temperature is a more or less robust parameter that can
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Figure 5. Feature importance plots for the retrieval of the GJ 570D spectrum. The feature importance plots are shown for the
temperature T (green), the surface gravity log(g) (purple), the calibration factor f (blue), and their joint retrieval (yellow). The
results are provided for each of the grids in three separate panels: (a) AMES-cond, (b) HELIOS, and (c) Sonora. For comparison,
the scaled, measured spectrum of GJ 570D (solid, black line) has been added to each plot.
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be retrieved from brown dwarf spectra, independent of
the atmosphere model grid.
For the surface gravity, however, the results are less
clear. While overall the gravity features seem to be con-
centrated at the slopes of the peaks within the spectra,
the actual distribution for the three grids seem to differ
quite strongly. The Sonora and AMES-cond grids both
show a pronounced feature near 2.1 µm, however, the
maximum of the one from AMES-cond is shifted towards
larger wavelengths. Using the HELIOS grid, on the other
hand, results in a very flat distribution of the feature
importance values in this region. The same effect can
also be seen at 1.5 µm, where again all three grids show
gravity features, however the one of AMES-cond seems to
be shifted to smaller wavelengths compared to HELIOS
and Sonora. Additionally, Sonora predicts a very high
feature importance at 1.7 µm that none of the two other
grids agrees with. At smaller wavelengths, between 1.2
µm and 1.35 µm AMES-cond and HELIOS show a simi-
lar distribution of the feature importance values, while
Sonora seems to put less weight in this region for con-
straining log(g). This again confirms our results of the
model comparison from the previous subsection.
As mentioned in the previous section, the calibration
factor f is largely model-independent. This is clearly
reflected in its corresponding feature importance plots
for the three grids. The spectral regions that are im-
portant for constraining f are the same for each grid.
Furthermore, as expected, the regions with the highest
flux values have the strongest impact on retrieving the
calibration factor. Since this factor is used in Equation
1 to scale the stellar flux, spectral points with higher
flux values will naturally have a much higher constrain-
ing power for this parameter than regions where the flux
is almost zero.
4.4. Atmospheric retrieval of measured brown dwarf
spectra
After testing and comparing the grids, we perform the
retrieval on actual brown dwarf observations. Details on
the observational data can be found in Section 2.
For each atmosphere grid, we bin the theoretical
model spectra to the same pixel sampling as that of the
observational data. Due to the aforementioned prob-
lems of the model grids below 1.2 µm, originating from
the alkali line wings, we discard this wavelength region
from the measured spectra for all three retrievals in the
following.
In contrast to the standard retrieval techniques where
the model is trying to find a fit within the data error
bars, the random forest algorithm accounts for the noise
in the data in a different way. The spectra used for the
training and testing procedures should include the simu-
lated noise at a level comparable to that of the measured
spectra, whereas several noise instances per each model
spectrum is required to be run through the training.
This procedure makes the random forest robust to the
presence of noise in real data and it avoids overfitting.
We therefore calculate the relative noise of the real
data at each wavelength bin ( FerrorF ) and use this value
as 1σ for calculating the Gaussian noise at a given wave-
length for all the models in the grid. As a result, the
spectra in the training set will feature the same noise
level distribution as the real data (i.e., the measured
data point with a large error bar will be reflected in all
the models having a data point with large noise added
in this bin). For each model spectrum, we add several
noise instances (randomly drawn from a Gaussian dis-
tribution) to the training set. This procedure prevents
the random forest algorithm from adapting to a specific
error distribution (“learning the noise”).
To perform the retrieval analysis, we also need to pro-
vide the distance and the radius in Equation 1. We
use a value of 5.84 ± 0.03 pc for GJ 570D from Hip-
parcos parallax measurements (van Leeuwen 2007) and
3.6224± 0.0037 pc for  Indi (King et al. 2010), respec-
tively. Based on Table 6 from Bayliss et al. (2017), who
measured the transit radii of 12 brown dwarfs, we adopt
a value of 1 Jupiter radius forR (see also Figure 1 in Bur-
rows & Liebert (1993), that shows the predicted radii for
brown dwarfs being around 1 Jupiter radius, indepen-
dently of the object’s mass). We note, however, that
any error in either the distance or the assumed radius
will be included in our retrieved calibration factor f .
All three brown dwarfs have been subjects of previous
characterization studies. For the  Indi objects, dynamic
masses have been reported by Dieterich et al. (2018). A
SpeX spectrum of GJ 570D has previously been ana-
lyzed by Line et al. (2015) using a classical MCMC ap-
proach. Other surface gravity estimates based on theo-
retical stellar evolution models have been published by
Geballe et al. (2009) and Saumon et al. (2006). We use
their reported retrieval parameters for comparison. A
summary of our retrieval results and a comparison with
previous studies is given in Table 2.
4.4.1. Gliese 570D
The resulting posterior distributions for T , log(g), and
f of the random forest applied to the spectrum of GJ
570D are shown in Figure 6. Median values, confidence
intervals, and a comparison with previous studies are
summarized in Table 2. Our deliberate use of the cal-
ibration factor f is to facilitate comparison with Line
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Table 2. Results of the random forest retrieval for the three different brown dwarfs and comparison to previously published values.
Parameter This work Previous work
Sonora AMES-cond HELIOS
GJ 570D T (K) 808+43−27 878
+23
−78 800
+14
−100 800− 820 (Geballe et al. 2009)
780− 820 (Burgasser et al. 2006)
948+53−53 (Del Burgo et al. 2009)
900 (Testi 2009)
714+20−23 (Line et al. 2015)
759+63−63 (Filippazzo et al. 2015)
log(g) 4.93+0.38−0.55 5.27
+0.43
−0.67 5.08
+0.62
−0.68 5.09− 5.23 (Geballe et al. 2009)
5.1 (Burgasser et al. 2006)
4.5+0.5−0.5 (Del Burgo et al. 2009)
5.0 (Testi 2009)
4.76+0.27−0.28 (Line et al. 2015)
4.90+0.5−0.5 (Filippazzo et al. 2015)
f 0.618+0.156−0.053 0.633
+0.147
−0.070 0.686
+0.592
−0.109
 Indi Ba T (K)b 1530+173−127/1300
+100
−100 1600
+122
−100/1300
+100
−100 1530
+145
−127/ 1300
+102
−97 1300-1340 (King et al. 2010), atm. models
1352− 1385 (King et al. 2010), evo. models
1400− 1600 (Smith et al. 2003)
1250 (Roellig et al. 2004)
1250− 1300 (Kasper et al. 2009)
log(g)b 5.17+0.24−0.52/4.39
+0.748
−0.603 5.68
+0.20
−0.35/5.5
+0.434
−0.866 5.54
+0.22
−1.56/ 5.62
+0.269
−1.12 5.25 (King et al. 2010)
5.13 (Roellig et al. 2004)
5.2− 5.3 (Kasper et al. 2009)
5.269± 1.055a (Dieterich et al. 2018)
f 0.582+0.052−0.030/ - 0.557
+0.053
−0.031/ - 0.593
+0.119
−0.030/ -
 Indi Bb T (K)b 1130+352−157/900
+76.7
−26.6 1100
+150
−100/930
+70
−30 1180
+239
−181/900
+100
−100 880-940 (King et al. 2010)
840 (Roellig et al. 2004)
875− 925 (Kasper et al. 2009)
log(g)b 5.19+0.199−1.02 /5.45
+0.0176
−0.0995 5.53
+0.33
−0.47/5.73
+0.224
−0.399 5.32
+0.47
−1.28/5.86
+0.0482
−0.321 5.50 (King et al. 2010)
4.89 (Roellig et al. 2004)
4.9− 5.1 (Kasper et al. 2009)
5.240± 1.049a (Dieterich et al. 2018)
f 0.593+0.0907−0.0419/ - 0.585
+0.099
−0.041/ - 0.610
+0.234
−0.041/ -
aDerived parameter, based on the measured dynamical mass and assuming R = (1± 0.1)RJ
bThe values based on three- and two-parameter retrieval models are given in the left and right columns respectively
et al. (2015). The retrieved value of f ≈ 0.6 may be
interpreted as corresponding to a radius of about 0.8RJ.
The results for all three grids yield similar estimates:
effective temperatures of around 800–900 K and log(g)
values of about 5. Especially the posterior distributions
for the temperatures show a very narrow peak for all
grids. The surface gravity, on the other hand, is not as
well constrained. Together with the fact that the R2
values for gravity are very high (around 0.9) the broad-
ness of the posterior suggests that there are differences
between the models and the data.
Overall, the values for the effective temperature and
surface gravity of GJ 570D from our random forest re-
trieval are consistent with previous studies (cf. Table
2).
4.4.2. The triple star system  Indi
Based on the measured dynamical masses (Dieterich
et al. 2018) and assuming R = (1±0.1)RJ , the values for
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Figure 6. Posteriors distributions for the retrieval of GJ 570D using the three different grids: AMES-cond (a), HELIOS (b), and
Sonora (c). The resulting posterior distributions for the effective temperature T , the surface gravity log(g), and the calibration
factor are shown in the top panel. Solid, black lines mark the median value of each distribution. The corresponding spectra
from all posterior samples are depicted in the lower panel. Dark green lines refer to the spectrum corresponding to the median
values of T , log(g), and f from the posterior distribution, while all the other spectra are shown in light green. The black data
points and error bars denote the measured SpeX spectrum of GJ 570D.
Supervised Machine Learning for Brown Dwarfs 13
log(g) are: 5.269± 1.055 for  Indi Ba and 5.240± 1.049
for  Indi Bb. Since there is (approximate) “ground
truth” for the surface gravities, we explicitly perform
pairs of retrievals that include or exclude the calibration
factor in order to investigate its effects.
The retrieval results for both objects differ signif-
icantly depending on whether or not the calibration
factor is added as a third parameter. With only T
and log(g) as parameters, the temperature estimates
are largely consistent with previous studies (King et al.
2010), but the gravity is discrepant from previous es-
timations and from the calculated values mentioned
above.
When the scaling parameter is added, the temperature
estimate is less consistent, but gravity is more consis-
tent with the calculations based on dynamical masses.
Figures 9 and 10 show the posteriors and model spectra
sampled from posterior distribution.
In general, the results for  Indi objects are more dis-
crepant both from the previous results and between the
different model grids. This is reflected in the posteri-
ors for both temperature and gravity being in general
broader for both  Indi objects than for the retrievals
for GJ 570D object, suggesting the differences between
the data and the models.
5. DISCUSSION
5.1. Summary
An important difference between the three objects
used in our study is that GJ 570D is a T7.5 object and
is expected to have a cloudless photosphere. This is not
so obvious for the  Indi objects, especially for  Indi Ba
which is T1.5 class and does most likely require cloud
formation to be included in the models.
Moreover, the grids used in this study are calculated
for solar metallicity. This is consistent with our expecta-
tion for GJ 570D, based on the metallicity of the primary
(Thore´n & Feltzing 2000; Santos et al. 2005; Valenti &
Fischer 2005), but again is likely not to hold true for 
Indi objects. The reported metallicity for the primary,
 Indi A, is sub-solar (see e.g. Abia et al. 1988; Santos
et al. 2001). Some of the previous studies suggest that
the spectra of  Indi Ba and Bb are best explained by
sub-solar metallicity (King et al. 2010). This together
with the fact that the early-type objects are most likely
cloudy may explain the results.
Moreover, it is important to note that much has
changed since the development of the AMES-cond grid.
In particular, some of the opacities used are outdated. A
major difference is the methane line lists, since methane
opacity is crucial for modelling T-dwarfs. It is therefore
to be expected that the results from AMES-cond grid
differ from the estimations obtained with more recent
grids, HELIOS and Sonora.
5.2. Opportunities for future work
In the current study, we have chosen to consider only
temperature and gravity as parameters, with C/O and
metallicity being set to the solar value. Future work
should include the C/O ratio and metallicity as retrieval
parameters by increasing the grid dimensionality. More-
over, it is further possible to add object-specific param-
eters, such as radius and distance, in the same manner.
This will provide the opportunity to study a suite of ob-
jects without the necessity to re-train the random forest.
The unique architecture of the code allows it to be eas-
ily modified to perform retrieval studies based on various
types of observations and a variety of objects, since the
random forest training set is a generic vector of inputs
and may include both theoretical and observational pa-
rameters.
There are several interesting objects that might serve
as comparisons or benchmarks, such as the directly im-
aged planet 51 Eri b (Macintosh et al. 2015), or the
brown dwarf companion Gl 758B, for which a precise
dynamical mass measurement is also available (Bowler
et al. 2018).
MO, DK, PM-N, CF and KH acknowledge partial fi-
nancial support from the Center for Space and Hab-
itability (CSH), the PlanetS National Center of Com-
petence in Research (NCCR), the Swiss National Sci-
ence Foundation and the Swiss-based MERAC Founda-
tion. We would like to express gratitude to Robert King
(rob@astro.ex.ac.uk) for providing the data for  Indi Ba
and Bb in electronic form. We thank Mark Marley for
providing the Sonora model grid.
REFERENCES
Abia, C., Rebolo, R., Beckman, J. E., & Crivellari, L. 1988,
A&A, 206, 100
Allard, F. 2014, in IAU Symposium, Vol. 299, Exploring
the Formation and Evolution of Planetary Systems, ed.
M. Booth, B. C. Matthews, & J. R. Graham, 271–272
Allard, F., Hauschildt, P. H., Alexander, D. R., &
Starrfield, S. 1997, ARA&A, 35, 137
Allard, F., Hauschildt, P. H., Alexander, D. R., Tamanai,
A., & Schweitzer, A. 2001, ApJ, 556, 357
14 Oreshenko et al.
1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Wavelength ( m)
0.000
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
Importance for T (K)
1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Wavelength ( m)
0.000
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
Importance for log(g)
1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Wavelength ( m)
0.000
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
Importance for f
1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Wavelength ( m)
0.000
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
Importance for joint prediction
(a) HELIOS, retrieval including f
(b) HELIOS, retrieval excluding f
Figure 7. Feature importance plots for the retrieval of the  Indi Ba spectrum using the HELIOS grid. The feature importance
plots are shown for the temperature T (green), the surface gravity log(g) (purple), the calibration factor f (blue), and their joint
retrieval (yellow). The results are provided for two cases: (a) retrieval including the calibration factor f , (b) retrieval excluding
f . For comparison, the scaled, measured spectrum of  Indi Ba (solid, black line) is shown in each plot.
Supervised Machine Learning for Brown Dwarfs 15
Allard, F., Hauschildt, P. H., & Schwenke, D. 2000, ApJ,
540, 1005
Allard, N. F., Kielkopf, J. F., Spiegelman, F., Tinetti, G.,
& Beaulieu, J. P. 2012, A&A, 543, A159
Allard, N. F., Spiegelman, F., & Kielkopf, J. F. 2016, A&A,
589, A21
Asplund, M., Grevesse, N., Sauval, A. J., & Scott, P. 2009,
ARA&A, 47, 481
Baraffe, I., Chabrier, G., Barman, T. S., Allard, F., &
Hauschildt, P. H. 2003, A&A, 402, 701
Bayliss, D., Hojjatpanah, S., Santerne, A., et al. 2017, AJ,
153, 15
Bowler, B. P., Dupuy, T. J., Endl, M., et al. 2018, AJ, 155,
159
Breiman, L. 2001, Machine Learning, 45, 5.
https://doi.org/10.1023/A:1010933404324
Burgasser, A. J. 2014, in Astronomical Society of India
Conference Series, Vol. 11, Astronomical Society of India
Conference Series, 7–16
Burgasser, A. J., Burrows, A., & Kirkpatrick, J. D. 2006,
ApJ, 639, 1095
Burgasser, A. J., Cruz, K. L., & Kirkpatrick, J. D. 2007,
ApJ, 657, 494
Burgasser, A. J., McElwain, M. W., Kirkpatrick, J. D.,
et al. 2004, AJ, 127, 2856
Burgasser, A. J., Kirkpatrick, J. D., Cutri, R. M., et al.
2000, ApJL, 531, L57
Burrows, A., Heng, K., & Nampaisarn, T. 2011, ApJ, 736,
47
Burrows, A., Hubbard, W. B., Saumon, D., & Lunine, J. I.
1993, ApJ, 406, 158
Burrows, A., & Liebert, J. 1993, Reviews of Modern
Physics, 65, 301
Burrows, A., Marley, M. S., & Sharp, C. M. 2000, ApJ,
531, 438
Burrows, A., & Volobuyev, M. 2003, ApJ, 583, 985
Burrows, A., Marley, M., Hubbard, W. B., et al. 1997, ApJ,
491, 856
Cushing, M. C. 2008, in Astronomical Society of the Pacific
Conference Series, Vol. 384, 14th Cambridge Workshop
on Cool Stars, Stellar Systems, and the Sun, ed. G. van
Belle, 111
Cushing, M. C., Rayner, J. T., & Vacca, W. D. 2005, The
Astrophysical Journal, 623, 1115
Del Burgo, C., Mart´ın, E. L., Zapatero Osorio, M. R., &
Hauschildt, P. H. 2009, A&A, 501, 1059
Dieterich, S. B., Weinberger, A. J., Boss, A. P., et al. 2018,
ApJ, 865, 28
Dupuy, T. J., & Liu, M. C. 2017, ApJS, 231, 15
Filippazzo, J. C., Rice, E. L., Faherty, J., et al. 2015, ApJ,
810, 158
Freedman, R. S., Lustig-Yaeger, J., Fortney, J. J., et al.
2014, ApJS, 214, 25
Freedman, R. S., Marley, M. S., & Lodders, K. 2008, ApJS,
174, 504
Geballe, T. R., Saumon, D., Golimowski, D. A., et al. 2009,
ApJ, 695, 844
Grimm, S. L., & Heng, K. 2015, ApJ, 808, 182
Hauschildt, P. H. 1992, JQSRT, 47, 433
Hauschildt, P. H., Baron, E., & Allard, F. 1997, ApJ, 483,
390
Helling, C., & Casewell, S. 2014, A&A Rv, 22, 80
Heng, K., & Kitzmann, D. 2017, ApJS, 232, 20
Heng, K., Malik, M., & Kitzmann, D. 2018, ApJS, 237, 29
Ho, T. K. 1998, IEEE Trans. Pattern Anal. Mach. Intell.,
20, 832. http://dx.doi.org/10.1109/34.709601
Kasper, M., Burrows, A., & Brandner, W. 2009, ApJ, 695,
788
King, R. R., McCaughrean, M. J., Homeier, D., et al. 2010,
A&A, 510, A99
Konopacky, Q. M., Ghez, A. M., Barman, T. S., et al. 2010,
ApJ, 711, 1087
Line, M. R., Fortney, J. J., Marley, M. S., & Sorahana, S.
2014, ApJ, 793, 33
Line, M. R., Teske, J., Burningham, B., Fortney, J. J., &
Marley, M. S. 2015, ApJ, 807, 183
Line, M. R., Marley, M. S., Liu, M. C., et al. 2017, ApJ,
848, 83
Macintosh, B., Graham, J. R., Barman, T., et al. 2015,
Science, 350, 64
Madhusudhan, N. 2018, Atmospheric Retrieval of
Exoplanets, 104
Malik, M., Kitzmann, D., Mendonc¸a, J. M., et al. 2019, AJ,
157, 170
Malik, M., Grosheintz, L., Mendonc¸a, J. M., et al. 2017,
AJ, 153, 56
Manjavacas, E., Apai, D., Zhou, Y., et al. 2019, AJ, 157,
101
Marley, M. S., & Robinson, T. D. 2015, ARA&A, 53, 279
Ma´rquez-Neila, P., Fisher, C., Sznitman, R., & Heng, K.
2018, Nature Astronomy, 2, 719
McCaughrean, M. J., Close, L. M., Scholz, R. D., et al.
2004, A&A, 413, 1029
Rice, E. L., Barman, T., Mclean, I. S., Prato, L., &
Kirkpatrick, J. D. 2010, ApJS, 186, 63
Roellig, T. L., Van Cleve, J. E., Sloan, G. C., et al. 2004,
ApJS, 154, 418
Santos, N. C., Israelian, G., Mayor, M., et al. 2005, A&A,
437, 1127
16 Oreshenko et al.
Santos, N. C., Mayor, M., Naef, D., et al. 2001, A&A, 379,
999
Saumon, D., & Marley, M. S. 2008, ApJ, 689, 1327
Saumon, D., Marley, M. S., Cushing, M. C., et al. 2006,
ApJ, 647, 552
Scholz, R. D., McCaughrean, M. J., Lodieu, N., &
Kuhlbrodt, B. 2003, A&A, 398, L29
Smith, V. V., Tsuji, T., Hinkle, K. H., et al. 2003, ApJL,
599, L107
Stephens, D. C., Leggett, S. K., Cushing, M. C., et al. 2009,
ApJ, 702, 154
Stock, J. W., Kitzmann, D., Patzer, A. B. C., & Sedlmayr,
E. 2018, MNRAS, 479, 865
Testi, L. 2009, A&A, 503, 639
Thore´n, P., & Feltzing, S. 2000, A&A, 363, 692
Tsuji, T., Ohnaka, K., & Aoki, W. 1999, ApJL, 520, L119
Valenti, J. A., & Fischer, D. A. 2005, ApJS, 159, 141
van Leeuwen, F. 2007, A&A, 474, 653
Supervised Machine Learning for Brown Dwarfs 17
APPENDIX
A. ADDITIONAL RESULTS FOR THE GRID COMPARISON
In Sect. 4.2 we present a model comparison by training the random forest on the HELIOS grid and testing it on
Sonora and Ames-cond. In addition to that comparison, we show the outcome of training and testing on the same
grid in this section. This allows us to evaluate how well the random forest can find and use the spectral features in
the spectra of each model to constrain the retrieval parameters. The corresponding results for the three model grids
are shown in Fig. 8 for the spectral wavelength ranges and spectral resolutions of the GJ 570D SpeX measurement
and the  Indi brown dwarfs taken by the ISAAC instrument, respectively. Analogously to Sect. 4.2, all spectra are
cut below 1.2 µm due to the model inconsistencies of describing the alkali line wings.
As expected, when only a single grid is used for testing and training, the predicted and actual values from the testing
set match much better than for cases where two different grids are used (cf. Fig. 4 and Sect. 4.2). It is noteworthy
that, as discussed before in Sect. 4.2, the effective temperatures are predicted with a much higher accuracy than the
surface gravities. Predicted log(g) values show a much wider scatter with respect to their real values. The ‘gravity
features” that the random forest tries to locate and use for the prediction of log(g), thus, seem to be less constrictive
than the one it uses to retrieve effective temperatures.
Overall, the gravity values seem to be better constrained for the spectral resolution of the  Indi brown dwarfs.
This resolution is roughly two orders of magnitude higher than the one provided by the SpeX prism used for the
500 1000 1500 2000 2500
Real T(K)
500
1000
1500
2000
2500
Pr
ed
ict
ed
 T
(K
)
R2 = 0.998
2 3 4 5 6
Real log(g)
2
3
4
5
6
Pr
ed
ict
ed
 lo
g(
g)
R2 = 0.971
0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
Real f
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
Pr
ed
ict
ed
 f
R2 = 0.968
(a) HELIOS, SpeX instrument
500 750 1000 1250 1500 1750 2000 2250 2500
Real T (K)
500
750
1000
1250
1500
1750
2000
2250
2500
Pr
ed
ict
ed
 T
 (K
)
R2 = 1.000
2 3 4 5 6
Real log(g)
2
3
4
5
6
Pr
ed
ict
ed
 lo
g(
g)
R2 = 0.998
0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
Real f
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
Pr
ed
ict
ed
 f
R2 = 0.995
(b) HELIOS, ISAAC instrument
500 1000 1500 2000 2500
Real T(K)
500
1000
1500
2000
2500
Pr
ed
ict
ed
 T
(K
)
R2 = 0.998
2 3 4 5 6
Real log(g)
2
3
4
5
6
Pr
ed
ict
ed
 lo
g(
g)
R2 = 0.984
0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
Real f
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
Pr
ed
ict
ed
 f
R2 = 0.954
(c) AMES-cond, SpeX instrument
500 750 1000 1250 1500 1750 2000 2250 2500
Real T (K)
500
750
1000
1250
1500
1750
2000
2250
2500
Pr
ed
ict
ed
 T
 (K
)
R2 = 1.000
2 3 4 5 6
Real log(g)
2
3
4
5
6
Pr
ed
ict
ed
 lo
g(
g)
R2 = 0.998
0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
Real f
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
Pr
ed
ict
ed
 f
R2 = 0.987
(d) AMES-cond, ISAAC instrument
500 1000 1500 2000 2500
Real T(K)
500
1000
1500
2000
2500
Pr
ed
ict
ed
 T
(K
)
R2 = 0.998
2 3 4 5 6
Real log(g)
2
3
4
5
6
Pr
ed
ict
ed
 lo
g(
g)
R2 = 0.970
0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
Real f
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
Pr
ed
ict
ed
 f
R2 = 0.933
(e) Sonora, SpeX instrument
500 750 1000 1250 1500 1750 2000 2250 2500
Real T (K)
500
750
1000
1250
1500
1750
2000
2250
2500
Pr
ed
ict
ed
 T
 (K
)
R2 = 1.000
2 3 4 5 6
Real log(g)
2
3
4
5
6
Pr
ed
ict
ed
 lo
g(
g)
R2 = 0.997
0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
Real f
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
Pr
ed
ict
ed
 f
R2 = 0.992
(f) Sonora, ISAAC instrument
Figure 8. Comparison of the random forest training and testing procedure using single grids. Upper panel: HELIOS, middle
panel: AMES-cond, lower panel: Sonora. The training and testing is performed for each grid individually on either the spectral
resolution and wavelength coverage of the GJ 570D spectrum taken with the SpeX prism (left-hand side) or the one from the
ISAAC measurement of the brown dwarfs in the  Indi system (right-hand side). Note that both, Sonora and AMES-cond cover
a smaller parameter range than HELIOS.
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measurement of GJ 570D. On the other hand, the ISAAC measurement of the  Indi Ba and Bb also offers a larger
wavelength coverage towards the infrared. In the feature importance plot for  Indi Bb shown in Fig. 7, a gravity
feature identified by the random forest can be seen at around 4 µm. These results suggest that constraining the
gravity with better precision might require a higher spectral resolution and wavelength coverage than provided by the
medium-resolution SpeX spectra.
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Figure 9. Posteriors for  Indi Ba.
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Figure 10. Posteriors for  Indi Bb.
