Abstract. We present a method for clockwise drawings of directed cyclic graphs. It is based on the eigenvalue decomposition of a skew-symmetric matrix associated with the graph and draws edges clockwise around the center instead of downwards, as in the traditional hierarchical drawing style. The method does not require preprocessing for cycle removal or layering, which often involves computationally hard problems. We describe an efficient algorithm which produces optimal solutions, and we present some application examples.
Introduction
Directed graphs are usually drawn with the desire to have edges pointing in the same direction, say, downwards, assuming that there is a general trend or direction of flow in the graph. The most popular and thoroughly researched drawing method is the Sugiyama framework [15] , which works well for directed graphs with no or only few cycles. After preprocessing, in which some edges are temporarily removed or reversed, the graph is acyclic, which allows all nodes to be assigned to layered in such a way that all edges point in the same direction.
Instead of discrete levels, nodes may also be assigned continuous vertical coordinates. Carmel et al. [2] minimize a hierarchy energy in which every edge in a directed graph induces a target height difference between the two incident nodes; an iterative optimization process computes coordinates which attain these height differences as well as possible. Sometimes, however, it is not appropriate to assume that there is an overall linear trend of direction; cycles may not just be considered as "noise", but as essential information which should be highlighted and conveyed in a drawing.
An alternative to the traditional style of hierarchical layouts are recurrent hierarchies [15] , which have long gone unnoticed until recently. Such drawings are read clockwise with respect to a distinguished point of origin. For constructing a drawing, a cyclic order on all nodes has to be found in which as many edges as possible point forward.
Sugiyama and Misue introduced a set of modifications of force-directed algorithms to get a cyclic orientation [14] . They use a concentric force field which rotates around the center and takes edges along, and report about satisfactory Clockwise drawings of the graph on the cover page of [8] . The crosses indicate the location of the origin, relative to which the configuration is oriented. The labels represent the layers in the original drawing.
experimental results for small example graphs. This method is intuitive and works for small graphs, but is, like many other force-directed methods, susceptible to local minima, sensitive to the choice of initial configurations, and not very scalable. Bachmaier et al. extend the traditional Sugiyama approach by a cyclic level assignment [1] . The lowest level is considered to be on top of the highest level; this modification renders some of the involved optimization problems N P-complete; for the combinatorial background of cyclic arrangements for directed graphs, see also [3, 11] . The assignment of levels to nodes in such a cyclic setting is done with various heuristics.
We describe a novel approach for drawing directed graphs in a cyclic style, which does not require a discrete leveling, and gives direct and, in a sense to be specified later, optimal solutions; see Fig. 1 for an example. Positions are given by eigenvectors of a matrix associated with the graph, which is technically similar in style to other spectral layout methods [10] , but conceptually different. We give the mathematical background and present a drawing algorithm which is efficient and easy to implement, together with some application results.
Preliminaries
In the following, let G = (V, E) be a directed connected graph with directed edges (u, v) ∈ E ⊆ V × V . The cardinalities of node and edge sets are denoted by n = |V |, m = |E|. When (u, v) ∈ E we say that u precedes v and v succeeds u. The sets of predecessors and successors of a node v ∈ V are denoted N − (v) and N + (v). Node coordinates are written as column vectors of the form x = (x v ) v∈V ∈ R n , and the norms of vectors and matrices are denoted by
Skew-Symmetry
Let A = A(G) = (a uv ) u,v∈V denote the adjacency matrix of G, with entries
We will assume in the following that between every pair of nodes u, v ∈ V there is at most one directed edge, and that there are no self-edges (v, v) . From the adjacency matrix, which is asymmetric in general, a skew-symmetric matrix is derived. A square matrix S = (s uv ) u,v∈V is skew-symmetric if and only if
with entries
for all u, v ∈ V . We will now use the eigenvalues and eigenvectors of S to obtain positions for every node and thus a drawing of G. Without loss of generality, the eigenvalue decomposition of S may be written in the form
where U ∈ R n×n is an orthogonal matrix whose columns are real unit length eigenvectors u 1 , . . . , u n ∈ R n , u i = 1 for all i ∈ {1, . . . , n}, and Φ ∈ C n×n is a diagonal matrix of complex eigenvalues.
Since S is skew-symmetric, the complex eigenvalues of S are purely imaginary and occur in conjugated complex pairs
with an additional singleton zero eigenvalue if n is odd. We will refer to a pair of eigenvalues ± √ −1φ i as the eigenvalue φ i . Without loss of generality we assume that the eigenvalues in Φ are ordered non-increasingly by their absolute magnitude, φ 1 ≥ · · · ≥ φ n/2 ≥ 0. With the i-th eigenvalue φ i (1 ≤ i ≤ n/2 ) a pair of eigenvectors u 2i−1 , u 2i is associated, which span a two-dimensional space frequently called (i-th) bimension.
Through orthogonal transformation, (4) can be brought into a slightly different form known as the Gower decomposition [5] 
which allows S to be written as a sum of n/2 elementary rank-2 matrices
all of which are skew-symmetric. An intuitive interpretation of the decomposition (7) is that each of the (at most) n/2 summands explains a share of the directional information expressed by S; the magnitude of the eigenvalue φ i is equal to the share of the ith bimension. Note that a pair of eigenvectors u 2i−1 , u 2i may be replaced by any orthogonal pair of vectors spanning the same two-dimensional space.
Clockwise Drawings
Each of the n/2 bimensions of S(G) may be used to obtain a two-dimensional drawing of a graph G = (V, E). Since φ 1 is the largest eigenvalue, the information expressed by the edges of G is best captured in two-dimensions by using the corresponding eigenvectors u 1 and u 2 as follows.
Positions for every node v ∈ V are simply obtained by setting
and using the entries x v , y v as the coordinates of v in two-dimensional Euclidean space. In such a configuration, the particular skew-symmetry s uv between two nodes u and v, which comes from the orientation (or absence) of the edge (u, v), is fitted by
This quantity is proportional to the signed area of the triangle of the positions (x u , y u ) and (x v , y v ) subtended by the origin, since
as illustrated in Fig. 2 . 
among all two-dimensional layouts x, y ∈ R n [6] . Intuitively, minimizing (10) tries to represent all directed edges with a correspondingly oriented triangle having positive unit area, while all non-adjacent pairs of nodes should be located on a line through the origin, forming a triangle with area zero; this may be interpreted as a global repulsion energy for non-adjacent node pairs.
Unlike distance-based layout methods, the origin and the relation of nodes to the origin are crucial for reading the clockwise drawing. The angle of a node's position is determined largely by the angle of its predecessors and successors. Since two eigenvectors spanning a bimension share the same eigenvalue, axes are not meaningful, and the configuration may be freely rotated around the center without modifying triangle areas and signs. Furthermore, it is not determined whether the bimension blocks in the block-diagonal matrix in (6) are of the form
so that the orientation is made clockwise or counterclockwise, as desired, by reflecting it on any line through the origin. Note that some edges may point against the desired orientation because the associated triangle areas are negative. Depending on the context, these edges may be visually highlighted, or re-oriented by letting them follow the opposite, longer way around the origin. Although the bimension for the largest eigenvalue is the best one can do with two dimensions in the sense of the criterion (10), drawings in other bimensions may also be helpful, since they visualize additional, less dominant parts of the directional information. A small graph and the layout in all possible bimensions is given in Fig. 3 . The second bimension explains as much as possible of the skew-symmetry remaining after removing the contribution of the first bimension from the sum in (7), and so on.
Implementation
There are some dedicated algorithms for computing the complete spectral decomposition (4) of a skew-symmetric matrix [12, 16] . Fortunately, we need only the largest eigenvalue and the two associated eigenvectors, and a simple power iteration is thus sufficient.
Since S = −S T and hence −SS T = S 2 , we can use the fact that the eigenvectors of S are identical to the eigenvectors of the symmetric matrix SS T = −S 2 , and power-iterate with SS T , which is convenient to handle computationally. An initial non-zero vector, which may be chosen randomly, is iteratively multiplied with SS T by carrying out the multiplication step
over and over again; in general, x will converge to the desired eigenvector [4] . Instead of materializing the matrix SS T , which would require O(n 3 ) real multiplication operations, the step (11) can be split intô Fig. 4 . Drawing curved edges using splines with control points
x ← Sx Sx (13) which encompasses only O(n 2 ) operations, assuming a constant number of iterative steps to achieve convergence. Furthermore, sparsity of a graph G, i.e., when S(G) has o(n 2 ) non-zero entries, may be exploited to obtain a power iteration with linear time per step. The power iteration process in (12) and (13) becomeŝ
which is just a linear scan over all edges, since only positions of adjacent nodes need to be accumulated; this is reminiscent of hubs and authorities [9] , where the eigenvectors of AA T and A T A are computed. The required second eigenvector of SS T is computed similarly, but with orthogonalizing against the first eigenvector after each step. Pseudo-code of an algorithm with running time and space complexity in O(n + m) per iteration step is given in Alg. 1.
To avoid unnecessary crossings by straight lines, edges may be drawn as clockwise curves around the origin, e.g., using splines. The corresponding control points are determined in a linear interpolation between the angles α u , α v , and the radii ρ u , ρ v of the nodes u, v by
Algorithm 1. Drawing a directed graph clockwise
Input: Directed graph G = (V, E) Output: Coordinate vectors x, y ∈ R n with positions for every v ∈ V x ← random, y ← random while x and y change significantly do
// scale eigenvectors to have length √ φ where 0 ≤ t ≤ 1; when k control points are used, t ∈ {0, 
An Application
A special class of directed graphs is called tournaments [7, 13] . A tournament G = (V, E) on n nodes is an orientation of the complete undirected graph on n nodes. Tournaments are a model for round-robin competitions in which everybody competes with everybody else, and every competition {u, v} for u, v ∈ V, u = v has a winner u and a loser v, say, which is represented by the orientation (u, v) .
Here we use a variant of tournaments, in which the underlying undirected graph is almost complete, but some edges are allowed to be missing because there are situations in which no winner can be determined. The method of clockwise drawing is applied to results of international football leagues in England, Germany, Italy, and Spain, in the seasons ending in 2006, 2007, and 2008 . In every season, between every possible pair of teams two matches are carried out, each team being the home team once. The tournament graph contains an edge (u, v) ∈ E when u dominates v, i.e., u has won more matches against v than v against u; ties are not considered. . Since all nodes are on the same side of a line through the origin, the signed triangle areas do not allow for cyclic node triples in this bimension. Thus, most of the dominance structure in the skew-symmetric adjacency matrix is intrinsically rather non-cyclic, and suggests that the classical hierarchical approach is actually more appropriate than the cyclic one. In the context of football matches, there is a clear tendency for strong teams to consistently dominate weaker teams and weak teams to be consistently dominated by stronger teams, with no or only few exceptions. In fact, a polar transformation easily transforms the half-circular arrangement into the traditional hierarchical drawing style. A natural ranking is given by the total order of angles of all nodes with respect to the origin, as they are given by their angular representation. The coordinates for node v after this polar transformation are given by
where atan2(·, ·): R 2 → [0, 2π] denotes the two-argument inverse of the tangent function implemented in most modern programming languages. ρ v represents the transformed clockwise rank of v and α v the amount of skew-symmetry of v with all other nodes. An example of such a half-clockwise configuration and its polar transform is given in Fig. 6 .
Conclusion
The decomposition of the skew-symmetric adjacency matrix yields a method for drawing directed graphs in a cyclic fashion and provides direct and unique solutions. The drawing area is oriented either clockwise or counterclockwise around a distingiuished center point; if necessary, the sense of rotation is inverted by reflecting one axis.
The algorithm is easy to implement because it requires only essential array operations and no sophisticated data structures. Since no cycle removal or level assignment is required, some of the computationally hard problems are avoided. The sparsity of the skew-symmetric adjacency matrix can be used to obtain a power iteration algorithm which runs in linear time per step and requires linear space. When discrete levels or radial level assignments are required, they may be obtained from the continuous coordinates by a quantization scheme. The clockwise configurations can be combined with the force-directed methods in [1, 14] . A straightforward extension would be to use non-uniform edge lengths. For strongly connected graphs, all distances are finite, and the analysis is also applicable to the corresponding skew-symmetric distance matrix.
While there is no space here for a detailed discussion of quantitative measures to characterize the cyclicity of a dominance relation, we would like to point out that clockwise oriented drawings and the distribution of the involved eigenvalues are useful for testing hypotheses about the cyclic or hierarchical structure of directed graphs.
Beyond the graph drawing application, we expect that the presented method is also useful for generating initial solutions to heuristic methods for general N P-hard arrangement problems [3, 11] .
