This study addresses seasonal climate forecasts using coupled atmosphere-ocean multimodels. Using as many as 67 different seasonal-forecast runs per season from a variety of coupled (atmosphere-ocean) models consensus seasonal forecasts have been prepared from about 4500 experiments. These include the European Center's DEMETER (Development of a European Multi-Model Ensemble System for Seasonal to Inter-Annual Prediction) database and a suite of Florida State University (FSU) models (based on different combinations of physical parametrizations). This is one of the largest databases on coupled models. The monsoon region was selected to examine the predictability issue. The methodology involves construction of seasonal anomalies of all model forecasts for a number of variables including precipitation, 850 hPa winds, 2-m/surface temperatures, and sea surface temperatures. This study explores the skills of the ensemble mean and the FSU multimodel superensemble. The metrics for forecast evaluation include computation of hindcast and verification anomalies from model/observed climatology, time-series of specific climate indices, and standard deterministic ensemble mean scores such as anomaly correlation coefficient and root mean square error. The results were deliberately prepared to match the metrics used by European DEMETER models. Invariably in all modes of evaluation, the results from the FSU multimodel superensemble demonstrate greater skill for most of the variables tested here than those obtained in earlier studies. The specific inquiry of this study was on this question: is it going to be wetter or drier, warmer or colder than the long-term recent climatology of the monsoon; and where and when during the next season? These results are most encouraging, and they suggest that this vast database and the superensemble methodology are able to provide some useful answers to the seasonal monsoon forecast issue compared to the use of single climate models or from the conventional ensemble averaging.
Introduction
In recent years, a number of papers have addressed seasonal forecasts of the Asian monsoon. These studies have examined impacts from a range of parameters such as the role of land surface processes, soil moisture and sea surface temperatures (SSTs) anomalies on interannual variability. Shen et al. (1998) , Douville et al. (2001) and Douville (2002) addressed soil moisture impacts, and Molteni et al. (2003) addressed impacts of SST anomalies. Most of these studies utilized atmospheric gen-eral circulation models (AGCM; a list of acronyms is presented in Table 1 ) where the SST anomalies and sea ice were prescribed. The important message from these studies was a clear sensitivity of the Asian summer monsoon to the lower boundary physics such as land surface processes, soil moisture and SST anomalies, especially over the equatorial Pacific and the Indian Ocean. Slingo and Annamalai (2000) looked at the response of the Indian summer monsoon to the major El Niño SST anomalies of the year 1997. They also compared their results with another major El Niño event of 1982. They noted that strong El Niño does not always affect the Indian monsoon rainfall in the same manner. The monsoon of 1982 was very deficient in rainfall, whereas the monsoon of 1997 encountered heavier than normal rains. They attributed such differences to the manner of excitation of the Hadley and Walker circulations. They noted that the Walker circulation responses for the two contrasting years were affected by the latitudinal location of the rising branch of the Hadley circulation. Those were the factors other than the equatorial Pacific SST anomalies. Indian Ocean SST anomalies and the Indian Ocean dipole phenomena in particular can modulate the local Hadley circulation and the associated monsoon rainfall (Behera et al., 1999; Ashok et al., 2001 Ashok et al., , 2004 . Multimodel based ensemble and superensemble forecasts of the monsoon have been addressed by Krishnamurti et al. (2000a) , Wang et al. (2004) , Kang et al. (2002) , Wu et al. (2002) and Krishnamurti and Kumar (2004) . Several of these studies were based on AGCM with prescribed lower boundary conditions. The coupled model based studies, such as Fu et al. (2002) and Krishnamurti et al. (2003) , concluded that these coupled simulations are promising for better prediction of the Madden-Julian Oscillations (MJO) and hence of the intraseasonal oscillations that have a large control on the monsoonal dry and wet spells. The use of multimodel ensemble mean has shown some improvement in monsoon forecasts over those of single models.
The FSU superensemble appears to do better than an ensemble mean because it deploys weights (for combining models) that are based on past performance and vary three-dimensionally for each model and for each variable at each geographical and vertical coordinates. By deploying as many as 10 7 weights for the training phase, it seems to reduce RMS error of the forecasts.
Some of our earlier research applications on seasonal climate forecasts involved the AMIP1 and AMIP2 global multimodel climate data sets covering long integration over a period of decade each using atmospheric general circulation models (Gates et al., 1999) . These models share the same fields of SST and sea ice. The models are quite diverse in their structure, resolution, and physical parametrizations. These integrations were produced by a global community of modellers. The data sets for these experiments were managed by the Lawrence Livermore Laboratory in California. In a recent study, Krishnamurti et al. (2000a) selected some 13 models of AMIP1 to examine the monsoon forecasts based on the detailed evaluation of these data sets by Gadgil and Sajani (1998) . A string of 8 yr of forecasts was used to develop the training phase and it was noted that individual models show considerable variability in skill, and the results from the superensemble reduced the meridional wind RMS error from 3 to 4 m s −1 to the level of 1 m s −1 consistently. Such improved results from the conventional superensemble were noted for many variables (Krishnamurti et al., 2000a) . A marked improvement in the forecasts of seasonal precipitation from the superensemble was also noted from these AMIP data sets. This AMIP exercise did not address how much improvement in rainfall anomalies (above those of climatology) was possible from the conventional superensemble. That is being addressed in the context of the multimodel suites of coupled atmosphere ocean models in this paper. Since the lower boundary parameters such as sea ice and SST are explicitly predicted in coupled models, their skills in monsoon forecasts need to be compared with the AMIP type results. A host of studies have addressed the monsoon predictability issues over seasonal time scales (Ji and Vernekar, 1997; Schubert and Wu, 2001; Sperber et al., 2001; and several others) . All these studies note poor performance of forecasts in predicting Asian monsoon a season in advance. They attribute these difficulties to the large internal variability of the monsoon with somewhat less of a control for the local boundary forcings. In recent observational studies on monsoon seasonal climate, much emphasis has been placed on the combined roles of the Pacific and Indian Ocean SST anomalies (Anderson, 1999; Ashok et al., 2001; Gadgil et al., 2003; Ashok et al., 2004) . Exploring the monsoon climate from coupled models is worthwhile to study the mutual interactions of the atmosphere and ocean over these different basins. A number of recent studies on the MJO/ISO simulations related to the monsoon climate have also emphasized the need for coupled models Kemball et al., 2002; Inness and Slingo 2003) . A purpose of the present study is to demonstrate This study at first examines the 'mean Asian summer monsoon' from the FSU global coupled model in terms of the lowlevel winds and the precipitation fields. Then the DEMETER and the FSU coupled model hindcasts were used separately to prepare the multimodel based seasonal climate forecasts for various fields. The multimodel ensembles were built in two stages. First, statistical correction is applied to each model's hindcast (precipitation and surface temperature), which was determined by regressing the leading PCs of simulated precipitation onto those of observed precipitation. This is called the 'synthetic database'. Second, a weighted average of the individual model statistically corrected hindcasts was made with the weights obtained by minimizing the mean square error of the combination over a training period called the 'Synthetic Superensemble'. It is shown that the multimodel forecasts are better than the simple ensemble mean.
Models/data sets
Two sets of data from coupled models are used in the present study and are described below.
DEMETER models
These models are described in Palmer et al. (2004) . The following is a list of European Coupled Seasonal Climate Models that fall in this category: (1) Three coupled models from France (CERFACS, LODYC, METEO FRANCE) (2) the ECMWF Coupled model (3) the UK Met office Coupled model (4) an Italian model INGV and (5) a model from Germany (MPI). Each seasonal forecast had a 1 month lead time. Data from 4 month forecasts were selected for each initial condition, covering the years 1987-2001. These seven coupled models carried an ensemble of nine forecasts each for each start date. Those ensembles were constructed using wind and SST perturbations on the respective initial conditions. In all some 3780 seasonal forecasts were available from the DEMETER database. An initial ensemble mean of these nine-member forecasts was performed to reduce the number of total DEMETER forecasts to seven members. Table 2a describes some features of these coupled models.
FSU suite of coupled models
These four identical models share the same initial coupled data assimilation, resolution, dynamics, and most of the physical parametrizations except for the cumulus parametrization and the radiative transfer algorithms. This study uses two versions of the cumulus parametrization and two versions of radiative transfers following Krishnamurti et al. (2002) in the design of these FSU coupled models. These are summarized in the Table 2b . The relevant references for these algorithms for convection and radiation are Krishnamurti and Bedi (1988) , Grell (1993) , Chang (1979) , and Lacis and Hansen (1974) . The FSU coupled model combines the FSU global spectral model and the Hamburg Ocean model (Latif, 1987) . A schematic outline of the FSU coupled model strategy is described in Fig. 1 . The model's performance is described in Krishnamurti et al. (2002) . The model experiments contain the following two components in its data assimilation. (1) An ocean spin up component: Using monthly mean surface winds from the ECMWF reanalysis and the Reynold's SST fields, we first spin up the ocean with the ocean model alone. Here Newtonian relaxation of the observed SST and imposed wind stresses drives the ocean for all the 11 yr period. Details of this procedure are presented in LaRow and and Krishnamurti et al. (2000b) . (2) Coupled assimilation: A coupled assimilation phase utilizes the FSU coupled model, where a physical initialization following Krishnamurti et al. (1991) and a Newtonian relaxation assimilate the atmospheric and oceanic data sets. Here the observed rain rates used in the physical initialization are derived from DMSP/SSMI based on microwave scattering temperatures and the NASA TRMM satellites. This assimilation also includes a Newtonian relaxation for the observed SSTs. This is all done with daily rainfall and weekly Reynold's SST data sets. In this process, the model based daily rainfall totals are brought to a close agreement with observed (analysis) precipitation at the same resolution. This assimilation tries to retain the temperature of air and the rotational parts of the winds of the ECMWF's daily analysis using a hard nudging, while permitting the divergent part of the wind, the surface temperatures; the humidity fields and the convective heating profiles to evolve with a soft nudging. The choices of relaxation coefficients for the nudging are presented in Krishnamurti et al. (2002) .
Using the aforementioned four versions of the coupled model, we carried out about 720 experiments, one experiment per month, over the period [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] . Data sets of wind components, air temperatures, humidity, pressures, geopotential heights, precipitation, surface fluxes, and components of diabatic heating, SST, subsurface temperature, and salinity over global oceans and the ocean currents were archived for all forecasts starting at intervals of every 15 days. Combining the DEMETER and the FSU components, a total of 11 global coupled ocean-atmosphere models provided data sets for a total of 4500 seasonal forecast experiments.
Mean monsoon in the FSUCGCM

Simulation of the wind field and precipitation
In the validation of any climate model, it is important that the current climates from the model and from observation/analysis are carefully compared. In this section, we focus on the quality of simulations for the Asian monsoon region by the 'Florida State University Coupled Ocean-atmosphere General Circulation Model' (FSUCGCM) for the summer monsoon season. The predictability and the interannual variability of Asian summer monsoon rainfall in a model are dependent on how well that model simulates the climatological mean monsoon (Sperber and Palmer, 1996) . Models with better rainfall climatology generally have less systematic errors and can have somewhat higher ability to simulate interannual variations. Climate drift is almost inevitable in coupled ocean-atmosphere models. Oftentimes the climate drift can be larger than the interannual signal. This section explains the model climate and any possible drifts. The mean features of summer monsoon and its variability, produced by the FSUCGCM seasonal forecasts were investigated for the period 1987-2001. Lower level wind flow patterns and rainfall associated with the summer monsoon season were examined. The observation based mean fields were compared with simulated fields by this coupled model for June, July and August (JJA) period. The overall spatial low-level wind flow patterns and the precipitation distributions over the Indian continent and adjacent oceanic regions were comparable to the respective monthly mean and seasonal mean analyses. In this sense, the coupled model was able to capture the large-scale features of monsoon circulation and the associated rainfall quite reasonably. Some of these fields are illustrated in this section.
The observed winds (from ECMWF 40 yr reanalysis) and the seasonal climatological forecast errors for the 850 hPa level winds for months 1, 2 and 3 of forecasts are shown in Fig error distribution during this period (for the ensemble mean) of the FSU models is shown in Figs. 3b-d. In all these forecasts the heaviest total rain is underestimated by almost 4 mm day
mainly over the Bay of Bengal and over the eastern Equatorial 
SST Simulations and their impacts on the monsoon
Numerous observational studies have addressed the impacts on the Indian monsoon rainfall from the El Niño and the Indian Ocean Dipole (Rasmussen and Carpenter, 1983; Anderson, 1999; Barnett, 1983; Behera et al., 1999; Murtugudde et al., 2000; Rao et al., 2002; Saji et al., 1999; Webster et al., 1999; Vinayachandran et al., 2002; Nath, 2003, 2004; Rao et al., 2004) . Often an El Niño year is associated with below normal monsoon rainfall over India. El Niño frequency is once in roughly 4-6 years. Another important feature is the Indian Ocean Dipole, which is an east-west seesaw of convection and OLR over the near-equatorial Indian Ocean. These two centres of action are located near 60 • E and 100
• E, respectively. From an analysis of over 100 yr of rainfall and its relationships to El Niño, it was seen that in only over 50 % of the years, the wellknown inverse relationship between the equatorial Pacific SST anomaly and the Indian monsoon rainfall has been noted. The Indian Ocean Dipole appears to be another important contributor to the monsoon rainfall anomalies (Ashok et al., 2001; Gadgil et al., 2003) . The influence of the Indian Ocean Dipole is subtler; when the western lobe of the dipole is more active with convection, Indian monsoon rainfall activity tends to be above normal and the converse is the case for the western lobe. Gadgil et al. (2003) have arrived at a lower tropospheric wind index that is also related to this dipole, called EQUINO. Southern trades over the near equatorial Indian Ocean are somewhat weaker during seasons of above normal Indian monsoon rainfall activity. The converse is the case during the opposite phase of this dipole. By combining this wind index and the southern oscillation index, Gadgil arrived at a measure that appeared to carry a very high degree of skill for the nowcasting of Indian monsoon rainfall from a combined index where the influence of the two ocean basins is considered. Both the western and eastern poles of the IOD influence the ENSO impact on the monsoon, and this phenomenon was studied extensively by Ashok et al. (2004) using a series of AGCM experiments. The results of these experiments qualitatively support Gadgil et al. (2003) work discussed above. In the context of the coupled model results from the synthetic superensemble, we can examine some of our results of forecasts in order to enquire whether or not the model carries some reasonable fidelity of these measures. Figures 6 and 7 contain several graphs, based on observed and coupled model-based forecasts that illustrate the El Niño and Indian Ocean Dipole SSTA simulations. These are the ensemble mean forecasts based on the suite of four FSU models. The observed SST anomalies for the Niño 3.4 region are plotted along with the forecasts (at end of the months 1, 2 and 3). These are very closely predicted for month 2 of the forecasts. The RMS errors and the anomaly correlations of the time series for months 1, 2 and 3 of forecasts are indicated within the respective panels of the figure. The RMS errors increase as the lead time of the forecast increases (0.25 K for month 1, 0.47 K for month 2 and 0.57 K for month 3). The anomaly correlations carry a value as high as 0.97 for month 1 of forecasts and reduce to 0.89 and 0.82 for months 2 and 3 of forecasts. Moreover, forecast of SSTA for months 2 and 3 shows the growth of small phase errors. Overall, the FSU model is able to capture the entire essential SSTA variability very reasonably over an entire season for several cycles of the El-Nino occurrences. A realistic handling of the SST anomaly in the west Pacific and the Indian Ocean region are a prerequisite for the monsoon rainfall simulations. Such realistic agreement of the observed and the modelled rainfall variability was illustrated in Fig. 4 for the monsoon region, where we noted the essential variability of the total monsoon rainfall over India being well captured. Compared to the performance of the individual member models, the ensemble mean appears to illustrate the total rainfall variability very well. The simulation of the Indian Ocean Dipole is illustrated from a plot (Fig. 7) of the difference in SST between the western and the eastern designated regions. Here again we compare the plots of the observed and the ensemble mean based forecast differences. It is clear that in these two to four month forecasts the model is able to capture the seesaw of the dipole behaviour in the SST anomalies. A reasonable high skill for month 1 of forecasts for the RMS error and anomaly correlation (0.29 K and 0.84, respectively) can be noticed. For months 2 and 3, these skills are 0.40 K and 0.66, and 0.50 K and 0.42, respectively. Of special interest for seasonal monsoon forecasts are the SSTA over the Niño region (Fig. 6 ) of the equatorial Pacific Ocean and the near equatorial dipole seesaw of the Indian Ocean (Fig. 7) . The interannual variability of those features was handled well by the FSU model.
Multimodel ensemble forecasts
Conventional superensemble methodology
The superensemble technique (Krishnamurti et al., 1999) produces a single forecast derived from a multimodel set of Tellus 58A (2006), 4 forecasts. Forecasts from this methodology do carry the highest skill compared to participating member models of the ensemble, and they carry skills above those of the bias-removed ensemble mean representation. The strategy for the multimodel superensemble partitions the forecast time line into two components. The first of these, called the training phase, utilizes the multimodel forecasts and the observed (analysis) fields to derive model performance statistics. The second phase, called 'the forecast phase', utilizes the multimodel forecasts and the aforementioned statistics to obtain superensemble forecasts into future. During training, with the use of benchmark observed (analysis) fields, past forecasts are used to derive statistics on the past behaviour of the models. Given a set of past multimodel forecasts, we have used a multiple regression technique (for the multimodels), in which the model forecasts were regressed against an observed (analysis) field. This utilizes a least squares minimization of the difference between anomalies of the model and the analysis fields in order to determine a distribution of weights. These regression coefficients associated with each individual model conceivably can be interpreted as a measure of that model's relative reliability for the given point over the training period. For each model prognostic variable, the purpose of training is to evaluate model biases geographically and vertically. This being done for m multimodels at n grid points (along the horizontal and vertical) for p variables and q time intervals constituted as many as m * n * p * q statistical coefficients (which came to around 10 7 weights). This degree of detail for the construction of the superensemble was found necessary. The methodology for this conventional procedure consists of a definition of the superensemble forecast:
where S is the superensemble prediction, O is the observed time mean, a i are the weights for individual models i, F i is the predicted value from model i, F i is the time mean of prediction by model i for training period, and N is number of models. The weights are computed at each of the grid points by minimizing the objective function G for the mean square error of the forecasts:
where 't' denotes the length of a training period. In this conventional superensemble methodology a collection of a sequence of individual forecasts from several models are subjected to a multiple regression against the observed (or assimilated) counterpart fields. These multiregression coefficients are collected for a training phase of the superensemble. The length of this training data phase varies for each type of forecast addressed in this paper. These statistics, collected during the training phase are simply passed on to a forecast phase of the superensemble. In this forecast phase, we again have forecasts, from the same member models, that are corrected for their past collective behaviour. This type of local bias removal is more effective compared to a conventional bias removed ensemble mean. The later assigns a weight of 1.0 to all models after bias removal. The superensemble includes fractional and even negative weights depending on past behaviours. In a probabilistic sense also, the superensemble probability forecasts are somewhat better than the multimodel bias-removed ensemble at any threshold level (Stefanaova and Krishnamurti, 2002) .
Synthetic superensemble methodology
A variant of the above conventional super ensemble formulation was necessary for improved skills for seasonal climate forecasts (Yun et al., 2005) . From the member model forecast data sets, additional data sets named the 'Synthetic Data sets' were generated in this variant of the superensemble that contributed towards major improvements of the skills for seasonal climate forecasts. The synthetic data set is created from a combination of the past observations and past forecasts. A consistent spatial pattern is determined among the observations and forecasts. This is simply a linear regression problem in the EOF space. Sets of such synthetic forecasts are then obtained, one for each available forecast, for the creation of superensemble forecasts. The method of creating the synthetic data and the associated statistical procedure is described below.
The time series of observation can be written as a linear combination of EOFs such as,
where n is the number of modes selected. The two terms on the right hand side of above equation represents the time (principal component PC) and space (EOF) decomposition, respectively. PC time series P(t) represents how EOFs (spatial patterns) evolve in time. PCs are independent of each other. Similarly the forecast data can be projected into the PCs and EOFs for i member models,
Here index i represents a particular member model. i can vary from 1 to m. We are interested in knowing the spatial patterns of forecast data, which evolve in a consistent way with the EOFs of the observation for the time series considered. Here we use a regression relationship between the observation PC time series and a number of PC time series of forecast data,
In the above equation the observation time series P(t) is expressed in terms of a linear combination of forecast time series F(t) in EOF space. The regression coefficients α n are found such that the residual error variance E(ε 2 ) is a minimum.
Once the regression coefficients are determined, the PC time series of synthetic data can be written as:
Then the synthetic data set is reconstructed with EOFs and PCs as:
These synthetic data (m sets) generated from m member model's forecasts are now subjected to conventional FSU superensemble technique described earlier (Section 4a). Further details on the synthetic superensemble are described in Yun et al. (2005) . The whole idea of this methodology is to filter out the components in the forecast that do not contain information about the future state of the climate, and to improve the forecasts by replacing biased versions of the patterns of variability contained in the forecasts with their observed counterparts. In the EOF construction, the global data was used always and the first 55 EOFs were utilized both for the observations and model forecasts. There was no marked improvement in results beyond these 55 EOFs. All the results pertaining to the skill scores discussed in the subsequent sections are from this 'Synthetic Superensemble' method described here.
Construction of the superensemble
It has been mentioned in Section 2 that two sets of seasonal forecasts from coupled atmosphere-ocean models were available for this study: the DEMETER set of models (seven in total) and the FSU set of models (4 in total). Monthly mean forecasts for 0 to 5 months in advance were available from both these suite of models during the years 1987-2001. However, in the construction of the superensemble for this study both these data sets were treated separately to calculate seasonal forecasts. The reason is that the use of three-monthly averaged data sets versus monthly data set to create the superensemble has an impact on skill scores. The DEMETER forecasts started at every 3 months (and forecasts are available for 0 to 5 months lead time). Therefore a single lead-time forecast was available for only at every 3 months in this data sets (e.g. 1-month lead time forecasts are available for March, June, September and December). Hence, a monthly time series with a constant lead time forecast was not possible to create for the DEMETER models. On the other hand, four FSU model data sets were available at lead times of 1, 2 and 3 months for every month of the calendar. This provides an opportunity to compare the skill of the superensemble created with monthly and seasonal mean data sets. A marked improvement in skill was noticed from the use of the continuum seasonal forecasts that are made every month as compared to the seasonal forecasts made every 3 months. Figure 8 shows such a result from the suite of FSU models. Here the superensemble was created in two different ways. In the first case the 1, 2 and 3 month lead time forecasts of the models were averaged to create four seasonal forecasts every year. This way there were 60 seasonal forecasts for the 15 yr. The superensemble forecast was created from this data sets using cross-validation technique (we will call it 3 month mean superensemble). In the second case separate monthly time series were created for 1, 2 and 3 month lead-time forecasts, and three different superensemble forecasts were created using cross-validation technique for each of these time series. These superensemble forecasts are at 1, 2 and 3 month lead time. Now seasonal means were made from these forecasts (call it month 123 mean superensemble) to compare with the 3 month mean superensemble created by the other method (described above). Another noteworthy feature of this result is that the ratio of the magnitude of the improvements for RMS errors and anomaly correlations during different years (except 1992) were roughly constant. In other words a higher improvement in RMS error was associated with a higher improvement in anomaly correlation and vice-versa. This shows that the overall forecast skill of the superensemble was improved using monthly mean forecast data as compared to seasonal mean forecast data of the same set of models.
Results and discussion
Precipitation forecast skills
This section addresses specific improvements in the skill of seasonal climate forecasts for individual seasons. Here the skills of member models, their ensemble mean, and the superensemble are compared. Figure 9 illustrates the error statistics (RMS errors and anomaly correlation) for seasonal forecasts of total precipitation covering the summer months (June, July and August). except for the one being addressed, are made a part of the training database successively. This was necessary since the data length was still quite small for the optimal development of a training phase (Krishnamurti et al., 2000a) . Various bars in the skill score diagram indicate member models, ensemble mean (EM), ensemble mean of the synthetic data (SEM), the climatology (Cli) and the synthetic superensemble forecasts (SSE), respectively. Also shown, as numbers at the top of the panels against each years for the RMS errors, is the confidence level at which the SSE forecast is different compared to the EM forecast using a t-test.
Results presented in these illustrations convey the same essential message, that is, a stepwise reduction of errors from the member models to the ensemble mean and finally to the best product, that is, the synthetic superensemble. The RMS errors for the member models are almost a factor of two larger than that of the synthetic superensemble. The right most groups of bars show the 15 yr summary of forecast improvements. Overall, the RMS errors are reduced considerably, since a reduction of RMS is a built in feature for the design of our superensemble (eq. 7). This reduction was significant at more than 90% level for 14 out of the 15 yr of simulations for DEMETER models and for 7 out of the 15 yr of simulations for FSU models. And on the average (Mean), there were some improvements in the anomaly correlations (Figs. 9b and d) , but not well marked. In principle, it is possible to design a superensemble for the improvement of the anomaly correlation in its own right. This is currently being explored to the design of a superensemble that can jointly reduce the RMS errors and enhance the anomaly correlation at the same time. This will be reported in a future publication. The quality of forecasts from the ensemble mean and the superensemble are reasonable and match the high skills for the AMIP-based superensemble (Krishnamurti et al., 2000a) . The AMIP seasonal precipitation forecast skills over the monsoon domain were quite high since they were based on specified observed lower boundary SST anomalies and sea ice. As stated previously, many authors have noted a lower skill for the seasonal forecasts of the monsoon. A premise that seasonal forecasts of the monsoon precipitation are influenced by internal dynamics, as contrasted from a boundary forcing, has been offered as a possible explanation for these lower skills. Since internal dynamics and boundary forcing are not mutually exclusive (i.e. one influences the other) in a non-linear system, such a partitioning of explanations is questionable. In a seasonal forecast a first month's boundary forcing can easily generate an internal (variability) dynamics for the next month. Thus, the reasons for poorer monsoon forecasts still are not quite apparent.
The monsoon precipitation forecast skills from the individual member models do reflect large RMS errors and a lower skill for the anomaly correlations. A marked reduction of the RMS errors from the synthetic superensemble and the synthetic ensemble mean was noted. These results are based on the DEMETER database; the suite of FSU coupled models and the combined suite of all models also show similar skill improvements from the synthetic superensemble. Improvements for the anomaly correlation skills are somewhat less compared to those for the RMS errors. In the following paragraphs the question as to how much improvement in the geographical distribution of seasonal total rainfall and the seasonal rainfall anomalies are obtainable from the use of the synthetic superensemble is addressed. It is also required to assess the improvement from the synthetic superensemble compared to those of the member models and that of the climatology.
Typical examples of the seasonal total rainfall forecasts over the monsoon region are illustrated in Fig. 10 from the FSU suite of models. All these forecasts use a lead time of 1 month. An average of these 3 months defines the seasonal rainfall forecast. This figure also shows the observed seasonal totals for JJA from the Xie and Arkin (1997) observed anomalies. The individual member models' monsoon rainfall forecasts from the coupled suite of the present study were not very impressive as compared to the ensemble mean and the superensemble. Their RMS errors for the member models were 0.5-1.0 mm day −1 larger than those of the synthetic superensemble (Fig. 9c) . In spite of this, much superior performance of the synthetic superensemble was noted, and the following interpretation for these skills for the total rainfall forecasts can be offered. The member models carry large systematic errors that render their scores rather low, whereas the superensembles by virtue of their ability to correct such systematic errors can perform 'better'. That 'better' may be no more than the ability of the superensemble to push its forecast towards a better climatology. If that is all that the synthetic superensemble does, then one needs to ask about the skill for the seasonal precipitation anomalies, which are central to any climate forecast. Figure 11 illustrates examples of precipitation anomaly forecasts. These anomalies are calculated with respect to the observed and the forecast seasonal mean values to define the observed or the forecast anomalies, respectively. These anomaly correlations are generally of the order of 0.2-0.5 over the monsoon domain, thus the overall skill of forecasts for the seasonal anomalies is small for these member models. Those skills were only slightly better for the synthetic superensemble. Some examples of seasonal rainfall forecast anomaly fields do seem very encouraging in that they do seem to provide some useful guidance on where to expect above or below normal monsoon rains a season in advance.
Next, some rainfall forecast examples from DEMETER and FSU coupled models are illustrated. The total seasonal precipitation forecasts for years 1999 and 2000 from the different models are shown in Figs. 12 and 13, respectively. These are examples for a relatively dry and a wet season, respectively (defined with respect to the mean values as seen in Xie-Arkin data set). During the 1999 season, there were two belts of heavy seasonal rain over the west coast of India, northern Bay of Bengal and southern Indochina. The rest of the Asian monsoon region experienced lesser rains. In Fig. 12 we show the fields of total rain during 1999. The individual models carry several different seasonal totals in their predictions for 1999. The differences between the member models' total seasonal rain and the observed total are larger than conventional anomalies that are normally projected. Among the several panels shown, the only seasonal predicted rainfall totals that closely resemble the observed counterpart for the year 1999 are from the synthetic superensemble. The ensemble mean from the suite of four FSU models capture the features for the year 1999 but the amplitudes seem to be somewhat smaller. Among the seven DEMETER models, the UKMO model (that carries the high resolution for the ocean model) captures the Bay of Bengal feature reasonably; the Arabian Sea coastal rain over India is somewhat underestimated, and it fails to capture the rainfall maxima over Indochina. Furthermore, this best model among the DEMETER suite has a belt of heavy rain into the north central India stretching from the Bay that is somewhat overestimated. A corresponding set of figures for the year 2000, a relatively wet monsoon, is shown in Fig. 13 . The total rainfall for the summer season is again best predicted Fig. 12 . An example of seasonal forecast of precipitation (mm day −1 ) for a relatively dry monsoon year 1999 is shown. The observed estimates from Xie and Arkin (1997) , from the member models of DEMETER and those from the ensemble mean of the four FSU models and those from the FSU synthetic superensemble are shown.
by the synthetic superensemble. These observed totals for the year 1999 and 2000 do look quite similar, even though one is a below normal rainfall year and the other is an above normal year. Models with poor rainfall climatology show rather large departures in the total rainfall for the season. Furthermore, these same member models exhibit large departures for their rainfall totals from one year to the next. The model climatology over the monsoon region is sensitive to many model features that contribute to such errors. These member model rainfall totals for the year 2000 depart considerably from the observed totals. Thus, it becomes a little difficult to place much credence to the member model based anomaly forecasts when they are calculated with respect to their own individual mean fields for that year. This is one of the reasons why the monsoon forecasts over seasonal time scale have been one of the most difficult areas. Some models, such as the UKMO, show excessive total rains (Fig. 13) in the interior of India over the Gangetic and Brahamputra valley regardless of whether it is a relatively dry or a wet year. The important message here is that from a construction of the synthetic superensemble, it is possible to remove such seasonal biases for seasonal forecasts of monsoon rainfall. Figures 14 and 15 show the seasonal anomaly forecasts for the years 1999 (dry) and 2000 (wet). The observed rainfall anomalies for 1999 show a spread of negative anomalies except over northeastern India and Bangladesh. The synthetic superensemble reasonably reproduces that spread of negative anomalies. The synthetic superensemble, however, fails to capture the enhanced positive rainfall anomalies north of the Bay of Bengal over land. When the member models' performance was examined, it was noted that most of the models have failed to predict the distribution of seasonal rainfall anomalies. The ECMWF, INGV, LODYC, UKMO and other DEMETER models predict strong positive anomalies, that is, above normal rain, over most of northern India during this season when below normal rains were observed. Given this spread, it is possible to correct these biases from the construction of synthetic superensemble, which was also superior to the ensemble mean for the precipitation anomalies over central/peninsular India and southern Indochina) carries an alternating (west to east) anomaly pattern. Below normal values over the central Arabian Sea, a wet area over central/peninsular India, a below normal anomaly over the northern Bay of Bengal, and a wet anomaly over southern Indochina are seen in these observed fields. The synthetic superensemble reasonably reproduces these features. Among the DEMETER models, the alternating (west to east) pattern was only seen for the LODYC model of France and the UKMO coupled model. These two did capture the general features quite well, although the northern India rainfall had a somewhat excessive spread of heavy rains, which was also reflected in the UKMO model forecasts. The ensemble mean (bottom left panel) does not capture the below normal rain over the central Arabian Sea. Overall, the synthetic superensemble seems to carry the seasonal forecasts of these wet and dry spells somewhat better than the member models and the ensemble mean.
To examine the probabilistic skills of the superensemble forecasts, the Brier Skill Score was computed, which is a measure of the improvement of a probabilistic forecast relative to a climatological forecast. Ideally, a forecast for X% probability of a certain event (e.g. precipitation exceeding a given threshold) would verify X% of times. Figures 16(a)-(c) illustrates the observed frequency vs. the forecast probability of precipitation anomaly (over the monsoon domain) exceeding 1, 2 and 3 mm day −1 . The ensemble mean (denoted by EM) tends to systematically overestimate the probability of events, while the superensemble (denoted by SSE) and the synthetic ensemble mean (denoted by SEM) tend to be somewhat underestimating it. The reliability (measured by the closeness of the forecasts to the 45 degree line) of the superensemble and the synthetic ensemble mean is higher than that of the ensemble mean. The Brier Skill Score accounts for both the reliability and the resolution of probabilistic forecasts (the latter being the ability of the forecasts to correctly produce probabilistic forecasts away from the climatological probability). The overall skill score of both superensemble and synthetic ensemble is higher than that of the ensemble for most thresholds, with the amount of improvement increasing with increase of the threshold value (Fig. 16d) . 
Seasonal predictions of SSTs and surface air temperatures
From the suite of four FSU coupled models we archived the SSTs and the predicted land surface temperatures. The DEME-TER database that was provided to us by ECMWF did not include the SST fields; instead, they provided air temperature at the 2 m level. We have constructed two separate synthetic superensembles from these respective data sets (one for SSTs and one for 2-m air temperatures). That exercise based on the total data sets, described in section 2, was very worthwhile. Figures  17a and b show the RMS and the anomaly correlation from these two databases (FSU and DEMETER), respectively. These cover the regions of the tropics between 30
• S to 30
• N. The results in both cases are most striking. The RMS errors of the SSTA and surface air temperatures are both drastically reduced from values around 4
• to 5
• C (for the member models) to 1 • C (for the synthetic superensemble) and, for surface air temperature, from values around 1 to 2 • C to 0.5 • C for the DEMETER models. This shows that the synthetic superensemble is a powerful tool for handling of the SSTA and the surface air temperature forecasts. It is also interesting to note that RMS errors of the synthetic superensemble do not show any marked variations in skill during the transition from an El Niño to a La Niña year, of which several were present during the years covered by our forecast phase. Given such improvements in the SSTA and air temperature's seasonal forecasts it should be possible to improve the forecasts of air sea interaction, that is, the surface fluxes from this product. The inset panels on the far right of each diagram (Fig. 17) show the summary for the 15 yr of forecast, which clearly indicates an overall marked reduction of RMS errors. The anomaly correlations of these fields were also calculated and some improvements from the synthetic superensemble were noted. The member model values were around 0.4 and were raised to the level 0.5 for the synthetic superensemble for both the SST and land surface temperature data sets from the FSU coupled model forecasts and for the 2 m temperatures of the DEMETER. Some examples of field distributions of the SST (based on the FSU coupled model) and of the surface air temperatures based on the DEMETER data sets are presented in Figs. 18 and 19, respectively. In sequence, the 4 panels of these two figures include 'observed' fields based on Reynolds SST fields (Reynolds and Smith, 1994) and the ECMWF analysis of the surface air temperatures, the ensemble mean of the forecasts from the four models, the synthetic ensemble mean, and the synthetic superensemble based forecasts. A comparison of these forecasts with the 'observed' counterparts clearly shows that the synthetic superensemble based forecast fields are indeed very close to the observed fields. In contrast, the conventional ensemble mean of the base models do show some marked errors. The synthetic ensemble mean appears to be a superior product and very promising for seasonal forecasts of SST and surface air temperatures.
Concluding remarks
The biggest contribution of this study was in the drastic reduction of RMS error and a slight improvement for the anomaly correlation for seasonal forecasts of the monsoon. The participating models in this superensemble exercise included all of the best available coupled atmosphere-ocean models from Europe and a suite of FSU models. This study utilizes no less than a total of 4500 seasonal climate forecasts from these models. This is one of the largest collections of data sets for seasonal climate forecasts. The synthetic superensemble used in this study is based on an equal number of proxy seasonal forecasts where observed structures based on principal component time series and empirical Tellus 58A (2006), 4 Fig. 18 . Observed and predicted fields of SST and surface temperature over land (units K). In sequence top to bottom: Observed fields based on Reynolds SST over ocean and ECMWF nowcasting over land; the ensemble mean from FSU models; the synthetic ensemble mean from FSU models and the synthetic superensemble of FSU models. orthogonal functions were projected on to the forecast components for each model run. The superensemble combines multimodel forecast runs to arrive at an improved product that easily outperforms the participating member models. This product is also clearly better than an ensemble mean of the participating models. The suite of FSU coupled models deployed for this synthetic superensemble was first independently studied to assess its integrity for simulating seasonal mean climatological features and the monsoon. We noted that the overall performances of these individual FSU models are comparable to the best among the European suite of models (DEMETER). It was possible to demonstrate seasonal simulation for fields such as precipitation, SST and surface air temperatures. The construction of a superensemble seemed worthwhile. The skills are much improved compared to those of the member coupled models. The higher skills for the synthetic superensemble seem to arise because of two reasons: the PC time series and the EOF selection (roughly 55 modes) do seem to filter out some of the higher frequency noise from the full field that degrades the skills somewhat. The spatial structures (EOFs) for model forecasts are projected based on the observed part of the training phase. The time evolution of the seasonal anomalies in model forecasts are handled better due to the use of weights determined from the statistics of principal component time series data of models and the observational counterpart during the training phase. The final superensemble weights are determined from synthetic data sets thus constructed.
In this study, our main focus is on the issues of investigating the quality of simulation/ forecast from the coupled models. We looked at the quality of precipitation hindcasts from DEMETER as well as the FSU coupled models. The development and testing of 'Synthetic Superensemble Method' with FSU coupled model data paved the way to employ the same procedure for the DEME-TER data sets, where we examined if we could improve upon the simple 'Ensemble Mean'. We are aware of the complexity of the issue of dynamical seasonal monsoon forecasting. Forecasting seasonal climate of monsoon by coupled models has just begun in recent years. We have no intention of comparing DEMETER with FSU, but as the data were available, we got an opportunity to look at the simulation quality.
Tropical and monsoon precipitation skills (RMS errors) for seasonal forecasts show that member model skills are almost two times lower compared to those of the synthetic superensemble. The superensemble is designed for a least square minimization of the RMS error. Thus, the result is not surprising. The expression for the anomaly correlation entails products of domain sums and is not that straightforward and amenable to improvement using a minimization principle. There are improvements in the anomaly correlations of global and monsoon precipitation forecasts (over the seasonal time scale); the anomaly correlations for the synthetic superensemble are indeed higher than those of the member models and their member mean. That increase of anomaly correlation (over the best model) is only of the order of 0.1 and 0.2. In this study, we have also examined the RMS and anomaly correlation forecast skills for several other variables over the entire tropical belt between 30
• S and 30
• N and the South Asian monsoon region and found similar improvements. The probabilistic skill (Brier Skill Score) computations also revealed enhanced performance by the synthetic superensemble compared to the ensemble mean and the member models. The synthetic superensemble approach thus has the potential to give better results for seasonal climate forecasts for the monsoon region, and can provide useful guidance.
