$e^+ e^-$ angularity distributions at NNLL$^\prime$ accuracy by Bell, Guido et al.
LA-UR-18-24071
DESY 18-083
SI-HEP-2018-19
Prepared for submission to JHEP
e+e− angularity distributions at NNLL′ accuracy
Guido Bell,a Andrew Hornig,b Christopher Lee,b Jim Talbertc
aTheoretische Physik 1, Naturwissenschaftlich-Technische Fakultät, Universität Siegen,
Walter-Flex-Strasse 3, 57068 Siegen, Germany
bTheoretical Division, Group T-2, MS B283, Los Alamos National Laboratory, P.O. Box 1663,
Los Alamos, NM 87545, USA
cTheory Group, Deutsches Elektronen-Synchrotron (DESY), Notkestraße 85, 22607 Hamburg, Ger-
many
E-mail: bell@physik.uni-siegen.de, andrew.hornig@gmail.com,
clee@lanl.gov, james.talbert@desy.de
Abstract: We present predictions for the e+e− event shape angularities at NNLL′ re-
summed and O(α2s) matched accuracy and compare them to LEP data at center-of-mass
energies Q = 91.2 GeV and Q = 197 GeV. We perform the resummation within the frame-
work of Soft-Collinear Effective Theory, and make use of recent results for the two-loop
angularity soft function. We determine the remaining NNLL′ and O(α2s) ingredients from a
fit to the EVENT2 generator, and implement a shape function with a renormalon-free gap pa-
rameter to model non-perturbative effects. Using values of the strong coupling αs(mZ) and
the universal non-perturbative shift parameter Ω1 that are consistent with those obtained
in previous fits to the thrust and C-parameter distributions, we find excellent agreement
between our predictions and the LEP data for all angularities with a ∈ [−1, 0.5]. This
provides a robust test of the predictions of QCD, factorization, and the universal scaling
of the non-perturbative shift across different angularities. Promisingly, our results indicate
that current degeneracies in the {αs(mZ),Ω1} parameter space could be alleviated upon
fitting these parameters to experimental data for the angularity distributions.
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1 Introduction
Event-shape variables are classic QCD observables that characterize the geometric prop-
erties of a hadronic final-state distribution in high-energy collisions [1]. They have been
measured to high accuracy at LEP and other e+e− colliders in the past, and are commonly
used for determinations of the strong coupling constant αs. Whereas past αs extractions
from event shapes were often limited by perturbative uncertainties, various theoretical
developments triggered a renewed interest in event-shape data in the past decade.
The theoretical description of event-shape distributions combines elements from QCD
in different regimes. For generic values of the event shape, the distributions can be de-
scribed in fixed-order perturbation theory where, currently, O(α3s) corrections are known
for a large class of variables [2–5]. In phase-space regions in which the QCD radiation is
confined to jet-like configurations, the perturbative expansion develops large logarithmic
corrections that need to be controlled to all orders. The resummation of these Sudakov
logarithms was pioneered in [6] using the coherent branching formalism, and has since
been reformulated and pushed to new levels of accuracy with methods from Soft-Collinear
Effective Theory (SCET) [7–10]. To date, resummations for a variety of event-shape vari-
ables have been worked out to impressively high accuracies, e.g. to next-to-next-to-leading
logarithmic (NNLL) [11–13] and even N3LL order [14–16].
The resummation of the logarithmic corrections tames the singular behaviour of the
cross section near the kinematic endpoint and generates a characteristic peak structure
whose shape is affected by non-perturbative physics. For the tails of the distributions—the
region commonly used for the αs determinations—the non-perturbative effects typically
result in a shift of the perturbative distribution that is driven by a non-perturbative but
universal parameter Ω1. Current αs extractions from event shapes (see e.g. [17–21]) are
therefore organized as two-dimensional {αs(mZ),Ω1} fits to the experimental data. The
parameter Ω1 is universal in the sense that the leading non-perturbative shift to a large
number of event shapes depends only on this single parameter, scaled by exactly calcu-
lable observable-dependent coefficients, as can be demonstrated using factorization and
an operator product expansion [22–24]. This universality does, however, require a careful
consideration of hadron mass effects [25, 26]. It is therefore possible to reduce the correla-
tion between αs(mZ) and Ω1 in the two-dimensional fits by including data from different
event-shape variables.
The most precise αs extractions from event shapes to date are based on the thrust [18,
19] and C-parameter [21] variables. In these works the authors combine an N3LL re-
summation of large logarithmic corrections in the two-jet region together with fixed-order
predictions up to O(α3s) accuracy in the multi-jet region, and they use a shape function that
reproduces the aforementioned shift in the tail region to model non-perturbative effects.
While the values of αs(mZ) the authors find from these fits are very precise and consistent
with each other, they are noticeably below the world average [27] (see also [28]). As can
be seen, e.g., in Fig. 4 of [21], the low value of αs(mZ) seems to be associated with the
implementation of non-perturbative effects. It is therefore important to test the underlying
assumptions of the non-perturbative physics with other event-shape variables.
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Figure 1. Angularity distributions at NNLL′ +O(α2s) accuracy, convolved with a renormalon-free
non-perturbative shape function, whose calculation is the subject of this paper. We display the
predictions for three values of a (for now without uncertainties), illustrating roughly where two-jet
and three-or-more-jet events lie in each τa spectrum. For this illustration, the boundary is drawn
at the value of τa for a four-particle state that is grouped into pairs of jets with opening angle 30◦.
As a becomes larger (smaller), the peak region is more (less) dominated by purely two-jet events.
In the present work we analyze a class of event shapes known as angularities, which
are defined as [29]
τa =
1
Q
∑
i
|pi⊥| e−|ηi|(1−a) , (1.1)
where Q is the center-of-mass energy of the collision and the sum runs over all final-state
particles i with rapidity ηi and transverse momentum pi⊥ with respect to the thrust axis.
The angularities depend on a continuous parameter a, and they include thrust (a = 0)
and total jet broadening (a = 1) as special cases. Whereas infrared safety requires that
a < 2, we restrict our attention to values of a ≤ 0.5 in this work, since soft recoil effects
which complicate the resummation are known to become increasingly more important as
a → 1 [30]. It is also possible to define τa in Eq. (1.1) with respect to an axis other than
the thrust axis, such as the broadening axis or another soft-recoil-insensitive axis [31]. We
stick to the standard thrust-axis-based definition here, to coincide with the available data.
See [32] for a recent calculation with an alternative axis.
The phenomenological effect of varying a is to change the proportions of two-jet-like
events and three-or-more-jet-like events that populate the peak region of the τa distribu-
tions (see Fig. 1). The relevant collinear scale that enters the factorization of angularity
distributions in the two-jet limit then varies accordingly with a, to properly reflect the
transverse size of the jets that are dominating each region of the distributions.
The resummation of Sudakov logarithms for the angularity distributions is based on
the factorization theorem [29, 33–35]
1
σ0
dσ
dτa
(τa) = H(Q2, µ)
∫
dtan dt
a
n¯ dks J
a
n(tan, µ) Jan¯(tan¯, µ)Sa(ks, µ) δ
(
τa − t
a
n + tan¯
Q2−a
− ks
Q
)
,
(1.2)
which arises in the two-jet limit τa → 0. Here H is a hard function that contains the
virtual corrections to e+e− → qq¯ scattering at center-of-mass energy Q (normalised to the
Born cross section σ0); Jan,n¯ are quark jet functions that describe the collinear emissions
into the jet directions, and are functions of a variable tan,n¯ of mass dimension (2− a); and
Sa is a soft function that encodes the low-energetic cross talk between the two jets and
– 3 –
depends on a variable ks of mass dimension 1. In the language of SCET, the angularities
are of SCETI type, since the virtuality of the soft modes µ2S ∼ Q2τ2a is smaller than that
of the collinear modes µ2J ∼ Q2τ2/(2−a)a for a < 1. In contrast, jet broadening with a = 1
corresponds to a SCETII observable, which requires somewhat different techniques for the
resummation of the logarithmic corrections [36, 37].
For very small values of τa, the soft scale becomes non-perturbative and the soft effects
are often parametrized by a non-perturbative shape function that is convolved with the
perturbative distribution [38, 39]. The dominant effect of the shape function in the tail
region is a shift of the perturbative distribution:
dσ
dτa
(τa) −→NP
dσ
dτa
(
τa − cτa
Ω1
Q
)
. (1.3)
This form of the shift, scaling as 1/Q and with a value of cτa = 2/(1−a) for the angularity-
dependent coefficient, was argued for in [40, 41] based on the infrared behavior of the
resummed perturbative exponent [39] and on dressed gluon exponentation [42], building
upon earlier models of an effective infrared coupling leading to the proposed universal
form of the shift in Eq. (1.3) for numerous event shapes [43–45]. This universal form was
later proven to all orders in soft emissions by an operator analysis in [23]. In the latter
work, a definition of the non-perturbative parameter Ω1 was obtained as a vacuum matrix
element of soft Wilson lines and a transverse energy-flow operator. More importantly, it
turns out that Ω1 is the same non-perturbative parameter that enters the thrust analysis,
related through the coefficient cτa . The growth of the shift with larger a reflects the greater
dominance of narrow two-jet events in the peaks of the τa distributions than for smaller a
(see Fig. 1). It is one of the purposes of this work to provide a state-of-the-art description of
the angularity distributions in order to verify if the angularity-dependent shift is reflected
in the experimental data.
To this end we will significantly improve the theoretical description of the angularity
distributions for which, up until this year, the NLL′+O(αs) calculation from [34] rep-
resented the highest accuracy achieved. However, a recent calculation of the two-loop
angularity soft function [46–48] allows the distributions to immediately be extended to
NNLL accuracy, and indeed NNLL predictions using these two-loop results appeared re-
cently in [32] in the context of multi-differential observables. NNLL predictions were also
obtained using the ARES formalism in [49]. In this paper, we will further extend these
results to NNLL′ + O(α2s) accuracy1 by utilizing the EVENT2 generator to determine the
missing singular ingredients (the constant in the two-loop angularity jet function) and the
full non-singular part of the fixed-order O(α2s) prediction. Furthermore, in order to treat
non-perturbative effects, we convolve the improved perturbative distribution with a shape
function,
1
σ0
σ(τa) =
∫
dk σPT
(
τa− k
Q
;µH , µJ , µS , µns
)[
e−2δa(µS ,R)
d
dk fmod
(
k− 2∆a(µS , R)
)]
, (1.4)
1We also presented preliminary results at this accuracy in [50]. The precise prescriptions for which parts
of the resummed distribution are needed to achieve these quoted accuracies will be given in Table 6 in
Sec. 4.3 below.
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Figure 6. Corrected inclusive event shape distributions at
√
s = 91.2 GeV for udsc-flavour data
samples for a= 0.0 (a), 0.25 (c), 0.5 (f), 0.75 (i). The distributions for a = 0.25 and 0.5 are compared
with predictions from the scaling hypothesis, while those for a = 0.0 and 0.75 are compared with
predictions from several QCD motivated Monte Carlo programs. The fractional differences for the
scaling hypothesis are shown for a = 0.25 (d), 0.5 (g) while the fractional differences with respect
to the Monte Carlo programs are shown for a = 0.0 (b), 0.25 (e), 0.5 (h), 0.75 (j). The data points
shown here are also tabulated in tables 8, 9, 10, 11.
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Figure 5. Corrected inclusive event shape distributions at
√
s = 91.2 GeV for udsc-flavour data
samples for a = −1.0 (a), −0.75 (d), −0.5 (g), −0.25 (j). These distributions are compared with
predictions from the scaling hypothesis. The fractional differences are shown for a = −1.0 (b),
−0.75 (e), −0.5 (h), −0.25 (k). Comparisons with predictions from several QCD motivated Monte
Carlo programs are shown as fractional differences for a = −1.0 (c), −0.75 (f), −0.5 (i), −0.25 (l).
The data points shown here are also tabulated in tables 4, 5, 6, 7.
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Figure 2. Sample data at Q = 91.2 GeV from the L3 collaboration [52] for two angularities:
a = −0.25 and a = 0.25. The theory predictions in the top panels are based on [40, 41, 53], which
include the prediction of the non-perturb tive scaling rule in Eq. (1.3).
where σPT represents the perturbative prediction. In our notation, σ and σPT can represent
either the differential or integrated spectra,
σ = dσ
dτa
or σ = σc ≡
∫ τa
dτ ′a
dσ
dτ ′a
. (1.5)
The perturbative cross section σPT depends on the scales µH,J,S associated with the fac-
torization into hard, jet, and soft functions in the two-jet region (see Eq. (1.2)), and a
scale µns related to nonsingular terms in τa which are predicted in fixed-order perturbation
theory, but which are not contained in the factorized part of σPT. That is, one can write
the perturbative distribution as
σPT(τa;µH , µJ , µS , µns) = σsing(τa;µH , µJ , µS) + σns(τa, µns) . (1.6)
The non-perturbative shape function fmod contains a gap parameter ∆a accounting for the
minimum value of τa for a hadronic (as opposed to partonic) spectrum, while R is the scale
of subtraction terms δa(µS , R) that remove renormalon ambiguities between ∆a and the
perturbative soft function [51]. Formal definitions of all these objects will be given below.
Finally, we compare our predictions to experimental data from the L3 Collabora-
tion [52], which provides measurements of the angularity distributions for eight different
values of a ∈ {−1.0, −0.75, −0.5, −0.25, 0.0, 0.25, 0.5, 0.75} at center-of-mass energies
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Q = 91.2 GeV and Q = 197 GeV (though we will stick to seven values in our analysis, leav-
ing out a = 0.75 due to uncontrolled a → 1 corrections). The Q = 91.2 GeV data for two
values of a is shown in Fig. 2 for illustration. The L3 analysis also includes a comparison
of this data with different Monte-Carlo event generators and NLL theory predictions from
[40, 41, 53], which include the non-perturbative scaling rule. However, with the higher-
order perturbative contributions and more sophisticated treatment of non-perturbative
effects now available, we think that the time is ripe for an updated comparison. In particu-
lar, our setup in Eq. (1.4) allows for a clear separation of perturbative and non-perturbative
effects, which is not possible with Monte Carlo hadronization models that were tuned to
LEP data and which entered many of the theory comparisons in [52]. We can therefore
rigorously assess the impact of the non-perturbative corrections in our framework.
This paper is organized as follows: In Section 2 we collect the formulae required for
the resummation of Sudakov corrections in the two-jet region, which includes the new two-
loop ingredients from the soft function calculation in [46–48]. In order to achieve NNLL′
accuracy, one in addition needs to obtain the corresponding two-loop jet function terms,
which we determine from a fit to the EVENT2 generator in Section 3. In this section we also
perform the matching of the resummed distribution to the fixed-order O(α2s) prediction.
Then, in Section 4, we discuss our implementation of non-perturbative effects and we
present the final expressions of our analysis after renormalon subtraction. We further
discuss our scale choices in Section 5, and compare our results to the L3 data in Section 6.
Finally, we conclude and give an outlook about a future αs determination from a fit to the
angularity distributions in Section 7. Some technical details of our analysis are discussed
in the Appendix.
2 NNLL′ resummation
The formalism for factoring and resumming dijet event shapes within a SCETI factorization
framework is well developed and documented in many places (see, e.g., [33, 35, 54]) and will
not be re-derived here. Below we will simply display the final results of these analyses and
collect the required ingredients to achieve the NNLL′ resummation we desire. The precise
prescriptions for which parts of Eq. (1.4) are needed to which order in αs will be given in
Table 6 in Sec. 4.3. In particular, to reach NNLL′ accuracy, we need to know the heretofore
unknown two-loop jet and soft anomalous dimensions γ1J,S and finite terms of the two-loop
jet and soft functions c2J,S (in a notation we shall define below). These have recently been
determined or can be obtained from results in [46–48] and the EVENT2 simulations we report
in this paper. The rest of this section details what these ingredients are and how they enter
the final cross sections that we use to predict the angularity distributions.
2.1 Resummed cross section
The analytic forms for the resummed differential or integrated cross sections in τa, derived
in standard references like [34, 35], are given by
σsing(τa)
σ0
= eK(µ,µH ,µJ ,µS)
(
µH
Q
)ωH(µ,µH)( µ2−aJ
Q2−aτa
)2ωJ (µ,µJ )( µS
Qτa
)ωS(µ,µS)
H(Q2, µH)
– 6 –
× J˜
(
∂Ω+ln
µ2−aJ
Q2−aτa
, µJ
)2
S˜
(
∂Ω+ln
µS
Qτa
, µS
)
×

1
τa
F(Ω) σ = dσdτa
G(Ω) σ = σc
, (2.1)
where the two cases are for σ being the differential or integrated distributions in Eq. (1.5),
and with the two functions F ,G given by
F(Ω) = e
γEΩ
Γ(−Ω) , G(Ω) =
eγEΩ
Γ(1− Ω) . (2.2)
The Born cross-section
σ0 =
4piα2emNC
3Q2
∑
f
[
Q2f −
2Q2vevfQf
Q2 −m2Z
+
Q4(v2e + a2e)(v2f + a2f )
(Q2 −m2Z)2
]
(2.3)
contains a sum over massless quark flavours f = {u, d, s, c, b} with Qf being the charge of
the associated flavour in units of the electronic charge e, and vf and af are the vector and
axial charges of the flavour:
vf =
1
2 sin θW cos θW
(T 3f − 2Qf sin2 θW ) , af =
1
2 sin θW cos θW
T 3f . (2.4)
The jet and soft functions J˜ , S˜ appearing in Eq. (2.1) are the Laplace transforms of Jan,n¯, Sa
from Eq. (1.2), with their arguments written in terms of the logarithms on which they
naturally depend (we suppress their indices to simplify the notation). The total evolution
kernelsK,Ω accounting for the running of the hard functionH and the jet and soft functions
J˜ , S˜ are given by
K(µ, µH , µJ , µS) = KH(µ, µH) + 2KJ(µ, µJ) +KS(µ, µS) ,
Ω ≡ Ω(µJ , µS) = 2ωJ(µ, µJ) + ωS(µ, µS) ,
(2.5)
constructed out of the individual evolution kernels
KF (µ, µF ) ≡ −jFκFKΓ(µ, µF ) +KγF (µ, µF ) ,
ωF (µ, µF ) ≡ −κF ηΓ(µ, µF ) ,
(2.6)
which are determined from the anomalous dimensions of the functions F = H, J˜, S˜:
KΓ(µ, µF ) ≡
∫ µ
µF
dµ′
µ′
Γcusp[αs(µ′)] ln
µ′
µF
, (2.7)
ηΓ(µ, µF ) ≡
∫ µ
µF
dµ′
µ′
Γcusp[αs(µ′)] , KγF (µ, µF ) ≡
∫ µ
µF
dµ′
µ′
γF [αs(µ′)] .
The coefficients jF , κF in Eq. (2.6) are given by
jH = 1 , κH = 4 , (2.8)
jJ = 2− a , κJ = − 21− a ,
jS = 1 , κS =
4
1− a ,
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and RG invariance of the cross section Eq. (2.1) imposes two consistency relations on these
anomalous dimension coefficients,
κH + 2jJκJ + κS = 0 , (2.9)
2κJ + κS = 0 .
The appearance of partial derivatives ∂Ω in the arguments of Eq. (2.1) uses the notation
of [55, 56], and is due to the implementation of the following identity for arbitrary powers
of logarithms: [
lnm
(
x2
y2
)](
x2
y2
)n
= ∂(m)n
(
x2
y2
)n
, (2.10)
such that functions originally dependent on a logarithm L can be rewritten as F (L, µ)→
F (∂n, µ). The arguments are further shifted by logarithms of scale ratios in Eq. (2.1)
because we have pulled the evolution kernels through the fixed-order H, J˜ , and S˜ functions
from the right.
Note that in Eq. (2.5) Ω is actually independent of the factorization scale µ due to
Eq. (2.9), whereas K still depends on µ, but this dependence cancels against the ωF -
dependent factors on the first line of Eq. (2.1). Of course, even the dependence on µH,J,S
cancels in the all-order cross section, but a residual dependence will remain at any finite
order of resummed accuracy. The µ-dependence, on the other hand, should cancel ex-
actly because of the consistency relations satisfied by the hard, jet, and soft anomalous
dimensions. With standard perturbative expansions of KΓ, ηΓ in Eq. (2.7), however, this
property does not precisely hold in practice. We explain why and show how to restore
exact, explicit µ-independence in App. C. Though the difference is formally subleading
and numerically quite small, it is our aesthetic preference to work in this paper with the
explicitly µ-invariant form. The result from App. C for the cross section is
σsing(τa)
σ0
= eK˜(µH ,µJ ,µS ;Q)+Kγ(µH ,µJ ,µS)
( 1
τa
)Ω(µJ ,µS)
H(Q2, µH) (2.11)
× J˜
(
∂Ω + ln
µ2−aJ
Q2−aτa
, µJ
)2
S˜
(
∂Ω + ln
µS
Qτa
, µS
)
×

1
τa
F(Ω) σ = dσdτa
G(Ω) σ = σc
,
where
K˜(µH , µJ , µS ;Q) ≡ −κHK˜Γ(µ, µH ;Q)− 2jJκJK˜Γ(µ, µJ ;Q)− κSK˜Γ(µ, µS ;Q) , (2.12)
in terms of the modified cusp evolution kernel,
K˜Γ(µ, µF ;Q) =
∫ µ
µF
dµ′
µ′
Γcusp[αs(µ′)] ln
µ′
Q
, (2.13)
and where Kγ is the sum of just the non-cusp evolution kernels in Eq. (2.7),
Kγ(µH , µJ , µS) ≡ KγH (µ, µH) + 2KγJ (µ, µJ) +KγS (µ, µS) . (2.14)
The reorganization of individual pieces of the evolution kernels that leads to Eq. (2.11) re-
stores explicit µ-invariance to every piece of this formula. In what follows we use Eq. (2.11)
to generate our theory predictions. (The numerical differences with Eq. (2.1) will be neg-
ligible.)
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2.2 Evolution kernels
The evolution kernels in Eq. (2.7) or Eq. (2.13) can be computed explicitly in terms of the
coefficients of the perturbative expansions of the anomalous dimensions given by
Γcusp[αs] =
∞∑
n=0
(αs
4pi
)n+1
Γn , γF [αs] =
∞∑
n=0
(αs
4pi
)n+1
γnF , (2.15)
and where the running of αs is given by
µ
d
dµ
αs(µ) = β[αs(µ)] , β[αs] = −2αs
∞∑
n=0
(αs
4pi
)n+1
βn . (2.16)
The values of the first few coefficients Γn, γnF , βn are given in App. B.
The formulas for the evolution kernels K˜Γ, ηΓ can be evaluated at any finite NkLL
accuracy in closed form by first making the change of integration variables from µ to αs,
using Eq. (2.16):
K˜Γ(µ, µF ;Q) ≡
∫ αs(µ)
αs(µF )
dα
β[α]Γcusp[α]
∫ α
αs(Q)
dα′
β[α′] , (2.17)
ηΓ(µ, µF ) ≡
∫ αs(µ)
αs(µF )
dα
β[α]Γcusp[α] ,
and similarly for KγF . Up to N3LL accuracy, the expansion of the kernel ηΓ becomes, for
instance,
ηLLΓ (µ, µF ) = −
Γ0
2β0
ln r , (2.18a)
ηNLLΓ (µ, µF ) = −
Γ0
2β0
αs(µF )
4pi
(Γ1
Γ0
− β1
β0
)
(r − 1) , (2.18b)
ηNNLLΓ (µ, µF ) = −
Γ0
2β0
(
αs(µF )
4pi
)2 (
B2 +
Γ2
Γ0
− Γ1β1Γ0β0
)
r2 − 1
2 , (2.18c)
ηN
3LL
Γ (µ, µF ) = −
Γ0
2β0
(
αs(µF )
4pi
)3 (
B3 +
Γ1
Γ0
B2 − Γ2β1Γ0β0 +
Γ3
Γ0
)
r3 − 1
3 , (2.18d)
where
r ≡ αs(µ)
αs(µF )
, B2 ≡ β
2
1
β20
− β2
β0
, B3 = −β
3
1
β30
+ 2β1β2
β20
− β3
β0
(2.19)
and KγF is directly obtained from Eq. (2.18) by using the replacement rules,
KLLγF = 0 , K
NLL
γF
= ηLLγF , K
NNLL
γF
= ηNLLγF . . . . (2.20)
The non-cusp kernels only need to be evaluated to one order lower than the cusp kernels,
since they do not multiply an additional logarithm of µF /QF in the anomalous dimension
or in Eq. (2.1). Even though an appropriate choice of µF will keep these logarithms small,
cancellation of the µ-dependence of the KΓ kernels requires KΓ and η to be kept to the
same accuracy, see [35] or App. C.
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Meanwhile, the expansion of KΓ in Eq. (2.7) is quoted in Eq. (C.2). As mentioned
above, we observe that, when using these standard expansion formulae for KΓ, the sum of
evolution factors on the first line of Eq. (2.1) does not exhibit exact independence of the
factorization scale µ at any truncated order of resummed logarithmic accuracy, but instead
has a residual (subleading) numerical dependence on it. This is due to a reliance on the
relation used to obtain Eq. (C.2),
ln µ
µF
=
∫ αs(µ)
αs(µF )
dα
β[α] , (2.21)
which is not exactly true if β[α] is truncated to finite accuracy. It is true at one-loop
order and to infinite order, but not at any other fixed order. The corrections are, of
course, subleading compared to the order to which Eq. (2.21) is evaluated — see App. C
for details. The expansion for K˜Γ in Eq. (2.11), on the other hand, does exhibit exact
numerical independence on µ at any order. Its expansion up to N3LL accuracy is given by
K˜LLΓ (µ, µF ;Q) =
Γ0
4β20
4pi
αs(µF )
{
rQ ln r +
1
r
− 1
}
, (2.22a)
K˜NLLΓ (µ, µF ;Q) =
Γ0
4β20
{(Γ1
Γ0
−β1
β0
)
[rQ(r−1)−ln r]− β12β0 (ln
2 r+2 ln rQ ln r)
}
, (2.22b)
K˜NNLLΓ (µ, µF ;Q) =
Γ0
4β20
αs(µF )
4pi
{(Γ2
Γ0
−β1Γ1
β0Γ0
)[(1−r)2
2 +
r2−1
2 (rQ−1)
]
(2.22c)
+B2
(
rQ
r2−1
2 −
ln r
rQ
)
+
(
β1Γ1
β0Γ0
−β
2
1
β20
)
[(r−1)(1−ln rQ)−r ln r]
}
,
K˜N
3LL
Γ (µ, µF ;Q) =
Γ0
4β20
(
αs(µF )
4pi
)2{(Γ3
Γ0
− Γ2β1Γ0β0 +
B2Γ1
Γ0
+B3
)
r3 − 1
3 rQ (2.22d)
− β12β0
(Γ2
Γ0
− Γ1β1Γ0β0 +B2
)
[r2 ln r + (r2 − 1) ln rQ]− B3 ln r2r2Q
+
(
β3
β0
− β1β2
β20
− 2Γ3Γ0 +
3Γ2β1
Γ0β0
− Γ1β
2
1
Γ0β20
)
r2 − 1
4 +B2
(Γ1
Γ0
−β1
β0
)1−r
rQ
}
,
where r = αs(µ)/αs(µF ) as in Eq. (2.19), and
rQ ≡ αs(µF )
αs(Q)
. (2.23)
We use these expressions to evaluate Eq. (2.11) at a given resummed accuracy.
2.3 Fixed-order hard, jet, and soft functions
The hard, jet, and soft functions H, J˜, S˜ in Eqs. (2.1) and (2.11) can be expanded to fixed
order, as their corresponding logarithms are small near their natural scales µH,J,S . We can
obtain the generic form of their fixed-order expansions by making use of the solutions of
the renormalization group equations (RGEs) that they satisfy,
µ
d
dµ
F (µ) = γF (µ)F (µ) , (2.24)
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where F = H, J˜, S˜, and
γF (µ) = −κF Γcusp[αs(µ)] ln µ
jF
QjFF
+ γF [αs(µ)] , (2.25)
where QH = Q, and QF = Q/(eγEνa)1/jF for J˜ , S˜. Here νa is the Laplace-conjugate
variable to τa. From the solution of Eq. (2.24), which is in general
F (µ) = F (µF ) eKF (µ,µF )
( µF
QF
)jFωF (µ,µF )
, (2.26)
we can derive the form of each function F order-by-order in their perturbative expansions,
F (LF , µF ) =
∞∑
n=0
(
αs(µF )
4pi
)n
Fn(LF ) , (2.27)
and to order α2s the coefficients Fn are given by
F0(LF ) = 1 , (2.28a)
F1(LF ) =
Γ0F
j2F
L2F +
γ0F
jF
LF + c1F , (2.28b)
F2(LF ) =
1
2j4F
(Γ0F )2L4F +
Γ0F
j3F
(
γ0F +
2
3β0
)
L3F (2.28c)
+ 1
j2F
(
Γ1F +
1
2(γ
0
F )2 + γ0Fβ0 + c1FΓ0F
)
L2F +
1
jF
(γ1F + c1Fγ0F + 2c1Fβ0)LF + c2F .
The corresponding logarithms are LH ≡ ln(µH/Q) for F = H and LF = ln(µjFF eγEνa/QjF )
for F = J˜ , S˜. In Eqs. (2.1) and (2.11), each factor LF gets replaced by the differential
operator shown in the argument of J˜ , S˜ for the jet and soft functions. The quantities ΓnF , γnF
are the coefficients of the perturbative expansions of the anomalous dimensions given by
Eq. (2.15), and the individual cusp parts ΓF of the anomalous dimensions are defined by
ΓF ≡ −jFκF2 Γcusp , (2.29)
where jF , κF were given in Eq. (2.8). In evaluating the ∂Ω derivatives acting on the
functions F ,G in Eqs. (2.1) and (2.11) up to two-loop order, we need to know the first four
derivatives. For G in the integrated distributions, this yields
∂ΩG(Ω) = H(−Ω)G(Ω) , (2.30)
∂2ΩG(Ω) =
[
H(−Ω)2 − ψ(1)(1− Ω)]G(Ω) ,
∂3ΩG(Ω) =
[
H(−Ω)3 − 3H(−Ω)ψ(1)(1− Ω) + ψ(2)(1− Ω)]G(Ω) ,
∂4ΩG(Ω) =
[
H(−Ω)4 − 6H(−Ω)2ψ(1)(1− Ω) + 4H(−Ω)ψ(2)(1− Ω)
+ 3ψ(1)(1− Ω)2 − ψ(3)(1− Ω)]G(Ω) ,
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where H(−Ω) ≡ γE + ψ(1 − Ω) is the harmonic number function, ψ(x) is the digamma
function, and ψ(n)(x) is its nth derivative. For F in the differential distributions, the
derivatives can be obtained using F(Ω) = −ΩG(Ω), yielding
∂ΩF(Ω) ≡ −Ω ∂ΩG(Ω)− G(Ω) , (2.31)
∂2ΩF(Ω) ≡ −Ω ∂2ΩG(Ω)− 2∂ΩG(Ω) ,
∂3ΩF(Ω) ≡ −Ω ∂3ΩG(Ω)− 3∂2ΩG(Ω) ,
∂3ΩF(Ω) ≡ −Ω ∂4ΩG(Ω)− 4∂3ΩG(Ω) .
The forms of Eqs. (2.30) and (2.31) are convenient as they contain in closed, compact
form the results of convolving fixed-order logarithmic plus-distributions in the momentum-
space jet and soft functions with the generalized plus-distributions in the momentum-space
evolution kernels (see, e.g., [18, 34, 57]).
2.4 NNLL′ ingredients
In order to achieve NNLL′ accuracy, one needs to combine the NNLL evolution kernels
with the O(α2s) fixed-order expansions of the hard, jet, and soft functions (the required
ingredients are listed in Table 6 in Sec. 4.3). Whereas the cusp and the non-cusp anomalous
dimension for the hard function are currently known to three-loop order, the non-cusp
anomalous dimensions for the jet and soft function were previously only known to one-loop
order for generic values of a [34].2 Recently, some of us developed a generic framework for
the computation of two-loop soft anomalous dimensions [47], which we will use to determine
γ1S . The two-loop jet anomalous dimension can then be determined from the consistency
relation γH + 2γJ + γS = 0.
According to [47], the two-loop soft anomalous dimension can be written in the form
γ1S(a) =
2
1− a
[
γCA1 (a)CFCA + γ
nf
1 (a)CFTFnf
]
, (2.32)
where we have made the a-dependence of the anomalous dimension explicit, and
γCA1 (a) = −
808
27 +
11pi2
9 + 28ζ3 −∆γ
CA
1 (a) , (2.33)
γnf1 (a) =
224
27 −
4pi2
9 −∆γ
nf
1 (a) ,
are expressed in terms of the thrust anomalous dimension and a-dependent contributions
expressed as integrals:
∆γCA1 (a)=
∫ 1
0
dx
∫ 1
0
dy
32x2(1+xy+y2)
[
x(1+y2) + (x+y)(1+xy)
]
y(1− x2)(x+ y)2(1 + xy)2 ln
[(xa + xy)(x+ xay)
xa(1 + xy)(x+ y)
]
,
∆γnf1 (a)=
∫ 1
0
dx
∫ 1
0
dy
64x2(1 + y2)
(1− x2)(x+ y)2(1 + xy)2 ln
[(xa + xy)(x+ xay)
xa(1 + xy)(x+ y)
]
, (2.34)
which vanish for a = 0. The integral representations can easily be evaluated numerically to
high accuracy for any value of a, and the relevant values for our work are given in Table 1.
2The a = 0 jet and soft anomalous dimension are also known to three-loop order and are given in App. B.
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a −1.0 −0.75 −0.5 −0.25 0.0 0.25 0.5
γCA1 1.0417 5.8649 9.8976 13.190 15.795 17.761 19.132
γnf1 −0.9571 0.5284 1.8440 2.9751 3.9098 4.6398 5.1613
Table 1. Coefficients of the two-loop soft anomalous dimension as defined in Eq. (2.32).
The constants in Eq. (2.28) are known for the hard function at one [58, 59], two [55, 60],
and three loops [18, 61]. At NNLL′ accuracy, we will need these constants to two-loop order,
and they are given by
c1H = CF
(7pi2
3 − 16
)
, (2.35)
c2H = C2F
(511
4 −
83
3 pi
2 + 6730pi
4 − 60ζ3
)
+ CFCA
(
−51157324 +
1061
54 pi
2 − 845pi
4 + 6269 ζ3
)
+ CFTFnf
(4085
81 −
182
27 pi
2 + 89ζ3
)
.
These results can be obtained from the two-loop quark form factor [62–65], also quoted in
[55, 60]. From the latter results, we replace the logarithm L = ln(Q2/µ2) present there
for deep-inelastic scattering with L = ln(−Q2 − i)/µ2 for e+e− annihilation, keeping the
resulting extra pi2 and pi4 terms in the hard function. The result in Eq. (2.35) agrees
with the expressions in [14]. The expansion of the entire two-loop hard function given
by Eq. (2.28) with the values in Eq. (2.35) for the c1,2H also agrees with [55, 60] with the
replacement L→ ln(−Q2 − i)/µ2, and with the expressions in [14].
The soft function constants are known to one [54] and two loops [66, 67] for a = 0, but
they were, until recently, only known to one-loop order for generic values of a [34]. The
two-loop a 6= 0 soft function constants have now been determined numerically in [46, 48].
In Laplace space, they are
c1
S˜
(a) = c1S(a) + Γ0S(a)
pi2
6 = −CF
pi2
1− a , (2.36)
where [34]
c1S(a) = CF
1
1− a
pi2
3 , (2.37)
and c2
S˜
(a) is given by [46, 48]
c2
S˜
(a) = cCA2 (a)CFCA + c
nf
2 (a)CFTFnf +
pi4
2(1− a)2C
2
F . (2.38)
Sample values of cCA2 and c
nf
2 for the values of a we plot in this paper are given in Table 2.
Finally, the jet function constants are known to one [68, 69], two [70, 71], and even
three loops [72, 73] for a = 0, but they were so far only known to one-loop order for generic
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a −1.0 −0.75 −0.5 −0.25 0.0 0.25 0.5
cCA2 −22.430 −29.170 −36.398 −44.962 −56.499 −74.717 −110.55
cnf2 27.315 28.896 31.589 36.016 43.391 56.501 83.670
Table 2. Coefficients of the two-loop soft function constant as defined in Eq. (2.38).
values of a [34]. In Laplace space, they read
c1
J˜
(a) = c1J(a) +
Γ0J(a)
(2− a)2
pi2
6 (2.39)
= CF2− a
(
14− 13a− pi
2
6
8− 20a+ 9a2
1− a − 4f(a)
)
,
where c1J is the momentum-space constant computed in [34],
c1J(a) =
CF
2− a
(
14− 13a− pi
2
6
12− 20a+ 9a2
1− a − 4f(a)
)
, (2.40)
and
f(a) =
∫ 1
0
dx
2− 2x+ x2
x
ln
[
(1− x)1−a + x1−a] . (2.41)
The two loop constant c2
J˜
(a) is thus far unknown and will be derived in the next section.
3 Numerical extraction of fixed-order contributions
In this section we determine the remaining fixed-order ingredients needed to predict the
angularity distributions to NNLL′+O(α2s) accuracy: the constant c2J˜ in the two-loop jet
function (as defined in Eq. (2.28)) and the O(α2s) part of the nonsingular distribution in
Eq. (1.6) predicted by full QCD. We will determine these in Sec. 3.2 and 3.3, respectively,
using the EVENT2 generator [74, 75]. In Sec. 3.1 we first derive the analytic relation between
c2
J˜
and the singular part of the cross section that will allow us to perform this extraction.
3.1 Fixed-order expansion
To extract the unknown constant c2
J˜
in the jet function, we need to know the fixed-order
expansion of the singular part of the cross section in Eq. (2.1) to O(α2s). We can do this
by setting all the scales equal, µ = µH = µJ = µS , and multiplying out the fixed-order
expansions of the individual H, J˜, S˜ functions. In Laplace space,
σ˜sing(νa)
σ0
≡
∫ ∞
0
dτa e
−τaνa 1
σ0
dσ
dτa
= H(Q2, µ) J˜(Q/ν1/(2−a)a , µ)2 S˜(Q/νa, µ) . (3.1)
The expansions of each function are given in Eq. (2.28), with ΓnF given by Eqs. (2.29) and
(2.8). The explicit expressions for the anomalous dimension coefficients and the constants
c1,2F for F = H, J˜, S˜ can be found in Sec. 2.4 and App. B. The two-loop jet function constant
c2
J˜
is the only missing ingredient at NNLL′ accuracy, and its numerical extraction is the
main goal of this and the next subsection.
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Writing out the individual expansions for H, J˜ , and S˜ explicitly and multiplying them
together gives the Laplace-space cross section:
σ˜sing(νa)
σ0
= 1 + αs(Q)4pi
(
− 2Γ02− a ln
2 ν¯a +
2γ0J
2− a ln ν¯a + c
1
H + 2c1J˜ + c
1
S˜
)
(3.2)
+
(αs(Q)
4pi
)2{ 2Γ20
(2−a)2 ln
4 ν¯a −
4Γ0
[
γ0J + (1− a3 )β0
]
(2− a)2 ln
3 ν¯a
+
[
−2Γ1 + 2Γ0(c
1
H + 2c1J˜ + c
1
S˜
)
2− a +
2γ0J(γ0J + β0)
(2− a)2
]
ln2 ν¯a
+
[2γ1J + 2γ0J(c1H + 2c1J˜ + c1S˜) + 4β0c1J˜
2− a + γ
1
S + 2β0c1S˜
]
ln ν¯a
+ c2H + 2c2J˜ + c
2
S˜
+ (c1
J˜
)2 + 2c1
J˜
c1
S˜
+ c1H(2c1J˜ + c
1
S˜
)
}
,
where we have used the consistency relation γH + 2γJ + γS = 0 to eliminate γH , along
with γ0S(a) = 0. We have further expressed Eq. (3.2) in terms of αs(Q), using Eq. (B.3) to
one-loop order, and we introduced the notation ν¯a ≡ eγEνa.
We can now use Eq. (A.5) to inverse Laplace transform Eq. (3.2) back to momentum
space. Specifically, we obtain the integrated distribution via
σc,sing(τa)
σ0
=
∫ γ+i∞
γ−i∞
dνa
2pii e
τaνa 1
νa
σ˜sing(νa)
σ0
, (3.3)
where γ is such that the integration path lies to the right of all the singularities of the
integrand. After performing the inverse Laplace transform and plugging in explicit values
for the anomalous dimensions and fixed-order constants, we obtain
σc,sing(τa)
σ0
= θ(τa)
{
1 + αs(Q)2pi σ
(1)
c,sing(τa) +
(αs(Q)
2pi
)2
σ
(2)
c,sing(τa)
}
, (3.4)
where
σ
(1)
c,sing(τa) = −
CF
2− a
(
4 ln2 τa + 6 ln τa + 2 + 5a− pi
2
3 (2 + a) + 4f(a)
)
, (3.5)
and
σ
(2)
c,sing(τa) =
C2F
(2− a)2
{
8 ln4 τa + 24 ln3 τa +
[
26 + 20a− 4pi
2
3 (6 + a) + 16f(a)
]
ln2 τa (3.6)
+
[
9 + 63a2 − 4pi
2(2 + a) + 8ζ3(2 + 3a) + 24f(a)
]
ln τa
}
+ 4CFβ0(2− a)2
(
1− a3
)
ln3 τa +
[ 3CFβ0
(2− a)2 −
2CF
2− a
Γ1
Γ0
]
ln2 τa +
[
γ1H
∣∣
n.A.
4(2−a)
− 1−a4(2−a)γ
1
S(a)−
CFβ0
(2−a)2
(
14−13a− 4pi
2
3 (1−a)−4f(a)
)]
ln τa + c(2) ,
where we recall that the function f(a) was defined in Eq. (2.41). Explicit values for γ1H
∣∣
n.A.
and γ1S can then be inserted from Eqs. (B.7) and (2.32). The total two-loop constant c(2)
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is given in terms of the Laplace-space constants by
c(2) =
c2
J˜
2 +
c2H + c2S˜ + (c
1
J˜
)2 + 2c1
J˜
c1
S˜
+ c1H(2c1J˜ + c
1
S˜
)
4 +
pi4
120
Γ20
(2− a)2 (3.7)
+ 2ζ3Γ0(2− a)2
[
γ0J +
(
1− a3
)
β0
]
+ pi
2
12
1
2− a
[
Γ1 + Γ0(c1H + 2c1J˜ + c
1
S˜
)− γ
0
J(γ0J + β0)
2− a
]
.
This formula immediately gives us c2
J˜
as soon as we determine c(2) (which, we recall from
Eq. (3.6), is in momentum space), whose extraction from EVENT2 will be described in the
next subsection.
3.2 Two-loop jet function constant
The program EVENT2 [74, 75] gives numerical results for partonic QCD observables in e+e−
collisions to O(α2s). Using the method described by Hoang and Kluth [76], we can extract
the singular constant c(2) in Eq. (3.6), and thus the unknown jet function constant c2
J˜
via
Eq. (3.7). For pedagogical purposes, we will give our own description of this method in the
language of continuous distributions, which we find more intuitive to understand, rather
than the language of discrete bins, which we encourage the reader to study in [76], as in
practice one implements the discrete method.
The integrated (cumulative) angularity distribution in full QCD has a fixed-order ex-
pansion of the form:
σc(τa)
σ0
= θ(τa)
{
1 + αs(Q)2pi
[
c12 ln2 τa + c11 ln τa + c10 + r1c (τa)
]
(3.8)
+
(αs(Q)
2pi
)2[
c24 ln4 τa + c23 ln3 τa + c22 ln2 τa + c21 ln τa + c20 + r2c (τa)
]}
,
to O(α2s). The cnm coefficients should agree with the SCET prediction in Eq. (3.4) for the
singular terms. The rnc functions are the nonsingular remainders that vanish as τa → 0 and
which are not predicted by the leading power expansion in SCET. Since SCET predicts
the singular coefficients correctly, the difference of the QCD and SCET results is simply
given by these remainders:
σc(τa)
σ0
− σc,sing(τa)
σ0
= rc(τa) = θ(τa)
{
αs(Q)
2pi r
1
c (τa) +
(αs(Q)
2pi
)2
r2c (τa)
}
, (3.9)
which we will use in the next subsection to obtain the nonsingular remainder functions rnc
from the difference of the EVENT2 output and the SCET prediction. To do this, however,
we must know all the cnm coefficients in Eq. (3.8), including the constants in c20 ≡ c(2) in
Eq. (3.7). But we do not yet know c2
J˜
.
In the limit of zero bin size, EVENT2 is generating an approximation to the differential
distribution, which takes the form:
1
σ0
dσ
dτa
= Aδ(τa) + [B(τa)]+ + r(τa) , (3.10)
where A is the constant coefficient of the delta function, B is a singular function, turned into
an integrable plus-distribution, and r = drc/dτa is nonsingular, that is, directly integrable
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Figure 3. Top: Comparison of the EVENT2 prediction for two angularity distributions at O(αs)
with the analytically-known singular terms that follow from Eq. (3.5). Bottom: Comparison of
their difference with the remainder function r1(τa) from [34].
as τa → 0. However, in practice we only obtain the distribution away from τa = 0 from
EVENT2, thus obtaining a histogram of the function:
1
σ0
dσ
dτa
∣∣∣∣
τa>0
= B(τa) + r(τa) . (3.11)
The delta function coefficient A, which gives the constants cn0 in the integrated distribution
Eq. (3.8), does not appear. The SCET prediction, on the other hand, gives just the singular
parts:
1
σ0
dσsing
dτa
= Aδ(τa) + [B(τa)]+ , (3.12)
so the difference between the EVENT2 and SCET predictions (away from τa = 0) gives the
nonsingular part:
1
σ0
dσ
dτa
− 1
σ0
dσsing
dτa
∣∣∣∣
τa>0
= r(τa) =
αs(Q)
2pi r
1(τa) +
(αs(Q)
2pi
)2
r2(τa) . (3.13)
Integrating this difference over 0 < τa ≤ 1 then gives the expansion of the nonsingular part
in terms of the rnc functions in Eq. (3.8):
lim
τa→0
∫ 1
τa
dτ ′a r(τ ′a) = rc(1) =
αs(Q)
2pi r
1
c (1) +
(αs(Q)
2pi
)2
r2c (1) . (3.14)
Now, the total hadronic cross section, normalized to σ0, is simply the integrated distribution
Eq. (3.8) evaluated at τa = 1. As the plus-distributions integrate to zero over this region,
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Figure 4. Integral Eq. (3.14) of the O(αs) remainder function from EVENT2 as a function of the
lower integration limit τa. As τa → 0, a suitable fitting region is indicated that gives the constant
r1c (1), for the case a = 0.
we use Eq. (3.10) to obtain
σtot = A+ rc(1) . (3.15)
The total cross section
σtot = 1 +
αs(Q)
2pi σ
(1)
tot +
(αs(Q)
2pi
)2
σ
(2)
tot (3.16)
is known to the considered order from [77–79]:
σ
(1)
tot =
3
2CF ,
σ
(2)
tot = −
3
8C
2
F +
(123
8 − 11ζ3
)
CFCA +
(
−112 + 4ζ3
)
CFTFnf .
(3.17)
From the perturbative expansion of Eq. (3.15), we then obtain the relations
σ
(1)
tot = c10 + r1c (1) ,
σ
(2)
tot = c20 + r2c (1) .
(3.18)
The coefficient c20 is precisely the constant c(2) in Eq. (3.6), so we can use Eq. (3.18) to
determine c(2)—and thus c2
J˜
through Eq. (3.7)—from the known σ(2)tot in Eq. (3.17) and the
EVENT2 results for r2c (1).
Essentially, the method relies on the fact that the total cross section is the sum of the
singular constant A and the integral over the nonsingular distribution rc(1). Summing the
EVENT2 bins, with the singular terms subtracted off, between a small τa ∼ 0 and τa = 1
gives the latter. Its difference from the known total cross section then gives the singular
constants cn0.
This is illustrated for the O(αs) parts of the differential distributions in Figs. 3 and 4.
The EVENT2 data for these plots is based on 1 ·1011 events with a cutoff parameter of 10−12.
In the upper plots of Fig. 3 we show the output of EVENT2 for two values of the angularity
parameter, a = −0.5 and a = 0.5, compared to the known predictions for the singular
terms. The difference is shown in the lower plots of Fig. 3 together with the remainder
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Figure 5. Comparison of the EVENT2 prediction for two angularity distributions at O(α2s) with
the analytically-known singular terms that follow from Eq. (3.6). The plots show the coefficients of
the color structures C2F , CFCA, CFTFnf .
function r1(τa) from [34]. One sees that the difference between the EVENT2 output and the
singular terms vanishes as τa → 0 as expected. In Fig. 4 we show the result of computing
the integral Eq. (3.14) as a sum over EVENT2 bins, for a = 0. The value of this integral
as the lower limit τa → 0 gives the numerical result for the constant r1c (1), which through
Eq. (3.18) gives an extraction of the singular constant c10 in the fixed-order distribution.
The O(αs) terms are, of course, already known; we show this just to illustrate the logic of
our procedure.
Our EVENT2 results for the O(α2s) parts of the differential distributions are displayed
for a = −0.5 and a = 0.5 in Fig. 5. The functions plotted are the coefficients of the color
structures C2F , CFCA, CFTFnf , and the EVENT2 output is again shown in comparison to
the singular terms predicted by Eq. (3.4). The agreement looks very good down to small
values of τa, until one gets so low that cutoff effects in EVENT2 play a role. For these plots
we have again set the cutoff parameter to 10−12, and the results are based this time on
4 · 1010 events.3 The difference between the EVENT2 output and the singular terms is the
nonsingular remainder function r2(τa), which we will show in Sec. 3.3. Integrating this
difference according to Eq. (3.14) gives the numerical result for the integral r2c (1). The
relevant plots for computing these integrals as a sum over EVENT2 bins are shown in Fig. 6,
and the values we extract for r2c (1) are listed in Table 3. The tabulated results are the
coefficients of each color structure:
r2c (1) = rCF2 C2F + rCA2 CFCA + r
nf
2 CFTFnf . (3.19)
The errors we report on the extracted central values are determined by the values of the
3We also have 1 · 1011 events with a cutoff parameter set to 10−15, which are included in our results for
the nonsingular remainder function, but which we do not use to extract the singular constants in the limit
τa → 0 here. This is because the extracted values for the C2F constant departs substantially, and the CFCA
constant marginally, from the known values at a = 0 when such a small cutoff parameter is used. We thus
stick to the 10−12 data, where the a = 0 constants come out correct, for extracting the singular constants.
– 19 –
a
=
−1 ●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●●
-� -� -� -� -� -� �-��-��
-��-��
-���
��
��
���
����
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●
●●●●
●●●
●●●
●●●●●
-� -� -� -� -� -� �
-��
-��
-��
�
����
���� ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●-� -� -� -� -� -� �
�
�
��
��
��
��
����� �
����
τ���τ[σ���� -σ����� ](τ)
a
=
−0
.7
5
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●●●●
-� -� -� -� -� -� �-��
-��-��
-���
��
��
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●
●●●●
●●●
●●●
●●●●●●
-� -� -� -� -� -� �-��
-��-��
-��-��
-���
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●-� -� -� -� -� -� �
�
�
��
��
��
��
a
=
−0
.5
●●
●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●●●●
-� -� -� -� -� -� �-��
-��-��
-���
��
��
��
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●
●●●●
●●●
●●●
●●●●●●
-� -� -� -� -� -� �
-��-��
-��-��
-���
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●-� -� -� -� -� -� �
�
�
��
��
��
��
a
=
−0
.2
5
●●
●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●●●●
-� -� -� -� -� -� �-��
-��-��
-���
��
��
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●
●●●●
●●●
●●●●
●●●●●
-� -� -� -� -� -� �
-��-��
-��-��
�
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●-� -� -� -� -� -� �
�
�
��
��
��
��
��
a
=
0
●
●
●●
●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●●●●
-� -� -� -� -� -� �-��
-��-��
-���
��
��
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●
●●●●
●●●●
●●●●
●●●●
-� -� -� -� -� -� �
-��
-��
-��
�
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●-� -� -� -� -� -� ��
�
��
��
��
��
a
=
0.
25
●
●●
●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●
-� -� -� -� -� -� �
-��-��
-���
��
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●
●●●
-� -� -� -� -� -� �-��
-��-�
�
�
��
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●-� -� -� -� -� -� ��
�
��
��
��
��
��
a
=
0.
5
●●
●●●●
●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
-� -� -� -� -� -� �
-���
-���
�
���
�����τ�
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
-� -� -� -� -� -� �
-��-��
�
��
��
�����τ� ●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●
●●●●●●●●●
-� -� -� -� -� -� �-��
�
��
��
��
��
��
�����τ�
Figure 6. Integral Eq. (3.14) of the O(α2s) remainder function from EVENT2 as a function of the
lower integration limit τa. Shown are the coefficients of the C2F , CFCA, CFTFnf colour structures.
Our best fit values for the constants rCF2 , rCA2 , r
nf
2 defined in Eq. (3.19) are shown in red.
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a −1.0 −0.75 −0.5 −0.25 0.0 0.25 0.5
rCF2 −0.16+0.37−0.28 0.19+0.34−0.24 0.24+0.35−0.18 −0.66+0.36−0.29 −4.03+0.38−0.27 −15.9+0.4−0.7 −49.9+3.2−8.4
rCA2 −42.3+0.2−0.5 −38.0+0.2−0.5 −33.2+0.1−0.3 −27.3+0.1−0.2 −19.3+0.1−0.2 −6.42+0.20−0.11 18.1+1.5−0.5
rnf2 6.76+0.08−0.03 6.57+0.08−0.03 6.03+0.07−0.03 4.92+0.06−0.02 2.78+0.03−0.02 −1.42+0.02−0.06 −9.92+0.23−0.87
Table 3. Fit values for the coefficients of the integral r2c (1) of the nonsingular QCD distribution
as defined in Eq. (3.19). The central values and their uncertainties have been extracted from the
plots in Fig. 6 as described in the text.
a −1.0 −0.75 −0.5 −0.25 0.0 0.25 0.5
c2
J˜
66.0+5.2−3.4 42.3+5.1−3.3 17.3+3.2−2.5 −9.34+2.76−2.48 −36.3+2.7−2.4 −57.6+3.8−3.2 −79.8+39.7−24.9
Table 4. Extracted values of the two-loop jet function constants c2
J˜
, determined by Eq. (3.7) and
the value for c(2) implied by Eq. (3.20) and the numerical results for r2c (1) in Table 3.
fitted parameters at which the χ2 per degree of freedom increases by 100% relative to
that at the best fit value over the fit range of log10τa ∈ (−5 + 4a/10,−4 + 4a/10) for C2F ,
log10τa ∈ (−5,−4) for CFCA, and log10τa ∈ (−4.5,−3.5) for CFTFnf , which we determined
empirically by looking for stable plateau regions in Fig. 6 from which to perform the fits.
These plateaus are very stable for the CFCA and CFTFnf color structures for most values
of a, but less so for many of the C2F results — stability issues with C2F singular terms in
EVENT2 have been encountered in prior analyses as well (e.g. [15, 80]). This is possibly due
to an undersampling of C2F contributions in the infrared region. Also from Fig. 6 it can
be seen that we did not achieve stable plateaus for a = 0.5 (except arguably for CFTFnf )
before hitting the cutoff-affected region. However we went ahead and applied the same fit
procedure as described above, and the result in Table 4 for a = 0.5 correspondingly has
a much larger uncertainty. Despite these issues with C2F and a = 0.5 contributions, for
our present analysis we were nevertheless able to obtain sufficiently reliable results for the
final cross sections we present in Sec. 6. Namely, even doubling the uncertainties on c2
J˜
shown in Table 4, the total NNLL′ uncertainty bands on the cross sections in Sec. 6 are
unchanged for all a ≤ 0.25, and only change a few percent for a = 0.5 in the resummation
region, with the methods for uncertainty estimation described in Sec. 5.2. Of course, when
other theoretical uncertainties are pushed sufficiently low to make the uncertainties on rCF2
and for a = 0.5 more prominent (and before making a robust uncertainty estimate on any
definitive extraction of αs), one should revisit the methods used to compute these numbers.
The constant part of the singular O(α2s) cross section is finally given by Eq. (3.18),
c(2) ≡ c20 = σ(2)tot − r2c (1) , (3.20)
which we can plug into Eq. (3.7) to obtain the so-far unknown two-loop jet function con-
stant c2
J˜
. Our results are shown in Table 4, where we have set nf = 5 and we have added
the uncertainties of the individual r2c (1) coefficients in Table 3 linearly. In our phenomeno-
logical analysis below, we will vary c2
J˜
over the uncertainties shown in Table 4, and we will
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Figure 7. Left: O(αs) remainder function for a = 0.25, which is known from [34]. Right: The
corresponding O(α2s) remainder function from EVENT2 (data points) with a suitable interpolation
as described in the text.
account for its contribution to the overall uncertainties presented in Sec. 6. This particular
contribution to the total uncertainty turns out, however, to be almost negligible. Our fit
result for a = 0 agrees well with the analytically known result from [70], c2
J˜
= −36.3.
3.3 Remainder functions
We next move on to the integrable remainder function r2(τa) in Eq. (3.13), and consequently
its nonsingular integrated version r2c (τa) in Eq. (3.8). A prior issue to sort out in this context
is the kinematic endpoint of the τa distribution in full QCD, which the singular predictions
from SCET do not “see” since they assume τa  τmaxa ∼ 1.
The full QCD distribution dσ/dτa in Eq. (3.10) vanishes at O(αks) above the maximum
kinematic value of τa for (k + 2) particles in the final state, which we will call τk,maxa .
The SCET distribution dσsing/dτa, however, continues above τa > τk,maxa at this order.
The remainder distribution r(τa) in Eq. (3.13) is therefore just the negative of the SCET
distribution above τk,maxa :
rk(τa) = θ(τk,maxa − τa) rk(τa)− θ(τa − τk,maxa )Bk(τa) , (3.21)
where Bk is the O(αks) coefficient of the singular distribution B(τa) in Eq. (3.10) (in units
of (αs(Q)/(2pi))k), and we have slightly abused notation in using the same symbol rk for
the remainder function for τa < τk,maxa .
At O(αs) there are up to three particles in the final state. The maximum value of
τa occurs for the symmetric “Mercedes-star” configuration with three particles in a plane,
with equal energy E1,2,3 = Q/3 and an angle θij = 2pi/3 between any two of them (for the
values of a we consider, but see [34] for exceptions). The thrust axis may then be taken to
be along any of the three particles, and one easily derives τ1,maxa = (1/3)1−a/2.
At O(α2s) there are up to four particles in the final state, and it is similarly straight-
forward to compute the angularity τa for the symmetric four-particle configuration, which
we derive in App. D. Assuming that the symmetric configuration again determines the
maximum for the values of a relevant for our analysis, we obtain
τ2,maxa =
(
1−
√
3
3
)1−a(2
3
)a/2
. (3.22)
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a −1 −0.75 −0.5 −0.25 0 0.25 0.5
a1 6212 5401 4328 3526 1475 −209 22756
a2 1377 1210 986 803 343 50.8 6262
a3 94.4 82.5 67.3 54.2 23.5 14.0 512
b2 −1680 −1139 −518 −491 −25.4 793 4440
b3 −2455 −2098 −1619 −1317 −465 423 −7037
a0 5634 4694 3516 2884 1083 −598 14658
Table 5. Results for the fit coefficients in Eq. (3.24) obtained from the EVENT2 data displayed in
Fig. 8. The uncertainties on these fits are illustrated in the plots on the right panel of Fig. 8.
We next turn to the functional form of the remainder functions r1(τa) and r2(τa),
which are displayed in Fig. 7 for a = 0.25. For these results we collect EVENT2 data from
all events at cutoffs of 10−12 and 10−15 as mentioned above. In the left panel the predicted
curve from [34] for the O(αs) remainder function is shown, whereas our EVENT2 results at
O(α2s) are given by the data points in the right panel. In this panel we also illustrate how,
following [18], we divide the τa domain into two regions τa < 0.1 and τa > 0.1, where we
bin linearly in log10 τa or in τa itself, respectively, to accurately capture the shape of the
remainder function across the whole domain. In the linearly binned region, the EVENT2
uncertainties are negligible and we take a direct interpolation of the data points to be our
working remainder function. In the low τa region, on the other hand, we perform a fit
to a predetermined basis of functions and use the result as our functional prediction. We
then join these predictions smoothly to determine the final remainder function entering
our cross section predictions:
r2(τa) = [1− f(τa, 0.05, 0.01)] r2log(τa) + f(τa, 0.05, 0.01) r2lin(τa) , (3.23)
with f(z, z0, ) = 1/(1 + e−(z−z0)/). We actually transition to the direct interpolation of
the EVENT2 data r2lin at τa = 0.05, which is a bit below the boundary τa = 0.1 between the
logarithmically and linearly binned regions, since the EVENT2 data is so precise well below
this point anyway.
The basis of functions we use to fit the data in the low τa region is given by
r2log(τa) = a0 + a1 ln τa + a2 ln2 τa + a3 ln3 τa + b2 τa ln2 τa + b3 τa ln τa , (3.24)
which is meant to be a representative but not necessarily complete (or even fully accurate)
set of functions that can appear in the fixed-order O(α2s) distribution. This basis is simply
chosen since it gives a good fit to the growth of r2(τa) at small values of τa to the accuracy
of the EVENT2 data that we have. The fit is performed subject to the constraint that the
total area r2c (1) under the remainder function r2(τa) is consistent with the values extracted
in Table 3. We just use the central values from that table, as varying it within the ranges
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Figure 8. Left: O(αs) remainder functions from [34]. Middle: O(α2s) remainder functions across
the whole physical spectrum. Right: Magnified plots of the latter in the low τa region. Note that the
vertical scales differ significantly across the plots, affecting the visual appearance of the uncertainty
bands’ actual widths.
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shown gives a negligible shift in the extracted fit parameters in Eq. (3.24). The errors on
our remainder function r2(τa) actually come from the 1-σ error bands determined by the
NonlinearModelFit routine in Mathematica, with the weight of each data point inversely
proportional to the square of its EVENT2 error bar, and with a0 determined by the area
condition, leaving five free parameters in the fit. We give the results of these fits in Table 5.
Our final results for the O(αs) and O(α2s) remainder functions for all seven values
of the angularity a we consider in this work are shown in Fig. 8. The uncertainties of
the aforementioned fit procedure are hardly visible in the plots in the middle panel of
Fig. 8, but they become noticeable in the low τa region, which is magnified in the right
panel. Although the statistical errors from EVENT2 at low τa grow substantially, the fits are
constrained by the highly precise larger τa data and the constraint on the total area under
the remainder function. More precise results for r2(τa) at low τa, and a more rigorous
derivation of the fit functions that should appear in Eq. (3.24), are certainly desirable for
precision phenomenology in this region, but such exercises lie outside the scope of this
paper. Here we seek only to obtain sufficiently smooth and stable visual results for very
low τa values, and focus on precision comparisons to data for intermediate-to-large τa.
The remainder functions r1(τa) and r2(τa) have been extracted at a scale µ = Q, cf.
Eq. (3.8). The singular parts predicted by the factorization theorem Eq. (2.1) and these
non-singular parts must separately add up to be scale independent, if summed to all orders
in αs(µ). Thus we can probe the perturbative uncertainty of the non-singular parts by
varying them as a function of a separate scale µns:
r(τa, µns) = r(1)(τa, µns) + r(2)(τa, µns) , (3.25)
where r(1)(τa, µns) ≡ αs(µns)2pi r
1(τa) ,
r(2)(τa, µns) ≡
(αs(µns)
2pi
)2[
r2(τa) + β0 r1(τa) ln
µns
Q
]
,
and similarly for the integrated version rc. These functions r(τa, µns), rc(τa, µns) enter our
final NLL′+O(αs), NNLL+O(αs), and NNLL′+O(α2s) resummed and matched predictions
for the cross sections we will present in Sec. 6. We have now assembled all the perturbative
ingredients that we need to make these predictions. But before we do so, we turn our
attention to the implementation of non-perturbative effects, whose proper treatment can
even improve the behaviour of the perturbative convergence.
4 Non-perturbative corrections
Having resummed the angularity distributions in Sec. 2 and matched them to the fixed-
order predictions in Sec. 3, we will now include a treatment of non-perturbative corrections
that will influence the overall shape and position of the distributions.
4.1 Non-perturbative shape function
As with any hadronic observable, event shapes are sensitive to low energetic QCD radiation
and effects of confinement. The importance of these non-perturbative effects depends on
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the domain of τa considered. For angularities with a < 1, power corrections from the
collinear sector are suppressed with respect to those from the soft sector [23, 24]. The
non-perturbative effects can then be parameterized into a soft shape function fmod(k) that
is convolved with the perturbative distribution [38, 39, 51]:
S(k, µ) =
∫
dk′ SPT(k − k′, µ) fmod(k′ − 2∆a) , (4.1)
which ultimately leads to Eq. (1.4) for the cross section. Here SPT is the soft function
computed in perturbation theory, and ∆a is a gap parameter, which we will address in the
next subsection. The shape function fmod(k) is positive definite and normalized. We follow
previous approaches and expand the shape function in a complete set of orthonormal basis
functions [57]:
fmod(k) =
1
λ
[ ∞∑
n=0
bn fn
(
k
λ
)]2
, (4.2)
where
fn(x) = 8
√
2x3 (2n+ 1)
3 e
−2x Pn
(
g(x)
)
, (4.3)
g(x) = 23
(
3− e−4x
(
3 + 12x+ 24x2 + 32x3
))
− 1 ,
and Pn are Legendre polynomials. The normalization of the shape function implies that
the coefficients bn satisfy
∑∞
n=0 b
2
n = 1. In practice, we only keep one term in the sum (4.2),
setting bn = 0 for n > 0 (cf. [16, 18, 81]). The parameter λ is then constrained by the
first moment of the shape function as explained in the next subsection. More terms can in
principle be included in Eq. (4.2) if one wishes to study higher non-perturbative moments
beyond the first one.
This function, when convolved with the perturbative distribution from the previous
sections, reproduces the known shift in the tail region [43, 44, 82], which can be shown rig-
orously via an operator product expansion (OPE) [23] to be the dominant non-perturbative
effect,4
dσ
dτa
(τa) −→NP
dσ
dτa
(
τa − cτa
Ω1
Q
)
. (4.4)
Here Ω1 is a universal non-perturbative parameter that is defined as a vacuum matrix
element of soft Wilson lines and a transverse energy-flow operator (for details, see [23]).
On the other hand, cτa is an exactly calculable observable-dependent coefficient which, for
the angularities, is given by cτa = 2/(1− a) [23, 40, 41].5
4 In the peak region, the OPE does not apply and the full shape function fmod(k) is required to capture
the non-perturbative effects. Furthermore, the result in (4.4) is not only leading order in the OPE, it is
also subject to other corrections like finite hadron masses and perturbative renormalization effects on the
quantity Ω1, as described in [26].
5The expression for cτa diverges in the broadening limit a → 1, where the SCETI factorization theo-
rem we use breaks down. A careful analysis revealed that the non-perturbative effects to the broadening
distributions are enhanced by a rapidity logarithm, cBT = lnQ/BT [24].
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4.2 Gap parameter and renormalon subtraction
As advocated in [51], we use a soft function with a non-perturbative gap parameter ∆a,
as already displayed in Eq. (4.1). The gap parameter accounts for the minimum value of
τa for a hadronic spectrum (the distribution can go down to zero for massless partons, but
not for massive hadrons). In the tail region of the distributions, Eq. (4.1) then leads to a
shift of the perturbative cross section, Eq. (4.4), with
2Ω1
1− a = 2∆a +
∫
dk k fmod(k) . (4.5)
Since the first moment is shifted linearly by ∆a, this parameter was rescaled in [34] from
its default definition in [51] via
∆a =
∆
1− a , (4.6)
where ∆ ∼ ΛQCD is an a-independent parameter. Note that this determines that, with
Eq. (4.2) truncated at n = 0, the model function parameter λ = 2(Ω1−∆)/(1− a). Up to
this point, the barred quantities Ω1,∆(a) are taken to be defined in a perturbative scheme
like MS in which SPT has been calculated. In [51] it was pointed out that such a definition
of the gap parameter ∆a has a renormalon ambiguity, shared by the perturbative soft
function SPT in Eq. (4.1). This is similar but not identical to the renormalon in the pole
mass for heavy quarks (see, e.g. [83]). To obtain stable predictions, it is necessary to cancel
the ambiguity from both SPT and ∆a in Eq. (4.1). This can be done by redefining the gap
parameter as
∆a = ∆a(µ) + δa(µ) , (4.7)
where δa has a perturbative expansion with the same renormalon ambiguity as SPT (but
opposite sign). The remainder ∆a is then renormalon free, but its definition depends on
the scheme and the scale of the subtraction term δa. We adopt here the prescription
chosen in [76] and also later implemented by [16, 18, 34], which is based on the position-
space subtraction for the heavy-quark pole-mass renormalon introduced in [84, 85]. We
will translate this notation to the Laplace-space soft function we have been using in this
paper—see Eq. (2.28). The two formulations are completely equivalent with ν ↔ ix.
The subtraction and its evolution equations are easier to formulate in Laplace space
than in momentum space. For the Laplace-space soft function6
S˜(ν, µ) =
∫ ∞
0
dk e−νkS(k, µ) , (4.8)
the convolution in Eq. (4.1) becomes
S˜(ν, µ) =
[
e−2ν∆a(µ)f˜mod(ν)
][
e−2νδa(µ)S˜PT(ν, µ)
]
, (4.9)
where we have grouped the renormalon-free gap parameter ∆a with the shape function
f˜mod, and the perturbative subtraction term δa with S˜PT, rendering each group of terms
6We prefer to use a dimensionful Laplace variable in this section, which is related to the one introduced
in Sec. 2.3 by ν = νa/Q.
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in brackets renormalon free. There are a number of schemes one can choose to define δa
that achieve cancellation of the leading renormalon. A particularly convenient one found
in [76, 84, 85] is a condition that fixes the derivative of the soft function at some value of
ν to have an unambiguous value:
ReγE
d
d ln ν
[
ln ŜPT(ν, µ)
]
ν=1/(ReγE )
= 0 , (4.10)
where ŜPT(ν, µ) = e−2νδa(µ)S˜PT(ν, µ), which is sufficient to render ŜPT, and thus ∆a, to be
renormalon-free. This is known as the “Rgap” scheme, and its condition determines δa as a
function of a new, arbitrary subtraction scale R, which should be taken to be perturbative,
but small enough to describe the characteristic fluctuations in the soft function. Explicitly,
Eq. (4.10) defines the subtraction term as
δa(µ,R) =
1
2Re
γE
d
d ln ν
[
ln S˜PT(ν, µ)
]
ν=1/(ReγE )
, (4.11)
and we see that δa (and thus ∆a) depends on two perturbative scales, µ and R. Expanding
the subtraction terms as
δa(µ,R) = ReγE
[
αs(µ)
4pi δ
1
a(µ,R) +
(αs(µ)
4pi
)2
δ2a(µ,R) + · · ·
]
, (4.12)
we obtain, for the MS Laplace-space soft function S˜PT, using its expansion in Eq. (2.28),
δ1a(µ,R) = Γ0S ln
µ
R
, (4.13a)
δ2a(µ,R) = Γ0Sβ0 ln2
µ
R
+ Γ1S ln
µ
R
+ γ
1
S(a)
2 + c
1
S˜
(a)β0 , (4.13b)
where from Eq. (2.29), ΓnS = −2Γn/(1 − a), and γ1S and c1S˜ are given by Eq. (2.32) and
Eq. (2.36).
Eq. (4.13) exhibits logarithms of µ/R that appear in the subtraction term δa and thus
the renormalon-free gap parameter ∆a. Since µ = µS will be chosen in the next section to
be a function of τa, which varies over a large range between µ0 ∼ 1 GeV and Q, a fixed
value of R can only minimize these logarithms in one region of τa, but not everywhere.
We therefore need to allow R to vary as well to track µS , and so we need to know the
evolution of ∆a in both µ and R. The µ-RGE is simple to derive. Since ∆a in Eq. (4.7) is
µ-independent, we obtain
µ
d
dµ
∆a(µ,R) = −µ d
dµ
δa(µ,R) ≡ γµ∆[αs(µ)] , (4.14)
where from the perturbative expansion of δa in Eq. (4.13), we can determine
γµ∆[αs(µ)] = −ReγEΓS [αs(µ)] , (4.15)
explicitly to O(α2s), and which can be shown to hold to all orders [76]. The solution of this
RGE is given by
∆a(µ,R) = ∆a(µ∆, R) +ReγE
κS
2 ηΓ(µ, µ∆) , (4.16)
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with an initial condition at some scale µ∆, and where κS = 4/(1−a) was given in Eq. (2.8)
and the kernel ηΓ was defined in Eq. (2.7).
The evolution of the gap parameter ∆a(µ,R) in R is a bit more involved, and was
solved in [85] for quark masses and applied to the soft gap parameter in [76]. We follow
this derivation here (in our own notation). Since from Eq. (4.16) we know how to evolve
∆a(µ,R) in µ, we just need to derive the evolution of ∆a(R,R) in R. Since ∆a in Eq. (4.7)
is also R-independent, we can derive from the perturbative expansion of δa in Eq. (4.13)
the “R-evolution” equation:
d
dR
∆a(R,R) = − d
dR
δa(R,R) ≡ −γR[αs(R)] , (4.17)
where γR has a perturbative expansion,
γR[αs(R)] =
∞∑
n=0
(αs(R)
4pi
)n+1
γnR , (4.18)
whose first two coefficients we read off from Eqs. (4.12) and (4.13),
γ0R = 0 , γ1R =
eγE
2
[
γ1S(a) + 2c1S˜β0
]
. (4.19)
Even though γ0R = 0 for the soft gap parameter (since γ0S(a) = 0), we will keep it symboli-
cally in the solution below for generality (and for direct comparison with the quark mass
case in [85]).
To solve Eq. (4.17), we integrate:
∆a(R1, R1)−∆a(R∆, R∆) = −
∫ R1
R∆
dR
R
RγR[αs(R)] , (4.20)
multiplying and dividing by R in the integrand, anticipating using Eq. (2.21) to change
integration variables to αs. But first we need to invert αs(R) to express R. To this end,
we write Eq. (2.21) in the form
ln R
R∆
=
∫ αs(R)
αs(R∆)
dα
β[α] = G[αs(R)]−G[αs(R∆)] , (4.21)
where G[α] is the antiderivative of 1/β[α],
G′[α] = 1
β[α] = −
2pi
β0
1
α2
1
1 + α4pi
β1
β0
+
(
α
4pi
)2 β2
β0
+ · · ·
. (4.22)
This determines G up to a constant of integration (we effectively choose it such that
G[α] → 0 as α → ∞). If R,R∆ are scales for which αs is perturbative, we can determine
G explicitly order by order,
G[α] = 2pi
β0
[ 1
α
+ β14piβ0
lnα− B2(4pi)2 α+ · · ·
]
, (4.23)
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with B2 from Eq. (2.19). Then Eq. (4.21) gives R in terms of any other perturbative scale
R∆ as
R = eG[αs(R)]
[
R∆e
−G[αs(R∆)]
]
, (4.24)
and we can use this relation in Eq. (4.20) to achieve the change of variables from R to αs,
∆a(R1, R1)−∆a(R∆, R∆) = −R∆e−G[αs(R∆)]
∫ αs(R1)
αs(R∆)
dα
β[α] e
G[α] γR[α] . (4.25)
Keeping the explicit expression for G in Eq. (4.23) up to the B2 term, and expanding out
the integrand in powers of αs where we can, we obtain
∆a(R1, R1)−∆a(R∆, R∆) (4.26)
= R∆2β0
e−G[αs(R∆)]
∫ αs(R1)
αs(R∆)
dα
α
e
2pi
β0α α
β1
2β20
{
γ0R +
α
4pi
[
γ1R −
γ0R
β0
(
β1 +
B2
2
)]
+ · · ·
}
.
This series of integrals is conveniently evaluated by changing the integration variable to
t = −2pi/(β0α), upon which
∆a(R1, R1)−∆a(R∆, R∆) (4.27)
= R∆2β0
e−G[αs(R∆)]
(2pi
β0
eipi
) β1
2β20
∫ t0
t1
dt
t
e−t t
− β1
2β20
{
γ0R −
1
2β0t
[
γ1R −
γ0R
β0
(β1 +
B2
2
)]
+ · · ·
}
.
These integrals can then be expressed in terms of the incomplete gamma function Γ(c, x) =∫∞
x dt t
−1+c e−t, such that
∆a(R1, R1)−∆a(R∆, R∆) (4.28)
= R∆2β0
e−G[αs(R∆)]
(2pi
β0
eipi
) β1
2β20
{
γ0R
[
Γ
(
− β12β20 ,−
2pi
β0αs(R1)
)
− Γ
(
− β12β20 ,−
2pi
β0αs(R∆)
)]
− 12β0
[
γ1R −
γ0R
β0
(
β1+
B2
2
)][
Γ
(
− β12β20 −1,−
2pi
β0αs(R1)
)
− Γ
(
− β12β20 −1,−
2pi
β0αs(R∆)
)]
+ · · ·
}
,
which is consistent with the solution of the R-evolution equation given in [76, 85]. The
solution of both µ- and R-evolution equations in Eqs. (4.16) and (4.28) finally determines
the renormalon-subtracted gap parameter ∆a(R,µ) at any perturbative scales R,µ in terms
of an input value ∆a(R∆, R∆) at a reference scale R∆:
∆a(µ,R) = ∆a(R∆, R∆) +ReγE
κS
2 ηΓ(µ,R) (4.29)
+ R∆2β0
e−G[αs(R∆)]
(2pi
β0
eipi
) β1
2β20
{
γ0R
[
Γ
(
− β12β20 ,−
2pi
β0αs(R)
)
− Γ
(
− β12β20 ,−
2pi
β0αs(R∆)
)]
− 12β0
[
γ1R −
γ0R
β0
(
β1+
B2
2
)][
Γ
(
− β12β20 −1,−
2pi
β0αs(R)
)
− Γ
(
− β12β20 −1,−
2pi
β0αs(R∆)
)]
+ · · ·
}
.
This expression is real, and we recall that γ0R = 0 in our case.
In the solution of the µ- and R-evolution of ∆a in Eq. (4.29), we truncate at each
order of logarithmic accuracy as follows: at NLL(′) we keep γµ∆, γR to O(αs) (i.e. up to
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the second line of Eq. (4.29)), and at NNLL(′) we keep γµ∆, γR to O(α2s) (i.e up to the last
line). These rules are summarized with all other truncation rules in Table 6 below. Note
that this means that ηΓ is actually kept to one order of accuracy lower than indicated by
Eq. (2.18). This is because the µ-evolution of ∆a in Eq. (4.16) is not multiplied by an
extra logarithm as for the hard, jet, and soft functions in the full factorized cross section.7
Transforming the renormalon-free soft function in Eq. (4.9) back to momentum space,
we obtain the shifted version of Eq. (4.1),
S(k, µ) =
∫
dk′ SPT
(
k − k′ − 2δa(µ,R), µ
)
fmod
(
k′ − 2∆a(µ,R)
)
. (4.30)
Then the parameter Ω1 in Eq. (4.5), describing the non-perturbative shift of the perturba-
tive cross section induced by the shape function, turns into a renormalon-free shift:
2Ω1(µ,R)
1− a = 2∆a(µ,R) +
∫
dk k fmod(k) , (4.31)
We will take the input gap parameter at a reference scale R∆ = 1.5 GeV to be ∆(R∆, R∆) =
0.1 GeV in our phenomenological analysis below. The exact value of this parameter is not
particularly relevant to the tail region in which we focus our comparisons to data [18].
The shift in the perturbative part of Eq. (4.30) can also be expressed in terms of a
differential translation operator that acts on the perturbative soft function SPT:
S(k, µ) =
∫
dk′
[
e−2δa(µ,R)
d
dk SPT
(
k − k′, µ)] fmod(k′ − 2∆a(µ,R)) , (4.32)
which, after integrating by parts, gives
S(k, µ) =
∫
dk′ SPT
(
k − k′, µ) [e−2δa(µ,R) ddk′ fmod(k′ − 2∆a(µ,R))] . (4.33)
In the final cross section, the renormalon-subtracted shape function then enters as a con-
volution against the perturbative distribution,
1
σ0
σ(τa) =
∫
dk σPT
(
τa − k
Q
)[
e−2δa(µS ,R)
d
dk fmod
(
k − 2∆a(µS , R)
)]
, (4.34)
which is the expression we anticipated in Eq. (1.4). This implies we convolve both the
singular and nonsingular parts of the cross section Eq. (1.6) with the same, renormalon-
subtracted shape function. In doing this we follow [18] and ensure a smooth transition from
the resummation to fixed-order regime even after non-perturbative effects are included.
7In comparing to the R-evolution for quark masses in [85], it may also appear that we keep one fewer
order at NkLL accuracy than in that paper. But the counting for the logarithms is different in the two
cases, since the logarithms appear as single logarithms for quark masses, but as double logarithms for event
shapes; so the terms we call NkLL correspond to terms that are called Nk−1LL in [85]. Also, our truncation
scheme seems to differ from the one applied for the gap parameter in [16, 18], as described in Eq. (A31) of
[18] or Eq. (56) of [16]. However, it is consistent with the corresponding tables in these papers and with
the actual numerical implementations used by these authors in their results [86].
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Accuracy Γcusp γF , γµ∆, γR β H, J˜, S˜, δa
LL αs 1 αs 1
NLL α2s αs α2s 1
NNLL α3s α2s α3s αs
N3LL α4s α3s α4s α2s
Accuracy H, J˜, S˜, δa
NLL′ αs
NNLL′ α2s
N3LL′ α3s
Matching rn(τa)
+O(αs) αs
+O(α2s) α2s
+O(α3s) α3s
Table 6. Ingredients we include at various orders of unprimed NkLL (Left), primed NkLL′ (Middle),
and matched (Right) accuracies, up to a given fixed order O(αns ). The tables apply to the inte-
grated distribution in Eq. (4.38) and the Laplace-transformed distribution, but not, for unprimed
accuracies, directly to the differential form in Eq. (2.1)—see [35] for details. We have included
a counting for the renormalon subtractions terms δa in Eq. (4.12) and the µ- and R-evolution
anomalous dimensions γµ∆, γR in Eqs. (4.15) and (4.18) as described in the text.
In practice we expand out the shape function terms to the order we work in αs,
e−2δa(µS ,R)
d
dk fmod(k − 2∆a(µS , R)) = f (0)mod(k − 2∆a(µS , R)) + f (1)mod(k − 2∆a(µS , R))
+ f (2)mod(k − 2∆a(µS , R)) , (4.35)
where
f
(0)
mod(k − 2∆a(µS , R)) = fmod(k − 2∆a(µS , R)) , (4.36a)
f
(1)
mod(k − 2∆a(µS , R)) = −
αs(µS)
4pi 2δ
1
a(µS , R)ReγEf ′mod(k − 2∆a(µS , R)) , (4.36b)
f
(2)
mod(k − 2∆a(µS , R)) =
(αs(µS)
4pi
)2[−2δ2a(µS , R)ReγEf ′mod(k − 2∆a(µS , R)) (4.36c)
+ 2(δ1a(µS , R)ReγE )2f ′′mod(k − 2∆a(µS , R))
]
,
with δ1,2a (µS , R) from Eq. (4.13). The order to which these terms are kept at each accuracy
are included in Table 6.
4.3 Final resummed, matched, and renormalon-subtracted cross section
We now collect all pieces described above, giving our final expressions for the resummed
cross section, matched to fixed-order and convolved with a renormalon-free shape function.
In evaluating the convolution in Eq. (4.34), we must truncate the product of the
fixed-order perturbative pieces contained in Eqs. (2.11) and (3.13) along with the non-
perturbative pieces in Eq. (4.35) to the appropriate order in αs for NkLL(
′) accuracy.
Namely, starting with Eq. (2.11) for the integrated distribution, we expand the fixed-order
coefficients in powers of αs:
σc,PT(τa)
σ0
= σLOc (τa) + σNLOc (τa) + σNNLOc (τa) , (4.37)
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where
σN
kLO
c (τa;µH , µJ , µS , µns) = eK˜(µH ,µJ ,µS ;Q)+Kγ(µH ,µJ ,µS)
( 1
τa
)Ω(µJ ,µS)
(4.38)
× F˜k(τa, ∂Ω, µH , µJ , µS) e
γEΩ
Γ(1− Ω) + r
(k)
c (τa, µns) ,
with the fixed-order operators F˜k at each order given by
F˜0(τa, ∂Ω, µH , µJ , µS) = 1 , (4.39a)
F˜1(τa, ∂Ω, µH , µJ , µS) =
αH
4pi H1(Q
2, µH) + 2
αJ
4pi J˜1
(
∂Ω + ln
µ2−aJ
Q2−aτa
, µJ
)
(4.39b)
+ αS4pi S˜1
(
∂Ω + ln
µS
Qτa
, µS
)
,
F˜2(τa, ∂Ω, µH , µJ , µS) =
(αH
4pi
)2
H2(Q2, µH) +
(αJ
4pi
)2
(2J˜2 + J˜21 )
(
∂Ω + ln
µ2−aJ
Q2−aτa
, µJ
)
+
(αS
4pi
)2
S˜2
(
∂Ω + ln
µS
Qτa
, µS
)
+ αH4pi H1(Q
2, µH) (4.39c)
×
[
2αJ4pi J˜1
(
∂Ω+ln
µ2−aJ
Q2−aτa
, µJ
)
+ αS4pi S˜1
(
∂Ω+ln
µS
Qτa
, µS
)]
+ 2αJ4pi
αS
4pi J˜1
(
∂Ω+ln
µ2−aJ
Q2−aτa
, µJ
)
S˜1
(
∂Ω+ln
µS
Qτa
, µS
)
,
where αF ≡ αs(µF ), Hn, J˜n, S˜n are given by Eq. (2.28), and r(k)c are the integrated versions
of the remainder functions in Eq. (3.25) with r(0)c (τa, µns) = 0.
In the convolved cross section Eq. (4.34), the proper fixed-order expansion up to
NNLL(′) accuracy is then given by:
σc(τa)
σ0
= σ[0]c (τa) + σ[1]c (τa) + σ[2]c (τa) , (4.40)
where
σ[0]c (τa) =
∫
dk σLOc
(
τa − k
Q
;µH , µJ , µS
)
f
(0)
mod(k − 2∆a(µS , R)) , (4.41a)
σ[1]c (τa) =
∫
dk
{
σNLOc
(
τa − k
Q
;µH , µJ , µS , µns
)
f
(0)
mod(k − 2∆a(µS , R)) (4.41b)
+ σLOc
(
τa − k
Q
;µH , µJ , µS
)
f
(1)
mod(k − 2∆a(µS , R))
}
,
σ[2]c (τa) =
∫
dk
{
σNNLOc
(
τa − k
Q
;µH , µJ , µS , µns
)
f
(0)
mod(k−2∆a(µS , R)) (4.41c)
+ σNLOc
(
τa − k
Q
;µH , µJ , µS , µns
)
f
(1)
mod(k−2∆a(µS , R))
+ σLOc
(
τa − k
Q
;µH , µJ , µS
)
f
(2)
mod(k − 2∆a(µS , R))
}
.
Eq. (4.40) is to be truncated at the fixed order demanded by Table 6 (first term up to NLL,
second term for NLL′ and NNLL, and up to the last term for NNLL′), while the evolution
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Figure 9. Predictions for the central values of the integrated cross sections at NNLL′ accuracy in
the low τa domain, shown here for seven values of the angularity parameter a. Left: Predictions
from the purely perturbative cross section. Right: Predictions after renormalon subtraction as
implemented in Eq. (4.41).
kernels contained in each expression are to be evaluated to the appropriate resummed
logarithmic accuracy as described in Sec. 2.
Eqs. (4.40) and (4.41) represent our final expression for the renormalon-free resummed
and matched cross section that is convolved with a non-perturbative shape function. We
should point out that we will perform the convolution in k prior to choosing particular
values for the scales µH,J,S,ns and R. We have clearly exhibited the dependence on these
scales versus the explicit dependence on τa appearing in Eqs. (4.38) and (4.39). In the
next section we will describe how we choose these scales, but for now it suffices to say
that they are functions of the measured τa in the cross section, and not functions of the
convolution variable τa − k/Q. Thus the τa dependence inside the scales µH,J,S,ns and R
are not convolved over in Eq. (4.41). In our numerical code, the convolution between the
explicit τa − k/Q dependence from Eqs. (4.38) and (4.39) and the k dependence in fmod is
then computed for a given set of scales µi(τa), R(τa).
Fig. 9 illustrates the practical effect of implementing the renormalon subtraction and
the convolution with the non-perturbative shape function as described above. We present
the central theory curves at NNLL′ accuracy for the cumulant cross sections at seven values
of the parameter a, all in the low-τa domain. The curves in the left panel reflect the purely
perturbative calculation, which exhibit unphysical (negative) values for the cross section.
The curves in the right panel, on the other hand, represent the calculation performed with
Eq. (4.41). It is clear that the renormalon cancellation is successful and no unphysical
behavior is observed.
5 Scale choices
5.1 Profile functions
From the arguments of the logarithms in the fixed-order hard, jet, and soft functions
appearing in Eq. (2.11), one can identify the natural scales at which these logarithms are
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minimized, finding
µnatH = Q, µnatJ = Qτ1/(2−a)a , µnatS = Qτa . (5.1)
In the tail region, where the resummation is critical, we want to evaluate the distributions
near these scales. However, we ultimately predict the distributions over a domain of τa
that can be roughly broken into three regions where the comparative scalings differ (see,
e.g. [18]):
• Peak Region: µH  µJ  µS ∼ ΛQCD ,
• Tail Region: µH  µJ  µS  ΛQCD ,
• Far-tail Region: µH = µJ = µS  ΛQCD .
In the peak region the soft scale is non-perturbative, and it is here that the full model
shape function described in Sec. 4 becomes necessary for making reliable predictions. In
this region we will adjust the scales to plateau at a constant value just above ΛQCD. On
the other hand, the scales are well separated in the tail region where the resummation
is most important. We want to minimize the logarithms in the resummed distributions,
and hence the scalings are close to the natural values in Eq. (5.1). Finally, our predictions
should match onto fixed-order perturbation theory in the far-tail region. The resummations
should therefore be switched off, and the scales should merge at µH,J,S ∼ Q.
Getting the scales to merge near µH,J,S ∼ Q in the far-tail region will require µJ,S to
rise faster with τa than the natural scales in Eq. (5.1), since the physical maximum value
of τa is less than 1. We will achieve this below by defining a smooth function to transition
between the resummation and fixed-order regions. But the transition can be made less
sudden by increasing the rate of change of µJ,S even in the resummation region. Such an
increased slope was used for the C-parameter and thrust distributions in [16]. For thrust,
i.e. a = 0, the authors used the central values
µS = rsµHτ0 , µJ = (µHµS)1/2 , (5.2)
with rs = 2 in the resummation region. We will follow this strategy here and give a physical
interpretation to the slope parameter rs. The maximal value for thrust is τ0 = 1/2, which
is achieved for a perfectly spherically symmetric distribution of particles in the final state.
The slope rs = 2 thus ensures that µJ,S merge with µH at this maximum value τ sph0 ,
instead of at τa = 1 as the natural scales Eq. (5.1) do. For arbitrary a, the angularity of
the spherically symmetric configuration is
τ spha =
1
4pi
∫ 2pi
0
dφ
∫ 1
−1
d cos θ sina θ(1− |cos θ|)1−a = 12− a2
2F1
(
1,−a2 ; 3−
a
2 ;−1
)
, (5.3)
which ranges from τ sph−1 ≈ 0.356 to τ sph1/2 ≈ 0.616 for the values of a we consider in this work.
These may be compared to the maximum values of a three- and four-particle configuration
in Fig. 20 in App. D. We will then choose a default slope rs = 1/τ spha in Eq. (5.2) that
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ensures that the scales µH,J,S meet at τa = τ spha . We actually want the scales to merge a
bit before τ spha , so that there is a non-vanishing region where the predicted distributions
are purely fixed order.
We have designed a set of profile functions (see, e.g. [18, 57, 87, 88]) that fulfill all of
the criteria discussed above while smoothly interpolating between the various regions. The
precise form of our profiles depends on a running scale defined by
µrun(τa) =

µ0 τa ≤ t0
ζ
(
τa; {t0, µ0, 0}, {t1, 0, r
τ spha
µH}
)
t0 ≤ τa ≤ t1
r
τ spha
µHτa t1 ≤ τa ≤ t2
ζ
(
τa; {t2, 0, r
τ spha
µH}, {t3, µH , 0}
)
t2 ≤ τa ≤ t3
µH τa ≥ t3
. (5.4)
The function ζ ensures that µrun and its first derivative are smooth. Specifically, we adopt
the functional form from [16], which connects a straight line in the region τa < t0 with
slope r0 and intercept y0 with another straight line in the region τa > t1 with slope r1 and
intercept y1 via
ζ (τa; {t0, y0, r0}, {t1, y1, r1}) =
a+ r0(τa − t0) + c(τa − t0)2 τa ≤
t0+t1
2
A+ r1(τa − t1) + C(τa − t1)2 τa ≥ t0+t12
, (5.5)
where the coefficients of the polynomials are determined by continuity of the function and
its first derivative:
a = y0 + r0t0 , A = y1 + r1t1 , (5.6)
c = 2 A− a(t0 − t1)2 +
3r0 + r1
2(t0 − t1) , C = 2
a−A
(t0 − t1)2 +
3r1 + r0
2(t1 − t0) .
The parameters ti control the transitions between the non-perturbative, resummation, and
fixed-order regions of the distributions, and can be varied as well as part of the estimation
of the theoretical uncertainties. We will set these parameters to
t0 =
n0
Q
3a, t2 = n2 × 0.2951−0.637 a , (5.7)
t1 =
n1
Q
3a, t3 = n3 τ spha ,
with coefficients ni that we can adjust. The design of profile functions is somewhat of an art.
The chosen a-dependence of t0,1,2 in Eq. (5.7) is based on some empirical observations about
the theory distributions ultimately predicted. The first two, t0,1, control the transition
between the non-perturbative and resummation regions, and we have chosen them to track
the location of the peak of the differential τa distributions. Very roughly, this location
scales like 3a. The parameter t2 was determined as a numerical approximation to the
point where singular and nonsingular contributions become equal in magnitude, since the
resummation should be turned off once the latter become as sizable as the former. The
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Band Method Scan Method
eH {0.5, 2} 0.5↔ 2
eJ {−0.5, 0.5} −0.75↔ 0.75
eS {−0.5, 0.5} 0
n0 2 GeV 1↔ 2 GeV
n1 10 GeV 8.5↔ 11.5 GeV
n2 0.85 0.9↔ 1.1
n3 0.8 0.8↔ 0.9
Band Method Scan Method
µ0 1 GeV 0.8↔ 1.2 GeV
R0 0.6 GeV µ0 − 0.4 GeV
r 1 0.75↔ 1.33
δc2
J˜
{−1, 1} −1↔ 1
δr2 {−1, 1} −1↔ 1
ns {−1, 1} {−1, 0, 1}
Table 7. Central values and/or parameter ranges we use in the band and scan methods described
in Sec. 5.2. For the band method, the lists of parameters are discrete variations whose results are
added in quadrature. For the scan method, all parameters are chosen randomly within the ranges
shown. It is important to remember that the range of values chosen for any given parameter need
not be identical in the two independent approaches we use to estimate the theoretical uncertainties.
formula for t2 in Eq. (5.7) is our rough empirical fit to this crossing point in τa. Finally,
the parameter t3 is chosen so that our predictions for the distributions revert to those of
fixed-order perturbation theory a bit below the maximum value τ spha , as described above,
which we will achieve by choosing n3 . 1.
The parameters ni in Eq. (5.7), and r and µ0 in Eq. (5.4), will be treated differently
in the discussion of Sec. 5.2, where we probe the theoretical uncertainty of our predictions
in two different ways: the band and scan methods. In the former, certain parameters
including ni, r and µ0 will be taken as constants, whereas in the latter these will be varied
over. The central values and/or scan ranges for all parameters we consider are given for
both methods in Table 7, and the details of the two procedures are described in Sec. 5.2.
Finally then, we use the following forms for the hard, jet, and soft profiles:
µH = eHQ , (5.8a)
µS(τa) =
[
1 + eS θ(t3 − τa)
(
1− τa
t3
)2]
µrun(τa) , (5.8b)
µJ(τa) =
[
1 + eJ θ(t3 − τa)
(
1− τa
t3
)2]
µ
1−a
2−a
H µrun(τa)
1
2−a , (5.8c)
where varying the parameter eH will adjust the overall magnitude for all the scales together
(since µH enters µrun in Eq. (5.4)), and varying eS,J controls the width of the respective
soft and jet bands, thereby allowing a variation about the default shape and the canonical
relation µ2−aJ = µ
1−a
H µS .
In addition to Eq. (5.8), our predictions depend on the scale R associated with the
renormalon subtraction in the soft function, see Eqs. (4.33) and (4.34). For this scale,
following [16, 18], we use a profile that mimics the soft scale µS in Eq. (5.8b) but that
starts at an initial value of R0 < µ0 for τa < t0:
R(τa) = µS(τa) with µ0 → R0 , (5.9)
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where our choice for R0 is given in Table 7. As pointed out in [18], a choice like this ensures
that the hierarchy between R and µS is never large enough to generate large logarithms
in the subtraction terms δna in Eq. (4.12), while also keeping a nonzero O(αs) subtraction
δ1a (with the right sign) below t1 where the effect is most pronounced, by strictly taking
R < µS .
Finally, our predictions depend on the scale µns that enters the nonsingular fixed-order
contribution in Eq. (4.38). A variation of this scale probes missing higher-order terms in
the fixed-order prediction. For small values of τa, this includes subleading logarithms of
the form τa lnk τa (in the integrated distribution) (see, e.g., [89]) which are not resummed
by our leading-power factorization theorem in Eq. (2.11) (see [90] for a resummation of
subleading logarithms of thrust in H → gg). To this end, we again adopt the strategy of
[16, 18] (cf. also [81]) and consider three choices of µns as a function of τa:
µns(τa) =

1
2
(
µH + µJ(τa)
)
ns = 1
µH ns = 0
1
2
(
3µH − µJ(τa)
)
ns = −1
, (5.10)
where ns is a discrete parameter, which we will vary to select between the three different
choices of µns.
In order to obtain a comprehensive theory error estimate, we must consider uncertain-
ties associated with all of the scale and profile parameters that contribute to our calcula-
tion. Far from adding arbitrariness to our predictions, these scales and parameters have
meanings that reflect the physics contributing to the different regions of the event shape
distributions, while the observation of reduced dependence on these parameters from one
order of accuracy to the next provides a stringent test that we have organized the perturba-
tive expansion correctly. We have carried out these variations with two different methods,
which we discuss next.
5.2 Scale variations
There exist numerous approaches to varying the different scale and profile parameters that
enter the theoretical predictions in order to gauge their respective uncertainties. Two
methods were contrasted in [18], the so-called band and scan methods. In the first, one
parameter is varied at a time and the envelope of the resulting predictions is taken to be
the total uncertainty band. In the second, many random choices for all the parameters
are taken at once, within predefined ranges for each, and the resulting envelope of the
predictions is again taken to be the total uncertainty band. The analysis in [18] concluded
that the band method implemented this way tends to underestimate uncertainties, and the
authors therefore advocated the use of the scan method. We will apply both methods to
all seven angularity distributions treated in this study, but we will purposefully make the
band method more conservative by adding uncertainties from each individual variation in
quadrature (cf. also [81]). We furthermore adjust the ranges of the parameter variation
in each method to achieve convergence plots for the final cross section that exhibit both
good convergence and display sufficiently conservative error estimates. In the end, the
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two methods can be made to give similar results. We undertake this comparison not to
advocate one or the other method, but more as a conservative test of the reliability of our
displayed uncertainties.
Band method
A simple and intuitive procedure for obtaining uncertainty estimates is to execute indepen-
dent variations about the relevant scales µi (i = H,J, S,R with µR ≡ R) and µns, with each
variation designed to probe missing orders of perturbative accuracy not calculated in our
study. As mentioned above, we then add the uncertainties from the individual variations in
quadrature to obtain our final theory error estimate. We have performed six independent
variations, with the particular scale settings in each one given by:
• a jet-scale variation with µH,S,R = µcH,S,R, µJ ∈ {µJ,lowJ , µJ,highJ } and µns = µcH ,
• a soft-scale variation with µH,J = µcH,J , µR,S ∈ {µ(R,S),lowR,S , µ(R,S),highR,S } and µns = µcH ,
• a hard-scale variation with µi ∈ {µlowi , µhighi } and µns ∈ {µlowH , µhighH },
• a nonsingular-scale variation with µi = µci and µns ∈ {12(µcH + µcJ), 12(3µcH − µcJ)},
• a variation of c2
J˜
as described below, with µi = µci and µns = µcH ,
• a variation of r2 as described below, with µi = µci and µns = µcH .
Our notation is such that in the hard-scale variation {µlowi , µhighi } ≡ {µi(µH = Q/2), µi(µH =
2Q)} whereas in the jet- and soft-scale variations µi,lowi , µci , and µi,highi (i = J, S) corre-
spond to eJ,S = {−0.5, 0.0, 0.5}, respectively. Note that, while we have not included an
independent variation of the renormalon scale (due to its negligible difference with the soft
scale), we have maintained the relative splitting and hierarchy between µS and R (and
therefore the size of the logarithms of their ratios) by defining Rhigh and Rlow as
Rhigh = φRS µhighS , R
low = φRS µlowS , with φRS =
Rc
µcS
, (5.11)
and similarly for the functions RR,low and RR,high.
In the left panel of Fig. 10, we illustrate the width of the jet- and soft-scale variations
for a = {−1.0, −0.5, 0.0, 0.5} and Q = mZ . One clearly observes the leveling off in the low
τa region, the natural behavior in the mid τa region, and finally the convergence of all three
scales in the far-tail region. Again, the coloured bands represent independent variations of
the jet and soft scales through eJ,S ∈ {−0.5, 0.0, 0.5}. The third hard-scale variation then
corresponds to shifting the overall scale of the plots in Fig. 10 up and down, and we do so
through Q/2 ≤ µH ≤ 2Q.
The last three variations are not illustrated in Fig. 10. The nonsingular scale variation
is designed to probe missing fixed-order terms not accounted for in our calculation, and
the variation of c2
J˜
and r2 estimate the systematic uncertainty of our EVENT2 extraction
of both the two-loop jet-function constant and the O(α2s) remainder function. For the
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Figure 10. Profile functions implemented in our resummation, shown for a = {−1.0,−0.5, 0.0, 0.5}
and Q = mZ . Left: Band method. Right: Scan method. Each set of profiles µH,J,S actually has a
different absolute vertical scale set by µH = eHQ, which has been rescaled for this illustration to
eH = 1. Also, for each individual set of scales, it is the case that µS < µJ , although the overall
bands from the scan overlap.
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former, differences from central values are obtained by maximizing and minimizing the
cross section over the listed uncertainties of c2
J˜
in Table 4. For the latter, differences from
central values are obtained by varying r2(τa) across the 1-σ error bands obtained in the
NonLinearModelFit described in Section 3.3 (these procedures correspond to setting the
parameters δc2
J˜
and δr2 to ±1 in Eqs. (5.12) and (5.13) below). The errors induced by
these variations are minimal in comparison to the other four variations.
Scan method
For the scan method we take 64 random selections of profile and scale parameters within
the ranges shown in Table 7. Note that in this method we have chosen not to vary eS away
from 0, thus allowing the variations of the other relevant parameters (e.g. n0, n1, µ0, r)
to probe the relevant range of the soft scale µS . Note also that we fix R0 to always be
(µ0 − 0.4 GeV) so that while µ0 varies, the difference between µ0 and R0 remains fixed, to
preserve the scheme choice for the gap parameter ∆a (cf. [16, 18]). The parameters δc2J˜
and δr2 are defined to probe the uncertainties coming from scanning over the 1-σ ranges
of c2
J˜
and r2(τa) determined in Sec. 3. That is, we take
c2
J˜
= c2,central
J˜
+
δc2J˜ ∆c
2,upper
J˜
δc2
J˜
> 0
δc2
J˜
∆c2,lower
J˜
δc2
J˜
< 0
, (5.12)
where “central, upper, lower” refer to the central values, upper, and lower uncertainties on
c2
J˜
given in Table 4. Similarly,
r2(τa) = r2,central(τa) + δr2 ∆r2(τa) , (5.13)
where r2,central and ∆r2 are the central values and 1-σ uncertainty function illustrated in
Fig. 8.
In the right panel of Fig. 10, we show the analogous width of the jet- and soft-scale
variations probed with the scan method. As is clear, the error bands between the two
methods are of a similar form and they exhibit all of the qualities we demand of the profile
functions across the whole τa domain. Given the current scan ranges and parameter choices,
the errors in the scan method indeed appear to be larger than those of the band method,
but this is somewhat compensated for by taking the simple envelope of resulting variations
rather than adding in quadrature. In the next section we will apply both methods to our
final predictions for the resummed and matched cross sections, and we will compare the
quality of their convergence both for integrated and differential distributions.
6 Results and data comparison
We now present our predictions for the angularity distributions for seven values of the
angularity parameter a ∈ {−1.0, −0.75, −0.5, −0.25, 0.0, 0.25, 0.5} at Q = 91.2 GeV and
Q = 197 GeV, and compare them to the L3 data presented in [52].8 In our analysis we will
8We do not include the case a = 0.75 in our study, since a → 1 corrections to the SCETI factorization
theorem Eq. (2.11) cannot be neglected for such large values of a.
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Figure 11. Integrated angularity distributions for four values of a = {−1.0,−0.5, 0.0, 0.5} and
Q = mZ at NLL (green), NLL′+O(αs) (orange), NNLL+O(αs) (blue), and NNLL′+O(α2s) (purple)
accuracy, with renormalon subtractions to the corresponding orders. The theoretical uncertainties
have been estimated with the band method (left) and the scan method (right) as discussed in
Sec. 5.2.
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Figure 12. Differential angularity distributions for four values of a = {−0.5,−0.25, 0.25, 0.5} and
Q = mZ in the central τa region, resummed and matched to NLL (green), NLL′ +O(αs) (orange),
NNLL+O(αs) (blue), and NNLL′ +O(α2s) (purple) accuracy, with renormalon subtractions to the
corresponding orders, and uncertainties estimated with the scan method.
use the MS coupling constant αs(mZ) = 0.11 and the non-perturbative shift parameter,
defined through Eq. (4.31), Ω1(R∆, R∆) = 0.4 GeV at R∆ = 1.5 GeV. These values are
chosen to be consistent with the central fit values from [21] for αs(mZ) (to two signficant
digits) and Ω1(R∆, R∆) (to one signficant digit) at NNLL′ accuracy. Some discussion on
the phenomenological impact of choosing different values for these input parameters will
be given in Sec. 7.
We first show in Fig. 11 our predictions for the integrated distributions σc(τa) given
by Eqs. (4.40) and (4.41) for four values of a at Q = mZ up to NNLL′ +O(α2s) accuracy,
including renormalon subtractions. At the same time we compare the two methods dis-
cussed in Sec. 5.2 to estimate the overall uncertainties of our analysis. The band method
has been applied in the left panel and the scan method in the right panel. One clearly
observes that moving to primed accuracies not only dramatically reduces the scale uncer-
tainties, but that also the variations converge across the entire spectra as we move to higher
accuracies. One also sees that the two methods that have been applied to estimate the
theory uncertainties are consistent with one another, given the parameter ranges and vari-
ations chosen. However, when computing differential distributions by taking the derivative
of Eq. (4.40), we notice a slight improvement in numerical stability when using the scan
method. This is partially due to the envelope of the many (64) variations smoothing out
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Figure 13. Differential angularity distributions for a = −0.5 and a = 0.25 at Q = mZ over the
entire τa domain. The distributions correspond to NLL′ + O(αs) (orange) and NNLL′ + O(α2s)
(purple) accuracy with renormalon subtractions, and they are either obtained as the derivative
of the integrated distributions (left) or directly resummed as differential distributions (right). As
expected from the analysis in [35], the former show a bit better convergence than the latter.
wiggles coming from derivatives of profile functions µi(τa), especially in transition regions.
Fig. 12 illustrates this convergence of the differential distribution (multiplied by τa) in the
central τa domain for four values of the angularity parameter a. For this reason, and to
allow for a more direct comparison of our results to those of [16, 18, 21], we implement
theory uncertainties as obtained with the scan method in the following.
In order to demonstrate the improvement in precision that we achieve for the differ-
ential distributions in moving from NLL′ + O(αs) [34] to NNLL′ + O(α2s) accuracy, we
present our (renormalon-subtracted) predictions for a = {−0.5, 0.25} and Q = mZ across
the entire τa domain in Fig. 13. This figure also illustrates the differences between tak-
ing the derivative of the integrated distributions (which we call dσc/dτa here) in the left
panel, and directly evaluating the resummed (“naïve”) differential distributions (which we
call dσn/dτa here) in the right panel. We see that the former give better convergence and
that they better preserve the total integral under the distributions. These issues with the
naïve distributions were extensively discussed in [35]. In fact, as shown there, at unprimed
orders the naïve formulas do not even preserve the correct order of accuracy, and even the
primed orders suffer from the illustrated mismatch with the total integral under the curve.
These issues can be remedied by supplementing the naïve formula with additional terms
that both preserve accuracy (at unprimed orders) and maintain agreement with the total
integral under the curve (at any order). See [32, 35] for such strategies, and [91] for a beau-
tiful mathematical solution to this problem. Here, for simplicity, we have not implemented
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Figure 14. Integrated angularity distributions for a = −0.5 and a = 0.25 at Q = mZ at NLL
(green), NLL′+O(αs) (orange), NNLL+O(αs) (blue), and NNLL′+O(α2s) (purple) accuracy, with
renormalon subtractions to the corresponding orders. The distributions have been obtained with
the slope parameter rs = 1/τ spha (left) and rs = 1 (right).
such strategies, and we simply stick to the integrated distributions from Eq. (4.40) as the
basis for all of our predictions.
In Fig. 14 we illustrate the effect of choosing a slope parameter rs = 1/τ spha for the
running scale in Eq. (5.4) in the resummation region. In this figure we compare predictions
for integrated distribution for a = {−0.5, 0.25} and Q = mZ at different logarithmic
accuracies. One observes that the convergence is slightly better for the choice rs = 1/τ spha
than for rs = 1, although the differences between both choices become smaller at higher
logarithmic accuracies. This is consistent with the findings of [16], who made a similar
comparison for thrust (a = 0), and this also validates our interpretation of the slope
parameter rs as being related to the maximum value of the angularity τ spha .
Finally, we present binned results for NNLL′ resummed, O(α2s) matched and renormalon-
subtracted differential distributions for a = {−1.0,−0.75,−0.5,−0.25, 0.0, 0.25, 0.5} in
Fig. 15 (Q = mZ) and Fig. 16 (Q = 197 GeV). To obtain the binning, we have integrated
the upper and lower bounds of the differentiated cumulative distribution over each bin,
which we then divided by the bin width. In both cases we compare to the data from the L3
collaboration [52], and we explicitly illustrate the effect of including the non-perturbative
effects from Eq. (4.41) (red bins). In the figures we focus on the central τa domain where
the effect of the resummation is most relevant. It is clear that—given the parameters
we have applied in our analysis—the data is consistent with the non-perturbative shifted
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Figure 15. NNLL′ resummed and O(α2s) matched angularity distributions for all values of a con-
sidered in this study, a ∈ {−1.0,−0.75,−0.5,−0.25, 0.0, 0.25, 0.5}, at Q = mZ , with αs(mZ) = 0.11.
The blue bins represent the purely perturbative prediction and the red bins include a convo-
lution with a gapped and renormalon-subtracted shape function, with a first moment set to
Ω1(R∆, R∆) = 0.4 GeV. Overlaid is the experimental data from [52].
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Figure 16. The same as in Figure 15, but with Q = 197 GeV.
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Figure 17. The same as in Figure 15 (for a = {−1.0,−0.5, 0.0, 0.5}), but with the non-perturbative
scaling coefficient purposefully altered to cτa = 2.0, instead of cτa = 2/(1− a).
curves for the entirety of the angularity spectra. On the other hand, the bins obtained
using only the perturbative predictions (blue bins) systematically undershoot the available
data throughout the resummation-sensitive region.9 These observations are less obvious
with the less precise 197 GeV data in Fig. 16, which nevertheless provides a decent test of
the Q dependence of αs and the 1/Q scaling of the leading nonperturbative correction.
These results serve as an impressive visual confirmation of the leading non-perturbative
correction discussed in Sec. 4, which clearly indicates a scaling with the angularity pa-
rameter a. To further emphasize that this scaling is actually reflected in the data, in
Fig. 17 we have drawn analogous plots to those in Fig. 15, but we have purposefully al-
tered the non-perturbative scaling coefficient such that cτa → 2.0, instead of the predicted
cτa = 2/(1 − a).10 The associated bins for the predictions convolved with a renormalon-
free shape function, now shown in orange, clearly overshoot the data at a = {−1.0,−0.5},
obviously remain unchanged for thrust (a = 0), and are beginning to slightly undershoot
some bins at a = 0.5. This indicates that the scaling cτa = 2/(1 − a) is indeed a good
theoretical prediction.
9Of course, better agreement with the purely perturbative distributions would be obtained at a higher
value of αs, although it does not appear that such a fit will be as good as this two-parameter fit that
includes a significant Ω1—see Figure 18 and the associated discussion in Section 7.
10We have also removed the 1/(1− a) scaling of the gap parameter, cf. (4.6).
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Note that the leading bin depicted in all panels of Figs. 15–17 is actually the first
bin after the peak of the distribution, as determined by the experimental data. It is
unsurprising that in most cases our theory predictions do not successfully describe this data
point, as it is particularly sensitive to the form of the non-perturbative shape function. As
described in Sec. 4.1, we have only included the first term in its expansion in a series of
basis functions, and one would need to include additional terms in this expansion in order
to accurately describe the data in the peak region.
The above results serve as a powerful visual confirmation of the predictions of factor-
ization and resummation in QCD using the SCET framework, the evolution of αs, and the
scaling and universality of leading non-perturbative corrections for e+e− event shapes. We
have not yet performed a full, robust statistical fit to the available L3 data for αs(mZ)
and Ω1(R∆, R∆), but visually the fit values from [21] appear consistent within our calcula-
tions when compared to the data in Fig. 15. This motivates carrying out such a fit to the
available LEP angularity data in the future.
7 Summary and outlook
We have presented NNLL′ resummed and O(α2s) matched distributions for the e+e− event
shape angularities at Q = 91.2 GeV and Q = 197 GeV. Our results are the most precise
achieved for this observable to date, and they are made possible by a recent calculation
of the two-loop soft anomalous dimension γ1S [46, 47] and finite constants c2S˜ [46, 48].
We determined the remaining unknown NNLL′ ingredient c2
J˜
from a fit to the EVENT2
generator, from which we also obtained the fixed-order matching to QCD at O(α2s). We
further modeled non-perturbative effects with a gapped shape function whose renormalon
ambiguity was cancelled using the “Rgap” scheme to define the appropriate subtractions
and obtain the “R-evolution” of the non-perturbative moment Ω1(µ,R). Finally, reliable
theory uncertainty estimates have been obtained via variations about a suitable profile
function describing the transition of non-perturbative and perturbative scales throughout
the relevant domain.
We have compared the predictions resulting from this analysis to data from the L3
collaboration, and find excellent agreement for all angularities considered in this study.
In particular, we have visually confirmed the predicted sensitivity of the distributions to
leading non-perturbative scaling effects that are simultaneously encoded in the angularity
parameter a and the universal shift parameter Ω1 — the distributions indeed seem to
require shifts proportional to 2/(1− a) in order to accurately describe the data.
This characteristic non-perturbative scaling strongly motivates an extraction of both
αs and Ω1 from a fit to experimental data on angularities. As previous extractions of αs
from e+e− event shapes like thrust and C-parameter have shown [18, 19, 21], the disentan-
gling of perturbative and non-perturbative effects is crucial and has a large impact on the
determined value of αs itself. Thus angularities, with their tunable relative contributions of
these effects, can play an important role in confirming (or not) the values coming from these
other extractions, which as mentioned before, are considerably lower than the PDG world
average [27]. While we have not performed a dedicated extraction in this study, in the top
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Figure 18. Top: A binned data comparison at a = {−1.0, 0.5} for distributions generated with
αs(mZ) = 0.118 and Ω1(R∆, R∆) = 0.2 GeV. All other settings are the same as in Figure 15. As is
clear, the final renormalon-corrected (red) curves overshoot the data at a = −1.0 but, thanks to the
small shift parameter, successfully describe the a = 0.5 data. Bottom: Difference between central
curves and curves evaluated with single variations of either Ω1 (dashed, purple) or αs(mZ) (solid,
green) at the same values of a and Q = mZ . Note that the lower plots are generated with canonical
scales, are unmatched, and the variation about Ω1 is illustrated using the shift (1.3), rather than
the fully shape and renormalon-corrected formulae.
panels of Fig. 18 we have shown the analogous plots to those in Fig. 15 at a = {−1.0, 0.5},
but with αs(mZ) = 0.118 (consistent with the PDG value) and Ω1(R∆, R∆) = 0.2 GeV,
just large enough to consistently implement our gap parameter and provide a good fit to
the data for the angularity a = 0.5. As can be seen, however, at a = −1.0 the final theory
bins are then well above the data in the tail region. As the practical effect of lowering
(raising) αs(mZ) (Ω1) away from the best values used in Fig. 15 is to the lower (raise) the
theory prediction, this naïve exercise leads one to provisionally expect that such parameter
values will be difficult to reconcile with the available data.
In the bottom panels of Fig. 18 we finally show the difference (dσ/dτa)central − dσ/dτa
over the range 0.085 ≤ τa ≤ 0.35 for a = {−1.0, 0.5}, where (dσ/dτa)central is an (un-
matched, non-renormalon corrected) NNLL′ resummed curve. For (dσ/dτa) we have varied
2Ω1 by ± 0.1 GeV and αs(mZ) by ± 0.001, corresponding to the purple and green curves,
respectively. Our plots are to be compared to Fig. 10 in [18], where the same variations
were made at different center-of-mass energies Q. We find that varying a (Q) down (up)
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from high (low) values leads to an enhanced sensitivity to the relative effects of αs and Ω1
variation. This suggests that extractions from angularity data at a single centre-of-mass
energy Q, but different values of a, will be able to discriminate between αs and Ω1 in a
similar way to varying Q. In fact, angularities for −2 ≤ a ≤ 0.5 exhibit a factor of six
variance in the overall non-perturbative shift, which represents an essentially equivalent
sensitivity to measurements made between Q = 35 GeV and Q = 207 GeV, as analyzed for
thrust in [18]. Unfortunately, angularity data is currently only available down to a = −1.0
and only at two values of Q. Thus a reanalysis of additional LEP data would be highly
desirable. Of course, a high-precision determination of αs and Ω1 should ideally also in-
clude further theory improvements beyond those we have already implemented here, such
as hadron mass effects or higher-precision numerical (or even analytical) determinations of
c2
J˜
and r2(τa). New methods and calculations for O(α3s) jet and soft functions at a 6= 0
would be needed to go to N3LL(′) accuracy, while O(α3s) fixed-order matching to QCD
could be obtained from a program like EERAD3 [4]. In conclusion, we are optimistic that
the a-dependence of the angularities may ultimately be helpful in lifting degeneracies be-
tween αs and Ω1 in the two-parameter event-shape fits. We leave it to future work to bring
such an analysis to full culmination.
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A Laplace transforms
In this appendix we collect results for the Laplace transforms and inverse Laplace trans-
forms between the logarithms
L ≡ ln 1
τ
, L˜ ≡ ln(νeγE ) . (A.1)
The Laplace transforms, defined by
F˜ (ν) ≡ L {F}(ν) =
∫ ∞
0
dτ e−ντF (τ) (A.2)
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are given by
L
{
1
}
= 1
ν
, L
{
L3
}
= 1
ν
{
L˜3 + pi
2
2 L˜+ 2ζ3
}
, (A.3)
L
{
L
}
= 1
ν
L˜ , L
{
L4
}
= 1
ν
{
L˜4 + pi2L˜2 + 8ζ3L˜+
3pi4
20
}
,
L
{
L2
}
= 1
ν
{
L˜2 + pi
2
6
}
,
and so on. The inverse Laplace transforms, defined by
L −1{F˜}(τ) =
∫ γ+i∞
γ−i∞
dν
2pii e
ντ F˜ (ν) , (A.4)
where γ lies to the right of all the poles of F˜ in the complex plane, are given by
L −1
{1
ν
}
= 1 , L −1
{1
ν
L˜3
}
= L3 − pi
2
2 L− 2ζ3 , (A.5)
L −1
{1
ν
L˜
}
= L , L −1
{1
ν
L˜4
}
= L4 − pi2L2 − 8ζ3L+ pi
4
60 ,
L −1
{1
ν
L˜2
}
= L2 − pi
2
6 ,
and so on. The results explicitly tabulated in Eqs. (A.3) and (A.5) are needed to transform
logarithms in the fixed-order expansions of event-shape distributions in QCD up to O(α2s).
B Anomalous dimensions
The coefficients of the beta function up to four-loop order in the MS scheme are given
by [92–94]
β0 =
11
3 CA −
4
3 TF nf , (B.1)
β1 =
34
3 C
2
A −
(20
3 CA + 4CF
)
TF nf ,
β2 =
2857
54 C
3
A +
(
C2F −
205
18 CFCA −
1415
54 C
2
A
)
2TF nf +
(11
9 CF +
79
54 CA
)
4T 2F n2f ,
β3 = 4826.16 (NC = 3, nf = 5) . (B.2)
The running coupling αs(µ) up to four-loop accuracy is given by the formula,
αs(mZ)
αs(µ)
= X + αs(mZ)4pi
β1
β0
lnX +
(αs(mZ)
4pi
)2[β2
β0
(
1− 1
X
)
+ β
2
1
β20
( lnX
X
+ 1
X
−1
)]
(B.3)
+
(αs(mZ)
4pi
)3 1
X2
[
β3
2β0
(X2−1) + β1β2
β20
(X+lnX−X2) + β
3
1
2β30
(
(1−X)2−ln2X)] ,
where
X ≡ 1 + αs(mZ)β02pi ln
µ
mZ
. (B.4)
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The four-loop term in Eq. (B.3) agrees with the numerical form given in [18], and is
rederived below in App. C.
The cusp anomalous dimension coefficients are given up to 3-loop order [95, 96]
Γq0 = 4CF , (B.5)
Γq1 = 4CF
[(67
9 −
pi2
3
)
CA − 209 TF nf
]
,
Γq2 = 4CF
[(245
6 −
134pi2
27 +
11pi4
45 +
22ζ3
3
)
C2A +
(
−41827 +
40pi2
27 −
56ζ3
3
)
CA TF nf
+
(
−553 + 16ζ3
)
CF TF nf − 1627 T
2
F n
2
f
]
.
The MS non-cusp anomalous dimension for the hard function can be obtained [55, 60]
from the infrared divergences of the on-shell massless quark form factor, which are known
to three loops [65],
γ0H = −12CF , (B.6)
γ1H = −2CF
[(82
9 − 52ζ3
)
CA + (3− 4pi2 + 48ζ3)CF +
(65
9 + pi
2
)
β0
]
,
γ2H = −4CF
[(66167
324 −
686pi2
81 −
302pi4
135 −
782ζ3
9 +
44pi2ζ3
9 + 136ζ5
)
C2A
+
(151
4 −
205pi2
9 −
247pi4
135 +
844ζ3
3 +
8pi2ζ3
3 + 120ζ5
)
CFCA
+
(29
2 + 3pi
2 + 8pi
4
5 + 68ζ3 −
16pi2ζ3
3 − 240ζ5
)
C2F
+
(
−10781108 +
446pi2
81 +
449pi4
270 −
1166ζ3
9
)
CAβ0
+
(2953
108 −
13pi2
18 −
7pi4
27 +
128ζ3
9
)
β1 +
(
−2417324 +
5pi2
6 +
2ζ3
3
)
β20
]
.
In the text we found it convenient to split up the Abelian and non-Abelian pieces of γ1H .
We define
γ1H
∣∣
CF
≡ −2C2F (3− 4pi2 + 48ζ3) ,
γ1H
∣∣
n.A. ≡ −2CF
[(82
9 − 52ζ3
)
CA +
(65
9 + pi
2
)
β0
]
.
(B.7)
The non-cusp anomalous dimensions for the a = 0 soft function are given explicitly by
γ0S = 0 , (B.8)
γ1S = −2CF
[(64
9 − 28ζ3
)
CA +
(56
9 −
pi2
3
)
β0
]
,
γ2S = −2CF
[
C2A
(37871
162 −
310pi2
81 −
8pi4
5 −
2548ζ3
9 +
88pi2ζ3
9 + 192ζ5
)
+ CAβ0
(
− 469754 −
242pi2
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56pi4
45 −
220ζ3
9
)
+ β1
(1711
54 −
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4pi4
45 −
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9
)
+ β20
(
− 52081 −
5pi2
9 +
28ζ3
3
)]
.
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For a 6= 0, we have γ0S(a) = 0 [34] and the non-cusp two-loop soft anomalous dimension was
given in Eq. (2.32). The non-cusp jet anomalous dimension is then given by the consistency
relation 2γJ = −γH − γS .
C RG invariance of total evolution kernels
C.1 Residual scale dependence due to standard change of variables
Renormalization group (RG) invariance of the physical cross section guarantees that the
combination of all evolution kernels on the right-hand side of Eq. (2.1) is independent of the
scale µ. This is in fact true not only in the limit of infinite accuracy in perturbation theory
in αs, but at each finite order of resummed and fixed-order accuracy, as a consequence of
the anomalous dimensions satisfying the consistency relation γH(µ) + 2γJ(µ) + γS(µ) = 0
at each finite order.11 The evaluation of KΓ defined in Eq. (2.7), after the change of
integration variables Eq. (2.21),
KΓ(µ, µF ) =
∫ αs(µ)
αs(µF )
dα
β[α]Γcusp[α]
∫ α
αs(µF )
dα′
β[α′] , (C.1)
order-by-order in logarithmic accuracy gives the well-known results (e.g. [18, 57]):
KLLΓ (µ, µF ) =
Γ0
4β20
4pi
αs(µF )
{
ln r + 1
r
− 1
}
, (C.2a)
KNLLΓ (µ, µF ) =
Γ0
4β20
{(Γ1
Γ0
−β1
β0
)
(r−1−ln r)− β12β0 ln
2 r
}
, (C.2b)
KNNLLΓ (µ, µF ) =
Γ0
4β20
αs(µF )
4pi
{
B2
(
r2−1
2 − ln r
)
+
(
β1Γ1
β0Γ0
−β
2
1
β20
)
(r−1−r ln r) (C.2c)
+
(Γ2
Γ0
− β1Γ1
β0Γ0
) (1− r)2
2
}
,
KN
3LL
Γ (µ, µF ) =
Γ0
4β20
(αs(µF )
4pi
)2{(Γ3
Γ0
− Γ2β1Γ0β0 +
Γ1
Γ0
B2 +B3
)r3 − 1
3 −
B3
2 ln r (C.2d)
−B2
(Γ1
Γ0
− β1
β0
)
(r − 1)− β12β0
(Γ2
Γ0
− Γ1β1Γ0β0 +B2
)
r2 ln r
+
(
−2Γ3Γ0 +
3Γ2β1
Γ0β0
− Γ1β
2
1
Γ0β20
+ β3
β0
− β1β2
β20
)r2 − 1
4
}
,
where r, B2 and B3 were defined in Eq. (2.19) and the corresponding expressions for the
kernel ηΓ were given in Eq. (2.18). From these formulae we can explicitly check the property
of µ-invariance.
11The dependence of the factorized cross sections on the individual scales µH,J,S , by contrast, inherits
the usual residual dependence on the running of αs at any truncated order, canceled only by higher-order
terms.
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In their general form Eq. (2.5), we can check the µ-independence that K and Ω should
satisfy. For instance, for Ω:
Ω = 2ωJ(µ, µJ) + ωS(µ, µS) (C.3)
= −2κJ
∫ µ
µJ
d lnµ′ Γcusp[αs(µ′)]− κS
∫ µ
µS
d lnµ′ Γcusp[αs(µ′)]
= −κS
∫ µJ
µS
d lnµ′ Γcusp[αs(µ′)] ,
using that 2κJ = −κS from Eq. (2.8), and thus Ω is exactly µ-independent. The same is
then clearly true of the sum of the non-cusp parts of K. Focusing, then, on the cusp terms
in K, they form a µ-independent combination with all the ω-dependent factors on the first
line of Eq. (2.1):
e−κHKΓ(µ,µH)
(
µH
Q
)ωH(µ,µH)
e−2jJκJKΓ(µ,µJ )
(
µJ
Qτ
1/jJ
a
)2jJωJ (µ,µJ )
e−κSKΓ(µ,µS)
(
µS
Qτa
)ωS(µ,µS)
= −κH
∫ µ
µH
d lnµ′ Γcusp[αs(µ′)] ln
µ′
µH
− κH
∫ µ
µH
d lnµ′ Γcusp[αs(µ′)] ln
µH
Q
(C.4a)
− 2jJκJ
∫ µ
µJ
d lnµ′ Γcusp[αs(µ′)] ln
µ′
µJ
− 2jJκJ
∫ µ
µJ
d lnµ′ Γcusp[αs(µ′)] ln
µJ
Qτ
1/jJ
a
− κS
∫ µ
µS
d lnµ′ Γcusp[αs(µ′)] ln
µ′
µS
− κS
∫ µ
µS
d lnµ′ Γcusp[αs(µ′)] ln
µS
Qτa
,
wherein we group together the terms depending on Q and on τa:
= −κH
∫ µ
µH
d lnµ′ Γcusp[αs(µ′)] ln
µ′
Q
− 2jJκJ
∫ µ
µJ
d lnµ′ Γcusp[αs(µ′)] ln
µ′
Q
− κS
∫ µ
µS
d lnµ′ Γcusp[αs(µ′)] ln
µ′
Q
+ ln τa
{
2κJ
∫ µ
µJ
d lnµ′ Γcusp[αs(µ′)] + κS
∫ µ
µS
d lnµ′ Γcusp[αs(µ′)]
}
,
which, using the relations κH + 2jJκJ +κS = 0 and 2κJ +κS = 0 from Eq. (2.8), simplifies
to
= −κH
∫ µJ
µH
d lnµ′ Γcusp[αs(µ′)] ln
µ′
Q
− κS
∫ µJ
µS
d lnµ′ Γcusp[αs(µ′)] ln
µ′
Qτa
, (C.4b)
which is explicitly µ-independent. The properties Eqs. (C.3) and (C.4) should hold not
only at infinite order in αs, but at every truncated order, since the anomalous dimensions
satisfy consistency at every order. Thus the expression in Eq. (2.1) for the resummed cross
section should be exactly µ-independent at any truncated order of perturbation theory.
If, however, one uses the closed-form expressions in Eqs. (C.2) and (2.18) for KΓ, ηΓ to
evaluate the individual kernels KF (µ, µF ), ωF (µ, µF ) at a truncated resummed accuracy,
one will find a small residual dependence on µ left over in Eq. (2.1) in practice (see Table 8
below). This residual dependence is subleading to the order at which the pieces of Eq. (2.1)
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are truncated, but the proof in Eq. (C.4) should have guaranteed the dependence to be
exactly vanishing. What happened?
Examining the steps in Eq. (C.4), we observe that the cancellation of µ dependence
between the different pieces of the total evolution kernel relies, among other things, on
the scales µH,J,S in the logarithms inside each integral canceling between the logarithms
of µ/µF in the K part of the kernels and the logarithms of µF /QF in the ωF parts of
the kernels. In obtaining the closed forms of KΓ in Eq. (C.2), however, we made the
substitution (see Eq. (2.17)):
ln µ
µF
=
∫ αs(µ)
αs(µF )
dα
β[α] , (C.5)
using the definition of the beta function in Eq. (2.16), dµ/µ = dαs/β[αs]. It turns out that
this innocent-looking relation is only approximate at a given order of truncated accuracy
(wherein β and αs are themselves truncated), with nonzero corrections that are subleading.
The exceptions are at LL accuracy and N∞LL accuracy, where it is exact. If Eq. (C.5) is
violated, then the µ dependence in the combination of RG evolution kernels evaluated in
Eq. (C.4) will no longer be exactly zero. While numerically this is not a serious issue, since
corrections are subleading, our observation may help to explain any perplexing residual
µ-dependence of a cross section evaluated using an equation like Eq. (2.1). To obtain
a purely µ-independent expression for the cross section, one commonly cancels it in the
generic forms for the evolution kernels as in Eq. (C.4b), and then uses the closed-form
expressions in Eqs. (C.2) and (2.18) to evaluate them, which amounts just to picking, e.g.,
µ = µJ , as is the case in Eq. (C.4b). The resulting expression, then, still implicitly depends
on this hidden choice. Can we remove the dependence on such a choice of µ exactly?
Let us proceed to evaluate Eq. (C.5) explicitly at finite orders of accuracy up to N3LL.
The expansion of the beta function to the needed accuracy is:
β[αs] = −2αs
[
β0
αs
4pi + β1
(αs
4pi
)2
+ β2
(αs
4pi
)3
+ β3
(αs
4pi
)4]
, (C.6)
where we will keep track of terms of LL, NLL, NNLL, and N3LL accuracy by color coding.
Plugged into Eq. (C.5), and Taylor expanding the denominator, we obtain the relation
ln µ
µF
= −2pi
β0
∫ αs(µ)
αs(µF )
dα
α2
1
1 + α4pi
β1
β0
+
(
α
4pi
)2 β2
β0
+
(
α
4pi
)3 β3
β0
(C.7)
= −2pi
β0
∫ αs(µ)
αs(µF )
dα
α2
[
1− α4pi
β1
β0
+
( α
4pi
)2(β21
β20
− β2
β0
)
−
( α
4pi
)3(β31
β30
− 2β1β2
β20
+ β3
β0
)]
= 2pi
β0
{ 1
αs(µ)
− 1
αs(µF )
+ β14piβ0
ln αs(µ)
αs(µF )
+ 116pi2
(β2
β0
− β
2
1
β20
)
[αs(µ)− αs(µF )]
+ 1128pi3
(β3
β0
− 2β1β2
β20
+ β
3
1
β30
)
[α2s(µ)− α2s(µF )]
}
.
Now, the running coupling αs(µ) must itself have a perturbative expansion in αs(µF ) such
that this relation is satisfied order-by-order. At LL, we have from Eq. (B.3)
1
αs(µ)
− 1
αs(µF )
= 1
αs(µF )
(X − 1) = β02pi ln
µ
µF
, (C.8)
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so at LL, Eq. (C.7) is satisfied exactly (all colored terms are truncated away at this order).
Beyond LL, let us pretend the coefficients in Eq. (B.3) are unknown and use Eq. (C.7) to
solve for them:
αs(µF )
αs(µ)
= X + αs(µF )4pi X1 +
(αs(µF )
4pi
)2
X2 +
(αs(µF )
4pi
)3
X3 + · · · , (C.9)
which plugged into Eq. (C.7) gives the condition
0 = 1
αs(µF )
[
αs(µF )
4pi X1 +
(αs(µF )
4pi
)2
X2 +
(αs(µF )
4pi
)3
X3 + · · ·
]
(C.10)
− β14piβ0 ln
[
X + αs(µF )4pi X1 +
(αs(µ)
4pi
)2
X2 + · · ·
]
+ αs(µF )16pi2
(β2
β0
− β
2
1
β20
)[(
X + αs(µF )4pi X1 + · · ·
)−1
− 1
]
+ α
2
s(µF )
128pi3
(β3
β0
− 2β1β2
β20
+ β
3
1
β30
)( 1
X2
− 1
)
+ · · · ,
where the · · · indicate terms beyond N3LL accuracy. Expanding the logarithm and recip-
rocal functions on the second and third lines in Taylor series and solving for Xn iteratively
order-by-order, we obtain precisely the coefficients of the running coupling in Eq. (B.3),
X1 =
β1
β0
lnX , (C.11)
X2 =
β2
β0
(
1− 1
X
)
+ β
2
1
β20
( lnX
X
+ 1
X
− 1
)
,
X3 =
1
X2
[
β3
2β0
(X2−1) + β1β2
β20
(X+lnX−X2) + β
3
1
2β30
(
(1−X)2−ln2X)] .
However, imagine truncating Eq. (C.10), and thus Eq. (C.7), at a finite NkLL accuracy. At
NLL, we keep the black and blue terms of Eq. (C.7) and truncate red and above. Plugging
in up to the blue X1 term of Eq. (C.9) for αs(µ), we retain the blue terms on the first two
lines of Eq. (C.10) but as a byproduct also the red term of the second line:
0 = X1 − β1
β0
lnX − β1
β0
ln
[
1 + αs(µF )4pi
X1
X
]
, (C.12)
which is satisfied up to the blue (NLL) terms, but violated at NNLL (red). We would
have needed to keep the red NNLL term on the first line of Eq. (C.10) to cancel this last
term, but it was truncated at NLL. Thus at NLL the relation Eq. (C.5) is only numerically
correct up to terms of NLL accuracy, and violated at subleading order beginning with the
red term in Eq. (C.12). In effect, the relation Eq. (C.5) at NLL accuracy is making the
replacement
ln µ
µF
→ ln µ
µF
− β12β20
ln
[
1 + αs(µF )4pi
X1
X
]
, (C.13)
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and the presence of the red term causes violations of µ-independence when plugged into
Eq. (C.4). Namely, this violation adds to the RHS of Eq. (C.4) the terms:
β1
2β20
{
κH
∫ µ
µH
ln
[
1 + αs(µH)β14piβ0
lnXH
XH
]
(C.14)
+ 2jJκJ
∫ µ
µJ
ln
[
1 + αs(µJ)β14piβ0
lnXJ
XJ
]
+ κS
∫ µ
µS
ln
[
1 + αs(µS)β14piβ0
lnXS
XS
]}
Γcusp[αs(µ′)]d lnµ′ ,
where XF ≡ 1 +αs(µF )β0/(2pi) lnµ′/µF , with nothing to cancel the µ dependence of these
terms. Similarly, at NNLL, Eq. (C.10) is satisfied up to the red terms on the first three
lines, but violated by the green terms on the second and third lines, which would have
needed the truncated X3 term on the first line. This pattern continues to higher orders.
The exact relation Eq. (C.5) is not restored beyond LL until infinite resummed accuracy.
In principle this numerical mismatch is not a problem, as the offending terms are always
of subleading order to the accuracy one is working. But it is useful to be aware of, in the case
one expected the cross section Eq. (2.1) to be exactly µ-independent based on the properties
shown in Eq. (C.4), but finds it is not when using the closed-form expressions Eqs. (C.2) and
(2.18) for the evolution kernels. These compact forms are extremely useful in capturing
all logarithms at a given order summed into closed expressions, but the inexactness at
subleading order of the relation Eq. (C.5) is the small price to pay for them.
C.2 Alternative organization restoring RG invariance
The observations in the previous subsection suggest a way to restore exact RG invariance
to the cross section Eq. (2.1) at every order in resummed perturbation theory, while still
using closed-form expressions as Eq. (C.2) for the cusp evolution kernel. Going back to the
general demonstration of exact RG invariance in Eq. (C.4) (before changing integration
variables), note that the only properties of the integrands that we needed for this proof
were that, after combining the K and ωF parts of the RG evolution kernels,
1. The three integrands in the last equality of Eq. (C.4a) dependent on lnµ′/Q are all
the same.
2. The integrals multiplying ln τa in the last line of Eq. (C.4a) do not contain any extra
lnµ′ in the integrands, and they are proportional to Ω = 2ωJ + ωS , which is exactly
µ-invariant even after the change of variables and closed-form evaluation in Eq. (2.18).
Property 1 means that we could still apply the change of variables Eq. (C.5) to lnµ′/Q at
the end of Eq. (C.4a) and preserve exact µ invariance. Property 2 means that we do not
need to apply Eq. (C.5) to the ln τa factor at the end of Eq. (C.4a)—in fact, we should
not.12
12One might be led to think that we should just apply Eq. (C.5) to the entire factor lnµ′/Qτ1/jF in
evaluating Eq. (C.4a), so the canceling logs are treated symmetrically. But it is straightforward to show
that this actually leads to a final expression for the cross section still plagued by mismatches like Eq. (C.13)
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Instead, Properties 1 and 2 lead us to write the resummed cross section Eq. (2.1) in
terms of the following reshuffled combinations of KΓ, ηΓ in Eq. (2.7):
K˜Γ(µ, µF ;Q) ≡ KΓ(µ, µF ) + ηΓ(µ, µF ) ln µF
Q
=
∫ µ
µF
dµ′
µ′
Γcusp[αs(µ′)] ln
µ′
Q
,
(C.15)
to which we can freely apply the change of variables Eq. (C.5) and express it as:
K˜Γ(µ, µF ;Q) =
∫ αs(µ)
αs(µF )
dα
β[α]Γcusp[α]
∫ α
αs(Q)
dα′
β[α′] , (C.16)
similar to Eq. (2.17). It is now easy to show that the combination
K˜(µH , µJ , µS ;Q) ≡ −κHK˜Γ(µ, µH ;Q)− 2jJκJK˜Γ(µ, µJ ;Q)− κSK˜Γ(µ, µS ;Q) (C.17)
is by itself exactly µ-invariant, at any order of resummed accuracy, not just LL. This leads
us to reorganize the pieces of the cross section Eq. (2.1),
σsing(τa)
σ0
= eK˜(µH ,µJ ,µS ;Q)+Kγ(µH ,µJ ,µS)
( 1
τa
)Ω(µJ ,µS)
H(Q2, µH) (C.18)
× J˜
(
∂Ω + ln
µ2−aJ
Q2−aτa
, µJ
)2
S˜
(
∂Ω + ln
µS
Qτa
, µS
)
×

1
τa
F(Ω) σ = dσdτa
G(Ω) σ = σc
,
where Kγ is the sum of just the non-cusp evolution kernels in Eq. (2.7):
Kγ(µH , µJ , µS) ≡ KγH (µ, µH) + 2KγJ (µ, µJ) +KγS (µ, µS) , (C.19)
which is exactly µ-invariant by itself at any order of accuracy, and where we will evaluate
K˜,Ω using closed-form expressions like Eqs. (C.2) and (2.18), replacing Eq. (C.2) for KΓ
with the expansion for K˜Γ we have given in Eq. (2.22).
Note the expressions in Eq. (2.22) for K˜Γ reduce to those for KΓ in Eq. (C.2) for
Q = µF or rQ = 1, as they must. The departure of rQ from 1 is an O(αs) effect, so
the difference between KΓ and K˜Γ at each order is always subleading, consistent with our
observations above. However, the rQ terms precisely compensate for the subleading terms
that violate the µ invariance arising from using Eq. (C.5), restoring exact µ invariance of
K˜ in Eq. (C.17).
To see the small numerical effect of using the µ-invariant Eq. (C.18) in place of the
original form Eq. (2.1), we show in Table 8 the predictions of these two formulas for the
purely perturbative resummed integrated distributions σc,sing/σ0 given by Eqs. (2.1) and
(C.18) for a = 0, Q = mZ , αs(mZ) = 0.11, at τa = 0.1, and canonical scales µH = Q,µJ =
Qτ
1/(2−a)
a , µS = Qτa, and with µ varied amongst µ = {µJ/2, µJ , 2µJ}. We see the small
effect both of reorganizing terms in Eq. (2.1) to get Eq. (C.18) and also of varying µ in
and consequently a (subleading) violation of µ-invariance: the problem is that ln(1/τ1/jFa ) is still not exactly
equal to
∫ αs(Q)
αs(Qτ
1/jF
a )
dα
β[α] in general.
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1
σtot
σc,sing(τa = 0.1) Eq. (C.18) Eq. (2.1)
NLL 0.8154 {0.8164, 0.8167, 0.8169}
NLL′ +O(αs) 0.8451 {0.8462, 0.8465, 0.8467}
NNLL+O(αs) 0.85769 {0.85775, 0.85778, 0.85781}
NNLL′ +O(α2s) 0.87638 {0.87643, 0.87647, 0.87650}
Table 8. Prediction of µ-invariant form of resummed perturbative integrated distribution in
Eq. (C.18) versus standard form Eq. (2.1), which has residual µ-dependence at truncated orders
of resummed accuracy. These values are for a = 0, τa = 0.1, Q = mZ , αs(mZ) = 0.11, and
canonical scales µH,J,S . The three values for Eq. (2.1) at each order are for the scale choices
µ = {µJ/2, µJ , 2µJ}.
Eq. (2.1), which retains subleading µ-dependence. In the succession of results at different
orders, we observe that the differences between Eqs. (C.18) and (2.1) as well as the µ-
dependence of Eq. (2.1) itself, decrease at higher orders, as they should. This level of
numerical variation is negligible in any practical application, and the use of the µ-invariant
reorganized Eq. (C.18) is, again, mostly for purely mathematical aesthetics, though it does
remove one pesky parameter to worry about.
D Angularity of symmetric four-particle final state
In this appendix we determine the upper kinematic endpoint τ2,maxa of the O(α2s) angularity
distributions, which enters the remainder functions through Eq. (3.21).
At O(α2s) there are up to four particles in the final state. To compute any τa, we
first need to determine the thrust axis. The maximum thrust τ0 occurs for the maximally
symmetric four-particle configuration shown in Fig. 19. In the frame where the momentum
of particle 1 is aligned with the z-axis and the momentum of particle 2 lies in the xz-plane,
the four particles have three-momenta p = (px, py, pz):
p1 =
Q
4 (0, 0, 1) ,
p2 =
Q
4 (sin θ, 0, cos θ) =
Q
4
(2√2
3 , 0,−
1
3
)
,
p3 =
Q
4 (sin θ cosφ, sin θ sinφ, cos θ) =
Q
4
(
−
√
2
3 ,
√
6
3 ,−
1
3
)
,
p4 =
Q
4 (sin θ cos(2φ), sin θ sin(2φ), cos θ) =
Q
4
(
−
√
2
3 ,−
√
6
3 ,−
1
3
)
,
θ = cos−1
(
−13
)
≈ 109.5◦ , φ = 2pi3 ,
(D.1)
where θ is the angle between any two particles and φ is the azimuthal angle between the
planes of particles 1-2 and 3-4. The thrust axis then lies along p1 + p2 = −(p3 + p4). In
these coordinates,
tˆ =
(√6
3 , 0,
√
3
3
)
, (D.2)
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Figure 19. Maximally symmetric four-particle configuration. The blue and green pairs of particles
are in back-to-back hemispheres, and the thrust axis tˆ is along the red vector, which is aligned with
p1 + p2 or −(p3 + p4).
and the thrust of this configuration is
τ2,max0 = 1−
√
3
3 ≈ 0.4227 . (D.3)
In a coordinate system in which the thrust axis is aligned along the z-axis, tˆ = (0, 0, 1),
the four particles have three-momenta:
p1 =
Q
4 (− sinϑ, 0, cosϑ) =
Q
4
(
−
√
2
3 , 0,
√
1
3
)
,
p2 =
Q
4 (sinϑ, 0, cosϑ) =
Q
4
(√2
3 , 0,
√
1
3
)
,
p3 =
Q
4 (sinϑ cosφ, sinϑ sinφ,− cosϑ) =
Q
4
(√1
6 ,
√
1
2 ,−
√
1
3
)
,
p4 =
Q
4 (sinϑ cos(2φ), sinϑ sin(2φ),− cosϑ) =
Q
4
(
−
√
1
6 ,−
√
1
2 ,−
√
1
3
)
,
ϑ = cos−1
(
−
√
3
3
)
≈ 54.7◦ , φ = 2pi3 ,
(D.4)
where ϑ is now the angle between the z-axis and any particle.
The angularity of this configuration can easily be computed using the representation
τa =
1
Q
∑
i
Ei (1− | cos θi|)1−a | sin θi|a , (D.5)
where Ei is the energy and θi the angle of the i’th particle with respect to the thrust axis.
This yields
τ2,maxa = 4×
1
Q
Q
4 (1− cosϑ)
1−a sina ϑ =
(
1−
√
3
3
)1−a(2
3
)a/2
, (D.6)
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a τ1,maxa τ
2,max
a τ
sph.
a
−1 0.192 0.219 0.356
−0.75 0.221 0.258 0.385
−0.5 0.253 0.304 0.417
−0.25 0.291 0.358 0.455
0 0.333 0.423 0.5
0.25 0.382 0.498 0.553
0.5 0.439 0.587 0.616
Figure 20. The maximum values of τa for the three-particle (blue), four-particle (orange) and
spherical distribution of particles (green) as a function of a.
or in terms of the three-particle maximum τ1,maxa = 1/31−a/2,
τ2,maxa = τ1,maxa × 2a/2(3−
√
3)1−a . (D.7)
For some extreme values of a, it is possible that the maximum τa configuration is not the
symmetric one in Fig. 19, as occurs for the three-particle configuration for a . −2.6 [34].
We assume that this does not occur in the four-particle configuration for the values of a
we consider, −1 ≤ a ≤ 0.5. We in fact did not notice any anomalous deviation in the
endpoints of our O(α2s) distributions away from this formula. The maximum three- and
four-particle values of τa are illustrated in Fig. 20.
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