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Intracortical microstimulation (ICMS) in human primary somatosensory cortex (S1) has been used to successfully evoke natu-
ralistic sensations. However, the neurophysiological mechanisms underlying the evoked sensations remain unknown. To
understand how specific stimulation parameters elicit certain sensations we must first understand the representation of those
sensations in the brain. In this study we record from intracortical microelectrode arrays implanted in S1, premotor cortex,
and posterior parietal cortex of a male human participant performing a somatosensory imagery task. The sensations imagined
were those previously elicited by ICMS of S1, in the same array of the same participant. In both spike and local field poten-
tial recordings, features of the neural signal can be used to classify different imagined sensations. These features are shown
to be stable over time. The sensorimotor cortices only encode the imagined sensation during the imagery task, while poste-
rior parietal cortex encodes the sensations starting with cue presentation. These findings demonstrate that different aspects
of the sensory experience can be individually decoded from intracortically recorded human neural signals across the cortical
sensory network. Activity underlying these unique sensory representations may inform the stimulation parameters for pre-
cisely eliciting specific sensations via ICMS in future work.
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Significance Statement
Electrical stimulation of human cortex is increasingly more common for providing feedback in neural devices. Understanding
the relationship between naturally evoked and artificially evoked neurophysiology for the same sensations will be important
in advancing such devices. Here, we investigate the neural activity in human primary somatosensory, premotor, and parietal
cortices during somatosensory imagery. The sensations imagined were those previously elicited during intracortical microsti-
mulation (ICMS) of the same somatosensory electrode array. We elucidate the neural features during somatosensory imagery
that significantly encode different aspects of individual sensations and demonstrate feature stability over almost a year. The
correspondence between neurophysiology elicited with or without stimulation for the same sensations will inform methods to
deliver more precise feedback through stimulation in the future.
Introduction
In recent studies, intracortical microstimulation (ICMS) in pri-
mary somatosensory cortex (S1) has been successfully used to
elicit somatosensory sensations in quadriplegic humans below
the level of spinal cord lesion (Flesher et al., 2016; Salas et al.,
2018). Many parameters of the electrical stimulus, such as ampli-
tude, frequency, duration, and electrode location, have been
found to manipulate the qualitative experience of elicited sensory
responses in both non-human primates and humans (Kim et al.,
2015a,b; Flesher et al., 2016; Salas et al., 2018; Sombeck and
Miller, 2019; Callier et al., 2020). It is therefore important to de-
velop our understanding of the correspondence between stimula-
tion parameters and the sensations they elicit if we are to further
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understand the mode of action of ICMS and elicit specific sensa-
tions more reliably via ICMS. To begin, we seek to uncover the
neurophysiology underlying those sensations previously elicited
by ICMS.
In previous work (Salas et al., 2018), we found the top five
most elicited somatic sensations with ICMS in S1 of a human
participant. These were naturalistic sensations which the subject
had not experienced in deafferented locations since being
injured. We seek to examine for the first time the intracortical
electrophysiological behavior of human sensorimotor circuits
while experiencing these same sensations. Since it is not possible
to use normal touch to elicit a sensation below the level of paraly-
sis in a quadriplegic individual, we performed our experiment
using “somatosensory imagery”, the vivid recollection of a soma-
tosensory experience, to evoke activity in these circuits specific to
the same sensations experienced during electrical stimulation.
We chose to use sensations that were previously elicited by
ICMS, rather than any sensation the subject was able to imagine,
because these sensations were elicited with known stimulation
parameters in the same cortical area we record from during
somatosensory imagery.
Somatosensory imagery has previously been shown in func-
tional magnetic resonance imaging (fMRI) studies to activate
the somatosensory system (Hodge et al., 1996; Fitzgibbon et al.,
2012). Both primary and secondary somatosensory areas are
activated by tactile imagery (Yoo et al., 2003) in areas that
respond to actual touch. Imagined movements after amputa-
tion of the fingers have also been shown to produce neural acti-
vation in somatosensory cortex (Rosén et al., 2001). We record
intracortically from three areas of human cortex (Fig. 1A), S1,
ventral premotor cortex (PMv), and the supramarginal gyrus
(SMG). Each of these areas is involved in somatosensory proc-
essing. Neurons in S1 respond to cutaneous and proprioceptive
stimuli (Hyvärinen and Poranen, 1978; Iwamura et al., 1993;
Taoka et al., 2000; Seelke et al., 2012) and electrical stimulation
in this area produces naturalistic somatosensory percepts
(Flesher et al., 2016; Salas et al., 2018). The SMG array, on the
SMG near the anterior end of the intraparietal sulcus (Fig. 1A),
is in a region of cortex often studied in the context of grasp for
both human (Binkofski et al., 1998; Culham et al., 2003) and
non-human primate (Dong et al., 1994; Baumann et al., 2009)
studies. There is not yet enough evidence in this literature and
our study to make exact homological assignments between the
two species. Similarly, this same region of cortex responds to
somatosensory stimuli in both species (Leinonen et al., 1979;
Dong et al., 1994) and has reciprocal connections to other sen-
sorimotor regions such as BA1, BA2, BA5, S2 (Neal et al.,
1990), and premotor cortex (Gregoriou et al., 2006). Broadly,
posterior parietal cortex is a higher order area in sensorimotor
and somatosensory processing (Romo et al., 1998; Romo and
de Lafuente, 2013; Aflalo et al., 2015). PMv neurons respond to
tactile and proprioceptive somatosensory stimuli (Fogassi et al.,
1996; Graziano et al., 1997; Graziano, 1999). Given the role of
these areas in somatosensory processing, we expect to observe
neurophysiological modulation because of somatosensory
imagery.
In this work we investigated the neural correlates of imag-
ined sensations and how this representation is distributed
across different sensorimotor cortical areas. We used the sensa-
tions previously experienced by our participant during ICMS
(Salas et al., 2018) and sought to demonstrate a discriminable
representation of the sensations in the brain. We examined
neurophysiological responses to somatosensory imagery from
intracortical human recordings across three brain areas, each
implanted with recording microelectrode arrays (Utah Array,
Blackrock Microsystems): S1, SMG, and PMv. We found a
highly significant classification accuracy between sensations
was attainable using both threshold crossing spiking activity
and spectral power of various common frequency bands in the
continuous brain signal.
Our results demonstrate that unique sensory experiences can
be classified from human neural signals during somatosensory
imagery and explore how the encoding of different aspects of
sensation are distributed across different brain areas. The corre-
spondence between the neural signal during somatosensory im-
agery and the stimulation parameters that elicit the same
sensations may inform the choice of stimulation parameters for
eliciting novel and robust sensations via ICMS in future work.
Materials and Methods
Participant
We recruited and consented a male participant with C5-level complete
spinal cord injury (34 years old, three years and six months postinjury,
and one year and eight months postimplant, at the time of the first
experiment) to participate in a clinical trial of a brain-machine interface
(BMI) system with intracortical recording and stimulation. All data were
recorded through electrode arrays that were implanted in three locations
of the left hemisphere (Fig. 1A): SMG, PMv, and S1. One 96-channel,
platinum tipped Neuroport microelectrode recording array (Blackrock
Microsystems, Salt Lake City, UT) was implanted in each of SMG and
PMv. Two 48-channel SIROF-tipped (sputtered iridium oxide film)
microelectrode arrays were implanted in S1. Further information regard-
ing specific surgical planning and implantation details are described in
(Salas et al., 2018). All procedures were approved by the Institutional
Figure 1. Methods. A, Array implant locations. B, Task paradigm: (1) ITI, 4 s; (2) cue phase displaying the sensation to be imagined, 2 s; (3) delay phase, 2 s; (4) imagery phase during
which time the participant recalls as vividly as possible the sensation presented during the cue, 5 s.
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Review Boards (IRB) of the California Institute of Technology,
University of Southern California, and Rancho Los Amigos National
Rehabilitation Hospital.
Task
Based on the outcome of S1-only stimulation mapping we identified the
five most commonly elicited sensations with ICMS: “squeeze,” “tap,”
“rightward movement,” “vibration,” and “blowing.” These sensations
represented 24.9%, 17.3%, 9.7%, 8.1%, and 6.6%, respectively, of 381
total ICMS elicited sensations (for full details of ICMS mapping see,
Salas et al., 2018). These sensations were experienced in the same body
locations of the contralateral forearm and upper arm. In our somatosen-
sory imagery experiment, each trial consisted of an intertrial interval
(ITI), a cue, a delay, and an imagery phase. During the ITI, a black
screen with a gray circle (1-cm diameter) in the middle was shown for 4
s during which time the participant was instructed to rest and fixate gaze
on the circle, although gaze was not measured. In the cue phase, one of
the sensations listed above was presented as a written word for 2 s, then
in the 2-s delay phase, only a black screen with the fixation circle was
shown. In the final 5-s imagery phase of the task, the fixation circle
changed to green and the participant began somatosensory imagery. The
instruction for the imagery phase given at the beginning of each experi-
ment was to “imagine the sensation as you experienced it during electri-
cal stimulation as vividly as possible” (Fig. 1B). The participant
confirmed to us that the sensations were all imagined in the same loca-
tion at the forearm, thus controlling for the inadvertent classification of
location rather than sensation. In each run of the task, each individual
sensation was imagined 10 times (total 50 trials per run), pseudo-ran-
domly shuffled. The full dataset consists of 400 trials with N=80 repeti-
tions of each imagined sensation.
Experiment design and data collection
Data were collected from each array site using a 128-channel Neural
Signal Processor (Blackrock Microsystems). Broadband signals were
recorded at 30,000 samples/s. Spectral power was computed for each
phase of each trial using MATLAB’s pspectrum function (MathWorks
Inc. MA). Unsorted threshold crossings (Christie et al., 2015; Oby et al.,
2016; Dai et al., 2019) extracted from the broadband signal using a
threshold of 3.5 times the noise RMS of the continuous signal voltage,
were used as spike activity. The first full data set (herein referred to as
experiment 1) was collected across 10d. The second full data set was col-
lected 11months later, across 24d (herein referred to as experiment 2).
This time delay allowed us to explore the stability of the representations
initially observed. ICMS sensory mapping (Salas et al., 2018) that pro-
duced the percepts used for imagery in this study were collected
16months before experiment 1 began.
Statistics and analysis methods
Classification was performed independently for each array and each
phase of the somatosensory-imagery task using linear discriminant anal-
ysis (LDA) with the fitcdiscr function in MATLAB. For analysis using
spike firing rates, the average threshold crossing rates from each channel,
calculated from the entirety of each phase in 50-ms time bins, were
passed as features to the classifier. For analysis of the spectral power
data, power in the 4–8 (u ), 8–12 (a), 12–30 (b ), 30–70, 70–150, and
150–300 Hz (g ) bands, computed for each channel, were used as fea-
tures. Classification was performed separately for each frequency band.
We note that in these very high-frequency bands the signal is likely to
reflect the spiking activity of local neurons.
For both threshold crossings and spectral power, LDA was per-
formed over 1000 repetitions. In each repetition, all 400 trials were ran-
domly divided in a 50/50 cross-validation training and testing paradigm.
Following 1000 repetitions, mean classification accuracy and 95% confi-
dence intervals were computed. This procedure was repeated in a null
condition where class labels were randomly shuffled during each repeti-
tion to generate a chance-level distribution of classification accuracies.
Significance for classification performance was calculated by comparison
of the overlapping percentile values of the actual and null data set. The
full results are available in Table 1.
In order to test the ability of our datasets to generalize to one
another, a decoder was trained on all of experiment 1 data and tested on
all of experiment 2 data (another decoder was trained using the opposite
train/test regime). This analysis yielded only one accuracy for each phase
and electrode array as opposed to a distribution over 1000 iterations,
because of the nature of testing which used one specific split of the data.
However, the null condition was calculated as before, by shuffling the
trial labels of both train and test datasets randomly over 1000 iterations.
For this reason, in the generalization analysis, for each phase and elec-
trode array, a single accuracy value was compared with the percentiles of
the null distribution. For instance, we report p, 0.05 if the accuracy was
greater than the value at the 97.5th percentile of the null distribution.
Initially we performed LDA without preprocessing (e.g., without per-
forming dimensionality reduction) as this allows for a direct analysis of
the relationship between the neural activity recorded on each channel
and imagined sensations. However, since the absence of preprocessing
results in a small trade-off in classification accuracy, we separately
repeated the classification using singular value decomposition (SVD)
feature selection before model fitting. For threshold-crossing features,
SVD was computed on mean-centered firing rates averaged within each
task phase (svd function in MATLAB). Average firing rate data were
projected onto the top N features that represent the dimensions of great-
est variance in the data. N was determined by examining accuracy scores
across phases and electrode arrays in experiment 1.N was calculated sep-
arately for spike decoding and for each frequency band in spectral power
decoding. N was initially set to 5 features, and then increased in incre-
ments of 5. Each run yielded a mean accuracy across phases (cue, delay,
imagery) and arrays (SMG, PMv, S1) over 1000 iterations. For each of
these accuracies, the current run was compared with the previous run
withN–5 features. In all cases, accuracies as N increased followed a curve
with a single peak or plateau at some N. 0 and smaller than the original
number of features. The run with the greater number of superior accura-
cies was chosen as the “better” run. In the case of a tie, the lower number
of features was chosen. The number of features N is given in Table 1,
dimensions. The number of features determined to be best for experi-
ment 1 data were also used to decode experiment 2 data, and to perform
the cross-experiment decoding (i.e., training on experiment 1 and testing
on experiment 2 and vice versa). The best number of features was
recomputed with the combined data from experiment 1 and experiment
2 following the same procedure. For spectral-power classification, the
same approach was used to determine the optimal number of features
for each frequency band individually.
As appropriate, p values were corrected for multiple comparisons
using the Bonferroni–Holmmethod.
Results
In this study, a human quadriplegic participant with intracortical
microelectrode arrays in the SMG, PMv, and S1 performed
somatosensory imagery, the vivid recollection of sensory experi-
ences, of five sensations. These sensations were the most com-
mon ones that the same participant experienced in a previously
published sensory mapping of S1 by ICMS (Salas et al., 2018).
We investigated the hypothesis that somatosensory imagery
would generate unique representations for each sensation, which
could be classified from the neural signal.
Classifying sensations
Using unsorted threshold crossings recorded during experiment
1 (see Materials and Methods), we trained an LDA classifier to
identify the five sensations we tested. We trained the classifier on
half of the trials (see Materials and Methods) at a single phase of
the task and on data from a single array, using the average firing
rate during the phase at each channel as features. We tested the
classification on the other half of the trials in the same phase and
array. We found a significant classification accuracy for the cue,
delay and imagery phases of the task in SMG and in the imagery
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phase in S1 (Fig. 2A; Table 1). To improve the classification accu-
racy, we applied SVD feature preprocessing before the LDA
was trained (see Materials and Methods). We found signifi-
cant classification for the cue, delay and imagery phases of
the task in SMG and in the imagery phase in both S1 and
PMv (Fig. 2B, experiment 1; Table 1). In all cases, classifica-
tion accuracy was compared with that of a null distribution
(Fig. 2B, null), where the classification was performed iden-
tically but the trial labels were randomly shuffled. LDA anal-
ysis determines discriminability across the population
activity of the whole array; however, we also observed indi-
vidual channel firing activity capable of significantly dis-
criminating between two or more sensations (exemplary
channels shown in Fig. 3A). The total percentage of chan-
nels, 96 in each brain area, whose activity significantly dis-
criminated between two or more sensations in the imagery
phase only (p, 0.05) was 49% in SMG, 22% in PMv, and
20% in S1. This metric was calculated per channel, pooling
across all trials, using a Kruskal–Wallis test with the aver-
aged firing rate in the imagery phase of the task. Data were
corrected for multiple comparisons with the Bonferroni-
Holm method. To compare the correspondence between
results from both stimulation (in previous work) and
imagery for all individual channel-sensation pairs (96 chan-
nels  5 sensations, N = 480), we identified tuning of the
channel to the sensation by looking for a significant differ-
ence in firing rate across all trials of a pair between the ITI
and imagery phase of the task, using a Wilcoxon signed rank
test (p , 0.05). We identified responses to ICMS for each
channel-sensation pair by looking for at least one instance
of the pair during ICMS mapping in the previous study
(Salas et al., 2018). We found 89 (18.5%) pairs (38/96 unique
channels, 5/5 unique sensations) which had both neuro-
physiological tuning and a response to ICMS.
We also used the same method as above to perform a classifi-
cation using the spectral power in various frequency bands of the
raw neural signal as features (see Materials and Methods; Fig.
2C; Table 1). In SMG, we found significant classification accu-
racy in the cue phase across several frequency bands. We also
found significant classification accuracy in the delay phase in
higher frequency bands only. In the imagery phase we saw signif-
icant classification accuracy across several frequency bands. In
PMv, we found significant classification accuracy only in the im-
agery phase at high and low frequencies. Likewise, in S1, we
found significant classification accuracy only in the imagery
phase and only in the highest frequency band (150–300 Hz).
Table 1. Classification accuracy and significance
SMG PMv S1
Cue Delay Imagery Cue Delay Imagery Cue Delay Imagery Dimensions
Experiment 1 Spikes 78%ppp 69%ppp 82%ppp 24%, n/s 30%, n/s 37%pp 18%, n/s 23%, n/s 38%ppp 35
4–8 Hz 33%p 22%, n/s 24%, n/s 23%, n/s 21%, n/s 24%, n/s 19%, n/s 19%, n/s 20%, n/s 45
8–12 Hz 32%, n/s 21%, n/s 34%pp 20%, n/s 22%, n/s 33%p 19%, n/s 22%, n/s 20%, n/s 20
12–30 Hz 31%p 21%, n/s 28%, n/s 17%, n/s 16%, n/s 27%, n/s 17%, n/s 20%, n/s 23%, n/s 15
30–70 Hz 35%pp 27%, n/s 60%ppp 18%, n/s 19%, n/s 24%, n/s 16%, n/s 17%, n/s 27%, n/s 30
70–150 Hz 57%ppp 44%ppp 75%ppp 20%, n/s 22%, n/s 28%, n/s 19%, n/s 22%, n/s 28%, n/s 40
150–300 Hz 63%ppp 46%ppp 77%ppp 22%, n/s 21%, n/s 32%p 19%, n/s 20%, n/s 34%p 45
Experiment 2 Spikes 92%ppp 62%ppp 75%ppp 27%, n/s 35%pp 54%ppp 21%, n/s 20%, n/s 31%, n/s 35
4–8 Hz 34%p 24%, n/s 25%, n/s 21%, n/s 20%, n/s 25%, n/s 18%, n/s 18%, n/s 21%, n/s 45
8–12 Hz 37%pp 23%, n/s 27%, n/s 20%, n/s 22%, n/s 32%p 18%, n/s 19%, n/s 20%, n/s 20
12–30 Hz 31%p 20%, n/s 30%, n/s 20%, n/s 18%, n/s 25%, n/s 18%, n/s 17%, n/s 21%, n/s 15
30–70 Hz 36%pp 28%, n/s 53%ppp 24%, n/s 26%, n/s 38%pp 17%, n/s 16%pp 20%, n/s 30
70–150 Hz 62%ppp 39%ppp 71%ppp 35%p 30%, n/s 51%ppp 19%, n/s 19%, n/s 25%, n/s 40
150–300 Hz 64%ppp 43%ppp 69%ppp 31%, n/s 28%, n/s 52%ppp 21%, n/s 20%, n/s 25%, n/s 45
Combined 1 and 2 Spikes 75%ppp 59%ppp 73%ppp 23%, n/s 27%, n/s 31%pp 19%, n/s 21%, n/s 33%ppp 60
4–8 Hz 31%pp 22%, n/s 24%, n/s 19%, n/s 20%, n/s 27%, n/s 19%, n/s 18%, n/s 19%, n/s 10
8–12 Hz 31%pp 21%, n/s 32%ppp 20%, n/s 21%, n/s 31%pp 18%, n/s 21%, n/s 20%, n/s 25
12–30 Hz 30%p 20%, n/s 29%p 19%, n/s 18%, n/s 26%, n/s 17%, n/s 19%, n/s 21%, n/s 25
30–70 Hz 35%ppp 28%, n/s 52%ppp 21%, n/s 21%, n/s 30%p 17%, n/s 17%, n/s 22%, n/s 75
70–150 Hz 53%ppp 37%ppp 68%ppp 24%, n/s 23%, n/s 36%ppp 20%, n/s 20%, n/s 27%, n/s 75
150–300 Hz 57%ppp 37%ppp 67%ppp 23%, n/s 22%, n/s 37%ppp 19%, n/s 19%, n/s 29%p 60
2 trained on 1 Spikes 21%, n/s 23%, n/s 30%ppp 19%, n/s 23%, n/s 16%, n/s 20%, n/s 17%, n/s 21%, n/s 35
4–8 Hz 24%, n/s 20%, n/s 20%, n/s 23%, n/s 18%, n/s 18%, n/s 21%, n/s 19%, n/s 22%, n/s 45
8–12 Hz 27%ppp 21%, n/s 29%ppp 22%, n/s 23%, n/s 26%ppp 21%, n/s 22%, n/s 25%p 20
12–30 Hz 32%ppp 20%, n/s 26%ppp 17%, n/s 20%, n/s 22%, n/s 21%, n/s 23%, n/s 22%, n/s 15
30–70 Hz 27%ppp 22%, n/s 24%p 24%pp 19%, n/s 24%ppp 20%, n/s 19%, n/s 21%, n/s 30
70–150 Hz 24%p 30%ppp 20%, n/s 20%, n/s 23%, n/s 21%, n/s 18%, n/s 20%, n/s 21%, n/s 40
150–300 Hz 27%ppp 22%, n/s 22%, n/s 21%, n/s 21%, n/s 20%, n/s 19%, n/s 19%, n/s 20%, n/s 45
1 trained on 2 Spikes 29%ppp 33%ppp 35%ppp 19%, n/s 23%, n/s 23%, n/s 18%, n/s 18%, n/s 21%, n/s 35
4–8 Hz 26%pp 20%, n/s 21%, n/s 22%, n/s 23%, n/s 26%pp 22%, n/s 20%, n/s 24%p 45
8–12 Hz 27ppp 22%, n/s 31%ppp 22%, n/s 23%, n/s 29%ppp 18%, n/s 22%, n/s 22%, n/s 20
12–30 Hz 23%, n/s 21%, n/s 23%, n/s 21%, n/s 21%, n/s 23%, n/s 19%, n/s 21%, n/s 21%, n/s 15
30–70 Hz 26%pp 26%pp 25%pp 23%, n/s 19%, n/s 22%, n/s 20%, n/s 21%, n/s 19%, n/s 30
70–150 Hz 20%, n/s 23%, n/s 20%, n/s 22%, n/s 23%pp 20%, n/s 19%, n/s 18%, n/s 18%, n/s 40
150–300 Hz 24%p 21%, n/s 29%ppp 20%, n/s 22%, n/s 19%, n/s 23%, n/s 19%, n/s 21%, n/s 45
Table showing the classification accuracy as a percentage and significance (n/s = not significant, pp, 0.05, ppp, 0.01, pppp, 0.001) from each of the experiments in which the five sensations tested were classified
with LDA and SVD. Classification was performed separately for each data type (spike or spectral power band), each trial phase (cue, delay, and imagery), and for each brain area (SMG, PMv, and S1). The number of features
used for each classification is listed in the dimensions column (see Materials and Methods).
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During the ITI phase of the trial, while the subject was at rest,
we never achieved classification performance different to chance
level with any method or neural signal used. This confirms that
the discriminable activity in other task phases is related specifi-
cally to the somatosensory imagery task.
Longitudinal representation of
sensations
We have demonstrated above that differ-
ent sensations can be uniquely represented
in distributed cortical areas. However, to
what extent are the representations stable
over time? Recordings of the human neu-
ral signal can be unstable over time
(Aflalo et al., 2015), so to assess longitudi-
nal stability, the participant performed
experiment 2, repeating the imagery task
;11months after the initial experiment
1. We found that sensations could be clas-
sified from threshold crossings in SMG
during cue, delay, and imagery phases as
in the earlier data (Fig. 2B; Table 1). We
found a significant classification in the
delay and imagery phase in PMv. Using
spectral power features from experiment
2 only to examine longitudinal stability,
as above with threshold crossings, showed
a similar trend. In SMG significant classi-
fication was observed in all frequency
bands during the cue but in the delay
phase was only observed in higher fre-
quency bands (Fig. 2C, middle row; Table
1). Additional lower bands became signif-
icant in the imagery phase. In PMv, sig-
nificant classification accuracy was only
achieved in the cue phase at a single high-
frequency band and in the imagery phase
across a range of bands. No significant
classification using spectral power was
achieved in S1 during experiment 2.
To determine how similar activity was
between experiments 1 and 2 within each
task phase and each array, we performed
a split training and testing using all trials
of experiment 1 to train and all trials of
experiment 2 to test (and vice versa). A
null distribution was created using shuf-
fled labels over N = 1000 repetitions of
the classification. Using threshold cross-
ings, significant classification accuracy
was only observed in SMG during the
imagery phase when testing on experi-
ment 2. When testing on experiment 1,
significant classification accuracy was
observed only in SMG during the cue,
delay and imagery phases of the task
(Fig. 4).
To evaluate the longitudinal stability of
spectral power representations, we trained
and tested on both the experiments 1 and 2
datasets, as described above for threshold
crossing features. When training on experi-
ment 1 and testing on experiment 2, SMG
showed significant classification accuracy in
the cue and imagery phase across a broad
range of bands and significance in one band in the delay phase. In
PMv, significant classification accuracy also occurred in the cue
and imagery phase. In S1, significant classification accuracy was
observed in the imagery phase at only a low-frequency band (Fig.
Figure 2. Sensation classification. A, Classification accuracy of sensations with LDA using the spike activity on all channels as fea-
tures from experiment 1. B, Improved classification accuracy when classifying the sensations using LDA with the spike activity and
SVD feature selection from experiment 1 (red), experiment 2 (blue), and the combined experiments 1 and 2 data (black). Each with
their own null distribution. C, Classification using spectral power in different frequency bands for experiment 1 (top row), experiment
2 (middle row), and combined experiments 1 and 2 (bottom row). In all subplots, error bars show 95% confidence interval, asterisks
denote classification significantly above null distribution. Gray dotted line shows the classification chance level.
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4A). When training on experiment 2 and testing on experiment 1,
significant classification accuracy was observed in SMG during the
cue, delay and imagery phase. In PMv, significant classification ac-
curacy occurred during the delay and imagery phase. In S1, signifi-
cant classification accuracy only occurred during the imagery
phase (Fig. 4B; Table 1). Longitudinal classification from both
spike and LFP signals performs well especially where the signal
has a high decoding accuracy within either experiment 1 or 2
alone. In the longitudinal analysis, taking all brain regions to-
gether, there are some additional task phases and array locations
with significant classification accuracy in the spectral power data
compared with the spike data. This indicates a tendency toward
more general stability in the spectral power.
To ensure that classification accuracy could not be further
improved with more data we combined threshold crossing data-
sets from both experiment 1 and experiment 2 to use all trials
recorded (N= 800) in the same classifier, with the same LDA and
SVD method as before. Note, data across the two experiments is
combined in this model. The significant classification accuracies
in this result corroborate stability over time as in the longitudinal
analysis above. However, combining data does not take into con-
sideration changes in signal or noise over time as addressed spe-
cifically in the longitudinal analysis above. This analysis yielded
significant classification accuracy for the cue, delay, and imagery
phases of the task in SMG, in the imagery phase in S1 and in the
imagery phase of PMv (Fig. 2B, combined; Table 1). Finally, we
combined the full spectral power data set as above (Fig. 2C, bot-
tom row) and found significant classification accuracy for SMG
in the cue phase across a broad range of frequency bands, in the
delay phase in only the higher frequency bands and imagery
phase again across a broad range of bands. In PMv and S1, signif-
icant classification accuracy was achieved in the imagery phase
only. For PMv, this was achieved in a broad range of frequency
bands, while for S1, this was only achieved in the highest fre-
quency band.
Discussion
As cortical stimulation methods are becoming more widely used
it is increasingly important to understand the relationship
between intervention (i.e., ICMS) and evoked perception/behav-
ior (i.e., sensations). In order to achieve the goal of restoring sen-
sation in humans, we need to produce consistent effects across
participants and robustly deliver specific sensations relevant to
the task. We believe understanding this begins with exploring
the neural representation of the sensations that we are able to
elicit, for example, uncovering the neural features that represent
unique sensations. In the work presented here, we demonstrate
that different sensations are uniquely represented in the neural
activity of human cortex. Wemeasured spiking activity and spec-
tral power during somatosensory imagery with intracortical
recording arrays in SMG, PMv, and S1 of a single human partici-
pant with a high-level spinal cord injury (see Materials and
Methods). We demonstrate that individual sensations can be
accurately classified using these signals (Fig. 2; Table 1).
Here, we observe activity through somatosensory imagery, a
powerful tool to elicit sensation-relevant neural activity, as physi-
cal interaction with the environment is not possible because of
the nature of the injury in the quadriplegic patient population.
We explore sensations that the participant had experienced both
naturally before the injury and reported during ICMS mapping.
Previously, individual aspects of somatosensation have been
studied in isolation such as responses to different textures, the
frequency of vibration, individual forces, etc. In somatosensory
imagery, all these components are combined as a naturalistic
sensation. With recordings across human cortical areas we can
further characterize the distributed response in the brain to
somatosensation (Delhaye et al., 2018). We show sensations can
be classified in S1 during somatosensory imagery with threshold
crossing activity, when the participant vividly recalls a previously
experienced sensation (Fig. 2A; Table 1). Additionally, in S1 the
sensations are only classifiable in the imagery phase in high-
Figure 3. A, Mean firing rates across all trials for each sensation on an exemplary channel in each recording location. B, Mean power in the 150- to 300-Hz LFP band across all trials for
each sensation on an exemplary channel in each recording locations. Channels show significantly different activity for multiple individual sensations. In all subplots, error bars show 95% confi-
dence interval.
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frequency spectral power of 150–300 Hz, again likely reflecting
spiking activity (Fig. 2C, top row; Table 1). This finding suggests
S1 does not encode the planning or anticipation of sensation
during imagery with no significant classification occurring in the
cue or delay phase. In PMv, we found activity in the imagery
phase similar to S1, but with additional low-frequency compo-
nents of 4–8 and 8–12Hz, which may be responsible for driving
coordinated networks over a larger area (Canolty et al., 2006). In
experiment 2, we were able to classify sensations from threshold
crossing activity in PMv during the delay phase. This result rein-
forces the trend seen in experiment 1 for PMv (Fig. 2B), suggest-
ing that it encodes the planning or anticipation of the sensation
in addition to the sensation itself (Fogassi et al., 1996). In SMG,
we saw the highest classification performance of any area tested
during the cue, delay and imagery phases of the task, both in
threshold crossing activity and the spectral power in high-fre-
quency bands. This finding demonstrates SMG contains somato-
sensory information, both during imagery and in the planning/
anticipation of somatosensory imagery (Delhaye et al., 2018).
Classification during the cue phase, which uniquely included u
band activity, suggests a representation of the semantic aspect of
the cued sensation within SMG, which further supports the
higher order cognitive encoding of sensorimotor control in pos-
terior parietal cortex (Andersen and Buneo, 2002; Aflalo et al.,
2015; Zhang et al., 2017). We observe a large difference in the
decoding performance between SMG and S1/PMv. A hypothesis
for this difference may be that since somatosensory imagery is a
top-down cognitive process, without somatosensory input, the
representation is stronger in SMG as this is a higher order, cogni-
tive area in somatosensory processing. Our results show imagery
produces discriminable activity in S1 and PMv; however, the
reduced decoding accuracy may reflect the primary role of this
neural population to process input from the somatosensory
system.
We explicitly test somatosensory imagery to determine
whether neural activity encodes the imagined sensation. This is
motivated entirely because of the nature of injury in our patient
population. We do not assume that these areas would represent
the sensations in exactly the same way if they were experienced
through interaction with the environment in the absence of
injury. Indeed, the representations found from somatosensory
imagery have intrinsic value to efforts aimed at restoring sensa-
tion in injured people. However, it is likely that there would be a
high degree of correspondence between the neural representa-
tion of sensations during somatosensory imagery and actual
somatosensation (Hodge et al., 1996; Rosén et al., 2001; Yoo et
al., 2003; Fitzgibbon et al., 2012). As seen in the motor system
(Jeannerod, 1994; Hardwick et al., 2018), research into motor
control, motor learning and motor BMIs have shown a high
degree of similarity between the neural activity of imagined and
executed behavior.
In the longitudinal comparison of the neural representation
of sensation (Fig. 4), classification accuracy decreased in most
phases and locations compared with testing within the experi-
ments (Fig. 2), with the biggest decrease in performance
observed in S1. While it is unclear what caused this change in
classification accuracy, it is interesting to note that it was accom-
panied by the participant’s comments during experiment 2 that
the passage of time between the two experiments “made it much
harder to imagine the sensation [evoked by ICMS] because I
have not felt them in a while.” This anecdotal evidence might
Figure 4. Longitudinal decoding. Classification accuracy calculated per phase and per brain region. A, An LDA with SVD model was trained on all trials in experiment 1 and tested on all trials
in experiment 2. B, The same method was used to train on all trials in experiment 2 and test on all trials in experiment 1. Different colors indicate different frequency bands. Gray dotted line
shows the classification chance level. Stars indicate significance calculated with respect to the null distribution (see Materials and Methods).
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suggest a link between the strength of responses in S1 to the
clarity with which the sensations could be recalled, as may be intui-
tively expected in a somatosensory imagery task. Nevertheless,
threshold crossing S1 activity was still able to yield significant longi-
tudinal classification accuracy after 11months, comparable to
that measured initially. In SMG, the presence of significant
classification across experiments may suggest a stronger rep-
resentation of the task than PMv or S1. The cross-classifica-
tion performance across the two experiments suggests that
while each of these areas encode the sensations after
11months, the representation over all brain areas differs over
time. While physiological changes in the representation of the
sensations or the quality of the imagery could contribute to
this, there are many additional factors unrelated to the neuro-
physiology of the task that likely contribute as well. For exam-
ple, small movements in the array, degradation of the array
over time and changes at the electrode-tissue interface may all
account for the reduced performance.
Identifying a stable relationship between aspects of the neural
signal representing sensations during somatosensory imagery
and features of stimulation that evoke those sensations could
allow us to efficiently identify protocols for artificially eliciting
sensation. This is relevant to closed loop BMIs where during
robotic or computer control, task-relevant sensations must be
identified and delivered via ICMS. It remains to be investigated
whether correspondence between features of the neural signal
during imagery and the neural signal evoked during stimulation
could reduce the time to map the relationship between sensa-
tions and stimulation. If so, somatosensory imagery could be
used to improve sensory mapping by stimulation and potentially
elicit more varied responses in future work. Furthermore, S1 was
originally chosen as a stimulation site because of its known neu-
rophysiological relationship to sensation. Here, we confirm a
relationship between imagined sensations and S1 neurophysiol-
ogy for sensations previously elicited with S1 stimulation in the
same array. Somatosensory imagery of the sensations shows an
even stronger relationship between neurophysiological activity
and imagined sensation in SMG. Therefore, SMG may also be a
potential target for ICMS to elicit sensation. Stimulation in parie-
tal cortex has previously been shown to have connections with
(Baldwin et al., 2017) and relate to behavior of (Hanks et al.,
2006; Mirpour et al., 2010; Desmurget et al., 2018) the sensori-
motor system.
In conclusion, we present evidence that human somatosen-
sory imagery can be uniquely and robustly encoded in the activ-
ity of distributed cortical areas. In future work it would be
essential to identify the evoked neurophysiology from certain
stimulation parameters and compare this, instead of stimulation
parameters alone, to the evoked sensations and representation of
the sensations during imagery or experience. Such information
would likely elucidate further the relationship between the stimu-
lation parameters, their ability to elicit certain sensations, and
the representation of the sensations elicited in the brain.
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