Neural networks capable of encoding sets of patterns are analysed. Solutions are found by theoretical treatment instead of by supervised learning. The behaviour for 2 R (R 2 N) input units is studied and its characteristic features are discussed. The accessibilities for non-spurious patterns are calculated by analytic methods. Although thermal noise may induce wrong encoding, we show how it can rid the output of spurious sequences. Further, we compute error bounds at nite temperature.
1 Introduction.
represent any boolean function ( Minsky and Papert 69] ).
One of the most general problems in multilayer neural networks is to nd the connection strengths and thresholds which transform several known input patterns into their corresponding output patterns |according to a given interpretation of inputs and outputs|. This is precisely the problem of encoding as described, for instance, in Rumelhart and McClelland 86] . The typical approach is a progressive learning process based on the principle of back-propagation, which leads to a solution by a lengthy relaxation search after a number of iterations large enough. However, we will show that some solutions may be found by deciding on the synaptic connections through direct inspection of the problem. It must be taken into account that the architecture of the network is generally not given beforehand. That is the reason why we are free to adjust it as necessary. The criterion will be, of course, simplicity.
In section 2 we analyze rst how a network such as that in Fig. 1 is capable of encoding unary input and output sets. The solution therein gives insight into the way of dealing with arbitrary input and output alphabets. However, limitations to the most general situation are found, giving rise to encoding solutions based on layered network structures di erent from the previous one. In section 3 we come back to the initial unary-pattern three-layer network and study its behaviour when the input pattern does not belong to the already encoded input alphabet. A certain type of spurious states is found, and accessibilities of non-spurious patterns are calculated, the demonstrations of some interesting mathematical properties being relegated to appendixes A and B. Finite temperature is introduced in order to get rid of the spurious sequences. In section 4 we present a summary of the main results, future lines open to research and the conclusions of this paper.
2 The encoding problem.
The original problem of encoding is to turn p possible input patterns described by N digital units into a speci ed set of p patterns of M units, and to do it with the least number of intermediate processing elements. This may be seen as trying to condense all the information carried by the initial set of patterns into the tiniest space |data : : :
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? ? ? ? ? X X X X X X X X X X X X X X X X X X X X P P P P P P P P P P P P P P P @ @ @ @ @ compression|, and then to recover it in the form of the corresponding output patterns |decoding|. For the sake of simplicity we will be concerned only with the case where N = M = p, the reason being that, for this set-up, the association between every particular pattern and the position of each excited unit is quite easy to keep in mind.
As a technical subject, data compression can play a decisive role in the issue of encryption, as it uses many of the same principles. The idea behind this is to increase the capacity of any storage device without having to alter the actual hardware architecture, and only by an e ective reduction of the storage needs of the user. Computer-based cryptography is a modern answer to the necessity for keeping sensitive data on shared systems secure, as well as a resource for data transmission, e.g. the protection of sky-toearth station broadcasts. In addition to storage enhancement and higher security levels, the encoding of information prior to transmission saves transfer time, e.g. on phone lines.
Unary input and output sets.
This is the simplest set-up, from which more involved encoding systems can be devised, as we shall later show. Let us assume an input alphabet of N symbols, each of them de ned by a binary pattern of N units. The choice of unary patterns amounts to de ning every element of the input set as or, in components, k = 2 k ? 1 .
We will start by requiring our network to turn a given unary input pattern of N units into an output con guration reproducing the same pattern, by means of an intermediate layer. Furthermore, for the sake of economising on memory storage, it will be quite desirable to demand that this layer be as small as possible.
The encoding strategy to be put into practice will consist in using a hidden layer forming a binary representation of the N input characters in terms of ?1's and +1's (instead of 0's and 1's). Each element of this representation will be the binary translation of the number ? 1, associated to every pattern .
As a result, the dimension of this representation |in fact, the e ective byte This simple example does already show one of the most remarkable features of this type of systems, namely that the total capacity of the layer is not always fully exploited. As the gure shows, the hidden layer forms just ve out of eight hypothetically possible intermediate patterns. In general, a maximum of 2 R di erent sequences can be stored, but only when N = 2 R ; R 2 N is this limit achieved.
The above translation, understood as a change of basis, may be implemented by a number of techniques on any ordinary |i.e. non-parallel| computer, but, since we are working on a neural network, it must be achieved by just an adequate choice of the weights or connection strengths ! jk and of the threshold constants j , which will relate the values of the units in both layers in the way Since this solution does always exist, the ansatz has been proven to work for arbitrary N.
The next step is to go from the intermediate layer to the output units. Since the output set of patterns is identical to the input one, the whole encoding process from one into the other means taking a certain to obtain some , where the index may be di erent from the given . If we demand that the translation be injective, the relation between the set of output indices and the input labels can be no other than a permutation of N elements. Selecting one such translation scheme amounts to making the choice of a speci c permutation. It is reasonable to make a rst approach to this problem by choosing the easiest element of the symmetric group, namely the identity.
So, if we denote by S the output pattern resulting from entering into the network, the set-up corresponding to the identity is that in which S = , which, for instance, in the N = 5 case can be represented by This is compatible with (2.9), (2.10). In fact, by simply taking the thresholds within a certain range the ful lment of these conditions is automatically ensured. This range is i = R ? 2 + "; i = 1; : : : N; 0 < " < 2;
(2.12) but, in order to work with determined objects, we content ourselves with choosing i = R ? 1; i = 1; : : : N: The obvious continuation of the work so far is an enhancement of the above described system so as to make it capable of translating binary patterns of a given arbitrary input set into elements of another arbitrary |but also speci ed| output set. The arbitrariness at the output level allows the encoding to be non-injective, i.e. , there may be 1 6 = 2 such that S 1 = S 2 . If ; = 1; : : : ; N denotes the arbitrary input set and S ; = 1; : : : ; N are the output patterns, in general di erent from the 's, we will require our network to produce S ( ) as output whenever is read as input, being any speci ed permutation of N elements. Actually, the use of is redundant in the sense that, as there is now no natural relationship between the ordering of the input and output patterns, di erent 's may at any rate be interpreted as di erent label reshu es added to the identity permutation in the output set. We will still assume that the number of units at the input and output levels are equal to the number of patterns. a) Five layers A quite simple alternative that takes advantage of the above results is the actual enlargement of our unary pattern permuter system, by turning the old input and output layers into intermediate ones and adding two further layers, where the new arbitrary sets can be read and written, as depicted in the following diagram
We use l indices to denote each unit of the input patterns and h indices to label each neuron in the output layer. While the three intermediate levels work exactly as in the previous network, two new sets of connection weights and thresholds will have to implement the translation from arbitrary sequences to unary patterns and the other way round.
It is not di cult to guess
(2.16) the reason for this choice being that it makes the weighted sum of the input achieve a maximum of value N precisely for = k, i.e.
(2.17)
As we have seen, this type of reasoning works when we require the next layer to be in a state where one neuron is on and the others are o , which is indeed the case for the unary con gurations . Taking this into account, a suitable choice for the threshold is k = N ? 1; k = 1; : : : ; N:
Finally, the equality that has to be satis ed for the last step is 
b) Three Layers
Another option is to give up the use of the reduced layer, i.e. the one with R units. For N = 2 R this substructure acts as a sieve in the sense that, even if a non-unary pattern reaches the previous layer, the possible states of the reduced one are such that the signals sent forward to the next layer will give rise to a unary sequence anyway. In other words, the R-bit byte works as a perfect lter. As a result of this construction, no matter whether an input pattern belongs to the set of 's or not, the corresponding output will be one of the S 's. Nevertheless, we shall see that, as far as the input and output alphabets themselves are concerned, the same translation task can be performed by a network with just one intermediate layer of N units. Although the removal of the reduced layer may mean the loss of this sifting power, it will no doubt be a substantial gain in storage economy.
There are several possible schemes of this sort, one of them being For this choice of the output alphabet, the rst column of the S's, i.e. S 1 ; = 1; 2; 3; 4 | marked out in the table| happens to be the`exclusive OR', or XOR, Boolean function. As has been shown in Minsky and Papert 69] (see also Hertz and Palmer 88] and other works), this rather elementary computation cannot be solved by a simple perceptron, which amounts to stating that the task of obtaining S 1 from the 's can by no means be performed by a single step from the reduced layer to that containing the S 's. Moreover, this sort of inconsistency will show up whenever we take an N = 4; R = 2 system where one of the output columns reproduces the values of the XOR function. For arbitrary N we would encounter the same hindrance if an output column took on the values of the generalized parity |or rather oddness| function, which is de ned to be +1 when there is an odd number of plus signs in the input and ?1 otherwise, and constitutes the high-dimensional extension of XOR. + Making use of our freedom to select arbitrary sets of input patterns, we have picked one whose elements are not linearly independent. As a result, the contradiction does now arise from the ensuing expressions limiting the thresholds. Consideration of the relations for = 1 and = 2 leads to 1 > 0 whereas the unequalities for = 3 and = 4 require 1 < 0, leaving no chance of realizing this scheme. The same kind of reasoning is applicable to arbitrary N.
c) Four Layers
Even though the above theorem bans the possibility of implementing the theoretically optimal scheme, we can still hope to get close to it in some sense. The di culty found in the step from the input to the intermediate layer will be removed by demanding that the 's, although arbitrary, be linearly independent. As for the way from the units to the output cells, we will introduce a further intermediate layer, working exactly as in the ve-layer scheme, i.e. By way of summarizing and completing this picture, all the quantities occurring are listed in Table 1 and Table 2. 3 Accessibilities.
Once an encoding scheme has been chosen, one might wonder which is the result when the input pattern is none of the input alphabet. It may seem unjusti ed, since different encoding solutions will produce di erent outputs. However, this is the basis of almost all the current applications of multilayer neural networks: rst, weights and thresholds are calculated (e.g. by means of learning) and then the network is used to predict, classify or interpolate. Lots of examples may be given, such as hyphenation algorithms, protein secondary structure determiners and family tree relationship predictors Rumelhart et al 86] .
In what follows we shall concern ourselves with the working of the initial unarypattern three-layer permuter device. In fact, if the input pattern is not unary the network does not work! The reason is that the elds 2. Shifting the thresholds j ! j +"; j"j < 1, i.e. noninteger values are now allowed.
Again, we get an unwanted asymmetry, since all the zero elds would, from now on, give a certain sign depending on the target unit but not on the input pattern. 4. Introducing a nite |but low| temperature, and making the activations be stochastic. Then, the sign taken on by every unit is no longer the result of a deterministic function, but rather a random variable, for which the probabilities of obtaining ?1 or +1 are given by sigmoid curves whose shapes depend on 1=T and approach that of a step function as goes to in nity (deterministic limit). The condition that this temperature should be low is necessary in order to preserve |after taking an average over many realizations| the same result as for T = 0 when the input patterns are the 's.
Accessibilities of a three-valued unit intermediate layer.
The third option calls for a study of the accessibility of the di erent j 's. By accessibility of a binary pattern, thought of as a memory, we mean the fraction of starting arbitrary states which leads to that particular pattern Hop eld et al 83]:
A( ) = # input patterns giving # possible di erent input patterns (= 2 N ) :
As happens in associative memory networks, di erent memories of the same size may be in general not equally easy to recall. The parallel to the appearance of spurious memories in an associative memory device is now the existence of the |to some extent unwanted| zero states. An open question about our zero-temperature encoding system is how to interpret the di erent sequences which end up in the same state. These sequences, rather than resembling each other in the sense of being close by Hamming distance |as happens in associative memory| are such that they tend to produce a value j in the jth unit depending on the similarity between the input pattern and the jth row of !, which we shall call ! j .
A most interesting property of our scheme is the vanishing of all the input thresholds whenever the number of external units equals an exact power of two, i.e. We shall reason below that the accessibility of every non-spurious pattern | i.e. free from zeros | may be put in terms of just the joint frequencies or probabilities that a number of eld components vanish. It is for this reason that the calculation of these joint frequencies must be understood rst. We start by considering f(h i = 0; h j = 0); i 6 = j:
A fundamental property of our connection weight matrix is that for this same situation, N = 2 R , their rows are mutually orthogonal. Since the coe cients are ?1's and +1's, this means that for any two given rows, one half of the coe ents coincide and the other half are just opposite.
The frequency we are going to evaluate is the total number of input possibilities for the 's, unary or not, such that the equations ; i 6 = j 6 = k 6 = i: (3.12)
The following joint frequency is a bit more di cult to compute, but it gives an idea of what has to be done for any number of vanishing eld components. If we want to calculate f(h i = 0; h j = 0; h k = 0; h l = 0); i; j; k; l, all di ferent, after writing down the equations, we pick the partial sums common to four (A), three (B; C; D; E) and two (F; G; H) of them. Then, we express the equations using these Next, we nd the degree of indetermination |now eight unknowns minus four equations equals four degrees of freedom| in order to know how many unknowns remain arbitrary. The system will be solved by putting the rest as a function of the arbitrary ones. where several index rearrangements have been performed. Up to this point, the binomial coe cients are to be understood in the general sense, i.e. when the number downstairs is negative or when the di erence between upstairs and downstairs is a negative integer, they must be taken to be zero. Otherwise we would have to explicitly state that the sum is restricted to a; b; c and d yielding nonvanishing coe cients. In fact, since many terms give a zero contribution, the calculation of these sums is much easier than it looks. The procedure described is completely general. Following these steps for any number of vanishing elds, one considers the common pieces in the initial equations, solves an indetermined linear system, uses the expressions of the frequencies for the values of weighted sums and arrives at multiple sums involving binomial coe cients only. The multiplicity of the nal sum is always the degree of indetermination of the linear system.
As anticipated, we are going to nd the accessibilities in terms of the preceding frequencies only, namely the f(h 1 = 0; : : : ; h j = 0); 1 j R, which we shall call orthogonalities. We start with the total number of possible di erent input binary patterns, i.e. 2 N . This gure must be equal to the sum of the frequencies for all the possible sorts of eld con gurations for the level, thus where fk 1 ; : : : ; k j g denotes a choice of j indices among the R existing ones. The indices picked are those for which the associated eld component vanishes, while the rest are nonzero. f denotes the corresponding rate of occurrence, i.e. the number of input patterns yielding that type of eld con guration. Since j runs from 0 to R, this sum ranges over all the possibilities that can take place. It can be argued that these frequencies depend on the number of components that vanish, but not on the position they are located at, i.e. and therefore, the accessibilities of the patterns are given by A( ) = 1
In the limit where goes to in nity, this reproduces a deterministic step function, associated to the 0 and 1 'probabilities' |or rather certainties| when taking the sign function, while for ! 0 both probabilities tend to 1=2, i.e. the system behaves absolutely randomly. If the process is repeated for all the possible input patterns several times, we can consider average values of each unit for every sequence. Let < > = denote the average of the pattern produced by the unary sequence over many repetitions of the whole reading process. Obviously, the lower T, the closer < > = will be to . Therefore, since we are interested in preserving the encoding from to (if not always at least on average) the temperature will have to be low.
At T > 0, owing to the absence of vanishing j 's, the only possible con gurations are the 's, for = 1; : : : ; N. However, for any xed there are 's other than the which end up by giving . With respect to the situation at T = 0, the accessibility of each necessarily changes, as patterns which produced one or more zeros will now have to`decide' among f ; = 1; : : : ; Ng. Since each realization in itself is a merely stochastic result, the only meaningful quantity to give us an idea of these new accessibilities will be the average over many repetitions, that we de ne as follows < A( ) >= cumulative # input patterns which have given cumulative # patterns read (= # repetitions 2 N )
The result of a simulation (see Fig.2 ) for N = 4; R = 2 shows the tendency of all the accessibilities to be equal as the number of repetitions increases, i.e.
< A( ) >! 1 2 R :
Contrarily to other memory retrieval systems, this network has no critical temperature. This means that there is no phase transition in the sense that noise degrades the interactions between processing elements in a continuous way, without leaving any phase where the reproduction of the original process as regards the 's can be |on average| exact. By (3.23) we obtain < j > = = +1 P( j = +1) + (?1) P( j = ?1)
(3.24)
With the components of and the thresholds we are using, this is
(3.25)
If we look for solutions to < j > = = j = ! j , taking into account that for our choice of weights ! j can be either +1 or ?1, the equation for will be in any case 4 Conclusions.
Encoding with multilayer neural networks is interpreted as an alternative to supervised learning. This approach makes possible a deeper study of the working of these sort of networks when an encoding scheme is found. The lack of solution to the minimal encoding problem |when arbitrary input and output alphabets are considered| has led us to the study of other non-optimal set-ups. For several architectures, we have found adequate sets of weights and thresholds giving rise to particularly simple and highly adaptative encoding processes. All our answers take advantage of the full power of multilayer network schemes. We have also analyzed the behaviour of one of our systems when the input supplied does not belong to the initial set, a situation in which the intermediate binary units may no longer yield a de nite sign. The procedure followed has consisted in allowing for the occurrence of null values and treating the sequences containing zeros as spurious'. Despite the presence of such patterns, we have produced a general method for calculating the accessibility on`non-spurious' memories when the number of digital units in the input pattern is N = 2 R ; R 2 N. Further, those unwanted sequences disappear when the level of thermal noise is raised above zero.
As a result, the accessibilities of the`non-spurious' sequences are modi ed in such a way that all of them maintain their equiprobability on average. At the same time, as T increases the average values of the outputs become more and more noisy |i.e. away from the expected result at T = 0. Since it turns out that there is no phase transition, this degradation is actually continuous, but if one demands just a certain accuracy in the preservation of the zero-temperature results, an upper bound to the T's ful lling this condition can be found.
Possible applications of our results include all the situations in which multilayer neural networks made of binary units are used, besides processes such as signal encoding-decoding or pattern recognition, which may be understood as particular cases. In addition, some of the methods and equations involving the frequencies of orthogonalities may be useful whenever two-state particle statistical models are considered, and even from a purely mathematical point of view.
Prospects for future developments of these ideas are the pursuit of more amenable expressions for the accessibilities, particularly their dependence on the number of units and on the encoding solution adopted, as well as the design of algorithms aimed at the achievement of learning skills and the improvement of memory access. Moreover, extensions of the encoding to non-binary networks, and to cases in which the number of input patterns is greater than the number of input units, are of maximum interest. where, by the rst property, the range of the sum over j has been extended from j = 1 to R changing nothing. As a result we can write Moreover, by virtue of the same property the sum over l can be restricted to the range from 1 to j, because the remaining terms give a zero contribution, and then, applying the second one, The next step is to show that S(l; j) = 0 for 1 j < l. By taking sucessive derivatives, it is not di cult to notice that y (l;k) (x) is a sum of terms proportional to (1 ? x) l?k , with 1 k < l. Therefore y (l;j) (1) = 0 = S(l; j); for 1 j < l. 
