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It is generally assumed that the thermodynamic stability of equilibrium state is reflected by the
concavity of entropy. We inquire, in the microcanonical picture, on the validity of this statement for
systems described by the two-parametric entropy Sκ, r of Sharma-Taneja-Mittal. We analyze the
“composability” rule for two statistically independent systems, A and B, described by the entropy
Sκ, r with the same set of the deformation parameters. It is shown that, in spite of the concavity
of the entropy, the “composability” rule modifies the thermodynamic stability conditions of the
equilibrium state. Depending on the values assumed by the deformation parameters, when the
relation Sκ, r (A ∪ B) > Sκ, r (A) + Sκ, r (B) holds (super-additive systems), the concavity conditions
does imply the thermodynamics stability. Otherwise, when the relation Sκ, r (A ∪ B) < Sκ, r (A) +
Sκ, r (B) holds (sub-additive systems), the concavity conditions does not imply the thermodynamical
stability of the equilibrium state.
PACS numbers: 02.50.-r, 05.20.-y, 05.90.+m, 65.40.Gr
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I. INTRODUCTION
The MaxEnt principle of the thermodynamics, pio-
neered by Gibbs and Janes [1], implies that, at equilib-
rium, both dS = 0 and d2 S < 0. The first of these
conditions states that entropy is an extremum, whereas
the second condition states that this extremum is a max-
imum.
It is well-known that from the second condition follow
the concavity conditions for the Boltzmann-Gibbs en-
tropy which are equivalent to the thermodynamic sta-
bility conditions of its equilibrium distribution [2, 3].
Some interesting physical implications arise from the
thermodynamic stability conditions. For instance, the
positivity of the heat capacity assures that, for two bod-
ies in thermal contact and with different temperatures,
heat flows from the hot body to the cold one.
In the present days it is widely accepted that the
Boltzmann-Gibbs distribution represents only a special
case among the great diversity of statistical distributions
observed in nature. In many cases such distributions
show asymptotic long tails with a power-law behavior.
Examples include anomalous diffusion and Levy-flight
[4, 5], turbulence [6], self-gravitating systems [7], high
T
c
superconductivity [8], Bose-Einstein condensation [9],
kinetics of charge particles [10], biological systems [11]
and others.
To deal with such anomalous statistical systems, some
generalizations of the well-known Boltzmann-Gibbs en-
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tropy have been advanced, with the purpose, by a way,
to incorporate the newly observed phenomenologies and,
on the other hand, to mimics the beautiful mathemat-
ical structure of the standard thermostatistics theory
[12, 13, 14]. A possible way to do this is to replace
the standard logarithm in the Boltzmann-Gibbs entropy,
S(p) = −k
B
∑
i pi ln(pi), with its generalized version
[15, 16].
In this work we investigate the relationship between
the concavity conditions and the thermodynamic stabil-
ity conditions of the equilibrium distribution of a conser-
vative system, with fixed energy and volume, described
by a generalized entropy.
A preliminary investigation along this question can be
found in Refs. [17, 18, 19, 20].
As a working tool we employ the two-parameter entropy
of Sharma-Taneja-Mittal [21, 22, 23, 24]. Although, an
entropy containing two free parameters could sound un-
like on the physical ground, the Sharma-Taneja-Mittal
entropy includes, as special cases, some one-parameter
entropies already proposed in literature, like the Tsal-
lis entropy [25, 26], the Abe entropy [27, 28] and the
Kaniadakis entropy [29, 30]. Consequently, Sharma-
Taneja-Mittal entropy enables us to consider all this one-
parameter entropies in a unified scheme.
In Refs. [31, 32] it has been addressed the question on
the existence of a generalized trace-form entropy
S(p) = −
W∑
i=1
p
i
Λ(p
i
) , (1.1)
(throughout this paper we use units with the Boltzmann
constant kB = 1) preserving unaltered the epistemolog-
ical structure of the standard statistical mechanics. In
Eq. (1.1) Λ(x) is a deformed logarithm [16] replacing the
2standard one, {p
i
}
i=1,···, W
is a discrete probability dis-
tribution function and W the number of microscopically
accessible states. By requiring that the entropy (1.1)
preserves the mathematical properties physically moti-
vated [30], the following differential-functional equation
has been obtained
d
d p
j
[
p
j
Λ(p
j
)
]
= λΛ
(p
j
α
)
. (1.2)
A physically suitable solution Λ(x) ≡ ln(κ, r)(x) can be
written as
ln
{κ, r}
(x) = xr
xκ − x−κ
2 κ
, (1.3)
which satisfies Eq. (1.2) with
α =
(
1 + r − κ
1 + r + κ
)1/2κ
, (1.4)
and
λ =
(1 + r − κ)
(1 + r + κ)
(r+κ)/2 κ
(r−κ)/2 κ
. (1.5)
Taking into account of Eq. (1.3), the generalized entropy
(1.1) assumes the form
Sκ,r (p) = −
W∑
i=1
(pi)
r+1 (pi)
κ − (p
i
)−κ
2 κ
= −
W∑
i=1
p
i
ln
{κ, r}
(p
i
) , (1.6)
which has been introduced for the first time in Refs. [21,
22, 23] and successively reconsidered in Ref. [24].
Eq. (1.6) mimics the expression of the Boltzmann-Gibbs
entropy by replacing the standard logarithm ln(x) with
the two-parametric deformed logarithm ln
{κ, r}
(x).
The distribution obtained by optimizing Eq. (1.6), under
standard linear energy constraint
∑
i pi Ei = 〈E〉 and the
normalization constraint
∑
i pi = 1, assumes the form
pi = α exp{κ, r}
(
−β
λ
(Ei − µ)
)
, (1.7)
where exp
{κ, r}
(x) is the inverse function of ln
{κ, r}
(x),
namely the deformed exponential.
Remarkably, Eq. (1.7) exhibits an asymptotic power law
behavior, with pi ∼ E1/(r−κ)i , for large Ei . This entropy
possesses positivity, continuity, symmetry, expandibility,
decisivity, maximality, concavity, and is Lesche stable
whenever (κ, r) ∈ R, where the two dimensional re-
gion R is defined by −|κ| ≤ r ≤ |κ| for |κ| < 1/2 and
|κ| − 1 < r < 1− |κ| for 1/2 ≤ |κ| < 1.
We remark that the deformed logarithm (1.3) reduces
to the standard logarithm in the (κ, r) → (0, 0) limit
(ln
{0, 0}
(x) ≡ lnx) and, in the same limit, Eq. (1.6) re-
duces to the Boltzmann-Gibbs entropy. [Refer to the
Appendix A for the main mathematical properties of the
deformed logarithm (1.3)].
The plan of the paper is the following. In the next
Section 2, we consider the Sharma-Taneja-Mittal entropy
and its distribution in the microcanonical framework. In
Section 3 we derive the “composability” rule for two sta-
tistically independent systems A and B with the same set
of the deformation parameters. In Section 4 we inquire on
the functional relationship between the Sharma-Taneja-
Mittal entropy and the definitions of temperature and
pressure obtained as equivalence relations at the equilib-
rium configuration. In Section 5 we examine the ther-
modynamic response produced by perturbing the system
away from the equilibrium. The perturbations are gen-
erated by repartitioning the energy (heat transfer) and
the volume (work transfer) between the two systems A
and B. According to the MaxEnt principle such processes
lead to a lower entropy, provided that the whole system
A∪B was initially in a stable equilibrium. By analyzing
the signs of the entropy changes for these processes we
obtain the corresponding thermodynamic stability con-
ditions. Finally, in section 6 we relate this results to
some known one-parameter cases. Concluding remarks
are reported in section 7. In Appendix A we give some
mathematical properties of the deformed logarithm, and
Appendix B deals with the sketch of some proofs.
II. MICROCANONICAL
SHARMA-TANEJA-MITTAL ENTROPY
According to the MaxEnt principle, the equilibrium
distribution is the one that maximizes the entropy under
the constraints imposed on the probability distribution.
In the microcanonical picture, the system has fixed to-
tal energy E and volume V , and the distribution p ≡
{p
i
}
i=1, ···, W
is obtained by optimizing the entropy (1.6)
under the only constraint on the normalization
W∑
i=1
p
i
= 1 . (2.1)
Thus, we have to deal with the variational problem
δ
δ pj
(
Sκ, r(p)− γ
W∑
i=1
pi
)
= 0 , (2.2)
where γ is the Lagrange multiplier associated with the
constraint (2.1). By taking into account Eqs. (1.1)-(1.2),
it follows
λ ln
{κ, r}
(p
j
α
)
+ γ = 0 , (2.3)
and by means of the deformed exponential exp
{κ, r}
(x),
we obtain
p
j
= α exp
{κ, r}
(
−γ
λ
)
. (2.4)
3Since this distribution does not depend on the index j,
according to Eq. (2.1), it takes the form
p
j
=
1
W (E, V )
, with j = 1, · · · , W , (2.5)
where we took into account that the number of accessible
states W (E, V ) is a function of the energy E and the
volume V of the system.
By substituting Eq. (2.5) into Eq. (1.6) we obtain its
expression in the microcanonical picture
S
κ,r
(E, V ) = − ln
{κ, r}
(
1
W (E, V )
)
= ln
{κ,−r}
(
W (E, V )
)
. (2.6)
This is evocative of the well-known Boltzmann formula
S = ln(W ), which is indeed recovered in the (κ, r) →
(0, 0) limit.
We observe that the concavity of the function
ln
{κ, r}
(x) w.r.t. its argument x does not necessarily im-
ply the concavity of the entropy (2.6) w.r.t E and V .
The concavity conditions for the given problem follow
from the analysis of the sign of the eigenvalues of the
Hessian matrix associated to Eq. (2.6). In particular, by
requiring that the following quadratic form is negative
definite [33]
φ(y; E, V ) =
∂2S
κ,r
∂E2
y2
E
+ 2
∂2S
κ,r
∂E ∂V
y
E
y
V
+
∂2S
κ,r
∂V 2
y2
V
,
(2.7)
for any arbitrary vector y ≡ (y
E
, y
V
), we obtain the fol-
lowing relations
∂2Sκ,r
∂E2
< 0 , (2.8)
and
∂2S
κ,r
∂E2
∂2S
κ,r
∂V 2
−
(
∂2S
κ,r
∂E ∂V
)2
> 0 , (2.9)
stating the concavity conditions for the entropy (2.6).
III. COMPOSED SYSTEMS
Let us consider two systems A and B described by the
entropy (2.6), with the same set of the deformation pa-
rameters.
We denote with WA ≡ W (EA, VA) and WB ≡
W (EB, VB) the number of accessible states of the two
systems A and B respectively and hypothesize a statisti-
cal independence of A and B, in the sense that the num-
ber of accessible sates WA∪B ≡ W (EA∪B, VA∪B) of the
composed system A∪B is given by WA∪B =WAWB.
In Ref. [34] the most general form of pseudoadditivity of
composable entropies, as prescribed by the existence of
equilibrium, has been obtained. The main result reads
H [S(A∪B)] = H [S(A)]+H [S(B)]+λH [S(A)]H [S(B)] ,
(3.1)
where H(x) is a certain differentiable function, λ denotes
the set of deformation parameters, whilst S(A), S(B) and
S(A ∪ B) are the entropies of the systems A, B and A∪B,
respectively.
It is easy to show that Eq. (3.1) is fulfilled by the entropy
(2.6) if we define
H [S
κ, r
(W )] = −S
κ, r
(W )
[
exp
{κ, r}
(−S
κ, r
(W )
)]−r−κ
= W r+κ ln
{κ, r}
(
1
W
)
. (3.2)
In fact, by using Eq. (A. 10) given in Appendix A, we
have
(WAWB)
r+κ ln
{κ, r}
(
1
WAWB
)
= (WA)
r+κ ln
{κ, r}
(
1
WA
)
+ (WB)
r+κ ln
{κ, r}
(
1
WB
)
−2 κ
[
(WA)
r+κ ln
{κ, r}
(
1
WA
)]
×
[
(WB)
r+κ ln
{κ, r}
(
1
WB
)]
, (3.3)
which has the same structure of Eq. (3.1) with H [S
κ, r
]
given in Eq. (3.2) and λ = −2 κ.
After multiplying Eq. (3.3) by (WAWB)
−r−κ and recall-
ing the invariance of the entropy (2.6) under the inter-
change of κ↔ −κ, Eq. (3.3) becomes
S
κ, r
(A∪B) = S
κ, r
(A) I
κ, r
(B)+I
κ, r
(A)S
κ, r
(B) , (3.4)
where the function Iκ, r(p), for a given distribution func-
tion p = {p
i
}
i=1, ···,W
, is defined by
I
κ, r
(p) =
W∑
i=1
(p
i
)r+1
(pi)
κ + (pi)
−κ
2
, (3.5)
with I
0, 0
(p) = 1 and reduces, for the uniform distribution
(2.5), to
Iκ, r
(
1
W (E, V )
)
=
[W (E, V )]−r−κ + [W (E, V )]−r+κ
2
.
(3.6)
We remark that Eq. (3.6) actually is a function of the
entropy (2.6) through the relation
I
κ, r
(x) = κS
κ, r
(x) +
[
exp
{κ, r}
(−S
κ, r
(x)
)]r+κ
. (3.7)
It is worthy to observe that Eq. (3.4) still holds, for
a canonical distribution, also if the entropy (1.6), in this
case, does not satisfy the criteria dictated by Eq. (3.1).
4Eq. (3.4) expresses the “composability” properties
for a system described by the entropy (2.6), and, in
the (κ, r) → (0, 0) limit, we recover the well-known
additivity rule of the Boltzmann entropy S(A ∪ B) =
S(A) + S(B).
In the following we analyze in more details this equation.
According to the results given in the Appendix A, when
(κ, r) ∈ R∣∣
r≤0
it follows I
κ, r
(1/W ) > 1 for W > 1.
Consequently, from Eq. (3.4) we obtain
S
κ, r
(A ∪ B) > S
κ, r
(A) + S
κ, r
(B) , (3.8)
and the entropy (2.6) exhibits a super-additive behavior.
The analysis of the Eq. (3.4) becomes more complicated
in the complementary region R∣∣
r>0
. In fact, for r > 0
there exists a threshold point Wt(κ, r) > 1, which is
defined by
I
κ, r
(
1
Wt
)
= 1 , (3.9)
so that I
κ, r
(1/W ) ≤ 1 when 1 < W ≤ Wt whereas
I
κ, r
(1/W ) > 1 when W > Wt. Consequently, for
(κ, r) ∈ R
∣∣
r>0
we have a sub-additive behavior
S
κ, r
(A ∪ B) < S
κ, r
(A) + S
κ, r
(B) , (3.10)
when both 1 < WA < Wt and 1 < WB < Wt, whereas
the super-additive behavior (3.8) is recovered whenever
WA > Wt and WB > Wt. In the intermediate situation
1 < WA < Wt and WB > Wt, or WA > Wt and 1 <
WB < Wt, the character of the composition law is not
well determined, depending on the values ofWA andWB.
Thus, for (κ, r) ∈ R∣∣
r>0
the value of the entropy of a
composed system A∪B, w.r.t. the sum of the entropies
of the two separate systems A and B, depends on the size
of the two systems [55]. Small systems exhibit a sub-
additive behavior, which becomes super-additive when
both the systems grow over the threshold point Wt.
As consequence, super-additivity behavior emerges with
larger systems.
We observe that the threshold point Wt becomes larger
and larger, for r → κ, according to
lim
r→κ
Wt(κ, r)→∞ . (3.11)
As a consequence, I
κ, κ
≤ 1 and the entropy S
κ, κ
(A∪B)
has always a sub-additive behavior.
IV. THERMAL AND MECHANICAL
EQUILIBRIUM
Possible definitions of temperature and pressure, in
the construction of a generalized framework of thermody-
namics, have been proposed in Refs. [35, 36, 37] through
the study of the equilibrium configuration.
Such method can be successfully applied to the general-
ized entropy under inspection.
We assume that both energy and volume are additive
quantities, i.e., EA∪B = EA + EB and VA∪B = VA + VB.
A different approach, by utilizing nonadditive energy and
volume, within the framework of nonextensive statistical
mechanics, has been explored in Ref. [38].
Let us consider an isolated system A∪B composed by
two, statistically independent, systems A and B in con-
tact through an ideal wall. The wall permits transfer
of energy (heat) and/or volume (work) between the two
systems but is adiabatic with respect to any other inter-
action.
We suppose that the system, initially at the thermal and
mechanical equilibrium, undergoes a small fluctuation of
energy and volume between A and B. According to the
MaxEnt principle the variation of the entropy evaluated
at the first order in δE and δV must vanish
δSκ, r(A ∪ B) = 0 , (4.1)
where
δ(EA + EB) = 0 , (4.2)
δ(VA + VB) = 0 . (4.3)
From Eq. (3.4) we obtain (see Appendix B)
1
Iκ, r − r Sκ, r
∂ S
κ, r
∂ E
∣∣∣∣∣
A
=
1
Iκ, r − r Sκ, r
∂ S
κ, r
∂ E
∣∣∣∣∣
B
, (4.4)
and
1
I
κ, r
− r S
κ, r
∂ S
κ, r
∂ V
∣∣∣∣∣
A
=
1
I
κ, r
− r S
κ, r
∂ S
κ, r
∂ V
∣∣∣∣∣
B
. (4.5)
Actually Eqs. (4.4) and (4.5) state the analytical for-
mulation of the zeroth law of the thermodynamics for
the system under inspection and define, as equivalence
relations, modulo of a multiplicative constant, the tem-
perature
1
T
=
1
Iκ, r − r Sκ, r
∂ S
κ, r
∂ E
, (4.6)
and the pressure
P =
T
I
κ, r
− r S
κ, r
∂ S
κ, r
∂ V
, (4.7)
which, accounting Eq. (3.7), are given only through the
entropy S
κ, r
.
The standard relations of the classical thermodynamics
1
T
=
∂ S
∂ E
, (4.8)
and
P = T
∂ S
∂ V
, (4.9)
are recovered in the (κ, r)→ (0, 0) limit.
5It is worth to observe that, by using Eq. (2.6), Eqs.
(4.6)-(4.7) can be written as
1
T
=
∂
∂ E
ln(W ) , (4.10)
and
P = T
∂
∂ V
ln(W ) , (4.11)
which are positive definite quantities if W (E, V ) is a
monotonic increasing function with respect to both E
and V .
In Refs. [39, 40] has been noted that in the micro-
canonical framework of the Tsallis’ thermostatistics , the
definitions of T and P , obtained through the study of the
equilibrium configuration, lead to expressions which co-
incide with those obtained by using the standard Boltz-
mann formalism of statistical mechanics. This results
still hold in presence of the entropy (2.6), as can be seen
from Eqs. (4.10) and (4.11), which define temperature
and pressure in function ofW and coincide with the stan-
dard definitions adopted in the Boltzmann theory.
V. THERMODYNAMIC STABILITY
In this section we examine the thermodynamic re-
sponse produced by perturbing the system which is as-
sumed initially in equilibrium. By analyzing the signs of
thermodynamic changes, we obtain the thermodynamic
stability conditions.
Let us consider a small perturbation of the system
through a transfer of an amount of energy and/or vol-
ume between A and B: S
κ, r
(A ∪ B) → S
κ, r
((A + δA) ∪
(B + δB)).
According to the MaxEnt principle, such a perturbation
leads the system in a new state with a lower entropy
S
κ, r
(A ∪ B) > S
κ, r
((A + δA) ∪ (B + δB)) . (5.1)
In Eq. (5.1) we denote S
κ, r
(A ∪ B) ≡ S
κ, r
((EA +
EB, VA+VB)) and Sκ, r((A+δA)∪(B+δB)) ≡ Sκ, r ((EA+
δEA, VA + δVA) ∪ (EB + δEB, VB + δVB)) where δEA =
−δEB ≡ δE and δVA = −δVB ≡ δV .
Recalling Eq. (3.4), Eq. (5.1) can be written in
S
κ, r
(A) I
κ, r
(B) + I
κ, r
(A)S
κ, r
(B) >
Sκ, r (A + δA) Iκ, r(B + δB)
+ I
κ, r
(A + δA) S
κ, r
(B + δB) , (5.2)
and after expanding the r.h.s of Eq. (5.2) up to the sec-
ond order in δE and δV , we obtain (see the Appendix
B)
1
2
(I
κ, r
− r S
κ, r
) ∣∣∣∣∣
A∪B[
S
EE
(δE)2 + 2S
EV
δE δV + S
VV
(δV )2
I
κ, r
− r S
κ, r
∣∣∣∣∣
A
+
S
EE
(δE)2 + 2S
EV
δE δV + S
VV
(δV )2
I
κ, r
− r S
κ, r
∣∣∣∣∣
B
]
< 0 ,
(5.3)
where we have posed
S
XY
=
∂2Sκ, r
∂X ∂Y
− (κ
2 + r2)Sκ, r − 2 r Iκ, r
(Iκ, r − r Sκ, r)2
∂Sκ, r
∂X
∂Sκ, r
∂Y
.
(5.4)
Eq. (5.3) is fulfilled if the following inequalities
S
EE
< 0 , (5.5)
S
EE
S
VV
− S2
EV
> 0 , (5.6)
are separately satisfied by both systems A and B.
Remark that Eqs. (5.5)-(5.6) have the same structure of
Eq. (2.8)-(2.9).
Explicitly, Eqs. (5.5)-(5.6) read
∂2Sκ, r
∂E2
< A
κ, r
(
∂ Sκ, r
∂ E
)2
, (5.7)
and
∂2S
κ, r
∂2E
∂2S
κ, r
∂2V
−
(
∂2S
κ, r
∂E ∂V
)2
> A
κ, r
B
κ, r
,(5.8)
where
A
κ, r
=
(κ2 + r2)Sκ, r − 2 r Iκ, r(I
κ, r
− r Sκ, r
)2 , (5.9)
and
B
κ, r
=
(
∂2S
κ, r
∂E2
)−1{(
∂2S
κ, r
∂E2
∂S
κ, r
∂V
− ∂
2S
κ, r
∂E ∂V
∂S
κ, r
∂E
)2
+
(
∂S
κ, r
∂E
)2 [∂2S
κ, r
∂E2
∂2S
κ, r
∂V 2
−
(
∂2S
κ, r
∂E ∂V
)2]}
.
(5.10)
In particular, the quantity B
κ, r
is negative definite for a
concave entropy, as a consequence of Eqs. (2.8)-(2.9).
From Eqs. (5.5) and (5.6) it is trivial to obtain the further
inequality Svv < 0, which can be written in
∂2Sκ, r
∂V 2
< A
κ, r
(
∂ Sκ, r
∂ V
)2
. (5.11)
Eqs. (5.7), (5.8) and (5.11) are the announced thermo-
dynamic stability conditions for the family of entropies
given in Eq. (1.6), and reduce to Eq. (2.8)-(2.9) in the
(κ, r)→ (0, 0) limit. Depending on the sign of the func-
tion A
κ, r
this inequalities are satisfy if the concavity con-
ditions does.
We observe that the equation A
κ, r
(x˜t) = 0 has the
unique solution given by
x˜t =
(
κ− r
κ+ r
)1/κ
. (5.12)
6By inspection it follows that A
κ, r
(x) > 0 when 0 ≤ x ≤
x˜t whilst Aκ, r(x) < 0 when x˜t ≤ x ≤ +∞. In the para-
metric region (κ, r) ∈ R∣∣
r≤0
, accounting for Eq. (5.12),
it follows that 1/W˜t = x˜t > 1. Thus, being W ≥ 1, it
follows 1/W < 1 < 1/W˜t so that Aκ, r > 0 and conse-
quently Eqs. (5.7), (5.8) and (5.11) are fulfilled if the
concavity conditions are accomplished.
Differently, in the parametric region (κ, r) ∈ Rr>0, we
have 1/W˜t < 1. In this case Aκ, r ≥ 0 when W ≥ W˜t.
As a consequence we obtain that the concavity conditions
imply the thermodynamic stability conditions if and only
if both WA ≥ W˜t and WB ≥ W˜t are satisfied.
At this point we observe that, when r > 0
Iκ, r
(
1
W˜t
)
< 1 , (5.13)
so that
W˜t < Wt , (5.14)
where Wt is the threshold point defined in Eq. (3.9),
and the system becomes super-additive when the num-
ber of accessible statesWA andWB beyondWt. Thus, we
can conclude that, whenever the system exhibits a super-
additive behavior, the concavity conditions are sufficient
to guarantee the thermodynamic stability of the equilib-
rium configuration.
VI. EXAMPLES
In this section we specify our results to some one-
parameter entropies, already known in literature, and
belonging to the family of the Sharma-Taneja-Mittal
entropy.
In figure 1 we depict the log-linear plots for the three
one-parameter entropies discussed in this section, for
different values of the deformation parameter. The solid
line shows the Boltzmann entropy.
A. Tsallis entropy
As a first example, we consider the Tsallis entropy [25]
S
2−q
= −
W∑
i=1
p2−qi − pi
q − 1 = −
W∑
i=1
p
i
ln
q
(
p
i
)
, (6.1)
with 0 < q < 2, which follows from Eq. (1.6) by posing
r = ±|κ| and introducing the parameter q = 1∓2 |κ|. We
remark that Eq. (6.1) differs from the usual definition
adopted in the Tsallis framework which is recovered by
replacing q → 2− q.
In Eq. (6.1) the q-logarithm, ln
q
(x), is defined by
ln
q
(x) =
x1−q − 1
1− q , (6.2)
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FIG. 1: Log-linear plot of some one-parameter entropies (in
arbitrary units) belonging to the family (2.6) for several values
of the deformation parameter: (A) Tsallis entropy, [25]; (B)
Abe entropy, [27]; and (C) Kaniadakis entropy, [30]. The
solid curves show the Boltzmann entropy.
whereas, its inverse function, namely the q-exponential,
is given by
exp
q
(x) = [1 + (1− q)x]1/(1−q) . (6.3)
Both Eqs. (6.2) and (6.3) fulfill the relations
exp
q
(x) exp
q
(y) = exp
q
(x⊕q y) , (6.4)
ln
q
(x y) = ln
q
(x) ⊕q lnq (y) , (6.5)
7where the q-deformed sum, introduced in [41, 42], is de-
fined as
x⊕q y = x+ y + (1− q)x y . (6.6)
Eqs. (6.4) and (6.5) reduce, in the q → 1 limit, to the
well known standard relations exp(x) exp(y) = exp(x+y)
and ln(x y) = ln(x) + ln(y), respectively, according to
x⊕1 y = x+ y.
After its introduction in 1988, Tsallis entropy has been
largely applied, as a paradigm, in the study of complex
systems having a probability distribution function with
a power law behavior in the tail. Typically, these sys-
tems are characterized by long-range interactions or long
time memory effects that establish a space-time intercon-
nection by the parts which causes a strong interdepen-
dence and the existence of a rich structure over several
scales. All these induce correlations between the parts of
the system which gives origin to a dynamical equilibrium
rather than a static equilibrium: the system remains in
a metastable configuration that could persist for a long
period of time as compared with the characteristic time
scale of the underlying microscopic dynamical process.
As it is known, the Tsallis entropy exhibits many interest-
ing proprieties which make it a suitable substitute of the
Boltzmann Gibbs entropy in the study of these anoma-
lous systems. Among them we recall that it is concave for
q > 0, Lesche stable [43], a basic propriety which must
be satisfied in order to represent a well defined physical
observable [44], and fulfill the Pesin identity [45] stating
a relation between the sensitivity to the initial conditions
and the (finite) entropy production per unit time. Many
other physical proprieties about the Tsallis entropy can
be found in [46].
In the microcanonical picture, with a uniform distri-
bution p
i
= 1/W , Eq. (6.1) reduces to
S2−q = − lnq
(
1
W
)
, (6.7)
and we introduce the function I
2−q
which, according to
Eq. (3.7), can be expressed as a linear function of the
entropy
I2−q =
1
2
(q − 1)S2−q + 1 . (6.8)
From Eq. (6.8) it readily follows that I2−q > 1 for q > 1
and I
2−q
< 1 for q < 1, and from Eq. (3.4) we obtain the
well-known “composability” rule
S2−q (A ∪ B) = S2−q (A) + S2−q (B)
+ (q − 1)S
2−q
(A)S
2−q
(B) , (6.9)
which shows that S
2−q
is sub-additive for q ∈ (0, 1) and
super-additive for q ∈ (1, 2). Remark that Eq. (6.9) can
be readily obtained also from the proprieties (6.5) of the
q-logarithm.
Temperature and pressure are defined through [36, 37]
1
T
=
1
1 + (q − 1)S
2−q
∂ S
2−q
∂ E
, (6.10)
P =
T
1 + (q − 1)S
2−q
∂ S2−q
∂ V
, (6.11)
respectively, whereas the thermodynamic stability con-
ditions are obtained through Eqs. (5.7)-(5.11) and read
[19, 20]
∂2S
2−q
∂E2
< A
2−q
(
∂S
2−q
∂E
)2
, (6.12)
∂2S2−q
∂E2
∂2S2−q
∂V 2
−
(
∂2S2−q
∂E ∂V
)2
> A
2−q
B
2−q
,(6.13)
where
A
2−q
=
q − 1
1 + (q − 1)S
2−q
. (6.14)
Eq. (6.14) is a positive quantity for q ∈ (1, 2). Conse-
quently, it follows that both Eqs. (6.12) and (6.13) are
fulfilled if the concavity conditions are satisfied. Differ-
ently, for q ∈ (0, 1) Eq. (6.14) is a negative quantity. For
this range of values of q the thermodynamical stability
of the equilibrium configuration does not follow merely
from the concavity conditions of S
2−q
.
Such conclusion is in accordance with the results dis-
cussed in Ref. [47].
In spite of the success obtained by the Tsallis en-
tropy in the study of anomalous systems, others entropic
forms, with probability distribution function exhibiting
an asymptotic power law behavior, have been proposed
by different authors. Some of them belong to the fam-
ily of the Sharma-Taneja-Mittal entropy and we explore
them in the next examples.
B. Abe entropy
In Ref. [27] it has been presented a new entropy
containing the quantum group deformation structure,
through the requirement of the invariance under the in-
terchange q ↔ q−1. This can be accomplished by posing
r =
√
1 + κ2− 1 > 0 and q
A
=
√
1 + κ2+ |κ|, so that Eq.
(1.6) becomes
Sq
A
= −
W∑
i=1
p
q−1
A
i − pqAi
q−1
A
− q
A
= −
W∑
i=1
p
i
lnq
A
(
p
i
)
, (6.15)
with 1/2 < q
A
≤ 2, and
lnq
A
(x) =
x(q
−1
A
)−1 − xqA−1
q−1
A
− q
A
. (6.16)
We remark that the inverse function of Eq. (6.16),
namely expq
A
(x), exists because Eq. (6.16) is a mono-
tonic function, but its expression cannot be given in term
of elementary functions.
Entropy (6.15) has been applied in [28] to the general-
ized statistical mechanics study of q-deformed oscillators.
8The basic idea is to incorporate the nonadditive feature
of the energies of the systems having the quantum group
structures with generalized statistics. It has been shown
that for large value of ∂Sq
A
/∂E the deformation of the
entropy gives rise to significative deviations of the Planck
distribution with respect to the standard (undeformed)
behavior.
In Ref. [27] it has been shown that Abe’ entropy can
be expressed as a combination of Tsallis’ entropy with
different deformation parameters. Consequently, many
physical proprieties of the former follows from the physi-
cal proprieties of the latter. In particular, it can be shown
that it is Lesche stable [48], and fulfills the Pesin equality
[49].
In the microcanonical picture, the entropy (6.15) be-
comes
Sq
A
= − lnq
A
(
1
W
)
, (6.17)
and we introduce the function Iq
A
, through Eq. (3.6),
which assumes the expression
Iq
A
=
1
2
(
W 1−(q
−1
A
) +W 1−qA
)
. (6.18)
We recall that, according with Eq. (3.7), Eq. (6.18) is a
function of the entropy Sq
A
.
By taking into account the results of appendix A, we have
1/2 ≤ Iq
A
≤ +∞, depending on the value of W . After
introducing the threshold point through Iq
A
(Wt) = 1, it
follows that for WA > Wt and WB > Wt
Sq
A
(A ∪ B) > Sq
A
(A) + Sq
A
(B) . (6.19)
In the same way, for WA < Wt and WB < Wt, we obtain
Sq
A
(A ∪ B) < Sq
A
(A) + Sq
A
(B) . (6.20)
Temperature and pressure are given by
1
T
=
1
Iq
A
− q˜
A
Sq
A
∂ Sq
A
∂ E
, (6.21)
P =
T
Iq
A
− q˜
A
Sq
A
∂ Sq
A
∂ V
, (6.22)
respectively, where q˜A = (q
1/2
A
− q−1/2
A
)2/2. They reduce
to the standard definition of temperature and pressure in
the q
A
→ 1 limit.
The thermodynamic stability conditions now read
∂2Sq
A
∂E2
< Aq
A
(
∂Sq
A
∂E
)2
, (6.23)
∂2Sq
A
∂E2
∂2Sq
A
∂V 2
−
(
∂2Sq
A
∂E ∂V
)2
> Aq
A
Bq
A
, (6.24)
with
Aq
A
= 2 q˜
A
(q˜
A
+ 1)Sq
A
− Iq
A(
Iq
A
− q˜
A
Sq
A
)2 . (6.25)
The sign of Eq. (6.25) changes at the point
W˜t = q
2 /(q
A
−q−1
A
)
A , (6.26)
so that Aq
A
< 0 for W < W˜t and Aq
A
> 0 for W > W˜t.
On the other hand, observing that W˜
t
< Wt, it follows
that for super-additive systems withWA > Wt andWB >
Wt, the concavity conditions imply the thermodynamic
stability conditions.
It is worthy to observe that by posing r = 1 −√
1 + κ2 < 0 and q
A
=
√
1 + κ2 − |κ| we obtain another
family of entropies embodies the symmetry q ↔ 1/q given
by
S∗q
A
(W ) = −
W∑
i=1
p
2−q−1
A
i − p2−qAi
q
A
− q−1
A
= −
W∑
i=1
p
i
ln∗q
A
(
p
i
)
,
(6.27)
with 1/2 < qA ≤ 2, where now
ln∗q
A
(x) =
x1−q
−1
A − x1−qA
q
A
− q−1
A
. (6.28)
lnq
A
(x) and ln∗q
A
(x) are related in [16]
lnq
A
(x) = − ln∗q
A
(
1
x
)
, (6.29)
and the entropies (6.15) and (6.27) are dual each other.
In the microcanonical picture Eq. (6.27) becomes
S∗q
A
(W ) = − ln∗q
A
(
1
W
)
, (6.30)
and because now the function I∗q
A
> 1, the entropy
(6.30) describes super-additive systems: S∗q
A
(A ∪ B) >
S∗q
A
(A) + S∗q
A
(B). The function A∗q
A
> 0 and the con-
cavity conditions for the entropy (6.30) are enough to
guarantee the thermodynamic stability conditions of the
system for any values of the deformation parameter.
C. Kaniadakis entropy
As a last example, we discuss the entropic form in-
troduced previously in Ref. [29] which follows from Eq.
(1.6) after posed r = 0:
S
κ
= −
W∑
i=1
pκ
i
− p−κ
i
2 κ
= −
W∑
i=1
p
i
ln
{κ}
(
p
i
)
, (6.31)
where |κ| < 1, and the κ-logarithm ln
{κ}
(x) is defined by
ln
{κ}
(x) =
xκ − x−κ
2 κ
. (6.32)
Its inverse function, the κ-exponential, is given by
exp
{κ}
(x) =
(√
1 + κ2 x2 + κx
)1/κ
, (6.33)
9and satisfies the relation
exp
{κ}
(x) exp
{κ}
(−x) = 1 , (6.34)
which means that it increases for x → ∞ and decreases
for x→ −∞ with the same steepness.
Remarkably, the κ-logarithm and the κ-exponential fulfill
the two following mathematical proprieties
exp
{κ}
(x) exp
{κ}
(y) = exp
{κ}
(x
κ⊕ y) , (6.35)
ln
{κ}
(x y) = ln
{κ}
(x)
κ⊕ ln
{κ}
(y) , (6.36)
where the κ-deformed sum is defined in [50]
x
κ⊕ y = x
√
1 + κ2 y2 + y
√
1 + κ2 x2 . (6.37)
Eqs. (6.35) and (6.36) reduce, in the κ → 0 limit, to
the well known relations exp(x) exp(y) = exp(x + y)
and ln(x y) = ln(x) + ln(y), respectively, according to
x
0⊕ y = x+ y.
In Ref. [30] it has been shown that the κ-sum emerges
naturally within the Einstein special relativity. In fact,
following the same argument presented in [30] it is pos-
sible to link the relativistic sum of the velocities
v1 ⊕c v2 = v1 + v2
1 + v1 v2/c2
, (6.38)
with the κ-sum (6.37) in the sense of
p(v1)
κ⊕ p(v2) = p(v1 ⊕c v2) , (6.39)
where κ = 1/m c and p(v) = mv/
√
1− v2/c2 is the rela-
tivistic momentum of a particle with rest massm. In this
way, the origin of the κ-deformation are related to the fi-
nite value of light speed c. In particular, in the classical
limit c→∞ the parameter κ approaches to zero and the
κ-entropy reduces to the Boltzmann-Gibbs one.
In agreement with this interpretation, we consider statis-
tical systems (physical or not) that can achieve an equi-
librium configuration through an exchange of informa-
tion between the parts of the system, propagating with
a limiting velocity, like the light speed in the relativity
theory. For these systems it is reasonable suppose that
a mechanism similar to the one describe above, in the
framework of the special relativity, can arise, so that the
κ-deformation can occurs. In this way, the κ-entropy can
be successfully applied in the study of the statistical pro-
prieties of these systems.
An important physical example where the κ-distribution
has been successfully applied is in the reproduction of
the energy distribution of the fluxes of cosmic rays [30]
(see also [51]). Moreover the κ-entropy has been applied
in the study of the fracture propagation in brittle mate-
rial, showing a good accordance with the results obtained
experimentally and with the ones obtained through nu-
merical simulations [52].
Finally, we recall that, like the previous one-parameter
deformed entropic forms, also the κ-entropy fulfils many
physically relevant proprieties. In particular, in Ref. [53],
it has been shown its experimental stability whereas in
Ref. [49] the finite entropy production in time unit in
connection with the Pesin identity for a system described
by the entropy (6.31) has been discussed.
In the microcanonical picture, Eq. (6.31) becomes
S
κ
= ln
{κ}
(W ) , (6.40)
and we introduce the function I
κ
that, according to Eq.
(3.7), can be written in
Iκ =
√
1 + κ2 S2
κ
, (6.41)
so that I
κ
≥ 1. As a consequence Eq. (3.3) becomes
S
κ
(A ∪ B) = S
κ
(A)
√
1 + κ2 [S
κ
(B)]
2
+ S
κ
(B)
√
1 + κ2 [S
κ
(A)]
2
, (6.42)
which can be also written in
Sκ (A ∪ B) = Sκ (A)
κ⊕ Sκ (B) , (6.43)
according to Eq. (6.37). Eqs. (6.42) or (6.43) imply the
relation
Sκ (A ∪ B) > Sκ (A) + Sκ (B) , (6.44)
stating that the κ-entropy in the microcanonical picture
is always super-additive.
Temperature and pressure are given by
1
T
=
1√
1 + κ2 S2
κ
∂ S
κ
∂E
, (6.45)
P =
T√
1 + κ2 S2
κ
∂ Sκ
∂V
, (6.46)
respectively, and reduce to the standard definitions in the
κ→ 0 limit.
Finally, the thermodynamic stability conditions become
[19, 20]
∂2Sκ
∂E2
< A
κ
(
∂Sκ
∂E
)2
, (6.47)
(6.48)
∂2Sκ
∂E2
∂2Sκ
∂V 2
−
(
∂2Sκ
∂E ∂V
)2
> A
κ
B
κ
,
where
A
κ
=
κ2S
κ
1 + κ2 S2
κ
. (6.49)
The function (6.49) is always positive and, as a conse-
quence, the concavity conditions for the entropy (6.40)
are enough to guarantee the thermodynamic stability
conditions of the system for any values of the deformation
parameter.
10
VII. CONCLUDING REMARKS
In the present work we have investigated the thermo-
dynamic stability conditions for a microcanonical sys-
tem described by the Sharma-Taneja-Mittal entropy, and
their relation with the concavity conditions for this en-
tropy.
The main results can be summarized in the following two
points:
Firstly, we have analyzed the “composability” rule for
statistically independent systems described by the en-
tropy (2.6). It has been shown that the parameter space
R can be split into two disjoint regions. In the region
R
∣∣
r≤0
the entropy S
κ, r
shows a super-additivity behav-
ior: S
κ, r
(A ∪ B) > S
κ, r
(A) + S
κ, r
(B). Otherwise, in the
region R
∣∣
r>0
the behavior of the entropy is not well de-
fined, depending on the size of the two systems A and B.
In particular it has been shown that, given the thresh-
old point Wt(κ, r) > 1, when the size of the two parts
A and B are smaller than Wt, in the sense of WA < Wt
andWB < Wt, the system exhibits a sub-additive behav-
ior S
κ, r
(A ∪ B) < S
κ, r
(A) + S
κ, r
(B), becoming super-
additive when both WA > Wt and WB > Wt.
Secondly, we have inquired on the thermodynamic sta-
bility conditions of the equilibrium configuration. In the
Boltzmann theory the concavity conditions imply the
thermodynamic stability conditions. Such a situation
changes when the system is described by the entropy
S
κ, r
. We have shown that, starting from an equilibrium
configuration of the system A∪B, and supposed an ex-
change of a small quantity of heat and/or work between
the two parts A and B, assumed statistically indepen-
dent, if the entropy of the system S
κ, r
(A ∪ B) is larger
than the sum of the entropy of the two systems Sκ, r (A)
and S
κ, r
(B), the concavity conditions still imply the ther-
modynamic stability conditions. In the opposite situa-
tion, in spite of the concavity of S
κ, r
, stability requires
large systems, in the sense of WA > Wt and WB > Wt.
APPENDIX A.
In this Appendix we summarize some mathematical
properties of the deformed logarithm [31, 32]
ln
{κ, r}
(x) =
xr+κ − xr−κ
2 κ
. (A. 1)
Let R be the region in the parametric space, defined by
IR2 ⊃ R =
{ −|κ| ≤ r ≤ |κ| if 0 ≤ |κ| < 12 ,|κ| − 1 < r < 1− |κ| if 12 ≤ |κ| < 1 .
(A. 2)
For any (κ, r) ∈ R, the ln
{κ, r}
(x) = ln
{−κ, r}
(x), is a
continuous, monotonic, increasing and concave function
for x ∈ IR+, with ln
{κ, r}
(IR+) ⊆ IR, fulfilling the rela-
tion
∫ 1
0 ln{κ, r}(x
±1) dx = ∓1/[(1 ± r)2 − κ2]. The stan-
dard logarithm is recovered in the (κ, r) → (0, 0) limit:
ln
{0, 0}
(x) = ln(x).
Eq. (A. 1) satisfies the relation
ln
{κ, r}
(x) = − ln
{κ,−r}
(
1
x
)
, (A. 3)
and for r = 0, reproduces the well known properties
of the standard logarithm ln
{κ, 0}
(x) = − ln
{κ, 0}
(1/x).
From Eq. (A. 3) it follows that the behavior of ln
{κ, r}
(x)
for r > 0 and 0 ≤ x ≤ 1 is related to the one for r < 0
and x > 1.
We observe that the deformed logarithm is a solution of
the following differential-functional equation
d
d x
[
x ln
{κ, r}
(x)
]
= λ ln
{κ, r}
(x
α
)
, (A. 4)
with the following boundary conditions ln
{κ, r}
(1) = 0
and d ln
{κ, r}
(x)/d x
∣∣∣
x=1
= 1 and the constants α and λ
given in Eqs. (1.4)-(1.5).
The inverse function of Eq. (A. 1), namely the de-
formed exponential exp
{κ, r}
(x), exists for any (κ, r) ∈ R,
since ln
{κ, r}
(x) is a strictly monotonic function. Its an-
alytical properties are well-defined and follow from the
corresponding ones of the deformed logarithm. Never-
theless, the explicit expression of the exp
{κ, r}
(x) can be
obtained only for particular relationships between r and
κ.
By inspection there exists a point x0(κ, r) such that the
inequality ln
{κ, r}
(x) ≥ lnx holds for x > x
0
(κ, r). We
see that x0(κ, r) is a monotonic decreasing function w.r.t
r with x
0
(κ, r) > 1 for r < 0 and x
0
(κ, r) < 1 for
r > 0. In particular x0(κ, −κ) = +∞, x0(κ, 0) = 1
and x
0
(κ, κ) = 0.
Entropy S
κ,r
(p), introduced in Eq. (1.6), is related to
the function ln
{κ, r}
(x) through the relation
S
κ,r
(p) = −
W∑
i=1
p
i
ln
{κ, r}
(p
i
) . (A. 5)
The deformed logarithm (A. 1) can be obtained from
the two-parametric generalization of the Jackson deriva-
tive, previously proposed in Ref. [54]
dκ, r f(x)
dκ, r x
=
f((r + κ)x)− f((r − κ)x)
2 κx
, (A. 6)
by posing
ln
{κ, r}
(x) =
dκ, r x
y
d
κ, r
y
∣∣∣∣∣
y=1
. (A. 7)
Some properties of the deformed logarithm can be nat-
urally understood as those of the generalized Jackson
derivative (A. 6). For instance, from the generalized
Leibnitz rule
d
κ, r
f(x) g(x)
d
κ, r
x
=
d
κ, r
f(x)
d
κ, r
x
g((r + κ)x)
+ f((r − κ)x) dκ, r g(x)
d
κ, r
x
, (A. 8)
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we obtain the following useful relation
ln
{κ, r}
(x y) = xr+κ ln
{κ, r}
(y)+yr−κ ln
{κ, r}
(x) , (A. 9)
and by using the identity yr−κ = yr+κ − 2 κ ln
{κ, r}
(y),
Eq. (A. 9) becomes
ln
{κ, r}
(x y) = xr+κ ln
{κ, r}
(y) + yr+κ ln
{κ, r}
(x)
− 2 κ ln
{κ, r}
(x) ln
{κ, r}
(y) . (A. 10)
Moreover, recalling the κ ↔ −κ symmetry, Eq. (A. 10)
can be rewritten in
ln
{κ, r}
(x y) = u
{κ, r}
(x) ln
{κ, r}
(y)
+ u
{κ, r}
(x) ln
{κ, r}
(y) , (A. 11)
where we have introduced the function
u
{κ, r}
(x) =
xr+κ + xr−κ
2
. (A. 12)
For any (κ, r) ∈ R the function u
{κ, r}
(x) = u
{−κ, r}
(x),
is continuous for x ∈ IR+, with u
{κ, r}
(IR+) ⊆ IR+,
u
{κ, r}
(0) = u
{κ, r}
(+∞) = +∞ for r 6= |κ|, satisfies
the relation u
{κ, r}
(x) = u
{κ,−r}
(1/x) and reduces to the
unity in the (κ, r) → (0, 0) limit: u
{0, 0}
(x) = 1. It
reaches the minimum values
u
{κ, r}
(x
m
) = κ
(κ− r)
(κ+ r)
(r−κ)/2 κ
(r+κ)/2 κ
, (A. 13)
at
x
m
=
(
κ− r
κ+ r
)1/2κ
. (A. 14)
In particular, for any (κ, r) ∈ R
∣∣
r≤0
, x
m
≥ 1, and taking
into account that u
{κ, r}
(1) = 1, it follows 1 ≤ u
{κ, r}
(x) ≤
∞ when x ∈ (0, 1). For any (κ, r) ∈ R∣∣
r>0
, from Eq.
(A. 14) we obtain 0 ≤ xm ≤ 1 and from Eq. (A. 13) it
follows 1/2 ≤ u
{κ, r}
(x
m
) ≤ 1.
By inspection, it follows that there exist a threshold point
x
t
(κ, r), defined by u
{κ, r}
(x
t
) = 1. x
t
(κ, r) is mono-
tonic decreasing function w.r.t. r, with x
t
(κ, −κ) =
+∞, x
t
(κ, 0) = 1 and x
t
(κ, κ) = 0, such that 1/2 ≤
u
{κ, r}
(x
m
) ≤ u
{κ, r}
(x) ≤ 1 for x ≥ x
t
(κ, r) and 1 ≤
u
{κ, r}
(x) ≤ +∞ for 0 ≤ x ≤ x
t
(κ, r).
Finally, we remark that the function (A. 12) fulfills the
following relation
u
{κ, r}
(x y) = u
{κ, r}
(x)u
{κ, r}
(y)+κ2 ln
{κ, r}
(x) ln
{κ, r}
(y) .
(A. 15)
We observe that, like the deformed logarithm, the func-
tion u
{κ, r}
(x) is a solution of the differential-functional
equation (1.2) with the following boundary conditions
u
{κ, r}
(1) = 1 and d u
{κ, r}
(x)/d x
∣∣∣
x=1
= r and the con-
stants α and λ given in Eqs. (1.4)-(1.5). Moreover the
two functions ln
{κ, r}
(x) and u
{κ, r}
(x) are related by the
relation
u
{κ, r}
(x) = xr+κ − κ ln
{κ, r}
(x) . (A. 16)
The function I
κ, r
(p), introduced in Eq. (3.6), is related
to the function u
{κ, r}
(x) through the relation
I
κ, r
(p) =
W∑
i=1
p
i
u
{κ, r}
(p
i
) . (A. 17)
From the definitions (A. 5), (A. 17) and Eqs. (A. 11),
(A. 15), we obtain the useful relations
Sκ, r(A ∪ B) = Sκ, r (A) Iκ, r (B) + Iκ, r(A)Sκ, r (B) ,
(A. 18)
I
κ, r
(A ∪ B) = I
κ, r
(A) I
κ, r
(B) + κ2 S
κ, r
(A)S
κ, r
(B) ,
(A. 19)
stating the additivity of S
κ,r
and I
κ, r
for statistical in-
dependent systems pA∪B = {pA
i
pB
j
} with i = 1, · · · , WA
and j = 1, · · · , WB.
APPENDIX B.
In this Appendix we derive the equilibrium conditions
given in Eqs. (4.4)-(4.5), and the thermodynamic stabil-
ity conditions given in Eqs. (5.7)-(5.8).
Let us suppose that the whole system A∪B initially at
equilibrium undergoes a small transfer of heat and/or
work between the two parts A and B, with the constraints
δ(EA + EB) = 0 , (B. 1)
δ(VA + VB) = 0 . (B. 2)
Recalling that the entropy evaluated at an equilibrium
configuration is a maximum, we have
Sκ, r (A ∪ B) > Sκ, r ((A + δA) ∪ (B + δB)) , (B. 3)
and taking into account of Eq. (A. 18) it follows
S
κ, r
(A) I
κ, r
(B) + I
κ, r
(A)S
κ, r
(B) >
S
κ, r
(A + δA) I
κ, r
(B− δB)
+ I
κ, r
(A + δA)S
κ, r
(B− δB) . (B. 4)
We expand the r.h.s of Eq. (B. 4) up to the second order
in δ E and δ V , where δE ≡ δEA = −δEB and δV ≡
δVA = −δVB. According to the MaxEnt principle, the
first order terms must vanish(
∂ S
κ, r
(A)
∂ EA
I
κ, r
(B) +
∂ I
κ, r
(A)
∂ EA
S
κ, r
(B)
−Sκ, r (A)
∂ I
κ, r
(B)
∂ EB
− Iκ, r (A)
∂ S
κ, r
(B)
∂ EB
)
δE
+
(
∂ S
κ, r
(A)
∂ VA
I
κ, r
(B) +
∂ I
κ, r
(A)
∂ VA
S
κ, r
(B)
−Sκ, r (A)
∂ I
κ, r
(B)
∂ VB
− Iκ, r (A)
∂ S
κ, r
(B)
∂ VB
)
δV = 0 .
(B. 5)
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By using the relations
∂ Iκ, r
∂X
=
κ2 Sκ, r − r Iκ, r
I
κ, r
− r S
κ, r
∂Sκ, r
∂X
, (B. 6)
with X ≡ E or X ≡ V , Eq. (B. 5) becomes
(I
κ, r
− r S
κ, r
) ∣∣∣∣∣
A∪B
[
1
I
κ, r
− r S
κ, r
∂S
κ, r
∂E
∣∣∣∣∣
A
δE
+
1
I
κ, r
− r S
κ, r
∂S
κ, r
∂V
∣∣∣∣∣
A
δV − 1I
κ, r
− r S
κ, r
∂S
κ, r
∂E
∣∣∣∣∣
B
δE
− 1I
κ, r
− r S
κ, r
∂Sκ, r
∂V
∣∣∣∣∣
B
δV
]
= 0 , (B. 7)
where we use the relations (A. 18) and (A. 19).
Taking into account that
I
κ, r
(
1
W
)
− r S
κ, r
(
1
W
)
(B. 8)
=
1
W
d
d (1/W )
ln
{κ, r}
(
1
W
)
> 0 , (B. 9)
through Eq. (B. 7) the two equilibrium conditions follow
1
Iκ, r − r Sκ, r
∂ S
κ, r
∂ E
∣∣∣∣∣
A
=
1
Iκ, r − r Sκ, r
∂ S
κ, r
∂ E
∣∣∣∣∣
B
,
(B. 10)
1
I
κ, r
− r S
κ, r
∂ S
κ, r
∂ V
∣∣∣∣∣
A
=
1
I
κ, r
− r S
κ, r
∂ S
κ, r
∂ V
∣∣∣∣∣
B
,
(B. 11)
which coincide with Eqs. (4.4) and (4.5).
In order to obtain the thermodynamic stability condi-
tions let us consider the second order terms in the expan-
sion of Eq. (B. 4)
1
2
[
I
κ, r
(A)
∂2S
κ, r
(B)
∂E2B
− 2 ∂Iκ, r (A)
∂EA
S
κ, r
(B)
∂EB
+
∂2I
κ, r
(A)
∂E2A
Sκ, r (B) + Iκ, r (B)
∂2S
κ, r
(A)
∂E2A
− 2 ∂Iκ, r (B)
∂EB
S
κ, r
(A)
∂EA
+
∂2I
κ, r
(B)
∂E2B
S
κ, r
(A)
]
(δE)2
+
1
2
[
I
κ, r
(A)
∂2S
κ, r
(B)
∂V 2B
− 2 ∂Iκ, r (A)
∂VA
S
κ, r
(B)
∂VB
+
∂2I
κ, r
(A)
∂V 2A
Sκ, r (B) + Iκ, r (B)
∂2S
κ, r
(A)
∂V 2A
− 2 ∂Iκ, r (B)
∂VB
S
κ, r
(A)
∂VA
+
∂2I
κ, r
(B)
∂V 2B
S
κ, r
(A)
]
(δV )2
+
[
I
κ, r
(A)
∂2S
κ, r
(B)
∂EB ∂VB
− ∂Iκ, r(A)
∂VA
∂S
κ, r
(B)
∂EB
− ∂Iκ, r(A)
∂EA
∂Sκ, r (B)
∂VB
+
∂2Iκ, r (A)
∂EA ∂VA
Sκ, r(B)
+ I
κ, r
(B)
∂2S
κ, r
(A)
∂EA ∂VA
− ∂Iκ, r(B)
∂VB
∂S
κ, r
(A)
∂EA
− ∂Iκ, r(B)
∂EB
∂S
κ, r
(A)
∂VA
+
∂2I
κ, r
(B)
∂EB ∂VB
Sκ, r(A)
]
δE δV < 0 .
(B. 12)
By using the relation
∂2I
κ, r
∂X ∂Y
=
κ2 S
κ, r
− r I
κ, r
I
κ, r
− r S
κ, r
∂2S
κ, r
∂X ∂Y
+ (κ2 − r2) I
2
κ, r
− κ2 S2
κ, r
(I
κ, r
− r S
κ, r
)3
∂S
κ, r
∂X
∂S
κ, r
∂Y
,
(B. 13)
Eq. (B. 12) becomes
1
2
(I
κ, r
− r S
κ, r
) ∣∣∣∣∣
A∪B
×
[
SEE (δE)2 + 2SEV δE δV + SVV (δV )2
Iκ, r − r Sκ, r
∣∣∣∣∣
A
+
S
EE
(δE)2 + 2S
EV
δE δV + S
VV
(δV )2
I
κ, r
− r S
κ, r
∣∣∣∣∣
B
]
< 0 ,
(B. 14)
where we have defined
S
XY
=
∂2S
κ, r
∂X ∂Y
− (κ
2 + r2)S
κ, r
− 2 r I
κ, r
(I
κ, r
− r S
κ, r
)2
∂S
κ, r
∂X
∂S
κ, r
∂Y
,
(B. 15)
and taking into account Eq. (B. 9), from Eq. (B. 14) it
follows that the inequality
S
EE
(δE)2 + 2S
EV
δE δV + S
VV
(δV )2 < 0 , (B. 16)
must holds for both systems A and B.
In Eq. (B. 16), (by posing δV = 0 and δE = 0, respec-
tively), it follows
SEE < 0 , SVV < 0 , (B. 17)
and, multiplying Eq. (B. 16) by S
EE
, we obtain
(S
EE
δE + S
EV
δV )2 +
(S
EE
S
VV
− S2
EV
)
(δV )2 > 0 ,
(B. 18)
which implies
SEE SVV − S2EV > 0 . (B. 19)
Eqs. (B. 17) and (B. 19) are the thermodynamic stability
conditions.
In particular, Eqs. (B. 17) can be written in
∂2S
κ, r
∂X2
< A
κ, r
(
∂S
κ, r
∂X
)2
, (B. 20)
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with
A
κ, r
=
(κ2 + r2)S
κ, r
− 2 r I
κ, r
(I
κ, r
− r S
κ, r
)2
, (B. 21)
whilst from Eq. (B. 19) we obtain
∂2S
κ, r
∂E2
∂2S
κ, r
∂V 2
−
(
∂2S
κ, r
∂E ∂V
)2
> A
κ, r
B
κ, r
,
(B. 22)
where
Bκ, r =
(
∂2S
κ, r
∂E2
)−1{(
∂2S
κ, r
∂E2
∂S
κ, r
∂V
− ∂
2S
κ, r
∂E ∂V
∂S
κ, r
∂E
)2
+
(
∂S
κ, r
∂E
)2 [∂2S
κ, r
∂E2
∂2S
κ, r
∂V 2
−
(
∂2S
κ, r
∂E ∂V
)2]}
,
and, according to Eq. (2.8)-(2.9), it follows B
κ, r
< 0.
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