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Abstract
In this paper, we consider a relation between the Hall–Janko graph and the Witt system W10. We will
reconstruct the Hall–Janko graph from the group 3.S6 and the hexacode.
c© 2007 Elsevier Ltd. All rights reserved.
1. Introduction
The Hall–Janko group J2 was discovered by Janko [6] and constructed as an index 2 subgroup
of the full automorphism group of a rank 3 graph, called the Hall–Janko graph, by Hall Jr. and
Wales [5]. Also, constructions for the Hall–Janko graph which do not use computers have been
found by Suzuki [8] and Tits [9]. In 2003, Jørgensen and Klin [7] constructed the Hall–Janko
graph as a Cayley graph. The Hall–Janko graph is a strongly regular graph with parameters (100,
36, 14, 12), and has a maximum coclique of size 10. Recently, in [3], some self-dual codes of
length 100 invariant under the action of J2 were constructed by using the maximum cocliques of
the Hall–Janko graph.
In this paper, we consider a relation between the Hall–Janko graph and the Witt system W10,
which is a 3-(10, 4, 1) design. It is well known that W10 is uniquely determined by the given
parameters.
In Section 2, we consider the complementary graph Γ = (V, E) of the Hall–Janko graph,
because it is natural from the viewpoint of Lemma 2.1 due to Bruck. Here we denote by V
and E the vertex set and the edge set of the graph Γ . Then Γ is a strongly regular graph with
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parameters (100, 63, 38, 42), and has a maximum clique C of size 10. We consider the incidence
structure D = (C, V \ C) where p ∈ C and B ∈ V \ C are incident if and only if (p, B) ∈ E .
Then by Bruck’s lemma for a pseudo-net graph, it is proved that D is a 2-(10, 6, 30) design
(Proposition 2.3). We will further show that D is the 3-repeated design of the complement of the
Witt system (3-(10, 4, 1) design) W10 (Proposition 2.7), where a design D is called n-repeated
design of a t-(v, k, λ) design D′ if D is a t-(v, k, nλ) design and for each block B of D there
exist exactly n blocks B1 (=B), B2, . . . , Bn such that the sets of points incident with Bi coincide
with each other.
In Section 3, we will give a reconstruction of the Hall–Janko graph from the Witt system.
First we will give a description of a 3-repeated design ofW10 by using the group 3.S6 (non-split),
which is isomorphic to a subgroup of the stabilizer of C in the automorphism group Aut(Γ ) ∼=
J2 : 2. Then we will construct the Hall–Janko graph from the group 3.S6 (Theorem 3.4). The
group 3.S6 is also obtained as the full automorphism group of the hexacode, which is a self-dual
code of length 6 over the field of four elements. We will also give a construction of the graph
from the hexacode (Theorem 3.6).
2. The Witt system and the Hall–Janko graph
A strongly regular graph Γ = (V, E)with parameters (n, a, c, d) is a graph with the vertex set
V of size n and the edge set E , not complete or null, in which the number of common neighbours
of x and y is a, c or d according as x and y are equal, adjacent or non-adjacent respectively. For
x ∈ V , the neighbour Γ (x) of x is the set of the vertices adjacent to x . A maximum clique
(coclique) set is a set of vertices of maximum size, two of which are adjacent (non-adjacent) to
each other.
A strongly regular graph with parameters (n2, (n − 1)k, n + k(k − 3), k(k − 1)) is called a
pseudo-net graph (or a pseudo-Latin square graph). The following lemma is due to Bruck.
Lemma 2.1 (Bruck [1]). Let Γ = (V, E) be a pseudo-net graph with a clique C of size n. Then
C is maximum and |Γ (x) ∩ C | = k − 1, for x ∈ V \ C.
A t-(v, k, λ) design (P, B) is a pair of a set P of points of cardinality v and a set B of blocks
with the properties that each block is incident with exactly k points and any t points are incident
with exactly λ blocks. The following lemma is an easy consequence of Lemma 2.1.
Lemma 2.2. Let Γ = (V, E) be a pseudo-net graph with a clique C of size n. We define the
incidence structure D = (C, V \ C) where p ∈ C and B ∈ V \ C are incident if and only if
(p, B) ∈ E. Then D is a 2-(n, k − 1, (k − 1)(k − 2)) design (allowing repeated blocks).
Proof. By Lemma 2.1, for each B ∈ V \C there exists exactly k−1 elements of C incident with
B. Since Γ is a strongly regular graph with parameters (n2, (n − 1)k, n + k(k − 3), k(k − 1))
and any two vertices x, y ∈ C are adjacent, the number of common neighbours of x and y in the
sets of V \C is |Γ (x)∩ Γ (y) \C | = (n + k(k − 3))− (n − 2) = (k − 1)(k − 2). It follows that
D is a 2-(n, k − 1, (k − 1)(k − 2)) design. 
The complementary graph of the Hall–Janko graph is an example of a strongly regular graph
with parameters (100, 63, 38, 42), that is, a pseudo-net graph with n = 10 and k = 7. Moreover
Γ has a maximum clique C of size 10 (see [3]). By Lemma 2.2, we have the following:
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Proposition 2.3. Let Γ = (V, E) be the complementary graph of the Hall–Janko graph, and C
be a maximum clique of size 10. Then the incidence structure D = (C, V \ C) is a 2-(10, 6, 30)
design (allowing repeated blocks).
We will study the design D = (C, V \ C) in Proposition 2.3 more precisely. In order to do
this, we first review the construction of the Hall–Janko graph in [8] (see also [3]).
Let Γ1 be a null graph with four vertices. For i = 1, 2, 3, we define a graph Γi+1 =
{∞i } ∪∆i ∪ Σi such that
1. Γi+1(∞i ) = ∆i and the restriction to ∆i of Γi+1 is the graph Γi ,
2. the vertex set of Σi is the set of involutions of some subgroup Gi of Aut(Γi ), where
(Aut(Γi ),Gi ) is (S4, S4), (L2(7) : 2, L2(7)), (U3(3) : 2,U3(3)), for i = 1, 2, 3 respectively,
3. the vertices a ∈ ∆i and x ∈ Σi are joined by an edge if and only if x fixes a,
4. the vertices x, y ∈ Σi are joined by an edge if and only if [x, y] 6= 1 but there is z ∈ Σi such
that [x, z] = 1 = [y, z].
The graph Γ4 is called the Hall–Janko graph with the automorphism group J2 : 2. We set
Γ = Γ¯4, the complementary graph of Γ4, and set ∞ = ∞3. Then Γ (∞) (=Σ¯3) is a distance
regular graph of rank 4 on 63 vertices, which can be described by using the U3(3)-space as
follows.
Let V be a 3-dimensional vector space over a field F9 of 9 elements. We set F9 =
{0,±1,±i,±1 ± i} with i2 = −1. We define a Hermitian form 〈, 〉 by 〈u, v〉 = ∑3i=1 ui v¯i ,
for u = (u1, u2, u3), v = (v1, v2, v3) ∈ V , where λ¯ = λ3. A non-zero vector u ∈ V \ {0} is
called isotropic if 〈u, u〉 = 0, and non-isotropic if 〈u, u〉 6= 0. For a non-isotropic vector u ∈ V ,
we define a map σu : V → V by
σu(w) = w − 2〈w, u〉〈u, u〉 u (w ∈ V ).
The map σu is an isometry with respect to the Hermitian form 〈, 〉 on V . By definition, the set
{σu : u ∈ V, 〈u, u〉 6= 0} is regarded as the set of points of Γ (∞).
SetW = {[u] : 0 6= u ∈ V },P = {[u] ∈ W : 〈u, u〉 = 0} and Q = {[u] ∈ W : 〈u, u〉 6= 0},
where [u] = {λu : λ ∈ F9} for u ∈ V . It is easily seen that |P| = 28 and |Q| = 63. We
consider the incidence structure (P,Q) such that [u] ∈ P and [v] ∈ Q are incident if and only
if 〈u, v〉 = 0. Then it is well known that the incidence structure (P,Q) is a 2-(28, 4, 1) design
with the automorphism group U3(3) : 2. We denote by |Q ∩ Q′| the number of the points of P
which are incident with both Q and Q′.
Lemma 2.4. We define the graph Σ with the vertex set Q as follows; for Q = [v], Q′ = [v′] ∈
Q,
(1) Q and Q′ are adjacent if and only if one of the following conditions occurs;
(1.1) 〈v, v′〉 = 0 (and |Q ∩ Q′| = 0),
(2.2) 〈v, v′〉 6= 0 and |Q ∩ Q′| = 1.
(2) Q and Q′ are non-adjacent if and only if 〈v, v′〉 6= 0 and |Q ∩ Q′| = 0.
Then Σ is isomorphic to Γ (∞).
Let P ∈ P . Then there are 9 blocks Q1, Q2, . . . , Q9 incident with P . By Lemma 2.4,
Q1, Q2, . . . , Q9 are mutually adjacent in the graph Γ (∞). Therefore {∞} ∪ {Q1, Q2, . . . , Q9}
is a clique of size 10. The following lemma is proved in [3].
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Lemma 2.5. Let C be a maximum clique of size 10 with ∞ ∈ C. Then there exists some
P = [u] ∈ P such that C = {∞} ∪ {Q = [v] ∈ Q : 〈u, v〉 = 0}. Moreover C can be
written as {∞} ∪ {[v0 + λu] : λ ∈ F9} for some [v0] ∈ Q.
In particular, the stabilizer (isomorphic to U3(3) : 2) of ∞ in J2 : 2 acts transitively on the
set of the cliques of size 10 containing∞.
Proposition 2.6. Let D = (C, V \ C) be a 2-(10, 6, 30) design in Proposition 2.3, and assume
∞ ∈ C. Set X∞ = C \ {∞},B∞ = {B ∈ V \ C : (∞, B) ∈ E}, and let D∞ = (X∞,B∞) be
the derived design of D with respect to∞. Then the following holds.
(1) D∞ is a 2-(9, 5, 15) design.
(2) D∞ is a 3-repeated design of a 2-(9, 5, 5) design.
Proof. (1) By Lemma 2.5, we may assume X∞ = {Q1, Q2, . . . , Q9}. We can identify B∞ with
Q \ X∞. We will compute the number of the blocks of B∞ incident with Qi = [vi ], Q j =
[v j ] (i 6= j). Since any two points of P are incident with one block of Q, there are 9 (=3 × 3)
blocks B ∈ B∞ such that |B ∩ Qi | = |B ∩ Q j | = 1 as blocks of (P,Q). Let P ′ = [u′] ∈ P
be an isotropic point which is incident with B and Qi . Then w satisfies 〈w, v j 〉 = 0 and
〈w, u′〉 = 0, and [w] is uniquely determined by this condition. Hence there are 6 (=3 + 3)
blocks B = [w] ∈ B∞ such that “|B ∩ Qi | = 1 and 〈w, v j 〉 = 0” or “|B ∩ Q j | = 1 and
〈w, vi 〉 = 0”. Finally it is easily verified that there are no non-isotropic point [w] satisfying
〈w, vi 〉 = 〈w, v j 〉 = 0. Hence any two points of X∞ are contained in precisely 15 blocks of B∞.
So, (X∞,B∞) is a 2-(9, 5, 15) design.
(2) By Lemma 2.5, we may assume X∞ = {[v0 + λu] : λ ∈ F9}, for v0 = (1, 0, 0) and
u = (0, 1, 1 + i). For each [w] ∈ B∞, we will compute the subset Λ(w) of λ ∈ F9 such that
[v0 + λu] is incident with [w]. By a direct calculation, we have the following:
[w] ∈ B∞ Λ(w)
[0, 1, 0], [0, 1, 1], [0, 1, i] {0, 1,−1, i,−i}
[0, 0, 1], [0, 1,−1], [0, 1,−i] {0, 1+ i, 1− i,−1+ i,−1− i}
[1, 1, 1− i], [1, i,−1− i], [i, 1− i, 1] {0,−1,−i, 1+ i,−1− i}
[1, 1,−1+ i], [1,−i,−1− i], [−1, 1− i, 1] {0,−1, i, 1− i,−1+ i}
[1, 1,−1− i], [1, 1+ i, 1], [−i,−1− i, 1] {0, 1,−1, 1+ i, 1− i}
[1,−1, 1+ i], [−1, 1+ i, 1], [i,−1− i, 1] {0, 1,−1,−1+ i,−1− i}
[1,−1, 1− i], [1, i, 1+ i], [1, 1− i, 1] {0, 1,−i, 1− i,−1+ i}
[1,−1,−1+ i], [1,−i, 1+ i], [−i, 1− i, 1] {0, 1, i, 1+ i,−1− i}
[1, i, 1− i], [−1,−1− i, 1], [−i, 1+ i, 1] {0, i,−i, 1+ i,−1+ i}
[1,−i,−1+ i], [1,−1− i, 1], [i, 1+ i, 1] {0, i,−i, 1− i,−1− i}
[1, 0, 1], [1− i, 1,−1], [−1+ i, 1,−i] {1,−i, 1+ i, 1− i,−1− i}
[1, 0, i], [−1− i, 1,−1], [1+ i, 1,−i] {1, i, 1+ i, 1− i,−1+ i}
[1,−1, 0], [1+ i, 1, 1], [1− i, 1, i] {1, i,−i,−1+ i,−1− i}
[1, i, 0], [−1+ i, 1, 1], [1+ i, 1, i] {1,−1,−i, 1+ i,−1+ i}
[1,−i, 0], [1− i, 1, 1], [−1− i, 1, i] {1,−1, i, 1− i,−1− i}
[1, 0,−1], [−1+ i, 1,−1], [1− i, 1,−i] {−1, i, 1+ i,−1+ i,−1− i}
[1, 0,−i], [1+ i, 1,−1], [−1− i, 1,−i] {−1,−i, 1− i,−1+ i,−1− i}
[1, 1, 0], [−1− i, 1, 1], [−1+ i, 1, i] {−1, i,−i, 1+ i, 1− i}.
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This shows that for each block B there exist exactly 3 blocks B1 (=B), B2, B3 such that the
sets of points incident with Bi coincide with each other. Hence D∞ is a 3-repeated design of a
2-(9, 5, 5) design. 
Proposition 2.7. D is a 3-repeated design of the complement of the Witt system (3-
(10, 4, 1) design) W10.
Proof. Since Aut(Γ ) acts transitively on V , the transitivity in Lemma 2.5 and Proposition 2.6(1)
show that the derived design with respect to any point of C is a 2-(9, 5, 15) designs. Hence, D
is a 3-(10, 6, 15) design. By Proposition 2.6(2), D is a 3-repeated design of 3-(10, 6, 5) design,
which is the unique design with the given parameters. 
3. Constructions of the Hall–Janko graph
In this section, we try to reconstruct the Hall–Janko graph from the Witt system W10. We
denote by Γ the Hall–Janko graph (not its complement). The following proposition is a corollary
of Proposition 2.7.
Proposition 3.1. Let Γ = (V, E) be the Hall–Janko graph and C be a maximum coclique of
size 10. We define the incidence structure D = (C, V \C) by p ∈ C and B ∈ V \C are incident
if and only if (p, B) ∈ E. Then D is a 3-repeated design of the Witt system W10.
We denote the set of involutions of a group G by I (G). Let Ω = {1, 2, 3, 4, 5, 6} be a set of
size 6, and X be the set of the 10 pairwise disjoint triples ofΩ . Then the pair (X, I (S6)\ I (A6)) is
a design, where p ∈ X and B ∈ I (S6) \ I (A6) is incident if and only if pB = p, and isomorphic
to W10. We note that this description of W10 is essentially given in [2, Chapter 6]. Then the
following proposition is immediately proved, and this gives a construction of a 3-repeated design
of the Witt system W10 from the group 3.S6. For ρ ∈ I (3.S6) \ I (3.A6), we denote the images
of ρ in S6 by ρ¯.
Proposition 3.2. We define the incidence structure D′ = (X,B), as follows;
(1) X is the set of 10 pairwise disjoint triples of Ω ,
(2) B = I (3.S6) \ I (3.A6),
(3) T ∈ X and ρ ∈ B are incident if and only if T ρ¯ = T .
Then D′ is the 3-repeated design of the Witt system (3-(10, 4, 1) design) W10.
Let D = (C, V \ C) be the 3-repeated design of W10 constructed from the Hall–Janko graph
Γ = (V, E) and a maximum coclique C of size 10. We will give an observation of the adjacency
in the graph Γ (∞) for two blocks B, B ′ ∈ V \C . Here we put X∞ = {[1, 0, 0] + λ[0, 1, 1+ i] :
λ ∈ F9} and B∞ = Q \ X∞ as in the proof of Proposition 2.6(2). Let B1 = [0, 1, 0] ∈ B∞ and
set S = |B1 ∩ B ′| for B ′ ∈ B∞ \ {B1}. By a direct calculation, we have an adjacency condition
for the block B1 in the graph Γ (∞) as follows;
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B ′ ∈ B∞ \ {B1} S The blocks joining to B1
[0, 0, 1], [0, 1,−1], [0, 1,−i] 0 [0, 1,−1], [0, 1,−i]
[1, 0, 1], [1− i, 1,−1], [−1+ i, 1,−i] 1 Non-adjacent
[1, 0, i], [−1− i, 1,−1], [1+ i, 1,−i] Non-adjacent
[1, 0,−1], [−1+ i, 1,−1], [1− i, 1,−i] Non-adjacent
[1, 0,−i], [1+ i, 1,−1], [−1− i, 1,−i] Non-adjacent
[1, 1,−1− i], [1, 1+ i, 1], [−i,−1− i, 1] [1, 1+ i, 1], [−i,−1− i, 1]
[1,−1, 1+ i], [−1, 1+ i, 1], [i,−1− i, 1] 2 [−1, 1+ i, 1], [i,−1− i, 1]
[1, i, 1− i], [−1,−1− i, 1], [−i, 1+ i, 1] [−1,−1− i, 1], [−i, 1+ i, 1]
[1,−i,−1+ i], [1,−1− i, 1], [i, 1+ i, 1] [1,−1− i, 1], [i, 1+ i, 1]
[1, 1, 1− i], [1, i,−1− i], [i, 1− i, 1] [i, 1− i, 1]
[1, 1,−1+ i], [1,−i,−1− i], [−1, 1− i, 1] [−1, 1− i, 1]
[1,−1, 1− i], [1, i, 1+ i], [1, 1− i, 1] [1, 1− i, 1]
[1,−1,−1+ i], [1,−i, 1+ i], [−i, 1− i, 1] [−i, 1− i, 1]
[1,−1, 0], [1+ i, 1, 1], [1− i, 1, i] [1− i, 1, i]
[1, i, 0], [−1+ i, 1, 1], [1+ i, 1, i] [1+ i, 1, i]
[1,−i, 0], [1− i, 1, 1], [−1− i, 1, i] [−1− i, 1, i]
[1, 1, 0], [−1− i, 1, 1], [−1+ i, 1, i] [−1+ i, 1, i]
[0, 1, 1], [0, 1, i] 4 [0, 1, 1], [0, 1, i].
Therefore, for any two distinct blocks B, B ′ ∈ V \ C , we have the following adjacency
condition in the Hall–Janko graph.
Lemma 3.3. Let B ′1 (=B ′), B ′2, B ′3 be the blocks such that the sets of points incident with B ′i
coincide with each other.
(1) If |B ∩ B ′| = 0, then B is adjacent to exactly two of B ′1, B ′2, B ′3.
(2) If |B ∩ B ′| = 1, then B and B ′ are non-adjacent.
(3) If |B ∩ B ′| = 2, then there are two cases as follows;
(3.1) B is adjacent to exactly one of B ′1, B ′2, B ′3,
(3.2) B is adjacent to exactly two of B ′1, B ′2, B ′3.
(4) If |B ∩ B ′| = 4, then B and B ′ are adjacent.
We note that J2 : 2 has a maximal subgroup 3.S6.2, which is the stabilizer of C in Aut(Γ )
(see ATLAS of finite groups [4]). The subgroup isomorphic to 3.S6 acts faithfully on V \ C . We
identify C and V \ C with X and B respectively. The vertex set of Γ is X ∪ B. Two distinct
vertices of X are non-adjacent, since X is a coclique of Γ . For a member of X and σ ∈ B, they
are adjacent if and only if they are incident in D′. Fix σ ∈ B with σ¯ = (12). We consider the
3.S6-orbit of B \ {σ }. Then we obtain the following information.
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Case Type of τ ∈ B \ {σ } |στ | Number of τ |B∩B ′|
(a) τ¯ = σ¯ , τ 6= σ 1 2 4
(b) τ¯ = (13) 3 24 1
(c) τ¯ = (34) 2 6 2
(c)′ τ¯ = (34) 6 12 2
(d) τ¯ = (12)(34)(56) 2 3 0
(d)′ τ¯ = (12)(34)(56) 6 6 0
(e) τ¯ = (13)(24)(56) 4 12 2
(e)′ τ¯ = (13)(24)(56) 12 24 2
By this information, we can describe an adjacency condition in the Hall–Janko graph for any
two distinct blocks σ, τ ∈ B. Since the Hall–Janko group acts transitively on V , the adjacency
conditions do not depend on the choice of σ . Since Γ is a strongly regular graph and the valency
is 36, σ ∈ B is adjacent to 32 vertices of B.
By Lemma 3.3(4) and (1), the two vertices of the case (a) and the six vertices of the case (d)′
are adjacent to σ . By Lemma 3.3(1) and (2), the vertices of the cases (d) and (b) are not adjacent
to σ . Suppose that σ is adjacent to the vertices of the case (e)′. Then, since the number of τ is
24, that the adjacency condition for all vertices has been given. This contradicts the fact that σ is
adjacent to some vertices of the case (3.1) in Lemma 3.3(3), hence the vertices of the cases (c)′
and (e) are adjacent to σ . The edge set of Γ is completely determined in this way.
Indeed, by using MAGMA, it has been verified that the graph constructed as above is
isomorphic to the Hall–Janko graph. So, we have obtained a new construction of the Hall–Janko
graph.
Theorem 3.4. Let (X,B) be a 3-design defined in Proposition 3.2, that is, X is the set
of 10 pairwise disjoint triples of Ω = {1, 2, . . . , 6} and B = I (3.S6) \ I (3.A6). We define
the graph Γ ′ with vertex set X ∪ B, as follows;
(1) two distinct vertices of X are non-adjacent,
(2) T ∈ X and ρ ∈ B are adjacent if and only if T ρ¯ = T ,
(3) ρ, τ ∈ B are adjacent if and only if ρ¯ = τ¯ or |ρτ | = 4, 6.
Then Γ ′ is isomorphic to the Hall–Janko graph.
It is known that the full automorphism group of the hexacode is the group 3.S6. We give the
definition of the hexacode.
Definition 3.5. The hexacode H is the [6,3] code over F4 = {0, 1, ω, ω2} with the generating
matrix
G :=
1 0 0 1 ω2 ω0 1 0 1 ω ω2
0 0 1 1 1 1
 .
This code can also be defined by
H := {(a, b, c, f (1), f (ω), f (ω2)) : f (x) := ax2 + bx + c, (a, b, c) ∈ F34}.
For h = (h1, . . . , h6) ∈ H, we set supp(h) = {i : hi 6= 0} (⊂Ω). The number |supp(h)| is
called the weight of h and denoted by wt(h). Note that the hexacodeH has 45 and 18 codewords
of weight 4 and 6, respectively.
8 N. Horiguchi et al. / European Journal of Combinatorics 29 (2008) 1–8
Now we will give a reconstruction of the Hall–Janko graph from the hexacode. The following
theorem is also verified by using MAGMA.
Theorem 3.6. Let H be the hexacode over F4 and X be the set of 10 pairwise disjoint triples
of Ω . Put S1 = {x ∈ H : wt(x) = 4} and, for u, v, w ∈ S1, S2 = {{u, v, w} : u + v + w =
0, supp(u) ∩ supp(v) ∩ supp(w) = ∅}, where ∅ is an empty set. We define the graph Γ ′′ with
vertex set X ∪ S1 ∪ S2, as follows;
(1) two distinct vertices of X are non-adjacent,
(2) {{i, j, k}, {l,m, n}} ∈ X and x ∈ S1 are adjacent if and only if {i, j, k} ⊂ supp(x) or
{l,m, n} ⊂ supp(x),
(3) {{i, j, k}, {l,m, n}} ∈ X and {u, v, w} ∈ S2 are adjacent if and only if |{i, j, k}∩supp(u)| =
|{i, j, k} ∩ supp(v)| = |{i, j, k} ∩ supp(w)| = 2,
(4) x, y ∈ S1 are adjacent if and only if supp(x) = supp(y) or wt(x + y) = 6,
(5) x ∈ S1 and {u, v, w} ∈ S2 are adjacent if one of the following three cases holds;
• ωx ∈ {u, v, w},
• ω2x ∈ {u, v, w},
• wt(x + u) = wt(x + v) = wt(x + w) = 4,
(6) {u, v, w}, {u′, v′, w′} ∈ S2 are adjacent if one of the following four cases holds;
• {u, v, w} = {ωu′, ωv′, ωw′},
• {u, v, w} = {ω2u′, ω2v′, ω2w′},
• {u, v, w} ∩ {ωu′, ωv′, ωw′} 6= ∅,
• {u, v, w} ∩ {ω2u′, ω2v′, ω2w′} 6= ∅.
Then Γ ′′ is isomorphic to the Hall–Janko graph.
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