Finding optimal dosing strategies for treating bacterial infections is extremely difficult, and improving therapy requires costly and time-intensive experiments. To date, an incomplete mechanistic understanding of drug effects has limited our ability to make accurate quantitative predictions of drug-mediated bacterial killing and impeded the rational design of antibiotic treatment strategies. Three poorly understood phenomena complicate predictions of antibiotic activity: post-antibiotic growth suppression, density-dependent antibiotic effects, and persister cell formation. We show that chemical binding kinetics alone are sufficient to explain these three phenomena, using singlecell data and time-kill curves of Escherichia coli and Vibrio cholerae exposed to a variety of antibiotics in combination with a theoretical model that links chemical reaction kinetics to bacterial population biology. Our model reproduces existing observations, has a high predictive power across different experimental setups (R 2 = 0.86), and makes several testable predictions, which we verified in new experiments and by analyzing published data from a clinical trial on tuberculosis therapy. Although a variety of biological mechanisms have previously been invoked to explain postantibiotic growth suppression, density-dependent antibiotic effects, and especially persister cell formation, our findings reveal that a simple model that considers only binding kinetics provides a parsimonious and unifying explanation for these three complex, phenotypically distinct behaviours. Current antibiotic and other chemotherapeutic regimens are often based on trial and error or expert opinion. Our "chemical reaction kinetics"-based approach may inform new strategies, which are based on rational design.
INTRODUCTION
Although antibiotics have been used in medicine for more than 70 years, a clear mechanistic understanding of how these agents influence microbial populations in the host and how their concentration affects their activity (antibiotic pharmacodynamics) has not yet been achieved. The pharmacodynamics of antibiotics have been difficult to predict even in simple settings such as the growth of Escherichia coli in vitro. In addition, the large number of possible regimens makes it nearly impossible to test optimal dosing intervals, dose levels, and treatment duration in clinical settings (1, 2) .
Although less frequent dosing may promote patient adherence to treatment (3), antibiotics must be provided with sufficient frequency to clear pathogens. Identifying the optimal dosing frequency is challenging; for example, in the maintenance phase of tuberculosis therapy, it is currently unclear if intermittent therapy is inferior to daily therapy (4) (5) (6) . Predictions of optimal dosing intervals are complicated by the fact that for some bacteria/antibiotic combinations, bacterial growth remains suppressed after removal of the antibiotic. This "post-antibiotic effect" is not easily predicted and has generally been attributed to bacterial stress responses induced by exposure to antibiotics (7, 8) .
A second challenge for optimizing antibiotic therapy is the need to identify dose levels that reliably clear the infection. Several recent clinical studies have been designed to address the impact of different antibiotic concentrations on patient outcome (9, 10) . Predictions of optimal dose levels are complicated by the fact that, for some bacteria/antibiotic combinations, the dose necessary for bacterial killing can depend on initial bacterial density (11) . This "inoculum effect" is again not easily predicted and has been attributed to various mechanisms including densitydependent bacterial communication (12) , drug-degrading enzymes (13) , and/or differences in bacterial metabolic states at different densities (14) . Commonly used measures of bacterial susceptibility such as minimum inhibitory concentration (MIC) can vary with bacterial density (11) , so translating a MIC established at a specific bacterial density (15, 16) into a recommended dosing level may not produce optimal treatment outcomes.
In many bacterial infections, the treatment duration necessary to prevent relapse is unclear (17) (18) (19) (20) (21) . Excessively long treatment risks increased toxicity, incurs unnecessary costs, and may accelerate the emergence of resistance (22) . Predictions of optimal treatment duration are complicated by the fact that some bacteria exhibit persistence under antibiotic pressure; this phenomenon is defined as a slowing of antibioticmediated bacterial killing over time and occurs in the absence of mutationmediated resistance. A large number of mechanisms to explain the generation of "persister" cells have been proposed, but the biological basis of persistence remains an ongoing controversy in microbiology (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) . Given the relationship of persistence to treatment duration, the inability to reliably predict persistence has challenged efforts to identify optimal lengths of antibiotic therapy.
Here, we provide a simple mathematical model that links chemical reaction kinetics to bacterial population biology and provides a coherent explanation for the post-antibiotic effect, inoculum effect, and persistence. This model describes the reaction between antibiotic and target molecules and the resulting effects on bacterial growth and death. The central principle informing this multiscale model is that bacterial growth slows and/or death increases as a function of the fraction of free target.
RESULTS

Post-antibiotic effect
In earlier work (36), we observed a pronounced post-antibiotic effect in single E. coli cells at sub-MIC concentrations of tetracycline. We therefore investigated post-antibiotic growth suppression by observing elongation and replication of single E. coli cells in microfluidic chambers. E. coli cells were grown in complex medium without antibiotics for at least 4 hours to measure baseline rates of replication. This was followed by drug exposure for 16 hours. The medium was then switched back to drug-free broth for at least four more hours. For bacteria challenged with subinhibitory concentrations of the bacteriostatic drug tetracycline ( fig. S1 and movie S1), we observed slower growth, but no bacterial death (as defined by either lysis or failure to resume both elongation and replication in the post-antibiotic phase). The suppression of replication in living cells lasted several hours longer than antibiotic exposure (Fig. 1) .
We used the previous finding that after exposure to subinhibitory concentrations of translation inhibitors such as tetracycline, bacterial growth rate depends linearly on the fraction of free ribosomes (37) to link bacterial replication to intracellular reaction kinetics in our bacteriostatic model (Eq. 2 and Materials and Methods). We then used this model parameterized with in vitro binding data for tetracycline to ribosomes to fit nonspecific binding rates, the critical replication threshold, and diffusion into the cytosol. From our fit, we estimated the following free parameters: net diffusion through inner and outer cell membrane P = 2 × 10 −11 m/s, critical fraction of free ribosomes f c = 2.6%, and nonspecific association rate k u,f = 50 and nonspecific dissociation rate k u,r = 0.99. Note that each of these parameters aggregates several different processes and does not directly translate into a single chemical process. The model reproduced observed patterns of post-antibiotic growth suppression at each tetracycline concentration, suggesting that the kinetics of antibiotic-target binding are sufficient to explain this effect (Fig. 1) . Two mechanisms likely underlie this phenomenon: (i) antibiotic-target complexes do not dissociate immediately and intracellular antibiotic molecules only slowly diffuse across the cell membrane, and (ii) antibiotic molecules bound nonspecifically with low affinity are released when the intracellular antibiotic concentration drops and can then bind preferentially to specific binding sites. Together, these processes extend the time before bacteria resume growth after antibiotic removal. Here, we assume that each daughter cell inherits, on average, one half of the bound molecules of the mother cell. Thus, as soon as the fraction of bound antibiotics drops sufficiently to allow slow replication, new free target molecules are produced and the total fraction of bound targets decreases exponentially. This leads to a rapid increase of the replication rate after post-antibiotic growth suppression.
Our model reproduces the concentration dependence of the postantibiotic effect observed in (38, 39) (compare Fig. 1, A and B) . This is because more antibiotic is bound both specifically and nonspecifically at higher concentrations. Additionally, our model offers an explanation for why most antibiotics, with the notable exception of b-lactams, exhibit a post-antibiotic effect that is more pronounced in vivo than in vitro (40) . Usually, bacteria replicate more slowly in vivo than in vitro. As described above, reproduction of target molecules by replication accelerates the restoration of baseline growth rates. Thus, our model predicts that slower replication is associated with a more pronounced postantibiotic effect ( fig. S2 ).
Inoculum effect
We next used parameters obtained from our model fit to these singlecell data to predict bacterial growth in batch cultures starting from different initial bacterial densities and exposed to different tetracycline concentrations. The model achieved an excellent fit (adjusted R 2 = 0.86; Fig. 2 , A to C) for growth suppression at 12 initial bacterial densities and seven antibiotic concentrations (each measured in triplicate). Thus, our model predicts that the efficacy of tetracycline for suppressing growth depends on the initial bacterial density. We repeated the same experiment for four additional antibiotics with E. coli and six antibiotics with V. cholerae (Materials and Methods and table S1). In each case, antibiotic action declined with increasing bacterial density. Our model predicts this effect because the antibiotic is not an unlimited resource, and the pool of free antibiotic is depleted as more target molecules are bound.
Although we observed an inoculum effect for all tested antibiotics with both V. cholerae and E. coli, the magnitude of this effect differed. We hypothesized that the size of this effect is a function of differences in drug-target affinity. The tighter a drug binds its target, the lower the antibiotic concentrations needed to achieve sufficient binding. The fractional change in drug availability upon binding of target molecules should therefore increase with drug-target affinity. Accordingly, the model predicts that the size of the inoculum effect will depend on affinity. We tested this prediction by correlating the drug concentration needed to bind 50% of the target molecules to the strength of the inoculum effect (defined in Materials and Methods). Consistent with this prediction, for each bacterial species, we observed a significant correlation (linear regression, E. coli: P = 6.2 × 10
, adjusted R 2 = 0.58; V. cholerae: P = 6.0 × 10
, adjusted R 2 = 0.50) between affinity and the magnitude of the inoculum effect (Fig. 2, D and E ). An additional factor influencing the strength of the inoculum effect may be the strength of off-target binding, but this remains to be investigated.
Persistence
For many antibiotic/bacteria pairs, the rate of bacterial killing declines over time. The decreased susceptibility of the persistent subpopulation cannot be explained by inherited differences, because the same pattern is observed when the persisting cells are isolated, regrown, and again exposed to antibiotics. Rather, persistence has usually been interpreted as evidence of two phenotypically distinct bacterial subpopulations: a majority population that is killed quickly and a persistent subpopulation that declines more slowly (24) . Implicit in this explanation of persistence is that the kill rate for each subpopulation, although different from each other, remains constant over time such that each subpopulation is expected to decline exponentially during treatment. Balaban et al. (23) developed a model to describe persistence in ampicillintreated E. coli in which they assume a distinct subpopulation of tolerant bacteria that switch randomly between susceptibility and persistence. This model predicts that the level of persistence will be independent of the drug concentration (Fig. 3) because the rate of switching limits the rate of bacterial killing such that higher antibiotic doses do not produce additional killing. Analysis of experimental data derived from Regoes et al. (41) (fig.  S3 ) confirms concentration-independent persistence for some antibiotics, including ampicillin, which was investigated with the original model from Balaban et al. (23) . However, in contrast to these examples, we found that of the five antibiotics we tested, there was a strong correlation between persistence and antibiotic concentration for both streptomycin (P = 0.012; adjusted R 2 = 0.78) and ciprofloxacin (P = 0.011; adjusted R 2 = 0.70), a phenomenon that is not consistent with the model of Balaban et al.
We investigated whether our model, which considers the reaction kinetics of antibiotics with their targets, could explain lag phases and concentration-dependent persistence. When E. coli is exposed to inhibitory concentrations of streptomycin, a bactericidal antibiotic that targets ribosomes and one of the antibiotics with concentration-dependent persistence, replication ceases rapidly ( fig. S4 and movie S2). This fast killing allows us to ignore growth during this phase and approximates a kill curve by only following the time to death for individual cells. By simplifying the problem, we can create a model that facilitates conceptual understanding of the involved mechanisms and how its predictions are influenced by parameter changes. We use the MIC determined for fig. S4 and data on intracellular ribosomal concentration measured in E. coli (42) , which follow a normal distribution with 15.8% variance (Fig. 4A , Shapiro test for a departure from the normal distribution was not significant). Streptomycin leads to the production of aberrant proteins, which accumulate and ultimately kill the cell, potentially by damage of membrane integrity (43, 44) . Therefore, we assume here a toxic mechanism of bacterial killing where the cells die when a threshold of bound target is exceeded (see Materials and Methods). To define the threshold of how many ribosomes have to be bound by the antibiotic to cause cell death (t c ), we determined the number of bound targets in equilibrium at the MIC for the cell with the lowest ribosomal content. This cell is least susceptible because the intracellular concentration of target is lowest, and therefore, the required threshold will be reached latest (Eq. 5 and Supplementary Materials and Methods). In the simplest case, this system is described by following only the reaction of antibiotic molecules with targets. With this model, the kill curves predicted from the measured distribution in ribosomal content do not exhibit a log-linear decay, but instead exhibit a concentration-dependent convex curve (apparent multiphasic kill curve) and a lag phase (Fig. 4B) . From a chemical kinetic perspective, a log-linear decay would only be expected if binding of a single target molecule were sufficient for bacterial killing, which is not realistic. If the binding of more than one target molecule is needed for bacterial killing, the onset of killing is delayed because bacterial killing can only start after sufficient target molecules are bound ( fig. S5 ). Experimental data suggest that many targets must be occupied for activity; for example, with some b-lactams, >90% of penicillin-binding proteins are occupied at MIC (45) (46) (47) . A delay in the onset of antibiotic action has been frequently observed for b-lactam antibiotics (12, 48) . In our model, each cell is characterized by a threshold t c representing a critical amount of bound targets or toxic metabolites that elicit death (Fig. 4C) . If the target molecule concentration (or, more general, susceptibility as characterized by the fraction of occupied target eliciting bacterial death) varies slightly, very large variations in the time to death can result. This is because the time until the critical fraction of bound targets is reached is not proportional to t c as the reaction slows down when the equilibrium fraction is approached (Fig. 4C ). As t c nears this equilibrium fraction, the skew of the distribution of time to death for each cell increases. Accordingly, bacteria that die at slightly different thresholds of bound target will be killed much later than others, and these cells might be identified as "persisters." That is, even a narrow normal distribution in bacterial susceptibility attributable to stochastic variation in intracellular target concentration is expected to produce a highly skewed distribution of the expected time to kill in a bacterial population. In contrast to previous mathematical models, our model, which does not include a distinct tolerant subpopulation, predicts that persistence will be less pronounced at high antibiotic concentrations because the expected equilibrium of bound target molecules rises with the antibiotic concentration.
As described above, the prevalent explanation for persistence assumes two distinct subpopulations. We therefore used our model to explore whether concentrationdependent persistence is conceptually incompatible with subpopulations or whether they are merely not needed to explain the phenomenon. Here, we interpret the term "subpopulation" as a bimodal distribution (that is, two "peaks") of a trait, in our case antibiotic susceptibility. In the majority ) at an ampicillin dose of 100 mg/liter, the persister population is not affected by the antibiotic (m p = 0), and bacteria switch from a persistent to a normal state with a rate b = 0.07 hour −1 . This can be described with the following mathematical model as presented in (23): dn dt = bp + m n n dp dt = −bp + m p n
The black line represents an antibiotic activity that is 50% lower than 100 mg/liter; the green line indicates an antibiotic activity that is twice higher. (B) "Classical model" of persistence with a majority nonpersister population and a minority persister population. On the x axis, the antibiotic susceptibility of individual cells is given relative to the mean of the nonpersister population, and the y axis shows the number of bacteria with that specific susceptibility (total population size, 10 7 ). The relative proportion of persisters under this assumption is usually assumed to be several orders of magnitude lower than the majority population. For illustration purposes only, we adopt a persister frequency of 10 −2 (the real frequency is much lower and would not be visible in this figure). 10 population (larger peak), susceptible bacteria die even when only a low fraction of target molecules are bound, whereas in the persistent subpopulation (smaller peak), bacteria only die when a high percentage of their target molecules are bound. In contrast, we interpret a narrow normal distribution of the intracellular concentration of molecules (for example, ribosomes) as stochastic variance around the mean. There are two possible scenarios: (i) achieving a sufficient amount of bound target to kill the persistent subpopulation may be impossible. This situation may arise when toxicity or solubility limits the antibiotic concentration; in the case of Fig. 4D , the chemical equilibrium of bound target would then be between the two peaks. Because the antibiotic concentration can never be high enough to kill the less susceptible subpopulation, this results in concentrationindependent persistence and corresponds to the classical model as proposed by (23) .
(ii) If the maximal achievable concentration of the antibiotic is high enough that the fraction of bound target necessary to kill the less susceptible subpopulation can be reached, we observe concentrationdependent persistence. However, with a bimodal distribution of susceptibility, the kill curves exhibit a pronounced shoulder as first the more susceptible and then, after a delay, the less susceptible subpopulations are killed. Such a "bumpy" pattern of bacterial time-kill curves is not usually observed; thus, a bimodal distribution of susceptibility seems a less feasible explanation than either the standard model or our alternative model (Fig. 4E, compare to fig. S6 ).
We further illustrate concentrationdependent persistence with ciprofloxacin (Fig. 5A) . To show the effects of bacterial growth during antibiotic exposure, we compare these results to a model that captures both bacterial growth and death (Fig. 5B) . Again, we find concentrationdependent persistence as a result of slight variance in the number of target molecules. Cell-to-cell variation in the number of targets or downstream effectors is almost certainly present (42, 49, 50) . Because all bacteria must have the same number of targets for bacterial killing to be constant, a log-linear decay is not expected. Thus, we assert that a multiphasic kill curve can be explained by chemical reaction kinetics alone when the intracellular concentration of target varies (even by as little as 2% SD, fig. S7 ). Our model predicts that after an initial decline, the bacterial population may subsequently increase, even in the absence of resistance. This occurs because some cells are still able to replicate, increasing the total number of target molecules. Consistent with this prediction, we observed consistent outgrowth in experimental replicates (Fig. 5A ). This regrowth was not due to resistance because the MIC of cells at the beginning of the experiment and of the cells remaining after 18 hours (table S1) was unchanged.
To investigate whether our findings regarding concentrationdependent persistence can be translated to in vivo settings, we analyzed clinical trial data from tuberculosis patients treated with increasing doses of rifampicin (51) (Fig. 6, A to C) . Patients received rifampicin monotherapy for the first 14 days of treatment and then were switched to standard combination therapy. Again, we observe concentrationdependent persistence. In addition to variance in the intracellular molecule content of bacteria, antibiotic therapy in patients may lead to varying drug concentrations. There may be spatial variation of concentration in different target tissues as well as temporal variation of drug uptake. We modeled these differences using experimentally determined concentrations of rifampicin in the epithelial lining fluid of tuberculosis patients (52) . We also assume that this concentration follows a normal distribution with an SD as reported in patients receiving rifampicin (53) . Again, we find concentration-dependent persistence (Fig. 6D) . Conceptually, variances in drug concentration and the concentration of target molecules are very similar. Both shift the chemical equilibrium, and depending on the proximity of the threshold for killing t c to the chemical equilibrium, the reaction rate slows down.
We would therefore expect that not only higher antibiotic doses but also other mechanisms that shift the chemical equilibrium to higher proportions of bound targets lead to decreased persistence-one such mechanism could be drugs with higher target affinity. Whereas our findings do not disprove that distinct subpopulations can generate persistence (33, 54), our model demonstrates that chemical kinetics alone may account for multiphasic kill curves as well as concentrationdependent persistence.
Many biological mechanisms have been shown to underlie bacterial persistence (29) , and we therefore investigated whether our model can reproduce persistence resulting from known molecular mechanisms. Our model also offers an explanation for persistence caused by mechanisms not directly involved in target binding. Generally, any mechanism that increases the variance of antibiotic susceptibility (even if up-or downstream of target binding) in a bacterial population can lead to an increase of persister-like behavior at specific drug concentrations. A similar argument has been made for M. tuberculosis exposed to isoniazid (31) .
We use isoniazid as an example to illustrate how variation in antibiotic prodrug activation can lead to persistence. M. tuberculosis persistence during therapy with isoniazid has been shown to decrease with increasing partial pressure of O 2 (28) , as well as increasing levels of the prodrug activating enzyme KatG (31) . Our model reproduces these findings (Fig. 7) and offers the following explanation: the catalase KatG requires O 2 (Fig. 7A) , such that the net reaction of isoniazid (INH) activation depends linearly on the intracellular concentration of KatG and O 2 . This suggests that both increased levels of KatG and O 2 can shift the chemical equilibrium, thereby reducing persistence (Fig. 7B ). Note that a twofold increase of KatG has the same effect on the rate of prodrug activation as a twofold increase of O 2 , and therefore, increasing levels of KatG will reduce persistence as much as increasing oxygen supply. This prediction is in accordance with experimental results linking high KatG levels to reduced persistence (31) .
Concentration-independent persistence is in concordance with previous explanations and theoretical models. However, our model also offers a potential explanation for concentration-independent persistence. Here, we assume some cell-to-cell variation in the activation of isoniazid and confirm that variance in KatG levels can lead to persistence (31) (Fig. 7C) . When the main sources of variance in the bacterial population are up-or downstream of drug-target binding such as in the case of prodrug activation or autolysin activation (55) , increasing the antibiotic dose has little effect on the least susceptible cells. In this case, our model predicts concentration-independent persistence. According to our model, we would expect this type of persistence to become less apparent when the concentration of reaction partners in the metabolic step with the greatest variance is increased (such as O 2 in isoniazid activation, Fig. 7) . Our model reproduces the slow decline of mycobacterial populations over several days based on chemical kinetics of drug activation and binding alone. Thus, we can also explain persistence for very long time frames up to several weeks.
DISCUSSION
Currently, we do not have sufficient understanding of antibiotic action and (table S1 ). The experiment was performed in biologically independent triplicates. (B) Numerical simulations of a model combining bacteriostatic and bacteriocidal effects (Eqs. 7 to 10) parameterized with in vitro kinetic parameters for ciprofloxacin binding. In the absence of known distributions of functional gyrase tetramers, we assume that the mean of this distribution is the average of the numbers given in the literature as cited in table S3. We assume a normal distribution in the absence of more detailed information (60, 61) and that the SD is the same as published for ribosomes.
pharmacodynamics to reliably predict antibacterial action and design rational treatment strategies. Our incomplete understanding of the post-antibiotic effect has hampered efforts to identify optimal dosing intervals, such as in the maintenance phase of tuberculosis therapy (4-6). Finding optimal dose levels is difficult without knowing how the inoculum effect might change bacterial susceptibility with increasing density (9) (10) (11) . In nearly all bacterial infections, persister cells have challenged efforts to predict which treatment durations are sufficient to clear infections (20, 55) .
Here, we have developed a highly intuitive theoretical framework, based on and fit to experimental data. Our model, which provides a multiscale linkage between antibiotic chemical kinetics and bacterial population biology within hosts, makes only two, easily defendable assumptions: (i) replication decreases and/or killing increases when the fraction of bound target molecules rises, and (ii) the intracellular concentration of molecules varies slightly (>1% SD in a normal distribution) between bacteria in the same clonal population. Our model exhibits high predictive power and reproduces a series of phenomena that have typically been explained through unrelated biological mechanisms. Accordingly, this model may facilitate a more unified understanding of the relationship between drug-target binding kinetics and drug effects (Table 1) . We note that our work does not disprove previous biological explanations of post-antibiotic effect, inoculum effect, and persistence, but does challenge the implicit notion that biological mechanisms must underlie these complex phenomena.
A better grasp of the mechanisms underlying post-antibiotic growth suppression would enable us to make better predictions regarding treatment frequency. In contrast to previous studies attributing the postantibiotic effect to biological mechanisms (7, 8) , we show here that it may be explained by chemical processes alone. Our modeling framework makes testable predictions regarding the strength of the post-antibiotic effect that may be used to design antibiotics that can be given less frequently. On the basis of our results, we would expect that (i) tight drug-target binding, (ii) difficulty in crossing the bacterial cell envelope, and (iii) having a large reservoir of nonspecifically bound drugs could prolong post-antibiotic growth suppression. However, the final two properties may have other repercussions: difficulties in crossing the bacterial cell envelope also would imply that the drug may not penetrate the bacteria in the first place, and a large amount of nonspecific binding sites make higher drug concentrations necessary. Our model attributes the inoculum effect to the depletion of antibiotic molecules that occurs as they are bound to a large number of target molecules. We predict that the degree to which antibiotics lose their efficacy with changing bacterial concentrations depends on the strength of drug-target binding, and we were able to verify this theoretical prediction experimentally. Moreover, our model makes highly accurate predictions regarding antibiotic efficacy (R 2 = 0.86) even when calibrated and tested in very different experimental systems. On the basis of this model, we would predict that for antibiotics that bind their target very tightly, dose levels should be adjusted to the expected bacterial load in the target tissue.
A very large number of biological mechanisms underlying persistence have been described, but the nature and causes of persistence remain controversial (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) . Commonly observed nonlinear patterns . The effective drug concentration in extracellular lining fluid was obtained from (52) . The MIC for rifampicin in drug-susceptible strains was assumed to be 0.1 mg/liter (62) . The available drug concentration was assumed to follow a normal distribution with a 22.5% SD (53).
of bacterial killing have been cited as evidence of a distinct subpopulation of persister cells in bacterial populations. However, our model leads us to conclude that a decline of bacterial killing over time is expected even in the absence of special subpopulations, at least within a certain range of drug concentrations. This only requires small cell-to-cell variation in target molecules, drug concentration, or molecules involved up-or downstream of drug-target binding, which is almost certain to be present.
Here, we distinguish between two types of nonlinear bacterial killing: (i) concentration-dependent persistence, where higher doses reduce the numbers of bacteria that are killed more slowly, and (ii) concentrationindependent persistence, where the time-kill curves converge at the end of the experiment and the bacterial population declines at the same slow rate independent of antibiotic dosage. When the main source of variance comes from reaction partners directly involved in drug-target binding, our model predicts concentration-dependent persistence. This would arise if the number of target molecules varies, as we show with published data for ribosomes (42) . The same pattern would also result from variation in the local concentration of drugs, which we would expect in patients on treatment or when there is heterogeneity in drug uptake or permeability in the bacterial population. Models for persistence that rely on distinct subpopulations of cells cannot easily explain concentration-dependent persistence, which we have observed both in in vitro and in clinical data.
Although concentration-independent persistence is compatible with previous explanations and theoretical models of persistence, our model also offers an alternative explanation for this phenomenon. If there is strong variance in molecules up-or downstream of drug-target binding, we expect concentration-independent persistence.
Our aim here is not to disprove well-established mechanisms of persister formation (23-35, 56, 57) but to caution against the assumption that multiphasic kill curves provide evidence of distinct subpopulations of bacterial cells. It has recently been suggested that many different mechanisms rather than a single common one can lead to bacterial persistence and that therefore the generation of persisters is a generic feature of bacteria challenged with antibiotics (29) . Our work supports this view in that it subsumes a large variety of mechanisms under the single concept of variance in cellular susceptibility, for example, by variance in intracellular molecule content. If any of the previously reported mechanisms increases the variance in the intracellular concentration of any molecule involved in antibiotic-mediated killing, more persistence would result. If, for example, the downstream mechanisms of antibiotic action are cell cycle-dependent and therefore susceptibility is dependent on active replication, our model would predict that a greater variance in replication rates would lead to increased persistence. Thus, our results are in concordance with the seminal paper by Balaban et al. (23) .
Here, we have shown that even small variance in the number of targets, downstream effectors, and/or cellular susceptibility is sufficient to explain a multiphasic kill curve from a conceptual point of view and should thus be the expected response of bacterial populations upon exposure to finite quantities of antibiotic molecules. This prediction is testable experimentally by quantifying the distribution of intracellular molecular content in a bacterial population, as has been done before (31) . We have analyzed published data from clinical trials in tuberculosis patients and find concentration-dependent persistence when following bacterial load in patients' sputum, which is consistent with our theoretical framework. Our work has direct implications for antibiotic therapy, as we predict that higher antibiotic doses, increasing drug-target affinity, or the concentration of metabolites involved in drug action might aid in reducing persistence and thereby allowing for shortened antibiotic treatment courses. Recent work has shown that variance in intracellular molecule content contributes to persistence for cancer cells challenged with chemotherapeutic agents (58), a finding that is consistent with the results we report here.
Together, our reaction-kinetic model replicates complex patterns of antibiotic action that have typically been attributed to disparate biological mechanisms. This simple model successfully predicted antibiotic efficacy across different systems and made testable qualitative predictions that we subsequently verified experimentally. Our model may therefore offer a useful platform to generate new insights into the formulation of rational strategies not only for antibiotic use but also for cancer chemotherapy.
MATERIALS AND METHODS
A full description of the experimental methods and the mathematical modeling framework can be found in Supplementary Materials and Methods; a brief summary is given in the following.
Experimental methods
The specific details of the microfluidic system used in this study have been described previously (36) . E. coli MG1655 cells were grown in a flow of medium. After a brief baseline growth period without antibiotics, an antibiotic was added to the medium, followed by an antibiotic-free incubation time. Phase-contrast micrographs were acquired from different fields of view, and cell size as well as division rates were analyzed with the MMJ plugin for ImageJ. Time-kill curves based on CFU of E. coli MG1655 were performed in biologically independent triplicates as described previously (11, 59) . For assessing the inoculum effect, bacterial growth was followed by turbidity measurements at 600 nm in microtiter plates. Antibiotic concentrations were chosen such that the highest concentration did not clear all bacterial densities and the lowest suppressed at least the lowest density.
Mathematical model
Our mathematical model describes both the reaction between antibiotic and target molecules and the effects of this reaction on bacterial growth and death (Fig. 8, fig. S8 , Materials and Methods, and Supplementary Materials and Methods). The central principle underlying this model is is the drug-target complex, B is the number of living bacteria, and K is the carrying capacity (Fig. 8B) . We assume that bacteria have a set number of target molecules that may vary between individual bacterial cells. We investigated several mechanisms that underlie bacterial killing and growth suppression (Fig. 8C) . In the simplest case, we ignore downstream processes and only describe antibiotic and target molecules: A þ T⇌ k f kr AT , with k f and k r (0 in the case of irreversible reactions) the association and dissociation rates, respectively. If the target is intracellular, the antibiotic must first reach the target location, which we simplify in a single diffusion rate, p (Fig. 8A) . Variables and parameters of the model are explained in table S4.
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