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Kapitel 1
Motivation und
Problemstellung
In dieser Arbeit wird das Problem der Fla¨chenrekonstruktion analy-
tisch betrachtet. Im Gegensatz zu ingenieurwissenschaftlichen Lo¨sungs-
wegen wird in dieser Arbeit ein mathematischer Ansatz verfolgt, um
die aktuellen Schwierigkeiten, die in der Praxis entstehen, zu lo¨sen.
Der Fla¨chenrekonstruktion kommt im Maschinenbau eine große
Bedeutung zu. Wa¨hrend der Entwicklungsphase eines Produktes wird
oft mit Prototypen und konkreten Modellen gearbeitet, deren Ober-
fla¨chenform sich im Verlauf dieses Prozesses sta¨ndig a¨ndert. Da es
sich meistens um Unikate handelt, ist es oft wu¨nschenswert, die Zwi-
schenstufen dieser Entwicklung in rechnerada¨quater Form zu spei-
chern, um gegebenenfalls auf ein vorheriges Profil zuru¨ckgreifen zu
ko¨nnen. Andere mo¨gliche Anwendungen sind unter anderem das Du-
plizieren von Werkstu¨cken oder die Kontrolle der Abweichungen eines
gegebenen Werkstu¨ckes von den vorgeschriebenen Parametern.
Die Abbildung einer physischen Fla¨chenform in eine CAD-kompa-
tible Darstellung basierend auf diskreten Punktmengen wird als
Fla¨chenrekonstruktion (reverse engineering) bezeichnet, [5] S.3. Im
Maschinenbau werden die Werkstu¨cke meistens in Form von CAD-
Modellen konzipiert, anhand derer die Fra¨smaschinen programmiert
werden ko¨nnen, um das entsprechende Teil zu realisieren. Reverse en-
gineering bezeichnet genau den umgekehrten Prozess: Ausgehend von
einem Werkstu¨ck wird eine passende CAD-Darstellung gesucht, wel-
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che einerseits kompakt sein soll, andererseits jedoch die reale Fla¨che
genau und detailgetreu nachbilden soll.
Ausgangspunkt der Fla¨chenrekonstruktion ist eine Menge von ge-
messenen Punkten auf der Oberfla¨che des Objektes, deren Koordi-
naten durch Bewegung eines kugelfo¨rmigen Rubinsensors auf a¨quidi-
stanten Niveaulinien berechnet werden. Die Koordinaten der Punkte
werden durch dieses Verfahren sehr genau erfasst. In der Praxis be-
tra¨gt der Abstand zwischen den gemessenen Linien Bruchteile von
Millimetern. Ein Beispiel einer solchen Punktemenge ist in Abbil-
dung 1.1 dargestellt.
Abbildung 1.1: Digitalisierung eines Motorkolbens
Im Hinblick auf die erwa¨hnten Anwendungen im technischen Be-
reich (CAD-Modelle) ist das Ziel eine Darstellung der Fla¨che durch
Tensorprodukt-Splines, basierend auf mo¨glichst wenig Knoten, die
aber eine mo¨glichst genaue Approximation der gemessenen Punk-
temenge realisiert. Diese zwei Forderungen stehen im Widerspruch
zueinander. Der Begriff “gute Approximation” ist in dieser Situation
problematisch. Zum Einen gibt es keine universellen Qualita¨tsmerk-
male der Rekonstruktion. Die Bewertung von Abweichungen, Rau-
heit und Details, die reproduziert werden mu¨ssen, ha¨ngt sehr stark
vom Problem ab. Das Verfahren kann z.B. auf die Rekonstruktion
von Werkstu¨cken, die Analyse von Oberfla¨chen, auf digitale Speiche-
rung von Fla¨chen, usw. angewendet werden. Es wird deutlich, dass
viele Anforderungen existieren, daher kann es kein einheitlicher Be-
griff “gute Approximation” geben. Eine zu hohe Genauigkeit in der
Anna¨herung an die einzelnen Punkte kann die analytische Darstel-
lung zu sehr starken Oszillationen zwischen den Punkten zwingen.
Diese ko¨nnen durch die Anforderung an die Glattheit ausbalanciert
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werden. Eine zu starke Gla¨ttung wu¨rde jedoch auf Kosten mancher
Details des Objektes erfolgen, die durch die dargestellte Fla¨che nicht
mehr richtig reproduziert werden wu¨rden. Die Gu¨te der Approxima-
tion ist also sehr stark kontextabha¨ngig. Da die Anzahl der gemesse-
nen Punkte in der Praxis sehr groß ist, zwischen 30.000-200.000, ist
es zuna¨chst erforderlich, eine geeignete Auswahl der Punkte zu tref-
fen, um die modellspezifische Redundanz zu minimieren. Diese wird
in [5], S.34, definiert als “Zahl der Mengen der Punkte, die durch
Approximation mit einem oder einer Menge vorgegebener Fla¨chen-
modelle keinen wesentlichen Beitrag zur eindeutigen Festlegung der
Fla¨chenstruktur leisten”. Mit anderen Worten, es sollen nur diejeni-
gen Punkte ausgewa¨hlt werden, die relevante Informationen u¨ber die
Struktur der Fla¨che liefern ko¨nnen. Die bisher angewandten Metho-
den, z.B. das TDV-Verfahren (tangentiales Distanzschrittverfahren),
sind jedoch eher intuitiv als analytisch begru¨ndet.
Das Ziel dieser Arbeit ist es also, eine flexible und zuverla¨ssige
Methode fu¨r die beschriebene Problematik zu entwickeln, welche fu¨r
verschiedene Anforderungen einsetzbar ist. Die wichtigsten analyti-
schen Werkzeuge dieses Verfahrens sind die Wavelets und der Raum
der BMO−1-Funktionen.
Wavelets sind Familien von Funktionen, die durch Dilatationen
und Translationen einer sogenannten Mutter-Wavelet entstehen. Sie
ermo¨glichen die Zerlegung eines Signals in elementare Bausteine, die
sowohl in der Zeit als auch in der Frequenz definiert sind. Diese Ei-
genschaft, zusammen mit der Orthogonalita¨t der Waveletfunktionen
fu¨hrt dazu, dass Wavelets auch in der harmonischen Analysis eine be-
deutende Rolle spielen. Man kann verschiedene Funktionenra¨ume, wie
z.B. die Klassen der Triebel-Lizorkin Ra¨ume und der Besov-Ra¨ume
(welche die meisten u¨blichen Ra¨ume wie Sobolev-Ra¨ume, Hardy-
Ra¨ume und BMO enthalten), mit Hilfe abza¨hlbar vieler Wavelet-
koeffizenten cλ = 〈f, ψλ〉 charakterisieren. Speziell wird hier fu¨r den
Raum BMO−1 (bestehend aus verallgemeinerten Divergenzen von
BMO-Vektorfeldern) eine solche Charakterisierung hergeleitet.
Der Raum BMO−1 wird in einigen Anwendungen der Analysis
und in der Bildverarbeitung dazu benutzt, um Texturen oder schnell
oszillierende Muster zu modellieren, vgl. [3]. Man ist bestrebt, ein Si-
gnal (Bild) f als eine Summe u+v darzustellen, wobei u die Objekte
(Strukturen) aus dem Bild modellieren soll, wa¨hrend v fu¨r die Tex-
turen und das Rauschen steht. Dies wird realisiert, indem die Norm
‖u‖B in einem geeigneten Banachraum B beschra¨nkt ist, wa¨hrend ei-
ne andere Norm ‖v‖∗ “klein” sein soll, um den stark oszillierenden
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Charakter der v-Komponente auszudru¨cken.
Im Unterschied zur Bildverarbeitung sind die Funktionen (Fla¨chen),
die bei der Fla¨chenrekonstruktion auftreten, in der Regel stetig, oft
glatt. Der wichtigste Unterschied zwischen der hier pra¨sentierten An-
wendung und der Problematik der Bildverarbeitung ist jedoch die
Forderung nach einer viel ho¨heren Genauigkeit in der Approxima-
tion der Funktion. Wenn wir eine Fla¨che als Graph einer Funktion
betrachten, entha¨lt der sogenannte BMO−1-Koeffizient im Punkt x
Informationen u¨ber die lokale Struktur der Fla¨che in der Umgebung
des Punktes (x, f(x)). Dieser wird erhalten durch eine gewichtete
Mittelung der Waveletkoeffizienten cλ = 〈f, ψλ〉 entsprechend der
Waveletfunktionen ψλ, die um diesen Punkt lokalisiert sind. Große
BMO−1-Koeffizienten weisen auf “Strukturen” auf der Oberfla¨che
hin, wa¨hrend kleine Werte auf flache Stellen oder auf schnell oszillie-
rende Werte der Funktion (welche z.B. auf Rauheiten der Oberfla¨che
zuru¨ckzufu¨hren sind) hinweisen. Diese Koeffizienten liefern Informa-
tionen u¨ber die ganze Oberfla¨che, auch dort, wo die Waveletkoef-
fizienten klein sind. Die Gro¨ße des BMO−1-Koeffizienten in einem
Punkt wird also eine bedeutende Rolle spielen bei der Entscheidung,
ob dieser Punkt gewa¨hlt wird oder nicht.
Im ersten Teil der Arbeit werden alle theoretischen Begriffe erla¨utert,
die zur Herleitung der Formel fu¨r die Berechnung der BMO−1-Koeffi-
zienten notwendig sind: Wavelets, Hardy-Ra¨ume, BMO (der in die
Definition vonBMO−1 eingeht) und schließlich Triebel-Lizorkin Ra¨ume,
aus deren Little-wood-Paley Charakterisierung in [15] hier eine Cha-
rakterisierung mit Hilfe der Wavelets hergeleitet wird. Der Raum
BMO−1 wird mit einem Raum dieser Familie identifiziert und somit
eine Waveletcharakterisierung dieses Raumes entwickelt.
Im zweiten Teil der Arbeit wird die eigentliche Methode zur Punk-
tereduktion und Fla¨chenrekonstruktion dargestellt. Ausgehend von
einer großen Punktemenge, gemessen auf einer (unbekannten) Ober-
fla¨che, erfolgt eine analytische Darstellung der Fla¨che, die auf mo¨glichst
wenigen Parametern (Knoten, Koeffizienten) basiert. Zuna¨chst wird
eine Interpolation der Fla¨che in den Punkten eines regula¨ren Git-
ters ausgewertet. Somit kann man eine diskrete Waveletzerlegung
durchfu¨hren und die BMO−1-Koeffizienten in jedem Gitterpunkt be-
rechnen. Dies hat zum Ziel, die Fla¨che gema¨ß der Gro¨ßenordnung der
BMO−1-Koeffizienten in Bereiche aufzuteilen, in denen dann die ge-
gebenen Punkte mehr oder weniger ausgedu¨nnt werden. Durch A¨nde-
rung gewisser threshold-Parameter ko¨nnen die entstandenen Bereiche
gea¨ndert werden, um somit die Punktedichten sta¨rker an die Struk-
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turen der Fla¨che anzupassen. Zu den ausgewa¨hlten Punkten werden
zusa¨tzlich auch die entsprechenden BMO−1-Koeffizienten u¨bertra-
gen, da sie im spa¨teren Verlauf, bei der Berechnung der Gewichte der
Spline-Rekonstruktion, mit einbezogen werden.
Als na¨chstes ist es erforderlich, anhand der reduzierten Punkte-
menge eine Spline-Fla¨che zu bestimmen, welche den urspru¨nglichen
Punktesatz so gut wie mo¨glich approximiert und auch gewisse An-
forderungen an die Glattheit erfu¨llt. In der Approximationstheorie
wird dieses Problem als surface fitting (Fla¨chenanpassung) bezeich-
net. Die wie oben beschrieben ausgewa¨hlten Punkte (eine Teilmen-
ge der urspru¨nglich gemessenen Punkte) bilden eine unstrukturierte
Punktemenge in R3. In diesem Fall ist die Fla¨chenanpassung mit Hilfe
von Spline-Funktionen ein nichttriviales Problem der Approximati-
onstheorie und wird u.a. in [7], [8] und [9] behandelt. Im Unterschied
zum eindimensionalen Fall oder zu der Situation, in welcher den gege-
benen Punkten ein Gitter zugrunde liegt, gibt es hier kein Analogon
der Schoenberg-Whitney Bedingung, die die eindeutige Lo¨sbarkeit
des least-squares Problems gewa¨hrleistet. Das System, welches die
Koeffizienten einer approximierenden least-squares Spline-Funktion
liefern soll, ist in dieser Situation oft rangdefizient. Auch wenn man
eine spezielle Lo¨sung auswa¨hlt (z.B. mit minimaler Norm), hat die
rekonstruierte Fla¨che einen ’rauen’ Aspekt und weist oft starke Os-
zillationen zwischen den Punkten auf.
Unter diesen Umsta¨nden ist eine Gla¨ttung erforderlich, die die
erwa¨hnten Probleme der Nichteindeutigkeit und Rauheit behebt. Das
Ziel ist es, unter vorgegebenen Genauigkeits- und Glattheitsanforde-
rungen eine Darstellung der Fla¨che mit Hilfe von Tensorprodukt-
Splines mit mo¨glichst wenig Knoten zu erreichen. Das Problem wird
zuna¨chst fu¨r eine gegebene Knotenmenge als ein Minimierungspro-
blem formuliert und gelo¨st. Es wird entweder eine geeignete Glatt-
heitsnorm minimiert mit der Forderung, dass der quadratische Fehler
unter einer vorgegebenen Schranke liegt, oder eine lineare Kombinati-
on aus dem quadratischen Fehler und der Glattheitsnorm verwendet.
Um eine passende Knotenmenge zu finden, wird eine adaptive
Strategie verwendet. Die Knoten werden sukzessive gewa¨hlt mit dem
Ziel, den quadratischen Fehler zu minimieren. Die Gewichte, welche
in die Berechnung dieses Fehlers eingehen, kann man in Abha¨ngigkeit
von den BMO−1-Koeffizienten wa¨hlen, und zwar invers proportional.
Dies gewa¨hrleistet bereits bei der least-squares Approximation eine
lokale Gla¨ttung an den problematischen Stellen der Fla¨che, ohne die
Details (Kanten) zu zersto¨ren.
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Schließlich werden einige Anwendungen vorgestellt. Zuna¨chst wird
das Verfahren anhand eines ku¨nstlich generierten Objekts getestet. Es
handelt sich um einen Kegelstumpf, auf dem eine Halbkugel liegt. Die
Koordinaten dieses Testobjektes wurden analytisch berechnet, und
die Schritte des Algorithmus sind einzeln dargestellt: die Punktere-
duktion mit analytischer Begru¨ndung und die Splinerekonstruktion
mit adaptiver Knotenplatzierung. Anhand dieses Testobjektes erfolgt
dann auch eine Diskussion der Gla¨ttung und deren Konsequenzen
(z.B. die Existenz eventueller Texturen). Anschließend werden einige
praktische Beispiele berechnet. Beim ersten Beispiel handelt es sich
um die Rekonstruktion eines Motorkolbens, dessen Koordinaten in
Abbildung 1.1 dieses Kapitels dargestellt wurden. Dieses Beispiel ist
interessant fu¨r unser Vorhaben, da es sowohl sehr glatte Bereiche auf-
weist als auch den ’Kamm’, der nicht auf einer geraden Linie verla¨uft
und eher einer schiefen Kante entspricht, und nicht zuletzt an stei-
le Kanten angrenzende raue Bereiche. Als ein weiteres Beispiel wird
der ’Dom’ aus Abbildung 4.10 (S. 68) pra¨sentiert. Es handelt sich um
ein wesentlich gro¨ßeres Objekt( ca. 200.000 urspru¨nglich gemessene
Punkte, im Vergleich zu ca. 35.000 urspru¨nglich gemessenen Punkten
beim ersten praktischen Beispiel). Der Dom hat sehr steile Bereiche
und scharfe Kanten und Rillen.
Der hier vorgestellte Algorithmus reagiert flexibel auf alle An-
forderungen und ist auf alle Punktedaten des beschriebenen Typs
anwendbar. Durch Steuerung der threshold-Parameter kann man die
Einteilung der Fla¨che in Bereiche beeinflussen, und in jedem dieser
Bereiche kann man bei Bedarf die urspru¨nglich gemessenen Punkte
mehr oder weniger ausdu¨nnen, bis man eine optimale Rekonstruktion
erha¨lt.
Die erhaltene Spline-Fla¨che wird schließlich im IGES-Format
(Initial Graphics Exchange Specification) dargestellt, um mit den
ga¨ngigen CAD-Programmen kompatibel zu sein. Ein solches Format
eignet sich auch fu¨r die Weiterleitung dieser Daten an Fra¨smaschinen,
die dann das entsprechende Objekt herstellen ko¨nnen.
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Kapitel 2
Wavelets, BMO- und
BMO−1-Funktionen
In diesem Kapitel werden die Eigenschaften von Wavelets, des Raum-
es BMO(Rn) und des Raumes BMO−1(Rn) vorgestellt sowie die
Charakterisierung dieser Ra¨ume mit Hilfe von orthogonalen Basen
von Wavelets erla¨utert.
2.1 Wavelets
Wavelets sind eines der bedeutendsten mathematischen Hilfsmittel in
vielen Bereichen der Signalverarbeitung oder Bildverarbeitung, fin-
den aber oft Anwendungen auch innerhalb der Analysis. Wavelets
sind Funktionen mit lokalisiertem Tra¨ger und oszillatorischem Cha-
rakter. Sie werden durch Dilatationen und Translationen einer so-
genannten Mutter-Wavelet erhalten. Durch deren Charakteristiken
und Konstruktionsweise ergibt sich eine der wichtigsten Eigenschaf-
ten der Wavelets, die man in der Sprache der Signaltheorie wie folgt
darstellen kann: sie ermo¨glichen die Zerlegung eines Signals in Zeit
und Frequenz, im Unterschied zur Fouriertransformation, die eine
Frequenz-Zerlegung erzeugt, welche jedoch keinen lokalen Charakter
hat.
Mit Hilfe der Wavelets kann man eine sogenannte Multiresoluti-
onsanalyse eines Signals durchfu¨hren, d.h. das Signal wird entspre-
chend der Information die es entha¨lt, in verschiedene Resolutions-
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Skalen zerlegt. Einerseits wird gemittelt und diese Mittelung wird in
einer Basis mit Hilfe der sogenannten Skalierungsfunktionen darge-
stellt. Somit wird die Resolution grober, aber der dabei entstandene
Fehler wird beru¨cksichtigt, indem er in der Waveletbasis der entspre-
chenden Skala dargestellt wird. Diese Zerlegung ermo¨glicht die Able-
sung des Informationsgehaltes des Signals auf verschiedenen Niveaus,
aber gleichzeitig auch eine vollsta¨ndige Rekonstruktion des Signals.
Eine andere Anwendung der Multiresolutionsanalyse liegt im Be-
reich der Signalverarbeitung. Man kann dadurch in einen Abschnitt
eines Signals “hineinzoomen”, um z.B. die unno¨tigen Details zu ent-
fernen (entrauschen) oder um eine Kompression zu erreichen, indem
man nur noch diejenigen Waveletfunktionen fu¨r die Darstellung des
Signals beru¨cksichtigt, deren Koeffizienten oberhalb einer Grenze lie-
gen (thresholding).
Als Referenzen aus der umfangreichen Literatur zu diesem Thema
seien [10] [11] und [17] erwa¨hnt, aus denen die Elemente der Wavelet-
Theorie stammen, die in dieser Arbeit verwendet werden.
Die o.g. Eigenschaften der Wavelets -der lokalisierte (oft kom-
pakte) Tra¨ger und der oszillatorische Charakter- finden einen bedeu-
tenden Anwendungsbereich auch in der harmonischen Analysis, z.B.
in [2]. Hierauf basiert der theoretische Abschnitt dieser Arbeit. Des-
wegen werden im folgenden die grundlegenden Begriffe und Konzep-
te pra¨sentiert, welche zur Charakterisierung der Ra¨ume BMO und
BMO−1 mit Hilfe von Wavelets erforderlich bzw. in der praktischen
Implementierung der Wavelet-Transformation fu¨r unsere Anwendung
relevant sind.
2.1.1 Eindimensionale Wavelets
Sei f ∈ L2(R) und fˆ die Fouriertransformierte:
Ff = fˆ(ω) = 1√
2pi
Z +∞
−∞
f(x)e−ixωdx. (2.1)
Definition 1 Eine Funktion ψ ∈ L2(R), welche die Zula¨ssigkeitsbe-
dingung
0 < cψ := 2pi
Z
R
|ψˆ(ω)|2
|ω| dω <∞ (2.2)
erfu¨llt, heißt Wavelet.
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Die Wavelet-Transformierte einer Funktion f ∈ L2(R) zum Wa-
velet ψ ist durch
Lψf(a, b) =
1√
cψ
|a|−1/2
Z
R
f(x)ψ
„
x− b
a
«
dx, (2.3)
a > 0, b ∈ R definiert.
Die Zula¨ssigkeitsbedingung impliziert eine notwendige Bedingung,
damit eine Funktion ψ ∈ L1(R) einWavelet ist. Der Satz von Riemann-
Lebesgue besagt, dass die Fourier-Transformierte ψˆ stetig auf R ist.
Damit (2.2) erfu¨llt ist, muß also
0 = ψˆ(0) = (2pi)−1/2
Z
R
ψ(x)dx
gelten. Daher ist der Mittelwert einer Waveletfunktion (Moment der
Ordnung 0) immer gleich Null. Man kann auchWavelets konstruieren,
fu¨r welche die Momente beliebiger Ordnung:
Z
xmψ(x)dx verschwin-
den.
Beispiele:
(i) Haar-Wavelet
ψ(x) =
8<:
1 : 0 ≤ x < 1/2
−1 : 1/2 ≤ x ≤ 1
0 : sonst
(ii) Mexikanischer Hut
ψ(x) = − d
2
dx2
e−x
2/2 = (1− x2)e−x2/2.
(iii) Meyer-Wavelet
ψˆ(ω) =
1√
2pi
eiω/2(θ(ω) + θ(−ω))
mit
θ(ω) =
8<:
sin
`
pi
2
ν
`
3ω
2pi
− 1´´ fu¨r 2pi
3
≤ ω ≤ 4pi
3
cos
`
pi
2
ν
`
3ω
4pi
− 1´´ fu¨r 4pi
3
≤ ω ≤ 8pi
3
0 sonst
wobei ν : R→ [0, 1] eine glatte Funktion ist mit folgenden Eigenschaf-
ten: ν(ω) = 0 fu¨r ω ≤ 0, ν(ω) = 1 fu¨r ω ≥ 1 und ν(ω)+ν(1−ω) = 1.
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Zum Beispiel kann man ν(ω) = ω4(35 − 84ω + 70ω2 − 20ω3) fu¨r
ω ∈ [0, 1] nehmen.
Das Meyer-Wavelet ist unendlich oft differenzierbar und besitzt
zudem die Eigenschaft
P
j∈Z |ψˆ(2jω)|2 = 1/2pi, vgl.[11], S.100. Die
Eigenschaften der Fouriertransformierten des Meyer-Wavelets erlau-
ben es, eine Wavelet-Ortho-normalbasis von L2(Rn) zu konstruie-
ren, welche im Rahmen der Littlewood-Paley Charakterisierung der
Triebel-Lizorkin Ra¨ume genau passt. Die Orthogonalita¨t der Wave-
lets hebt jedoch diese Funktionenfamilie aus den anderenWahlmo¨glich-
keiten hervor. Somit kann man eine Beschreibung der Triebel-Lizorkin
Ra¨ume (welche als Spezialfa¨lle den Hardy-Raum H1 und die Ra¨ume
BMO und BMO−1 enthalten) mit Hilfe der Wavelets erreichen. Auf
diese Aspekte wird in dieser Arbeit ausfu¨hrlicher eingegangen.
Die kontinuierliche Wavelet-Transformation (2.3) liefert Informa-
tionen u¨ber das Signal f , lokalisiert um den Punkt x = b. Der Pa-
rameter a steuert dabei die Gro¨ße des Einflußbereiches: fu¨r a → 0
“zoomt” die Wavelet-Transformation immer scha¨rfer auf x = b.
In vielen Anwendungen, wie z.B. bei der Multiresolutionsanalyse,
ist man jedoch daran interessiert, diskrete Werte fu¨r die Parameter a
und b zu betrachten. Dabei ist man bestrebt, die Details einer Funk-
tion auf einer diskreten Hierarchie von Skalen zu erfassen. Die Un-
terra¨ume, welche den verschiedenen Skalen entsprechen, besitzen Ba-
sen, die mit Hilfe einer Skalierungsfunktion konstruiert sind, wa¨hrend
das orthogonale Komplement eines Raumes im na¨chsten Element die-
ser Hierarchie durch eine Wavelet-Basis aufgespannt wird.
Definition 2 Eine Multiresolutionsanalyse von L2(R) ist eine auf-
steigende Folge abgeschlossener Unterra¨ume {0} ⊂ . . . Vj ⊂ Vj−1 ⊂
· · · ⊂ L2(R), j ∈ Z, mit folgenden Eigenschaften:
[
j∈Z
Vj = L
2(R) (2.4)
\
j∈Z
Vj = {0} (2.5)
f(·) ∈ Vj ⇔ f(2j ·) ∈ V0 (2.6)
Es existiert eine Skalierungsfunktion φ ∈ V0, so dass deren ganzzah-
lige Translate eine Riesz-Basis von V0 erzeugen, d.h.
V0 = span{φ(· − k)|k ∈ Z} (2.7)
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und es existieren Konstanten A und B, so dass
A
X
k∈Z
|ck|2 ≤
‚‚X
k∈Z
ckφ(· − k)
‚‚2
L2
≤ B
X
k∈Z
|ck|2 (2.8)
fu¨r alle Folgen {ck}k∈Z ∈ l2(Z).
Das folgende Resultat gibt eine notwendige und hinreichende Be-
dingung an die Skalierungsfunktion φ an, fu¨r welche diese eine Or-
thonormalbasis von V0 erzeugt.
Lemma 1 Fu¨r φ ∈ L2(R) ist {φ(· − k)|k ∈ Z} ein orthonormales
System genau dann, wennX
k∈Z
|φˆ(ω + 2kpi)|2 = 1
2pi
(2.9)
fast u¨berall gilt.
Beweis. “⇒” Angenommen fu¨r alle n ∈ Z gilt
〈φ(· −m), φ(· − n)〉 = δmn.
Somit folgt:
δ0n = 〈φ(·), φ(· − n)〉 = 〈φˆ(·), φˆ(·)e−in·〉
=
Z
R
|φˆ(ω)|2einωdω
=
Z 2pi
0
X
k∈Z
|φˆ(ω + 2kpi)|2einωdω (2.10)
wobei der U¨bergang zur letzten Gleichung auf dem Satz von der
monotonen Konvergenz beruht. Der n-te Fourierkoeffizient der 2pi-
periodischen Funktion
P
k∈Z |φˆ(ω+2kpi)|2 ist also δ0n. Dies impliziert
die Beziehung (2.9).
“⇐” Falls (2.9) erfu¨llt ist, so gilt:
δ0n =
1
2pi
Z 2pi
0
einωdω =
Z 2pi
0
X
k∈Z
|φˆ(ω+2kpi)|2einωdω = 〈φ(·), φ(·−n)〉
Nach einer Translation folgt dann auch:
〈φ(· −m), φ(· − n)〉 = δmn
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fu¨r alle m,n ∈ Z.

Die Ra¨ume Vj sind skalierte Versionen des Grundraumes V0, der
durch Translationen der Skalierungsfunktion φ aufgespannt wird. Aus
(2.6), (2.7) und (2.8) folgen unmittelbar einige Eigenschaften dieser
skalierten Ra¨ume:
Der Raum Vj wird von den Funktionen
φj,k(x) = 2
−j/2φ(2−jx− k), (2.11)
k ∈ Z aufgespannt. Es gilt auch ‖φj,k‖L2 = ‖φ‖L2 .
V0 ist translationsinvariant, im Sinne dass
f ∈ V0 ⇔ f(· − k) ∈ V0
fu¨r k ∈ Z. Somit gilt auch
f ∈ Vj ⇔ f(· − 2jk) ∈ Vj
fu¨r k ∈ Z.
Die orthogonale Projektion Pjf einer L
2-Funktion f auf dem
Raum Vj wird auch als Darstellung von f auf der “Skala” Vj inter-
pretiert, und entha¨lt alle “Details” von f bis zur Gro¨ße 2j . Je gro¨ßer
j, desto grober ist die Resolution, in der die Funktion f dargestellt
wird. Der U¨bergang vom Raum Vj−1 zum Raum Vj , d.h. von der Pro-
jektion Pj−1f zur Pjf , ist also eine Mittelung, eine Darstellung der
glatten, niederfrequenten Anteile von Pj−1f in der Basis des Raumes
Vj . Die rauen, hochfrequenten Anteile von Pj−1f , genannt “Details”,
geho¨ren zum OrthogonalkomplementWj , d.h. es gilt Vj−1 = Vj⊕Wj ,
Vj ⊥Wj .
Eine Orthonormalbasis des Raumes Wj besteht genau aus den
Wavelets
ψj,k = 2
−j/2ψ(2−jx− k) (2.12)
mit k ∈ Z, wobei sich diese Wavelets aus einer geeigneten Gleichung
mit Hilfe der Skalierungsfunktion φ konstruieren lassen.
Sei Qj die orthogonale Projektion von L
2(R) auf Wj , d.h.
Pj−1 = Qj + Pj .
Es gilt offensichtlich:
Vj =
M
i≥j+1
Wi (2.13)
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und damit
L2(R) =
M
i∈Z
Wi. (2.14)
Die Waveletfamilie {ψj,k}j,k∈Z bildet damit eine Orthonormalbasis
von L2(R).
Die Ra¨ume Wj erben die Skalierungseigenschaft (2.6) der Ra¨ume
Vj :
f ∈Wj ⇔ f(2j ·) ∈W0.
Aus (2.13) und (2.14) folgt, dass eine Funktion f ∈ L2(R) wie folgt
zerlegt werden kann:
f =
X
i∈Z
Qif =
X
i≥j+1
Qif +
X
i≤j
Qif
= Pjf +
X
i≤j
Qif. (2.15)
Dies entspricht einer Projektion des Signals f auf die Skala Vj . Der
verbleibende Rest aus dem Hochfrequenzenbereich wird in seine An-
teile in verschiedenen Frequenzba¨ndern Qif , i ≤ j aufgeteilt. Dabei
entha¨lt Qif nur die Details, die Pi−1f von Pif unterscheiden, d.h.
Qi = Pi − Pi−1.
Das folgende Theorem beinhaltet die Konstruktion der Wavelets,
die einer Multiresolutionsanalyse mit gegebener Skalierungsfunktion
entsprechen.
Theorem 1 Fu¨r die Skalierungsfunktion φ existiert eine Folge {hk}k∈Z
reeller Zahlen mit
φ(x) =
√
2
X
k∈Z
hkφ(2x− k) (2.16)
(Skalierungsgleichung).
Falls die Funktionen φ(· − k), k ∈ Z eine Orthonormalbasis von
V0 bilden, so besitzt die Funktion ψ ∈ V−1, definiert durch
ψ(x) =
√
2
X
k∈Z
(−1)kh1−kφ(2x− k) =
X
k∈Z
(−1)kh1−kφ−1,k(x) (2.17)
folgende Eigenschaften:
(i) {ψj,k(·) = 2−j/2ψ(2−j · −k)|k ∈ Z} ist eine Orthonormalbasis
fu¨r Wj.
(ii) {ψj,k}j,k∈Z ist eine Orthonormalbasis fu¨r L2(R).
(iii) ψ ist ein Wavelet mit cψ = 2pi
Z
R
|ω|−1|ψˆ(ω)|2dω = 2 ln 2.
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Zum Beweis des Satzes wird auf [11], S. 122-123, verwiesen.
Bemerkung: Ein Resultat von Daubechies ermo¨glicht, fu¨r jede
gegebene Anzahl r von verschwindenden Momenten:
Z
R
xαψ(x)dx = 0
fu¨r α ≤ r Wavelets mit kompaktem Tra¨ger von minimaler La¨nge zu
konstruieren. Zur Bestimmung der entsprechenden Koeffizienten der
Skalierungsgleichung werden trigonometrische Polynome eingesetzt.
Hierbei wird auf [17] oder [10], S. 249-254 verwiesen. Zum Beispiel
erfu¨llen die Filterkoeffizienten {hk} im Falle der Daubechies ’db-2’
-Wavelets das Gleichungssystem:
h20 + h
2
1 + h
2
2 + h
2
3 = 1
h1h0 + h2h1 + h3h2 = 9/16
h2h0 + h3h1 = 0
h3h0 = −1/16
Alle anderen hk sind in diesem Fall gleich Null, s. [11], S.169.
Bemerkung: Das Verschwinden der Momente
Z
R
xαψ(x)dx = 0
fu¨r α ≤ r impliziert, dass die Wavelets orthogonal zu Polynomen des
Grades ≤ r sind. Die Waveletkoeffizienten 〈f, ψj,k〉 sind also klein an
den Stellen, an denen die Funktion f gut durch solche Polynome ap-
proximierbar ist. Große Waveletkoeffizienten in der Umgebung eines
Punktes deuten entweder auf Singularita¨ten hin, z.B. Unstetigkeiten
oder Nicht-Differenzierbarkeit, oder auf große Werte der Ableitung.
2.1.2 Die schnelle Wavelet-Transformation
Im folgenden wird der Algorithmus zur Berechnung der diskreten
Wavelet-Transformation vorgestellt.
Gegeben sei eine Funktion f ∈ V0, d.h. aus dem Grundraum der
Multiresolutionsanalyse zu der Skalierungsfunktion φ. Es gilt also die
Darstellung
f(x) =
X
k∈Z
c0kφ(x− k)
mit der Koeffizientenfolge c0 = {c0k}k∈Z ∈ `2(Z). Mit der entsprechen-
den Wavelet-Funktion ψ bildet {ψj,k = 2−j/2ψ(2−j · −k)| k, j ∈ Z}
eine Orthonormalbasis von L2(R).
Das Ziel der schnellen Wavelet-Transformation ist die Berech-
nung der Waveletkoeffizienten 〈f, ψj,k〉, j ∈ N, k ∈ Z, wobei 〈·, ·〉 das
Skalarprodukt in L2(R) bezeichnet.
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Wir fu¨hren zuna¨chst folgende Notationen ein:
cjk = 〈f, φj,k〉, cj = {cjk}k∈Z ∈ `2(Z) (2.18)
djk = 〈f, ψj,k〉, dj = {djk}k∈Z ∈ `2(Z) (2.19)
Mit den Skalierungsgleichungen (2.16) und (2.17) und mit gi =
(−1)ih1−i erhalten wir:
cjk =
X
i∈Z
hi〈f, φj−1,2k+i〉 =
X
i∈Z
hi−2kc
j−1
i (2.20)
djk =
X
i∈Z
gi〈f, φj−1,2k+i〉 =
X
i∈Z
gi−2kc
j−1
i (2.21)
Aus dieser Rekursion wird der Algorithmus fu¨r die Berechnung der
Approximationskoeffizienten cj und der Detailkoeffizienten dj auf
dem Niveau j hergeleitet, der von einer Darstellung aus dem Grund-
raum V0 ausgeht.
Auf dem Folgenraum `2(Z) definieren wir die Operatoren H und
G durch:
Hc = c ∗2 h :=
˘
(Hc)k =
X
i∈Z
hi−2kci
¯
(2.22)
Gc = c ∗2 g :=
˘
(Gc)k =
X
i∈Z
gi−2kci
¯
(2.23)
fu¨r alle Folgen c ∈ `2(Z). Das Symbol ∗2 deutet auf eine Analogie
mit der u¨blichen Faltung c ∗h =Pi∈Z hk−ici hin. In der Sprache der
Signalverarbeitung bezeichnet ∗2 eine Faltung mit anschließendem
“Down-Sampling” um den Faktor 2.
Ausgehend von dem gegebenen Signal f , charakterisiert durch die
Koeffizientenfolge c0 = {ck}k∈Z, kann man eine Waveletzerlegung auf
M Skalen wie folgt durchfu¨hren:
Berechne fu¨r j = 1,M
cj = Hcj−1
dj = Gcj−1
Der Algorithmus der schnellen Wavelet-Transformation entpricht
also folgendem Schema:
c0
H−→ c1 H−→ c2 . . . cM−1 H−→ cM
↘G ↘G ↘G
d1 d2 . . . dM
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Das Ergebnis der Waveletzerlegung besteht aus den Approxima-
tionskoeffizienten cM auf der Skala M und den Detailkoeffizienten
auf allen Skalen dj , j = 1,M . Im Falle endlicher Folgen wird durch
das Down-Sampling die La¨nge der Koeffizientenfolgen cj in jedem
Schritt etwa halbiert, lediglich an den Ra¨ndern ko¨nnen zusa¨tzliche
Koeffizienten in Abha¨ngigkeit von den La¨ngen der Filter {hk} und
{gk} entstehen.
Ausgehend von cM und dj , j = 1,M , kann das urspu¨ngliche
Signal c0 konstruiert werden. Wir nehmen zuna¨chst an, dass die Zer-
legung auf einem Niveau durchgefu¨hrt wurde. Unter Verwendung der
Orthogonalita¨t der Zerlegung V0 = V1 ⊕W1 la¨sst sich c0 aus c1 und
d1 rekonstruieren. Wegen der Skalierungsgleichungen gilt:X
k∈Z
c0kφ0,k =
X
i∈Z
c1iφ1,i +
X
i∈Z
d1iψ1,j
=
X
i∈Z
c1i
X
`∈Z
h`φ0,2i+` +
X
i∈Z
d1i
X
`∈Z
g`φ0,2i+`.
Ein Koeffizientenvergleich ergibt:
c0k =
X
`∈Z
c1`hk−2` +
X
`∈Z
d1`gk−2`.
Nach dem gleichen Prinzip wird fu¨r j = 1,M die Koeffizientenfolge
cj−1 aus cj und dj rekonstruiert:
cj−1 = H∗cj +G∗dj
wobei H∗ und G∗ die adjungierten Operatoren zu H bzw G sind und
durch
H∗c :=
˘
(H∗c)k =
X
`∈Z
hk−2`c`
¯
(2.24)
G∗c :=
˘
(G∗c)k =
X
`∈Z
gk−2`c`
¯
(2.25)
definiert sind, s. [11] S. 134.
Die Rekonstruktion erfolgt nach folgendem Schema:
cM
H∗−→ cM−1 H∗−→ cM−2 . . . c1 H∗−→ c0
G∗
↗
G∗
↗
G∗
↗
dM dM−1 . . . d1
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In diesem Prozess wird die La¨nge der Folgen cj etwa verdoppelt.
Allerdings kann die La¨nge der Eingabefolge nicht exakt rekonstru-
iert werden, da bei dem Zerlegungsprozeß Folgen c0 unterschiedlicher
La¨ngen zu gleichlangen Folgen cj , dj fu¨hren ko¨nnen. Die rekonstru-
ierte Folge c0 entha¨lt eventuell einige zusa¨tzliche Nullen.
2.1.3 Wavelets in mehreren Dimensionen
Gegeben sei eine Familie von Wavelets, die eine Orthonormalbasis
in L2(R) bildet, mit Skalierungsfunktion φ und “Mutter-Wavelet” ψ,
welche folgende Regularita¨tseigenschaft erfu¨llen:
|∂αφ(x)| ≤ Cm(1 + |x|)−m (2.26)
|∂αψ(x)| ≤ Cm(1 + |x|)−m (2.27)
fu¨r allem ∈ N und alle Multiindizes α = (α1, . . . , αn) mit 0 ≤ |α| ≤ r,
wobei r ∈ N eine feste natu¨rliche Zahl ist. Diese Funktionen entspre-
chen einer sogenannten r-regula¨ren Multiresolutionsanalyse, [2], S.21.
Basierend auf dieser Familie kann eine orthonormale Wavelet-
basis fu¨r L2(Rn) nach folgender Tensorproduktmethode konstruiert
werden. Mit Q = {x ∈ R : 2jx − k ∈ [0, 1)n} fu¨r k ∈ Zn, j ∈ Z wird
der (halb-offene) dyadische Wu¨rfel mit Mittelpunkt 2−j−1(2k + 1)
und Kantenla¨nge 2−j bezeichnet. Sei weiterhin ε = (ε1, . . . , εn) mit
εi ∈ {0, 1}, wobei ε 6≡ 0.
Definiere
ψεQ(x) := 2
nj/2ψε1(2jx1 − k1) . . . ψεn(2jxn − kn) (2.28)
wobei ψ0 = φ und ψ1 = ψ. Man betrachtet also Produkte von eindi-
mensionalen Funktionen in jeder Variable, wobei mindestens ein Wa-
velet dabei sein muß. Dies wird durch die Bedingung ε 6≡ 0 erreicht,
welche die Produkte, die nur aus Dilationen und Translationen der
Skalierungsfunktion φ bestehen, ausschließt.
Die so konstruierte Familie {ψεQ} bildet eine Orthonormalbasis in
L2(Rn) und besitzt folgende Eigenschaften, vgl. [2], S.108:
• Regularita¨tsbedingung:
|DαψεQ| ≤ C2j|α|2nj/2 fu¨r α ∈ Nn0 , |α| ≤ r. (2.29)
• Momentbedingung:Z
Rn
xαψεQdx = 0 fu¨r |α| ≤ r. (2.30)
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Sei
Λ = {(Q, ε) : Q dyadischer Wu¨rfel, ε = (ε1, . . . , εn) mit εi ∈ {0, 1}, ε 6≡ 0}.
Die Elemente λ ∈ Λ kann man daher mit Punkten λ = 2−jk+2−j−1ε,
(k ∈ Zn, ε ∈ {0, 1}n, ε 6= 0) des dyadischen Wu¨rfels Q = Q(λ) =
{x ∈ R : 2jx − k ∈ [0, 1)n} identifizieren. Fu¨r ein dyadischer Wu¨rfel
Q bezeichne l(Q) dessen Kantenla¨nge. Diese Notationen vereinfachen
das Kalku¨l beim Einsatz dieser multidimensionalen Wavelets in der
Charakterisierung der BMO- und BMO−1-Funktionen.
Im Falle von Wavelets mit kompaktem Tra¨ger sei m ≥ 1, so dass
die Tra¨ger von ψ und φ in dem intervall m[0, 1] := [1/2−m/2, 1/2+
m/2] enthalten sind. Der Tra¨ger ψεQ ist damit im Wu¨rfel mQ ent-
halten, d.h. in dem Wu¨rfel mit demselben Mittelpunkt wie Q, aber
m-facher Kantenla¨nge.
2.1.4 Wavelet-Analyse diskreter Signale
Die Signale, die man in der Praxis antrifft, sind meistens Daten, die
als diskrete Punktemengen vorliegen, z.B. digitalisierte akustische Si-
gnale (1-dimensional) oder digitalisierte Bilder (2-dimensional).
Im eindimensionalen Fall sind also die diskretisierten Werte
sk = s(kh), k ∈ Z
gegeben. Um eine Wavelet-Transformation durchzufu¨hren, werden
die sk als Koeffizienten einer Funktion f˜ interpretiert:
f˜(t) =
X
k∈Z
skφ(h
−1t− k),
die nach einer Skalierungsfunktion φ entwickelt wurde. Falls φ die
Interpolationseigenschaft
φ(j) = δ0,j
besitzen wu¨rde, dann ha¨tten wir f˜(kh) = s(kh) = sk. Im allgemeinen
ist dies jedoch nicht richtig, es gilt aber
f˜(kh) = sk +O(h
α) fu¨r h→ 0
falls s ho¨lderstetig mit dem Exponent α ∈ (0, 1) ist, die Skalie-
rungsfunktion φ einen kompakten Tra¨ger besitzt und die GleichungP
k∈Z φ(x− k) = 1 fu¨r fast alle x ∈ R erfu¨llt, vgl.[11], S. 238.
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Mit der Substitution x = h−1t erhalten wir
f(x) = f˜(hx) =
X
k∈Z
skφ(x− k)
und f liegt somit im Raum V0 der Multiresolutionsanalyse zur Ska-
lierungsfunktion φ.
Nun kann die schnelle Wavelet-Transformation angewandt wer-
den. Mit c0 = {sk}k∈Z berechnet man
cm = Hcm−1, dm = Gcm−1,
also die Koeffizienten der Approximation und die Detailkoeffizienten
auf dem Niveau m, fu¨r m = 1,M .
Falls das Signal eine 2-dimensionale Struktur hat, z.B. ein di-
gitalisiertes Bild oder eine digitalisierte Oberfla¨che, liegen die Punk-
tedaten meist in Form einer Matrix c0 = {cij}ni,j=1 vor. Mit Hilfe der
Operatoren H und G werden folgende Operatoren, die auf Matrizen
angewandt werden ko¨nnen, definiert:
HZc :=
˘
(HZc)ij =
X
`∈Z
h`−2jci`
¯
(2.31)
HSc :=
˘
(HSc)ij =
X
`∈Z
h`−2ic`j
¯
(2.32)
GZc :=
˘
(GZc)ij =
X
`∈Z
g`−2jci`
¯
(2.33)
GSc :=
˘
(GSc)ij =
X
`∈Z
g`−2ic`j
¯
(2.34)
HZ bedeutet die Anwendung des Operators H auf die Zeilen der
Matrix c, wa¨hrend HS die Anwendung von H auf die Spalten der
Matrix darstellt. Die Operatoren GS und GZ haben eine analoge
Bedeutung.
Im ersten Schritt der 2-dimensionalen Waveletzerlegung erha¨lt
man also folgende Matrizen:
c1 = HSHZc
0, d1h = GSHZc
0, d2v = HSGZc
0, d1d = GSGZc
0
c1 entha¨lt die Approximationskoeffizienten auf der ersten Skala, wa¨hrend
d1h, d
1
v, d
1
d die Detailkoeffizienten (horizontal, vertikal und diagonal)
enthalten.
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Die Prozedur kann wiederholt werden durch eine rekursive An-
wendung auf die im vorherigen Schritt erhaltenen Approximations-
koeffizienten. Nach einer Zerlegung auf M Niveaus erha¨lt man so die
Approximationskoeffizienten cM auf der Skala M , sowie alle Detail-
koeffizienten djh, d
j
v, d
j
d, j = 1,M . Ausgehend von diesen Daten kann
auch hier, analog zum eindimensionalen Fall, das Originalsignal c0
rekonstruiert werden. Ein Beispiel fu¨r eine 2-dimensionale Wavelet-
zerlegung ist in Abbildung 2.1 dargestellt.
Abbildung 2.1: 2-Dimensionale Waveletzerlegung
Das Originalbild (oben links) wird auf zwei Skalen mit Hilfe der
Daubechies ’db5’ -Wavelets zerlegt (unten rechts). Die Zerlegung be-
steht aus der Matrix c2 (Approximiertes Bild auf der Skala 2) und
den Detailkoeffizienten d2h, d
2
v, d
2
d, d
1
h, d
1
v, d
1
d, d.h. die anderen Matri-
zen, welche horizontal, vertikal oder diagonal zu c2 auf den entspre-
chenden Skalen positioniert sind. Unten links ist das rekonstruierte
Bild dargestellt.
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2.2 Die Ra¨ume BMO(Rn) und BMO−1(Rn)
2.2.1 Der Raum BMO(Rn)
Der Raum der BMO-Funktionen auf Rn wird in der harmonischen
Analysis durch folgende Eigenschaft definiert:
‖f‖BMO := sup
B
„
1
|B|
Z
B
|f(x)− fB |dx
«
<∞ (2.35)
wobei f ∈ L1loc(Rn). B ist eine Kugel in Rn mit Volumen |B| und
fB = |B|−1
Z
B
f(x)dx bezeichnet den Mittelwert der Funktion f u¨ber
B. Der Name BMO kommt aus dem englischen ’bounded mean os-
cillation’, welches die Eigenschaft (2.35) ausdru¨ckt.
Bemerkung:Die obige “Norm” verschwindet fu¨r konstante Funk-
tionen. ‖·‖BMO wird also zur echten Norm nur, wenn man alle BMO-
Funktionen, die sich durch eine Konstante unterscheiden, miteinander
identifiziert.
Der Raum BMO dient oft auch als ’Ersatz’ fu¨r L∞. Beschra¨nkte
Funktionen sind offensichtlich Elemente aus BMO. Die Klasse der
BMO-Funktionen ist jedoch etwas ausgedehnter, ein Beispiel einer
unbeschra¨nkten BMO-Funktion ist f(x) = log |x|.
Die sharp-Funktion einer Funktion f ∈ L1loc(Rn) ist definiert
durch:
f ](x) = sup
B3x
1
|B|
Z
B
|f(y)− fB |dy (2.36)
wobei das Supremum u¨ber alle Kugeln B, die den Punkt x enthal-
ten, betrachtet wird. Es gilt offensichtlich: f ∈ BMO(Rn) ⇔ f ] ∈
L∞(Rn).
Lemma 2 Falls f, g ∈ BMO, so sind |f |,min(f, g),max(f, g) Ele-
mente aus BMO.
Beweis.Wegen 2min(f, g) = f+g−|f−g| bzw. 2max(f, g) = f+
g+ |f −g|, genu¨gt es zu zeigen, dass fu¨r f ∈ BMO auch |f | ∈ BMO.
Wegen ||f | − |fB || ≤ |f − fB | ist aber die Behauptung offensichtlich.

Die BMO-Funktionen erfu¨llen zusa¨tzliche Ungleichungen, welche
deren definierende Eigenschaft (2.35) verallgemeinern, vgl. [1], S.144.
Theorem 2 (Die John-Nirenberg Ungleichungen)
Die BMO-Funktionen f erfu¨llen folgende Ungleichungen:
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(i)
1
|B|
Z
B
|f(x)− fB |pdx ≤ cp‖f‖pBMO (2.37)
fu¨r alle p <∞ und alle Kugeln B.
(ii) Es existieren positive Konstanten c1 und c2, so dass fu¨r alle
α > 0 und alle Kugeln B gilt:
|{x ∈ B : |f(x)− fB | > α}| ≤ c1e−c2α/‖f‖BMO |B| (2.38)
2.2.2 Dualita¨t zwischen BMO und H1
Die Funktionen aus dem Hardyraum H1 sind durch deren atomare
Zerlegung charakterisiert: g =
∞X
k=0
λkak (L
1-Konvergenz), mit
∞X
k=0
|λk| <∞, wobei ak sogenannte Atome sind, d.h. Funktionen cha-
rakterisiert durch folgende Eigenschaften: supp ak ⊂ Bk, (der Tra¨ger
ist Teilmenge einer Kugel), |ak| ≤ |Bk|−1 fast u¨berall und
Z
ak(x)dx = 0.
Die H1-Norm ist definiert durch: ‖g‖H1 = inf
∞X
k=0
|λk|, wobei das
Infimum u¨ber alle atomaren Zerlegungen von f genommen wird.
Der Dualraum von H1 ist BMO. Dies wird ausgedru¨ckt durch die
Darstellung der stetigen linearen Funktionale l auf H1 in der Form:
`(g) =
∞X
k=0
λk
Z
Rn
f(x)ak(x)dx ∀g =
X
k
λkak ∈ H1(Rn) (2.39)
mit f ∈ BMO(Rn).
Es gilt zuna¨chst folgende Ungleichung:
Theorem 3 Fu¨r alle f ∈ BMO und g = Pk λkak ∈ H1 gilt die
Abscha¨tzung:˛˛˛˛
˛
∞X
k=0
λk
Z
Rn
f(x)ak(x)dx
˛˛˛˛
˛ ≤ C‖f‖BMO‖g‖H1 . (2.40)
Folglich enstpricht jeder BMO-Funktion f ein stetiges lineares Funk-
tional ` auf H1, gegeben durch (2.39).
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Beweis. Sei zuna¨chst f ∈ L∞. Wegen der L1-Konvergenz der
Reihe g =
P
k λkak und wegen
R
ak = 0 gilt:Z
Rn
f(x)g(x)dx =
X
k
λk
Z
Rn
f(x)ak(x)dx
=
X
k
λk
Z
Rn
[f(x)− fBk ]ak(x)dx,
wobei supp ak ⊂ Bk. Wegen |ak| ≤ |Bk|−1 gilt weiterhin:˛˛˛˛Z
Rn
f(x)g(x)dx
˛˛˛˛
≤
X
k
|λk|
|Bk|
Z
Bk
|f(x)− fBk |dx ≤ ‖f‖BMO
X
k
|λk|.
Diese Abscha¨tzung gilt fu¨r alle Darstellungen g =
P
k akλk. Die Un-
gleichung (2.40) folgt nun aus ‖g‖H1 = inf
P
k |λk|.
Sei nun f ∈ BMO beliebig. Fu¨r die L∞-Funktionen f (N) definiert
durch
f (N)(x) =
8<:
−N fu¨r f(x) ≤ −N
f(x) fu¨r −N ≤ f(x) ≤ N
N fu¨r f(x) ≥ N
gilt nach Lemma 2: ‖f (N)‖BMO ≤ c‖f‖BMO, wobei c eine Konstante
(unabha¨ngig von N) ist. Nach dem bereits bewiesenen Schritt gilt
also: ˛˛˛˛Z
Rn
f (N)(x)g(x)dx
˛˛˛˛
≤ C‖f‖BMO‖g‖H1 (2.41)
fu¨r alle g ∈ H1. Wegen f ∈ L1loc und ak ∈ L∞ folgt:
|f (N)(x)ak(x)| ≤ |f(x)ak(x)| ∈ L1(Bk).
Der Satz von der dominierten Konvergenz impliziert daher:
lim
N→∞
Z
Bk
f (N)(x)ak(x)dx =
Z
Bk
f(x)ak(x)dx
fu¨r alle k. Wegen der Ungleichung (2.41) mit g = λkak liefert eine
weitere Anwendung des Satzes von der dominierten Konvergenz auf
l1(N):
lim
N→∞
X
k∈N
λk
Z
Rn
f (N)(x)ak(x)dx =
X
k∈N
λk
Z
Rn
f(x)ak(x)dx.
Zusammen mit (2.41) impliziert dies die gewu¨nschte Behauptung.

Die Umkehrung gilt auch, vgl. [1], S.142-144:
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Theorem 4 Jedes stetige lineare Funktional ` auf H1 besitzt eine
Darstellung (2.39) mit f ∈ BMO, so dass die Abscha¨tzung
‖f‖BMO ≤ C‖`‖
gilt.
2.2.3 H1(Rn), BMO(Rn) und Wavelets
Wir betrachten nun Funktionen f , fu¨r die folgende Waveletzerlegung
gilt:
f =
X
λ∈Λ
cλψλ =
X
λ∈Λ
〈f, ψλ〉ψλ (2.42)
wobei {ψλ}λ∈Λ eine nach (2.28) konstruierte Waveletbasis von L2(Rn)
mit Regularita¨t r ≥ 1 ist. In diesem Kapitel betrachten wir Wavelets
mit kompaktem Tra¨ger, obwohl die gleichen Ergebnisse auch mit Wa-
velets ohne diese Eigenschaft gelten, z.B. die Meyer-Wavelets. Dies
wird spa¨ter bei der Charakterisierung der Triebel-Lizorkin Ra¨ume
erla¨utert.
Fu¨r f ∈ Lp(Rn) mit 1 < p <∞ konvergiert die Reihe (2.42) un-
bedingt, d.h.
X
λ
cσ(λ)ψσ(λ) konvergiert in der L
p-Norm fu¨r beliebige
Permutationen σ der Elemente λ ∈ Λ. Diese Eigenschaft gilt nicht
fu¨r den Fall p = 1. Die L1-Funktionen f , fu¨r welche die Reihe (2.42)
unbedingt in der L1-Norm konvergiert, bilden genau den Hardyraum
H1(Rn), vgl. [2], S.138-141.
Das na¨chste Ergebnis beinhaltet die Darstellung der BMO- Funk-
tionen mit Hilfe der Reihe (2.42) und dru¨ckt die Dualita¨t zwischen
H1 und BMO im Kontext der Waveletbasis aus, vgl. [2], S.154:
Theorem 5 (i) Sei f ∈ BMO(Rn). Dann erfu¨llen die Waveletkoef-
fizienten cλ = 〈f, ψλ〉 folgende Bedingung: es existiert eine Konstante
C > 0, so dass fu¨r jeden dyadischen Wu¨rfel Q gilt:X
Q(λ)⊂Q
|cλ|2 ≤ C|Q| (2.43)
wobei Q(λ) die Menge aller dyadischen Sub-Wu¨rfel des Wu¨rfels Q
durchla¨uft. (Fu¨r jeden solcher Sub-Wu¨rfel gibt es also 2n − 1 Werte
fu¨r λ, daher auch fu¨r ψλ und cλ, entsprechend zu allen mo¨glichen
Werten von ε).
(ii) Falls die Waveletkoeffizienten die Bedingung (2.43) erfu¨llen,
konvergiert die Reihe
X
cλψλ(x) gegen eine BMO-Funktion f im
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Sinne der schwach-* Topologie auf BMO, betrachtet als Dualraum
von H1.
Beweis. Im folgenden bezeichnen C,C′, ... generische Konstan-
ten, welche nur von der Raumdimension und von der Waveletfamilie
abha¨ngen.
(i) Sei f ∈ BMO und Q ein beliebiger dyadischer Wu¨rfel. Sei B
die Kugel mit demselben Mittelpunkt wie Q und Radius
√
nl(Q), wo-
bei l(Q) die Kantenla¨nge des Wu¨rfels Q bezeichnet. Die Bezeichnun-
gen mQ,mB stehen fu¨r den Wu¨rfel, bzw. die Kugel mit demselben
Mittelpunkt Q oder B, aber mit m-facher Kantenla¨nge bzw Radius.
Wir zerlegen f = f1 + f2 + fmB , wobei fmB = |mB|−1
Z
mB
f wie
u¨blich fu¨r den Mittelwert steht, wa¨hrend f1, f2 definiert sind durch:
f1(x) =

f(x)− fmB x ∈ mB
0 sonst
f2(x) =

0 x ∈ mB
f(x)− fmB sonst
Wir haben somit:X
Q(λ)⊂Q
|cλ|2 =
X
Q(λ)⊂Q
|〈f, ψλ〉|2 =
X
Q(λ)⊂Q
|〈f1 + f2 + fmB , ψλ〉|2
(2.44)
Fu¨r die Waveletfunktionen ψλ in der obigen Summe gilt durch de-
ren Konstruktion supp ψλ ⊂ mQ(λ) ⊂ mQ ⊂ mB. Aus der Definiti-
on von f2 folgt also, dass 〈f2, ψλ〉 = 0. Wegen der Momentbedingung
der Wavelets gilt weiterhin: 〈fmB , ψλ〉 = fmB
Z
ψλ(x)dx = 0.
Wir erhalten also:X
Q(λ)⊂Q
|cλ|2 =
X
Q(λ)⊂Q
|〈f1, ψλ〉|2 ≤
X
λ∈Λ
|〈f1, ψλ〉|2
= ‖f1‖2L2(Rn) = ‖f1‖2L2(mB)
wobei die letzte Gleichheit auf den Eigenschaften des Tra¨gers von
f1 beruht. Die John-Nirenberg Ungleichung (2.37) impliziert daher
‖f1‖2L2(mB) =
Z
mB
|f(x)−fmB |2dx ≤ C‖f‖2BMO|mB| ≤ C‖f‖2BMO|Q|
(2.45)
wobei die letzte Konstante C nur von n und m abha¨ngt.
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(ii) Angenommen die Waveletkoeffizienten {cλ} erfu¨llen die Be-
dingung (2.43).
Sei B die Kugel mit Mittelpunkt x0 und Radius r und q ∈ Z,
so dass 2−q ≤ r < 2−q+1 gilt. Mit Qj bezeichnet man im folgenden
einen generischen dyadischen Wu¨rfel mit Kantenla¨nge 2−j .
Fu¨r den Moment nehmen wir an, dass nur endlich viele Koeffi-
zienten cλ ungleich Null sind. Wir zerlegen
P
cλψλ(x) =: f(x) =
f1(x) + f2(x) + f3(x) mit
f1(x) =
X
Qj(λ):j≥q
mQj(λ)∩B 6=Ø
cλψλ(x) (2.46)
f2(x) =
X
Qj(λ):j<q
mQj(λ)∩B 6=Ø
cλψλ(x) (2.47)
f3(x) =
X
mQ(λ)∩B=Ø
cλψλ(x) (2.48)
In der ersten Summe wird u¨ber alle dyadischen Wu¨rfel mit einer
Kantenla¨nge von ho¨chstens 2−q summiert, in der zweiten u¨ber alle
Wu¨rfel mit einer Kantenla¨nge gro¨ßer oder gleich 2−q+1. Beide Sum-
men entsprechen denjenigen Waveletfunktionen, deren Tra¨ger (bzw.
die Wu¨rfel mQ(λ) welche den Tra¨ger enthalten) die Kugel B schnei-
den. f3 steht schließlich fu¨r die restlichen Terme, welche den Wavelet-
funktionen entsprechen, deren Tra¨ger disjunkt zu der Kugel B sind,
da sie Teilmengen der Wu¨rfel mQ(λ) sind. Aus diesem Grund gilt
f3(x) = 0 fu¨r x ∈ B.
Wir betrachten nun den FallmQj(λ)∩B 6= Ø fu¨r j ≥ q. Dann gibt
es eine Konstante M (abha¨ngig nur von n und m ), so dass Qj(λ) ⊂
MB gilt. Die Bedingung (2.43) (mit einer geeigneten Konstante, so
dass das Ergebnis auch fu¨r Kugeln gu¨ltig ist) impliziert:
‖f1‖2L2(B) ≤
X
Q(λ)⊂MB
|cλ|2 ≤ C|B| (2.49)
Als na¨chstes betrachten wir den Fall mQj(λ) ∩B 6= Ø fu¨r j < q.
Es gilt:
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|f2(x)− f2(x0)| ≤
X
Qj(λ):j<q
mQj(λ)∩B 6=Ø
|cλ||ψλ(x)− ψλ(x0)|
≤
X
Qj(λ):j<q
mQj(λ)∩B 6=Ø
C|Qj(λ)|1/2|ψλ(x)− ψλ(x0)|
(2.50)
≤
X
Qj(λ):j<q
mQj(λ)∩B 6=Ø
C2−nj/2C′2j2nj/2|x− x0|
=
X
Qj(λ):j<q
mQj(λ)∩B 6=Ø
C′′2j |x− x0| (2.51)
In der Herleitung dieser Ungleichungen wurde sowohl die Bedingung
(2.43) benutzt (wobei in der linken Seite nur |cλ| steht), als auch die
Regularita¨tseigenschaft r ≥ 1 der Wavelets. Fu¨r jedes j < q gibt es
ho¨chstens Mn dyadische Wu¨rfel mQj(λ) (mit Kantenla¨nge m2
−j),
fu¨r welche mQj(λ) ∩ B 6= Ø gilt. Mit C′ = MnC′′ kann man aus
Gleichung (2.51) schließen, dass fu¨r x ∈ B
|f2(x)−f2(x0)| ≤
X
Qj(λ):j<q
C′2j |x−x0| = 2qC′|x−x0| ≤ 2C′ (2.52)
gilt, da |x− x0| ≤ r < 2−q+1.
Aus (2.49) und (2.52) folgt:Z
B
|f(x)− f2(x0)|2dx ≤ 2
Z
B
|f1(x)|2dx+ 2
Z
B
|f2(x)− f2(x0)|2dx
≤ 2C|B|+ 8C′2|B| = C′′|B| (2.53)
Es gilt also:Z
B
|f(x)− f2(x0)|dx ≤
„Z
B
|f(x)− f2(x0)|2dx
«1/2
|B|1/2
≤ (C′′|B|)1/2|B|1/2 = C′′′|B|.
Als Konsequenz gilt also, dass f ∈ BMO mit ‖f‖BMO ≤ C′′′,
mit C′′′ eine Konstante, die unabha¨ngig von der Anzahl der von Null
verschiedenen Waveletkoeffizienten cλ ist. Es gilt zusa¨tzlich C
′′′ ≤
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C′C1/2, wobei die Konstante C′ nur von n und m abha¨ngt, mit der
Konstante
C := sup
Q
|Q|−1
X
Q(λ)⊂Q
|cλ|2
aus (2.43). Dies folgt aus (2.49) und (2.50).
Wir betrachten nun den allgemeinen Fall.
Sei
fρ2ρ1 =
X
ρ1≤l(Q(λ))≤ρ2
cλψλ = f
1
ρ1 + f
ρ2
1
fu¨r ρ1 ≤ 1 < ρ2. Wir haben eben gezeigt, dass f1ρ1 und fρ21 im Raum
BMO liegen, gleichma¨ßig bezu¨glich ρ1, ρ2. Um die Behauptung des
Theorems zu erhalten, muss die Existenz der Limiten
lim
ρ1→0
Z
f1ρ1(x)g(x)dx und limρ2→∞
Z
fρ21 (x)g(x)dx
fu¨r alle Funktionen g aus einem dichten Teilraum von H1 nachgewie-
sen werden. Zu diesem Zweck kann man den Raum H1a der endlichen
linearen Kombinationen von H1-Atomen wa¨hlen, der aus Funktionen
mit kompaktem Tra¨ger und verschwindendem Integral besteht.
Sei g ∈ H1a mit supp g ⊂ B. Da g ∈ L2 , um die Existenz von
lim
ρ1→0
〈f1ρ1 , g〉 zu beweisen, ist es ausreichend die L2(B)-Konvergenz
von f1ρ1 fu¨r ρ1 → 0 nachzuweisen. Aber dies folgt aus (2.49), wo
endliche Summen mit beliebig vielen Termen gleichma¨ßig in L2(B)
abgescha¨tzt wurden.
Es bleibt zu zeigen, dass :
lim
ρ1,ρ2→∞
[
Z
B
fρ11 (x)g(x)dx−
Z
B
fρ21 (x)g(x)dx] = 0.
Es gilt: ˛˛˛˛Z
B
fρ11 (x)g(x)dx−
Z
B
fρ21 (x)g(x)dx
˛˛˛˛
≤
≤
X
l(Q(λ))≥min(ρ1,ρ2)
|cλ|
˛˛˛˛Z
B
ψλ(x)g(x)dx
˛˛˛˛
≤ C
X
l(Q(λ))≥min(ρ1,ρ2)
|cλ|
Z
B
|ψλ(x)− ψλ(x¯)|dx
wobei die Eigenschaften g ∈ L∞, R g = 0 ausgenutzt wurden, mit x¯
als beliebigem Punkt aus B. Analog zu den Abscha¨tzungen (2.50),
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(2.51) und (2.52), wo die Regularita¨tseigenschaft der Wavelets und
die Ungleichung |cλ| ≤ C|Q(λ)|1/2 verwendet wurden, erhalten wir
weiterhin: ˛˛˛˛Z
B
fρ11 (x)g(x)dx−
Z
B
fρ21 (x)g(x)dx
˛˛˛˛
≤
≤ C
X
mQj(λ)∩B 6=Ø
2−j≥min(ρ1,ρ2)
2−nj/22j(n/2+1)|x− x¯|
= C
X
mQj(λ)∩B 6=Ø
2−j≥min(ρ1,ρ2)
2j |x− x¯|
≤ CB
X
2−j≥min(ρ1,ρ2)
2j −→ρ1,ρ2→∞ 0
Der Beweis des Satzes ist somit beendet.

Bemerkung. Der hier pra¨sentierte Beweis kombiniert die Argu-
mente aus [2], S.154-155 und [1], S.166-169.
Als Konsequenz ergibt sich folgendes Resultat:
Korollar 1 Die BMO-Norm der Funktion f =
P
cλψλ ist ver-
gleichbar mit der Gro¨ße
sup
Q
0@ 1
|Q|
X
Q(λ)⊂Q
|cλ|2
1A1/2 . (2.54)
Der Supremum wird hier u¨ber alle dyadischen Wu¨rfel Q genommen.
2.2.4 Der Raum BMO−1(Rn)
Der Raum BMO−1 wird in der angewandten Analysis benutzt, um
Texturen oder schnell oszillierende Muster zu modellieren. Er wird
im Kontext der Anwendungen in der Bildverarbeitung, vgl. [3], oder
der Navier-Stokes Gleichungen, vgl. [4] und [3], vorgestellt.
Eine Distribution f ist Element von BMO−1(Rn) genau dann,
wenn gi ∈ BMO(Rn) existiert, mit f = div (g1, . . . gn) =Pni=1 ∂igi.
Die Ableitungen werden hier im Distributionssinn betrachtet.
Es gilt: ‖f‖BMO−1 = inf
X
‖gi‖BMO wobei das Infimum u¨ber
alle Zerlegungen f =
nX
i=1
∂igi genommen wird. Im Unterschied zu
BMO ist hier ‖ · ‖BMO−1 eine echte Norm.
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2.2.5 BMO und BMO−1 als homogene Triebel-
Lizorkin Ra¨ume
Die bisher betrachteten Ra¨ume: H1, BMO und BMO−1 sind Spezi-
alfa¨lle der sogenannten homogenen Triebel-Lizorkin Ra¨ume F˙αp,q. Die
Eigenschaften dieser Ra¨ume werden z.B. in [12] und [15] erla¨utert.
Sei S = S(Rn) der Schwartz-Raum der schnell abfallenden C∞-
Funktionen und sei φ ∈ S mit folgenden Eigenschaften:
suppφˆ ⊂ {ω ∈ Rn : 1/2 ≤ |ω| ≤ 2} (2.55)
|φˆ(ω)| ≥ c > 0 fu¨r 3/5 ≤ |ω| ≤ 5/3. (2.56)
Fu¨r α ∈ R, 0 < p < +∞, 0 < q ≤ +∞ und eine beliebige Funktion
φ ∈ S, welche (2.55) und (2.56) erfu¨llt, wird der homogene Triebel-
Lizorkin Raum F˙αp,q als die Menge aller f ∈ S ′/P (temperierte Dis-
tributionen modulo Polynome) definiert, fu¨r welche
‖f‖F˙αp,q :=
‚‚‚‚‚‚‚
0@X
j∈Z
(2jα|φj ∗ f |)q
1A1/q
‚‚‚‚‚‚‚
Lp
< +∞ (2.57)
gilt, wobei φj(x) = 2
njφ(2jx). Fu¨r q = ∞ ersetzt man die lq-Norm
mit der sup-Norm.
Fu¨r den Fall p = ∞, q < +∞ kann man die Lp-Norm in (2.57)
nicht einfach durch die L∞-Norm ersetzen, weil die so erhaltene quasi-
Norm von der Funktion φ abha¨ngig wa¨re, s.[15]. Eine Erweiterung
der Skala der Triebel-Lizorkin Ra¨ume wa¨re aber auch fu¨r p =∞, q <
+∞ wu¨nschenswert, unter anderem auch aus Dualita¨tsgru¨nden. Man
definiert daher:
‖f‖F˙α∞,q :=
0@sup
Q
1
|Q|
Z
Q
∞X
j=− log2 l(Q)
(2jα|(φj ∗ f)(x)|)qdx
1A1/q
(2.58)
wobei Q die Menge aller dyadischen Wu¨rfeln durchla¨uft. Der entspre-
chende Raum F˙α∞,q(Rn) definiert sich als Menge aller f ∈ S ′/P mit
‖f‖F˙α∞,q < +∞.
Die Eigenschaften (2.57) bzw. (2.58) sind unabha¨ngig von der
Wahl der Funktion φ, vgl. [15] oder [12], S.240.
Fu¨r p, q ≥ 1 ist F˙αp,q ein Banachraum, sonst ist ‖ · ‖F˙αp,q fu¨r 0 <
p < +∞, 0 < q ≤ +∞, bzw. p = +∞, 1 < q ≤ +∞ nur eine quasi-
Norm, d.h. die Dreiecksungleichung wird durch eine Ungleichung der
Art ‖f + g‖ ≤ C(‖f‖+ ‖g‖) mit C ≥ 1 ersetzt, vgl. [12], S.240.
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Fu¨r verschiedene zula¨ssige Funktionen φ in der Charakterisie-
reung der Triebel-Lizorkin Ra¨ume erha¨lt man somit a¨quivalente Nor-
men, bzw. quasi-Normen.
Die Familie der homogenen Triebel-Lizorkin Ra¨ume entha¨lt unter
anderem auch die Ra¨ume H1(Rn) = F˙ 01,2(Rn) und BMO(Rn) =
F˙ 0∞,2, s. [12], S.244 oder [15], S.70. Allgemein gilt die Dualita¨t:
(F˙αp,q)
∗ = F˙−αp′,q′ (2.59)
fu¨r α ∈ R und p, q ∈ [1,∞), mit 1/p+ 1/p′ = 1 und 1/q + 1/q′ = 1,
vgl. [12], S.178 und 239.
Bemerkung: Falls man in (2.57) die Lp- und die lq-Normen un-
tereinander vertauscht, erha¨lt man die entsprechenden homogenen
Besov-Ra¨ume B˙αp,q. Alle diese Ra¨ume besitzen auch inhomogene Ver-
sionen. Fu¨r eine Funktion Φ ∈ S mit supp Φˆ ⊂ {ω : |ω| ≤ 2} und
|Φˆ(ω)| ≥ c > 0 fu¨r |ω| ≤ 5/3 wird der inhomogene Triebel-Lizorkin
Raum Fαp,q fu¨r 0 < p < +∞ durch die Eigenschaft
‖f‖Fαp,q = ‖Φ ∗ f‖Lp +
‚‚‚‚‚‚
 ∞X
j=1
2jα|φj ∗ f |)q
!1/q‚‚‚‚‚‚
Lp
< +∞ (2.60)
definiert, wobei diesmal f ∈ S ′ (anstelle von f ∈ S ′/P). Im Un-
terschied zu (2.57) wurden hier die niedrigen Freqenzen von f in
einem einzigen Term zusammengefasst. Die inhomogenen Triebel-
Lizorkin Ra¨ume enthalten als Spezialfa¨lle u.a. die Sobolevra¨ume:
Wm,p(Rn) = Fmp,2(Rm), [12], S.51.
Fu¨r p = +∞ lautet die charakterisierende Eigenschaft:
‖f‖Fα∞,q :=
‖Φ ∗ f‖L∞ + sup
l(Q)<1
0@ 1
|Q|
Z
Q
∞X
j=− log2 l(Q)
(2jα|(φj ∗ f)(x)|)qdx
1A1/q
< +∞. (2.61)
Der Raum BMO−1(Rn) kann auch als Element der Skala der
Triebel-Lizorkin Ra¨ume betrachtet werden.
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Satz 1 Es gilt BMO−1(Rn) = F˙−1∞,2(R
n).
Beweis. Die Argumentation geht u¨ber die Verwendung des Riesz-
Potentials. Dieses wird fu¨r s ∈ R durch
Isf := F−1(|ω|−s · fˆ(ω))
definiert, wobei F−1 die inverse Fouriertransformierte darstellt und
f ∈ S ′ eine temperierte Distribution ist. Falls f ∈ E (Element eines
Funktionenraumes E), dann wird das Bild Is(E) als Raum der A¨qui-
valenzklassen modulo Polynome betrachtet, vgl.[13], S.549 oder [12],
S.242.
Laut [12], S.242 gilt: Is(F˙
α
p,q) = F˙
α+s
p,q . Es folgt also:
F˙−1∞,2(R
n) = I−1(F˙
0
∞,2(Rn)) = I−1(BMO(Rn)).
Schließlich ist I−1(BMO(Rn)) = BMO−1(Rn), vgl. [13], S.549.

Die Arbeit [15] behandelt die Darstellung der Elemente der Triebel-
Lizorkin Ra¨ume Fαp,q in der Form
f =
X
Q
〈f, φQ〉ψQ (2.62)
wobei Q die Menge aller dyadischen Wu¨rfel durchla¨uft. φQ und ψQ
sind Translationen und Dilatationen von Funktionen φ, ψ, welche ne-
ben (2.55),(2.56) auch die EigenschaftX
j∈Z
φˆ(2jω)ψˆ(2jω) = 1/2pi (2.63)
erfu¨llen. Diese zusa¨tzliche Eigenschaft ermo¨glicht die Darstellung ei-
ner Distribution f ∈ S ′/P als f = PQ cQψQ mit cQ = 〈f, φQ〉.
Die Eindeutigkeit der Koeffizienten cQ ist jedoch nicht gewa¨hrleistet.
Die Konvergenz erfolgt im Sinne der Dualita¨t. Sei S0 = {u ∈ S :R
xαu(x)dx = 0 fu¨r alle α ∈ N} der Raum der Schwartzfunktionen,
fu¨r welche alle Momente verschwinden.
Es gilt
P
Q cQψQ = f ∈ S ′/P (welches man mit dem Dualraum
S ′0 identifizieren kann, vgl. [16]) genau dann, wenn fu¨r jede Testfunk-
tion u ∈ S0 die Identita¨t 〈f, u〉 =PQ cQ〈ψQ, u〉 gilt. Die Funktionen-
familie {φQ, ψQ} ist ’fast orthogonal’, im Sinne dass 〈φQ, ψQ′〉 = 0
falls Q,Q′ sich nicht auf gleichen (oder benachbarten) Skalen befin-
den, und sonst klein im Betrag ist, falls Q und Q′ weit weg vonein-
ander liegen.
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Eines der wichtigsten Ergebnisse aus [15] ist die Charakterisie-
rung der Triebel-Lizorkin Ra¨ume durch passende Normen der Koef-
fizientenfolgen. Fu¨r α ∈ R, 0 < p < +∞ und 0 < q ≤ +∞ definiert
man den Raum f˙αp,q als die Menge der Folgen {cQ}Q indiziert nach
allen dyadischen Wu¨rfeln Q, fu¨r welche
‖c‖f˙αp,q :=
‚‚‚‚‚‚
 X
Q
“
|Q|−αn |cQ|χ˜Q(·)
”q!1/q‚‚‚‚‚‚
Lp
< +∞ (2.64)
gilt, mit der u¨blichen Modifikation fu¨r q = ∞. Mit χ˜Q = |Q|−1/2χQ
wird hier die L2-normierte charakteristische Funktion des dyadischen
Wu¨rfels Q bezeichnet.
Fu¨r p = +∞, q < +∞ definiert man den Raum f˙α∞,q durch die
Eigenschaft
‖c‖f˙α∞,q := supQ
0@ 1
|Q|
Z
Q
X
Q′⊂Q
“
|Q′|−αn |cQ′ |χ˜Q′(x)
”q
dx
1A1/q < +∞
(2.65)
wobei Q′ die Menge aller dyadischen Subwu¨rfel von Q durchla¨uft.
Eine Integration in 2.65 liefert
‖c‖f˙α∞,q = supQ
0@ 1
|Q|
X
Q′⊂Q
“
|Q′|−αn− 12+ 1q |cQ′ |
”q1A1/q . (2.66)
Laut [15] gilt folgende Charakterisierung der Triebel-Lizorkin Ra¨ume:
Theorem 6 Seien φ, ψ zwei Funktionen mit den Eigenschaften (2.55),
(2.56) und sei Q = Qj,k der dyadische Wu¨rfel mit Kantenla¨nge 2
−j
und linke untere Ecke in 2−jk, mit k ∈ Z. Man definiert φQ(x) =
2nj/2φ(2jx − k) und ψQ = 2nj/2ψ(2jx − k). Fu¨r alle f ∈ S ′/P gel-
te die Darstellung f =
P
Q〈f, φQ〉ψQ, dies ist insbesondere der Fall
wenn (2.63) gilt. Dann ist eine Distribution f ∈ S ′/P genau dann in
F˙αp,q, wenn fu¨r cQ = 〈f, φQ〉 die Eigenschaft c = {cQ}Q ∈ f˙αp,q erfu¨llt
ist. Es gilt die Norma¨quivalenz ‖f‖F˙αp,q ∼ ‖c‖f˙αp,q .
Fu¨r dieses Resultat wird unter anderem auch folgendes Lemma
beno¨tigt, welches in [15] bewiesen wird.
Lemma 3 Fu¨r eine Funktion φ ∈ S welche (2.55) und (2.56) erfu¨llt
sei φ˜(x) := φ(−x). Zu f ∈ S ′/P konstruiert man die Folge sup(f) =
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{supQ(f)}Q indiziert nach dyadischen Wu¨rfeln mit Kantenla¨nge 2−j
durch:
supQ(f) = 2
−nj/2 sup
y∈Q
|φ˜j ∗ f(y)|.
Dann gilt ‖f‖F˙αp,q ∼ ‖ sup(f)‖f˙αp,q .
Die Arbeit [15] entstand fast gleichzeitig mit der Entwicklung der
orthogonalen Waveletbasen durch Lemarie´ und Meyer, vgl. [16]. In
einer Raumdimension kann man speziell φ = ψ gleich einem Wavelet
von Meyer-Typ wie in 2.1.1, Beispiel (iii) wa¨hlen. Dann sind die Ei-
genschaften (2.55), (2.56) und (2.63) erfu¨llt und die Wavelets bilden
zudem auch eine Orthonormalbasis von L2(R). In einer Raumdimen-
sion kann man also das Ergebnis aus Theorem 6 direkt als Wavelet-
darstellung interpretieren.
Ausgehend von den eindimensionalen Meyer-Wavelets kann man
in ho¨hereren Dimensionen Tensorprodukt-Wavelets wie in Sektion
2.1.4 konstruieren, welche eine Orthonormalbasis von L2(Rn) bilden,
vgl. [16]. Einem dyadischen Wu¨rfel entspricht jedoch nicht nur eine
Funktion ψQ, sondern mehrere Wavelets ψ
ε
Q. Fu¨r eine Distribution
f ∈ S ′/P gilt die Darstellung f = Pλ〈f, ψλ〉ψλ, mit λ = (Q, ε)
und ψλ = ψ
ε
Q. Die Konvergenz erfolgt in S ′/P, vgl. [16]. Dann gilt
folgendes Resultat:
Theorem 7 Eine Distribution f ∈ S ′/P mit der Waveletdarstellung
f =
P
λ cλψλ liegt genau dann in F˙
α
p,q, wenn‚‚‚‚‚‚
 X
λ
“
|Q(λ)|−αn |cλ|χ˜Q(λ)(·)
”q!1/q‚‚‚‚‚‚
Lp
< +∞ (2.67)
fu¨r p < +∞, mit der u¨blichen Modifikation falls q = +∞, bzw.
sup
Q
0@ 1
|Q|
X
Q(λ)⊂Q
“
|Q(λ)|−αn− 12+ 1q |cλ|
”q1A1/q < +∞ (2.68)
falls p = +∞, q < +∞. Das Supremum in (2.68) wird u¨ber allen
dyadischen Wu¨rfeln Q gebildet und die Summe la¨uft u¨ber alle dya-
dische Subwu¨rfel von Q. Die Ausdru¨cke in (2.67) bzw. (2.68) sind
vergleichbar zu ‖f‖F˙αp,q .
Beweis.
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“⇒′′ Sei zuna¨chst f ∈ F˙αp,q. Gema¨ß deren Konstruktion erfu¨llen
die Wavelets ψε fu¨r jedes ε die Bedingungen (2.55) und (2.56), vgl.
[16]. Das gleiche gilt aber auch fu¨r ψ˜ε(x) = ψε(−x). Somit gilt nach
Definition
‖f‖F˙αp,q ∼
‚‚‚‚‚‚‚
0@X
j∈Z
(2jα|ψ˜εj ∗ f |)q
1A1/q
‚‚‚‚‚‚‚
Lp
< +∞
fu¨r p < +∞, bzw.
‖f‖F˙α∞,q ∼
0@sup
Q
1
|Q|
Z
Q
∞X
j=− log2 l(Q)
(2jα|(ψ˜εj ∗ f)(x)|)qdx
1A1/q < +∞
wobei ψ˜εj (x) = 2
njψε(−2jx). Es gilt weiterhin:
|cεQ| = |〈f, ψεQ〉| = 2−nj/2|ψ˜εj∗f(2−jk)| ≤ 2−nj/2 sup
y∈Q
|ψ˜εj∗f(y)| =: supQ(f)ε,
wobei nach Lemma 3:
‖ sup(f)ε‖f˙αp,q ∼ ‖f‖F˙αp,q < +∞.
Folglich gilt ‖{cεQ}Q‖f˙αp,q ≤ ‖ sup(f)
ε‖f˙αp,q < +∞. Unter Verwendung
der Ungleichung (
P
ε |aε|)β ≤ Cn,β
P
ε |aε|β fu¨r β > 0 und der Drei-
ecksungleichung bezu¨glich der Lp-Norm ergibt sich:
‚‚‚‚‚‚
 X
ε
X
Q
“
|Q|−αn |cεQ|χ˜Q(·)
”q!1/q‚‚‚‚‚‚
Lp
≤
≤ Cn,q
X
ε
‚‚‚‚‚‚
 X
Q
“
|Q|−αn |cεQ|χ˜Q(·)
”q!1/q‚‚‚‚‚‚
Lp
= Cn,q
X
ε
‖{cεQ}Q‖f˙αp,q ≤ Cn,q
X
ε
‖ sup(f)ε‖f˙αp,q ∼ ‖f‖F˙αp,q < +∞.
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Falls p = +∞ gilt analog:
sup
Q
0@ 1
|Q|
X
ε
X
Q′⊂Q
“
|Q′|−αn− 12+ 1q |cεQ′ |
”q1A1/q ≤
≤ Cn,q
X
ε
sup
Q
0@ 1
|Q|
X
Q′⊂Q
“
|Q′|−αn− 12+ 1q |cεQ′ |
”q1A1/q
= Cn,q
X
ε
‖{cεQ}Q‖f˙α∞,q ≤ Cn,q
X
ε
‖ sup(f)ε‖f˙α∞,q ∼ ‖f‖F˙α∞,q < +∞.
Der erste Teil des Satzes ist somit bewiesen.
′′ ⇐ “ Sei ε = (ε1, . . . εn) fest, mit εi ∈ {0, 1}, ε 6≡ 0 und betrachte
die Darstellungen
fε =
X
Q
〈f, ψεQ〉ψεQ =
X
Q
cεQψ
ε
Q (2.69)
mit Konvergenz in S ′/P. Es gilt offensichtlich f =Pε fε. Falls (2.67)
bzw. (2.68) gelten, folgt sofort dass ‖{cεQ}Q‖f˙αp,q < +∞. Nach Theo-
rem 6 gilt daher fε ∈ F˙αp,q fu¨r alle ε, also auch f =
P
ε f
ε ∈ F˙αp,q. Es
gilt weiterhin:
‖f‖F˙αp,q ≤ C
X
ε
‖fε‖F˙αp,q ∼
X
ε
‖{cεQ}Q‖f˙αp,q ≤ (2
n − 1)|||(cλ)λ|||
wobei |||(cλ)λ||| durch (2.67) bzw. (2.68) gegeben ist, je nachdem ob
p < +∞ oder p = +∞.

Als Folgerung erhalten wir die gleichen Charakterisierungen der
Hardy-Ra¨ume Hp und des Raumes BMO (alle sind Spezialfa¨lle der
Triebel-Lizorkin Ra¨ume), welche in [2], Kapitel 5 und 6, bewiesen sind
(im Fall von BMO auch in dieser Arbeit). Theorem 7 liefert zusa¨tz-
lich auch eine a¨hnliche Charakterisierung des RaumesBMO−1(Rn) =
F˙−1∞,2(R
n):
Korollar 2 Eine Distribution f ∈ S ′ mit der Waveletdarstellung
f =
P
λ cλψλ liegt genau dann in BMO
−1(Rn), wenn die Wavelet-
koeffizienten (cλ)λ die Ungleichung
sup
Q
0@ 1
|Q|
X
Q(λ)⊂Q
|Q(λ)| 2n |cλ|2
1A1/2 < +∞ (2.70)
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erfu¨llen. Der Ausdruck (2.70) ist vergleichbar mit der BMO−1-Norm
von f .
Bemerkung 1: Im Fall des Raumes BMO−1 kann man die For-
derung f ∈ S ′/P durch f ∈ S ′ ersetzen, weil die A¨quivalenzklassen
modulo Polynome hier nur aus einem einzigen Element bestehen. Dies
folgt aus der Tatsache, dass die BMO-Funktionen A¨quivalenzklas-
sen modulo Konstanten bilden, also fu¨r der Raum der Ableitungen,
BMO−1, eine a¨hnliche Quotientenbildung nicht erforderlich ist.
Bemerkung 2: Eine andere Mo¨glichkeit, eine Darstellung der
Form (2.62) zu realisieren, wa¨re die Benutzung von biorthogonalen
Wavelets. Im Unterschied zu der u¨blichen Waveletdarstellungen sind
hier die Waveletfunktionen φ und ψ verschieden, aber symmetrisch.
Die Orthogonalita¨t der Waveletfamilie bedeutet in diesem Fall die
Beziehung 〈φQ, ψQ′〉 = δQ,Q′ fu¨r alle dyadischen Wu¨rfel Q,Q′.
2.2.6 Anwendungen des Raumes BMO−1
Im folgenden werden einige Eigenschaften des RaumesBMO−1 pra¨sen-
tiert, deren Motivation aus der Bildverarbeitung stammt. Hier ist
man bestrebt, ein Signal (Bild) f als eine Summe u + v darzustel-
len, wobei u die Objekte aus dem Bild modellieren soll, wa¨hrend v
fu¨r die Texturen und das Rauschen steht. Dies wird realisiert, indem
die Norm ‖u‖B in einem geeigneten Banachraum B beschra¨nkt ist,
wa¨hrend eine andere Norm ‖v‖∗ “klein” sein soll, um den stark oszil-
lierenden Charakter der v-Komponente auszudru¨cken. Eine Mo¨glich-
keit einer solchen Zerlegung ist z.B. im Osher-Rudin Modell dar-
gestellt, vgl. [3], Kap.1.13. Hier ist B = BV (Funktionen mit be-
schra¨nkter Variation) und der Raum, welcher die oszillierende Kom-
ponente modellieren soll, wird analog zuBMO−1(R2) definiert, wobei
L∞(R2) anstelle von BMO(R2) genommen wird.
Die na¨chsten Ergebnisse zeigen dass die auf BMO−1 basierende
Zerlegung sich a¨hnlich zu dem Osher-Rudin Modell verha¨lt, dessen
Eigenschaften in [3], Kap.1.13-1.15 dargestellt sind.
Zuna¨chst zur Auswahl des Banachraumes B, welcher die Struktu-
ren (Objekte) aus dem Bild modellieren soll. In Hinsicht auf die Ver-
wendung von Dualita¨tsargumenten wa¨hlt man hier B = I1(H1(Rn)) =
F˙ 11,2(Rn). B ist also das Bild des Hardyraumes H1(Rn) unter dem
Riesz-Potential I1. Es gilt auch die Charakterisierung: B = {f ∈
L1loc(Rn) | ∂if ∈ H1(Rn), i = 1, n}, vgl.[14].
(2.59) impliziert (F˙ 11,2(Rn))∗ = F˙−1∞,2(R
n) = BMO−1(Rn). Es gilt
also die Dualita¨t B∗ = BMO−1(Rn). Angesichts dieser Eigenschaft
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wa¨hlen wir auf B eine Norm ‖ · ‖B so dass gilt:˛˛ Z
Rn
f(x)g(x)dx
˛˛ ≤ ‖f‖B · ‖g‖BMO−1 (2.71)
fu¨r alle f ∈ B, g ∈ BMO−1(Rn).
Laut [12], S.129 und der Bemerkung auf S.238, falls s0 − n/p0 =
s1 − n/p1, gilt die stetige Einbettung: F˙ s0p0,q(Rn) ⊂ F˙ s1p1,r(Rn). Fu¨r
n = 2 gilt also:
B = F˙ 11,2(R2) ⊂ F˙ 02,2 = L2(R2) ⊂ F˙−1∞,2(R2) = BMO−1(R2).
Fu¨r einen Parameter λ > 0 wa¨hlen wir diejenige Zerlegung f =
uλ + vλ einer Funktion f ∈ L2(R2), welche folgendes Minimierungs-
problem lo¨st:
inf
f=u+v
{‖u‖B + λ‖v‖22}.
Zu f ∈ L2(R2) und λ > 0 kann man daher das Funktional
Jf,λ(u) := ‖u‖B + λ‖f − u‖22
auf B assoziieren. Wegen der Struktur gegeben durch die zwei Normen
ist das Funktional Jf,λ konvex und schwach unterhalbstetig auf B.
Wegen der eingebauten L2-Norm ist es sogar strikt konvex, so dass
ein eindeutiges Minimum existiert. Das entsprechende Paar (uλ, vλ)
mit vλ = f − uλ wird auch als optimale Zerlegung von f bezeichnet.
Der Parameter λ beschreibt die Gro¨ße der Details, die im Bild
erscheinen: die kleinsten Objekte, welche detektiert werden ko¨nnen,
haben die Gro¨ßenordnung O(1/λ). Dies wird auch durch folgendes
Resultat erla¨utert:
Lemma 4 Sei f ∈ L2(R2). Es gilt ‖f‖BMO−1 ≤ 1/2λ genau dann,
wenn die optimale Zerlegung von f durch uλ = 0, vλ = f gegeben ist.
Beweis. Es gilt uλ = 0, vλ = f genau dann, wenn
λ‖f‖22 ≤ ‖w‖B + λ‖f − w‖22
fu¨r alle w ∈ B. Wenn man εw fu¨r w einsetzt, mit ε > 0, ist dies
a¨quivalent zu:
λ‖f‖22 ≤ ε‖w‖B + λ‖f‖22 − 2λε〈f, w〉+ λε2‖w‖22.
Dies ist gleichbedeutend mit
〈f, w〉 ≤ 1
2λ
‖w‖B + ε
2
‖w‖22.
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Mit ε→ 0 erha¨lt man also fu¨r alle w ∈ B:
〈f, w〉 ≤ 1
2λ
‖w‖B.
Fu¨r ε < 0 erha¨lt man analog
〈f, w〉 ≥ − 1
2λ
‖w‖B
also insgesamt
|〈f, w〉| ≤ 1
2λ
‖w‖B.
Angesichts der Dualita¨t (2.71) ist dies a¨quivalent zu ‖f‖BMO−1 ≤
1/2λ.

Dieses Lemma besagt nichts anderes als die Tatsache dass die L2-
Funktionen mit BMO−1-Norm kleiner als 1/2λ als Rauschen oder
Texturen interpretiert werden. Falls die BMO−1-Norm des Signals
diesen kritischenWert u¨berschreitet, dann erla¨utert das folgende Theo-
rem die Eigenschaften der optimalen Zerlegung.
Theorem 8 Seien f, u, v ∈ L2(R2). Falls ‖f‖BMO−1 > 1/2λ gilt, so
ist (u, v) die optimale Zerlegung von f genau dann, wenn
‖v‖BMO−1 = 12λ und 〈u, v〉 =
1
2λ
‖u‖B.
Beweis. ′′ ⇒ “ Falls (u, v) die optimale Zerlegung von f ist, so
gilt fu¨r alle w ∈ B und ε ∈ R:
‖u‖B+λ‖v‖22 ≤ ‖u+εw‖B+λ‖v−εw‖22 ≤ ‖u‖B+|ε|‖w‖B+λ‖v−εw‖22.
Dies impliziert also
λ‖v‖22 ≤ |ε|‖w‖B + λ‖v − εw‖22
und analog zu dem Beweis von Lemma 1 erha¨lt man
‖v‖BMO−1 ≤ 12λ. (2.72)
Mit w = u und |ε| < 1 folgt:
‖u‖B + λ‖v‖22 ≤ ‖u+ εu‖B + λ‖v − εu‖22
= (1 + ε)‖u‖B + λ‖v‖22 − 2λε〈u, v〉+ λε2‖u‖22,
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also
2λε〈u, v〉 ≤ ε‖u‖B + λε2‖u‖22.
Fu¨r ε→ 0, ε > 0 erha¨lt man
〈u, v〉 ≤ 1
2λ
‖u‖B
wa¨hrend ε→ 0, ε < 0
〈u, v〉 ≥ 1
2λ
‖u‖B
impliziert. Folglich ist
〈u, v〉 = 1
2λ
‖u‖B. (2.73)
Angesichts (2.72) folgt dass ‖v‖BMO−1 = 1/2λ, sonst ko¨nnte in (2.73)
keine Gleichheit gelten.
′′ ⇐ “ Da ‖v‖BMO−1 = 1/2λ, gilt laut (2.71):
〈u+ εh, v〉 ≤ ‖u+ εh‖B · ‖v‖BMO−1 = 12λ‖u+ εh‖B.
Fu¨r eine andere Zerlegung f = (u+ εh) + (v − εh) gilt also:
‖u+ εh‖B + λ‖v − εh‖22 = ‖u+ εh‖B + λ‖v‖22 − 2λε〈v, h〉+ λε2‖h‖22
≥ 2λ〈u+ εh, v〉+ λ‖v‖22 − 2λε〈v, h〉+ λε2‖h‖22
= 2λ〈u, v〉+ λ‖v‖22 + λε2‖h‖22
= ‖u‖B + λ‖v‖22 + λε2‖h‖22
≥ ‖u‖B + λ‖v‖22
wobei im vorletzten Schritt die Gleichung 〈u, v〉 = ‖u‖B/2λ aus der
Voraussetzung benutzt wurde. Somit bildet (u, v) die optimale Zer-
legung von f .

Angesichts der Dualita¨t (2.71) folgt mit Theorem 8, dass die
Funktion u aus der optimalen Zerlegung f = u + v ein Element aus
B ist, wo die Linearform w → R w(x)v(x)dx ihr Maximum annimmt.
Die Verwendung des Raumes BMO−1 oder des Osher-Rudin Mo-
dells (basierend auf denm Raum BV ), fu¨r die Beschreibung von Tex-
turen und dessen Anwendung in der Bildverarbeitung hat auch einige
Nachteile. Wird zum Beispiel ein Bild, dargestellt als f(x) = χΩ(x),
gewa¨hlt, wobei Ω ein beschra¨nktes Gebiet mit glattem Rand ist, dann
wird es nach der optimalen Zerlegung nicht beibehalten, obwohl kein
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erkennbares ”Rauschen” vorhanden ist. Laut Theorem 8 muß die v-
Komponente die Norm ‖v‖BMO−1 = 1/2λ haben, welches nicht un-
bedingt klein ist. Der Wunsch, dass eine solche Zerlegung immer nur
das tatsa¨chliche Rauschen eliminiert, wa¨hrend es die Strukturen des
Bildes beibeha¨lt, wird nicht immer realisiert. Neben dem Rauschen
werden manchmal auch echte Details weggefiltert. Da wir jedoch nicht
an diesem Anwendungsgebiet des Raumes BMO−1 interessiert sind,
verweisen wir fu¨r weitere Details zu diesem Thema auf [3].
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Kapitel 3
Algorithmus zur
Punktereduktion und
Fla¨chenrekonstruktion
In diesem Kapitel wird eine Methode vorgestellt, die eine Lo¨sung zu
folgendem praktischen Problem liefert: ausgehend von einer großer
Anzahl diskreter Punkte, die auf einer (unbekannten) Fla¨che liegen,
soll eine analytische Darstellung dieser Fla¨che gegeben werden, wel-
che auf mo¨glichst wenigen Parametern (Knoten, Koeffizienten) ba-
siert. Die große Anzahl dieser Messpunkte verhindert zuna¨chst die
Anwendung von Interpolations- oder Approximationsmethoden. Da-
her muß zuna¨chst eine Punktereduktion erfolgen. Ein Kriterium, an
welchen Stellen die Punkte mehr ausgedu¨nnt werden ko¨nnen und an
welchen nicht, liefert die Gro¨ße der BMO−1-Koeffizienten:
bx =
0@sup
Q3x
1
|Q|
X
Q(λ)⊂Q
|Q(λ)| · |cλ|2
1A1/2 (3.1)
Diese werden fu¨r eine erste Interpolation, basierend auf allen Punkten
berechnet. Laut der Ergebnisse des vorherigen Kapitels sind diese Ko-
effizienten großdort, wo “Strukturen” auftauchen, und klein an den
“flachen” Stellen, auch wenn hier durch mo¨gliche Rauheiten eventuell
große Gradienten entstehen ko¨nnen. Dies ist z.B. der Fall, wenn die
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vorhandenen Punktedaten verrauscht sind und die erste Interpolante
der Fla¨che somit schnelle Oszillationen von kleiner Amplitude auf-
weist.
Im Unterschied zur Bildverarbeitung, sind die Funktionen, die in
unserer Problematik auftauchen, in der Regel stetig. Unser Ziel ist
nicht, die “Strukturen” von dem “Rauschen” zu separieren, sondern
die Fla¨che in Bereiche aufzuteilen, gema¨ss der Gro¨ßenordnung der
BMO−1-Koeffizienten, wo dann die gegebenen Punkte mehr oder we-
niger ausgedu¨nnt werden. In diesem Kapitel wird das dazu benutzte
Verfahren ausfu¨hrlich beschrieben.
Nach der Punktereduktion erfolgt im na¨chsten Schritt die Rekon-
struktion der Fla¨che. Es muss das Problem der “Fla¨chenanpassung”
gelo¨st werden, d.h. die Bestimmung einer Spline-Fla¨che, welche die
reduzierten Punkte gut approximiert und auch gewisse Anforderun-
gen an die Glattheit erfu¨llt. Der Begriff “gute Approximation” ist in
dieser Situation schwierig zu definieren. Eine zu hohe Genauigkeit in
der Anna¨herung an die einzelnen Punkte kann die Spline-Funktion
zu sehr starken Oszillationen zwischen den Punkten zwingen. Diese
ko¨nnen durch die Anforderung an die Glattheit ausbalanciert werden.
Eine zu starke Gla¨ttung wu¨rde jedoch auf Kosten mancher Details
des Objektes gehen, die durch die darstellende Fla¨che nicht mehr
richtig reproduziert werden. Den besten Kompromiss zwischen die-
sen Aspekten erreicht man am schnellsten auf heuristische Weise. In
Kapitel 3.5 wird erla¨utert, wie man dies mit minimalem Rechenauf-
wand erreichen kann.
3.1 Erste Interpolation, Berechnung
und thresholding der BMO−1
-Koeffizienten
Die Berechnung der Wavelet- und implizit auch derBMO−1-Koeffizienten
setzt voraus, dass wir eine Fla¨che vom Typ einer Funktion z = f(x, y)
haben. Parametrisch definierte Fla¨chen werden hier nicht betrachtet.
Die gegebenen Daten liegen zuna¨chst nur als eine diskrete, unstruk-
turierte Punktemenge vor. Um eine 2-dimensionale diskrete Wavelet-
zerlegung durchfu¨hren zu ko¨nnen, ist es erforderlich, dass die (x, y)-
Koordinaten der Punkte auf einem Gitter strukturiert sind. Als Er-
stes muss also die Fla¨che anhand der gegebenen Punkte interpoliert
werden und in den Punkten eines Gitters ausgewertet werden. Eine
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Richtung des Gitters kann gleich der Richtung der gemessenen Linien
angenommen werden und wir nehmen an, dass das gemessene Objekt
auf der Ebene z = 0 liegt. Die Auswertung in den Gitterpunkten er-
folgt durch lineare Interpolation.
3.1.1 Lineare Interpolation einer gegebenen
Punktemenge
Gegeben sei die Punktemenge P = {Pi(xi, yi, zi) : i = 1, . . . , n} ⊂
R3, wobei keine zwei Punkte mit identischen (x, y)-Koordinaten vor-
kommen. Gesucht ist die Auswertung einer linearen Interpolante Z(ik, jl)
in den Knoten (ik, jl) eines gegebenen Gitters, wobei (ik)
n1
k=0 eine
a¨quidistante Unterteilung eines Intervalls [a, b] und (jl)
n2
l=0 eine a¨qui-
distante Unterteilung eines Intervalls [c, d] ist. Es gelte zusa¨tzlich die
Bedingung:
conv({(xi, yi) : i = 1, . . . n}) ⊂ [a, b]× [c, d],
wobei conv(A) die konvexe Hu¨lle der Menge A darstellt.
Die lineare Interpolation basiert auf der Delaunay-Triangulation
T der Menge Pxy = {(xi, yi) : i = 1, . . . , n} ⊂ R2. Fu¨r die Punkte
des Gitters außerhalb von conv(Pxy) setzen wir Z(ik, jl) = 0. Sei nun
P = (ik, jl) ein Punkt des Gitters und ∆ = (ABC) das entsprechende
Dreieck aus der Triangulation T mit P ∈ ∆. Geometrisch erha¨lt
man den gesuchten z-Wert, indem die Senkrechte auf der (xy)-Ebene
im Punkt P die Ebene (PAPBPC) schneidet, wie in Abbildung 3.1
illustriert wird.
Rechnerisch erfolgt die Bestimmung des z-Wertes mit Hilfe der
baryzentrischen Koordinaten. Die baryzentrischen Koordinaten (z.B.
[6], S.2-3) des Punktes P bezu¨glich des Dreiecks (ABC) sind propor-
tional zu den Fla¨cheninhalten der Dreiecke (PBC), (PAC), (PAB)
und berechnen sich durch:
wA =
˛˛˛˛
˛˛ Px Py 1Bx By 1
Cx Cy 1
˛˛˛˛
˛˛˛˛˛˛
˛˛ Ax Ay 1Bx By 1
Cx Cy 1
˛˛˛˛
˛˛
, wB =
˛˛˛˛
˛˛ Ax Ay 1Px Py 1
Cx Cy 1
˛˛˛˛
˛˛˛˛˛˛
˛˛ Ax Ay 1Bx By 1
Cx Cy 1
˛˛˛˛
˛˛
, wC =
˛˛˛˛
˛˛ Ax Ay 1Bx By 1
Px Py 1
˛˛˛˛
˛˛˛˛˛˛
˛˛ Ax Ay 1Bx By 1
Cx Cy 1
˛˛˛˛
˛˛
.
Es gilt immer wA + wB + wC = 1. Mit diesen Koordinaten ergibt
Z(P ) = Z(ik, jl) := wAzA + wBzB + wCzC den Wert der gesuchten
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Abbildung 3.1: Lineare Interpolation durch baryzentrische Ko-
ordinaten
linearen Interpolation in dem Punkt P = (ik, jl), wobei PI(Ix, Iy, zI)
mit I ∈ {A,B,C} die entsprechenden Punkte in R3 sind. Auf diese
Art undWeise erha¨lt man die entsprechendenWerte der Interpolation
in allen Gitterpunkten.
Ein mo¨gliches Kriterium fu¨r die Wahl der Feinheit des Gitters
wa¨re, dass der Fehler auf jeder gemessenen Linie jl, berechnet alsX
Pi:yi=jl
(zi − g(xi, yi))2,
eine vorgegebene Toleranz tol nicht u¨berschreitet, wobei g die li-
neare Interpolante durch alle Punkte der Form (ik, jl, Z(ik, jl)), jl
fest, bezeichnet. Ein feineres Gitter bedeutet eine ho¨here Auflo¨sung,
d.h. einen kleineren Fehler, aber auch einen gro¨ßeren Rechenaufwand.
Deswegen soll die Anzahl der Gitterpunkte nicht von einer ho¨heren
Gro¨ßenordnung als die Anzahl der urspru¨nglich gemessenen Punkte
sein. Diese Aspekte werden im folgenden Beispiel erla¨utert.
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Beispiel:Auf der Oberfa¨che des Kolbens hat man etwa 35.000 ge-
messene Punkte, deren (x, y)-Koordinaten sich innerhalb einer Kreis-
scheibe mit einem Durchmesser von 80mm befinden. Der Abstand
zwischen den gemessenen Linien betra¨gt 0.5mm. Eine Gitterweite
von 0.5mm (in beiden Richtungen) fu¨hrt zu einer Anzahl von etwa
25.000 Gitterpunkten, von denen etwa ein Anteil von pi/4, also ca.
19.000, innerhalb der Kreischeibe liegen. D.h. man verliert schon in
diesem Schritt fast die Ha¨lfte der Information, welche die urspru¨ng-
lich gemessenen Punkten liefern ko¨nnten. Falls man eine Gitterwei-
te von 0.25mm in beiden Richtungen annimmt, dann entstehen ca.
100.000 Gitterpunkte, von denen ca. 74.000 innerhalb der Kreisschei-
be liegen. Die Punktzahl hat sich also verdoppelt, aber die lineare
Approximation ist in diesem Fall deutlich besser.
Im Falle des Kolbens kann man zur Kontrolle des Fehlers die
neuen Linien (Polygonzu¨ge durch die Werte in a¨quidistanten Punk-
ten entlang einer Gitterlinie) mit den urspru¨nglichen Linien (Poly-
gonzu¨ge durch die urspru¨nglich gemessenen Punkte auf einer Linie)
vergleichen. Dies wird in den Abbildungen 3.2 und 3.3 fu¨r eine Ni-
veaulinie {y = const} des Kolbens dargestellt.
Der Fehler ist sehr klein mit Ausnahme der sehr steilen Stellen,
wo er im Inneren des Intervalls unter 0.5mm liegt und am Rande
etwa 2mm betra¨gt. Das Profil am Rand ist in Wirklichkeit senkrecht
(daher kein Graph einer Funktion) und wurde in diesem Fall durch
eine sehr steile Gerade approximiert. Dadurch entsteht der Fehler am
Rand.
Ein Kriterium zur Auswahl der Gitterweite ist natu¨rlich auch die
Bedingung, dass die gemessenen Linien Teil des Gitters sind. Wegen
der im na¨chsten Schritt erfolgenden Waveletzerlegung und wegen der
Symmetrie des Objektes, wa¨re es andererseits wu¨nschenswert, dass
die Dimensionen der entsprechenden Matrix mo¨glichst gleiche Werte
haben, d.h. die Matrix sollte ’fast’ quadratisch sein. Aus diesen beiden
Gru¨nden ergibt sich im Falle des Kolbens eine optimale Gitterweite
von 0.25mm in beiden Richtungen.
Bei anderen Objekten, bei denen der Abstand zwischen den ge-
messenen Linien kleiner oder gleich 0.25mm ist, kann dieser Abstand
auch als Gitterweite in beiden Richtungen genommen werden.
Schlussfolgerung: Weil die Originalpunkte mit einer sehr klei-
nen Schrittweite gemessen wurden, ist die Genauigkeit der linearen
Interpolation vo¨llig ausreichend. Eine kubische Interpolation basie-
rend auf Triangulationen der urspru¨nglichen Punkte bringt keinen
wesentlichen Unterschied, außerdem kann dies manchmal zu Artefak-
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Abbildung 3.2: Originalkurve (blau), linear interpolierte Kurve
(rot), Fehler als Differenz (gru¨n)
Abbildung 3.3: Fehler als Differenz
ten (’Zacken’) an den steilen Stellen der Oberfla¨che fu¨hren. Im linea-
ren Fall treten solche Effekte nicht auf. Aus diesem Grund ist fu¨r un-
sere Zwecke die lineare Interpolation die erste Wahl, auch weil schließ-
lich Punkte aus der urspru¨nglich gemessenen Menge ausgewa¨hlt wer-
den, und diese lineare Interpolation nur als Hilfsmittel fu¨r das im fol-
genden benutzte Auswahlverfahren dient. Fu¨r die Objekte, die in der
Praxis auftreten (deren Gro¨ßenordnung ca. 10cm betra¨gt), erweist
sich eine Gitterweite von 0.25mm in beide Richtungen als ausrei-
chend, sowohl angesichts der Genauigkeit der linearen Interpolation,
als auch angesichts der Anzahl der entstandenen Gitterpunkte. Die-
ser Wert entspricht meistens dem Abstand zwischen den tatsa¨chlich
gemessenen Linien, oder kann als Vorgabe fu¨r das Messverfahren die-
nen.
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3.1.2 Waveletzerlegung und Berechnung der
BMO−1 -Koeffizienten
Fu¨r die Matrix Z = (Z(i, j))j=1,ni=1,m wird nun eine Waveletzerlegung
durchgefu¨hrt. Je nach der Dimension der Matrizen, die in prakti-
schen Anwendungen auftreten (200x200 bis 600x600), erfolgt diese
Zerlegung auf drei bis vier Niveaus. Bei einer Resolution in dieser
Gro¨ßenordnung wu¨rde eine weitere Zerlegung eine zu grobe Appro-
ximation auf dem letzten Niveau bringen und das Ergebnis wu¨rde
damit nicht verbessert. Analog zur Formel (3.1) werden (approximie-
rende) BMO−1 Koeffizienten in jedem Punkt x = (i, j) durch
b(i,j) =
0@ sup
Q3(i,j)
1
|Q|
X
Q(λ)⊂Q
|Q(λ)| · |cλ|2
1A1/2
berechnet, wobei in diesem Fall die dyadischen Wu¨rfel Q und Q(λ)
nur den berechneten Skalen angeho¨ren, an denen die Waveletkoeffi-
zienten cλ (horizontal, vertikal und diagonal) bestimmt wurden.
Um den analytischen Inhalt der Punkte besser nutzen zu ko¨nnen,
fu¨hren wir nun ein ’Binning’ der Punkte des Gitters anhand der Gro¨ße
der BMO−1-Koeffizienten durch, also eine Einteilung gema¨ss ihrer
Gro¨ßenordnung
(’bin’=Schublade, engl.). Fu¨r gegebene threshold Parameter 0 = α0 <
α1 < α2 < · · · < αM < αM+1 :=∞ wurden die Gitterpunkte in dis-
junkte Teilmengen Ak, k = 0,M eingeteilt, wobei (i, j) ∈ Ak ⇔
b(i,j) ∈ [αk, αk+1).
Die Fla¨chen, die in der Praxis vorkommen, sind meist durch ste-
tige Funktionen darstellbar. Darauf entstehen durch diese Einteilung
verschiedene Gebiete (Teilgebiete), ausgegrenzt durch die Niveaukur-
ven {x : bx = αk}. Die Auswahl der threshold Parameter αi muss so
erfolgen, dass die unterschiedlichen Teile der Fla¨che (glatte, raue,
kantige, usw) voneinander abgegrenzt werden, um in jeder dieser Be-
reiche die Punkte mehr oder weniger auszudu¨nnen, abha¨ngig von der
Gro¨ße der BMO−1-Koeffizienten. Nach einigen heuristischen Versu-
chen und ohne viel Zeitaufwand erha¨lt man meistens das gewu¨nschte
Ergebnis. Dies wird in der Abbildung 3.4 im Falle des Kolbens illu-
striert.
Der Einsatz der BMO−1-Koeffizienten liefert also Informationen
u¨ber die lokale Struktur der Fla¨che und ermo¨glicht die Auswahl der
Punkte u¨ber die ganze Oberfla¨che, mit unterschiedlichen Dichten in
den einzelnen Bereiche.
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Abbildung 3.4: Einteilung der Gitterpunkte entsprechend der
Gro¨ße der BMO−1-Koeffizienten
3.2 Auswahl der Punkte
Gegeben seien die reellen Parameter 0 = α0 < α1 < α2 < · · · < αM
und die ganzzahligen Parameter d0 ≥ d1 ≥ · · · ≥ dM ≥ 1.
Als erstes werden die Punkte aus AM := {(i, j) : b(i,j) ≥ αM}
wie folgt ausgedu¨nnt: die Matrix Z = (Z(i, j))j=1,ni=1,m wird Element
fu¨r Element durchlaufen. Falls der laufende Gitterpunkt in AM liegt,
wird er zu der bereits ausgewa¨hlten Menge nur dann hinzugefu¨gt,
falls der Abstand zu den Punkten dieser Menge (berechnet als |i1 −
i2| + |j1 − j2|) gro¨ßer oder gleich dM ist. Die Auswahl wird Schritt
fu¨r Schritt erweitert, bis man die ganze Matrix durchlaufen hat. Nach
dieser Prozedur erha¨lt man somit eine Auswahl von Punkten aus AM .
Im folgenden werden zu der bereits vorhandenen Auswahl nach
dem gleichen Prinzip sukzessive Punkte aus den Mengen Ak, k =
M − 1,M − 2, . . . 0 hinzugefu¨gt: ein Punkt aus Ak wird dann zu der
bisherigen Selektion hinzugefu¨gt (welche aus Punkten aus
SM
j=k Aj
besteht), wenn der Abstand des Punktes zu dieser Menge gro¨ßer oder
gleich dk ist.
Falls den Punkten aus den Mengen Ak ganze Bereiche entspre-
chen, dann bedeutet diese Prozedur im Grunde nichts anderes als
eine Ausdu¨nnung der Punkte in der Region Ak entsprechend dem
Distanzparameter dk.
Fu¨r jeden Parametersatz γ = (α1, α2, . . . αM , d1, d2, . . . dM ) erhal-
ten wir also eine reduzierte Punktemenge S ′γ , deren (x, y)-Koordinaten
auf dem betrachteten Gitter liegen. Ausgehend von S ′γ wa¨hlen wir
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diejenigen urspru¨nglich gemessenen Punkte aus, welche dieser Punk-
temenge am na¨chsten liegen. Die Werte der BMO−1-Koeffizienten
der ausgewa¨hlten Gitterpunkte werden auf diese urspru¨nglich gemes-
senen Punkte u¨bertragen, da sie in die bei der Spline-Interpolation
beno¨tigten Gewichte mit einbezogen werden.
Der reduzierte Punktesatz Sγ ist also eine Teilmenge des Origi-
nalpunktesatzes, zur deren Bestimmung die Gitterinterpolation und
das Binning der BMO−1-Koeffizienten als Hilfsmittel benutzt wer-
den. Er wird durch die Auswahl der Parameter αi beeinflusst, welche
die Einteilung der Fla¨che in verschiedenen Gebieten steuern, so wie
von der Wahl der Distanzparameter di, welche die Dichte der aus-
gewa¨hlten Punkte innerhalb dieser Gebiete festlegen.
Die ausgewa¨hlte Punktemenge ist unstrukturiert, daher muss ein
geeignetes Verfahren benutzt werden, um eine gut approximierende
Spline-Fla¨che zu bestimmen. Dieses wird in der na¨chsten Sektion
vorgestellt.
3.3 Rekonstruktion der Fla¨che und
Berechnung des Fehlers
Im folgenden wird eine Methode vorgestellt, die ein surface-fitting ei-
ner unstrukturierten Punktemenge in R3 realisiert. Der Versuch, ei-
ne least-square Splineapproximation durchzufu¨hren, scheitert oft an
dem Rangdefizit der Matrix des Gleichungssystems, das die gesuch-
ten Koeffizienten der Splines liefern soll. Die Lo¨sung des least-square
Problems ist also oft nicht eindeutig, im Unterschied zu der Situation,
wenn die Punktemenge auf einem Gitter strukturiert ist. Hier gibt es
kein Analogon der Schoenberg-Whitney Bedingung, welche die ein-
deutige Konstruktion einer least-squares Spline-Funktion gewa¨hrlei-
stet. Auch wenn man eine spezielle least-squares Lo¨sung des linearen
Gleichungssystems zur Bestimmung der Koeffizienten auswa¨hlt (z.B.
mit minimaler Norm, gegeben durch die Moore-Penrose Inverse oder
Pseudoinverse), hat die rekonstruierte Fla¨che einen ’rauen’ Aspekt
und weist oft starke Oszillationen zwischen den Punkten auf.
Unter diesen Umsta¨nden wird eine sogenannte Glattheitsnorm
eingefu¨hrt. Ziel dabei ist es, diese Norm zu minimieren unter der Be-
dingung, dass der quadratische Fehler unter einer vorgeschriebenen
Toleranz liegt, oder man minimiert eine Linearkombination zwischen
dem quadratischen Fehler und der Glattheitsnorm.
Zuna¨chst wird eine Approximation durch gla¨ttende Splines fu¨r
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eine gegebene Knotenmenge diskutiert, anschließend auch eine adap-
tive Strategie zur Platzierung der Knoten.
3.3.1 Gla¨ttende Splines fu¨r eine gegebene Kno-
tenmenge
Seien also die gegebenen Daten Pr(xr, yr, zr), r = 1, . . . ,mmit (xr, yr) ∈
R := [a, b]×[c, d]. Die vorhandenen Knoten seien λ−3 = λ−2 = λ−1 =
λ0 = a < λ1 < λ2 < · · · < b = λg+1 = λg+2 = λg+3 = λg+4
in der x-Richtung und µ−3 = µ−2 = µ−1 = µ0 = c < µ1 <
µ2 < · · · < d = µh+1 = µh+2 = µh+3 = µh+4 in der y-Richtung.
Die Randknoten werden jeweils mit Vielfachheit 4 betrachtet, da
eine Approximation mit bikubischen Splines angestrebt wird. Seien
Bi,4(x) die kubischen Spline-Basisfunktionen mit Tra¨ger im Intervall
[λi, λi+4], i = −3, . . . , g und B˜j,4(y) die entsprechenden Basisfunktio-
nen mit Tra¨ger im Intervall [µj , µj+4], j = −3, . . . , h.
Das Tensorprodukt bikubische Spline-Funktion bezu¨glich dieser
Knoten hat also die Form
s(x, y) =
gX
i=−3
hX
j=−3
ci,jBi,4(x)B˜j,4(y). (3.2)
Fu¨r eine Spline-Funktion der Form (3.2) mit entsprechendem Ko-
effizientenvektor c = (ci,j) und fu¨r die Gewichte wr, r = 1, . . . ,m, de-
finiert man den quadratischen Fehler bezu¨glich der gegebenen Punkte
Pr(xr, yr, zr), r = 1, . . . ,m als
δ(c) =
mX
r=1
(wr(zr − s(xr, yr)))2. (3.3)
Das least-square Problem entspra¨che in diesem Falle der Bestim-
mung des Vektors c, welcher δ(c) minimiert. Dies entspricht der least-
squares Lo¨sung des u¨berbestimmten linearen Gleichungssystems:
wr
gX
i=−3
hX
j=−3
ci,jBi,4(xr)B˜j,4(yr) = wrzr, r = 1, . . . ,m, (3.4)
oder in Matrix-Schreibweise:
Ec = z. (3.5)
Falls die Matrix E nicht vollen Rang hat, ist die least-squares Lo¨sung
jedoch nicht eindeutig. Dies ist oft der Fall bei einer unstrukturierten
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Punktemenge, z.B. wenn in einem Patch Ri,j := [λi, λi+1]× [µj , µj+1]
keiner der gegebenen Punkte Pr liegt. Aber auch wenn die Knoten
so gewa¨hlt werden, dass diese Situation nicht eintritt, kann trotzdem
ein Rangdefizit vorhanden sein, welches nicht apriori erkennbar ist
(siehe [7], S.150-151). Daher wa¨hlt man u¨blicherweise die Lo¨sung mit
minimaler Norm |c|.
Die so erhaltenen Spline-Funktionen ko¨nnen jedoch einen ziem-
lich ’rauen’ Aspekt haben, deswegen strebt man durch Hinzufu¨gen
zusa¨tzlicher Gleichungen eine Regularisierung des Systems (3.4) an,
so dass man eine eindeutige least-squares Lo¨sung erha¨lt, zu der die
entsprechende Spline-Fla¨che ein glatteres Aussehen vorweist.
Fu¨r q = 1, . . . , g bezeichne ai,q = B
′′′
i,4(λq+) − B′′′i,4(λq−) den
Sprung der dritten Ableitung der Basisfunktion Bi,4 in dem Knoten
λq. Falls dieser Knoten nicht im Tra¨ger der Funktion Bi,4 liegt, ist
der entsprechende Wert gleich Null. Fu¨r r = 1, . . . h definiert man
analog bj,r = B˜
′′′
j,4(µr+)− B˜′′′j,4(µr−).
Fu¨r den Koeffizientenvektor c definiert man folgende Glattheits-
norm ([7], p.159):
η(c) =
gX
q=1
hX
j=−3
 
gX
i=−3
ci,jai,q
!2
+
hX
r=1
gX
i=−3
 
hX
j=−3
ci,jbi,r
!2
. (3.6)
Fu¨r Polynome gilt immer η(c) = 0, da die dritten Ableitungen stetig
sind. Allgemein gilt: fu¨r kleine Werte von η(c) ist die Spline-Funktion
’nahe’ an einen Polynom, also die entsprechende Fla¨che erscheint
’glatter’ als in der Situation eines großen η(c), d.h. wenn die drit-
ten Ableitungen starke Oszillationen vorweisen.
Das Problem der gla¨ttenden Spline formuliert man daher als
minimiere η(c) (3.7)
unter der Bedingung δ(c) ≤ S, (3.8)
fu¨r einen gegebenen Parameter S > 0.
Durch Einfu¨hrung eines Lagrange-Multiplikators p erha¨lt man
nach [7], S.159-160, folgendes u¨berbestimmte Gleichungssystem fu¨r
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die gesuchten Koeffizienten c der gla¨ttender Spline sp(x, y):
wr
gX
i=−3
hX
j=−3
ci,jBi,4(xr)B˜j,4(yr) = wrzr, r = 1, . . . ,m,(3.9)
1√
p
gX
i=−3
ci,jai,q = 0, q = 1, . . . , g; j = −3, . . . , h, (3.10)
1√
p
hX
j=−3
ci,jbj,r = 0, r = 1, . . . , h; i = −3, . . . , g, (3.11)
wobei p die positive Lo¨sung der Gleichung F (p) = S ist, mit
F (p) = Fg,h(p) :=
mX
r=1
(wr(zr − sp(xr, yr)))2. (3.12)
Die Indizes g, h deuten die Abha¨ngigkeit von den gegebenen (inneren)
Knoten an, deren Anzahl in die x-Richtung gleich g und in die y-
Richtung gleich h ist. In Matrix-Schreibweise erha¨lt man also das
System:
Pc =
264 E1√pD
1√
p
H
375 c =
24 z0
0
35 (3.13)
mit E gegeben aus (3.5).
Fu¨r moderate Werte von p hat die Matrix P vollen Rang, ins-
besondere wegen des regularisierenden Effektes der Glattheitsnorm
(3.6). Die Werte von p ha¨ngen von der Wahl der Toleranz S ab. Die
gesuchte Lo¨sung der Gleichung F (p) = S erha¨lt man durch folgende
iterative Prozedur aus [7], 5.2.4, S.82-83. Diese liefert in der Praxis
auch im Fall einer rangdefizienten Observationsmatrix E gute Ergeb-
nisse bei der Bestimmung einer (nicht notwendig eindeutigen) Lo¨sung
p∗.
Mit den Startwerten p1 = 0, p2 = − F (0)− S
F (∞)− S , p3 =∞ bestimmt
man die entsprechenden Funktionen sp1 , sp2 , sp3 als least-squares Lo¨sun-
gen des Systems (3.9)-(3.11). Der Interpolationsansatz
R(p) =
αp+ β
p+ γ
liefert nach [8] eine gute Reproduktion der Eigenschaften von F (p):
falls γ > 0 ist R(p) stetig auf (0,∞) und fu¨r αγ > β (d.h. falls R(0) >
54
KAPITEL 3. ALGORITHMUS ZUR PUNKTEREDUKTION UND
FLA¨CHENREKONSTRUKTION
R(∞)) folgt, dass R′(p) < 0 und R′′(p) > 0 gilt. Die Parameter
α, β, γ werden durch die Bedingung R(pi) = F (pi) bestimmt. Die
approximative Lo¨sung der Gleichung R(p) = S wird dann nach einer
iterativen Prozedur berechnet. Sei Fi = R(pi). Der na¨chste Wert p∗
berechnet sich dann durch:
p∗ =
p1(F1 − F3)(F2 − S)− p2(F2 − F3)(F1 − S)
(F1 − F2)(F3 − S)
fu¨r p3 =∞, oder p∗ =
−p1p2(F3 − S)(F1 − F2) + p1p3(F2 − S)(F3 − F1) + p2p3(F1 − S)(F2 − F3)
p3(F3 − S)(F1 − F2) + p2(F2 − S)(F3 − F1) + p1(F1 − S)(F2 − F3)
fu¨r p3 6=∞.
Falls |F (p∗)− S|/S kleiner als eine vorgeschriebene Toleranz ist,
wa¨hle p∗ als gesuchten Wert und die entsprechende Spline-Funktion
sp∗ als gesuchte Interpolante. Sonst setze p3 = p2, p2 = p∗, falls
F2 < S, oder setze p1 = p2, p2 = p∗, falls F2 > S. Die Formel zur
Berechnung von p∗ gewa¨hrleistet immer, dass dieser Wert im Inter-
vall (p1, p3) liegt. Aus den vier Punkten {p1, p∗, p2, p3} bestimmt man
nun die na¨chsten Werte von p1, p2, p3 nach dem angegebenen Krite-
rium. Die La¨nge des Intervalls [p1, p3] wird immer kleiner und strebt
in den meisten Situationen gegen 0, somit ist die iterative Prozedur
konvergent. Dies geschieht mit Sicherheit, wenn die sogenannte Ob-
servationsmatrix E vollen Rang hat. Dann weisen sp(x, y) und Fg,h(p)
folgende Eigenschaften auf ([7], p.161):
• Fu¨r jedes positive p existiert eine eindeutige Spline-Funktion
sp(x, y), deren Koeffizientenvektor c die least-squares Lo¨sung
des Systems (3.13) ist.
• Fu¨r p → ∞ konvergiert sp(x, y) gegen die least-square Spline-
Funktion Sg,h(x, y) bezu¨glich der gegebenen Knoten, deren Ko-
effizienten durch die least-squares Lo¨sung des Systems (3.5) be-
stimmt sind, d.h. die Gleichungen (3.10),(3.11) werden einfach
vernachla¨ssigt. Sei
Fg,h(∞) =
mX
r=1
(wr(zr − Sg,h(xr, yr)))2. (3.14)
• Fu¨r p → 0 haben die Gleichungen (3.10),(3.11) ein immer
gro¨ßeres Gewicht im Gesamtsystem und die least-squares Lo¨sung
neigt dazu, diese exakt zu erfu¨llen, d.h. die dritte Ableitung
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der Spline-Funktion darf im Limes p → 0 keine Spru¨nge auf-
weisen. Daher konvergiert sp(x, y) gegen das entsprechende
least-square bikubische Polynom P3,3(x, y) bezu¨glich der Punk-
te Pr, r = 1, . . . ,m, definiert auf das Gebiet [a, b]× [c, d]. Sei
Fg,h(0) =
mX
r=1
(wr(zr − P3,3(xr, yr)))2. (3.15)
• Fu¨r p > 0 ist Fg,h(p) eine stetige, streng monoton fallende und
konvexe Funktion.
Falls wir eine Knotenmenge gefunden haben, fu¨r welche
Fg,h(∞) ≤ S < Fg,h(0) (3.16)
gilt, dann gibt es ein eindeutiges p∗ und eine eindeutige gla¨ttende
Spline-Funktion sp∗(x, y) zu diesen Knoten, so dass Fg,h(p∗) = S.
Der Wert fu¨r p∗ wird numerisch durch die oben beschriebene iterati-
ve Prozedur bestimmt. Diese gla¨ttende Spline-Funktion sp∗(x, y) liegt
also zwischen den zwei Extremfa¨llen: einerseits das least-squares bi-
kubische Polynom bezu¨glich der gegebenen Punkte (maximale Glatt-
heit) und andererseits das entsprechende least-squares Spline (beste
Approximation, aber auf Kosten der Glattheit). Der Kompromiß zwi-
schen der Approximation und der Glattheit wird durch den Parame-
ter S gesteuert.
Falls die erste Ungleichung in (3.16) nicht erfu¨llt ist, dann kann
fu¨r diese Knotenmenge die Nebenbedingung (3.8) nicht gelten. Daher
muss zuna¨chst eine passende Knotenmenge bestimmt werden. Die
Methode dazu wird im folgenden beschrieben.
3.3.2 Eine adaptive Strategie zur Platzierung
der Knoten
Falls die Knoten so ausgewa¨hlt werden, dass in jedem Patch Ri,j :=
[λi, λi+1]× [µj , µj+1] genau ein Punkt Pr liegt, kann man direkt das
interpolierende Spline auswa¨hlen (d.h. Fg,h(∞) = 0), um die Be-
dingung (3.16) zu erfu¨llen. Ziel ist jedoch eine Spline-Funktion mit
mo¨glichst wenig Knoten interessiert, daher wird zuna¨chst nur mit den
Randknoten das entsprechende least-squares Polynom P3,3(x, y) =
S0,0(x, y) zu den Punkten Pr berechnet. Falls die Matrix E nicht
vollen Rang hat, betrachtet man hier und im folgenden immer die
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Lo¨sung mit minimaler Norm des entsprechenden linearen Gleichungs-
systems. Falls F0,0(∞) ≤ S, dann ist die gewu¨nschte Funktion be-
reits gefunden. Gilt dies nicht, werden sukzessive least-squares Spline-
Funktionen Sg,h(x, y) mit einer immer wachsenden Knotenzahl be-
rechnet, bis die Bedingung (3.16) erfu¨llt ist. Bei jedem Iterations-
schritt berechnet man folgende Gro¨ßen:
Rr = wr(zr − Sg,h(xr, yr)), r = 1, . . . ,m (3.17)
δxi =
X
λi≤xr<λi+1
R2r, i = 0, . . . , g (3.18)
δyj =
X
µj≤yr<µj+1
R2r, j = 0, . . . , h (3.19)
δxu = max{δxi : i = 0, . . . , g} (3.20)
δyv = max{δyj : j = 0, . . . , h}. (3.21)
Falls δxu ≥ δyv , fu¨gen wir einen Knoten bezu¨glich der x-Variable
ein, da der Fehler in dieser Richtung gro¨ßer ist. Sonst wird ein Knoten
in y-Richtung eingefu¨gt. Die Position des neuen Knotens ist gegeben
durch
X =
X
λu≤xr<λu+1
R2rxrX
λu≤xr<λu+1
R2r
, (3.22)
bzw.
Y =
X
µv≤yr<µv+1
R2ryrX
µv≤yr<µv+1
R2r
, (3.23)
entsprechend der gewa¨hlten Richtung. Man fu¨gt also zu demjenigen
Streifen (vertikal [λu, λu+1]× [c, d] oder horizontal [a, b]× [µv, µv+1])
einen Knoten hinzu, in dem der Fehler der Approximation am gro¨ßten
ist, d.h. zwischen λu und λu+1, bzw. zwischen µv und µv+1. Die
genaue Positionierung innerhalb dieses Intervalls ist durch die Formel
(3.22) gegeben. Die gewichtete Mittelung bewirkt, dass der Knoten
dort positioniert wird, wo die Gewichte (d.h. Fehler in den einzelnen
Punkten) am gro¨ßten sind. Es garantiert auch, dass jeder der Streifen
[λu, X]× [c, d] und [X,λu+1]× [c, d] Punkte Pr entha¨lt. Dies ist nicht
immer gewa¨hrleistet, z.B.wenn der neue Knoten einfach in der Mitte
des Intervalls platziert wird.
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Durch Wiederholung dieser Prozedur erha¨lt man schließlich ei-
ne Spline-Funktion Sg,h(x, y) bezu¨glich der so konstruierten Knoten-
menge, fu¨r welche Fg,h(∞) ≤ S gilt. Fu¨r diese Knotenmenge kann
man also das Problem der gla¨ttenden Spline lo¨sen.
Nun wird eine numerische Lo¨sung p∗ der Gleichung F (p∗) = S
nach der bereits beschriebenen iterativen Prozedur bestimmt. Mit
diesem p∗ bestimmt man anschließend die least-squares Lo¨sung des
Systems (3.13), das im allgemeinen vollen Rang hat. Somit werden
die entsprechenden Koeffizienten der gesuchten gla¨ttenden Spline-
Funktion sp∗(x, y) berechnet, die das Problem (3.7)-(3.8) lo¨st.
3.3.3 Gla¨ttung durch Vorgabe des Gla¨ttungs-
parameters
Die bisher beschriebene Methode findet Anwendung, wenn der qua-
dratische Fehler der Approximation unter einer vorgeschriebenen Schran-
ke liegen muss . Sonst kann man die oben beschriebene adaptive
Strategie der Knotenplatzierung anwenden, um die entsprechenden
least-square Splines zu berechnen, wa¨hrend die Gla¨ttung durch ver-
schiedene Auswahlmo¨glichkeiten von p gesteuert wird. In der Praxis,
wenn keine expliziten Vorgaben an den Fehler der Approximation ge-
geben sind, wird diese Variante bevorzugt, da man mit viel weniger
Aufwand zu einem akzeptablen Ergebnis kommt.
Das Problem lautet also jetzt:
minimiere δ(c) +
1
p
η(c) (3.24)
und fu¨hrt ebenfalls zu dem Gleichungssystem (3.9)-(3.11), wobei dies-
mal p vorgegeben ist. Die least-square Lo¨sung dieses Systems liefert
dann die Koeffizienten der gesuchten Spline-Funktion.
Ist eine Schranke S fu¨r den Fehler der gla¨ttenden Spline vorgese-
hen, sind etliche Iterationen no¨tig, wobei in jedem Schritt eine neue
gla¨ttende Spline-Funktion zu berechnen ist. Außerdem muß ein pas-
sender Wert fu¨r S gewa¨hlt werden, der von Fall zu Fall verschieden
sein kann. Die richtige Wahl des Parameters S ha¨ngt von der Struktur
der gegebenen Punktedaten ab. Werte die sehr nahe an Null liegen,
sind aus numerischen Gru¨nden nicht zu empfehlen, zu große Werte
fu¨hren zu einer ungenauen Approximation. Der optimale Wert fu¨r
S wird heuristisch bestimmt, daher sind auch hier einige Versuche
notwendig. Dieser Aufwand lohnt sich nur, wenn man eine bereits
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berechnete, akzeptable Fla¨chenanpassung durch Spline-Funktionen
optimieren mo¨chte.
Wenn man in erster Linie nur an dieser ’akzeptablen Fla¨chenan-
passung’ interessiert ist, reicht es aus, ca. 3-4 Werte von p zu testen
und anschließend denjenigen auszuwa¨hlen, der den besten Kompro-
miss zwischen Glattheit und Approximationsfehler realisiert.
3.4 Auswahl der Parameter
Die Schritte 2. und 3. des Algorithmus liefern ein Ergebnis fu¨r vor-
gegebene Werte mehrerer Parameter. Die ausgewa¨hlte Punktemen-
ge Sγ ha¨ngt zuna¨chst von den threshold Werten αi ab sowie von
den Ausdu¨nnungsentfernungen di. Durch Variation dieser Parame-
ter kann man die Auswahl der reduzierten Punkte steuern, bis deren
Anzahl in einer bestimmten Gro¨ßenordnung liegt, oder um gewisse
Bereiche der Fla¨che je nach Bedarf durch dichtere oder weniger dichte
Punktemengen abzudecken.
Die entsprechende smoothing-spline Funktion, die die ausgewa¨hl-
ten Punkte gema¨ß Schritt 4. approximiert, ha¨ngt wiederum von den
Werten der Gewichte wr, r = 1, . . . ,m = |Sγ | und des Gla¨ttungs-
parameters p ab, der entweder frei gewa¨hlt ist oder bestimmt wird
durch die Forderung, dass der quadratische Fehler die Schranke S
nicht u¨berschreiten soll. Der Wert von S in Kombination mit der
Anzahl der ausgewa¨hlten Punkte beeinflusst natu¨rlich auch die An-
zahl der Knoten der approximierenden Spline-Funktion.
Zur Auswahl der Gewichte bestehen verschiedene Mo¨glichkeiten:
Die einfachste Mo¨glichkeit besteht darin, alle Gewichte gleich 1 zu
setzen. Eine bessere Alternative ist es jedoch, die Gewichte nach fol-
gender Funktion zu definieren:
wr(xr, yr, zr) =
1
ε+ β · b(ik,jl)
(3.25)
somit sind die Gewichte abha¨ngig von dem BMO−1-Koeffizient des
Gitterpunktes (ik, jl), der dem Punkt (xr, yr) am na¨chsten liegt, wo-
bei β und ε positive Parameter sind. Der Parameter ε wird eingefu¨hrt,
damit die Gewichte wr im Falle sehr kleiner BMO
−1-Koeffizienten
nicht beliebig groß werden ko¨nnen. Typischerweise wa¨hlt man ε =
0.1, um Gewichte im Wertebereich (1/(ε + βbmax), 10) zu erhalten,
wobei bmax das Maximum der berechneten BMO
−1-Koeffizienten
darstellt.
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Diese Auswahl der Gewichte verbessert die optische Darstellung
der erhaltenen Spline-Fla¨che erheblich. Die Erkla¨rung ist folgende:
Werden alle Punkte gleich gewichtet, tendiert die least-squares Spline-
Fla¨che dazu, sich im gleichen Maße allen Punkten anzuna¨hern. Dies
fu¨hrt in den Bereichen, in denen die ausgewa¨hlten Punkte dichter
liegen (typischerweise bei Kanten), zu sichtbaren ’Zerknitterungen’
der Fla¨che wegen der zu starken Forderung sich den ausgewa¨hlten
Punkten anzupassen, die in diesen Bereichen dichter liegen. Wenn
man diese Forderung abschwa¨cht durch die Wahl kleinerer Gewich-
te fu¨r solche Punkte, erha¨lt die Fla¨che einen natu¨rlicheren Aspekt.
Es erfolgt eine Art lokale Gla¨ttung, die bei geeigneter Wahl von ε
und β die Details der Fla¨che nicht zersto¨rt. Im na¨chsten Schritt, bei
der globalen Gla¨ttung gema¨ß des Parameters p, ist nun viel weniger
Gla¨ttung erforderlich (dies entspricht zu großen Werten von p) als in
dem Fall,wo alle Punkte gleich gewichtet wu¨rden. Diese Art Gla¨ttung
hat einen Effekt u¨ber die ganze Fla¨che, wa¨hrend die passende Aus-
wahl der Gewichte nur gewisse Teile der Fla¨che beeinflußt. Wo die
Fla¨che genu¨gend glatt ist, bringt die Wahl gro¨ßerer Gewichte mehr
Genauigkeit, aber keine Zersto¨rung des glatten Aussehens.
3.5 Praktische Aspekte der Interpola-
tion und Berechnung des Fehlers
Im folgenden wird die praktische Umsetzung der Interpolationsme-
thode beschrieben, die von dem gegebenen reduzierten Punktesatz
ausgeht.
1. Adaptive Platzierung der Knoten. Nach jeder neuen Kno-
tenlegung wird die least-squares Spline-Funktion entsprechend der re-
duzierten Punktemenge berechnet. Dies erfolgt so lange, bis der qua-
dratische Fehler der Approximation unter einer vorgegebenen Schran-
ke liegt. Mit jedem neu gelegten Knoten wird der Fehler immer klei-
ner, man bemerkt jedoch, dass ab einem gewissen Wert diese Ab-
nahme immer geringer ausfa¨llt. Dies ist der Effekt des sogenannten
’overfitting’, wenn eine Punktemenge durch eine Splinefunktion ap-
proximiert wird, die auf zu vielen Knoten basiert, wie in den Abbil-
dungen 3.5 und 3.6 illustriert wird.
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Abbildung 3.5: Approximierung durch 7x7 Knoten
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Abbildung 3.6: OVERFITTING: Approximierung durch 13x12
Knoten
Oben sind die least-squares Splines dargestellt, unten die gla¨tten-
den Splines. Man bemerkt, dass im Falle des overfitting auch nicht
durch die Gla¨ttung das richtige Profil wiederhergestellt wird.
Wenn also die Abnahmerate des quadratischen Fehlers zu klein
wird, wird die Prozedur gestoppt und ergibt somit die gewu¨nschte
Knotenmenge, ohne im voraus eine Schranke fu¨r diesen Fehler zu
haben.
2. Berechnung der gla¨ttenden Splines ab einer bestimm-
ten Knotenzahl.Wird durch sukzessive Platzierung eine bestimmte
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Anzahl von Knoten erreicht, fu¨r die eine akzeptable Approximation
zu erwarten ist, kann man zu jeder Knotenmenge parallel zu den
least-squares Splines auch die gla¨ttenden Splines fu¨r 3-4 Werte des
Gla¨ttungsparameters p berechnen und die entstandenen Fehler sowie
die laufende Knotenmenge speichern. Nachdem die Platzierung der
Knoten beendet ist, kann anhand der gespeicherten Ergebnisse even-
tuell auf eine fru¨here Knotenmenge zuru¨ckgegriffen werden, wenn fu¨r
diese Menge der Fehler der gla¨ttenden Spline kleiner sein sollte, oder
wenn der gleichen Fehler mit einer wesentlich kleineren Knotenmenge
erreichbar ist.
3. Optimierung der Approximation. Anhand der bereits be-
rechneten Fehler in jedem Schritt kann nun ein passender Wert fu¨r
die Schranke S gewa¨hlt werden, die den quadratischen Fehler der
gla¨ttenden Splines majorisiert. Zu dieser Schranke kann, wie bereits
beschrieben, auch der optimale Wert von p berechnet werden.
Das urspru¨ngliche Problem war jedoch die Approximation der
urspru¨nglich gemessenen Punktemenge P orig(xi, yi, zi), i = 1, . . . , n.
Deswegen ist folgendes Maß fu¨r den Fehler interessant:
e(sp) :=
nX
i=1
(zi − sp(xi, yi))2 (3.26)
Hier werden alle Gewichte auf 1 gesetzt, da die gemessenen Punkte
die Fla¨che im Prinzip gleichma¨ßig abdecken. Deswegen ist es nicht
notwendig, in einigen Bereiche eine sta¨rkere Anpassung der Fla¨che
an die Punkte zu fordern als in anderen.
Da in der Praxis die Anzahl der Punkte unterschiedlich sein kann,
macht es Sinn, die normierten Fehler zu betrachten, na¨mlich
errwsel =
„Pm
r=1(wr(zr − sp(xr, yr)))2Pm
r=1 wr
« 1
2
(3.27)
errorig =
„Pn
i=1(zi − sp(xi, yi))2
n
« 1
2
(3.28)
Diese Werte entsprechen einem ’mittleren Fehler’ pro Punkt.
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Kapitel 4
Anwendungen
In diesem Teil der Arbeit werden die Ergebnisse der Implementierung
des beschriebenen Algorithmus auf praktische Beispiele pra¨sentiert.
Diese wurden so ausgewa¨hlt, dass sie besonders problematische Stel-
len aus Hinsicht einer Spline-Approximation aufweisen: Unstetigkei-
ten der ersten Ableitung, die entlang gewisser Kurven verlaufen, oder
hohe Werte dieser Ableitungen, welche auf steile Profile hinweisen.
Als Erstes wurde das Verfahren anhand eines ku¨nstlich generier-
ten Objektes getestet, an einem Kegelstumpf, auf dem eine Halb-
kugel liegt. Anhand der gleichen reduzierten Punktemenge werden
mehrere Rekonstruktionen miteinander verglichen. Man beobachtet
den Effekt des Gla¨ttungsparameters und den Einfluss auf die Re-
konstruktion, die die Wahl der Gewichte der Spline-Approximation
in Abha¨ngigkeit von den BMO−1-Koeffizienten mit sich bringt. Es
stellt sich heraus, dass in vielen Fa¨llen eine Verwendung von solchen
Gewichten (beschrieben in Kapitel 3.4.) eine optisch bessere Rekon-
struktion liefert.
Die na¨chsten Objekte, anhand derer das Verfahren getestet wur-
de, wurden am Institut fu¨r Spanende Fertigung der Universita¨t Dort-
mund digitalisiert und von Herrn P.D.Dr.-Ing. Jo¨rn Mehnen zur Verfu¨-
gung gestellt. Es handelt sich um einen Motorkolben und um einen
sogenannten “Dom”. Beide Objekte weisen problematische Stellen im
oben beschriebenen Sinne auf.
Schließlich wird auch die Exportierung der rekonstruierten Fla¨chen
in das IGES-Format diskutiert und anhand eines Beispiels verdeut-
licht.
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Die Programmierung des gesamten Punktereduktions- und Re-
konstruktionsverfahrens erfolgte in MATLAB.
4.1 Rekonstruktion eines Testobjekts
Als erstes wird die beschriebene Methode auf ein Testobjekt ange-
wandt. Es handelt sich um einen Kegelstumpf, auf dem eine Halbku-
gel liegt. Auf der Oberfla¨che des Objektes wurden die Koordinaten
von 20.069 Punkten auf a¨quidistanten Linien berechnet, analog zu
den reellen gemessenen Punktedaten. Abbildung 4.1 zeigt das Objekt
Abbildung 4.1: Testobjekt (links) und BMO−1-Koeffizienten
(rechts)
(linear interpoliert zwischen allen 20.069 Punkten) und die BMO−1-
Koeffizienten, wa¨hrend Abbildung 4.2 die Waveletkoeffizienten auf
Level 1 horizontal (links) und Level 2 diagonal (rechts) darstellt.
Die Waveletzerlegung wurde auf drei Niveaus mit Hilfe der Dau-
bechies ’db5’-wavelets durchgefu¨hrt. Man bemerkt, dass die Wave-
letkoeffizienten nur an den singula¨ren Stellen (Kanten) eine relevante
Gro¨ße haben, wa¨hrend die BMO−1-Koeffizienten, wegen der Mitte-
lung, auch in den anderen Regionen der Fla¨che relevant sind. Die
anhand der Gro¨ße der BMO−1-Koeffizienten und der beschriebenen
tresholding Prozedur ausgewa¨hlten Punkte sind in Abbildung 4.3 dar-
gestellt.
In den durch thresholding entstandenen Regionen wurden die
Punkte dichter oder weniger dicht ausgewa¨hlt, je nachdem, ob die
BMO−1-Koeffizienten gro¨ßer oder kleiner sind. Obwohl die berechne-
ten Punkte nur auf der Oberfla¨che des Objektes liegen, wurden auch
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Abbildung 4.2: Waveletkoeffizienten: Level 1 horizontal und Le-
vel 2 diagonal
Abbildung 4.3: 2485 ausgewa¨hlte Punkte
Punkte auf der Platte ausgewa¨hlt, auf der urspru¨nglich keine Punkte
betrachtet wurden. Dies geschieht auch aus rechnerischen Gru¨nden,
damit man Punkte im ganzen rechteckigen Gebiet [a, b]× [c, d] erha¨lt,
aber diese Wahl fu¨hrt auch zu einem optisch ’angenehmeren’ Anblick
der flachen Platte, wo sonst starke Oszillationnen mo¨glich gewesen
wa¨ren.
Als erstes wurde die Fla¨chenrekonstruktion fu¨r die Gewichte wr =
1 durchgefu¨hrt. Die Ergebnisse sind in Abbildung 4.4 dargestellt. Die
Anzahl der Knoten betra¨gt 31 × 31. Der Wert p = 100 (Bild links)
bedeutet wenig Gla¨ttung, wa¨hrend der Wert p = 0.1 (Bild rechts)
mehr Gla¨ttung entspricht. Fu¨r p = 100 erha¨lt man die Fehler (gema¨ß
(3.27) und (3.28)): errw=1sel = 0.40, errorig = 0.42, wa¨hrend man fu¨r
p = 0.1 die Werte errw=1sel = 0.74, errorig = 0.42 erha¨lt.
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Abbildung 4.4: Rekonstruktion fu¨r wr = 1; p = 100 (links) und
p = 0.1 (rechts)
Man bemerkt also folgenden Effekt: die Gla¨ttung erho¨ht zwar den
Fehler bezu¨glich der ausgewa¨hlten Punkte, aber beeinflußt nur un-
wesentlich den Fehler bezu¨glich der urspru¨nglich berechneten Punkte
(deren Anzahl fast zehn Mal so groß ist, wenn man die auf der Platte
gewa¨hlten Punkten nicht in Betracht zieht).
Abbildung 4.5: Rekonstruktion fu¨r wr = (0.1 + 5br)−1; p = 100
(links) und p = 0.1 (rechts)
Als na¨chstes wurde die Fla¨chenrekonstruktion fu¨r die Gewichte
wr = (0.1 + 5br)
−1 durchgefu¨hrt, wobei br der BMO−1-Koeffizient
des Punktes Pr(xr, yr, zr) ist (u¨bertragen von dem na¨chstliegenden
Gitterpunkt). Da die BMO−1-Koeffizienten der Punkte auf der Plat-
te, die weiter weg von dem Objekt liegen, gleich Null sind, ist nun
der Grund der Einfu¨hrung des Parameters ε in (3.25) einleuchtend.
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Abbildung 4.5 zeigt die Ergebnisse der Rekonstruktion bei der
gleichen Anzahl von Knoten (31 × 31) wie in der vorherigen Be-
rechnung. Es sind jedoch nicht die gleichen Knoten, da die adap-
tive Prozedur bei jeder neuen Knotenplatzierung den quadratischen
Fehler bezu¨glich der Gewichte verringert, und in diesem Fall sind
andere Gewichte vorhanden. Fu¨r p = 100 erha¨lt man die Fehler
errwsel = 0.12, err
w=1
sel = 0.60, errorig = 0.49 und fu¨r p = 0.1 erha¨lt
man die Werte errwsel = 0.17, err
w=1
sel = 0.90, errorig = 0.49. Im Ver-
gleich zu den Gewichten wr = 1 ist hier die Fla¨che wesentlich glatter
und optisch besser aussehend, wobei der Fehler bezu¨glich der ur-
spru¨nglich berechneten Punkte nur etwas gro¨ßer ist. Zur Erinnerung:
bei der Berechnung des Fehlers bezu¨glich der Originalpunkte werden
alle Gewichte auf 1 gesetzt. Hier wurde auch der Fehler bezu¨glich
der ausgewa¨hlten Punkte mit den Gewichten 1 berechnet, um einen
Vergleich mit dem vorherigen Beispiel zu haben. Wie erwartet, sind
die Fehler in diesem Beispiel (fu¨r p = 100 und p = 0.1) wenig gro¨ßer
als im ersten Beispiel (mit Gewichten gleich 1) fu¨r dieselben Werte
von p.
Die Maßeinheiten aus diesem Beispiel kann man als Millimeter in-
terpretieren. Die Platte hat die Maße 200mm×200mm und die Ho¨he
des Objektes ist 80mm. Der Fehler pro Punkt ist also in beiden Bei-
spielen im Schnitt unter 0.5mm.
4.2 Rekonstruktion des Motorkolbens
Abbildung 4.6: Motorkolben
Im folgenden wird die Rekonstruktion des Motorkolbens aus Ab-
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bildung 4.6 durchgefu¨hrt.
Abbildung 4.7: 7487 ausgewa¨hlte Punkte
Auf der Oberfla¨che des Kolbens wurden 34.493 Punkte gemessen.
Nach der Berechnung der BMO−1-Koeffizienten, thresholding und
Punkteauswahlverfahren erha¨lt man 7487 Punkte, wie in Abbildung
4.7 dargestellt. Wenn man von den Punkten auf der Platte absieht,
ist dies etwa 1/5 der Anzahl der Originalpunkte.
Zur Rekonstruktion wurden die Gewichte wr = (0.1 + 5br)
−1
benutzt und die Knotenzahl betra¨gt 48× 48. Wie im Testbeispiel ist
auch hier die Ansicht der rekonstruierten Fla¨che fu¨r diese Auswahl
der Gewichte deutlich besser, als wenn wr = 1 gesetzt worden wa¨re.
Die Ergebnisse der Rekonstruktion fu¨r p = 100 und p = 10 sind
in den Abbildungen 4.8 und 4.9 dargestellt.
Fu¨r p = 100 erha¨lt man die Fehler errwsel = 0.10, err
w=1
sel =
0.32, errorig = 0.47, wa¨hrend fu¨r p = 10 die Werte err
w
sel = 0.12,
errw=1sel = 0.37, errorig = 0.47 berechnet wurden.
Im Unterschied zum Testobjekt, welches mit Ausnahme der Kan-
ten eine sehr glatte Fla¨che aufweist, ist im Falle des Kolbens der Feh-
ler bezu¨glich der Originalpunkte stets gro¨ßer als der Fehler bezu¨glich
der ausgewa¨hlten Punkte. Fu¨r eine komplexe Fla¨che mit vielen pro-
blematischen Stellen wie in diesem Beispiel ist diese Tatsache auch
zu erwarten.
Das Endergebnis ist also eine Rekonstruktion des Kolbens (mit
34483 urspru¨nglich gemessenen Punkte) mit Hilfe einer Spline-Fla¨che
basierend auf 48 × 48 Knoten. Dies entspricht einem Gitter mit ca.
2300 Punkten. Zur Berechnung dieser Spline-Funktion wurde eine re-
duzierte Punktemenge von 7487 Punkten benutzt. Weil diese Funk-
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Abbildung 4.8: Rekonstruktion des Kolbens, p=100
Abbildung 4.9: Rekonstruktion des Kolbens, p=10
tion schließlich in das IGES-Format exportiert wird, sind jedoch in
Hinsicht auf die Enddarstellung nur die Gro¨ße der Knotenmenge und
der Grad der Spline-Funktion relevant.
4.3 Rekonstruktion des Doms
Ein anderes Objekt, worauf das hier entwickelte Punktereduktions-
und Fla¨chenrekonstruktionsverfahren angewendet wird, ist der “Dom”,
dargestellt in Abbildung 4.10.
Auf der Oberfla¨che des Doms wurden 204.686 Punkte gemessen,
auf parallelen Linien im Abstand von 0.2mm. Die lineare Interpolati-
on erfolgte auf ein Gitter der Gro¨ße 606×606. Es ist zu bemerken, dass
der Dom deutlich gro¨ßer als der Kolben ist (Platte ca. 130×130mm
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Abbildung 4.10: Dom
statt 80×80mm und Ho¨he von u¨ber 50mm, anstatt 18mm). Er hat
etwa die gleichen Gro¨ßenordnung (in Millimeter) wie das erste Test-
objekt, aber weist deutlich mehr Details als dieses auf. Es ist daher
eine ho¨here Auflo¨sung notwendig, sowohl was die gemessenen Punk-
te betrifft, als auch bezu¨glich der Anzahl der ausgewa¨hlten Punkte.
Wegen der gro¨ßeren Dimensionen des Gitters wurde hier eine Wa-
veletzerlegung auf 4 Niveaus durchgefu¨hrt, so dass man nach der
Punktereduktion eine Anzahl von 16.138 Punkten erha¨lt ( Abbildung
4.11).
Abbildung 4.11: 16.138 ausgewa¨hlte Punkte
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Diese Anzahl wurde infolge einiger Versuche bestimmt: Durch Va-
riieren der Threshold- und Distanzparameter kann sowohl die Anzahl
der ausgewa¨hlten Punkte als auch deren lokale Dichte gesteuert wer-
den. Es stellt sich heraus, dass bei einer zu kleinen Anzahl von aus-
gewa¨hlten Punkten, z.B. bei etwa 11.000, die Rekonstruktion nicht
optimal ist, insbesondere aus optischer Sicht. Gla¨ttung und Steuerung
der Gewichte ko¨nnen in diesem Fall nicht verhindern, dass gewisse
Details nicht originalgetreu dargestellt werden. Die Rekonstruktion
erscheint entweder zu rau, oder aber eine zu starke Gla¨ttung fu¨hrt
zum Verlust von wichtigen Details. Zu viele ausgewa¨hlte Punkte, et-
wa 20.000 oder mehr, bedeuten gleichzeitig einen ho¨heren Rechenauf-
wand. In diesem Beispiel wird deutlich, dass im Falle des Doms eine
Anzahl von 16.138 Punkten einen akzeptablen Kompromiss zwischen
Rechenaufwand und Qualita¨t der rekonstruierten Fla¨che darstellt.
Abbildung 4.12: Rekonstruktion des Doms, p=5, 37×37 Knoten
Abbildung 4.13: Rekonstruktion des Doms, p=5, 73×73 Knoten
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Wegen der Gro¨ße des Objektes ist hier zu erwarten, dass man
fu¨r die Darstellung mehr Knoten als in den vorherigen Beispielen
beno¨tigt. Im Falle des Kolbens, mit einem Gitter von 337×337 Punk-
ten, beno¨tigte man 48×48 Knoten. Wegen der großen Anzahl von aus-
gewa¨hlten Punkten wu¨rde der Algorithmus zu lange Zeit brauchen,
um Schritt fu¨r Schritt bei einer Knotenzahl in der Ordnung von etwa
80× 80 anzukommen, da nach jeder neuen Knotenlegung jedesmal
eine andere least-squares Spline berechnet werden muss, welche auf
immer mehr Knoten basiert. Deswegen wird folgendermaßen vorge-
gangen: Der Algorithmus wird angehalten, sobald z.B. 50 Knoten
in einer Richtung erreicht werden, und man sucht unter den gespei-
cherten vergangenen Knotenkonfigurationen die optimale aus, d.h.
diejenige, fu¨r die der Fehler der gegla¨tten Spline-Fla¨che am kleinsten
ist. Anschließend verdoppelt man die Knotenzahl direkt, indem man
neue Knoten in der Mitte der vorhandenen Intervalle hinzufu¨gt. Diese
erste Phase der sukzessiven Berechnung mehrerer least-squares Spli-
nes und der adaptiven Knotenplatzierung kann man als eine gro¨bere
Approximation des Objektes interpretieren, die im Großen alle rele-
vanten Details erfaßt, wa¨hrend die Verdoppelung der Knotenzahl als
eine Verfeinerung angesehen werden kann, um ein glatteres Aussehen
der Kanten und der sonstigen Details zu erhalten.
In Abbildung 4.12 ist eine Rekonstruktion des Doms basierend
auf 37×37 Knoten dargestellt. Als Gla¨ttungsparameter wurde p = 5
gewa¨hlt und die Gewichte haben die Form: wr = (0.1 + 3br)
−1. Als
Fehler erha¨lt man die Werte errwsel = 0.50, err
w=1
sel = 1.14, errorig =
1.54. Nach der Verdopplung der Knotenzahl erha¨lt man fu¨r die glei-
chen Werte des Gla¨ttungsparameters und der Gewichte die Rekon-
struktion aus Abbildung 4.13. Die enstandenen Fehler sind jetzt:
errwsel = 0.43, err
w=1
sel = 0.98, errorig = 1.33. Wie man sehen kann,
sind die Fehlerunterschiede nicht allzu groß, das Aussehen der Re-
konstruktion mit doppelter Knotenzahl ist aber deutlich besser.
4.4 Exportieren der Daten im IGES-
Format
IGES (Initial Graphics Exchange Specification) ist eine der verbreite-
sten Standardisierungen fu¨r die Darstellung verschiedener geometri-
scher Objekte in CAD-Systemen. Die einzelnen Teile dieser Objekte
ko¨nnen z.B. verschiedene Kurven oder Fla¨chen sein, die durch Splines
oder NURBS (Non-uniform Rational B-Splines) definiert sind.
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Wegen seiner Verbreitung und Kompatibilita¨t mit vielen CAD-
Programmen, ist es in Hinsicht auf die Anwendbarkeit des Verfahrens
wu¨nschenswert, die rekonstruierte Fla¨che auch im IGES-Format dar-
zustellen. Somit kann diese auch in den Verarbeitungsmaschinen ein-
gegeben werden, um das gewu¨nschte Objekt herzustellen. Aus diesem
Grund ist eine Darstellung, die mo¨glichst wenig Parameter entha¨lt,
notwendig, um die Gro¨ße der Datei in akzeptablen Grenzen zu halten.
Eine IGES-Datei muss genaue Formatierungsvorschriften erfu¨llen
(z.B. jede Zeile muss genau 80 Charaktere enthalten und muss mit
einer entsprechenden Zeilennummer enden) und die Datei muss in
verschiedene Sektionen eingeteilt werden, welche Informationen u¨ber
das dargestellte Objekt enthalten (“global section”, “directory entry
section”, “parameter data section”, “terminal section”). Diese Kon-
vertierung wurde ebenfalls in MATLAB programmiert, und sieht z.B.
im Falle des Kolbens wie folgt aus:
IGES-conversion S 1
1H,,1H;,23HIGESCONVERT,10Htest.igs,45H by Adina Guias, G 1
11HVersion 3.2,32,308,15,308,15,5HNURBs,1,2,2HMM,1,0.1, G 2
14H1000504.182300,1E-008,1000,18HAdina Guias,17HUniDO,10,0; G 3
128 1 0 0 0 0 0 000000000D 1
128 0 16 1102 0 0D 2
128,49,49,3,3,0,0,0,0,0,-42.05,-42.05,-42.05,-42.05,-40.2598, 1P 1
-39.8759,-37.7944,-36.0661,-33.8477,-31.9941,-30.8117,-28.2276, 1P 2
-26.4307,-25.1834,-22.1971,-19.5434,-16.9831,-12.0153,-7.4557, 1P 3
-4.208,-1.6242,-0.28751,1.2697,3.118,4.2778,5.2879,6.8085, 1P 4
8.2705,9.3694,10.4734,11.6252,12.9759,14.5287,16.1555,17.0463, 1P 5
17.9953,19.0503,19.7599,21.6146,23.3039,24.6561,26.311,28.2049, 1P 6
30.1638,32.5264,33.3882,34.3468,36.6275,38.2281,39.7635,42.05, 1P 7
42.05,42.05,42.05,-42.05,-42.05,-42.05,-42.05,-39.6735,-38.4749, 1P 8
-36.768,-35.2466,-32.8136,-31.4298,-29.1231,-27.0241,-25.4001, 1P 9
-23.958,-20.1739,-18.6729,-17.3413,-14.8485,-12.394,-10.3838, 1P 10
-8.4921,-6.5407,-4.3002,-2.1314,-0.5661,1.373,3.3143,5.1467, 1P 11
6.6855,8.2003,10.7578,12.64,14.6268,16.7808,18.268,19.9103, 1P 12
21.3891,22.9092,23.9462,25.4386,26.8721,27.7529,28.6366,29.9521, 1P 13
31.4853,32.9264,34.7616,36.7979,38.9034,39.657,42.05,42.05, 1P 14
42.05,42.05,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1P 15
1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1P 16
1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1P 17
1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1P 18
..............................................................................
41.5714,0.0094546,21.677,41.5714,0.0094577,23.1291,41.5714, 1P 1095
0.002352,24.8181,41.5714,-0.0013615,26.5279,41.5714, 1P 1096
28.3724,41.5714,0.0013971,30.1189,41.5714,0.00041129,31.726, 1P 1097
41.5714,-0.00086799,33.4105,41.5714,0.00011788,35.0234, 1P 1098
0.00017066,36.4708,41.5714,-0.0001318,38.2032,41.5714, 1P 1099
3.2269e-05,39.7438,41.5714,1.6328e-05,40.8283,41.5714, 1P 1100
-3.5274e-05,41.5927,41.5714,2.2519e-06, 1P 1101
-42.05,42.05,-42.05,42.05; 1P 1102
S 1G 3D 2P 1102 T 1
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In Abbildung 4.14 kann man einige Screenshots von der Darstel-
lung des Objektes in einem IGES-Viewer beobachten.
Abbildung 4.14: IGES-Darstellung des rekonstruierten Kolbens
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Zusammenfassung
und Ausblick
In dieser Arbeit wird das Problem der Fla¨chenrekonstruktion,d.h.
die Abbildung einer physischen Fla¨chenform in ein mathematisches
CAD-kompatibles Modell, analytisch betrachtet.Ausgangspunkt ist
eine große Menge digital gemessener Punkte auf der Oberfla¨che eines
Objektes. Ziel ist es, verschiedene (in der Praxis entwickelte) Prototy-
pen derart zu beschreiben, dass einerseits eine kompakte Darstellung
vorliegt, andererseits die gegebene Oberfla¨che genau und detailgetreu
nachgebildet wird. Hierbei werden zahlreiche praktische Aspekte ein-
bezogen, z.B.
• eine Abbildungsform, welche die Form-, Lage- oder Messfehler
in einer erlaubten Toleranz ha¨lt;
• qualitativ hochwertige, z.B. glatte, scharfkantige Fla¨chendar-
stellungen;
• CAD/IGES-ada¨quate Weiterverarbeitbarkeit;
• schnelle und sichere Berechnung der Rekonstruktionen.
Zur analytischen Lo¨sung des Problems sind außdem theoretische Aspek-
te zu beru¨cksichtigen, z.B.
• die Wahl von passenden Kriterien zur Charakterisierung einer
guten Approximation der Oberfla¨che;
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• geeignete Anwendung der Wavelets und BMO−1-Funktionen,
um die Anzahl der urspru¨nglich gemessenen Punkte zu redu-
zieren;
• adaptive Strategie zur Platzierung der Knoten und Berechnung
der Splinekoeffizienten;
• die Wahl einer speicherplatz-, rechenzeitsparenden und CAD-
ada¨quaten mathematischen Fla¨chendarstellung.
Ausgangspunkt des Verfahrens ist eine Menge von sehr genau
gemessenen Punkten auf der Oberfla¨che eines Objektes. Diese Ver-
messungen erfolgen digital, sehr genau und liefern sehr viele Punk-
tedaten, die in dieser Form fu¨r eine Rekonstruktion durch CAD-
kompatible Formate fu¨r eine Fra¨smaschine nicht verwendet werden
ko¨nnen. Das Ziel dieser Arbeit ist eine analytische Darstellung der-
artiger Oberfla¨chen in Spline-Form, die auf so wenig Parametern wie
mo¨glich (Knoten, Koeffizienten) basiert. Der Einsatz von Wavelets
und BMO−1-Funktionen ermo¨glicht die Erkennung von Strukturen
auf einer gegebenen Fla¨che, die nicht auf ein “Rauschen” zuru¨ck-
zufu¨hren sind. Dies spielt eine wichtige Rolle in der Entwicklung einer
Methode fu¨r Punktereduktion und Fla¨chenrekonstruktion.
Wegen der großen Anzahl von urspru¨nglich gemessenen Punkten
muß zuna¨chst eine Punktereduktion erfolgen, sonst wa¨re der erforder-
liche Rechenaufwand untragbar. Das Problem, das es hier zu lo¨sen
gilt, ist, die gegebene Fla¨che in Bereiche aufzuteilen, welche relevante
Informationen u¨ber die vorhandenen Strukturen enthalten. Dies wird
durch die BMO−1-Koeffizienten erreicht, deren Berechnung durch ei-
ne gewichtete Mittelung der Waveletkoeffizienten in der Umgebung
jedes Punktes erfolgt. Die vorhandenen Punkte werden danach in den
entstandenen Bereiche mehr oder weniger ausgedu¨nnt, und als zusa¨tz-
liche Information werden die entsprechenden BMO−1-Koeffizienten
der ausgewa¨hlten Punkte aufgenommen.
Anhand der reduzierten Punktemenge wird die Fla¨che durch die
sogenannten gla¨ttenden Splines rekonstruiert. Die Gewichte, die da-
bei eingehen, werden in Abha¨ngigkeit von den entsprechendenBMO−1-
Koeffizienten, invers proportional, ausgewa¨hlt. Dadurch erreicht man
eine lokale Gla¨ttung an den Stellen mit gro¨ßerer Punktedichte, wo die
Spline-Funktionen ausgepra¨gte Artifakte aufweisen ko¨nnen, wa¨hrend
man an den Stellen mit kleinerer Punktedichte eine große Genauig-
keit erreicht. Die geschilderte Methode ermo¨glicht die Rekonstrukti-
on einer Oberfla¨che samt vorhandenen gro¨beren Unregelma¨ßigkeiten
(Rauheiten). Die eventuellen Texturen (feinere Unregelma¨ßigkeiten)
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werden jedoch wegen der Punktereduktion nicht mehr wiederherge-
stellt, insbesondere wenn man zusa¨tzlich gla¨tten muß.
Der entwickelte Algorithmus wird anhand einiger Objekte erfolg-
reich getestet. Er reagiert flexibel auf alle Anforderungen und ist auf
alle Punktedaten,des gegebenen Typs anwendbar. Durch Steuerung
der threshold-Parameter kann man die Einteilung der Fla¨che in Ge-
biete beeinflussen, und in jedem solchen Gebiet kann man bei Bedarf
die urspru¨nglich gemessenen Punkte entsprechend der vorgestellten
Kriterien mehr oder weniger ausdu¨nnen, bis man eine optimale Re-
konstruktion erha¨lt. Anschließend werden die Daten der rekonstru-
ierten Fla¨che in das IGES-Format exportiert, um Kompatibilita¨t mit
den ga¨ngigen CAD-Programmen und der Software der Bearbeitungs-
maschinen zu erhalten.
In dieser Arbeit wird das Problem nur fu¨r Fla¨chen, die als Graph
einer gegebenen Funktion dargestellt sind, angegangen und gelo¨st. Es
wa¨re jedoch wu¨nschenswert, die Methode auch auf parametrisch defi-
nierte Fla¨chen anwenden zu ko¨nnen. Dies ko¨nnte man durch eine Zer-
legung des Objektes in mehrere Teilobjekte anhand der urspru¨nglich
gemessenen Punkte erreichen (wenn die Struktur es auf natu¨rliche
Weise erlaubt). Jedes Teilobjekt ko¨nnte dann separat rekonstruiert
werden, eventuell auch nach einer Rotation, um eine bessere Positio-
nierung fu¨r die Anwendung der Methode zu erreichen.
Ein weiteres Ziel zur Abrundung dieser Arbeit wa¨re die Erstel-
lung einer graphischen Benutzeroberfla¨che, um die Anwendung des
Verfahrens und die notwendigen Versuche zur optimalen Wahl der
Parameter einfacher zu gestalten.
Schlußfolgernd kann man sagen, dass der Einsatz analytischer
Methoden eine wesentliche qualitative Verbesserung bei der Lo¨sung
der betrachteten anwendungsorientierten Problematik mit sich bringt.
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