Abstract-In this work, we "ocus on the detection of manoeuvring low signal to noise ratio (SNR) objects in multiple collaborating radars. Collaboration involves having the knowledge of the locations 0" the transmitters and their transmission characteristics up to a synchronisation term which has to be estimated during the operation. We propose a local processing algorithm, which performs simultaneous trajectory estimation and long time integration 0" pulse returns in both the local channel and the remote channels. The synchronisation of the remote channels is achieved by simultaneously diverting beams towards both the tested point of detection and the transmitters. Detection is made by using a Neyman-Pearson test. Overall, this scheme enables us to exploit a statistical MIMO effect for the objects in the field of view and integrate multiple pulse returns while taking into account the object trajectory leading to the capability 0" detecting low SNR and manoeuvring objects. We demonstrate the efficacy of our approach through simulations.
I. INTRODUCTlON
In active sensing, detection of manoeuvring objects with low reflectivity is achallenging task and a highly desired capability. Radars emit modulated pulses towards a surveillance region, and, test the hypothesis that the received signal contains reflected versions of the transmitted waveforms against the noise only signal hypothesis. The characteristics of these reflections are determined by the complex reflection coefficient and the object kinematics such as location (i.e., time of flight) and velocity (i.e., doppler shift). The decision on the presence of objects is made by searching the reflections in sampled versions of the received signal after matched filtering with the probing waveform [1, Chp.l] . Equivalently, the range-bearingdoppler space is uniformly separated into bins.
In order to achieve a plausible detection performance in the case of objects with low reflectivity, it is necessary to sum the reflected energy across many pulse returns because the SNR of each of these reflections within the received signal is low. This is often referred to as pulse integration, and, longer the integration time high er the probability of detection for a given false alarm rate, in principle. For a single radar, the best achievable result is obtained by coherent integration during a coherent processing interval (CPI) and non-coherent integration across consecutive CPIs (see, e.g., [1, Chp.6]). Conventionally, integration is performed across time in the same range-bearing-doppler bin without taking into account the possibility of object movements across the resolution bins. possible only by taking into account the trajectory in the rangebearing-doppler space. This can be done using matched filters that are tuned to aselection of trajectories [2] , however, the number of filters required easily becomes excessive with increasing integration time. An alternative is to simultaneously estimate the object trajectory and select data sampies for pulse integration accordingly. Trajectory estimation using the outputs of the matched filter tuned to the probing waveform is often referred to as track-before-detect (see, e.g., [3] , [4] ).
These algorithms often use the modulus of the complex data sampled with a pulse-width period and assume that the statistics of the reflection coefficient is known. It is desirable to estimate this quantity, however, this requires more sampIes than one can collect at this sampling rate within a coherent processing interval (CPI) [5] . Moreover, in [6] , it is argued that taking the phase of the complex reflection coefficient into account improves the detection performance. [7] proposes an algorithm, which uses both the modulus and the phase of the complex data, collected with a sampling rate much higher than the aforementioned rate. In [8] , we use a phased array receiver structure which enables us to use the complex data sampled in a pulse-width period for simultaneous trajectory estimation and long time coherent integration.
In this work, we consider multiple radars with phased array receivers and omni-directional transmitters which emit mutually orthogonal waveforms (Fig. 1) . This structure is advantageous in that, first, it enables us to exploit multiple reflection channels at each receiver wh ich is sometimes referred to as the statistical multiple-input multiple-output (MIMO) effect. Second, the phased array receivers enables us to estimate the complex reflection coefficient associated with each transmitter's channel as weil as the time reference shift for synchronisation of the local receivers with the remote 
transmitters.
In particular, we use a maximum likelihood approach for estimating the complex reftection coefficients of reftected signals emitted by co-located and distributed transmitters. Then, these values are used in the likelihood for trajectory estimation, which effectively captures the radar ambiguity function of the local and remote channels. The estimated trajectory allows us to continue integrating the pulse energy over a long time period where coherent processing for the co-located receiver takes pi ace within a CPI followed by non-coherent integration across consecutive CPIs. This approach results in an integrated value close to the best achievable using the true trajectory and the perfect synchronisation across radars.
Section 11 gives details of the scenario and the problem definition. In Section III, we introduce the proposed algorithm which involves trajectory estimation, and, derive the maximum !ikelihood estimator for the reftection coefficient that is required for tracking. In Section IV, we demonstrate the proposed algorithm in an example scenario, and, conclude in Section V.
PROBLEM STATEMENT
We consider a scenario in which M radars are dispersed in the 2D Cartesian plane, and, emit N modulated pulses separated by a pulse repetition interval of T towards a surveillance region. For simp!icity in exposition but without loss of generality, we focus on the case of M = 2 radars and illustrate the geometry of the problem in Fig 2 Note that these quantities are related to the range component of the reftector in local polar coordinate systems in Fig. 2 . The values for the angle of arrival are also found as Ba = tan-1(~) and Bd = tan-1(~:), (2) where Ba is the angle of arrival for the co-Iocated and the separated channels, and Bd is the angle of arrival for the direct channel.
The doppler frequencies of the co-Iocated and the separated channels are given by 47r
respectively. Here, Bb is the angle shown in Fig. 2 given by Bb = tan -1 (Y -YI » , and, Ac is the carrier wavelength.
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The spatial steering vector Ss (B) is specified by the geometry of the ULA, i.e.,
where d is the internal element spacing, L is the number of elements in the array, and W c = 27r Je is the carrier angular frequency. The temporal vector with N pulses is found as
where T is the pulse repetition interval (PRI), i.e., the time period between N pulses. The forward signal models, hence, are given by combining these spatial and temporal vectors as
where sa(.) E rc LNx1 and Sb(.) E rc LNx1 are received in the co-located and the separated channels respectively, and, Sd(') E rc LN x1 is the signal model for the direct channel. Here, l:,.t denotes the unknown time shift (i.e., the synchronisation term), and ® denotes the Kronecker product operator.
The reftections in the received signal are searched by matched filtering. In particular, we use a bank of two orthogonal filters which match the waveforms used by two transmitters (wh ich, in general, would be M filters [9, Chp.3] 
+ n y (j1 flB , j2flr, j3flwd)
where Z(.) and Y(.) are the measurements for the co-Iocated and the separated channels, respectively, and, aa and ab are unknown complex reftection coefficients for these channels. Here, n z and n y are independent complex Gaussian noise variables with all zero mean and covariances of ~z and ~y, respectiveli· Now, we evaluate the sufficient statistics in the separated channel by time shifting the measurement Y(j, flt) in (7).
This version of the data vector is given by The data vector for the separated channel is related to the signal in the direct channel. To see this, let us consider the data vector for the direct channel, wh ich is given by D(l , flt) = VESd(hflB , 12flr, flt) + nd(llflB, 12flr), (9) where I = [h, 12 ] corresponds to the bearing-range bin associated with (Bd , rd) as the location of transmitter B, E is a known factor representing the energy of the signal at the receiver front-end, and nd is a complex Gaussian noise variable with zero mean and covariance ~d.
Similarly, we use a time shif'ted version of this data vector for evaluating the sufficient statistics in the direct channel. An amount of time shifting the measurement in (9) is specified by the location of transmitter B, i.e., This also requires the estimation of the complex reftection coefficients and flt wh ich is explained in the rest of this article.
III. SIMULTANE OUS TRACKING AND LONG TIME
INTE GRATION

A. Trajectory estimation using coherent returns
Let us consider estimation of the object trajectory Xl: K using coherent returns (i.e., returns during a CPI). We use a Markov state space model and perform Bayesian recursive filtering given by the prediction and the update recursion:
where p(Xk IZu, YU) is the posterior probability density function of the object state, p (Xk IXk-I 
where bk -1 is process noise (modelling unknown manoeuvres), which is zero-mean Gaussian with a known covariance ~, F is the object dynamic matrix, and t:,. denotes the time interval between two consecutive CPIs. We use a sequential Monte Carlo (SMC) realisation of Bayesian recursive filtering known as the particIe filter [12] . In particular, we use the bootstrap filtering approach. After normalising the weights, we check the weighted particIes for degeneracy. The degeneracy test is performed by first finding the number of effective particIes given by 1
and, testing whether it falls below a threshold ß. We perform re-sampling (see, e.g., [12] ) if N e!! < ß. 
B. Maximum likelihood estimation of the reflection coefficients and the time reference shift
Let us consider estimation of the complex reflection coefficients for evaluating the likelihood ratio test in (12) .
Given the object state Xf, the maximum Iikelihood (ML) estimation for the reflection coefficients is given by solving
where the likelihood l(.) is given in (13) , and (a~, k' a~, k) denotes the ML estimate of (cx~ k' cx~ k)'
In order to estimate the refle~tion 'coefficients in (22), we estimate t:,.t using a ML approach, as weil: where
t).
After taking the partial derivative of the log-Iikelihood in 
where Sa ,k(Xf) E C LN x 1 is the nose free spatial-temporal vector in (6) and Sb,k(t:,.t) E C LN x1 is given in (8).
The ML solution to (23) is found using a similar method as k t:,. A = ~ ""' Vn(l) t k ~ VE ' n=l where t:,.i is the estimated synchronisation term. (26) Now, we consider long time integration in our scheme.
C. Long time integration for detection
For this integration, we first estimate Xk by using the SMC recursions and (20). We then substitute Xk and t:,.i in (25) in order to find the complex reflection coefficients (aa,k, ab,k) . Afterwards, we substitute Xk, aa ,k, ab,k, and t:,.i in the natural logarithm of the Iikelihood ratio in (12) 
Detection is then performed by using (27) (see the top of next page). Here, i1:K and )l:K correspond to the bearing-range and doppler bins associated with the estimated object state X l:K, and E is the energy of the probing waveform at the receiver through the direct channel (see (9) ).
The proposed integration in (27) provides coherent integration of L x N sampIes within a CPI at each channel. Noncoherent integration is performed across the co-Iocated and the separated channels as weH as consecutive CPIs. log TK is the detection threshold for a given constant false alarm rate (CFAR) for K steps of integration.
D. Constant jalse alarm rate threshold jor detection test
The CFAR detection threshold TK can be calculated as a function of a selected probability of false alarm rate Pja. The likelihood of noise only hypothesis across the channels can be evaluated by the sum of the co-Iocated and the separated channels for K steps of integration using (11) for ~z = 0'; 1, and, ~y = O'~I, i.e., 
where erfc-1 (.) is the inverse complementary error function. Given a probability of false alarm rate, we can now calculate TK using (30) for the Iikelihood ratio test in (27) for K steps of integration.
IV. EXAMPLE
In this section, we demonstrate our proposed approach through an example. We consider a scenario in which radar A is at the origin of the 2D Cartesian plane and radar B is at the location [1000m,20mV . Each of them emits N = 20 chirp waveforms within a CPI (see Fig. 2 ) towards a surveillance region. A low SNR object at an initial state X o =
[1000m, 1000m, lOm/s, 50m/sV moves along an unknown trajectory across consecutive CPIs in accordance with the manoeuvring object dynamic model in (18). Table I shows the parameters of the transmitted pulses used in this example. Based on these parameters, we determine the bearing and the range resolutions. The corresponding resolution bins are illustrated in Fig. 3(a We apply the proposed algorithm at receiver A in Fig. 2, and, test object existence on range-bearing and velocity bins with P = 400 particIes. These particles are initially selected as a 20 x 20 element uniform grid within the bin under test. We also use the proposed algorithm for long time integration spanning lOs with a CPI interval of O.ls. The reflection coefficient for each channel is generated with a complex Gaussian density leading to an expected SNR of -6dB. The direct signal is generated at OdB SNR with an unknown D.t selected in the range of 0 < D.t < T , where T is the pulse repetition interval.
For detection, when the bin under test contains an object, the particles converge to the underlying state of the object, and the integrated value increases. When this value exceeds the detection threshold, the proposed algorithm decides on the presence of an object. On the other hand, if there is no object in the bin under test, the partides start to get spread in space due to very small and similar likelihood values. A typical trajectory estimate (blue crossed line) is illustrated in Fig. 3(a) . It is shown that the estimated trajectory is reasonably dose to the true trajectory (red line). The root me an square error (RMSE) of this estimate is also given in Fig. 3(b) , wh ich indicates that the RMSE provides a reasonably low value after only a few steps (i.e., each step is a CPI). Now, we consider long time integration using the proposed method. For this purpose, we generate 100 measurement sets using (11) with unknown object trajectories. Fig. 4 illustrates the average integrated value (blue solid line) with ± 1 standard deviation bounds (blue dotted lines) obtained by using the proposed algorithm. It is observed that the proposed integrated value reaches 42.7 at t = lOs, wh ich is reasonably dose to the best achievable value 51.78 (red dashed line) obtained by using the ground truth values of the trajectory and the synchronisation term of the separated channel. We calculate the detection threshold (magenta solid line) using (30) for the CFAR value Pja = 10-8 and compare the integrated values against it. It can be seen that the integrated value using the proposed algorithm is capable of gathering evidence jointly in both the co-located and the separated channels and exceeds the CFAR threshold after t = 6.5s, whereas when these channels are used separately (brown and grey solid lines for the co-located and separated channels, respectively), they fail to decide on the object existence due to the inferior tracking performance. The integrated value (black solid line) using conventional coherent integration also selects the noise only signal hypothesis.
Next, we consider the probability of detection Pd as a function of the length of the integration interval. We calculate this probability for the proposed algorithm empirically, and, Fig. 5 illustrates the Pd for the average integrated value (blue solid line) with ± 1 standard deviation (blue dotted lines). The Pd using the proposed integration increases over time and reaches 0.91 at t = lOs, while PdS for the co-located (brown line) and the separated (grey line) integration stay dose to zero and fail to detect this object in an overwhelming majority of the experiments. Note that the Pd using the proposed algorithm is also reasonably dose to the Pd using the true trajectory (red dashed line) and the Pd using the proposed algorithm with perfect synchronisation across the radars (green solid line). The benefits of our approach come with so me additive cost of computations compared to conventional integration methods. The computational cost of the bin under test for detection using the proposed algorithm at the k th CPI requires P(NJc + 2M(LN)2) multiplications and P(l + 2M (LN -1) ) additions, whereas conventional coherent integration requires M multiplications and M(LN -1) additions. Here, N x = 4 and denotes the dimensionality of the object state.
V. CONCLUSION In this work, we have proposed a simultaneous tracking and long time integration algorithm for detection of low SNR objects in collaborative array radars. We demonstrate that the resulting integration value which is a hypothesis test statistics is dose to the best achievable by using ground truth information and in the case of perfectly synchronised radars. Future works indude further experimentation for the characterisation of this algorithm under different SNR working conditions. ACKNOWLEDGE ME NT
