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RESUME 
Le probleme de plus court chemin avec contraintes de ressources consiste a trouver 
un chemin d'un noeud origine a un noeud destination, de cout minimum et respectant 
les contraintes sur les consommations de ressources en chaque noeud du reseau. 
Ce probleme apparait comme sous-probleme a l'interieur d'un algorithme de ge-
neration de colonnes. Lors de la resolution des applications de grande taille, par un 
algorithme de generation de colonnes, on peut avoir des centaines de sous-problemes 
ayant des milliers de noeuds et des dizaines de milliers d'arcs. 
Les algorithmes les plus efficaces pour resoudre ce probleme sont souvent les 
algorithmes du type programmation dynamique. Un tel algorithme consiste a associer 
un etat (etiquette) a chaque chemin. Ainsi, a chaque iteration, on prolonge l'ensemble 
des etiquettes en un noeud vers les noeuds successeurs et, par la suite, on elimine les 
etiquettes dominees. La complexity d'un tel algorithme augmente exponentiellement 
avec le nombre de ressources. Dans les applications industrielles de grande taille, la 
resolution de chacun de ces problemes peut necessiter beaucoup de temps, meme que, 
dans bien des cas et lorsqu'on a un grand nombre de ressources, on n'est pas capable 
de resoudre ces problemes a l'optimalite. 
Ann d'obtenir rapidement de bonnes solutions, il est imperatif de trouver des 
heuristiques pour reduire l'espace des etats, sans deteriorer la qualite des solutions. 
Une premiere heuristique utilisee consiste a dominer sur seulement un petit sous-
ensemble de ressources. Cette approche est statique et ne fournit pas toujours des 
solutions de bonne qualite. Ainsi, on se propose dans ce travail d'explorer differentes 
methodes dans le but d'ameliorer cette heuristique dans le contexte d'un algorithme 
de generation de colonnes. Ces heuristiques qu'on se propose d'etudier doivent fournir 
de meilleures solutions que les approches statiques, de plus elles ne doivent pas etre 
couteuses en temps de calcul. 
Vll 
Dans une premiere partie, on se propose d'etudier la methode de Nagih et Sou-
mis (2006), qui a pour but la reduction de l'espace des etats par agregation des 
ressources. Cette methode consiste a projeter les ressources sur un vecteur de dimen-
sion inferieure, puis d'ajuster dynamiquement la matrice de projection en utilisant 
des multiplicateurs de Lagrange sur les noeuds, ou aussi sur les arcs. A la fin de cette 
partie, on prouve que cette methode a une convergence aleatoire et ne fournit pas les 
resultats escomptes. On argumente le tout par quelques essais numeriques. 
Dans la deuxieme partie de ce travail, on propose une nouvelle methode dyna-
mique et flexible de resolution pour le probleme de plus court chemin avec fenetres 
de temps (une seule ressource). Cette methode consiste a commencer par une borne 
superieure obtenue par la resolution d'un plus court chemin sur un reseau des etats 
restreint, puis on augmente graduellement ce reseau, a l'aide d'operations de mises a 
jour, afin d'ameliorer la borne superieure. Cette methode, en plus d'etre dynamique 
donne de meilleures solutions que la methode qui consiste en la dominance unique-
ment sur les couts. On presente a la fin de cette partie plusieurs resultats numeriques 
pour differentes variantes heuristiques de cette methode. 
Dans la troisieme partie, on introduit une amelioration de la methode proposee en 
utilisant des variables duales sur les noeuds. Cette methode garantit une amelioration 
de la borne superieure a chaque iteration, en utilisant une selection plus dynamique 
des methodes de mise a jour et ceci en utilisant les valeurs duales. Plusieurs resultats 
numeriques montrant les ameliorations obtenues sont par la suite exposes. 
Dans la quatrieme partie, on propose une methode lagrangienne qui permet d'ob-
tenir une bonne borne inferieure. Cette methode, inspiree de celle qu'on a exploree 
lors de la premiere partie, peut etre tres efficace pour reduire l'espace des etats en 
chaque noeud lors de l'application de la methode d'amelioration de la borne supe-
rieure. 
Finalement, on propose des extensions de la methode d'amelioration de la borne 
Vlll 
superieure pour le probleme general de plus court chemin avec contraintes de res-
sources et pour des fonctions d'extension non lineaires. 
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ABSTRACT 
The shortest path problem with resource constraints consists in finding a path 
from an origin point to a destination point at minimum cost while respecting constraints 
on the use of resources on each node. This problem appears as a subproblem in a large 
number of column generation algorithms. When we solve large-scale industrial pro-
blems, using a column generation algorithm, we can have hundreds of subproblems 
with thousands of nodes and hundreds thousands of arcs. 
An efficient algorithm for solving this problem is a label setting algorithm belon-
ging to the class of dynamical programming algorithms. This algorithm associates a 
label (state) to every path, prolongs every label to the successor nodes and eliminates 
the dominated labels. The complexity of a dynamic programming algorithm increases 
exponentially with the number of resources. In the large-scale industrial applications, 
solving those problems usually takes a long time and in many cases we are not able 
to solve them to optimality. 
A first heuristic currently used to quickly produce feasible solutions consists in 
dominating only on a subset of resources. This method is static and doesn't provide 
a good quality solutions. Our goal in this work is to explore new methods to improve 
the latter heuristic and provide better solutions in the column generation algorithm 
context. Moreover the approaches we want to develop have to be relatively low time 
consuming. 
In the first part of this thesis we study the method proposed by Nagih and Soumis 
(2006). This method consists of aggregating resources at each node by projecting 
them on a vector of smaller dimension and using a Lagrangian relaxation algorithm 
to determine the coefficients of the projection. We then evaluate the method described 
by Nagih and Soumis (2006) by proving that the method for selecting the multipliers 
X 
of the projection at the nodes does not give results as good as the heuristic that 
it proposes to improve and that it is sensitive to random parameters. Moreover, we 
explain why the results obtained are very unstable. Then we provide some numerical 
results. 
In the second part, we propose a flexible and dynamic algorithm for solving the 
shortest path problem with time windows (one resource only). This method consists 
of starting with an upper bound obtained by solving a shortest path problem on a 
restrained state space. Then we gradually increase the size of this network by applying 
update operations on the nodes, which decreases the bound value. In the end of this 
part, we present some numerical results based on some heuristics of this method. 
In the third part we propose an improvement of the latter method by introducing 
dual variables on the nodes. This improvement insures that the upper bound will 
decrease at every iteration of the method. At the end of this part, we support these 
improvements with few numerical results. 
Finally, we propose a Lagrangian method which gives a good lower bound. This 
method, which is inspired by the first part of this work, will lead to reducing the state 
space and consequently having less iterations in the method we already proposed. We 
also propose some extensions of the method to the general case of the shortest path 
problem with resources constraints and for any type of extension functions. We prove 
that the size of the state space networks increase linearly along the iterations. 
xi 
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Le probleme de plus court chemin est l'un des problemes de graphe les plus etu-
dies. Depuis les algorithmes de Bellman et de Dijkstra, plusieurs chercheurs se sont 
penches sur differentes variantes des problemes de plus court chemin et sur des algo-
rithmes efficaces pour les resoudre. Selon le contexte et l'application, plusieurs de ces 
problemes sont resolus avec des algorithmes de complexity polynomiale. Cependant 
dans plusieurs cas, il n'existe pas d'algorithmes polynomiaux et efficaces pour les tres 
grandes instances. Les temps de resolution peuvent devenir trop grands lorsque ces 
problemes de plus court chemin apparaissent comme des sous-problemes et doivent 
etre resolus plusieurs fois. C'est dans cette optique qu'on s'est propose d'etudier ces 
problemes. En particulier, dans cette these, on s'est interesse aux problemes de plus 
court chemin avec contraintes de ressources (voir ci-bas pour la definition de res-
sources). Pour ce probleme, il n'existe aucun algorithme polynomial qui le resout 
de facon optimale. Dans les applications industrielles ou on a de tres grandes ins-
tances avec un grand nombre de ressources, la resolution de ces problemes devient 
tres fastidieuse et il arrive souvent qu'on ne soit pas capable de les resoudre jusqu'a 
l'optimalite. 
Etant donne un reseau connexe ayant des couts et des consommations de res-
sources sur les arcs et des contraintes en chaque noeud sur ces ressources, le pro-
bleme de plus court chemin avec contraintes de ressources consiste a trouver un 
chemin de cout minimum entre un noeud source et un noeud destination qui res-
pecte les contraintes de chacune des ressources en chaque noeud. Ainsi, a chaque 
chemin de l'origine au noeud i, on fait correspondre un vecteur de consommation 
de ressources (T/,Zf, . .^J?1), n etant le nombre de ressources considerees, qui est 
2 
le cumul de consommation de ressources sur chacun des arcs constituant le chemin. 
Chaque consommation de ressource T[ doit respecter les fenetres de ressource en 
chaque noeud : T[ G [a\, 6[], r = 1,..., n. Dans le cas ou on a une seule ressource, le 
probleme est appele plus court chemin avec fenetres de temps (PCC-FT). 
Selon les applications, ces contraintes de ressources peuvent etre des fenetres de 
temps (nombre de minutes de travail, temps alloue a la maintenance des vehicules, 
temps de pause, etc.). Cela peut etre aussi un nombre de quarts de travail, un nombre 
de taches effectuees par un vehicule, un nombre de vols ou meme aussi la taille 
du chargement d'un vehicule. Les couts sur les arcs sont generalement des couts 
d'operation ou meme de repos. 
Le probleme du plus court chemin avec contraintes de ressources est un probleme 
NP-difficile, meme dans le cas d'une seule ressource, comme le montrent Handler et 
Zang (1980). 
Dans ce travail, l'etude du probleme du plus court chemin avec contraintes de 
ressources en chaque noeud s'inscrit dans un probleme plus general. Le probleme 
general porte sur la resolution par generation de colonnes de problemes, comportant 
un tres grand nombre de variables, associees a des tournees de vehicules, des horaires 
d'equipages, etc. Les problemes de plus court chemin avec contraintes de ressources 
apparaissent comme sous-problemes dans les algorithmes de generation de colonnes 
pour resoudre ces problemes. 
La resolution de ces derniers vise a minimiser les couts d'operation d'une flotte 
de vehicules (avions, autobus, ambulances, etc.) ou d'une equipe de travail lors de la 
realisation d'un ensemble de taches predeterminees. En 1998, Desaulniers et al. ont 
propose un modele generique de not non lineaire multi-commodite, appele le modele 
unifie, dans le but de modeliser une grande classe de problemes deterministes de tour-
nees de vehicules et d'horaires d'equipages. Les auteurs ont propose un algorithme 
de generation de colonnes pour resoudre ces problemes. 
3 
L'algorithme de generation de colonnes consiste a resoudre alternativement un 
probleme maitre restreint et plusieurs sous-problemes. Les sous-problemes sont des 
problemes de plus court chemin avec contraintes de ressources (PCC-CR). Plusieurs 
recherches sur la resolution des differentes variantes des problemes de plus court 
chemin ont ete effectuees. 
Desrochers (1986) et Desrochers et Soumis (1988a) proposent un algorithme de 
programmation dynamique du type "pulling" arm de resoudre les problemes de plus 
court chemin avec contraintes de ressources. En chaque noeud, l'algorithme genere 
de nouvelles etiquettes qui correspondent aux couts et aux consommations de res-
sources des chemins atteignant ces noeuds. Ce type d'algorithme est reconnu pour 
son efficacite lorsque le probleme de plus court chemin avec contraintes de ressources 
apparait comme sous-probleme dans un algorithme de generation de colonnes, etant 
donne que l'algorithme peut generer plusieurs solutions realisables en meme temps. 
Cependant, pour les problemes de tres grande taille, il est souvent impossible de finir 
completement la resolution. 
La complexity de cette methode augmente exponentiellement avec le nombre de 
ressources du probleme. Des strategies d'acceleration sont necessaires. Ainsi la re-
cherche s'est essentiellement orientee vers le developpement d'algorithmes, heuris-
tiques et exacts, pour la reduction de l'espace des etiquettes (appele aussi espace des 
etats) dans le but de generer des solutions realisables qui seront envoyees au probleme 
maitre. 
Selon l'application, des strategies «statiques» ont ete utilisees. Dans le cas pra-
tique, on utilise la dominance sur un sous-ensemble de ressources. Ces sous-ensembles 
sont modifies, au cours des iterations arm de generer un ensemble de colonnes de qua-
lites variees tout en gardant des temps de resolution raisonnables et jusqu'a epuise-
ment du temps de resolution alloue ou jusqu'a epuisement de la memoire disponible. 
Etant «gloutonnes», ces strategies sont souvent difficiles a definir et a ajuster de 
facon efficace et doivent etre revisees et validees regulierement. 
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C'est dans cette optique que Nagih et Soumis (1999), (2000) et (2006) ont de-
veloppe un algorithme de «relaxation» qui consiste en la projection de l'espace des 
etiquettes sur un espace de dimension plus petite. Bien que cet algorithme ne four-
nisse pas une solution optimale, il permet de generer des chemins realisables a ajouter 
au probleme maitre. 
Puisque le present travail s'inscrit dans le cadre d'un probleme plus general qui 
est la resolution de grandes applications de transport, en utilisant un algorithme de 
generation de colonnes, nos recherches se sont surtout concentrees sur les outils et 
moyens de trouver de nouvelles techniques efficaces pour reduire l'espace des etats 
dans les problemes de plus court chemin avec contraintes de ressources. 
Les methodes de resolution qu'on se propose de developper doivent etre «ro-
bustes». Cette «robustesse» est relative aux principales methodes qui ont deja ete 
developpees dans la litterature et en industrie. En effet, les methodes developpees, 
surtout en industrie, (par KRONOS Inc) qui consistent en la dominance sur un sous-
ensemble de ressources (en changeant de sous-ensemble de ressources au besoin), sont 
statiques; la qualite des solutions fournies depend des strategies choisies par l'ana-
lyste et des jeux de donnees disponibles. Ces strategies peuvent etre, par exemple, 
de considerer, lors de la dominance seulement, une ressource parmi un sous-ensemble 
de ressources correlees. Aussi, on peut ne pas dominer sur une ressource peu contrai-
gnante (c'est-a-dire qui ne permet pas l'elimination d'une quantite importante de 
chemins lors de la resolution). 
Ainsi, une methode «robuste», selon nos criteres, est telle que la valeur ZMeth 
de l'objectif fournie par une telle methode verirle Z°pt < ZMeth < ZND, ou Z°pt 
est la valeur de la solution optimale et ZND est la valeur de la solution fournie 
par les strategies de dominance sur un sous-ensemble de ressources. C'est-a-dire, 
une methode qui fait mieux que la dominance sur un sous-ensemble de ressources 
et s'approche de la solution optimale sans pour autant necessiter trop de temps de 
calculs. 
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La methode proposee par Nagih et Soumis (2006) avait cet objectif. Cependant, 
comme on va le montrer plus tard, la qualite des solutions trouvees par cette methode 
est tres variable. De plus, on prouvera que cette methode est tres instable. Elle peut 
meme produire de moins bonnes solutions que les strategies de dominance sur un 
sous-ensemble de ressources tout en utilisant beaucoup plus de temps de calculs que 
cette derniere. 
La relaxation de l'espace des etats a ete tres peu traitee dans la litterature, il n'y 
a pas eu de discussion dans ces travaux sur la notion de robustesse. 
Meme si on n'est pas toujours capable de resoudre ces problemes jusqu'a opti-
malite a cause de leur grande taille, notre but principal est de fournir les meilleures 
solutions realisables, qui seront fournies par la suite au probleme maitre dans un 
algorithme de generation de colonnes. 
Dans une premiere partie de ce travail, on a explore la methode proposee par 
Nagih et Soumis (1999), (2000) et (2006), qui est une methode d'agregation du type 
lagrangien. Cette methode consiste en la relaxation des contraintes de ressources a 
chaque noeud en utilisant une projection dynamique sur un espace d'etats de di-
mension inferieure a celle de l'espace original. Les auteurs utilisent des matrices de 
projection dont les multiplicateurs sont donnes par une relaxation lagrangienne cal-
culee en chaque noeud du reseau. Le probleme est ensuite resolu par un algorithme 
de programmation dynamique, similaire a celui de Desrochers et Soumis (1988a), 
en considerant une fonction de cout lagrangienne et en dominant sur le reste des 
ressources non projetees. Par la suite, la methode proposee effectue, au fil des itera-
tions de l'algorithme de generation de colonnes, l'ajustement des multiplicateurs par 
la methode lagrangienne dans un algorithme de reoptimisation. Une etude detaillee 
de cette approche sera exposee ainsi que les variantes possibles qui utilisent cette 
approche. 
Une critique de ce travail a ete par la suite formulee. Cette critique porte sur la 
sensibilite de la methode, proposee par Nagih et Soumis (1999), (2000) et (2006), 
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a la variation meme minime des parametres dont elle depend. Par consequent, il a 
ete impossible d'appliquer cette theorie etant donne les failles theoriques et algorith-
miques. Des tableaux de valeurs seront exposes a la fin de cette partie avec differents 
problemes tests pour appuyer la critique de fagon experiment ale. 
Convaincu de l'inefncacite de la methode «duale» proposee par Nagih et Soumis 
(1999), (2000) et (2006), on a explore, dans une deuxieme partie, une nouvelle ap-
proche de resolution du probleme qui est du type «primale». Dans cette approche, 
on commence par resoudre un probleme de plus court chemin sur un reseau restreint 
associe au reseau initial considere. Cette resolution initiale fournit generalement des 
solutions realisables. Apres, on augmente iterativement ce reseau en d'autres reseaux 
sur lesquels on applique un algorithme de plus court chemin ordinaire, pour obte-
nir de meilleures solutions. Theoriquement, ce processus iteratif permet d'obtenir la 
solution optimale. 
Cet algorithme, bien qu'etant lui aussi pseudo-polynomial, possede plusieurs avan-
tages. Premierement, on peut obtenir rapidement des solutions realisables qu'on peut 
envoyer au probleme maitre dans le cadre de l'algorithme de generation de colonnes. 
On peut aussi arreter la resolution selon la capacite de nos ressources informatiques 
ou selon les temps alloues a la resolution, contrairement a un algorithme de program-
mation dynamique ou on doit attendre la fin de la resolution pour pouvoir avoir des 
solutions. 
De plus, dans le cas ou on resout le probleme en dominant uniquement sur le cout, 
lorsque le chemin optimal est domine par un petit nombre de chemins, la complexite 
peut etre tres basse, contrairement a l'algorithme de programmation dynamique pro-
pose par Desrochers (1986) et Desrochers et Soumis (1988a). 
L'algorithme original propose procede, a chaque iteration, de fagon systematique 
a la generation de nouveaux chemins realisables. L'algorithme ne privilegie aucun 
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type particulier de chemins. II est par la suite plus fructueux de donner des criteres 
prealables de generation de ces chemins arm d'ameliorer la solution courante au fil des 
iterations. Etant donne la grande flexibilite qu'offre cet algorithme, on peut imposer 
des strategies d'acceleration plus dynamiques. 
Une premiere strategie qu'on propose est de considerer les ameliorations les plus 
fructueuses en premier lieu. On attribue a chaque noeud des variables duales qui 
mesurent leurs potentiels pour ameliorer la solution courante. On donne priorite ainsi 
a des solutions avant d'autres afin de reduire plus vite l'ecart avec la valeur optimale. 
On peut ainsi arreter la resolution avant d'arriver a l'optimalite si l'amelioration de 
la solution courante devient fastidieuse, ou lorsqu'on a une solution «satisfaisante» 
ou tout simplement lorsqu'on ne dispose plus de ressources informatiques. 
Une deuxieme strategie est de combiner la resolution avec une relaxation lagran-
gienne. En effet, etant donne que la relaxation lagrangienne peut fournir des bornes 
inferieures de qualite, on peut exploiter cette approche en la combinant avec 1'algo-
rithme qu'on propose afin de reduire l'espace des etats et par la suite le domaine 
de recherche de solutions. Cette borne est utile pour approximer l'ecart de la valeur 
de la solution courante par rapport a la valeur de la solution optimale. On pourra, 
par consequent, arreter au besoin la resolution avant 1'arret de l'algorithme lorsqu'on 
juge que l'ecart est «raisonnable». 
Dans ce travail, on commencera d'abord par une revue de litterature sur les dif-
ferents problemes de plus court chemin en general. Dans cette partie, on essayera 
d'etablir une classification de ces differents problemes et des differentes methodes de 
resolution. Par la suite, on presentera le contexte general de la these, soit le modele 
unifie et ses applications. Une revue de litterature plus detaillee des differentes ap-
proches de resolution proposees par Nagih et Soumis sera presentee au chapitre 4, 
ainsi que les methodes et heuristiques generales basees sur la programmation dyna-
mique. A la fin du chapitre 4, on presente une critique de la methode de Nagih et 
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Soumis. Dans le chapitre 5, on exposera une nouvelle approche de resolution avec 
plusieurs resultats numeriques. Dans le chapitre 6 on presente des ameliorations in-
teressantes de cet algorithme, ainsi que plusieurs resultats numeriques afin de valider 
ces approches. Dans le chapitre 7, on propose une generalisation des methodes in-
troduce au chapitre 5 au cas general des PCC-CR et dans le cas ou les fonctions 
d'extension sont non lineaires. En conclusion, on fera une synthese globale de nos 
travaux ainsi que des propositions pour de futures recherches. 
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CHAPITRE 2 
REVUE DE LA LITTERATURE 
Plusieurs specifications du probleme de plus court chemin avec contraintes de 
ressources ont ete traitees en utilisant differentes approches et algorithmes de resolu-
tion, variant selon le contexte et la taille des problemes considered. La litterature s'est 
surtout concentree sur le probleme de plus court chemin avec une seule contrainte 
de ressource (probleme de plus court chemin contraint) ou aussi sur les problemes 
de plus court chemin avec fenetres de temps (une fenetre de temps a chaque noeud). 
Par contre, le probleme general de plus court chemin avec contraintes de ressources 
n'a pas ete frequemment traite dans la litterature. 
On se propose dans cette section de faire une revue de la litterature generale de 
tous ces problemes, entre autres, des cas particuliers du probleme de plus court che-
min avec contraintes de ressources. Notons qu'on proposera, dans les deux chapitres 
qui suivent celui-ci, une revue de la litterature plus detaillee du probleme specifique 
de plus court chemin avec contraintes de ressources et on traite ainsi, en detail, les 
approches de resolution de ces problemes. Tout d'abord, on exposera les methodes 
de resolution exactes, puis les methodes heuristiques. 
2.1 Methodes exactes 
Dans la premiere partie de cette revue de litterature, on explorera les differentes 
approches de resolution exactes qui sont du type programmation dynamique et les dif-
ferents types de problemes de base qui ont ete resolus en utilisant ces approches. Par 
la suite, on explorera differents travaux portant sur les extensions de ces problemes 
qui ont ete aussi resolus de fagon exacte par des algorithmes du type programmation 
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dynamique. Cette partie sera presentee en quatre principales sous-sections, trois de 
ces sous-sections seront reservees aux differentes methodes du type programmation 
dynamiques appliquee sur differentes variantes du probleme general du PCC-CR et 
de leurs extensions. Une autre section sera dediee pour les differentes approches qui 
font appel a la relaxation lagrangienne. 
2.1.1 Problemes du plus court chemin avec fenetres de temps 
et ses variantes 
Plusieurs recherches se sont concentrees au debut sur le cas particulier du pro-
bleme de plus court chemin avec fenetres de temps (PCC-FT) et ses variantes et 
plusieurs algorithmes du type programmation dynamique ont ete developpes. C'est 
ainsi que Desrosiers et al. (1983) ont developpe un algorithms pseudo-polynomial 
du type label-correcting pour resoudre le cas particulier du probleme PCC-FT avec 
des durees Uj positives. Si on definit la taille r d'un probleme donne comme etant 
Z^ieAr(a* — ^i + 1) (N etant l'ensemble des noeuds), leur algorithme est alors de com-
plexite 0 ( T 3 ) . Desrochers et Soumis (1988a) ont exploite plus a fond l'hypothese que 
Uj > 0 et ont obtenu un algorithme du type label-setting de complexity 0( r 2 ) . Des-
rochers et Soumis (1988b) ont presente ensuite un algorithme de reoptimisation du 
probleme PCC-FT base sur une approche primale-duale. Pour le meme type de pro-
blemes, Christofides et al. (1981) ont propose un algorithme exact, pour resoudre les 
TSPTW {Traveling Salesman Problem with Time Windows). Cet algorithme consiste 
en la relaxation de l'espace des etats afin d'ameliorer l'emcacite de l'algorithme de 
programmation dynamique. La methode qu'ils ont propose fournit une borne infe-
rieure que les auteurs exploitent dans un algorithme de «branch and bound» pour 
avoir une solution optimale. Cette approche de relaxation a ete par la suite generalisee 
dans le but de reduire l'espace des etats a l'interieur d'un algorithme de program-
mation dynamique dans le contexte de la resolution du probleme de voyageur de 
commerce avec fenetres de temps par Mingozzi et al. (1997). De fagon similaire, et 
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afin d'accelerer l'algorithme de programmation dynamique, Abdul-Razak et Potts 
(1988) ont utilise une approche de relaxation de l'espace des etats dans le cadre de 
la resolution du probleme d'ordonnancement d'une machine. Pour le meme type de 
problemes, Aneja et al. (1981) ont propose un algorithme d'enumeration implicite, 
exact, du type Dijkstra. Kolen et al. (1987) ont developpe a leur tour un algorithme 
d'etiquetage pour resoudre le probleme dans le but d'ameliorer les bornes pour un 
probleme de tournees de vehicules. 
2.1.2 Problemes du plus court chemin avec contraintes de 
ressources et ses variantes 
Bon nombre de recherches ont essaye d'etendre ces approches au cas general des 
problemes de plus court chemins avec contraintes de ressources PCC-CR et ses va-
riantes. Plusieurs algorithmes et methodes exactes ont ete proposes. Irnich et Desaul-
niers (2005) proposent un article de synthase, dans lequel ils presentent une formula-
tion generique du PCC-CR et ses variantes et les differentes approches de resolution 
presentes dans la litterature, ainsi que les differentes applications des PCC-CR. 
C'est ainsi que, Desrochers (1986) a developpe une premiere generalisation du 
probleme PCC-FT en traitant le cas avec plusieurs variables de ressources lexico-
graphiquement positives (voir aussi Desrosiers et al., 1995). II utilise la structure 
de donnees des SPLAY (Sleator et Tarjan, 1985) et les algorithmes de Kung et al. 
(1975) pour identifier efficacement les etats non domines, pour toutes les ressources. 
Desaulniers et al. (1998) montrent que l'algorithme de Desrochers (1986) permet de 
resoudre des problemes avec fonctions d'extension f^r (fonctions responsables de la 
prolongation des valeurs des ressources sur le reseaux) non decroissantes. 
D'un autre cote, Vovor (1997) etudie une variante du probleme PCC-CR pour 
reseaux acycliques et valeurs de ressources discretes. Des bornes inferieures et supe-
rieures sur les valeurs des ressources sont associees aux arcs et des fonctions de mise a 
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jour, pas necessairement non decroissantes, sont associees aux noeuds. Vovor (1997) 
a montre que cette formulation est plus generale que la formulation de Desrosiers et 
al. (1995) lorsque cette derniere est limitee au cas de reseaux acycliques. Vovor (1997) 
a propose, entre autres, une approche en deux phases. II construit d'abord un reseau 
discretise ne contenant que les etats pouvant faire partie des chemins realisables, et 
calcule ensuite le plus court chemin sur ce nouveau reseau sans egard aux valeurs 
des ressources associees aux etats. La deuxieme phase de l'algorithme, ne necessi-
tant plus l'extension des valeurs des ressources, est particulierement bien adaptee 
pour la reoptimisation apres des modifications aux couts des arcs, comme dans les 
applications de generation de colonnes. L'analyse de la complexite de l'algorithme 
en deux phases permet a Vovor (1997) de trouver pour le cas acyclique une borne 
de complexite inferieure a celle proposee par Desrochers et Soumis (1988a) pour le 
cas general. Cependant, en pratique, lorsque l'espace des etats est grand, cette ap-
proche necessite beaucoup de memoire pour l'entreposage des reseaux discretises et 
ce surtout lorsque le nombre de sous-problemes est eleve. 
Dans le cadre de la programmation multicritere, White (1982) a utilise une ap-
proche qui combine programmation lineaire et programmation dynamique afin de re-
soudre un probleme de plus court chemin a plusieurs objectifs. D'un autre cote, Henig 
(1985) a presente des methodes pour resoudre le probleme de plus court chemin a 
deux objectifs avec fonctions d'utilite quasi-concaves en combinant un algorithme de 
programmation dynamique et un algorithme de plus court chemin. 
Une autre classe de methodes exactes du type programmation dynamique sont 
les methodes de k plus court chemin. Plusieurs recherches se sont interessees a 
l'elaboration d'algorithmes efficaces pour A;-plus courts chemins. Pollack (1961) a 
trouve un algorithme de complexite 0(nk) alors que Yen (1961) a propose un al-
gorithme de complexite 0(kn3). Katoh et al. (1982) ont ameliore cette complexite 
a 0(k(m + nlog(n))) sur les reseaux non orientes ou m est le nombre d'arcs. Fox 
(1978) a developpe un algorithme pour resoudre les A;-plus courts chemin avec cycles 
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de complexite 0(n2+ knlog(n)). Epstein (1978) a utilise une representation implicite 
des chemins pour ameliorer significativement cette borne a 0(m + nlog(n) + kn). Ces 
methodes ont ete utilisees par la suite pour resoudre les problemes de plus courts 
chemins avec contraintes de ressources et ses variantes. Dans ce type d'algorithme 
le nombre de ressources ou de contraintes importe peu dans la fagon avec laquelle 
on resout le probleme. En effet, on resout sequentiellement un probleme relache et 
la premiere solution realisable qu'on trouve est eventuellement la solution optimale. 
C'est ainsi que Chen et Yang (2004) trouvent A;-plus courts chemins en ignorant les 
contraintes de ressources pour ensuite choisir le moins couteux realisable qui est for-
cement la solution optimale pour le probleme de plus court chemin avec contraintes 
de ressources. L'algorithme qu'ils proposent est de complexite 0(n3kr), ou n est le 
nombre des noeuds du reseau et r est le nombre de ressources. 
Remarquons que la complexite de chacun de ces algorithmes est en fonction de k, 
le nombre de chemins. Or, pour le probleme de plus court chemin avec contraintes de 
ressources, k peut etre tres grand avant qu'on trouve un chemin qui verifie toutes le 
fenetres de ressources, ce qui rend la methode des A;-plus courts chemins relativement 
fastidieuse. 
2.1.3 Extensions des PCC-FT et PCC-CR 
Selon le contexte et les applications, plusieurs chercheurs se sont penches sur les 
extensions des problemes de plus court chemin avec contraintes de ressources (aussi 
bien le probleme de base que le probleme general). Dans le cadre de la resolution 
du probleme VRPTW (Vehicle Routing Problem with Time Windows) comportant 
deux ressources, Kolen et al. (1987), Desrochers et al. (1992) et Kohl et Madsen 
(1997) ont incorpore des contraintes d'elimination des 2-cycles au probleme PCC-
FT comme strategic d'acceleration globale. L'elimination des 2-cycles implique une 
augmentation du nombre d'etats (au pire cas par un facteur de 2) qui est compensee 
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par une reduction sensible de l'ecart d'integrite et du nombre de problemes residuels 
a resoudre dans le processus d'enumeration. D'autre part Irnich et Villeneuve (2006) 
utilisent des techniques d'elimination de /c-cycles (k > 3) lors de la resolution du PCC-
CR elementaire, par un algorithme du type programmation dynamique en utilisant 
de nouvelles regies de dominance. Ceci a permis d'ameliorer la borne inferieure dans 
le cadre de la resolution par un algorithme de generation de colonnes du probleme 
VRPTW. Enfin, deux algorithmes de types differents ont ete developpes pour traiter 
d'autres extensions du probleme PCC-FT. D'une part, Ioachim et al. (1993) ont traite 
le probleme PCC-FT avec un objectif incluant a la fois les variables de not X^ sur 
les arcs et des variables de ressources Tfr sur les noeuds. D'autre part, Dumas et al. 
(1991) ont propose egalement un algorithme de resolution pseudo-polynomial pour 
resoudre un cas particulier du probleme PCC-FT avec cueillette et livraison. 
2.1.4 Methodes lagrangiennes exactes 
Plusieurs methodes utilisent la relaxation lagrangienne comme approche de reso-
lution aussi bien pour les PCC-CR que les PCC-FT et leurs variantes. Ces methodes 
sont le plus souvent hybrides et sont utilisees avec d'autres methodes de resolution. 
En effet, souvent on utilise la relaxation lagrangienne dans le but de trouver des 
bornes inferieures, arm de reduire l'espace des etats ou aussi dans le but de definir 
des fonctions d'utilite lagrangiennes. C'est ainsi que Beasley et Christofides (1989) 
ont utilise a leur tour une formulation en nombres entiers (0 — 1) et ont utilise une re-
laxation lagrangienne pour trouver une borne inferieure a l'interieur d'un algorithme 
de «branch and bound». Handler et Zang (1980) proposent de leur cote un algo-
rithme pour resoudre le probleme de plus court chemin avec une contrainte du type 
sac a dos dans lequel ils utilisent un algorithme de fc-plus courts chemins pour obtenir 
une premiere solution qui satisfait la contrainte pour ensuite utiliser une relaxation 
lagrangienne afin de reduire le nombre k. 
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2.2 Methodes heuristiques 
Dans les differentes recherches qu'on a presente auparavant, lors de la resolution 
du PCC-CR et ses variantes par des algorithmes exactes, la complexity de ces algo-
rithmes est toujours tres grande. Des communications privees avec les developpeurs 
de KRONOS Inc. nous ont appris que plusieurs grands problemes de PCC-CR avec 
plusieurs ressources ne peuvent pas etre resolus jusqu'a l'optimalite. Ainsi plusieurs 
recherches se sont penchees sur des methodes heuristiques ayant pour but de trouver 
rapidement des solutions realisables de bonne qualite. Dans ce qui suit, on commen-
cera par presenter la litterature sur des variantes simples du PCC-FT. La premiere 
est le probleme de plus court chemin avec une seule contrainte lineaire de ressources 
au noeud destination (CSP), la seconde est le MCSP qui est l'extension de ce dernier 
a plusieurs contraintes lineaires de ressources au noeud destination. Par la suite, on 
exposera la revue de litterature pour les PCC-FT et les PCC-CR. 
2.2.1 Problemes de plus court chemin avec une ou plusieurs 
contraintes lineaires 
Les problemes CSP et MCSP peuvent des fois etre encore plus difficiles a re-
soudre que les PCC-CR. En effet, lors de la resolution par un algorithme du type 
programmation dynamique, il n'y a pas beaucoup d'elimination d'etiquettes (che-
mins) contrairement au PCC-CR ou plusieurs chemins deviennent non realisables a 
cause des contraintes de ressources sur chaque noeud, et sont done elimines lors de 
la resolution. Ainsi, plusieurs heuristiques ont ete developpees arm de resoudre ce 
probleme. 
Warburton (1987) a developpe une heuristique pour resoudre le probleme a plu-
sieurs objectifs sans contraintes, par un algorithme de programmation dynamique. II 
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fournit, par la suite, une adaptation de cet algorithme pour le CSP. A partir des tra-
vaux de Warburton (1987), Hassine (1992) a propose deux algorithmes de resolution 
pseudo-polynomiaux qui sont aussi du type programmation dynamique. Le premier 
est de complexity 0(mnC), ou C est le cout maximal des arcs. Cet algorithme est, 
par la suite, utilise pour developper un deuxieme algorithme d'approximation de com-
plexite —, ou e est l'ecart de la solution courante par rapport a la solution optimale, 
en utilisant des bornes superieures et inferieures afin de reduire l'espace des etats. 
Lorenz et Raz (2001) ont donne a leur tour une extension elegante de 1'algorithme 
exact de Hassine (1992) pour le cas acyclique. D'un autre cote, Korkmaz et Krunz 
(2001) utilisent F algorithme de k plus courts chemins avec des fonctions d'utilite non 
lineaires afin de trouver rapidement des solutions pour le probleme MCSP, dans le 
cadre du probleme general de QoS (qualite du service) pour le trafic sur les reseaux 
de telecommunications. 
La relaxation lagrangienne a ete aussi utilisee a plusieurs reprises afin de trouver 
rapidement des solutions heuristiques. En effet, Dumitrescu et Boland (2003) utilisent 
comme approche de resolution un algorithme d'enumeration des chemins avec couts 
lagrangiens pour le probleme de CSP. D'autre part, Carlyle et Wood (2003) utilisent 
une approche similaire a celle de Handler et Zang (1980) pour resoudre les problemes 
de MCSP. Dans cette approche, les auteurs utilisent la relaxation lagrangienne et un 
algorithme d'enumeration afin d'identifier des plus courts chemins a e pres. 
2.2.2 Methodes heuristiques pour la resolution du PCC-FT 
et PCC-CR 
Des adaptations heuristiques des algorithmes d'etiquetage, du type programma-
tion dynamique, ont ete utilisees en industrie. Ces methodes consistent en la do-
minance sur un sous-ensemble de ressources bien choisi. Ces sous-ensembles de res-
sources (qu'on appelle communement modeles) peuvent etre changees alternative-
ment, a Finterieur de la resolution afin de varier l'espace de recherche pour obtenir 
des solutions differentes. 
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Dans le cadre de la resolution des problemes de tournees de vehicules avec fenetres 
de temps, Desaulniers et al. (2006) utilisent une approche hybride pour la resolution 
des sous-problemes qui sont des plus courts chemins elementaires avec contraintes 
de ressources. Cette approche consiste a resoudre le probleme, de fagon alternative, 
en utilisant un algorithme heuristique du type recherche tabou et une approche de 
programmation dynamique. 
Pour la premiere fois dans la litterature, une heuristique qui combine a la fois 
l'approche de programmation dynamique d'etiquetage et l'approche lagrangienne a 
ete proposee par Nagih et Soumis (2006) pour resoudre les PCC-CR. Le but initial 
de cette approche heuristique etait de trouver rapidement des solutions realisables et 
ceci dans le cadre d'un algorithme de generation de colonnes. Cette approche avait 
pour but de produire de meilleures solutions que l'approche de dominance decrite 
un peu plus haut et qui ne soit pas tres couteuse en termes de temps de calcul. On 
propose une etude plus detaillee de cette approche dans le chapitre 4. 
Dans le cadre du probleme de tournees de vehicules avec fenetre de temps, Feillet 
et al. (2005) developpent plusieurs heuristiques arm d'accelerer la resolution des sous-
problemes qui sont des PCC-FT elementaires. Ces heuristiques ont ete developpees 
a l'interieur d'une methode du type programmation dynamique. Une premiere heu-
ristique est une methode de recherche locale, ou l'ensemble des noeuds est divise en 
potentiellement «bons» et potentiellement «mauvais» selon leurs valeurs duales. Une 
ressource est ajoutee pour limiter le nombre de chemins passant par les «mauvais» 
noeuds. Une deuxieme heuristique consiste en l'ajout d'etiquettes initiales a l'espace 
des etats de l'algorithme de programmation dynamique qui permettront d'eliminer, 
par dominance, un grand nombre d'etiquettes generees au cours du processus. Une 
troisieme heuristique developpee consiste a calculer des bornes superieures en uti-
lisant une relaxation du probleme de plus court chemin en un probleme de sac a 
dos. Ces bornes permettent de reduire l'espace des etats lors de la resolution par un 




Dans cette partie, on expose d'abord le probleme general qui englobe un grand 
ensemble de problemes d'optimisation sous un modele generique appele modele uni-
fie (Desaulniers et al., 1998). La resolution de ces problemes vise a minimiser les 
couts d'operation d'une flotte de vehicules ou d'equipes de travail lors de la realisa-
tion d'un ensemble de taches predeterminees. C'est un modele qui est valable pour 
un grand eventail d'applications, par exemple, les problemes de tournees de vehi-
cules, d'horaires de personnel, etc. Une approche de resolution pour ces problemes 
est un algorithme de generation de colonnes. L'algorithme de generation de colonnes 
se divise en deux problemes : le probleme maitre qui est generalement resolu par 
l'algorithme du simplexe et les sous-problemes qui sont des problemes de plus court 
chemin avec contraintes de ressources. On fera aussi un survol des applications de 
cette formulation. 
3.1 Le modele unifie 
Le probleme consiste a couvrir, a cout minimum, un ensemble de taches avec 
des chemins de certaines commodites. D'une part, chaque chemin d'une commodite 
est limitee localement par la structure du reseau et par diverses contraintes de res-
sources. L'utilisation des commodites peut etre egalement limitee par des relations 
de preseance ou de couplage entre les taches a effectuer. D'autre part, cette utilisa-
tion de commodites est limitee globalement par des contraintes de coordination entre 
celles-ci. 
On commence tout d'abord par une formulation mathematique generique du pro-
bleme. Une commodite k G K. circule sur le reseau Qk = (A/"fc, Ak), ou J\fk et Ak sont 
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des ensembles de noeuds et d'arcs. L'ensemble Mk contient au moins deux noeuds, un 
noeud origine ok et un noeud puits dk. A chaque commodite k est egalement associee 
un ensemble de ressources TZk. 
Les variables de flot de la commodite k dans Qk sont denotees par le vecteur 
Xfc = {Xij\(i,j) £ Ak}, ou Xkj est une variable binaire selon que l'arc (i,j) est 
utilise par la commodite k ou non. Les variables representant l'etat des ressources a 
chaque noeud de Nk sont denotees par le vecteur Tfe = {Tkr\i £ J\fk, r £ 7Zk}, ou Tkr 
prend la valeur de la ressource r cumulee depuis le noeud ok si le noeud i est visite par 
la commodite k et la valeur 0 sinon. L'agregation intermediaire T* = {Tkr\r £ 1Zk} 
represente le vecteur de toutes les ressources au noeud i £ Mk. 
Les variables supplement aires Ys, s G S, sont utilisees pour completer la structure 
du probleme. Les variables Ys peuvent servir de variables d'ecart (Barnhart et al., 
1998) ou de surplus (Graves et al., 1993). Elles peuvent aussi compter le nombre de 
commodites dans une solution (Desaulniers et a l , 1998), ou encore accumuler cer-
taines variables de ressources sur un ensemble de commodites (Ioachim et al., 1993). 
Ces variables Ys sont limitees par une borne inferieure ls, et une borne superieure us 
On designe par a^j les coefficients binaires des variables de flot Xkj et valent 1 si 
Fare (i,j) £ Ak couvre la tache w et 0 sinon, et ceci pour chaque commodite k £ K; 
aws et bhs sont les coefficients de la variable Ys, s £ S dans la contrainte de couverture 
de taches w EW et dans la contrainte liante h £ H 
L'objectif est compose de la somme des couts ckj des arcs (i, j) £ Ak utilises par 
chaque commodite k. II comporte aussi une combinaison lineaire en ckr des valeurs 
des ressources T^, r G 7Zk, a chaque noeud i £ Mk de cette commodite. L'objectif 
est complete par des couts cs sur les variables supplement aires Ys. 
Ainsi le modele unifie s'ecrit sous la forme du programme mathematique : 
zIP = min Y, 4
Xi + E C W + E C°Y° (3-1) 
keic,(i,j)eAk ke/c,ieJVk,reilk seS 
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sous les contraintes : 
J2 akwijX^ + J2awsYs= aw \/weW (3.2) 
kElC seS 
(i,j)£Ak 
E h^r + E tiijXii+E6^ = ^ v/> e H (3-3) 
28 < Ys < us VseS (3.4) 
ketc keic seS 
ieMk (i,j)€Ak 
renk 
Y, X% = 1= Kk V/cG/C (3.5) 
j:(ok,j)£Ak 
E *£* = ! = *& VA;e/C (3.6) 
E *« = E Xl= X* VzGAAfc\{ofe,^} (3.7) 
j-.{i,j)eAk j-U,i)eAk 
xle {0,1} V/ce/C,(i , j )e^ (3.8) 
X^^)-Tf)< 0 V ^/C, (z , j )e^ f c , ( 3 9 ) 
€ ftfe 







Les contraintes (3.2)-(3.4) permettent les interactions entre toutes les commodi-
tes du modele, denommees multiple path linking constraints dans Desaulniers et al. 
(1998). Les contraintes (3.2) forment un probleme de recouvrement generalise, ou aw 
est le nombre de fois que la tache w doit etre effectuee. Les contraintes (3.3) lient glo-
balement plusieurs commodites. Les valeurs des coefficients bfy, hkhi, et bh dependent 
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du probleme a resoudre et plusieurs exemples sont decrits dans Desaulniers et al. 
(1998). 
Les contraintes (3.5)-(3.11) regroupent les variables par commodite, denommees 
single path constraints dans Desaulniers et al. (1998). Les contraintes (3.5)-(3.8) im-
posent la structure classique d'un chemin unique pour la commodite k dans un reseau 
Gk de la source au puits de ce dernier. 
Les contraintes (3.9) donnent le mecanisme general utilisant une fonction d'exten-
sion f^r quelconque pour restreindre les valeurs admissibles de la variable de ressource 
Tjr au noeud j en fonction du vecteur de ressources Tf d'un noeud i qui le precede. 
Les inegalites en (3.9) admettent des solutions ou Tkr > / ^ ( T f ) des que la variable 
Xt est strictement positive. Cette opportunite permet pour une ressource, represen-
tant le temps par exemple, d'introduire un certain delai entre le temps d'arrivee au 
noeud j , represents par /^ r(Tf), et le temps de debut du service a ce meme noeud, 
represente par T^r (Desrochers et al., 1992). Notons que l'expression des fonctions 
d'extension fjj varient selon le contexte et l'application. De plus, elles peuvent etre 
croissantes, decroissantes, continues ou discontinues. 
Les contraintes (3.10) sont le pendant par commodite des contraintes (3.3). Elles 
peuvent limiter localement la construction de chemins en imposant par exemple des 
contraintes de preseance, de couplage entre les taches ou d'elimination de cycles 
(Desaulniers et al., 1998). 
Les contraintes (3.11) permettent de restreindre le domaine d'une variable de 
ressources Tfr a un intervalle donne par les bornes inferieure l\r et superieure u\r. 
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3.2 Methode de resolution 
L'objectif (3.1) et les contraintes (3.5)-(3.11) sont separables par commodite, 
formant une structure diagonale en \K\ blocs avec les contraintes liantes (3.2)-(3.4). 
La methode de decomposition de Dantzig et Wolfe (1960) tire le plus profit de ce 
type de structure. Cette methode est principalement associee a des algorithmes de 
generation de colonnes ou de plans coupants (voir Dantzig et Wolfe, 1960; Goffin et 
Vial, 1990; Kelley, 1960; Veinott, 1967). 
3.2.1 Methode de generation de colonnes 
L'algorithme de generation de colonnes (GC) consiste a resoudre alternativement 
un probleme maitre restreint et plusieurs sous-problemes, un pour chaque commo-
dite. Le probleme maitre restreint derive du probleme maitre en considerant un sous-
ensemble de ses variables de chemin qui est mis a jour a chaque iteration. Son role 
consiste a retrouver la meilleure solution avec les variables de chemin et est resolu en 
utilisant l'algorithme du simplexe primal ou dual. Chaque sous-probleme PCC-CR 
permet la generation de tous les chemins realisables pour la commodite correspon-
dante. En utilisant l'information duale associee a la solution courante du probleme 
maitre restreint, le role des sous-problemes consiste en la generation de chemins rea-
lisables de cout marginal negatif qui va ameliorer la solution courante. Le processus 
de generation de colonnes s'arrete lorsqu'il n'y a plus de chemins de cout marginal 
negatif a generer par les sous-problemes. 
Pour accelerer la resolution des problemes de grande taille, on utilise des heu-
ristiques pour resoudre les sous-problemes et generer des colonnes realisables. Ces 
heuristiques fournissent des solutions de plus en plus proches de l'optimum au cours 
des iterations de GC tout en maintenant des temps de resolution reduits. 
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3.2.2 Le probleme maitre 
Le probleme maitre permet d'obtenir une borne inferieure ZLP sur la solution 
optimale zjp d'un probleme residuel. 
Sans perte de generality, notons £lk l'ensemble des chemins admissibles de Gk, 
k G /C. Pour chaque chemin p G Qk, on associe les trois parametres suivants : a^p qui 
prend la valeur 1 si p couvre la tache w G W et 0 sinon, b^ la contribution de p a 
la contrainte globale h G H, et ck le cout de p. Une variable binaire dk est associee 
a chaque chemin p G flk. Elle prend la valeur 1 si la commodite k est affectee au 
chemin p et prend 0 sinon. Ainsi le probleme maitre s'ecrit : 
min £<£0j + 5> sy8 (3.12) 
fce/c s e s 
pen* 
sous les contraintes : 
£ < $ + ! ] a™y» = a - VwGW (3.13) 
6h V/i G # (3.14) 
u s Vs G S (3.15) 
1 VA; G /C (3.16) 
9k> 0 VkeJC,penk (3.17) 
*5= E 4 A * VA;G/C,(i,j)G^fc (3.18) 
pen* 
Xk binaire V/c G /C, (ij) G -4fc (3.19) 

















3.2.3 Les sous-problemes 
Etant donne que les contraintes (3.5)-(3.11) du probleme sont decomposables en 
bloc par commodite, alors, par la decomposition de Dantzig-Wolfe, on a un sous-
probleme pour chaque commodite k. Soit a = {a^liy £ W}, (3 — {Ph\h £ H} et 7 — 
{7fc|A; £ /C} les vecteurs des variables duales associees aux ensembles de contraintes 
(3.13), (3.14) et (3.16), respectivement. Le cout reduit ck(a,P, 7) de chaque variable 
de chemin 8k en fonction des vecteurs a, [5 et 7 est donne par : 
cj(«, (3,7) = 4-J2 C « - - E bhpPh - 7fc- (3.20) 
Alors l'objectif du sous-probleme pour la commodite k s'ecrit comme suit (voir 
Desaulniers et al., 1998, pour plus de details) 
ob3(x
k,Tk) = T|(°fc) - Yl ( E <v
a™+E %Mxv - E ftA7? - Vs-
{i,j)eAk weN heH ievk 
reRk 
heH 
Cet objectif lineaire permet ainsi d'identifier le chemin p £ Pk de cout marginal 
minimum pour chaque commodite k £ K,. Ainsi pour chaque commodite k, le sous-
probleme s'ecrit : 
mm Obj(X\Tk) (3.21) 
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sous les contraintes : 
J2 X^ = l= X% VfcG/C (3.22) 
i:(i,dk)eAk 





r enk *«(/y"(Tf) " ^ ) < 0 "^ ^ ' i i (
3-25) 
« < 2 f < «W V f c G r ^ ^ ^ ' - (3-26) 
Comme on Fa deja mentionne, on a un sous-probleme par commodite. Dans bon 
nombre d'applications, on a des centaines de commodites. De plus, dans un algo-
rithme de generation de colonnes, on doit resoudre ces k problemes a chaque ite-
ration. Ainsi, un algorithme rapide de resolution est necessaire afin de fournir des 
colonnes de qualite au probleme maitre. 
Pour bon nombre d'applications (par exemple, les problemes de rotations d'equi-
pages), les fonctions d'extension qui figurent dans les contraintes (3.26) du mo-
dele unifie sont non-decroissantes. En particulier, lorsqu'elles sont lineaires, elles 
s'ecrivent : fij(Tkr) = Tkr + tkJ. La prochaine section presente une formulation 
simplifiee du probleme de plus court chemin avec contraintes de ressources dans le 
cas des fonctions d'extension lineaires. 
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3.2.4 Le probleme de plus court chemin avec contraintes de 
ressource et fonctions d'extension lineaires 
Soit G = (N, A) un reseau oriente acyclique avec A l'ensemble des arcs (i,j) et 
N = V U {o,d} l'ensemble des noeuds ranges dans l'ordre topologique, ou V est 
l'ensemble des noeuds i qui peuvent etre visites entre l'origine o et la destination d. 
Soit R l'ensemble des ressources, avec \R\ = n. A chaque noeud i £ N est associe des 
intervalles (fenetres de ressource) [a[,6[], r £ R, restreignant les quantites des res-
sources utilisees pour atteindre le noeud i. Un arc (i, j) € A consomme une quantite 
t\j de chaque ressource r £ R et a un cout Qj. Tout arc ne permettant pas de visiter 
le noeud j apres le noeud i, c'est-a-dire ne respectant pas les fenetres de ressource : 
<%+%<%, Vr£R 
est supprime. On associe a un chemin Pj, de l'origine o au noeud j , un cout Cj qui est 
la somme des couts des arcs le composant, et un n-vecteur d'etat Tj correspondant 
aux consommations de chaque ressource r £ R, cumulees TJ selon les fonctions 
d'extension f[j(T[) = T[ + t\y Un etat Tf- — (Tj, •••,71Jl) est dit realisable ou legal 
si : 
a) < Tj < brp Vr £ R. 
Ainsi lorsque qu'on a des fonctions de prolongation lineaires, on peut formuler le 
probleme de plus court chemin avec contraintes de ressources comme suit : 
min 2_, cijxij (3.27) 
ij 
s.c. ^ xij ~ ^2 xil = ei V j e N ^3-28^ 
i i 
Xij £ {0,1}, V(J , j )GA (3.29) 
XiiiTT + fij-Tj) < 0, V(i,j)eA,VreR (3.30) 
Tj £ [<$,%], Vj£V,\/r£R. (3.31) 
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avec 
{ —1 si j = o 
0 si j e V 
1 si j = d 
Dans le cas d'une seule ressource, l'indice r peut etre omis. 
3.3 Applications 
Les applications du modele unifie sont principalement les problemes de transport. 
Ainsi on peut citer les problemes suivants : transport scolaire (Desrosiers et al., 1984), 
transport urbain (Desrochers et Soumis, 1989; Ribeiro et Soumis, 1994), transport 
de personnes et de marchandises (Desrosiers et al., 1988; Ioachim et a l , 1995; Desro-
chers et a l , 1992), transport aerien (Lavoie et al., 1988; Gamache et Soumis, 1993; 
Desrosiers et al., 1999), transport ferroviaire (Ziarati et al., 1997). 
Le point commun entre toutes ces applications est leurs sous-problemes, qui sont 
des PCC-CR. Le nombre de ressources dans ces derniers varie considerablement selon 
les applications. En pratique, les PCC-CR deviennent couteux a resoudre dans un 
algorithme de generation de colonnes pour des problemes de grande taille et ou 
le nombre de ressources est superieur a deux ou trois. Meme que, pour certains 
problemes, il est impossible de les resoudre a l'optimalite. Par exemple, le probleme de 
blocs mensuels de chauffeurs d'autobus comporte trois a cinq ressources (Desrochers 
et Soumis, 1989) ou encore pour le probleme de blocs mensuels d'equipages aeriens, 
le nombre de ressources varie entre dix et vingt (Gamache et al., 1999). De plus, pour 
ces problemes, on a souvent des milliers de noeuds, des dizaines de milliers d'arcs, 
des centaines de sous-problemes. Lors de la resolution de ces problemes, l'algorithme 
de generation de colonnes fera des centaines d'iterations. Le probleme est encore 
plus complexe pour les rotations d'equipages, surtout en industrie. En effet, des 
communications privees avec les developpeurs de KRONOS Inc., ont montre que, 
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dans un grand nombre de cas, on se heurte a des problemes de rotations d'equipages 
oii le nombre de ressources dans les sous-problemes, lors d'une resolution par GC, 
varie de dix a vingt, le nombre de sous-problemes depasse la trentaine et le nombre 
d'iterations de GC est de l'ordre d'un millier. 
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CHAPITRE 4 
APPROCHE PAR RELAXATION LAGRANGIENNE 
Dans cette partie, on se propose tout d'abord d'exposer en detail l'approche pro-
posed par Nagih et Soumis (2006), sous ses differents aspects theoriques et algorith-
miques, en s'appuyant sur les differentes publications des auteurs. Puis, on presentera 
brievement les approches algorithmiques que les auteurs ont experimente. Par la suite, 
on expose les ameliorations possibles qu'on a experimente pour exploiter l'approche 
de Nagih et Soumis (2006) a la lumiere des travaux disponibles. Une critique globale 
des approches du type Nagih et Soumis, appuyee de resultats numeriques sera alors 
emise. Pour finir, on presentera des conclusions sur cette approche appuyees par des 
essais numeriques avec differents parametres. 
4.1 Le probleme de plus court chemin avec 
contraintes de ressource : espace des etats 
Dans ce qui suit on va utiliser la formulation (3.27)-(3.31) enoncee a la fin du 
chapitre precedent. 
Notons que les contraintes d'integrite (3.29) peuvent etres relachees tel qu'enonce 
dans le theoreme suivant : 
Theoreme 1 (Nagih et Soumis, 2006) Le probleme ayant la formulation (3.27)-
(3.31) en reldchant les contraintes d'integrite (3.29) possede une solution optimale 
entiere. 
Pour resoudre les problemes de PCC-CR, Desrochers et Soumis (1988a) proposent 
un algorithme de programmation dynamique de type pulling. Dans cet algorithme, 
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les noeuds sont traites sequentiellement dans l'ordre topologique, de la source jusqu'a 
la destination. En chaque noeud, l'algorithme genere des etiquettes en prolongeant les 
chemins correspondants aux etiquettes efficaces presentes aux noeuds predecesseurs. 
Un prolongement est valide s'il fournit un chemin legal, sinon il est supprime. Puis 
on applique la regie de dominance pour eliminer tous les chemins correspondants a 
des etiquettes non efficaces. Designons par APD un tel algorithme. 
Ainsi, cet algorithme procede en deux grandes etapes. A chaque noeud j G N, il 
effectue les operations suivantes : 
1. prolongation des chemins (generation des etiquettes et test de realisabilite), 
2. dominance (elimination des etiquettes non efficaces). 
Formellement, pour un noeud j donne, des etiquettes sont creees en prolongeant 
celles presentes aux noeuds i, tels que (i,j) G A. Plus precisement, une nouvelle 
etiquette (Cj.Tj1) donnee par : 
est creee au noeud j si T[ + t\j <brj, \/ r £ R. 
Selon Desrochers (1986), la resolution du probleme PCC-CR en utilisant un tel 
algorithme (APD) fournit la solution optimale du probleme. Soit Zopt = Z^PD la 
valeur de cette solution. 
Soit Plk) le k -ieme chemin de l'origine o au noeud i. On lui associe une etiquette 
(C> \T> ) = (C\ , Tj ,T{ , ...,Zf ) representant son etat des ressources et son 
cout. Designons par £ l'espace des etats relatif a tout le reseau. 
Definition 1 Soient (C^^T^) et (C\2\T^) deux etiquett es associees a deux che-
mins realisables de l'origine o dun noeud i. On dit que {C\l),T^) domme {Cf],T/2)) 
et on note {C\x),T^) •< (Cl2),T^]) si et seulement si 
7(D < C(2) et Tr(D < ^ ( 2 ) j 
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Remarque 1 La relation •< definit une relation d'ordre sur I'espace des etiquettes £ 
qui est un sous-ensemble de dimension n + 1. Cette relation d'ordre n'est pas totale 
lorsque le nombre de ressources est non nul (n > 0). 
Definition 2 Une etiquette associee a un chemin realisable de o a i est dite efficace 
si elle est minimale au sens de la relation d'ordre •<. Un chemin est dit efficace s'il 
est associe a une etiquette efficace. 
La relation de dominance •< etant une relation d'ordre partiel, il devient de moins 
en moins probable, avec 1'augment at ion du nombre de ressources, d'eliminer des 
etiquettes dominees. Le nombre d'etiquettes efficaces a traiter augmente d'une fagon 
exponentielle en fonction du nombre de ressources, ce qui rend la memoire requise et 
les temps de calcul prohibitifs. 
4.2 Projection de I'espace des etiquettes 
Ann d'obtenir des solutions primales realisables, une alternative proposee par 
Nagih et Soumis (2006) consiste a projeter I'espace des etiquettes, de dimension 
n + 1 , sur un espace de dimension plus petite, puis appliquer les regies de dominance 
dans cet espace de dimension reduite pour definir les etiquettes efficaces. 
Soient II = (7r|) une matrice reelle m x (n + 1), avec m < n, et T le nouveau 
vecteur de ressources tel que 
fl = 7T?C + 7r1
1T1 + ...+7T?Tn 
i (4-1) 
fm = 7r^C + 7riT1 + ... + < i T - . 
Par exemple, une projection orthogonale sur les couts et les m premieres compo-
santes de I'espace des etiquettes (ce qui est equivalent a dominer sur le cout et sur les 
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m premieres ressources) permet de reduire le nombre d'etiquettes en chaque noeud. 
Cependant, on risque d'eliminer en cours de traitement des chemins optimaux. Ainsi, 
bien que la realisabilite par rapport a toutes les ressources soit maintenue, l'optimalite 
n'est plus garantie. 
Cependant, trouver de bons multiplicateurs pour cette projection est une tache 
non triviale. C'est pour cela que Nagih et Soumis (2006) proposent une approche 
lagrangienne arm de trouver des multiplicateurs adequats. 
4.2.1 Projection par noeuds 
On se propose dans cette section d'etudier l'approche de projection par noeuds, 
introduite par Nagih et Soumis (2006), dans le cas oil on a plusieurs ressources. 
Nagih et Soumis (2006) proposent deux techniques de projections a l'interieur 
desquelles les multiplicateurs sont ajustes dynamiquement. La premiere est du type 
relaxation lagrangienne, dans laquelle on relache une ou plusieurs contraintes dans 
l'objectif. Dans cette approche, on forme tout d'abord une partition constitute de 
deux sous-ensembles Ri et i?2, Ri represente les ressources relachee et i?2 les res-
sources non relachees. La partition de l'ensemble des ressources se presente en m 
(m < n) sous-ensembles. L'entier m represente le nombre de lignes de la matrice de 
projection. Les auteurs proposent des matrices de projection en escalier qui permet-
traient l'ajustement des multiplicateurs par des algorithmes de sous-gradients. La 
projection en utilisant ce type de matrices reviendrait ainsi a faire une partition des 
ressources R. 
La deuxieme approche que les auteurs ont propose est du type relaxation surro-
gate ou les ressources sont partitionnees en plusieurs sous-ensembles, les ressources 
de chaque sous-ensemble sont combinees entre elles pour en former une nouvelle. 
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On n'etudiera pas en detail cette approche etant donne qu'elle est tres similaire a 
l'approche lagrangienne. 
Afin d'obtenir des variables duales par noeud, les auteurs se proposent de recrire 
le probleme PCC-CR sous une autre forme en agregeant dans une seule contrainte 
toutes les contraintes de consommation de ressources aux differents noeuds j du 
reseau et ceci pour un sous-ensemble de ressources R\ C Jf?2- En multipliant les 
contraintes de borne superieure sur la consommation de ressources par Xij, (i,j) G A 
puis en sommant sur tous les predecesseurs i de j , on obtient : 
J2 ^(maxla,-, T[l + q} - brf) < 0 , r 6 4 
i\(i,j)£A 
Ainsi la nouvelle formulation s'ecrit : 
mm 
s.c. 
/ j CijXij 
i i 




*ij iTl + % - TI) < ° V (i, j) £A,\/r£R (4.5) 
T] > a] VjeN,Vr£R (4.6) 
J2 Xijimaxiay^+tvy-by) < 0 V j e T V . n e i ? ! . (4.7) 
i\(i,j)£A 
Tp < V? Vj EN, Vr 2 e i? 2 - (4.8) 
Notons que la nouvelle formulation (4.2)-(4.8) est equivalente a la formulation 
standard (3.27)-(3.31) en presence des contraintes d'integrite (pour les deux formu-
lations). En effet, afin de satisfaire la condition de flot sur le noeud j , les variables 
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Xij sur les arcs (i,j) incidents a j doivent etre toutes nulles, sauf une qui vaut 1. Les 
contraintes (3.31) avec x^ — 0 sont evidemment satisfaites. Les contraintes (3.31) 
avec x^ = 1 s'obtiennent directement de (4.7) apres avoir retire de la somme les 
termes Xij = 0. 
Cependant, lorsqu'on relache les contraintes d'integrite, cette equivalence n'est 
plus vraie comme le montre l'exemple suivant (voir figure 4.1). Supposons que, dans 
cet exemple on a un reseau de deux noeuds i et j . On a une seule ressource r, ainsi 
i?i = {r} et i?2 = 0- La fenetre de temps en i est de [0,10] et celle en j est de [0, 5]. 
On a deux arcs joignant ces deux noeuds, le cout et la consommation de ressources 
respectifs du premier sont (0, 7) et du deuxieme sont de (7,3). Supposons de plus que 
Ti = 0etd = 0. 
Du noeud i au noeud j , on a deux chemins (arcs) dont les etiquettes associees 
sont (0, 7) et (7, 3) dont aucune ne domine l'autre. Ainsi, si on relache les contrainte 
d'integrite, la solution ayant un flot de | sur les deux arcs doit etre consideree. Ainsi, 
pour cette solution, la contrainte (4.7) est verifiee car | (7 — 5) + | (3 — 5) = 0. Cette 
solution qui est realisable pour la formulation (4.2)-(4.8) a un cout | .0 + | .7 = 3.5. 
Pour la formulation (3.27)-(3.31), le premier chemin n'est pas realisable car (3.31) 
n'est pas verifiee, car 7 ^ [0, 5]. Done, pour cette formulation la solution optimale a 
un flot de 1 sur le premier arc et de 0 sur le deuxieme et son cout est de 7 + 0 = 7. Ce 
qui prouve que la formulation (4.2)-(4.8) a une solution de cout inferieur a la valeur 
optimale pour la formulation (3.27)-(3.31). 
Ainsi, la nouvelle formulation est une relaxation de la formulation originale. Tou-
tefois, comme nous resolvons par programmation dynamique, nous ne considererons 
que les solutions entieres, cas dans lequel les deux formulations sont equivalentes. 
La relaxation lagrangienne consiste a relaxer une ou plusieurs contraintes, puis 





Figure 4.1 - Exemple ou la formulation (4.2)-(4.8) n'est pas equivalente a (3.27)-
(3.31) 
Lorsque ces contraintes sont des contraintes de non positivite, les multiplicateurs as-
socies sont positifs ou nuls. Afin d'obtenir la solution optimale, il suffit alors d'utiliser 
un algorithme iteratif de sous-gradients qui permet de faire converger les multiplica-
teurs vers leurs valeurs optimales, ceci dans le cas ou il n'y a pas d'ecart d'integrite. 
C'est dans cette optique que les auteurs envoient les contraintes (4.7) vers l'ob-
jectif, ponderees avec des multiplicateurs de Lagrange. 
Plus precisement, en dualisant les contraintes (4.7), on obtient le probleme la-
grangien suivant : 
C(u) = min i n E ( c ^+ E ^ ( m a x l a ^ ^ + t - } - ^ ) ] X. n 
(4.9) 
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i.e. ^2 xij ~ Y2 xil = ei V j G N 
i i 
^j > o \/{i,j)eA 
XijiTT + f^-TJ) < 0 V ( i , j ) G A V r e i 2 
T] > a] V j eN,Vr£R 






ou uy >0,jE N, T\ 6 i?i, sont les multiplicateurs de Lagrange associes. 
Le dual lagrangien s'ecrit alors : 
maxu C(u) 
(DL) (4.15) 
s.c. u"1 >0, VjeN, Vn Gi?i. 
La dominance par rapport au cout lagrangien uniquement revient a garder, en 
chaque noeud j , les etiquette Pareto-optimales donnee par : 
riERi Uj min{Ci + Cij + Y, 
T[*+t^<b?;r2£R2 
1 ( m a x { a - , 7 7 1 + ^ } - & 7 ) } 
(4.16) 
Remarque 2 Puisqu'on dualise des contraintes de homes sur les ressources, et contrai-
rement a I'approche decrite dans la section 4-1, la resolution du probleme lagrangien 
(4-9)-(4-14) avec les multiplicateurs optimaux, peut fournir des solutions non rea-
lisables, et la valeur v(DL) est un minorant de la valeur optimale v* du probleme 
PCC-CR. 
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Proposition 1 La resolution du PCC-CR en utilisant la formulation lagrangienne, 
en variant les multiplicateurs, pent fournir des solutions realisables mais pas force-
ment optimales. 
Preuve : 
Considerons la figure 4.2 representant les etiquettes Pareto-optimales au noeud d d'un 
probleme de PCC-FT. Supposons de plus, qu'on a une borne superieure de bd sur la 
consommation de temps en ce noeud. La resolution du PCC-CR, et en particulier le 
PCC-FT, en utilisant la dominance par rapport a la combinaison Cd + ltd x Td avec 
differentes valeurs de 7^ fournirait, respectivement les etiquettes (C^T^), {C%Tl) 
et (Cj, T$) pour des valeurs de Wd egales a a i , a$ et 014. Bien que l'etiquette (Cj, Tj) 
pourrait eventuellement nous mener a un chemin optimal, il n'existe pas d'instancia-
tion de IT qui permettrait d'obtenir cette derniere. Les valeurs de multiplicateurs a^ 
et a?4 fournissent des solutions realisables. Le multiplicateur ot\ fournit une solution 
non realisable. Aucune valeur des differents multiplicateurs ne permet d'obtenir la 
solution (C%,T$) qui est la solution optimale. 
Td 
(C(1,T,1) 
Enveloppe cdnvexe inferieure 
Droite de pente 0-3 
Droite de pente 0:4 
- © -
Droite de pente o.\ 
Figure 4.2 - Representation des etiquettes en un noeud i. 
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4.2.2 Approche de projection par arcs 
Bien que la projection par noeuds peut ne pas fournir la solution optimale, il 
existe une matrice de projection, dont les coefficients dependent non seulement du 
noeud traite mais aussi de ses predecesseurs, autrement dit une matrice qui depend 
des arcs, qui pourra nous garantir l'optimalite, comme le montre le theoreme 2. 
En effet, soit <f>d{ff) (^ = {^}(i,j)eA) le cout du plus court chemin obtenu en 
dominant en chaque noeud j € N par rapport a la valeur de 4>j{7Tij) ='Cj + TTIJ X TJ, 
ou les coefficients de projection 7Ty dependent cette fois du noeud traite j et de 
ses predecesseurs, c'est-a-dire, des arcs (i,j) qui aboutissent au noeud j . La valeur 
optimale, en utilisant cette approche pour la resolution PCC-FT, est donnee par le 
probleme : 
{ min^ 0d(5f) (4.17) 
S.C. TTij > 0 , V ( i , j ) € A. 
Si on designe par v* la valeur optimale du probleme PCC-FT, on obtient le 
theoreme suivant : 
Theoreme 2 (Nagih et Soumis (1999)) II existe n, un vecteur de multiplicateurs 
sur les arcs, tel que : 
min 4>d{^) = v*. 
i>0 
Bien que ce theoreme garantisse l'optimalite, trouver les multiplicateurs par arcs 
qui garantissent l'optimalite n'est pas une tache evidente. En particulier, des multipli-
cateurs par arcs optimaux ne sont pas necessairement les multiplicateurs de Lagrange. 
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Corollaire 1 Soit 7? le vecteur de multiplicateurs donne par le theoreme precedent, 
alors, pour tout vecteur de multiplicateurs TT dependant uniquement des noeuds, on 
a : 
v* = min 0d(7?) < min 0d(7r). 
Notons que, contrairement a l'approche de projection par noeuds, qui est basee 
sur une relaxation de la formulation du probleme de plus court chemin original, 
l'approche de projection par arcs ne necessite aucune modification dans la formulation 
du probleme original. 
Afin d'exploiter plus profondement le theoreme 2 de Nagih et Soumis (1999), on 
a utilise l'approche de relaxation lagrangienne afin de trouver des multiplicateurs 
par arcs. On considere la formulation par arc suivante, equivalente a la formulation 
originale du PCC-CR : 
(4.18) 
Vj G V (4.19) 
V(i,j)EA (4.20) 
V(z,i) e A, Vr e R (4.21) 
VjeV,VreR (4.22) 
V{i,j)eA,VreR. (4.23) 
En dualisant un sous-ensemble Ri C R des contraintes (4.23), on obtient la 
fonction de Lagrange suivante : 
mm / j cijxij 
hj 
o.C / J-'i/) / ^jl ^7 
Xij > 0 
xaCrr + ̂ -Tj) < 0 
T] > a) 
x i j(max{a5,77 + tr ,}-6 ' :) < 0 
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E ( c ^ + E «5(max{aJ1,771+t3}-6?)) £(«) = s.c(4™
n
(4.23) > A «> + > . ^(*"*<«?>TT+ffl-b?)) xt]. 
avec reR\Ri 
ou u^1 > 0, (i, j) £ A, ri £ Ri, sont les multiplicateurs de Lagrange par arcs associes. 
Le dual lagrangien est : 
max„ C(u) 
(4.24) 
s.c. u\) > 0 , V ( i , i ) e A , V n Gi?i 
La dominance par rapport au cout (lagrangien) uniquement revient a garder, en 
chaque noeud j , l'etiquette donnee par : 




2 +tff < bf 
(4.25) 
Cette methode a ete experimentee durant ce projet de these et les resultats n'ont 
pas ete plus satisfaisants que ceux de la methode utilisant les multiplicateurs sur 
les noeuds. Les sections qui suivent permettront d'eclaircir pourquoi la methode de 
projection sur les noeuds est instable. Cette analyse s'applique aussi a la methode 
de projection par arcs, car comme on va le prouver, les multiplicateurs de Lagrange 
obtenus par agregation des contraintes ne sont pas optimaux. 
4.3 Comparaison des differents algorithmes de re-
solution 
Dans cette section, on se propose d'exposer, d'abord, en detail les differents al-
gorithmes utilises pour la resolution des PCC-CR. Par la suite, on se propose de 
comparer ces methodes a l'approche de resolution de Nagih et Soumis et essayer de 
situer cette methode par rapport a ses precedentes. 
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4.3.1 Algorithme de programmation dynamique avec res-
sources non dominees 
L'algorithme de programmation dynamique avec ressources non dominees APD-
ND est une heuristique de APD, utilisee afin de reduire l'espace des etats et produire 
rapidement des solutions realisables. Dans cet algorithme, la prolongation est effec-
tuee comme pour APD. La dominance se fait sur un sous-ensemble de ressources 
nx en. 
Designons par 2ND le cout du meilleur chemin de o a d produit par cet algorithme. 
Proposition 2 On a : 
ZOPT < 2ND-
Preuve : 
Si V est le chemin fourni par APD-ND, alors V est realisable pour APD. 
Remarque 3 Dans certains cas, on a Z0PT < ZND comme le montre le reseau de 
Vexemple sur la figure 4-3. Notons par (CJJ, tjj) le couple correspondant au cout et a la 
consommation de ressource, respectivement, sur Varc (i,j) et par [a*, bi] les fenetres de 
temps. Si on applique APD-ND, en dominant sur le cout uniquement, e'est Vetiquette 
E\ = (6, 3) qui est generee, alors que Vetiquette optimale est E-i = (5.5, 2.5) (de cout 
5.5). 
4.3.2 Algorithme de relaxation lagrangienne : APD-L 
En utilisant la formulation (4.2)-(4.7), la prolongation des etiquettes lors de la 
resolution en utilisant APD-L se fait comme pour APD, la dominance se fait en 
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Figure 4.3 - Exemple ou ZQPT < %ND 
utilisant le sous-ensemble de ressources TZi et les nouveaux couts lagrangiens donnes 
par : 
min ( d + Cij + Yl u? (max(a? , T? + *y l"^ 1 ) W 2 e ^2 
o\x TZ2 = TZ\TZi- Designons par APD-L un tel algorithme. 
4.3.3 APD-L a l'interieur d'un algorithme de generation de 
colonnes 
Dans un algorithme de generation de colonnes, les PCC-CR apparaissent comme 
des sous-problemes. A chaque iteration de generation de colonnes, une colonne reali-
sable represente un chemin realisable de cout reduit negatif. Ainsi APD et APD-ND 
peuvent etre utilises pour resoudre les sous-problemes dans un algorithme de genera-
tion de colonnes. Par contre, APD-L ne peut etre utilise etant donne que les chemins 
generes par ce dernier peuvent etre non realisables. D'ou l'introduction par Nagih et 
Soumis (2000) de l'algorithme APD-LND, qui n'est autre qu'un algorithme APD-ND 
avec des couts lagrangiens sur les arcs. 
Designons par ZLND(U) le cout du meilleur chemin genere par cet algorithme, u 
etant le vecteur de multiplicateurs de Lagrange optimaux. 
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4.3.4 Algorithme de Nagih et Soumis 
Nagih et Soumis (2000) presentent un algorithme (qu'on notera dans ce qui suit 
par N-S) qui opere en deux etapes a chaque iteration k de l'algorithme de generation 
de colonnes, afm de produire des colonnes de cout marginal negatif. La premiere utilise 
APD-L afin de trouver des multiplicateurs de Lagrange efficaces Uk- La deuxieme 
consiste a appliquer APD-LND en utilisant les multiplicateurs de Lagrange trouves 
dans la premiere etape afin de generer des colonnes realisables. 
Etant donne, qu'a une iteration k de 1'algorithme de generation de colonnes, 
trouver les multiplicateurs optimaux u*k necessiterait plusieurs iterations successives 
de APD-L, cette methode peut s'averer couteuse. La methode N-S utilisee par Nagih 
et Soumis consiste a appliquer une seule fois APD-L puis a appliquer APD-LND en 
utilisant les multiplicateurs Uk trouves afin de produire des colonnes realisables et de 
cout marginal negatif a chaque iteration k de generation de colonnes. Afin de mettre a 
jour les multiplicateurs de Lagrange, on utilise une methode de sous-gradients. Dans 
cette methode, on choisit d'abord une suite de pas (a^) qui verifient : 
^2 9k - • co 
fc=0 
et 
aussi appelees les conditions de Pollack (1961). On applique en premier lieu APD-
L en utilisant les multiplicateurs u^-i de l'iteration precedente, on trouve les sous-
gradients Sgk(i) = Ti — bi, correspondants au noeud i, ensuite on calcule les nouveaux 
multiplicateurs de Lagrange Uk(i) — Uk-i{i) + CLU. X Sgk{i)- Cette heuristique est basee 
sur le fait que lorsque k est grand, le vecteur C^ des couts reduits sur les arcs du reseau 
ne change pas beaucoup d'une iteration a une autre de l'algorithme de generation 
de colonnes. Ainsi, lorsque k est grand, on peut esperer voir u^ converger vers une 
valeur optimale. 
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4.3.5 Remarques sur la convergence de l'algorithme de Na-
gih et Soumis 
On se propose dans cette section de comparer qualitativement la convergence de 
APD-ND et la convergence de l'algorithme N-S propose par Nagih et Soumis (2006). 
Rappelons qu'un algorithme efficace et robuste doit fournir une solution dont la 
valeur ZMeth verifie ZND > ZMeth > Z°pt ou Z°pt est la valeur optimale et ZND est 
la valeur de la solution fournie par les strategies de dominance sur un sous-ensemble 
de ressources qu'on a presente auparavant. Ainsi, on montrera dans cette section que 
1'algorithme de Nagih et Soumis ne verifie pas les criteres d'efficacite et de robustesse 
voulues. De plus, cet algorithme est tres sensible aux parametres dont il depend. 
Afin de confirmer ou infirmer la theorie proposee, on a etudie plusieurs variantes 
de l'algorithme en changeant a chaque fois la strategie d'ajustement des multiplica-
teurs sur differents problemes reels (horaires d'equipages), et en changeant les para-
metres de l'algorithme tels que les pas de la methode de sous-gradients. 
Le premier facteur qui peut avoir le plus d'impact sur la qualite des solutions est 
la facon avec laquelle les multiplicateurs sont mis a jour. En effet, etant donne qu'on 
a des multiplicateurs par noeuds et non par arcs et etant donne que la nouvelle for-
mulation (4.2)-(4.7) n'est qu'une relaxation de la formulation originale du PCC-CR, 
le choix d'une strategie d'ajustement des multiplicateurs est une operation delicate, 
lors de la resolution par un algorithme de programmation dynamique. On a explore 
et teste plusieurs strategies sur des problemes differents en nature et en faille. Void 
quelques unes des plus importantes strategies qu'on a explore. 
Pour commencer, on s'est propose d'etudier, avant tout, les possibles ameliora-
tions qu'on peut effectuer pour une seule iteration de l'algorithme des sous-gradients 
dans le reseau de la fagon suivante : 
1. Mettre a jour les multiplicateurs sur les noeuds au fur et a mesure qu'on genere 
des etiquettes lors de l'algorithme de programmation dynamique et mettre a 
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jour le multiplicateur selon la plus grande violation de la contrainte de borne 
superieure au noeud correspondant. Ceci implique qu'on suppose de mettre un 
flot egal a 1 sur Fare entrant au noeud considere correspondant a la plus grande 
violation de la contrainte. Ainsi, la contrainte >̂ Xij (maxjaj , T[ 4- i£-} — 6 )̂ < 
i 
0 devient (ma,x{arj,T[ + £[•} — 6j) < 0 ou (i,j) est Fare portant le flot egal a 
1. Le multiplicateur de Lagrange qui est calcule a partir de cette contrainte est 
donne par Uk+i = Uk + Ok (max{a£, T[ + £[•} — 6j), ou {6k}k>i est une suite de 
pas. Cette strategie a l'avantage d'etre facile a implementer mais suppose une 
optimalite locale. 
2. On peut supposer aussi qu'etant donne un noeud j , le flot est non nul pour tout 
(i,j) E A correspondant a la contrainte 2_\xv ( m a x { a j > ^ f + ^[j} ~~ ty) ^ 0. 
i 
Ainsi, on additionne la somme des violations de la contrainte pour mettre a 
jour le multiplicateur. 
3. Traiter les multiplicateurs a reculons, e'est-a-dire, a partir du noeud destination 
vers le noeud source. Ceci peut se faire de plusieurs fagons : 
(a) Considerer uniquement les etiquettes (chemins) qui violent la contrainte 
de borne superieure au noeud destination, les ordonner en ordre decrois-
sant de violation de la contrainte. Par la suite, on remonte le chemin 
correspondant a cette etiquette jusqu'au noeud source, en ajustant les 
multiplicateurs a chaque fois qu'il y a une violation d'une contrainte en 
un noeud intermediaire. Un noeud deja traite n'est pas traite de nouveau 
en parcourant un autre chemin. L'avantage de cette strategie est de consi-
derer le moins de chemins possible afin de minimiser les temps de calculs, 
en esperant que la plupart des chemins qui violent la contrainte de borne 
superieure au noeud destination, violent aussi quelques contraintes dans 
les noeuds intermediaires. L'inconvenient de cette strategie est qu'on n'at-
tribue pas necessairement un multiplicateur a chaque noeud ou on a eu 
une violation de l'une des contraintes des fenetres de ressources. 
46 
(b) On peut faire exactement comme ci-haut, mais en remontant tous les 
chemins a partir du noeud destination. Cette methode peut s'averer ardue 
car on risque d'explorer inutilement plusieurs fois les memes sous-chemins. 
(c) Dans les deux dernieres strategies decrites, on ne fait pas de mise a jour 
des multiplicateurs une fois changes a l'interieur d'une iteration de l'algo-
rithme de sous-gradients. Ainsi, on peut faire une mise a jour du multipli-
cateur de Lagrange a chaque fois qu'un chemin a viole une des contraintes 
des fenetres de ressources et, par la suite, on peut prendre le multiplicateur 
qui a la plus grande valeur. On peut aussi considerer la somme cumulative 
des multiplicateurs. 
Le deuxieme facteur qui risque d'influencer la convergence de l'algorithme de sous-
gradients est la suite de pas {&k}k>i- H e s t bien connu que le pas de l'algorithme des 
sous-gradients n'influe pas sur la valeur vers laquelle l'algorithme converge mais la 
vitesse avec laquelle il converge tant que la suite de pas verifie les conditions de Pollack 
(1961). Afin de verifier la convergence de l'algorithme, on s'est propose d'abord de 
le verifier avec plusieurs types de pas qui verifient les conditions de Pollack (1961). 
Plusieurs suites verifiant ces conditions existent dans la litterature. En premier lieu, 
on a experimente la suite normalised donnee par : 6k = «rpk~h," , UBi etant une 
\\J-i fill 
borne superieure de la fonction de cout au noeud i, C(u^) la valeur de la fonction 
lagrangienne au noeud i, Xk est une sous-suite qu'on divise par un facteur superieur a 
2 a chaque fois qu'on remarque que l'objectif lagrangien arrete de decroitre et Zf est 
la valeur de la ressource au noeud i a l'iteration k de l'algorithme de sous-gradients. 
Cette suite de pas, bien qu'elle soit connue pour etre efncace en theorie, possede 
cependant l'inconvenient d'impliquer plusieurs calculs : norme, borne superieure, mise 
a jour de la sous-suite A&. 
Ainsi, on a choisi, d'abord et afin de tester la methode, la suite de pas normalisee 
9k = »TkIb.p
 e n iterant plusieurs fois l'algorithme de sous-gradients a l'interieur 
d'une meme iteration de generation de colonnes. 
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En utilisant un procede de reoptimisation a l'interieur de l'algorithme de gene-
ration de colonnes, la mise a jour des pas pour l'algorithme de sous-gradients s'im-
pose en deux endroits : d'abord a l'interieur d'une meme iteration de generation 
de colonnes (GC), puis dans les differentes iterations de GC et ceci en utilisant les 
multiplicateurs de F iteration precedente (Nagih et Soumis (2000)). Cette approche 
est encore plus efficace pendant les dernieres iterations de l'algorithme de generation 
de colonnes dans lesquelles les couts reduits sur les arcs ne changent pas de fagon 
significative. 
Etant donne que notre but principal n'est pas uniquement de faire converger 
l'algorithme des sous-gradients mais surtout d'ameliorer et de varier la qualite des 
solutions fournies par les sous-problemes au probleme maitre, on s'est propose de 
considerer des suites de pas faciles a calculer (du point de vue informatique), qui 
satisfont les conditions de Pollack afin de varier le plus possible les solutions envoyees 
au probleme maitre, sans pour autant que ce soit couteux en calculs. Ainsi, on a 
choisi des suites de pas du type 9k(s) = f, ou e est un coefficient assez petit, qui 
est de Fordre de Finverse des couts reduits courants, afin d'eviter les oscillations de 
l'algorithme pendant les premieres iterations de GC. 
Dans la meme optique et etant donne que les multiplicateurs peuvent varier sen-
siblement selon Famplitude de la contrainte de ressource consideree, on s'est aussi 
propose de considerer une suite de pas differente pour chaque ressource en conside-
rant 6r = m a x i r _ a r ) qui est la longueur maximale que pourrait prendre la fenetre de 
ressource pour chaque noeud, valeur qu'on peut connaitre avant meme de commencer 
la resolution. 
4.3.6 Resultats numeriques sur la convergence de l'algorithme 
N-S 
Pour valider la theorie proposee, on a choisi d'essayer numeriquement les diffe-
rentes approches qu'on a propose pour differents problemes tests. Dans cette section, 
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on presentera des resultats numeriques qu'on a obtenus sur quatre problemes. Ces 
problemes tests sont des problemes de rotations d'equipages pour la compagnie ae-
rienne Air Canada. Dans ces problemes, on essaye de construire des suites de quarts 
(rotations) pour les equipages. Les problemes sont de tailles differentes (moyenne a 
grande). lis ont un point commun qui est relatif aux conventions collectives dont 
beneficient les employes. On a une ressource pour le temps total de travail d'un equi-
page calcule en minutes et l'intervalle de cette ressource est de [0, 720] pour tous les 
noeuds. Une deuxieme ressource qui est le temps de vol calcule aussi en minutes et son 
intervalle de contrainte est de [0, 480] pour tous les noeuds, une troisieme ressource 
pour le nombre de vols dont l'intervalle de contraintes est [0, 5] pour tous les noeuds 
et une quatrieme pour le nombre de quarts de travail dont l'intervalle de contrainte 
est [0, 4], pour tous les noeuds aussi. 
II est clair que, pour ce type de probleme, il n'est pas tres pertinent de relacher 
la ressource 3 ou la ressource 4 puisque leur ensemble de valeurs est tres petit par 
rapport aux deux autres ce qui impliquera une alteration de la solution sans pour 
autant avoir un gain significatif dans les temps de calcul. 
Ainsi, pour tester l'efficacite de l'algorithme, on effectuera des tests en relachant 
les fenetres de la premiere, la deuxieme et la troisieme ressource alternativement ou 
simultanement. 
Dans ce qui suit, on propose des tableaux de valeurs, un pour chaque probleme 
considere, avec differentes suites de pas. Dans ces tableaux, on designera par Pas(k) 
la suite de pas considered, Ress. Dora, etant le nombre de ressources sur lesquels 
on a domine, Itrerations GC le nombre d'iterations de l'algorithme de generation 
de colonnes, Temps(SPP) est le temps total (en secondes) de la resolution des sous-
problemes a l'interieur de GC et Objectif est la valeur de l'objectif atteinte a la 
derniere iteration de GC. 
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4.3.6.1 Probleme I 
II s'agit d'un petit probleme de rotations d'equipages d'Air Canada ayant 21 
sous-reseaux, 928 noeuds, 15494 arcs et 112 taches (vols). Pour tirer des result at s 
concluants sur la methode dans un algorithme de generation de colonnes, on a choisi 
comme critere de comparaison, la valeur de l'objectif du probleme general. On a 
choisi de relacher 3 ressources en dominant sur une ressource assez significative soit le 
temps de vol de fagon qu'il n'y ait pas d'ecart significatif entre la valeur de l'objectif 
lorsqu'on domine sur toutes les ressources et lorsqu'on domine uniquement sur la 
ressource non relachee. 
Pour faire une etude comparative, on a fait d'abord la resolution en dominant 
sur le cout et les 4 ressources ce qui donne la valeur optimale du probleme et on a 
fait la resolution en relachant les 3 ressources en dominant sur le cout et une seule 
ressource. Les result at s sont presentes dans le tableau 4.1. 
Tableau 4.1 - Probleme I : Dominance sur 4 ressources versus sur 1 ressource 
Ress. dom. Iterations GC Temps(SPP) Objectif 
~4 61 59T0 15237.5 
1 60 29.9 15358.4 
Dans le tableau 4.2, on montre les differents resultats qu'on obtient a chaque fois 
qu'on opte pour une des strategies d'ajustement des multiplicateurs de la methode 
N-S. Ces differents tests ont tous ete effectues pour une meme suite de pas : 9k = 
\\Tk'-b\P Pour la meme strategie (par exemple la strategic 3.a), on a choisi de faire 
commencer la methode a partir d'iterations avancees de l'algorithme de generation 
de colonnes; ces experimentations seront notees par des primes (3.a' pour le meme 
exemple). 
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Dans le tableau 4.3, on a expose differents resultats pour differentes suites de pas, 
ceci en utilisant la strategie 1 qui donne les meilleurs resultats. On remarque une 
grande sensibilite de la valeur de l'objectif a la suite de pas consideree. 
Tableau 4.3 - Probleme I : Variations de l'objectif selon les suites de pas 
Suite(k) Iterations GC Temps(SPP) Objectif 
3.1CT2 
k •> 2.10"2 
I P " 2 
k , 9.1Q-3 
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Dans ces resultats, on devrait s'attendre a ce que la methode proposee ait des 
temps de calcul entre 59.0 et 29.9 secondes pour un objectif entre 15237.5 et 15358.4, 
ce qui, comme on peut constater, est loin d'etre le cas. 
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4.3.6.2 Probleme II 
On considere un autre probleme du meme type que le probleme I avec une taille 
de reseau un peu plus grande, soit : 23 sous-reseaux, 1154 noeuds, 22593 arcs et 225 
vols. 
Dans le tableau 4.4, la premiere ligne donne le resultat obtenu par GC en dominant 
sur le cout et 4 ressources. La deuxieme ligne est le resultat obtenu par GC en 
dominant sur le cout et une ressource. 













Dans le tableau 4.5, on montre les differents resultats qu'on a obtenus en appli-
quant l'algoritlime GC a cette instance en utilisant la methode N-S et en changeant 
a chaque fois de strategic d'ajustement des multiplicateurs et ceci pour une meme 
suite de pas egale h 6k — IIT^'-H" 
II i i\\ 





























Dans le tableau 4.6, on montre pour cette instance, des resultats numeriques 
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illustrant la grande variation de Pobjectif lorsqu'on change la suite de pas. Ceci a ete 
applique pour la strategie 2 qui donne les meilleurs resultats dans ce cas-ci. 
Tableau 4.6 - Probleme II : Variation de l'objectif selon les suites de pas 
Suite(k) Iterations GC Temps(SPP) Objectif 






















Encore une fois les resultats obtenus sont loin des resultats escomptes. Ainsi, on 
s'attendait a ce que la duree de resolution, lors de la resolution par N-S, ne depasse 
pas 227.0 et dont l'objectif varie entre 95035.2 et 95288.9, alors qu'on remarque que 
ce n'est le cas que pour un tres petit nombre de ces tests. 
4.3.6.3 Probleme III 
On considere un autre probleme de rotations d'equipages pour la compagnie ae-
rienne Air Canada avec le meme type de donnees que les deux considerees precedem-
ment avec 28 sous-reseaux, 1610 noeuds, 27540 arcs et 406 vols. 
Les resultats de la resolution par GC en dominant sur le cout et 4 ressources et 
en dominant sur le cout et une ressource uniquement sont presentes dans le tableau 
4.7. 
Dans le tableau 4.8, on montre differents resultats numeriques de la resolution 
de cette instance par GC en changeant a chaque fois de strategie d'ajustement des 
multiplicateurs et ceci pour une meme suite de pas egale a 6k = nrrk • ," • 
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Les resultats numeriques du tableau 4.9 illustrent la variation de l'objectif selon 
la suite de pas considered, ceci en considerant la strategie 3.a' qui donne les meilleurs 
resultats. 
Tableau 4.9 - Probleme III : Variation de la valeur de l'objectif avec les suites de pas 




















Pour chacun des tests qu'on a effectue, la majorite n'ont pas repondu a nos 
attentes pour ce qui est de la valeur de l'objectif et des temps de resolution. 
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4.3.6.4 Probleme IV 
On considere un autre probleme de rotations d'equipages pour la compagnie ae-
rienne Air Canada avec le meme type de donnees que les deux consideres precedem-
ment avec 23 sous-reseaux, 1586 noeuds, 33445 arcs et 389 vols. 
Comme pour les autres instances, on rapporte dans le tableau 4.10 les resultats 
de la resolution par un algorithme GC en utilisant, d'une part, la dominance sur le 
cout et 4 ressourc.es et en utilisant, d'autre part, la dominance sur le coiit et une 
ressource uniquement. 
Tableau 4.10 - Probleme IV : Dominance sur 4 ressources versus sur 1 ressource 
Ress. dom. Iterations GC Temps(SPP) Objectif 
~4 187 681.4 70755.0 
1 190 247.6 72942.7 
Le tableau 4.11 donne les resultats qu'on a obtenus en changeant a chaque fois 
de strategic d'ajustement des multiplicateurs pour une meme suite de pas egale a 
a \k[UBj-C(u>?)] 
k l|7?-M|2 • 
Tableau 4.11 - Probleme IV : Approches de resolution utilisant N-S 





























Les resultats numeriques du tableau 4.12 illustrent la variation de l'objectif selon 
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la suite de pas considered, ceci a l'interieur de la strategic 2' qui donne les meilleurs 
resultats pour ce probleme. 
Tableau 4.12 - Probleme IV : Variations selon les suites de pas 



















Dans ces tableaux, on remarque encore une fois une grande variation dans les 
resultats obtenus lorsqu'on change de pas et de strategic de resolution, ce qui prouve 
encore une fois la grande sensibilite de la methode aux parametres choisis. 
4.3.6.5 Resultats numeriques sur l'approche de projection par arcs 
Dans ce qui suit, on s'est propose de tester l'approche de projection par arcs en 
utilisant les memes strategies d'ajustement des multiplicateurs qu'on a utilise dans 
l'approche de projection par noeuds mais en considerant des multiplicateurs pour 
chaque arc. Des resultats numeriques pour le probleme IV pour differentes suites de 
pas sont donnes dans le tableau 4.13. 
Dans ces differents tests, on remarque une grande sensibilite de la valeur de 1'ob-
jectif du probleme maitre par rapport a un changement minime de la valeur du pas. 
De plus, la valeur de l'objectif depasse souvent la valeur de l'objectif de resolution 
par GC en dominant sur le cout et une seule ressource. De plus, les temps de calcul 
ont augmente considerablement (plus que 4 fois). 
10" 
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Tableau 4.13 - Comparaison des approches de resolution par N-S pour l'approche de 
projection par arcs 



















4.3.7 Etude theorique de la convergence de l'algorithme de 
Nagih et Soumis 
Designons par Z§eg(ak), la valeur de la solution donnee par 1'algorithme de genera-
tion de colonnes appliquee sur un probleme de recouvrement en utilisant la methode 
NS pour resoudre les sous-problemes. Ceci pour une suite de pas {ak}k>i donnee, 
par Z^e£ celle trouvee par l'utilisation de ralgorithme APD-ND pour resoudre les 
sous-problemes et ZQ^ la valeur optimale de la solution du probleme. 
Le but initial de l'algorithme de Nagih et Soumis (N-S) est de fournir rapidement 
des chemins realisables, de bonne qualite au probleme maitre de l'algorithme de 
generation de colonnes. Selon nos criteres d'efncacite et de stabilite, la valeur de la 
solution fournie doit etre dans l'mtervalle [ZQ^,Z^£], et la plus proche possible de 
ZQ^I. De plus, il fallait que les temps de resolution ne soient pas beaucoup plus grands 
que ceux de l'algorithme APD-ND. On montrera dans cette section que : 
- L'algorithme N-S peut produire dans certains cas une solution moins bonne 
que l'algorithme APD-ND. 
- Cette deterioration de la borne peut etre tres grande. 
- La qualite de la borne obtenue avec N-S varie de fagon discontinue en fonction 








peuvent donner une excellente borne (Z§eg(cik) = Z^f) et une tres mauvaise 
borne {Z*%{bk) > Z^£). 
Proposition 3 II existe un probleme de couverture de tdches et une suite de pas 
(o<k)k>i satisfaisant Its conditions de Pollack, pour lesquels on a : 
%ND < Z>NS \ak)-
Preuve : 
L'existence d'un tel probleme est presentee dans l'exemple suivant : 
Considerons le probleme de couverture avec des chemins du noeud n\ au noeud 77.3 
sur le graplie oriente de la figure 4.3 avec une seule tache au noeud destination. Les 
solutions realisables de ce probleme sont les chemins realisables de ri\ a n3. De plus 
ce probleme est equivalent au PCC-CR sous-jacent. On a au total 5 chemins entre 
rii et n3 (non necessairement tous realisables) d'etiquettes respectives E\ = (6,3), 
E2 = (0, 5.5), ^3 = (5, 3.5), £4 = (5.5, 2.5) et E5 = (7,1). Notons que si on applique 
un algorithme de generation de colonnes sur ce probleme en resolvant les PCC-CR 
avec APD, Fetiquette optimale est E4 de cout 5.5 alors que Falgorithme de generation 
de colonnes utilisant APD-ND donne Fetiquette E\ de cout 6. 
Appliquons N-S a ce probleme avec a& = ^ qui est une suite verifiant les condi-
tions de Pollack. Quelques iterations de Falgorithme sont illustrees dans le tableau 
4.14. Les etapes sont presentees en ordre, de gauche a droite. Par exemple, pour la 
deuxieme iteration (k = 2), on applique APD-L avec ui(n2) = 1.4 et Mi(n3) = 1 
trouves dans la premiere iteration ce qui donne Fetiquette optimale E2 et un sous-
gradient au noeud n2 de Sg2(n2) = 2, Sg2(n3) = 1.5, u2(n2) = Ui(n3)+a2xSg2(n2) = 
1.4 + ^ x (2) = 2.1 et u2(n3) = Ul(n3) + a2 x Sg2{n3) = 1 + ^ x (2) = 1.8. Les 
couts lagrangiens des etiquettes pour la deuxieme iteration, qui sont donnes par 
C^(Ei) = Cn3(Ei) + u2 x (Tn2 - hn2) + u3 x (Tn3 - 6n3), sont alors : C
L(£?i) = 6, 
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CL(E2) = 8, C
L(£3) = 5.9, C
L(EA) = 2.5, C
L(£5) = -1.85. La colonne generee par 
l'algorithme APD-LND est alors le chemin d'etiquette E$. 
A l'interieur d'un algorithme de generation de colonnes, lors de la premiere ite-
ration, la solution donnee par N-S est le chemin associe a E5 de cout 7. La variable 
duale de la contrainte de couverture devient alors 7. A la deuxieme iteration, le cout 
reduit de tous les chemins est egal a Cm(Ei) = Cn3(Ei) — 7 done Cn3(E5) = 0. Ainsi, 
si le critere d'arret de l'algorithme est le signe des couts reduits, on voit que pour 
k = 1 l'optimalite est atteinte et le chemin fourni par N-S est done le chemin associe 
a E5. 
La figure 4.4 represente les couts lagrangiens des 4 chemins passants par le noeud 
n2 en fonction du choix du premier terme de la suite de pas. On observe sur cette figure 
que la solution de APD-L sera E2 ou E5 et que Uk(n2) converge vers 1.5 qui represente 
la valeur de \i au point d'intersection entre les deux droites. En effet, les deux droites, 
correspondant au cout lagrangien des etiquettes E2 et E$, constituent l'enveloppe 
convexe inferieure. La solution donnee par l'algorithme lagrangien appartient a l'une 
de ces deux droites; de plus, sa valeur converge vers \i intersection des deux droites 
correspondant a E2 et E5. Par la suite, meme si on poursuivait les iterations de 
l'algorithme de generation de colonnes, afin de laisser converger les multiplicateurs, 
le chemin genere va toujours etre le chemin associe a £,5. Ainsi quel que soit le critere 
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d'arret, avec cette suite de pas, on obtient : 6 = Z^e£ < ^Nes(ak) = ?• Ce qui met 
fin a la preuve. 
Figure 4.4 - Couts lagrangiens en fonction du premier terme de la suite de pas. 
Proposition 4 77 existe un probleme de couverture de tdches et deux suites de pas 
semblables, {dk}k>i et {bk}k>i satisfaisant les conditions de Pollack, pour lesquelles : 
crRec /7^ec(h \ y fRzc s ?Rec(n \ 
Preuve : 
Les inegalites : Z§e£ < Z^sidk) et ZQ^ < Z§e£ ont deja ete prouvees. Pour l'inega-
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lite Z§eg(bk) < Z§eg(a,k), si on considere le meme exemple que ci-dessous, d'apres la 
figure 4.4, on voit que, pour bk = ^r, l'algorithme N-S donne comme solution l'eti-
quette E4 optimale. En effet, si on considere les 4 premieres iterations representees 
dans le tableau 4.15, on remarque qu'a la deuxieme iteration, l'algorithme genere le 
chemin d'etiquette E4 qui est la solution optimale de cout 5.5. Or, d'apres l'exemple 
precedent, pour ak = ^ , l'algorithme genere la solution correspondante a l'etiquette 
Er, de cout 7. Ce qui prouve la proposition. 
Remarque 4 1. Dans les deux exemples precedents, bien que les deux suites ak = 
^p et bk = ^ soient assez semblables, les valeurs des solutions sont differentes 
(difference > 1). De plus, les differences entre les valeurs de Z^, Z^e£ et ZQ^ 
peuvent etre aussi grandes que Von veut. En effet, il suffit de multiplier les couts 
sur les arcs dans l'exemple precedent par M pour obtenir des differences M fois 
plus grandes. 
2. Si a chaque iteration de generation de colonnes, on faisait plusieurs iterations 
de APD-L afin d'obtenir le multiplicateur optimal u*(n2) = 1.5, on genererait 
toujours le chemin d'etiquette E5. Ceci montre que l'algorithme N-S pent gene-
rer de meilleures solutions avec une suite de pas qui produit des multiplicateurs 
varies plutot qu'en utilisant des multiplicateurs lagrangiens optimaux. 
3. Pour cet exemple, il existe une valeur des multiplicateurs u telle que APD-
LND genere la colonne optimale. Toutefois, ce n'est pas le cas pour tous les 
problemes. 
61 
4.3.8 Conclusions sur les resultats de l'algorithme N-S 
Bien que quelques experimentations avec des parametres bien choisis peuvent 
donner des espoirs que la methode aboutisse a de bons resultats, comme ce qui a 
ete montre par Nagih et Soumis (2000), les multiples tests pour differentes strategies 
qu'on a effectue montrent une grande variabilite des resultats et aucune tendance 
de convergence ou de stabilite selon un parametre ou l'autre, que ce soit pour l'al-
gorithme en tant que tel ou pour l'implementation a l'interieur d'un algorithme de 
generation de colonnes. 
L'etude theorique presentee dans les sections precedentes explique pourquoi les 
resultats peuvent etre mauvais et instables. En effet, on a montre que les multi-
plicateurs de Lagrange ne convergent pas vers les valeurs permettant d'obtenir les 
meilleures solutions. 
Quant a la methode de projection par arcs, bien que prometteuse vu les resul-
tats theoriques dans Nagih et Soumis (1999), elle s'est averee aussi instable que la 
methode de projection par noeuds. En plus, elle necessite beaucoup plus de temps 
de calcul que l'approche par noeuds, etant donne le nombre considerable d'arcs dans 
le reseau. L'instabilite de l'approche par arcs est certainement due aux memes rai-




ALGORITHME D'AMELIORATION DYNAMIQUE DE 
LA BORNE SUPERIEURE 
5.1 Introduction 
On propose dans ce chapitre un algorithms exact du type primal pour resoudre 
iterativement le probleme de PCC-FT, sur des reseaux acycliques et dans le cas ou 
les fonctions d'extension sont lineaires. Cet algorithme commence par une premiere 
resolution approximative et essaye de trouver de meilleures solutions au fil des ite-
rations. Plus precisement, la methode commence par la resolution d'un PCC sur un 
petit reseau Q°, on raffine Q° iterativement en des reseaux Ql,Q2r .. ,&
max (max etant 
la derniere iteration), de sorte qu'on ameliore iterativement la solution courante et 
que C?max fournisse la solution optimale. Sans perte de generality, on supposera que 
la resolution du PCC sur le reseau Q° permet de produire une solution realisable. 
Cette condition peut etre facilement satisfaite dans les applications industrielles. 
Cet algorithme peut s'averer tres efficace dans le contexte de generation de co-
lonnes etant donne qu'on garde toujours la realisabilite (etant donne une solution 
realisable, chaque nouvelle solution generee au fil des iterations est elle aussi reali-
sable), contrairement a d'autres algorithmes du meme type tels que les algorithmes 
de relaxation lagrangienne ou de fc-plus courts chemins. Ainsi, on peut avoir le choix 
entre arreter l'algorithme a l'optimalite (processus qui risque d'etre fastidieux pour 
les problemes de grande taille) ou on peut considerer d'autres criteres d'arret de notre 
choix selon l'application ou le besoin (par exemple, les ressources informatiques). Par 
la suite, on proposera egalement d'autres techniques d'acceleration. 
On commencera tout d'abord par construire des nouveaux reseaux qui constituent 
63 
un raffinement du probleme original afin de se debarrasser de certaines contraintes 
qui sont dans la formulation originale du probleme. Par la suite, on se propose de 
definir des operations sur ces reseaux afin de les enrichir et d'exhiber de nouvelles 
solutions qui s'ameliorent au fil des iterations. On defmira aussi des algorithmes de 
marquage afin de parcourir ces reseaux, de garder les solutions qui ont ete decouvertes 
et d'ameliorer les solutions courantes. 
De plus, on prouve que la complexity peut etre assez basse dans certains cas. 
On montrera quelques exemples simples et, pour finir, on discutera le tout avec les 
resultats numeriques qu'on a deja obtenus sur differents types de problemes. 
5.2 Probleme de plus court chemin avec fenetres 
de temps 
Soit G(N, A) un reseau acyclique comme defini dans les chapitres precedents. Le 
probleme de plus court chemin avec fenetres de temps (PCC-FT) est un cas particulier 
du PCC-CR avec une seule ressource qui est le temps. Le probleme de PCC-FT se 




 cijxij (5-1) 
Yl Xii - Yl x^ = ei ^j e N (5.2) 
i i 
Xij > 0, V(iJ)eA (5.3) 
XijiTi + Uj-Tj) < 0, V(i,j)eA (5.4) 
T5 e [aj,bj], VjeV. (5.5) 
Le probleme PCC-FT etant un cas simplifie du PCC-CR, sa manipulation et 
64 
son ecriture est plus simple. De plus, les algorithmes et les resultats que nous pro-
posons pour PCC-FT se generalisent au probleme PCC-CR. Ainsi, on commencera 
par etudier le PCC-FT. Par la suite, dans le chapitre 7, on discutera la generalisa-
tion des methodes proposees pour les PCC-FT aux problemes acycliques, a plusieurs 
ressources et avec des fonctions d'extension non lineaires. 
5.3 Reseau reduit des etats 
Pour tout ce chapitre, on supposera que les noeuds de N sont ordonnes topologi-
quement. 
Soit V un chemin de o a i de cout Cf et de consommation de temps Tf'. On note 
par ef le couple [Cf ,Tf) correspondant a F etiquette du chemin V. 
On definit Fensemble Ei des etiquettes en i, pour tout i € N, de fagon iterative 
selon Falgorithme 5.1 
Algorithme 5.1 Construction de E{ 
L'ensemble des noeuds de G etant ordonne topologiquement : N — {0,1,.. .n}. 
E0 = {e0},e0 = {0,0). 
pour tout noeud j = 1,... ,n faire 
Ei,..., Ej-i ayant deja ete construits, on definit Ej comme suit : 
pour tout noeud i tel que (i,j) G A et i G { 0 , 1 . . . , j — 1} faire 
pour tout ef G Ei de valeur [Cf ,Tf) 
si Tf < bi alors 
Soit le chemin Q — V U {(i, j)}, faire 
on rajoute une nouvelle etiquette ef a Ej, de valeur (Cf,T^), Cf = 
Cf + Cij et Tf = max{a,j, Tf + t ^} . 
On elimine les etiquettes dominees de Ej. 
Remarque 5 Un ensemble Ei pent contenir des elements realisables et non rea-
lisables. Ainsi, VJ^^Ei est different de I'espace des etats £ defini dans le chapitre 
I 
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Proposition 5 Pour tout i 6 N, si on trie les etiquettes de Ei par ordre croissant 
de lew cout alors elles sont trices par ordre strictement decroissant de leur consom-
mation de temps. 
Preuve : 
Notons d'abord qu'il n'existe pas d'etiquettes de meme cout parmi les etiquettes 
non dominees (par la regie de dominance etablie dans le chapitre 3). Supposons 
que la proposition n'est pas vraie, alors il existerait deux etiquettes ef = (Cf,Tf) 
et ef = (Cp,Tz
Q) telles que Cf < Cf et Tf < Tt
Q. Ainsi, ef dominerait ef, ce 
qui contredit la definition de l'ensemble Ei duquel on a deja enleve les etiquettes 
dominees. 
On supposera dans tout ce qui suit que les elements de Ei sont tries de cette 
fagon. 
5.4 Reseau de l'espace des etats 
Definition 3 On definit le reseau de l'espace des etats, note Q — (Af,A), donne par 
J\f = Ujejv.E'i l'ensemble des noeuds de Q et A = {(ef, ep)|(i, j) e A, ef e Ei, Q = 
V U {(i,j)} et ef G Ej} est l'ensemble de ses arcs. Ainsi, les noeuds de Af sont 
associes aux etiquettes de l'espace des etats. Le cout sur I'arc (ef, ef) est exactement 
celui de I'arc (i,j) dans le graphe G original. 
Proposition 6 La resolution du PCC (ordinaire) sur Q est equivalente a la reso-
lution du PCC-FT sur G par programmation dynamique. Autrement dit, les deux 
resolutions produisent des solutions optimales du PCC-FT. 
Preuve : A chaque cliemin issu de l'origine vers un noeud i correspond une etiquette 
non dominee (Cf, Tf). De plus, a chaque etiquette (Cf, Tf) non dominee correspond 
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un unique noeud ef de Q dont le cout, lors de la resolution du PCC sur Q, est Cf. 
En particulier, lorsque i = d au plus court chemin dans G correspond une etiquette 
de l'espace des etats et par la suite un noeud de Q. Done la valeur du plus court 
chemin donne par la resolution du PCC-CR sur G est la merne que celle donnee par 
la resolution du PCC sur Q. 
5.5 Reseau restreint des etiquettes 
On appelle reseau restreint des etiquettes, note Q° = (Af°,A°), un reseau qui est 
du meme type que le reseau Q defini precedemment. Les noeuds de ce reseau sont des 
etiquettes. Ce reseau est construit par un procede de marquage des noeuds qui est 
une generalisation de l'algorithme de Bellman. Dans cet algorithme, on commence par 
marquer le noeud origine, puis on marque progressivement les autres noeuds. Ainsi, 
pour tout i G N designons par Mi l'ensemble des noeuds marques et prolonges; 
Mi est initialise a 0. En supposant que les noeuds du nouveau reseau ont deja ete 
construits en i G N, on marque le noeud qui correspond a l'etiquette de moindre cout 
et on prolonge uniquement ce noeud marque comme le montre la figure 5.1. Dans 
cette figure, les noeuds de Q sont tries en ordre decroissant des couts. Sur cette figure, 
le noeud marque, qui correspond a l'etiquette (1,7), est celui qui a le plus petit cout. 
Ce noeud (represente sur la figure en pointille) est marque et prolonge. Ceci se fait 
selon ralgorithme 5.2. Cet algorithme commence avec un ensemble EQ — {eo} tel que 
e0 correspond a l'etiquette (0, 0) au noeud origine o. 
Proposition 7 Resoudre le PCC sur Q° est equivalent a la resolution du PCC-FT 
sur G, par programmation dynamique, en dominant uniquement sur les couts (PCC-
ND). 
Preuve : 
Pour chaque i € N dans l'ensemble E®, seul le noeud de moindre cout ef G M, 
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Algorithme 5.2 Algorithme de marquage 
Initialisation : Eft = {e0} et Vi € A \ {o}, £° = 0 
pour i = 0 , 1 , . . . , n faire 
Soit i?? l'ensemble de noeuds en i. On trie les noeuds de E® en ordre decroissant 
de la valeur dn cout de leurs etiquettes. 
Soit ei
 1 , . . . , ei
 k = ef les k noeuds dont les etiquettes correspondantes sont non 
dominees et telles que Tf < b{. Soit ei 
Vk +i Sj h les noeuds de Ef tels que 
(ef f c-\ef f c)dans.40 . 
2ffc+1 > b{. 
Mettre les arcs (ef1, ef2),. 
Marquer ef. 
Prolonger ef : 
pour tout j £ N tel que (i, j ) e A faire 
Soit le chemin Q = V U {(i,j)}, creer ef = [Cf, Tj2) telle que Cf = Cf + cy 
e t T J
s = max{a i,7;
p + tji} 
Aj outer ej3 a E® 
Enlever les noeuds de E® dont les etiquettes associees sont dominees. 
Ajouter l'arc (ef, ef) a .4°. 
Aj outer ef a Mj. 
Figure 5.1 - Noeud quelconque du reseau restreint des etiquettes 
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est prolonge. Or e? correspond a l'etiquette realisable de moindre cout au noeud i 
lorsqu'on domine uniquement sur le cout. On prolonge done la meme etiquette du 
noeud i et on obtient les memes etiquettes aux noeuds successeurs. 
Definition 4 Un noeud ef = (C?\Tf) G Q° est dit non realisable lorsque Tf > bi. 
Proposition 8 Si le reseau Q° ne contient pas de noeuds non realisables, alors la 
resolution du PCC sur Q° fournit la solution optimale de PCC-FT sur G. 
Preuve : 
Si Q° ne contient pas de noeuds non realisables, alors le PCC-FT sur G sera equivalent 
a un PCC sans fenetres de temps. II suffit done d'enlever les fenetres de temps, le 
probleme reste le meme. On peut ainsi le resoudre par un algorithme de plus court 
chemin ordinaire sur Q° (Dijkstra par exemple). 
Remarque 6 Un noeud marque e? € E\ possede un seul successeur dans E®, pour 
tout (i,j) G A, alors qu'un noeud non realisable ne possede pas de successeurs dans 
g°. 
5.6 Operation de Mise a Jour 
On se propose dans cette partie de definir une operation qui permet de raffiner 
le reseau Q° en considerant des partitions des fenetres de temps |a,j, bi], ce qui induit 
une partition des ensembles Ei. Le but de ce raffinement est d'obtenir un reseau 
qui satisfait des conditions semblables a celles de la proposition 8 et sur lequel on 
peut appliquer un algorithme de plus court chemin «standard» du type Dijkstra afin 
d'obtenir la solution optimale. Ce but ne sera pas atteint en une seule etape. Par 
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contre, le raffinement du reseau permettra d'obtenir de meilleures solutions au fil des 
iterations. 
Soit Ai = [a,i, fl], A2 =]fl, fi],...,\k —}fi~
l, h] une partition disjoint e de sous-
intervalles de [aj,6j]. On appelle partition disjointe d'ensembles de noeuds en i, les 
ensembles E?\..., Ex{
k tels que E\ = {ef = (Cf, Tf)\Tf G A}, A G {Ai,. . . , Afc}. 
Sans perte de generalites, on notera par \fl,f?\ un intervalle ouvert, ferme ou 
semi-ouvert. 
Nous representerons un sous-intervalle de la partition par |ej, / j | au lieu de \ff, fi
 + 1 
lorsqu'il n'est pas utile de connaitre sa position k dans la partition. 
Definition 5 Soit Ai = |aj,/j1|,A2 = \fl,fi\,---,^k — | / f
_ 1 A | une partition de 
|aj, bi\. Soit Ei
 1,..., Ei
 h la partition disjointe correspondante de Ei. Un noeud ef = 
(Cf, Tf) est dit relativement non realisable par rapport a Ef, A = | / " - 1 , / " | , lorsque 
Tf > ff. 
Definition 6 On dit que ef est relativement non realisable s'il existe au moins un 
ensemble Ef par rapport auquel il est relativement non realisable. 
Remarque 7 Si ef est relativement non realisable par rapport a E{
u, avec Xu = 
| / " _ 1 , / " | , alors il Vest par rapport a tout EXv, avec Xv = \fi~
l,fi\ tel que f? < ff. 
Remarque 8 Un noeud non realisable est relativement non realisable. En effet, si 
ef = (Cf\Tf) est non realisable, alors Tf > fy. Done il est relativement non reali-
sable par rapport a Et. 
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Proposition 9 La resolution du probleme de plus court chemin ordinaire sur un 
reseau Q qui ne contient pas de noeuds relativem,ent non realisables fournit la solution 
optimale du probleme original de plus court chemin avec fenetres de temps. 
Preuve : La preuve est la meme que celle de la proposition 8. 
5.6.1 Operation de Mise a Jour : MAJ(i,E?,ef) 
Soit (i,j) un arc de A, E? un ensemble de noeuds tel que // = \ej,fj\. On intro-
duit l'ensemble B{ qui est un ensemble d'etiquettes non realisables. Cet ensemble se 
modifie dans les algorithmes qu'on proposera dans la suite, on peut en enlever des 
elements existants ou en rajouter de nouveaux. 
Soit e® € Bj un noeud relativement non realisable par rapport a E? et soit ef son 
predecesseur. Soit Ef un ensemble de noeuds faisant partie d'une partition disjointe 
d'ensembles de noeuds en i telle que A — je ,̂ / , | et (fj — £;.,•) G A. 
Designons par une partition au temps fj — iy, l'union des deux sous-ensembles 
suivants : E^ = {ef € E*\Tf e \eu fj - t y | } et E? = {ef € E}\T? e \f3 - tzj, fz\}. 
Supposons que Ef1 est non vide. Etant donne un noeud relativement non realisable, 
l'operation de mise a jour consiste a remonter vers son noeud predecesseur, diviser 
l'ensemble des noeuds correspondant selon la partition Ei
1 U Ei
 2. Par la suite, on 
enleve le noeud relativement non realisable du reseau et son arc incident afin d'alleger 
la structure du reseau. L'operation se decrit selon l'algorithme 5.3. (Voir aussi la figure 
5.2). 
Notons que, dans cet algoritmne on ne prolonge pas les nouvelles etiquettes creees. 
Ainsi, designons par Pi l'ensemble des noeuds marques et non prolonges au noeud 
ieN. 
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Algorithme 5.3 Algorithme de mise a jour : MAJ(i, Ej, e®) 
Supprimer ef s'il est non realisable sinon l'enlever de Bj 
Soit ef le predecesseur de ef 
Soit Ef l'ensemble de noeuds contenant ef, tel que A = |e;, fi 
Soit Et
 1 et Ef2 une partition au temps fj — tij 
Soit ei
 x le noeud de cout minimum dans Ei
 1 
Marquer ef1 
Aj outer ef1 a Pj. 
si et
 2 est le successeur de ef1 dans Ef alors 




</,- - « M_^l 
7 3 > B ; 2 
Noeud marque 
Noeud relativement non realisable 
Figure 5.2 - Operation de mise a jour 
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Remarque 9 Apres avoir applique MAJ(i, Ej1, e^); on a une nouvelle partition dis-
jointe comprenant E{
 x et E\2. 
5.7 Algorithme d'amelioration dynamique de la 
borne superieure : ADBS 
Cette methode agit iterativement en deux etapes. Dans une premiere etape, on 
parcourt les noeuds en ordre topologique inverse et on applique les operations de 
mise a jour sur les noeuds relativement non realisables et en marquant temporai-
rement des noeuds qui vont etre prolonges par la suite. Dans une deuxieme etape, 
on marque deflnitivement les noeuds temporairement marques en prolongeant vers 
l'avant. On repete ces deux etapes jusqu'a ce qu'on n'ait plus de noeud relativement 
non realisable. 
En d'autres mots, on maintient trois listes de noeuds mises a jour : J5j, Pi et Mi 
pour tout i £ N. Ainsi on applique la procedure de mise a jour aux noeuds de la liste 
E>i qui sont relativement non realisables. On ajoute aux ensembles Pi de nouveaux 
noeuds qui sont temporairement marques obtenus par cette operation. On finit par 
les marquer deflnitivement en les ajoutant a M, et en les enlevant de Pi, et ceci 
jusqu'a ce que Bi devienne vide, pour tout i € N. 
L'algorithme qu'on propose commence par le reseau Q° et opere selon 5.4 
Notons Qk le nouveau reseau cree a la fcieme iteration de ralgorithme. Les en-
sembles E*, Pi et Mi qu'on va utiliser par la suite sont ceux present a la fcieme 
iteration. A l'iteration k, il faut faire un marquage vers l'avant afin de reconstruire 
le nouveau reseau et prolonger les nouveaux noeuds qu'on a cree. L'algorithme de 
marquage ressemble a 1'algorithme (5.2) qu'on a utilise pour construire le reseau Q°. 
Nous conserverons les notations precedentes. 
73 
Algorithme 5.4 Algorithme d'amelioration dynamique de la borne superieure 
Soit k = 1 (numero d'iteration) 
repeter 
pour tout j'• = n, n — 1 , . . . , 0 faire 
pour tout ej G Bj faire 
pour tout E'j tel que e^ est relativement non realisable par rapport a E^ 
faire 
Soit i £ N tel que (i,j) £ A et qui precede j sur le chemin B. 
Appliquer l'operation MAJ(i, Ej, ef) 
Ajouter les nouveaux noeuds relativement non realisables (noeuds de Ef) a 
Bi 
Appliquer l'algorithme de marquage (5.5) sur le nouveau reseau Qk defmi ci-
dessous. 
k^k+l 
jusqu'a Bj = 0 
Algorithme 5.5 Algorithme de marquage 
pour tout i = 0 ,1 , . . . , n faire 
pour tout sous-ensemble d'etiquettes Ef en i faire 
Enlever les noeuds, domines sur le cout, de E$ et de Pj. 
Trier les noeuds de E* selon le cout de leurs etiquettes. 
Mettre de nouveaux arcs (ef1, ef2), (ef2, e f 3 ) , . . . entre les noeuds de Ef. 
Soit ef le noeud qui correspond a l'etiquette de moindre cout. 
Prolonger ef vers ses successeurs : 
pour tout j tel que (i,j) £ A faire 
Soit Q = V U {{i,j)} : creer ef = {Cf,Tf) tel que Cf = Cf + cy et 
Tf' — max {aj,Tf+ tij} si T0
Q<bj 
Enlever ef de Pj et l'ajouter a M;. 
Illustrons les etapes de cette methode par un petit exemple qu'on peut transcrire 
de fagon simple. 
Exemple d'application de la methode ADBS sur un reseau de petite 
taille 
L'exemple suivant illustre l'application de l'algorithme sur un petit reseau (10 
noeuds, 18 arcs) illustre dans la figure 5.3. On considere le probleme de plus court 
chemin avec fenetres de temps sur ce reseau. Le noeud source est le noeud 1 et le 
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noeud destination est le noeud d. Le cout et la consommation de ressource sur un arc 
sont representes par le couple (CJ,, Uj). Le reseau est acyclique avec des couts positifs 
pour simplifier la presentation. De plus, on a mis des fenetres de temps sur chaque 
noeud : [0,0] pour le noeud 0, [0, 5] pour le noeud 1, [0, 5] pour le noeud 2, [0,8] pour 
le noeud 3, [0,10] pour le noeud 4, [0,10] pour le noeud 5, [0,12] pour le noeud 6, 
[0,15] pour le noeud 7, [0,20] pour le noeud 8 et [0, 30] pour le noeud d. 
[0. 5] [0, 10] [0, 20] 
[0,8] 
Figure 5.3 - Exemple d'application de ADBS 
Arm de comparer Fapproche de resolution par programmation dynamique et Fal-
gorithme ADBS avec les autres methodes, on a choisi comme critere le nombre d'eti-
quettes generees par les deux algorithmes. 
La figure 5.4 illustre les etiquettes correspondants a tous les chemins realisables, 
non realisables et non domines du reseau, c'est-a-dire l'ensemble de toutes les eti-
quettes qu'on peut generer a l'aide de l'algorithme de programmation dynamique. 
Remarquons que ce reseau comprend aussi les elements de Q. On peut enumerer 52 
etiquettes au total. On remarque que la solution optimale est donnee par F etiquette 
(2,10) au noeud destination. Pour des fins de comparaison, on a illustre dans ce 
reseau les noeuds non realisables (en noir) et les noeuds marques pour la methode 
ADBS (en hachure). 
La figure 5.5 montre l'iteration 0 de l'algorithme, qui consiste en la generation 
du reseau Q° comme decrit dans la section precedente, ainsi que le marquage des 
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3 Noeuds marques 
I Noeuds non realisables 
Figure 5.4 - Exemple : premiere etape 
etiquettes et l'identification des noeuds relativement non realisables. En effet, on a 
prolonge les etiquettes marquees (en remplissage hachure sur la figure 5.5), on a 
identifie les noeuds relativement non realisables (remplissage en noir) et on a enleve 
les etiquettes dominees. Dans cette figure, on a au total 18 etiquettes, l'etiquette 
optimale au noeud destination d est e^pt = (6,10). Sur la figure 5.5, on remarque 
qu'on a 2 noeuds non realisables, ef = (0,12) et e\ = (0,13). On rajoute par la suite 
ces noeuds non realisables aux ensembles des noeuds relativement non realisables 
respectifs B5 et BG, initialises a 0 auparavant. 
On applique maintenant ADBS une premiere fois a Q° : on parcourt Q° en ordre 
topologique inverse, on applique l'operation de mise a jour pour les etiquettes non 
realisables ep5 et e\ qui sont dans B5 et B6. L'operation de mise a jour sur e\ produit les 
nouveaux sous-ensembles de noeuds E\ et E\. Par la suite, l'operation de marquage 
produit la nouvelle etiquette (1,6) au noeud 5 d'autre part. L'operation de mise 
a jour appliquee sur l'etiquette e\ donne lieu a une nouvelle etiquette (0,10) qui 
est relativement non realisable au noeud 4 par rapport a E\ (et par la suite a E\ 
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X/A Noeuds marques 
l l i Noeuds non realisables 
Figure 5.5 - Exemple : deuxieme etape 
aussi). Bien que l'algorithme n'a pas encore atteint Poptimalite, on peut prolonger 
vers l'avant les nouvelles etiquettes et proceder au marquage des etiquettes comme 
illustre sur la figure 5.6. On remarque qu'on obtient ainsi une meilleure etiquette 
que celle qu'on avait a l'iteration 0 de l'algorithme qui est de valeur : (4,10). Or 
si on continue l'algorithme en appliquant l'operation de mise a jour sur la nouvelle 
etiquette relativement non realisable (0,10), on genere une nouvelle etiquette (3,2) 
au noeud 4. Cette fois-ci, si on prolonge les etiquettes vers l'avant et on procede a 
l'operation de marquage, on obtient la solution optimale au probleme qui est donnee 
par l'etiquette (2,10) au noeud destination. On remarque qu'on a uniquement 20 
etiquettes generees par ADBS. 
Remarquons que, bien que la cardinalite du graphe Qk des etiquettes, generes par 
ADBS, soit inferieure a celle de Q, on a Qk <£ Q. 
Remarque 10 Dans l'algorithme propose, on commence par un reseau de petite 
taille (0(n), n etant le nombre de noeuds de G). On augmente la taille du reseau 
iterativement en ajoutant au reseau Qk des noeuds dont les etiquettes associees sont 
non dominees par rapport au graphe Qk mais qui peuvent I'etre pour le reseau Q. 
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j Noeuds marques 
3 Noeuds relativement non realisables 
Figure 5.6 - Exemple : troisieme etape 
© 
YZA Noeuds marques 
Figure 5.7 - Exemple : quatrieme etape 
5.8 Generalisation de l'algorithme pour les cas cy-
cliques 
Lorsque le reseau G est cyclique et les durees sur les arcs t^ sont entieres et 
non negatives, on peut appliquer de la meme fagon l'algorithme de marquage sur les 
reseaux Qk en utilisant un algorithme du type «reaching» de Desrochers (1986), au 
lieu de l'algorithme du type Bellman, sur un nouveau reseau acyclique equivalent a 
G. 
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Le nouveau reseau peut etre construit en divisant les fenetres de temps [<2j, fej], en 
chaque noeud i, en sous-intervalles. Cette subdivision s'effectue de fagon que lorsqu'on 
prolonge les etiquettes vers un successeur, aucun prolongement de ce dernier ne risque 
de creer un cycle dans le meme sous-intervalle. Ceci est du au fait que Fetiquette 
prolongee ne peux plus etre realisable en i (en divisant la fenetre de temps) et, par 
consequent, ne peut pas creer de cycle. 
Ainsi, pour j un noeud donne, designons par Si = mini{tij] (i,j) G A}. Alors, la 
subdivision de sous-intervalles de temps se fait comme suit : Ai = [a,i,ai + £;[, A2 = 
[di + Si,di + 2Si[,...,\p= [^ + (p—l)Si, ^ + pS{[, p etant un entier tel que a,i +pSi < 
h < Oi + (p+l)6i. 
Par la suite, on divise le noeud i en p noeuds. Chaque nouveau noeud i^ ayant 
pour fenetre de temps A& et on dedouble les arcs pour chaque nouveau noeud. Le 
nouveau reseau ainsi obtenu est traite comme un reseau acyclique. 
5.9 Result at s numeriques 
Le but de ce travail etant l'etude des PCC-CR a l'interieur d'un algorithme de 
generation de colonnes, on a implemente la methode ADBS a l'interieur du logiciel 
GENCOL. L'efficacite de Falgorithme sera done mesuree a l'interieur de cet algo-
rithme et par rapport aux parametres de ce dernier. 
On a fait des tests sur plusieurs reseaux. Les tests ont ete effectues sur des pro-
blemes d'horaires de vehicules avec fenetres de temps. Trois types de reseaux ont 
ete retenus : des petits reseaux de 100 noeuds (taches), des reseaux de 700 noeuds 
et de grands reseaux de 1000 noeuds. Ces problemes ont ete crees aleatoirement en 
utilisant un generateur aleatoire de reseaux pour le probleme d'horaires de vehicules 
avec fenetres de temps et depots multiples. 
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Les tests ont ete effectues sur une machine du type Linux, avec un processeur 
AMD-64 de 2.4GHz. 
Etant donne la taille relativement grande des problemes, on s'est done propose 
de resoudre les problemes heuristiquement. Pour cela, on s'est propose d'appliquer 
l'operation de mise a jour sur un petit nombre d'arcs (entre 2 et 20 pour chaque 
noeud) et un petit nombre d'iterations de l'algorithme ADBS (2 a 3). De plus, on a 
commence a appliquer la methode que dans des iterations avancees de generation de 
colonnes arm de ne pas alourdir inutilement le calcul lors des premieres iterations. 
Afin de faire cette comparaison, deux criteres sont a surveiller. Le premier est 
le temps de calcul des sous-problemes, le second est la valeur de l'objectif du pro-
bleme maitre. Ann de faire une comparaison quantitative des differentes approches, 
on s'est propose de mesurer l'ecart, en pourcentage, entre l'objectif des algorithmes 
APD, APD-ND et ADBS. Ceci est donne par l'expression : C^N<6_CAPD , C* etant la 
valeur de l'objectif en utilisant l'algorithme considere. D'un autre cote, on a mesure 
l'ecart, en pourcentage, des temps de calculs totaux des sous-problemes de GC ce 
qui est donne par l'expression : ^APDJ^ND, T* etant le temps total de calcul des 
sous-problemes. Ainsi, par exemple, l'algorithme APD represente 100% d'ecart avec 
la valeur optimale et 100% d'ecart dans les temps de calculs, alors que APD-ND 
represente un ecart de 0% par rapport a la valeur donnee par APD-ND, pour un 
ecart de 0% en temps de calculs. Ce sont ces deux valeurs extremes qui vont nous 
servir de repere pour la qualite de notre algorithme. 
Dans les tableaux presentes ci-dessous, on notera par APD la resolution par l'al-
gorithme de programmation dynamique, APD-ND la resolution par programmation 
dynamique en dominant uniquement sur le cout, ADBS la resolution par l'algorithme 
d'amelioration dynamique de la borne superieure, GC le numero de l'iteration de ge-
neration de colonnes, Temps(SPP) le temps cumule des sous-problemes, Nombre Etiq 
le nombre total d'etiquettes generees, Nombre Col le nombre de colonnes generees et 
Valeur Obj(PM) la valeur de l'objectif du probleme maitre. 
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5.9.1 Probleme I 
Pour commencer, on a opte de choisir un probleme relativement petit pour lequel 
on pourra tester facilement les performances de l'algorithme qu'on propose. De plus, 
un probleme de plus petite taille a l'avantage qu'on pourrait pousser la convergence 
de l'algorithme a sa limite. II s'agit d'un probleme qui est de taille relativement 
petite, il possede 100 noeuds, 100 taches (une tache sur chaque noeud), 11550 arcs 
et 2 reseaux (un pour chaque depot). 
Plusieurs tests ont ete effectues sur ce probleme. Malheureusement, on n'a pas 
pu atteindre l'optimalite lors de l'application de ADBS. Le mieux qu'on a obtenu est 
un ecart de 8% par rapport a la valeur optimale obtenue a l'interieur de l'algorithme 
de generation de colonnes. Pour cela, on a applique 3 iterations de l'algorithme, on a 
applique l'operation MAJ a un maximum de 20 arcs incidents a chaque noeud et on a 
commence des le debut de l'algorithme de generation de colonnes. On a remarque que 
meme si on augmentait la valeur de ces parametres, on ne reussissait pas a ameliorer 
la valeur de l'objectif. 
Le tableau 5.1 resume les tests qu'on a effectue sur ce probleme en utilisant APD, 
5.2 ceux de APD-ND et 5.3 ceux ADBS. Afin de simplifier la presentation, on a 
afnche les resultats donnes par l'algorithme GC a chaque 10 iterations. 
Selon les criteres qu'on a fixe au debut, l'ecart de la solution obtenue par ADBS 
par rapport a la solution optimale est de 28% pour les temps de resolution et 92% 
pour la valeur de l'objectif. 
Aussi, on a remarque que le nombre d'etiquettes generees n'est pas beaucoup 
plus grand pour ADBS que pour APD-ND. De plus le nombre de colonnes generees 
reste du meme ordre pour les 3 methodes. On va voir que cette remarque reste aussi 
valable pour tous les prochains problemes test. 
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Tableau 5.1 - Probleme I : Resolution par APD 
































Tableau 5.2 - Probleme I : Resolution par APD-ND 
































Tableau 5.3 - Probleme I : Resolution par ADBS 
































5.9.2 Probleme II 
Le deuxieme probleme est de taille moyenne; il possede 700 noeuds, 700 taches. 
348251 arcs et 2 reseaux. 
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Pour ce probleme, vu que la taille est relativement grande, on a clioisi plutot 
d'appliquer un petit nombre d'operations MAJ en chaque noeud, et comparer plutot 
l'amelioration de la valeur de l'objectif par rapport a la resolution par APD-ND a 
l'interieur de GC. Ainsi, on a effectue uniquement 2 iterations de 1'algorithme et on 
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a applique MA J a uniquement 3 arcs incidents a chaque noeud. Pour ADBS, on a 
commence tout d'abord par appliquer APD-ND aux premieres iterations de GC, puis 
appliquer ADBS a partir de la 40ieme iteration. 
Dans le tableau 5.4, on resume les resultats qu'on a obtenu sur les tests effectues 
sur le probleme II en utilisant 1'algorithme APD, 5.5 resume ceux de APD-ND et 5.6 
ceux ADBS. 
Selon les criteres qu'on a fixe au debut, l'ecart de la solution obtenue par ADBS 
par rapport a la solution optimale est de 28% pour les temps de resolution et 87% 
pour la valeur de l'objectif. 
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5.9.3 Probleme III 
Le troisieme probleme est de taille relativement grande : il possede 1000 noeuds, 
1000 taches, 720374 arcs et 2 reseaux. 
































































































































































Pour ce probleme aussi, on a choisi plutot d'appliquer un petit nombre coopera-
tions de MAJ en chaque noeud, et comparer l'amelioration de la valeur de l'objectif 
par rapport a la resolution par APD-ND a l'interieur de GC. Ainsi, on a effectue 
uniquement 2 iterations de l'algoritlime, on a commence par appliquer la methode 
APD-ND lors des premieres iterations de GC, puis on a applique la methode ADBS 
a partir de la 50ieme iteration de GC. De plus, on a applique MAJ uniquement a 4 
arcs incidents a chaque noeud. 
Les tableaux 5.7, 5.8 et 5.9 resument les resultats des tests qu'on a effectue sur 
le probleme III, en utilisant APD, APD-ND et ADBS, respectivement. 
Selon les criteres qu'on a fixe au debut, l'ecart de la solution obtenue par ADBS 
par rapport a la solution optimale est de 20% pour les temps de resolution et 66% 
pour la valeur de l'objectif. 
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5.9.4 Probleme IV 
Ce probleme est tres semblable au probleme III : il possede 1000 noeuds, 1000 
taches, 711260 arcs et 2 reseaux. 
Pour ce probleme aussi, on a choisi plutot d'appliquer un petit nombre de MAJ en 
chaque noeud, et comparer plutot l'amelioration de la valeur de l'objectif par rapport 
a la resolution par APD-ND a l'interieur de GC. Ainsi on a effectue uniquement 
2 iterations de Falgorithme, on a commence a appliquer la methode a partir de la 
80ieme iteration de GC et on a applique MAJ a uniquement 5 arcs incidents a chaque 
iteration de GC. 
Dans le tableau 5.10, on resume les result at s des tests qu'on a effectue sur le 
probleme IV en utilisant Falgorithme APD, 5.11 resume ceux de APD-ND et 5.12 
ceux ADBS. 



























































































































































Selon les criteres qu'on a fixe au debut, Fecart de la solution obtenue par ADBS 
par rapport a la solution optimale est de 12% pour les temps de resolution et 32% 
pour la valeur de l'objectif. 
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5.9.5 Comparaison de la qualite des solutions en fonction du 
temps des trois algorithmes 
Bien que les heuristiques de resolution qu'on a utilise soient assez element aires, 
et comme l'indiquent les tableaux de resultats, on peut voir la valeur de l'objectif du 
probleme maitre s'approcher de fagon significative de la valeur optimale. 
Comme le montre la figure 5.8, qui compare les trois algorithmes pour le probleme 
III (choisi etant donne qu'il a la plus grande taille), ADBS produit de meilleures 
solutions que APD-ND. De plus, si on restreignait son temps de calcul a celui de 
APD-ND, il produirait de meilleures solutions que ce dernier. D'autre part, la courbe 
de ADBS est inferieure a celle de APD pour la plupart des temps. Toutefois, on 
observe qu'il aurait ete preferable d'arreter ADBS plus tot, et peut-etre changer la 
valeur des parametres. 
Ainsi, on voit que ADBS a un certain potentiel de fournir des solutions de qualite, 
mais qu'il y a encore place pour amelioration. 
5.10 Methodes d'acceleration : choix de i lors de 
l'operation MAJ(i,E^ef) 
Lors des experimentations numeriques de l'algorithme ADBS, etant donne la 
grande taille des reseaux considered, on a choisi d'appliquer un petit nombre d'itera-
tions de 1'algorithme ADBS. De plus, lors de l'application de ADBS, lorsqu'on a fait 
le parcours du reseau dans l'ordre topologique inverse, on a plutot opte de choisir 
un petit nombre de noeuds i pour lesquels on applique l'operation de mise a jour 
MAJ(i, £J\ ef). Ceci avait pour but d'obtenir rapidement des solutions realisables de 



















1950000.0 L — • - -
500.0 1000.0 1500.0 2000.0 250O.0 3000.0 
Figure 5.8 - Probleme III : Comparaison de la qualite des solutions en fonction du 
temps des trois algorithmes (valeur de l'objectif en fonction du temps) 
Cependant, notre choix pour ce noeud i etait assez aleatoire, ainsi une meilleure 
strategie s'impose. C'est dans cette optique qu'on propose d'introduire une methode 
dynamique de choix du noeud i. Rappelons que, lors de la procedure de mise a 
jour MAJ(i, E^, ef) (voir algorithme 5.3), on avait une partition de l'ensemble des 
etiquettes en i, E^1 U E*2. On choisit l'etiquette e^1 de cout minimum dans Ei
1. Or 
rien ne garantit que ce noeud existe et possede un successeur realisable dans E?. On 
a ainsi introduit l'algorithme ADBS-I (5.6) qui opere de fagon similaire a l'algorithme 
ADBS, a la difference que pour tout noeud j , on trie d'abord tous les arcs entrant au 
noeud j et on applique la procedure MAJ(z, E^ef) a Tare (i,j) de cout minimum 
et tel que l'etiquette ei
 l au noeud i existe et possede un successeur realisable en 
j . Ceci nous permet, d'une part, d'eviter de creer inutilement un nouvel ensemble 
d'etiquettes et, par la suite, un ensemble de nouveaux chemins qui risquent d'etre non 
pertinents pour la resolution du probleme et, d'autre part, de choisir l'arc entrant de 
cout minimum lors de l'application de l'operation de mise a jour. Ainsi, pour tout 
j , designons par Nj l'ensemble des noeuds % tels que (i,j) £ A, qui sera utilise dans 
l'algorithme 5.6. 
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Algorithme 5.6 Algorithme d'amelioration dynamique de la borne superieure mo-
difie : ADBS-I 
pour tout j = n, n — 1 , . . . , 0 faire 
pour tout 6® G Bj faire 
pour tout Eif tel que e^ est relativement non realisable par rapport a E^ 
faire 
Soit i G N tel que (i,j) G A et qui precede j sur le chemin B. 
Trier Nj en ordre croissant du cout des arcs (i,j) G A 
Prendre i0 le noeud de moindre cout de Nj. 
si Ei0 possede une etiquette e^
1 = ( C ^ 1 , ^ 1 ) tel que Tf1 < bj — Uj alors 
Appliquer l'operation MAJ(i0, ££, ej) . 
Choisir un nouveau io, qui est le noeud suivant dans A'j 
Revenir a l'etape precedente. 
Aj outer les nouveaux noeuds relativement non realisables a Bi 
Appliquer l'algorithme de marquage (5.5) sur le nouveau reseau. 
5.10.1 Resultats numeriques 
Ann de verifier l'emcacite de ces heuristiques, on a effectue des tests sur diffe-
rents problemes avec les memes parametres. Ces parametres consistent a appliquer la 
methode a partir de l'iteration 50, l'appliquer uniquement deux fois et pour chaque 
noeud j , et on choisit un seul noeud i, lors de l'application de l'operation MAJ, selon 
l'algorithme 5.6. 
Dans les tableaux de valeurs 5.13 et 5.14 , on notera par APD la resolution 
par l'algorithme de programmation dynamique, APD-ND la resolution par program-
mation dynamique en dominant uniquement sur les couts, A DBS la resolution par 
l'algorithme d'amelioration dynamique de la borne superieure, ADBS-I la resolution 
par l'algorithme d'amelioration dynamique de la borne superieure ameliore selon l'al-
gorithme 5.6, GC l'iteration de generation de colonnes, par T(SPP) le temps cumule 
de la resolution des sous-problemes, Nbre Col le nombre de colonnes generees, Vol 
Obj(PM) la valeur de Pobjectif du probleme maitre, % C le pourcentage d'ecart de 
la valeur du probleme maitre, obtenu en resolvant avec ADBS-I, par rapport a APD 
et % T le pourcentage d'ecart des temps de resolution par ADBS-I, par rapport a 
APD. 
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Les premiers tests ont ete effectues sur les problemes III et IV de la section 
precedente, les resultats numeriques sont rapportes dans le tableau 5.13. 

























IV ADBS 112 1504.8 2068598.1 4431 22% 24% 
ADBS-I 119 1965 2061054.3 4347 51% 28% 
On remarque un ecart par rapport a APD, en pourcentage, de la valeur de l'ob-
jectif pour les deux problemes (environ 58% pour le premier et 58% pour le second). 
C'est ainsi qu'on a retenu cette heuristique pour de prochaines experimentations sur 
une plus grande echelle. 
Le tableau 5.14 montre les resultats qu'on a obtenu sur une serie de problemes du 
meme type que ceux de la section precedente. Tous ces problemes ont 1000 noeuds, 
1000 taches et cinq reseaux. 
Dans ces experimentations, on remarque qu'on a des ameliorations de la valeur 
de l'objectif qui peuvent atteindre 59% par rapport a la resolution par APD-ND. 
5.10 .2 C o m p a r a i s o n d e la qua l i t e d e s s o l u t i o n s e n fonc t ion 
d u t e m p s des tro is a l g o r i t h m e s lors d e la r e s o l u t i o n 
par A D B S - I 
La figure 5.9 illustre le rapport, en pourcentage, d'amelioration de l'objectif et 
le pourcentage de consommation du temps pour chacun des problemes qu'on vient 
de presenter. L'axe des abscisses est le pourcentage de deterioration des temps de 
Tableau 5.14 - Comparaison des approches de resolution pour quelques problemes 
PB ALGO GC 
V APD 104 
APD-ND 108 
ADBS-I 115 
VI APD 101 
APD-ND 104 
ADBS-I 115 
VII APD 95 
APD-ND 108 
ADBS-I 120 
VIII APD 99 
APD-ND 119 
ADBS-I 128 
IX APD 102 
APD-ND 147 
ADBS-I 135 
X APD 106 
APD-ND 146 
ADBS-I 124 
XI APD 100 
APD-ND 111 
ADBS-I 139 
XII APD 104 
APD-ND 111 
ADBS-I 115 

























Dre Col %AM %T 
3946 100 % 100% 
4081 0 % 0% 
3034 42 % 11% 
3779 100 % 100% 
3304 0% 0% 
3570 50% 8% 
3372 100 % 100% 
3860 0% 0% 
3007 45% 12% 
3677 100 % 100% 
4683 0 % 0% 
3977 45 % 21% 
4090 100 % 100% 
4890 0 % 0% 
4191 47 % 13% 
3942 100 % 100% 
3355 0 % 0% 
4382 53 % 15% 
3646 100 % 100% 
4872 0 % 0% 
4704 59 % 21% 
3865 100 % 100% 
4844 0 % 0% 
4413 56 % 16% 
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5.10.2 Comparaison de la qualite des solutions en fonction 
du temps des trois algorithmes lors de la resolution 
par ADBS-I 
La figure 5.9 illustre le rapport, en pourcentage, d'amelioration de l'objectif et 
le pourcentage de consommation du temps pour chacun des problemes qu'on vient 
de presenter. L'axe des abscisses est le pourcentage de deterioration des temps de 
resolution par rapport au temps de calculs pour APD-ND, l'axe des ordonnees est 
le pourcentage de la valeur de l'objectif. Ainsi, le point situe a l'origine du repere 
correspond a la solution obtenue en utilisant l'algoritlime APD-ND, le point au coin 
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Figure 5.9 - Pourcentage d'amelioration de la valeur de l'objectif en fonction du 
pourcentage de deterioration des temps pour ADBS-I 
On voit sur cette figure une tendance a ce que les points correspondant aux 
solutions obtenues par ADBS-I pour les differents problemes soient proches du coin 
superieur gauche. Ceci montre une bonne qualite des solutions obtenues. 
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Comme le montre la figure 5.10, representant une comparaison des 3 algorithmes 
pour le probleme V, ADBS-I produit de meilleures solutions que APD-ND. De plus, 
sa courbe representative est toujours bien inferieure a celle de APD. L'algorithme 
ADBS-I fournirait de bien meilleures performances que APD, si on arretait APD au 
meme temps ou s'arrete ADBS-I. Ainsi, on voit que ADBS en general semble tres 
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Figure 5.10 - Probleme V : Comparaison des performances des 3 algorithmes (valeur 




L'algorithme d'amelioration dynamique de la borne superieure qu'on a propose 
dans la section precedente est assez prometteur. Cependant, dans certains cas, l'at-
teinte de l'optimalite peut s'averer une tache fastidieuse. Ceci est du au fait qu'on 
doit parfois explorer un tres grand nombre d'etiquettes avant de s'approcher de la 
solution optimale. 
Dans ce chapitre, on se propose d'explorer deux methodes d'acceleration. La pre-
miere est basee sur l 'attribution de variables duales a chaque noeud du graphe G. 
Ceci permet de faire un choix plus judicieux quant aux noeuds sur lesquels on ap-
plique la procedure de mise a jour ceci en privilegiant, la plus grande amelioration de 
la valeur de l'objectif plutot que l'enrichissement du graphe des etats. Cette methode 
va etre appuyee par plusieurs resultats numeriques montrant son efflcacite. 
Une deuxieme strategie consiste a exploiter la borne inferieure que peut fournir 
la relaxation lagrangienne, arm d'etablir de meilleurs criteres d'arret d'une part, et 
d'eviter certaines operations de mise a jour inutiles d'autre part. En effet, ceci nous 
permettra d'arreter la resolution lorsque la marge d'erreur deviendra assez petite (ou 
relativement petite dans certains cas) afin d'eviter des calculs qui risquent d'apporter 
peu d'ameliorations au niveau de l'algorithme de generation de colonnes. 
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6.1 Methode d'acceleration en utilisant les variables 
duales 
On propose dans cette section une premiere methode d'acceleration de l'algo-
rithme dynamique d'amelioration de la borne superieure. Cette methode consiste a 
attribuer des variables duales aux noeuds. Les variables duales sont obtenues a par-
tir des couts associes aux noeuds, en utilisant l'algorithme d'etiquetage APD. Nous 
verrons par la suite, plus precisement, comment on obtient ces valeurs duales. 
Par la suite, a l'interieur de l'algorithme, on peut privilegier l'application de 
l'operation MAJ aux arcs dont les couts reduits sont les plus prometteurs, c'est-a-dire 
ceux qui peuvent ameliorer rapidement la borne superieure du probleme, comme on 
le montre dans le theoreme 3. 
6.1.1 Fonctions duales et variables duales 
Definition 7 Soit E^ un sous-ensemble de noeuds, comme defini dans les sections 
precedentes, i etant un noeud de N et A = [ft,gi] un sous-intervalle de [aj,6j] la 
fenetre de temps en i du probleme PCC-FT. On definit la fonction duale sur Ef 
par : 
F? : A - • R 
P A m _ f miniCilTiKtetiCuTJeEfisiE^Q 
1 [T) ~ \ +oo si E* = 0. 
Remarque 11 Remarquons que Ff(gi) constitue la valeur du plus court chemin 
courant de I'origine vers un noeud de E*. Ainsi, si A = [aj,bj], alors Ff(bi) est la 
valeur du plus court chemin du probleme PCC-FT au noeud i. 
Definition 8 Soit (i,j) un arc de A, et soient Ef et E^ deux sous-ensembles d 'eti-
quettes en i et j tels que A = [/i,^] et fi = [fj,gj], deux sous-intervalles des 
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fenetres de temps en i et j respectivement. Soit V et Q deux chemins tels que 
Q = ? U {(i,j)}. On definit le cout reduit sur Varc (ef,ef) G A, et qu'on note 
cfj, par : eg == c^ + F^gj - t0-) - F?{gj). 
Notons par F*{t) la valeur de la fonction duale, a l'iteration k de l'algorithme 
ADBS, lorsqu'il n'y a pas de confusion sur l'intervalle sur lequel cette fonction est 
definie. 
Notons aussi que, lors d'une iteration de ADBS, plus le cout reduit sur un arc est 
negatif, plus il a de potentiel pour ameliorer la solution courante, comme le montre 
le theoreme qui suit. 
T h e o r e m e 3 Pour tout arc (i,j) G A et pour n'importe quelle iteration k de l'algo-
rithme d'amelioration dynamique de la borne, les couts reduits eg verifient I'une des 
propositions suivantes : 
- Cas 1 : Si eg < 0 alors F^+1(gj) < Ff(9i). 
- Cas 2 : Si cfj > 0 alors on n'ameliore pas la solution courante en appliquant 
MAJ sur Varc (i,j). 
Preuve : 
Si cfj < 0, alors ĉ - 4- F*(gj — ty) < F^{gj). Done, la nouvelle etiquette en j , creee 
par 1'operation MAJ, appliquee a l'arc (i,j) a un cout C* < c^ + Ff(gj — t ^ ) , ainsi 
on F}+1(9j) <C; = ClJ + F(9j - Uj) < Ff{9j) et alors F^\9j) < Ff(g3). 
D'autre part, on a eg = Cij+F^gj — ti^ — F^gj), or si eg > 0 alors Cij+F^gj—Uj) > 
FN9j), mais par definition, la nouvelle etiquette en j , creee par l'operation MAJ, a 
un cout Cj tel que C* = Cij + Ff(9j — ty) done C* > Fj(9j), ce qui prouve que rien 
ne garantit qu'on peut ameliorer la solution courante. 
Remarque 12 Le cas 2 du theoreme 3 montre que lorsque c\j > 0, I'application 
de l'operation de mise a jour MAJ a l'iteration courante ne peut pas garantir une 
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amelioration de la solution courante. Ainsi, lors de Vapplication de Voperation MA J, 
il faut eviter de traiter les arcs qui ont un cout reduit non negatif 
Remarque 13 S'il existe un arc (i,j) qui verifie la condition du cas 1 du theoreme 
3, e'est-d-dire c~ij < 0 et si, de plus, j fait partie du chemin optimal a Viteration 
courante de ADBS, alors Vapplication de Voperation de raise a jour MA J a cet arc 
ameliorera la valeur de la solution courante. D'autre part, si j fait partie d'un chemin 
V de o a d et si c^ est plus petit que la difference entre la valeur de ce chemin et la 
valeur de la solution courante, alors Vapplication de Voperation de raise a jour MAJ 
a cet arc ameliorera aussi la valeur de la solution courante. 
Ainsi, ce theoreme nous fournit non seulement un outil d'acceleration efficace dans 
la fagon d'appliquer ADBS, mais aussi une methode avec laquelle on est sur d'avoir 
au moins une amelioration a chaque etape de 1'algorithme. En effet, en mettant en 
ordre croissant les valeurs des c^-, on applique Foperation de mise a jour selon cet 
ordre predeflni, ce qui permet une amelioration plus rapide surtout au debut de 
1'algorithme. Ainsi, on propose 1'algorithme 6.1. 
L'algorithme 6.1 peut assurer une amelioration efficace de la borne superieure a 
chaque iteration, du moins aux premieres iterations dans lesquelles on peut avoir des 
couts reduits negatifs sur les arcs. 
L'algorithme propose peut ne pas necessairement mener a l'optimalite, etant 
donne qii'on traite uniquement les arcs qui ont un cofit reduit strictement nega-
tif. On peut atteindre l'optimalite si on relache cette condition. Une autre strategic 
qui peut nous mener a l'optimalite est de considerer, en dernier lieu, les arcs qui ont 
un cout reduit positif ou nul. 
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Algor i thme 6.1 Algorithme d'amelioration de la borne superieure accelere 
Soit A < 0 un critere d'arret. 
repeter 
pour j = n, n — 1 , . . . , 0 faire 
pour tout ef e Bj faire 
Soit i € N tel que (i,j) G A et qui precede j sur le chemin B. 
pour tout Ej tel que ef est relativement non realisable par rapport a Ej 
faire 
Calculer cf,. 
Classer les cf, en ordre croissant. 
V 
pour La valeur la plus petite de c^ jusqu'a la valeur la plus grande et < A. 
faire 
Appliquer l'operation MAJ(i, Ej, ef). 
Appliquer l'algorithme de marquage (5.5) sur le nouveau reseau ainsi obtenu. 
jusqu'a Bj — 0 
6.2 Methodes d'acceleration utilisant les variables 
duales : heuristiques et resultats numeriques 
Dans la partie d'experimentations du chapitre precedent, on a applique des heu-
ristiques assez simples pour obtenir rapidement des solutions realisables, de bonne 
qualite a envoyer au probleme maitre. Ces heuristiques consistaient, en premier lieu, 
d'appliquer la procedure MAJ a un sous-ensemble de petite taille d'arcs et non a tous 
les arcs incidents a des noeuds relativement non realisables. De plus, afin de reduire 
les temps de calcul, on a choisi d'effectuer un petit nombre d'iterations de ADBS. 
Bien que ceci a donne de bonnes ameliorations par rapport a l'heuristique qui 
constitue en la dominance uniquement par rapport au cout, l'algorithme restait a 
l'etat brut, c'est-a-dire que malgre sa grande flexibilite, on ne peut pas garantir de 
meilleures ameliorations des solutions au fll des iterations. 
On se propose dans cette section d'apporter des ameliorations a l'algorithme origi-
nal a la lumiere des resultats du theoreme 3 et de l'algorithme 6.1. Ces ameliorations 
se concretisent comme suit. 
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6.2.1 Choix de l'arc entrant (i, j) lors de la procedure de mise 
a jour MAJ(i ,£j \ef) 
Lorsqu'on applique l'algorithme ADBS, on parcourt le reseau en ordre topologique 
inverse et on applique la procedure MAJ a chaque fois qu'on a un nouveau noeud 
relativement non realisable ej . Mais en considerant le theoreme 3 et l'algorithme 6.1, 
seuls les arcs (i,j) qui ont des couts reduits strictement negatifs peuvent ameliorer 
directement la solution courante. 
Dans cette optique, on s'est propose d'utiliser une heuristique d'acceleration com-
patible avec la grande taille des reseaux considered. Ainsi, on calculera, a la fin de 
chaque iteration de l'algorithme, des variables duales a chaque noeud. Ceci s'effectue 
en initialisant les variables duales en chaque noeud a oo. Par la suite, on remonte 
d'abord le plus court chemin trouve a partir du noeud puits vers le noeud source 
et on associe comme variable duale au noeud i la valeur du plus petit cout sur les 
etiquettes disponibles en ce noeud. 
Par la suite, on fait la meme chose pour le reste des chemins arrivant au noeud 
destination, en ordre croissant du cout des chemins correspondants. Lors du parcours 
inverse, des qu'on trouve un noeud qui a deja une variable duale finie, on arrete car 
on n'a pas besoin de retraiter les sous-chemins deux fois. Puis, lors du parcours 
du reseau en ordre topologique inverse, lorsqu'on a un noeud j qui contient un ou 
plusieurs noeuds relativement non realisables ef en j , on calcule tous les couts reduits 
des arcs (i,j), tels que i fait partie du chemin B. On precede de la meme fagon pour 
le reste des chemins arrivant jusqu'au noeud destination. 
Par la suite, on trie ces arcs en ordre croissant de leur cout reduit. On prend Fare 
de plus petit cout reduit (et peut etre aussi le deuxieme comme on verra plus tard) 
et on applique MAJ uniquement lorsque le cout reduit de ce dernier est negatif. Fi-
nalement, on applique l'algorithme de marquage. Plus precisement, on precede selon 
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ADBS mais en utilisant les variables duales comme on l'illustre dans l'algorithrae 6.2 
qu'on notera par ADBS-D. 
Algorithme 6.2 Algorithme d'amelioration de la borne superieure accelere : ADBS-
D 
pour k = 1,..., N (N critere d'arret) faire 
Soit en°
pt l'etiquette correspondant au plus court chemin en n = d a l'iteration 
courante. 
pour j = n, n — 1 , . . . , 0 noeuds du chemin V°pt faire 
Calculer la variable duale au noeud j 
pour j = n, n — 1 , . . . , 0 faire 
pour tout ef G Bj faire 
Soit i G N tel que (i,j) £ A et qui precede j sur le chemin B. 
pour tout Ej tel que e® est relativement non realisable par rapport a E* 
faire 
Calculer cJV 
Classer les cy, en ordre croissant. 
Soit (i, j ) l'arc ayant la valeur la plus petite pour c^. 
si Qj < 0 alors 
Appliquer l'operation MAJ(i, Ej, ef). 
Appliquer l'algorithme de marquage 5.5 sur le nouveau reseau ainsi obtenu. 
Remarquons que, lors des experimentations numeriques, on a fixe le nombre d'ite-
rations de l'algorithme ADBS-D a N = 2 afin de fournir rapidement des solutions 
realisables au probleme maitre. 
6.2.2 Acceleration a l'interieur de l'algorithme de generation 
de colonnes 
Pendant la resolution a l'interieur de l'algorithme de generation de colonnes, on 
a remarque que lors des premieres iterations, l'algorithme APD-ND pour les sous-
problemes permet une plus grande decroissance de l'objectif par unite de temps. Ainsi, 
on a opte de resoudre les sous-problemes lors des premieres iterations de generation 
de colonnes, en utilisant APD-ND puis changer a l'algorithme 6.2 ulterieurement. 
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De plus, d'apres les experimentations qu'on a deja effectue, on a aussi remarque 
qu'apres quelques iterations de generation de colonnes meme pour 1'algorithme 6.2, 
le nombre de colonnes generees cesse d'assurer convenablement la decroissance de la 
valeur de l'objectif. 
C'est a ce moment qu'on introduit une variante de 1'algorithme 6.2. Dans cette 
variante, on considere les deux arcs qui ont les couts reduits les plus bas au lieu d'un 
seul. Ceci permettra la generation de colonnes de meilleure qualite et assurera par la 
suite un bonne decroissance de la valeur de l'objectif. Ceci est du au fait qu'on rajoute 
de nouveaux chemins de meilleurs cout qui assurent la decroissance le l'objectif du 
probleme maitre de GC, tout en gardant des temps de resolution assez bas. Ceci s'est 
avere tres efficace comme on le montrera dans les resultats numeriques qui suivent. 
6.2.3 Resultats numeriques 
Lors des experimentations preliminaires, on a remarque que l'efficacite de 1'algo-
rithme ADBS augmente avec la taille des reseaux. Ainsi, pour cette partie, on va 
considerer uniquement des problemes de taille 1000 noeuds et 1000 taches et 5 re-
seaux. Ces problemes son differents de ceux du chapitre precedent. Les tests ont ete 
effectues sur des machines 64 bits avec un processeur AMD de 2.4GHz. 
Pour les problemes qui suivent, afin d'obtenir des resultats preliminaires efncaces 
sans avoir a manipuler trop de parametres, on a choisi d'appliquer 1'algorithme a 
partir de la 40ieme iteration de 1'algorithme de generation de colonnes. Ce choix a 
ete dicte par Failure de la courbe donnant la valeur de l'objectif en fonction du temps 
pour 1'algorithme APD-ND. En effet, on a remarque que cet algorithme commence 
a ralentir a partir de cette iteration. C'est pour les memes raisons qu'on passe a la 
deuxieme phase de 1'algorithme (considerer deux arcs par noeud lors de la procedure 
MAJ au lieu d'un seul) a l'iteration 70 de 1'algorithme de generation de colonnes et 
ce pour tous les problemes considered. 
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Avec les memes notations que celles du chapitre precedent, on donne les tableaux 
de resultats pour le temps total d'execution des sous-problemes et la valeur de l'objec-
tif final du probleme maitre. Afin d'illustrer la difference entre les trois algorithmes, 
on a etabli des figures comparatives exprimant la valeur de l'objectif du probleme 
maitre en fonction du temps. 
6.2.3.1 Probleme I 
Le probleme I est un probleme de horaires de vehicules avec fenetres de temps 
ayant 1000 noeuds et 74845 arcs. On presente dans le tableau 6.1 les resultats des 
differentes approches. 
Tableau 6.1 - Probleme I : Comparaison des approches de resolution pour le pro-
bleme I 
~PB ALGO GC T(SPP) Val Obj(PM) Nbre Col %AM %T 
1 APD 93 2706.3 1977666.6 3341 100 % 100% 
APD-ND 98 417.4 2011013.0 3930 0% 0% 
ADBS-D 109 1153.3 1984037.9 3633 81% 32% 
Remarquons que nous avons ameliore la valeur de l'objectif de 81% par rapport 
a la valeur de APD-ND, alors que les temps ont augmente de 30% uniquement. La 
courbe representative (figure 6.1) montre clairement que ralgorithme ADBS-D est 
bien plus rapide que les autres algorithmes. 
6.2.3.2 Probleme II 
Le probleme II est un probleme de horaires de vehicules avec fenetres de temps 
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Figure 6.1 - Probleme I : Comparaison de la vitesse des trois algorithmes (valeur de 
l'objectif en fonction du temps) 
Tableau 6.2 - Comparaison des approches de resolution pour le probleme II 
PB ALGO GC T(SPP) Val Obj(PM) Nbre Col %AM %T 
II APD 98 2729.2 1938114.3 3428 100% 100% 
APD-ND 136 594.8 1987100.1 3786 0% 0% 
ADBS-D 124 1174.7 1950322.0 3566 75% 27% 
Remarquons que nous avons ameliore la valeur de l'objectif de 75%o, alors que les 
temps ont augmente de 28% uniquement. La courbe representative (figure 6.2) montre 
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Figure 6.2 - Probleme II : Comparaison de la vitesse des trois algoritlimes (valeur de 
l'objectif en fonction du temps) 
6.2.3.3 Probleme III 
Le probleme qu'on considere dans cette section est un probleme de horaires de 
vehicules avec fenetres de temps ayant 1000 noeuds et 69875 arcs. Les resultats qu'on 
a obtenu pour ce probleme sont presentes dans le tableau 6.3. 
Remarquons que nous avons ameliore la valeur de l'objectif de 71%, alors que les 
temps ont augmente de 18% uniquement. La courbe representative (figure 6.3) montre 
clairement que 1'algorithme ADBS-D est bien plus rapide que les autres algorithmes. 
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Figure 6.3 - Probleme III: Comparaison entre la vitesse des trois algorithmes (valeur 
de l'objectif en fonction du temps) 
6.2.3.4 Probleme IV 
Ici encore, on considerera le meme type de problemes. Le probleme suivant pos-
sede 1000 noeuds et 71785 arcs. Les resultats qu'on a obtenu pour ce probleme sont 
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presentes dans le tableau 6.4. 
Tableau 6.4 - Comparaison des approches de resolution pour le probleme IV 
PB ALGO GC T(SPP) Val Qbj(PM) Nbre Col %AM %T 
IV APD 97 2801.2 1982951.1 3388 100% 100% 
APD-ND 111 532.8 2030786.8 3851} 0% 0% 
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Figure 6.4 - Probleme IV : Comparaison entre la vitesse des trois algorithmes (valeur 
de l'objectif en fonction du temps) 
Remarquons que nous avons ameliore la valeur de l'objectif de 79%, alors que 
les temps ont augmente de 57%. La courbe representative montre clairement que 





6.2.3.5 Probleme V 
Pour le meme genre de problemes avec 1000 noeuds et 71785 arcs, le tableau 6.5 
montre les resultats obtenus pour les 3 algorithmes. 
Tableau 6.5 - Comparaison des approches de resolution pour le probleme V 
~PB ALGO GC T(SPP) Val Obj(PM) Nbre Col %AM %T 
~V APD 98 2693.0 2013792.6 3630 100 % 100% 
~APD-ND 126 557.8 2055167.2 3820 0% 0% 
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Figure 6.5 - Probleme V : Comparaison de la vitesse des trois algorithmes (valeur de 
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Figure 6.6 - Pourcentage d'amelioration de la valeur de l'objectif en fonction du 
pourcentage de deterioration du temps 
Remarquons que lors de la resolution du probleme V par ADBS-D la solution 
obtenue est a environ 66% de la valeur optimale alors qu'on a environ 28% des 
temps de calculs. De plus, la courbe representative (figure 6.5) montre clairement 
que Falgorithme ADBS-D est bien plus rapide que les autres algorithmes. 
Dans la figure 6.6, on a illustre le pourcentage d'amelioration de l'objectif, lors 
de l'application de ADBS-D, pour les differents problemes testes ci-dessus. Si on 







6.2.3.6 Justification du choix des parametres de resolution a l'interieur 
de l'algorithme de generation de colonnes 
Dans les differents problemes tests qu'on a consideres ci-haut, on a choisi de 
commencer par appliquer APD-ND pour les premieres iterations de GC, puis on 
applique, dans une premiere phase, l'algorithme ADBS-D a partir de la 40ieme en 
considerant un seul arc lors de l'application de MAJ, puis on passe a une deuxieme 
phase de l'algorithme, en appliquant MAJ a 2 arcs par noeud considere. Pour justifier 
ce choix, on s'est appuye sur un exemple numerique qui est un probleme semblable 
aux precedents. On illustre les resultats relatifs a ce probleme par les deux figures 
6.7 (la deuxieme est un agrandissement de la premiere n'incluant pas la courbe de 
APD). En effet, ces deux figures representent une comparaison de la methode ADBS-
D telle qu'on l'a propose dans les problemes tests precedents. On d'abord applique 
l'algorithme des les premieres iterations (ADBS-DI et ADBS-DII sur la figure 6.7). 
Ainsi, on a commence par APD-ND puis a applique la methode ADBS-D a la 40ieme 
iteration represente par le point 1 (ADBS-DIII sur la figure 6.7) sur la figure et on 
passe a la deuxieme phase de la methode a l'iteration 70 representee par le point 2 
(ADBS-D sur la figure 6.7). 
Sur ces figures (6.7), on peut remarquer un leger ralentissement de l'algorithme 
APD-ND aux alentours de la 40eme iteration (environ a 350 sec apres le commence-
ment). De plus, on remarque qu'il y a eu un ralentissement de l'algorithme proche 
de l'iteration 70. C'est pour cela qu'on a decide d'introduire la deuxieme phase de 
l'algorithme a ce niveau la. De plus, pour le meme probleme on a fait des tests sur 
l'algorithme applique, a partir de la 50eme et 60eme iteration de l'algorithme de ge-
neration de colonnes. C'est ainsi qu'on conclut que notre choix initial de la valeur 
des parametres est le plus adequat. 
Remarquons que, pour de futures recherches, on pourrait automatiser l'ajuste-
ment de ces parametres en changeant a chaque fois de methode lorsque celle-ci ne 
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Figure 6.7 - Probleme V : Justification comparative du choix des parametres 
resolution par ADBS-D (valeur de l'objectif en fonction du temps) 
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Ainsi, les resultats obtenus constituent une amelioration considerable par rapport 
a l'algorithme ADBS (en moyenne 40%) et par rapport a l'algorithme ADBS-I (en 
moyenne 25%). De plus, ceci n'a pas trop affecte les temps de calculs. 
6.3 Methode d'acceleration en utilisant la relaxa-
tion lagrangienne 
Dans cette partie, on se propose d'utiliser l'approche lagrangienne pour etablir 
une borne inferieure lors de la resolution du probleme par ADBS et ses variantes. 
Ceci permettra d'evaluer approximativement l'ecart entre la solution courante et la 
solution optimale et se creer ainsi des mecanismes et des criteres pour arreter la 
resolution au besoin afin d'eviter une suite d'operations ou la borne superieure ne 
s'ameliore pas. 
Dans ce qui suit, on introduit tout d'abord une premiere borne inferieure en 
relachant toutes les bornes superieures sur les fenetres de temps du probleme et en 
dominant uniquement sur les couts. On definit l'ensemble Ei des etiquettes reldchees 
en i, pour tout i € N par l'algorithme 6.3. 
A l g o r i t h m e 6.3 Construction de Ei 
L'ensemble des noeuds de G etant ordonne topologiquement : A7" = { 0 , 1 , . . . n } . 
^o = {e0}, e0 = (0,0). 
pour tout j = 1 , . . . , n faire 
Ei,..., Ej-i ayant deja ete construits, on definit Ej comme suit : 
pour tout i tel que (i, j) E A et i G { 0 , 1 . . . , j — 1} faire 
pour tout ef € Ei de valeur (Cf\Tf) faire 
Pour Q = VU{(i,j)}. 
on ajoute une nouvelle etiquette e^ a Ej,de valeur (C^, T^-), C ^ = Cf + Cij 
et Tf- = max{aj, Tf + Uj}. 
On elimine les etiquettes dominees de Ej. 
Definition 9 On definit le reseau de I'espace des etats sur le probleme relache note 
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Q = (Af,A) comme suit : J\f = U^NEI est V ensemble des noeuds de Q et A = 
{(ef, ef)\(i, j) EA,efeEi,Q = VU (i,j) et ef e Ej}. 
Lemme 1 La resolution du probleme de plus court chemin avec fenetres de temps 
sur le reseau Q fournit une borne inferieure pour le probleme PCC-FT. Designons 
par C cette valeur. 
6.3.1 Reseau d'espace des etats lagrangien 
On se propose dans ce qui suit de definir un reseau dans lequel on resout un 
probleme de plus court chemin en dominant sur les couts lagrangiens. 
Considerons le cas de la relaxation lagrangienne ou on a un unique multiplicateur 
de Lagrange u, associe a la contrainte sur la fenetre de temps du noeud destination 
d, qu'on note par [cy, bj\. Ce cas est un simple sous-cas de la relaxation lagrangienne 
etudiee aux chapitre 4. Soit Uk un multiplicateur de Lagrange a l'iteration k. Le cout 
lagrangien, en un noeud donne i, faisant partie du plus court chemin fourni par la 
resolution du probleme lagrangien a l'iteration precedente, est ainsi calcule comme 
suit : Ci{uk) = Ci + uf,(T^ — bd), T$ etant la consommation de temps au noeud 
destination d, a l'iteration k. Ainsi on definit GLag(u) le reseau defini de la meme 
fagon que Q mais en dominant sur les couts lagrangiens associes au multiplicateur u^ 
selon l'algorithme 6.4 qui est semblable a 5.1. 
Rappelons qu'on obtient la valeur du multiplicateur de Lagrange itk+i a l'iteration 
fc + 1 en utilisant un algorithme de sous-gradients qui donne ce multiplicateur selon la 
formule : Uk+i — Uk +Pk(Tj — bd), Pk etant une suite de pas. Ainsi, on peut construire 
iterativement une suite de reseaux QLa9{uji)) chacun depend du multiplicateur u^ 
calcule a partir de l'iteration precedente. Remarquons, qu'a chaque iteration k, les 
penalisations par les sous-gradients ne sont appliquees que pour les chemins optimaux 
de l'iteration k — 1. 
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Algorithme 6.4 Construction de Ei(uk) 
L'ensemble des noeuds de G etant ordonne topologiquement : N = {0 ,1 , . . . n}. 
Eo(uk) = {eo},eo = (0,0). 
pour tout j: = 1 , . . . , n faire 
Ei(uk),..., Ej-i(uk) ayant deja ete construits, on definit Ej(uk) comme suit : 
pour tout i tel que (i,j) e A et i e { 0 , 1 . . . , j — 1} faire 
pour tout ef e Ei{uk) de valeur (Cf, I f ) . Soit Q = VU {(i,j)} faire 
on ajoute une nouvelle etiquette ef a Ej.de valeur (Cf, T®), Cf = Cf + Cij 
et T^ = vnax{aj, 7 f } + Uj. 
On calcule les cout lagrangiens de toutes les etiquettes en j donnees par Cj{uk) = 
Cj+uk(T*-bd). 
On enleve les etiquettes dominees sur le cout lagrangien. 
Theoreme 4 Si u est un multiplicateur de Lagrange u tel que, si (C(u),T(u)) est 
une etiquette qui verifie T(u) > bd, dors C(u) est une borne inferieure pour le PCC-
FT. De plus, elle constitue une meilleure borne que celle du lemme 1. 
Preuve : 
Soit (C*,T*) l'etiquette correspondant a la solution optimale du PCC-FT. Par de-
finition de QLa9(u), l'etiquette correspondant au plus court chemin sur le reseau 
lagrangien QLa9(u) est non realisable possede un cout lagrangien plus petit ou egal 
a C*. Autrement dit, si on designe par (C(u),T(u)) une telle etiquette, on a alors 
C*+u(T*-bd) > C(u)+u{T(u)-bd). Or, T*-bd < 0 (car realisable) et T(u)-bd > 0, 
done C* > C(u), et par la suite C{u) constitue une borne inferieure pour le probleme 
PCC-FT. De plus C(u) > C, C etant la borne donnee par le lemme 1, car il existe 
toujours u tel que C(u) = C + u(T — bd). 
6 .3 .2 G e n e r a l i s a t i o n d e l ' a p p r o c h e l a g r a n g i e n n e 
On se propose dans cette section d'etablir une metliode qui garantit une borne 
inferieure lagrangienne en utilisant un multiplicateur de Lagrange Ui pour chaque 
noeud i. 
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Theoreme 5 // existe T un arbre des plus courts chemins, trouve par un algorithme 
lagrangien, tel que, en chaque noeud de cet arbre, Tj > fy ou Tj <b{ et U{ = 0. 
Preuve : 
Un arbre de plus courts chemins, trouve par un algorithme lagrangien, peut etre 
obtenu par l'ajustement des multiplicateurs avec un sous-gradient et un pas donne 
par line suite decroissante. Or au noeud i, la solution optimale u* et {Cj, Tj) verifie 
les proprietes suivantes : 
Propriete 1 Cj + u*(T-r' — bi) = maxUi mm-p{Cf + Ui{Tf — bi)}, V etant un chemin 
de o a i. 
Propriete 2 Si Tj < bi et u* > 0, alors il existe un chemin Q de o a i tel que 
CJ + u*(T? - b%) = Cf + u*(Tz
Q - bt) et T? > bt. 
Preuve de la propriete 2 : 
Si la propriete n'etait pas vraie, il existerait A > 0 tel qu'on peut remplacer u* par 
M* - A et le sous-chemin de o a i dans T reste de cout minimum pour la fonction 
Ci + te-WTi-bi). 
Comme Cj + u*{Tj — bi) > Cj + (u* — A)(Tj — bi), il n'y a pas de contradiction 
avec la propriete 1. Done la propriete 2 est vraie. 
En remplagant le chemin de o a i de T par Q, on obtient une solution optimale 
qui satisfait le theoreme. Ce qui prouve le theoreme. 
Remarque 14 Pour assurer que Varbre T obtenu avec l'ajustement des multiplica-
teurs satisfasse le theoreme 5, il suffit, au moment de Varret de Valgorithme, de faire 
une derniere iteration en diminuant legerement les u%. 
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Theoreme 6 Soit S Varbre des plus courts chemins obtenu par I'algorithme APD. Et 
soit (Cf,Tf) I'etiquette optimale au noeudi. SoitT un arbre de plus courts chemins, 
obtenu par un algorithme lagrangien, satisfaisant le theoreme 5, alors Cf > Cj pour 
tout i. 
Preuve : 
Comme T est une solution qui minimise le cout lagrangien avec les multiplicateurs u*, 
alors Cf + u^Tf-bi) > Cj+u*(T?'-b{). Ainsi Cf > Cj'+ u\{T?-bi)-u*{Tf '-&<)• 
Le terme u*(Tf — hi) etant positif puisque Tj—bt > 0 et u* > 0. Le terme u*(Tf — hi) 
etant negatif puisque Tf - bt < 0 et u* > 0. Done Cf > Cj. 
Le theoreme 6 peut nous fournir une methode d'acceleration emcace comme on 
le montre dans la section 6.3.3, qu'on pourra exploiter en l'integrant a I'algorithme 
d'amelioration dynamique de la borne superieure. De plus, on pourra a l'aide de ce 
theoreme maintenir en meme temps des bornes inferieure et superieure et essayer de 
reduire l'ecart entre ces deux valeurs. Ceci nous permet de fournir un bon critere 
d'arret heuristique lors de la resolution. 
Avec les memes notations que les algorithmes de la section precedente, on de-
finit I'algorithme d'amelioration dynamique de la borne superieure en utilisant la 
relaxation lagrangienne. 
6.3.3 Algorithme d'amelioration dynamique de la borne su-
perieure en utilisant la relaxation lagrangienne 
Cet algorithme est semblable a I'algorithme 5.4 a la difference que ce dernier 
verifie a chaque iteration l'ecart entre la solution courante et la borne inferieure 
lagrangienne. Si cet ecart est plus grand que le critere e, on applique l'operation 
MAJ. Sinon on passe a l'operation suivante. 
117 
Algorithme 6.5 Algorithme lagrangien d'amelioration de la borne superieure 
Soit e > 0 mi critere d'arret. 
repeter 
pour j: = n, n — 1 , . . . , 0 faire 
pour tout ef E Bj faire 
pour tout Ej tel que e® est relativement non realisable par rapport a Ej 
faire 
Soit i E N tel que (i,j) 6 A et qui precede j sur le chemin B. 
Calculer 6= \Ci(Ui) - d\. 
si 9 > e alors 
Appliquer Poperation MAJ(i, Ej, e^). 
Aj outer les nouveaux noeuds relativement non realisables aux ensembles 5 j 
Appliquer l'algoritlime de marquage lagrangien (decrit ci-dessous) sur le nouveau 
reseau. 
jusqu'a Bi = 0. 
A l'interieur de l'algoritlime 6.5, on fait appel a l'algoritlime 6.6 qui suit qui 
est un algorithme de marquage semblable a l'algorithme 5.5 en utilisant les couts 
lagrangiens. 
118 
Algori thme 6.6 Algorithme de marquage lagrangien 
Soit u le multiplicateur de Lagrange courant. 
pour i = 0,1,._.., n faire 
pour tou t ef € En faire 
pour tout Ex sous-ensemble d'etiquettes en i faire 
Enlever les noeuds domines sur le cout, de Ef et de Pj. 
Enlever les noeuds domines sur les couts lagrangiens de Ei(u). 
Trier les noeuds de Ef selon le cout de leurs etiquettes. 




 3 ) , . . . entre les noeuds de Ef. 
Soit ef le noeud qui correspond a l'etiquette moindre cout de Ei(u), ajouter 
ef a P.. 
Prolonger de de la facon suivante ef : 
pour tout j tel que (i,j) <= A faire 
Soit Q = V U {(i,j)}, creer ef = (Cj2 ,^2) tel que Cf = Cf + c{j et 
Py2 = max{, a^Tf + £^} si P 2 < by 
Creer ef(w) = {Cf{u),T?{u)) tel que Cf(ti) = Cf + cy ou P 2 -
max{aj, Tf + Uj} si P s < 6-,-. 
Enlever ef de P» et le ajouter a Mj. 
Remarque 15 Remarquons qu'on pent combiner les deux algorithmes en mainte-
nant deux criteres d 'arret. Soit un sur la borne inferieure lagrangienne et un autre 
sur les couts reduits des arcs, ce qui constitue un algorithme qui peut accelerer en-




GENERALISATION DE L'ALGORITHME ADBS 
Le but initial de ce travail etait l'etude des PCC-CR. Etant donne que les al-
gorithmes ADBS, ADBS-I et ADBS-D ont montre qu'on peut trouver rapidement 
de bonnes solutions pour les problemes PCC-FT, on envisagera de generaliser ces 
differents algorithmes. Notre approche devrait apporter des reductions de temps par 
rapport a la resolution optimale par l'algorithme APD dans le cas des PCC-CR avec 
multiples ressources. 
L'algorithme ADBS-D pour le probleme PCC-FT divise un noeud en deux lors 
de 1'application d'une operation MAJ. Nous proposerons ici une generalisation pour 
le probleme PCC-CR qui consiste a diviser un noeud en R + 1 (R est le nombre de 
ressources) lors d'une operation MAJ. Dans cette generalisation on n'ajoute pas, a 
chaque operation MAJ, un nombre de noeuds qui augmente exponentiellement en 
fonction de R. Ceci est avantageux par rapport a l'algorithme APD dans lequel le 
nombre d'etiquettes augmente exponentiellement avec le nombre de ressources. 
De plus, jusqu'a maintenant, on a uniquement considere les problemes ayant des 
fonctions d'extension lineaires. il sera interessant d'explorer les cas ou les fonctions 
d'extension ne sont pas necessairement lineaires. 
7.1 Generalisation pour les PCC-CR 
Dans ce travail, on a explore l'approche de resolution des PCC-FT par les algo-
rithmes du type ADBS dans le cas ou les fonctions d'extension sont lineaires non 
decroissantes. On se propose alors de revoir l'algorithme ADBS pour PCC-FT et 
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expliquer les modifications qu'il faudra apporter a certaines etapes de l'algorithme 
afin de l'adapter pour PCC-CR. 
Tout d'abord, on propose de construire l'ensemble des etiquettes Ei en i selon un 
algorithme semblable a 1'algorithme 5.1 de construction des Ei, mais en tenant compte 
de la valeur de toutes les ressources. Par la suite, avant l'application de l'algorithme 
ADBS pour PCC-FT, on a trie l'ensemble des etiquettes Ei en i, en ordre decroissant 
de leurs couts et, par consequent, par ordre croissant de leurs consommations de 
ressources. Ce tri, dans le cas ou l'espace des etats est de dimension plus grande, n'a 
pas les memes proprietes. En effet, dans le cas ou on a R ressources (R > 1), lorsqu'on 
trie l'ensemble des etiquettes en ordre croissant du cout, on n'a aucun ordre sur les 
consommations des ressources. Supposons dans ce qui suit que Ej, est trie selon les 
couts. 
Par la suite, on defmit une partition d'un noeud et de la liste de ses etiquettes 
de la fagon qui suit. Soit Ej un ensemble de noeuds en j et soit ej5 G Bj un noeud 
relativement non realisable, par rapport a la ressource r c'est-a-dire qui viole la 
contrainte relative a la ressource r : Tf > bj (b7j etant la borne superieure relative a 
l'ensemble Ej). Notons que e® G Bj peut violer plusieurs contraintes de ressources 
en meme temps, soit r1; ...,7% ces ressources. Soit g[ = bj — t\j Vr = T\, ...,/•&. Par 
la suite, on parcourt l'ensemble des etiquettes de Ei, qui a permis de generer ej*, en 
ordre croissant de leurs couts. Et on subdivise l'ensemble Ei en k + l sous-ensembles : 
- E^ etant l'ensemble des etiquettes realisables en i. Designons par t{ ° l'element 
de moindre cout de ce sous-ensemble. 
- E\ etant l'ensemble des etiquettes qui ne satisfont pas la premiere contrainte 
de ressource T\ uniquement, c'est-a-dire que Tp > g^1 et T[ < g\ pour r ^ r\. 
Designons par ei
 1 l'element de moindre cout de ce sous-ensemble. 
- Ef etant l'ensemble des etiquettes qui ne satisfont pas la contrainte de res-
source r2 et peut-etre aussi la contrainte de ressource r\ et sans violer les 
autres contraintes de ressources, c'est-a-dire T[2 > g[2, Zp est quelconque et 
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T[ < g\ pour r ^ r\ et r ^ r2. Designons par ei
 2 1'element de moindre cout de 
ce sous-ensemble. 
- Ef etant F ensemble des etiquettes qui ne satisfont pas la contrainte de ressource 
r3 et peut-etre aussi r\ ou r2 et sans violer les autres contraintes de ressources, 
c'est-a-dire T[3 > g[3, T\x et T[2 sont quelconques et T[ < g\ pour r ^ r\, 
f ¥" r2 et r 7̂  r3. Designons par ei
 3 Felement de moindre cout de ce sous-
ensemble. 
- E\ etant Fensemble des etiquettes qui ne satisfont pas la contrainte de res-
source Tk, et peut-etre aussi les contraintes de ressources de r = ri, r^-, •••, Tk-i-
Designons par ei
 h Felement de moindre cout de ce sous-ensemble. 
Notons que les sous-ensembles Ef,El,..., E\ sont eux aussi definis par des fenetres 
de ressources et peuvent etre di vises lors de nouvelles operations MA J. 
Le reste des etapes de Falgoritlime ADBS (aussi ADBS-I et ADBS-D) restent les 
memes dans le cas de plusieurs ressources. Ainsi, on prolonge en j uniquement Feti-
quette eVo et on prolonge vers les autres successeurs de i les etiquettes ef°, ef1,..., ei
 k. 
Remarquons que la complexite de l'algorithme ADBS pour les PCC-CR n'aug-
mente pas exponentiellement par rapport a l'algorithme ADBS pour les PCC-FT. En 
effet, les parcours des etiquettes de Ei se font en des temps similaires. De plus, on 
a une subdivision d'un noeud en au plus R + 1 sous-ensembles lors d'une operation 
MAJ pour le cas des PCC-CR. Done, la generalisation au PCC-CR n'ajoute pas un 
nombre d'etiquettes qui augmente exponentiellement avec le nombre de ressources. 
Ainsi, la complexite de l'algorithme ADBS est a priori bien inferieure a celle de APD 
qui croit exponentiellement avec le nombre de ressources. 
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7.2 Generalisation aux fonctions d'extension non 
lineaires 
Comme on a vu dans l'introduction de ce travail, les fonctions d'extension ne 
sont pas lineaires pour un bon nombre d'applications. On se propose dans cette 
partie d'explorer les modifications qu'on devrait apporter aux algorithmes ADBS et 
ses variantes afin de les adapter aux problemes ayant des extensions non lineaires 
dans le cadre des PCC-FT et, plus generalement, des PCC-CR. 
Dans le cas des fonctions d'extension non lineaires, on appliquera la meme idee 
de partition des etiquettes en un noeud i. Toutefois, pour tout (i, j) £ A, les criteres 
de partition ne s'appliquent pas a la valeur des ressources en i. lis s'appliquent sur la 
valeur des etiquettes en j . Ainsi, il faut appliquer les fonctions d'extension a chaque 
etiquette en i pour obtenir les etiquettes en j et verifier si elles satisfont les contraintes 
de ressources. En d'autres mots, pour chaque etiquette e* £ Ei, on la prolonge en 
j et on verifie les contraintes de ressources : fL(T[) < b\. C'est ainsi qu'on forme 
les sous-ensembles des noeuds qui ne violent aucune contrainte de ressource, violent 
la premiere contrainte de ressource, violent la deuxieme contrainte de ressource, etc. 
Ces ensembles Ef,E},...,E^ sont dermis de facon semblable a ceux de la section 
precedente : 
- Ef etant l'ensemble des etiquettes qui verifient /L(Tj) < K pour tout r. Desi-
gnons par ef° l'element de moindre cout de ce sous-ensemble. 
- Ej etant l'ensemble des etiquettes telles que flUTf1) > b^1 et f[j(T[) < b\ pour 
tout r 7̂  r\. 
- E\ etant l'ensemble des etiquettes telles que flj2(T[2) > 6[2, Tf1 est quelconque 
et /f i(77) < g\ pour r ^ rx et r ^ r2. 
- Ef etant l'ensemble des etiquettes telles que / [ / ( ^ r 3 ) > 6[3, Tp et T[2 sont 
quelconques et fL(T[) < b\ pour r ^ r\, r ^ r2 et r ^ r3. 
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- E\ etant l'ensemble des etiquettes telles que fLk{T[k) > b\h. 
Remarquons que la complexite augmente de fagon constante avec le nombre d'eti-
quettes par noeud. En effet, en chaque noeud, on doit parcourir toutes les etiquettes, 
en plus d'appliquer les fonctions d'extension afin de determiner lesquelles sont reali-




Le but initial de ce travail etait de trouver rapidement de bonnes solutions pour 
le probleme de plus court chemin avec contraintes de ressources a l'interieur d'un 
algorithme de generation de colonnes. Malheureusement, l'approche de projection 
proposee par Nagih et Soumis (2006) s'est averee infructueuse. Tant sur le plan 
theorique que sur le plan numerique, comme on l'a prouve dans les chapitres 5 et 6, 
cette approche peut donner, de facon aleatoire, de bons result at s comme elle peut 
donner aussi de mauvais resultats. En effet, le but initial de l'algorithme de Nagih et 
Soumis est d'obtenir des solutions dont le cout est meilleur que la resolution utilisant 
l'algorithme APD-ND; le cout des solutions fournies en utilisant N-S doit etre le 
plus proche que possible du cout fourni en utilisant Palgorithme APD. Les temps de 
resolution ne doivent pas etre beaucoup plus grands que lorsqu'on utilise APD-ND 
pour resoudre les sous-problemes. On a montre que les solutions fournies lorsqu'on 
utilise N-S peuvent etre moins bonnes que les solutions fournies lorsqu'on utilise 
APD-ND, meme que cette variation peut etre tres grande. On a appuye nos resultats 
theoriques par des resultats numeriques prouvant le comportement assez aleatoire de 
la methode N-S. 
En somme, on a investi beaucoup d'efforts et de longues annees de recherches 
pour une recherche qui est le moins qu'on puisse dire decevante, surtout qu'elle a ete 
basee sur des travaux anterieurs qui semblaient a priori tres interessants. 
Cependant, cette approche nous a informe sur d'eventuelles applications de ces 
projections et sur le comportement de la relaxation lagrangienne a l'interieur des 
algorithmes de resolution des problemes de plus court chemin avec contraintes de 
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ressources. On a pu recycler cette approche par la suite pour creer une heuristique 
afin d'accelerer la methode qu'on a propose en raffinant la borne superieure lors de 
la resolution et choisir un bon critere d'arret heuristique. 
Ainsi on a decide, pour la suite de la these, de s'orienter vers d'autres approches. 
Dans la deuxieme partie de ce travail, la nouvelle approche qu'on a propose a donne 
des resultats preliminaries satisfaisants. Dans cette partie, on a introduit une nouvelle 
methode de type primal qui permet d'ameliorer graduellement la borne superieure 
au fil des iterations. Cette approche permet d'introduire progressivement et de fagon 
dynamique des nouvelles solutions qui peuvent etre de plus en plus bonnes et, par la 
suite, d'ameliorer la borne. Elle nous a permis de faire des gains considerables par 
rapport a la methode statique, des gains qui peuvent varier entre 58% et 65% de 
l'ecart entre l'algorithme APD et APD-ND pour une legere augmentation des temps 
de calcul et ceci en utilisant differentes variantes heuristiques de notre methode. 
Par la suite, on a propose des ameliorations de notre methode en considerant des 
operations de mises a jour plus ciblees et qui garantissent une amelioration de la 
borne superieure a chaque iteration et ceci en utilisant les variables duales. Cette 
deuxieme amelioration a permis des gains qui peuvent varier entre 72% et 82% de 
l'ecart entre l'algorithme APD et APD-ND pour une legere augmentation des temps 
de calcul. Aussi, on a montre que la methode peut offrir bien plus d'ameliorations si 
on etudiait les autres aspects et parametres. En somme, la methode qu'on a propose 
a l'avantage d'etre tres flexible. On peut choisir plusieurs parametres de resolution a 
l'avance, selon nos ressources informatiques ou aussi selon les temps de calculs voulus. 
Par la suite, on s'est propose de generaliser theoriquement notre methode au 
cas des PCC-CR ayant des fonctions d'extension quelconques. On a montre que 
notre approche peut s'etendre au PCC-CR quelconques en utilisant des approches 
semblables a celles qu'on a utilise pour le PCC-FT. Ainsi, on a montre qu'on peut 
appliquer les operations MAJ sans pour autant augmenter la taille du reseau de fagon 
exponentielle. En effet, a chaque fois qu'on applique l'operation MAJ, on cree au plus 
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k nouveaux sous-ensembles de noeuds, tel que k < R, R etant le nombre total des 
ressources. Bien sur, le theoreme 3 selon lequel on privilegie les mises a jour qui 
impliquent une amelioration directe de Fobjectif reste un excellent critere pour les 
choix des arcs entrants. 
De plus, on a montre que l'extension de notre approche aux cas ou des PCC-
CR avec fonctions d'extension non lineaires peut se faire en utilisant des approches 
semblables aux cas lineaires sans pour autant augmenter de fagon exponentielle la 
taille des reseaux. Ces extensions peuvent donner de bons resultats pour de futures 
recherches impliquant des applications encore plus complexes que celles qu'on a traite. 
II faudra aussi faire une etude experiment ale sur l'algorithme lagrangien qui four-
nit une borne inferieure, ce qui va permettre de mesurer, a chaque iteration, l'ecart 
entre la borne inferieure lagrangienne et la borne superieure. Ceci aidera a avoir 
un bon critere d'arret et d'eviter des calculs qui n'ameliorent que de peu la borne 
superieure. Eventuellement, on pourra developper des methodes plus raffmees qui 
utiliseront ces deux approches en meme temps. 
Ainsi cette methode peut poser des defis interessants autant sur le plan theorique 
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