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Consider the Cauchy problem for a scalar conservation law
{
ut + f (u)x = 0,
u(0, x) = u0(x), (1.1)
where the ﬂux function f : R → R is C1 and the initial data u0(x) satisﬁes some conditions im-
posed later. It is well known that even for smooth initial data, discontinuities, called shock waves
usually form in ﬁnite time because of the nonlinearity in the ﬂux function f (u). So far the math-
ematical theories for the one space dimensional conservation laws have been well developed, cf.
[1,2,4–8,10,12,19,20] and references therein. On the other hand, there are still some interesting and
unsolved problems for this type of fundamental equations. For example, when one considers the
well-posedness theory for the systems of hyperbolic conservation laws, the stability should be con-
sidered in the L1 space. For this, a generalized entropy functional, now called Liu–Yang functional was
constructed in [17] for scalar conservation laws with convex ﬂux function. This generalized entropy
functional is different from the classical entropy functional and it gives the control of the nonlinearity
in each genuinely nonlinear characteristic ﬁelds for the study of the evolution of distance between
two solutions in L1 topology. However, so far this intrinsic functional is deﬁned only to the case
with convex ﬂux function corresponding to the system whose characteristic ﬁelds are either gen-
uinely nonlinear or linearly degenerate. Attempts have been made to deﬁne the generalized entropy
functional for general scalar conservation laws, cf. [14]. And this paper also serves for this purpose,
that is, we will introduce a new nonlinear functional for general scalar conservation laws and we will
show that it gives a better dissipation rate than the previous one. However, it is still not good enough
for the construction of a nonlinear functional in the study of L1 stability for systems. Nevertheless,
it improves the previous results and gives some new estimates which may be useful for the future
investigation in this direction.
For later presentation, let us introduce some basic concepts of the weak solutions to the hyperbolic
conservation laws. Firstly, the weak solution considered is deﬁned as follows.
Deﬁnition 1.1. A function u(x, t) : [0, T ] ×R → R is a weak solution of the problem (1.1), if u(x, t) is
a bounded measurable function and
∫ ∫
t0
[
u(x, t)φt(x, t) + f
(
u(x, t)
)
φx(x, t)
]
dxdt +
∫
t=0
u0(x)φ(x,0)dx = 0 (1.2)
holds for any smooth function φ(x, t) with compact support in R2.
The existence of solutions to (1.1) can be proved by various methods such as the vanishing viscosity
limit and difference schemes like Lax scheme, Godunov scheme, Glimm scheme and the wave front
tracking. In both the Glimm scheme and the wave front tracking method, the solutions to the Riemann
problem are used as building blocks. Here, Riemann problem means that the Cauchy problem has the
initial data given by
u0(x) =
{
u− if x< 0,
u+ if x> 0, (1.3)
where u± are constants.
Since the weak solution is not unique and one needs to apply the physical entropy condition to
choose the physical shock. For general scalar conservation laws, the following entropy condition was
introduced in [19].
4286 Z. Jiang, T. Yang / J. Differential Equations 246 (2009) 4284–4308Deﬁnition 1.2. A discontinuity (u−,u+) is called an entropy shock if σ(u−,u) σ(u−,u+) for all u
between u− and u+ .
In fact, the existence, uniqueness and continuous dependence of the entropy solution to scalar
conservation laws were proved in the classical paper by Kruzkov as stated in the following.
Theorem 1.1 (Kruzkov). Let f : R → R be locally Lipschitz continuous. For each u0(x) ∈ L∞(R), the Cauchy
problem (1.1) admits a unique global entropy solution.
Moreover, we have the following L1loc stability estimate. Let ui(x, t) (i = 1,2) be the unique global entropy
solution to (1.1) with initial data ui0(x), then for each R > 0, we have for any t > s ∈ [0,∞) \ (Eu10 ∪ Eu20 )∫
|x|R
∣∣u1(x, t) − u2(x, t)∣∣dx
∫
|x|R+d(t−s)
∣∣u1(x, s) − u2(x, s)∣∣dx. (1.4)
Here
d = sup
|u|,|v|M
∣∣∣∣ f (u) − f (v)u − v
∣∣∣∣, M = max{∥∥u10(x)∥∥L∞(R),∥∥u20(x)∥∥L∞(R)},
and Eu10 and E
u2
0 are measurable sets on [0,∞) with measure zero.
As mentioned before, even though the convex entropy functional is useful in the study of the L1
perturbation of a constant state for systems of conservation laws, cf. [16], it is not suitable for the
study of the L1 distance between two weak solutions. In the framework of solutions with bounded
total variation, the stability in L1 norm was obtained in [1,3,4,15] and some references therein. A gen-
eralized entropy functional was introduced in [17] for scalar conservation laws with convex ﬂux
function and this functional captures exactly the nonlinear effect of each genuinely nonlinear charac-
teristic ﬁeld in the time evolution of solutions to systems of conservation laws, cf. [4,17,18]. In fact,
the main purpose of introducing this entropy functional is to obtain the following key estimate. For
any entropy solutions u(x, t) and v(x, t) with bounded total variations, ux(x, t) and vx(x, t) are dis-
tributions which may contain Dirac masses in connection with shock discontinuities. On the other
hand, at each point x both u(x±, t) and v(x±, t) are well deﬁned. As stated below, the entropy solu-
tions u(x, t) and v(x, t) can be approximated by the partitions in either the deterministic version of
the Glimm scheme or the wave front tracking scheme. In either case, the approximate solutions still
denoted by u(x, t) and v(x, t) without any ambiguity are piecewise constant functions with bounded
total variations. And each discontinuity in the solution denotes a wave which is either an entropy
shock or a small rarefaction shock. Let Φ(u) and Φ(v) be the sets of all the waves in u(x, t) and
v(x, t) at given time t , and {αk} and {βk} denote the partitions of α and β which will be deﬁned later
in the introduction, respectively. With these notations, the key estimate takes the form
∑
α∈Φ(u)∪Φ(v)
∑
k
t∫
0
|αk|
∣∣u(xαk+, t) − v(xαk+, t)∣∣∣∣σ(αk) − σ (u(xαk+, t), v(xαk+, t))∣∣dt
 O (1)
(
T.V.(u0) + T.V.(v0)
)‖u0 − v0‖L1 . (1.5)
Here, xα denotes the location of a wave α, σ(a,b) = f (a)− f (b)a−b for a 	= b is the speed of a wave or a
virtual wave with a and b being the left and right states, respectively. When a = b, we use σ(a) to
denote σ(a,b) which is obtained as a limit of the speed of an inﬁnitesimal wave, namely σ(a) = f ′(a).
Here, T.V.(u0) is the total variation of u0 in x and ‖u0 − v0‖L1 is the L1 norm of u0 − v0 also in x.
The above estimate was proved to be true by the construction of the generalized entropy func-
tional when the ﬂux function is convex in [17], however, it remains unsolved for the general case. On
Z. Jiang, T. Yang / J. Differential Equations 246 (2009) 4284–4308 4287the other hand, an attempt was made in [14] where a weaker estimate was proved by constructing a
nonlinear functional for general scalar conservation laws. By the motivation of the new Glimm func-
tional introduced in [9], in this paper, we will construct another new functional and prove another
estimate which is still weaker than (1.5), but is stronger than those in the previous works.
For later use, we state some known properties of solutions to the general scalar conservations.
Firstly, the solution operator of a scalar conservation law is L1 contractive as stated in the following
lemma, cf. [11].
Lemma 1.1. Let ui(x, t), i = 1,2, be two solutions of (1.1) satisfying the entropy condition, then for any s t,
∥∥u1(x, t) − u2(x, t)∥∥L1  ∥∥u1(x, s) − u2(x, s)∥∥L1 .
When we consider the interaction of two waves, it involves three states, denoted by ui , i = 1,2,3.
For this, the quantity A(u1,u2,u3) denoting the area of the triangle bounded by the straight lines
connecting points (ui, f (ui)), i = 1,2,3, on the plane for the function y = F (u) plays an important
role. In fact, this quantity also relates to the bifurcation of the rarefaction wave curve from the Hugo-
niot curve in a corresponding system, cf. [16]. In the following, we will use this quantity in some
situations. Note that
|u1 − u2||u1 − u3|
∣∣σ(u1,u2) − σ(u1,u3)∣∣= sA(u1,u2,u3),
for some positive constants s depending on the ﬂux function f (u) which remains uniformly bounded
when u1,u2,u3 range over a compact set.
Furthermore, in the study of wave interactions in the same family, as in [13], the following effective
angle between waves α and β of the same ith family was introduced,
Θ(α,β) ≡ θ+α + θ−β +
∑
θγ .
θ+α represents the value of λi at the right state of α minus its wave speed if α is a shock and is set to
be zero if it is a rarefaction wave. Here, λi represents the characteristic of the ith family. Similarly the
term θ−β denotes the difference between the speed of β and the value of λi at its left end state. θγ is
the value of λi at the right state of the wave γ minus that of the left state. The summation
∑
θγ is
over the waves γ between α and β . When Θ(α,β) is positive, the two waves will unlikely to meet;
when Θ(α,β) is negative, the two waves may eventually meet and interact. For scalar conservation
laws, this effective angle between waves becomes simply the difference of wave speeds, that is, if α
is on the left of β , then
−Θ(α,β) = σ(α) − σ(β).
As in the deterministic version of Glimm scheme [13] for systems, all the waves in the solution
can be partitioned into small subwaves as follows. In the following discussion, we will assume that a
rarefaction wave is divided into several small rarefaction shocks with strength as the grid size of the
Glimm scheme or a pre-chosen small constant in the wave front tracking method. In this way, the
shock waves and rarefaction waves can be treated the same and the error thus caused tends to zero
as the small constant approaches to zero. And this kind of partition also holds for the waves in the
wave front tracking method.
More precisely, let the left state ul be connected to the right state ur by shocks (u j−1,u j), and
rarefaction waves (u j,u j+1), j odd, 1  j  m − 1, u0 = ul and um = ur . A set of real numbers
{v0, v1, . . . , vp} with |vi − vi+1|   for some pre-chosen small positive constant  , 0  i  p − 1,
is called a partition of (ul,ur) if
4288 Z. Jiang, T. Yang / J. Differential Equations 246 (2009) 4284–4308(i) v0 = ul , vp = ur, vk−1  vk , k = 1,2, . . . , p,
(ii) {u0,u1, . . . ,um} ⊂ {v0, v1, . . . , vp}.
With this partition, we can set
(1) yk ≡ vk − vk−1,
(2) λk ≡ λ(vk−1) and [λ]k ≡ [λ](vk−1, vk) ≡ λ(vk) − λ(vk−1) > 0 if j is odd,
(3) λk ≡ σ(u j−1,u j) and [λ]k ≡ [λ](vk−1, vk) ≡ 0 if j is even.
For scalar conservation laws, the wave interaction involves only combination if the waves are in
the same direction or cancellation if their directions are opposite. Let ul,um and ur be three states.
Let α be the wave solving the Riemann problem (ul,um) and denote its partition by α = ∑nαk=1 αk .
The same notations apply to the waves β and γ solving the Riemann problems (ul,um) and (um,ur),
respectively. Here, rarefaction waves are divided into small rarefaction shocks. Then we have
γ = α + β, (1.6)
η(γ ) = η(α) + η(β) + O (1)(|α| + |β|), (1.7)
with
α =
nα∑
k=1
αk = um − ul, β =
nβ∑
k=1
βk = ur − um, and γ =
nγ∑
k=1
γk = ur − ul,
η(α) =
nα∑
k=1
η(αk), with η(αk) = αkλk,
the same notations for η(β) and η(γ ).
For later use, set the cancellation involved in the interaction by
C(ul,um,ur) ≡ 12
∣∣|γ | − |α| − |β|∣∣.
We now complete the brief introduction of the problem and the concepts and notations for later
discussion. The rest of the paper will be organized as follows. In the next section, the new functional
is deﬁned and the main estimates in the paper are given. The non-increasing in time property of the
component F (t) in the new functional corresponding to the wave interactions and wave crossings
will be proved in Section 3. The non-increasing property of the new functional itself will be proved
in Section 4 together with the proof of the main estimate.
2. Deﬁnition of E(u, v)(t)
In this section, we will give the deﬁnition of a new nonlinear functional E(u, v)(t) and state the
main results in this paper. In the following discussion, we assume that the weak solution of the
Cauchy problem with initial data having bounded total variation is constructed by the wave front
tracking method. Without loss of generality and for simplicity, we further assume that the initial
data is piecewise constant. It is standard to show that the general case when the initial data has
bounded variation can be taken as a limit of this case. Under this assumption, the solution con-
tains ﬁnitely many discontinuities which are either entropy shocks or small rarefaction shocks with
strength bounded by a pre-chosen small constant  > 0. And for the simplicity of notations, we will
neglect the error of order O (1) which tends to zero as  approaches to zero.
Let u = u(x, t) and v = v(x, t) be two such solutions to the scalar conservation law (1.1) with the
initial data u(x,0) and v(x,0), respectively, satisfying u(x,0) − v(x,0) ∈ L1(R). As in [14], deﬁne
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∫∞
x (u − v)sign(u−v)(x+)(y, t)dy +
∫ x
−∞(u − v)− sign(u−v)(x+)(y, t)dy,
if σ(u(x+, t),u(x−, t)) σ(u(x+, t), v(x+, t)),∫∞
x (u − v)− sign(u−v)(x+)(y, t)dy +
∫ x
−∞(u − v)sign(u−v)(x+)(y, t)dy,
if σ(u(x+, t),u(x−, t)) < σ(u(x+, t), v(x+, t)),
where the positive and negative parts of u − v are deﬁned as (u − v)± = |u−v|±(u−v)2 .
For any ﬁxed partition of waves in the wave front tracking scheme, we deﬁne the new nonlinear
functional in this paper by
E(u, v)(t) =
∑
α∈Φ(u)
∑
k
B
(
u(xαk−, t),u(xαk+, t), v(xαk+, t)
)
L(u, v)(xαk , t)
+
∑
α∈Φ(v)
∑
k
B
(
v(xαk−, t), v(xαk+, t),u(xαk+, t)
)
L(v,u)(xαk , t)
+ KF (t)∥∥u(·, t) − v(·, t)∥∥L1 ,
where again Φ(u) and Φ(v) denote the sets of all the waves in u and v at given time t , and {αk} and
{βk} denote the partitions of α and β , respectively. Moreover,
B
(
u(xαk−, t),u(xαk+, t), v(xαk+, t)
)= |αk||qαk+||σ(αk) − σ(u(xα+), v(xα+))|
V (t)
,
F (t) = K1V 2(t) + Q (u)(t) + Q (v)(t) + Q (u, v)(t).
Here
qα+ = u(xα+, t) − v(xα+, t), V (t) = L(u)(t) + L(v)(t),
L(u)(t) =
∑
α∈Φ(u)
|α|, L(v)(t) =
∑
α∈Φ(v)
|α|,
Q (u, v)(t) =
∑
α∈Φ(u), β∈Φ(v)
∑
k,l |αk||βl||σ(αk) − σ(βl)|
T.V.(α,β)
χ
(
(xαk − xβl )
(
σ(βl) − σ(αk)
))
,
Q (u)(t) =
∑
α,β∈Φ(u)
∑
k,l |αk||βl||σ(αk) − σ(βl)|
T.V.(α,β)
χ
(
(xαk − xβl )
(
σ(βl) − σ(αk)
))
,
with
T.V.(α,β) =
∑{|γ |: γ any wave in u or v and between α and β , including α and β}.
Notice that even though the partitions of waves are not uniquely deﬁned, one can check that the
functional deﬁned above is independent of the choice of the partitions because the difference tends
to zero in the limit of the approximate solutions to the entropy solutions. From the theory of scalar
conservation laws we also know that V (t) is non-increasing in t .
Remark 2.1. In the deﬁnition of E(u, v)(t), the component Q (u, v)(t) is needed to control the jump
in B(·,·,·) due to the crossing of two waves in u and v without wave interaction, cf. Figs. 6 and 7.
Remark 2.2. In the deﬁnition of E(u, v)(t), we use the partition of the waves and take summation
over them. If u and v are any two entropy solutions with bounded total variations, the summations
can be replaced by integrations and the same estimates given in the following theorems also hold.
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increasingness of the two nonlinear functionals F (t) and E(u, v)(t). In fact, the functional F (t) is
basically the Glimm functional except it also includes the effect of wave crossings. Notice that it is
constant except at times of wave interaction and wave crossing.
Theorem 2.3.F (t) is non-increasing at the times of the interaction and wave crossing if the total variation of
the two weak solutions u(x, t) and v(x, t) are bounded.
By using the non-increasingness of the functional F (t), the non-increasingness of the new non-
linear functional E(u, v)(t) can be proved as stated in the following theorem.
Theorem 2.4. Let u(x, t), v(x, t) be the weak solutions in Theorem 2.3. For the nonlinear functional E(u, v)(t)
deﬁned above, there exist constants K , K1 which may be suitably large, such that E(u, v)(t) is non-increasing
at the times of wave interaction and wave crossing.
Finally, we can prove the following theorem which shows that the time derivative of the nonlinear
functional E(u, v)(t) except the points of wave interactions and wave crossings can be used to control
the left-hand side of the key estimate (1.5). However, the upper bound thus obtained is larger than
the expected upper bound given in (1.5).
Theorem 2.5. Let u(x, t), v(x, t) be the two solutions in Theorem 2.4, we have
∑
α∈Φ(u)∪Φ(v)
∑
k
t∫
0
|αk|
∣∣u(xαk+, t) − v(xαk+, t)∣∣∣∣σ(αk) − σ (u(xαk+, t), v(xαk+, t))∣∣dt
 CV (0) 32 ‖u0 − v0‖
1
2
L1
[ t∫
0
V (t)dt
] 1
2
.
The proof of Theorem 2.3 will be given in the next section. And Theorems 2.4 and 2.5 will be
proved in Section 4. For later use, we now introduce a few more notations. Firstly, for a functional
H(t) on u(x, t) and/or v(x, t), we use H(t+) and H(t−) to denote the values of H(t) before and
after some given time t which is usually the time when wave interaction or wave crossing occurs.
In addition, H(t) is the part in H(t) which remains unchanged at time t through wave interaction
or wave crossing. For brevity, sometimes we use (σ (α) − σ(β))+ to denote |σ(α) − σ(β)|χ((xα −
xβ)(σ (β) − σ(α))), that is, if α is on the left of β , then
(
σ(α) − σ(β))+ = {σ(α) − σ(β), if σ(α) − σ(β) > 0,
0, otherwise.
3. Estimation onF (t)
In this section, we will prove that the nonlinear functional F (t) is non-increasing in time. In
fact, it is basically the Glimm functional for wave interactions in a single solution except that it also
captures the wave crossings between waves in two solutions. The control on the wave crossing is not
needed for existence, however, it is needed to show that the new nonlinear functional E(u, v)(t) is
non-increasing in time.
Proof of Theorem 2.3. From the deﬁnition of F (t), it is obvious that it remains unchanged except
when either wave interactions or wave crossings occur. Thus, in the following, we only need to esti-
mate the change of F (t) at the time of interaction and crossing. Typically, there are only two cases
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for wave interactions, that is, waves combination and wave cancellation for scalar conservation laws;
and there is only one case when one wave in a solution crosses another wave in the other solution.
These three cases will be discussed in details as follows.
Case 1. We ﬁrst consider the case when wave combination occurs at the interaction time, that is, the
two interacting waves involved are in the same direction, cf. Fig. 1.
Without loss of generality, we assume that the interacting waves before the interaction time t are
α1,α2 ∈ Φ(u) and their combination yields α as shown in Fig. 1, where σ(α2) < σ(α1) and α1 is on
the left of α2. Furthermore, we can assume both α1 and α2 are positive. The other waves in the two
solutions are denoted by βi ∈ Φ(u), γ j ∈ Φ(v), where i ∈ I , j ∈ J with I, J being some sets of indice.
Without loss of generality, in the following estimation, we assume all the waves βi, γ j are all on the
right of α,α1,α2 because other cases can be discussed similarly.
By the deﬁnition of Q (u)(t), we have
Q (u)
(
t−
)= α1α2(σ (α1) − σ(α2))
α1 + α2 +
∑
i∈I
[
α1|βi |(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ α2|βi |(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]
+ Q (u)(t),
and
Q (u)
(
t+
)=∑
i∈I
α|βi|(σ (α) − σ(βi))+
T.V.(α,βi)
+ Q (u)(t).
Thus,
Q (u)(t) = Q (u)(t+)− Q (u)(t−)= −α1α2(σ (α1) − σ(α2))
α1 + α2 +
∑
i∈I
{
α|βi|(σ (α) − σ(βi))+
T.V.(α,βi)
−
[
α1|βi |(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ α2|βi |(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]}
.
To estimate Q (u)(t), we need to discuss several cases. Since σ(α2) < σ(α) < σ(α1), it is straight-
forward to check that there are only four subcases depending on the value of σ(βi):
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(b) σ(α2) < σ(βi) < σ(α) < σ(α1),
(c) σ(βi) < σ(α2) < σ(α) < σ(α1),
(d) σ(α2) < σ(α) < σ(α1) < σ(βi).
Here and in the following, for brevity, we do not consider that case when the wave speeds of two
different waves are the same in the functional because the contribution from these two waves is zero.
Let Ia, Ib, Ic, Id be the subsets of βi corresponding to the subcases (a), (b), (c), (d), respectively. Then,
I = Ia ∪ Ib ∪ Ic ∪ Id . And we have
∑
i∈I
{
α|βi|(σ (α) − σ(βi))+
T.V.(α,βi)
−
[
α1|βi |(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ α2|βi |(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]}
=
(∑
i∈Ia
+
∑
i∈Ib
+
∑
i∈Ic
+
∑
i∈Id
){
α|βi|(σ (α) − σ(βi))+
T.V.(α,βi)
−
[
α1|βi |(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ α2|βi |(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]}
 0.
In fact, it is obvious that
(∑
i∈Ia
+
∑
i∈Ic
+
∑
i∈Id
){
α|βi|(σ (α) − σ(βi))+
T.V.(α,βi)
−
[
α1|βi |(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ α2|βi |(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]}
 0.
In addition, when i ∈ Ib , we have
∑
i∈Ib
{
α|βi|(σ (α) − σ(βi))+
T.V.(α,βi)
−
[
α1|βi |(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ α2|βi |(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]}
=
∑
i∈Ib
[
α|βi |(σ (α) − σ(βi))
T.V.(α,βi)
− α1|βi |(σ (α1) − σ(βi))
T.V.(α1, βi)
]
=
∑
i∈Ib
α2|βi |(σ (α2) − σ(βi))
T.V.(α,βi)
 0.
Hence,
Q (u)(t) = Q (u)(t+)− Q (u)(t−)−α1α2(σ (α1) − σ(α2))
α1 + α2 .
Since the wave combination is for waves in the solution u, in this case, we have
Q (v)(t) = 0,
and
Q (u, v)
(
t−
)=∑
j∈ J
[
α1|γ j |(σ (α1) − σ(γ j))+
T.V.(α1, γ j)
+ α2|γ j |(σ (α2) − σ(γ j))
+
T.V.(α2, γ j)
]
+ Q (u, v)(t),
Q (u, v)
(
t+
)=∑
j∈ J
α|γ j |(σ (α) − σ(γ j))+
T.V.(α,γ j)
+ Q (u, v)(t).
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Therefore,
Q (u, v)(t) = Q (u, v)(t+)− Q (u, v)(t−)
=
∑
j∈ J
{
α|γ j |(σ (α) − σ(γ j))+
T.V.(α,γ j)
−
[
α1|γ j |(σ (α1) − σ(γ j))+
T.V.(α1, γ j)
+ α2|γ j |(σ (α2) − σ(γ j))
+
T.V.(α2, γ j)
]}
.
Similar to the argument for Q (u)(t) given above, we can show that
Q (u, v)(t) 0.
Now we can conclude that if the wave interaction involves only wave combinations, then
F (t)−α1α2(σ (α1) − σ(α2))
α1 + α2 < 0.
Case 2. We now consider the case when wave cancellation occurs, cf. Fig. 2.
Without loss of generality, we assume that α1,α > 0,α2 < 0 so that at the interaction time t ,
α1 + α2 → α with α1 > |α2|. In addition, σ(α2) < σ(α1) and α1 is on the left of α2. As before, the
other waves in the solutions are denoted by βi ∈ Φ(u), γ j ∈ Φ(v) where i ∈ I, j ∈ J . Again, without
loss of generality, we assume that the waves βi, γ j are on the right of α,α1,α2.
Under the above assumptions, we have
V 2(t) = −2|α2|
(
V (t+) + V (t−)),
and
Q (u)
(
t−
)= |α1||α2|(σ (α1) − σ(α2))|α1| + |α2| +
∑
i∈I
[ |α1||βi |(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ |α2||βi |(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]
+ Q (u)(t),
Q (u)
(
t+
)=∑ |α||βi|(σ (α) − σ(βi))+
T.V.(α,βi)
+ Q (u).i∈I
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Q (u)(t) = Q (u)(t+)− Q (u)(t−)= −|α1||α2|(σ (α1) − σ(α2))|α1| + |α2| +
∑
i∈I
{ |α||βi|(σ (α) − σ(βi))+
T.V.(α,βi)
−
[ |α1||βi |(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ |α2||βi |(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]}
.
Similar to Case 1, we also have the following four subcases to consider the change of Q (u)(t) and
Q (u, v)(t):
(a) σ(α2) < σ(α1) < σ(α) < σ(βi),
(b) σ(α2) < σ(α1) < σ(βi) < σ(α),
(c) σ(α2) < σ(βi) < σ(α1) < σ(α),
(d) σ(βi) < σ(α2) < σ(α1) < σ(α).
We claim that
∑
i∈I
{ |α||βi|(σ (α) − σ(βi))+
T.V.(α,βi)
−
[ |α1||βi |(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ |α2||βi |(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]}
=
[∑
i∈Ia
+
∑
i∈Ib
+
∑
i∈Ic
+
∑
i∈Id
]{ |α||βi|(σ (α) − σ(βi))+
T.V.(α,βi)
−
[ |α1||βi|(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ |α2||βi|(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]}
= O (1)L(u)(t−)|α2|.
In fact,
∑
i∈Ia
{ |α||βi|(σ (α) − σ(βi))+
T.V.(α,βi)
−
[ |α1||βi|(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ |α2||βi|(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]}
= 0.
Since
∑
i∈Ib
|α||βi|(σ (α) − σ(βi))
T.V.(α,βi)
=
∑
i∈Ib
[ |α||βi|(σ (α) − σ(βi))
T.V.(α1, βi)
+ |α||βi|
(
σ(α) − σ(βi)
)( 1
T.V.(α,βi)
− 1
T.V.(α1, βi)
)]

∑
i∈Ib
[ |α||βi|(σ (α) − σ(α1))
T.V.(α1, βi)
+ 2|α||βi|(σ (α) − σ(α1))|α2|
(T.V.(α1, βi))(T.V.(α,βi))
]
 O (1)L(u)(t−)|α2|,
we have
∑
i∈Ib
{ |α||βi|(σ (α) − σ(βi))+
T.V.(α,βi)
−
[ |α1||βi |(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ |α2||βi |(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]}
=
∑
i∈I
|α||βi|(σ (α) − σ(βi))
T.V.(α,βi)
= O (1)L(u)(t−)|α2|.
b
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∑
i∈Ic
{[
1
T.V.(α,βi)
− 1
T.V.(α1, βi)
]
|α||βi|
(
σ(α) − σ(βi)
)
+ |α||βi|(σ (α) − σ(βi)) − |α1||βi |(σ (α1) − σ(βi))
T.V.(α1, βi)
}
=
∑
i∈Ic
[
2|α2||α||βi|(σ (α) − σ(βi))
T.V.(α,βi)T.V.(α1, βi)
+ |α2||βi |(σ (βi) − σ(α2))
T.V.(α1, βi)
]

∑
i∈Ic
[
2|α2||βi|(σ (α) − σ(βi))
T.V.(α1, βi)
+ |α2||βi|(σ (βi) − σ(α2))
T.V.(α1, βi)
]

∑
i∈Ic
2
[ |α2||βi |(σ (α) − σ(βi))
T.V.(α1, βi)
+ |α2||βi |(σ (βi) − σ(α2))
T.V.(α1, βi)
]
= O (1)L(u)(t−)|α2|,
we obtain
∑
i∈Ic
{ |α||βi|(σ (α) − σ(βi))+
T.V.(α,βi)
−
[ |α1||βi|(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ |α2||βi|(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]}
=
∑
i∈Ic
[ |α||βi|(σ (α) − σ(βi))
T.V.(α,βi)
− |α1||βi|(σ (α1) − σ(βi))
T.V.(α1, βi)
]
=
∑
i∈Ic
{[
1
T.V.(α,βi)
− 1
T.V.(α1, βi)
]
|α||βi|
(
σ(α) − σ(βi)
)
+ |α||βi|(σ (α) − σ(βi)) − |α1||βi |(σ (α1) − σ(βi))
T.V.(α1, βi)
}
 O (1)L(u)(t−)|α2|.
Finally, we have
∑
i∈Id
{ |α||βi|(σ (α) − σ(βi))+
T.V.(α,βi)
−
[ |α1||βi|(σ (α1) − σ(βi))+
T.V.(α1, βi)
+ |α2||βi|(σ (α2) − σ(βi))
+
T.V.(α2, βi)
]}

∑
i∈Id
[ |α||βi|(σ (α) − σ(βi))
T.V.(α,βi)
− |α1||βi |(σ (α1) − σ(βi))
T.V.(α1, βi)
− |α2||βi |(σ (α2) − σ(βi))
T.V.(α1, βi)
]
= O (1)L(u)(t−)|α2|.
Here we have used the fact that
|α||βi|(σ (α) − σ(βi))
T.V.(α,βi)
− |α1||βi |(σ (α1) − σ(βi))
T.V.(α1, βi)
− |α2||βi |(σ (α2) − σ(βi))
T.V.(α1, βi)
= 2|α2||α||βi|(σ (α) − σ(βi))
T.V.(α,βi)T.V.(α1, βi)
+ |α||βi|(σ (α) − σ(βi)) − |α1||βi|(σ (α1) − σ(βi)) − |α2||βi|(σ (α2) − σ(βi))
T.V.(α1, βi)
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T.V.(α1, βi)
− 2 |α2||βi|(σ (α2) − σ(βi))
T.V.(α1, βi)
= 2 |α2||βi |(σ (α) − σ(α2))
T.V.(α1, βi)
,
and that |σ(α)−σ(α2)|, |σ(α)−σ(α1)|, and |σ(α1)−σ(α2)| can be controlled by O (1)(|α1| + |α2|).
For Q (u, v)(t), ﬁrstly, we have
Q (u, v)
(
t−
)= |α1||α2|(σ (α1) − σ(α2))|α1| + |α2| +
∑
j∈ J
[ |α1||γ j|(σ (α1) − σ(γ j))+
T.V.(α1, γ j)
+ |α2||γ j|(σ (α2) − σ(γ j))
+
T.V.(α2, γ j)
]
+ Q (u, v)(t),
and
Q (u, v)
(
t+
)=∑
j∈ J
|α||γ j|(σ (α) − σ(γ j))+
T.V.(α,γ j)
+ Q (u, v)(t).
Hence,
Q (u, v)(t) = Q (u, v)(t+)− Q (u, v)(t−)=∑
j∈ J
{ |α||γ j|(σ (α) − σ(γ j))+
T.V.(α,γ j)
−
[ |α1||γ j |(σ (α1) − σ(γ j))+
T.V.(α1, γ j)
+ |α2||γ j |(σ (α2) − σ(γ j))
+
T.V.(α2, γ j)
]}
.
Similar to the argument for Q (u)(t), we can obtain
Q (u, v)(t) O (1)L(v)(t−)|α2|.
In conclusion, for Case 2, by choosing the coeﬃcient K1 in F (t) suﬃciently large, we have that there
exists a constant C > 0 such that
F −|α1||α2|(σ (α1) − σ(α2))|α1| + |α2| − CV (t−)|α2| < 0.
Case 3. Finally, we turn to the case when there is a wave in u(x, t) crosses another wave in v(x, t) at
time t . To be deﬁnite, assume that there is a wave of α1 ∈ Φ(u) and wave of α2 ∈ Φ(v) with α2 on
the right of α1 and σ(α1) > σ(α2). And at time t , α1 crosses α2 as shown in Fig. 3. It is easy to see
that
Q (u)(t) = Q (v)(t) = 0,
and
Q (u, v)(t) = −|α1||α2|(σ (α1) − σ(α2))|α1| + |α2| .
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Fig. 4. Case 1 of Theorem 2.4.
Thus,
F (t) = −|α1||α2|(σ (α1) − σ(α2))|α1| + |α2| < 0.
Therefore, this completes the proof of Theorem 2.3. 
4. Estimation on E(u, v)(t)
In this section, we will ﬁrst prove Theorem 2.4 about the decrease of the new functional E(u, v)(t)
at the times of wave interactions and wave crossings. Since it involves the areas on the left or on the
right of a wave at time t , that is, L(u, v)(x, t±) at some location x, the proof is more delicate than the
one for F (t). After that, we will differentiate the functional E(u, v)(t) between the times of wave
interactions and crossings to derive the desired estimate stated in Theorem 2.5.
Proof of Theorem 2.4. Similar to the proof of Theorem 2.3, we also need to discuss three main cases
for the functional E(u, v)(t), however, there are more subcases.
Case 1. Under the same assumption as Case 1 in the proof of Theorem 2.3 for wave combination, cf.
Figs. 1 and 4.
Without loss of generality, we take uA < uB < uC . According to the location of vD and the deﬁni-
tion of L(u, v), we have the following four subcases. And in each subcase, there are also several cases
which will be discussed as follows.
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1a. σ (α1) > σ(uB , vD), σ (α2) > σ(uC , vD), σ (α) > σ(uC , vD),
1b. σ (α1) > σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) > σ(uC , vD),
1c . σ (α1) > σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) < σ(uC , vD),
1d. σ (α1) < σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) < σ(uC , vD).
Subcase (2). Assume uA < vD < uB < uC . By the entropy condition, we know that there are only
two possibilities under this condition:
2a. σ (α1) > σ(uB , vD), σ (α2) > σ(uC , vD), σ (α) > σ(uC , vD),
2b. σ (α1) > σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) > σ(uC , vD).
Subcase (3). Assume uA < uB < vD < uC . Similar to the subcase (2), we have
3a. σ (α1) < σ(uB , vD), σ (α2) > σ(uC , vD), σ (α) > σ(uC , vD),
3b. σ (α1) > σ(uB , vD), σ (α2) > σ(uC , vD), σ (α) > σ(uC , vD).
Subcase (4). Assume uA < uB < uC < vD . Then we have the following possibilities:
4a. σ (α1) > σ(uB , vD), σ (α2) > σ(uC , vD), σ (α) > σ(uC , vD),
4b. σ (α1) > σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) > σ(uC , vD),
4c . σ (α1) > σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) < σ(uC , vD),
4d. σ (α1) < σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) < σ(uC , vD).
For illustration, we will give the estimation on the subcases 3a and 4c , the other cases can be
considered similarly.
Firstly, by the deﬁnition of the nonlinear functional, we have
E(u, v)
(
t−
)= B(uA,uB , vD)L(u, v)(xα1 , t−)+ B(uB ,uC , vD)L(u, v)(xα2 , t−)
+ E(u, v)(t) + KF (t−)∥∥u(., t) − v(., t)∥∥L1 ,
and
E(u, v)
(
t+
)= B(uA,uC , vD)L(u, v)(xα, t+)+ E(u, v)(t) + KF (t+)∥∥u(., t) − v(., t)∥∥L1 .
Thus,
E(u, v)(t) = E(u, v)(t+)− E(u, v)(t−)
= B(uA,uC , vD)L(u, v)
(
xα, t
+)− [B(uA,uB , vD)L(u, v)(xα1 , t−)]
+ B(uB ,uC , vD)L(u, v)
(
xα2 , t
−)+ KF (t)∥∥u(., t) − v(., t)∥∥ 1 .L
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ciently large, we have
E(u, v)(t) = E(u, v)(t+)− E(u, v)(t−)

[
B(uA,uC , vD) − B(uB ,uC , vD)
]
L(u, v)
(
xα2 , t
−)+ KF∥∥u(., t) − v(., t)∥∥L1  0.
Here, we have used the fact that V (t+) = V (t−) |α1| + |α2|, and
B(uA,uC , vD) − B(uB ,uC , vD) = s
[
A(uA,uC , vD)
V (t+) −
A(uB ,uC , vD)
V (t−)
]
 s A(uA,uB ,uC )
V (t+)
 α1α2(σ (α1) − σ(α2))
α1 + α2 ,
together with
F (t)−α1α2(σ (α1) − σ(α2))
α1 + α2 .
Notice that in the subcase 3a , it holds that (u − v)|xα1+ < 0, (u − v)|xα+ > 0, (u − v)|xα2+ > 0,
σ(α1) < σ(uB , vD),σ (α2) > σ(uC , vD),α(α) > σ(uC , vD). By the deﬁnition of L(u, v), we have
L(u, v)
(
xα, t
+)=
∞∫
xα
(u − v)+(y, t)dy +
xα∫
−∞
(u − v)−(y, t)dy,
L(u, v)
(
xα2 , t
−)=
∞∫
xα2
(u − v)+(y, t)dy +
xα2∫
−∞
(u − v)−(y, t)dy,
L(u, v)
(
xα1 , t
−)=
∞∫
xα1
(u − v)+(y, t)dy +
xα1∫
−∞
(u − v)−(y, t)dy.
Thus, L(u, v)(xα, t+) = L(u, v)(xα2 , t−) = L(u, v)(xα1 , t−). Hence, by choosing K suﬃciently large, we
also have
E(u, v)(t) = E(u, v)(t+)− E(u, v)(t−)

[
B(uA,uC , vD) − B(uB ,uC , vD) − B(uA,uB , vD)
]
L(u, v)
(
xα1 , t
−)
+ KF∥∥u(., t) − v(., t)∥∥L1
 0.
Here, we have used the fact that
B(uA,uC , vD) − B(uB ,uC , vD) − B(uA,uB , vD) = 0.
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Case 2. Corresponding to Case 2 in the proof of Theorem 2.3, we now consider the wave cancellation,
cf. Figs. 2 and 5.
As in Case 1, we also take uA < uC < uB without loss of generality. According to the deﬁnition of
L(u, v) and the location of vD have the following possibilities.
Subcase (1). When vD < uA < uC < uB , the following situations may occur
1a. σ (α1) > σ(uB , vD), σ (α2) > σ(uC , vD), σ (α) > σ(uC , vD),
1b. σ (α1) > σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) > σ(uC , vD),
1c . σ (α1) < σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) > σ(uC , vD),
1d. σ (α1) < σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) < σ(uC , vD).
Subcase (2). When uA < vD < uC < uB , by the entropy condition, we have
σ(α1) > σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) > σ(uC , vD).
Subcase (3). When uA < uC < vD < uB , similar to subcase (2), we have
σ(α1) > σ(uB , vD), σ (α2) > σ(uC , vD), σ (α) > σ(uC , vD).
Subcase (4). When uA < uB < uC < vD , we have the following possibilities:
4a. σ (α1) > σ(uB , vD), σ (α2) > σ(uC , vD), σ (α) > σ(uC , vD),
4b. σ (α1) > σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) > σ(uC , vD),
4c . σ (α1) < σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) > σ(uC , vD),
4d. σ (α1) < σ(uB , vD), σ (α2) < σ(uC , vD), σ (α) < σ(uC , vD).
Notice that the subcase 4a can happen only when α2 is a rarefaction shock. For illustration, in the
following, we only give the estimation on the typical subcases 4b , 4c and 4d . The other cases can be
discussed similarly.
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E(u, v)
(
t−
)= B(uA,uB , vD)L(u, v)(xα1 , t−)+ B(uB ,uC , vD)L(u, v)(xα2 , t−)
+ E(u, v)(t) + KF (t−)∥∥u(., t) − v(., t)∥∥L1 ,
and
E(u, v)
(
t+
)= B(uA,uC , vD)L(u, v)(xα, t+)+ E(u, v)(t) + KF (t+)∥∥u(., t) − v(., t)∥∥L1 .
Hence,
E(u, v)(t) = E(u, v)(t+)− E(u, v)(t−)= B(uA,uC , vD)L(u, v)(xα, t+)
− [B(uA,uB , vD)L(u, v)(xα1 , t−)+ B(uB ,uC , vD)L(u, v)(xα2 , t−)]
+ KF (t)∥∥u(., t) − v(., t)∥∥L1 .
For the subcase 4b , we have L(u, v)(xα, t+) = L(u, v)(xα1 , t−) 	= L(u, v)(xα2 , t−), so that
E(u, v)(t)
[
B(uA,uC , vD) − B(uA,uB , vD)
]
L(u, v)
(
xα, t
+)+ KF∥∥u(., t) − v(., t)∥∥L1
 0.
In fact,
B(uA,uC , vD) − B(uA,uB , vD)
= s
[
A(uA,uC , vD)
V (t+) −
A(uA,uB , vD)
V (t−)
]
= s
[
2|α2|A(uA,uC , vD)
V (t+)V (t−) +
A(uA,uC , vD) − A(uA,uB , vD)
V (t−)
]
 2|α2||uC − vD |(σ (α) − σ(uC , vD))
V (t−)
+ |α2||α1|(σ (α1) − σ(α2)) + |α2||uC − vD |(σ (uC , vD) − σ(α2))
V (t−)
 2|α2||uC − vD |(σ (α) − σ(α2))
V (t−) +
|α2||α1|(σ (α1) − σ(α2)) + |α2||uC − vD |(σ (α) − σ(α2))
V (t−)
= O (1)V (t−)|α2|.
For the subcase 4c , ﬁrstly notice that L(u, v)(xα, t+) 	= L(u, v)(xα1 , t−) = L(u, v)(xα2 , t−). Since
B(uA,uC , vD) = |α||uC − vD |(σ (α) − σ(uC ,uD))
V (t+)
= |α||uB − vD |(σ (α) − σ(uB ,uD)) + |α||α2|(σ (α) − σ(α2))
V (t+)
 |α||uB − vD |(σ (α) − σ(α1)) + |α||α2|(σ (α) − σ(α2))
V (t+)
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V (t−) +
|α2||α||uB − vD |(σ (α) − σ(α1))
V (t−)V (t+)
= O (1)V (t−)|α2| + |α2||uB − vD |(σ (α1) − σ(α2))
V (t−) + O (1)V (t−)|α2|
= O (1)V (t−)|α2|,
and
F (t)−|α1||α2|(σ (α1) − σ(α2))|α1| + |α2| − CV (t−)|α2|,
we have by choosing K suﬃciently large that
E(u, v)(t) = E(u, v)(t+)− E(u, v)(t−)
 B(uA,uC , vD)L(u, v)
(
xα, t
+)+ KF (t)∥∥u(., t) − v(., t)∥∥L1  0.
For the subcase 4d , we have L(u, v)(xα, t+) = L(u, v)(xα1 , t−) = L(u, v)(xα2 , t−). This gives that
E(u, v)(t) = [B(uA,uC , vD) − B(uA,uB , vD) − B(uB ,uC , vD)]L(u, v)(xα1 , t−)
+ KF∥∥u(., t) − v(., t)∥∥L1  0,
because
B(uA,uC , vD) − B(uA,uB , vD) − B(uB ,uC , vD)
= s
[
A(uA,uC , vD)
V (t+) −
A(uA,uB , vD)
V (t−) −
A(uB ,uC , vD)
V (t−)
]
 s2|α2|A(uA,uC , vD)
V (t+)V (t−) − s
2A(uB ,uC , vD)
V (t−)
 2|α2||uC − vD |(σ (uC , vD) − σ(α))
V (t−) − 2
|α2||uC − vD |(σ (uC , vD) − σ(α2))
V (t−)
 2|α2||uC − vD |(σ (α2) − σ(α))
V (t−)  0.
In the above calculation we have used the fact that |u(x, t) − v(x, t)| can be controlled by V (t)
because u(x, t) − v(x, t) ∈ L1.
Case 3. We now turn to the case with wave crossing as in Case 3 in the proof of Theorem 2.3. Without
loss of generality, we assume α1 = (uA,uB),α2 = (vC , vD) and uA < uB < vC < vD . According to the
relative locations of α1 and α2, there are three typical cases given as follows. We know in all these
subcases V (t+) = V (t−) = V , and
E(u, v)
(
t−
)= B(uA,uB , vC )L(u, v)(xα1 , t−)+ B(uB , vC , vD)L(v,u)(xα2 , t−)
+ E(u, v)(t) + KF (t−)∥∥u(., t) − v(., t)∥∥L1 ,
E(u, v)
(
t+
)= B(uA,uB , vD)L(u, v)(xα1 , t+)+ B(uA, vC , vD)L(v,u)(xα2 , t+)
+ E(u, v)(t) + KF (t+)∥∥u(., t) − v(., t)∥∥ 1 .L
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Thus,
E(u, v)(t) = E(u, v)(t+)− E(u, v)(t−)
= B(uA,uB , vD)L(u, v)
(
xα1 , t
+)+ B(uA, vC , vD)L(v,u)(xα2 , t+)
− [B(uA,uB , vC )L(u, v)(xα1 , t−)+ B(uB , vC , vD)L(v,u)(xα2 , t−)]
+ KF (t)∥∥u(., t) − v(., t)∥∥L1 .
We are now going to discuss several typical cases.
Subcase (a). As shown in Fig. 6, the speed of α1 ∈ Φ(u) is larger than the one of α2 ∈ Φ(v), and
α1 lies on the left of α2. Assume at time t , α1 crosses α2. In this case, ﬁrstly, we have
L(u, v)
(
xα1 , t
+)= L(u, v)(xα1 , t−)= L(v,u)(xα2 , t−) 	= L(v,u)(xα2 , t+).
Hence, we obtain
E(u, v)
(
t+
)− E(u, v)(t−)
= s
[
A(uA,uB , vD)L(u, v)(xα1 , t
+)
V
+ A(uA, vC , vD)L(v,u)(xα2 , t
+)
V
− A(uA,uB , vC )L(u, v)(xα1 , t
−)
V
− A(uB ,uC ,uD)L(v,u)(xα2 , t
−)
V
]
+ KF (t)∥∥u(., t) − v(., t)∥∥L1
= s
{ [A(uA,uB , vD) − A(uA,uB , vC ) − A(uB ,uC ,uD)]L(u, v)(xα1 , t+)
V
+ A(uA, vC , vD)L(v,u)(xα2 , t
+)
V
}
+ KF (t)∥∥u(., t) − v(., t)∥∥L1
= s
[
A(uA, vC , vD)L(u, v)(xα1 , t
+)
V
+ A(uA, vC , vD)L(v,u)(xα2 , t
+)
V
]
+ KF (t)∥∥u(., t) − v(., t)∥∥L1
= O (1) |α1||α2|(σ (α1) − σ(α2))|α1| + |α2|
∥∥u(., t) − v(., t)∥∥L1 + KF (t)∥∥u(., t) − v(., t)∥∥L1
 0,
where K is chosen to be suﬃciently large. Here, we have used the fact that
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F (t) = −|α1||α2|(σ (α1) − σ(α2))|α1| + |α2| ,
and
A(uA, vC , vD)
V
 C |α1||α2|(σ (α1) − σ(α2))|α1| + |α2| .
Subcase (b). The second subcase corresponds the situation described by Fig. 7. In this case, before
α1 crosses α2 at time t , we have σ(α1) > σ(uB , vC ), σ(α2) < σ(uB , vD). And right after the cross-
ing at time t , we have σ(α1) > σ(uB , vD), σ(α2) < σ(uA, vD). Therefore, by the deﬁnition of the
nonlinear functional, we have
L(u, v)
(
xα1 , t
+)= L(u, v)(xα1 , t−) 	= L(v,u)(xα2 , t+)= L(v,u)(xα2 , t−).
Hence,
E(u, v)
(
t+
)− E(u, v)(t−)
=
[( |α1||uB − vD ||σ(α1) − σ(uB , vD)| − |α1||uB − vC ||σ(α1) − σ(uB , vC )|
V
)
L(u, v)
(
xα1 , t
+)
+
( |α2||uA − vC ||σ(α1) − σ(uA, vC )| − |α2||uB − vC ||σ(α2) − σ(uB , vC )|
V
)
L(v,u)
(
xα2 , t
+)]
+ KF (t)∥∥u(., t) − v(., t)∥∥L1 .
Notice that
|α1||uB − vD |
∣∣σ(α1) − σ(uB , vD)∣∣− |α1||uB − vC |∣∣σ(α1) − σ(uB , vC )∣∣
= |α1||uB − vC |
∣∣σ(α1) − σ(uB , vC )∣∣+ |α1||α2|(σ(α1) − σ(α2))− |α1||uB − vC |∣∣σ(α1) − σ(uB , vC )∣∣
= |α1||α2|
(
σ(α1) − σ(α2)
)
.
Similarly, we have
|α2||uA − vC |
∣∣σ(α1) − σ(uA, vC )∣∣− |α2||uB − vC |∣∣σ(α2) − σ(uB , vC )∣∣= |α1||α2|(σ(α1) − σ(α2)).
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Since
F (t) = −|α1||α2|(σ (α1) − σ(α2))|α1| + |α2| ,
we have
E(u, v)
(
t+
)− E(u, v)(t−) 0.
Subcase (c). As shown in Fig. 8, before α1 crosses α2 at time t , we have σ(α1) > σ(uB , vC ),
σ(α2) > σ(uB , vD). And right after α1 crosses α2, we have σ(α1) > σ(uB , vD), σ(α2) > σ(uA, vD). It
is straightforward to check that in this case,
L(u, v)
(
xα1 , t
+)= L(u, v)(xα1 , t−)= L(v,u)(xα2 , t+)= L(v,u)(xα2 , t−).
Thus,
E(u, v)(t) = E(u, v)(t+)− E(u, v)(t−)
 [B(uA,uB , vD) + B(uA, vC , vD) − B(uA,uB , vC ) − B(uB , vC , vD)]L(u, v)(xα1 , t
+)
V
+ KF (t)∥∥u(., t) − v(., t)∥∥L1  0,
where the constant K is chosen to be suitably large. In summary, this completes the proof of Theo-
rem 2.4. 
Remark 4.1. In fact, one can check that there are other subcases for Case 3 in the proof for Theo-
rem 2.4. For example, if we assume α1 is on the left of α2 with σ(α1) > σ(α2) and there is no inter-
section between these two waves on the u– f (u) plane, there are four possibilities in Case 3, that is,
the cases when uA < uB < vC < vD , uA < uB < vD < vC , uB < uA < vC < vD and uB < uA < vD < vC
respectively. In each of these cases, according to the deﬁnition of L(u, v)(xα1 , t
−), L(u, v)(xα1 , t+),
L(u, v)(xα2 , t
−), L(u, v)(xα2 , t+), there are three subcases depending on the relative velocities of α1
and α2, cf. Fig. 9. On the other hand, if α1 and α2 have intersection on the u– f (u) plane, by the
entropy condition there are less possibilities. In summary, one can check all the cases by using the
argument in Theorem 2.4 and show that E(u, v)(t) is non-increasing through the wave interactions
and wave crossings.
Finally, we give the proof of Theorem 2.5 as follows.
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Proof of Theorem 2.5. Take any wave α ∈ Φ(u) and deﬁne
Eαk (t) = B
(
u(xαk−, t),u(xαk+, t), v(xαk+, t)
)
L(u, v)(xαk , t) + KFαk (t)
∥∥u(., t) − v(., t)∥∥L1 ,
where Fαk (t) is part of F (t) related to the wave αk which is one of the partitioned waves in α, that
is,
Fαk (t) = Σβ
∑
l |αk||βl||σ(αk) − σ(βl)|χ((xαk − xβl )(σ (βl) − σ(αk)))
T.V.(α,β)
+ K1|αk|V (t),
where β is any wave either in the solution u or v .
Notice that Eαk (t) is differentiable and Fαk (t) is constant in the time interval when there is no
wave interaction or wave crossing.
In such a time interval, ﬁrstly, we have
∂L(u, v)(xαk , t)
∂t
= −∣∣u(xαk+, t) − v(xαk+, t)∣∣∣∣σ(αk) − σ (u(xαk+, t), v(xαk+, t))∣∣,
and
∂L(v,u)(xαk , t)
∂t
= −∣∣u(xαk+, t) − v(xαk+, t)∣∣∣∣σ(αk) − σ (u(xαk+, t), v(xαk+, t))∣∣.
Thus,
∂Eαk
∂t
= −|αk||u(xαk+, t) − v(xαk+, t)|
2|σ(αk) − σ(u(xαk+, t), v(xαk+, t))|2
V (t)
.
When wave interaction or wave crossing happens, from the estimation on the functional E(u, v)(t),
we know that it is non-increasing. On the other hand, in the wave front tracking scheme, for any
time T , there is only ﬁnitely many wave interactions and wave crossings. Thus, we can conclude that
t∫
0
|αk||u(xαk+, t) − v(xαk+, t)|2|σ(αk) − σ(u(xαk+, t), v(xαk+, t))|2
V (t)
dt
 C Eαk (u, v)(0)
 C |αk|V (0)‖u0 − v0‖L1 .
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t∫
0
|αk|
∣∣u(xαk+, t) − v(xαk+, t)∣∣∣∣σ(αk) − σ (u(xαk+, t), v(xαk+, t))∣∣dt
 Eαk (u, v)(0)
1
2
[ t∫
0
|αk|V (t)dt
] 1
2
 C |αk|V (0) 12 ‖u0 − v0‖
1
2
L1
[ t∫
0
V (t)dt
] 1
2
.
Finally, we obtain
∑
α∈Φ(u)∪Φ(v)
∑
k
t∫
0
|αk|
∣∣u(xαk+, t) − v(xαk+, t)∣∣∣∣σ(αk) − σ (u(xαk+, t), v(xαk+, t))∣∣dt
 CV (0) 32 ‖u0 − v0‖
1
2
L1
[ t∫
0
V (t)dt
] 1
2
,
and this completes the proof of Theorem 2.5. 
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