University of South Florida

Scholar Commons
Graduate Theses and Dissertations

Graduate School

2011

Statistical Analysis and Mechanistic Modeling of Water Quality:
Hillsborough Bay, Florida
Keith Hackett
University of South Florida, muraya1@gmail.com

Follow this and additional works at: https://scholarcommons.usf.edu/etd
Part of the American Studies Commons, Statistics and Probability Commons, and the Water Resource
Management Commons

Scholar Commons Citation
Hackett, Keith, "Statistical Analysis and Mechanistic Modeling of Water Quality: Hillsborough Bay, Florida"
(2011). Graduate Theses and Dissertations.
https://scholarcommons.usf.edu/etd/3139

This Dissertation is brought to you for free and open access by the Graduate School at Scholar Commons. It has
been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Scholar
Commons. For more information, please contact scholarcommons@usf.edu.

Statistical Analysis and Mechanistic Modeling of Water Quality:
Hillsborough Bay, Florida

by

Keith E. Hackett

A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
Department of Mathematics and Statistics
College of Arts and Sciences
University of South Florida

Major Professor: Chris P. Tsokos, Ph.D.
Kandethody Ramachandran, Ph.D.
Mark E. Luther, Ph.D.
Rebecca D. Wooten, Ph.D.
Date of Approval:
October 18, 2011

Keywords: three-parameter lognormal distribution, eutrophication, regression model, water
quality index, chlorophyll a
Copyright © 2011, Keith E. Hackett

Dedication
I dedicate this dissertation to my wife, Eirene Ng’ang’a-Hackett. Without her love
and support, I would never have been able to achieve this significant milestone. She has
been an ever present source of encouragement throughout this entire process, and for that
I am eternally grateful. Her enormous heart and extraordinary intelligence have inspired
me to be a better person both personally and professionally. Thank you, Eirene. You are
the only bean in my githeri.
It goes without saying that I would not be here without my Mom and Dad, who
believed in me and taught me the value of hard work and education. Thank you for your
continued love and support.

Acknowledgements
This dissertation could not have been completed without the support and
encouragement of my advisor, Professor Chris Tsokos. His endless energy, vast knowledge
of statistics, and his uncompromising desire to have a positive impact on our world have
inspired me throughout my studies. I am eternally grateful for Professor Tsokos’ tutelage
and friendship. I would also like to thank Dr. Kandethody Ramachandran, Dr. Mark Luther,
and Dr. Rebecca Wooten for serving on my dissertation committee.

Their insightful

comments and advice have greatly improved my dissertation. Additionally, thanks go to Dr.
Pamela Hallock Muller, who not only served as the chair of my dissertation defense, but who
is also responsible for me coming to Florida as she recruited me pursue a Master’s degree in
Marine Science.
In addition to the Professors who have contributed to this dissertation, I would like
to acknowledge the financial and moral support of my colleagues at Janicki Environmental,
Inc. Many discussions with my colleagues at Janicki Environmental have helped to refine
and improve my research. I offer special thanks to Dr. Ray Pribble, who provided invaluable
assistance in the development and calibration of the EFDC model of Hillsborough Bay. I am
very grateful to Dr. Anthony Janicki, his willingness to be flexible with my work schedule
while I pursued my degree was indispensable.
I would also like to thank the members of the NOAA Climate Service who reviewed
Chapter 6: Thomas Karl, Sharon LeDuc, David Easterling, Matthew Menne, and Thomas
Peterson.

I would especially like to thank Matthew Menne for providing an in draft

publication which clarified the different versions of the USHCN monthly dataset.

Table of Contents

List of Figures ................................................................................................................. iv
List of Tables ................................................................................................................ viii
Abstract ......................................................................................................................... xi
Chapter 1
Review of Water Quality ............................................................................ 1
1.1
Tampa Bay ...................................................................................................... 2
1.1.1 Historical Water Quality ................................................................................ 5
1.2
The Tampa Bay Estuary Program ...................................................................... 6
1.2.1 Recent Water Quality and Seagrasses ...........................................................10
1.3
Hillsborough Bay .............................................................................................12
1.3.1 Land Use ....................................................................................................13
1.3.2 Water Quality ..............................................................................................18
1.4
Additional Chapters .........................................................................................19
1.4.1 Focus of Chapter Two ..................................................................................20
1.4.2 Focus of Chapter Three................................................................................20
1.4.3 Focus of Chapter Four .................................................................................21
1.4.4 Focus of Chapter Five ..................................................................................22
1.4.5 Focus of Chapter Six ....................................................................................23
Chapter 2
Mechanistic Modeling of Hydrodynamic and Water Quality in Hillsborough
Bay, Florida ...................................................................................................................24
2.1
Background ....................................................................................................24
2.2
Model Description............................................................................................24
2.2.1 Hydrodynamic Model ...................................................................................26
2.2.2 Water Quality Model ....................................................................................27
2.3
Model Setup ...................................................................................................29
2.3.1 Bathymetry .................................................................................................30
2.3.2 Freshwater inflows ......................................................................................31
2.3.3 Atmospheric data ........................................................................................32
2.3.4 Boundary Conditions ....................................................................................33
2.3.5 Nutrient Inputs ............................................................................................34
2.4
Model Calibration ............................................................................................34
2.4.1 Hydrodynamic Model Calibration ...................................................................35
2.4.1.1 Water Surface Elevation........................................................................35
2.4.1.2 Salinity ................................................................................................38
2.4.1.3 Temperature ........................................................................................42
2.4.2 Water Quality Model Calibration ...................................................................44
i

2.4.2.1 Chlorophyll a ........................................................................................45
2.4.2.2 Dissolved Oxygen .................................................................................47
2.4.2.3 Nitrogen ..............................................................................................49
2.4.2.4 Phosphorus ..........................................................................................51
2.5
Conclusions ....................................................................................................53
Chapter 3
Evaluation of Water Quality ......................................................................55
3.1
Introduction ....................................................................................................55
3.2
Water Quality Indices ......................................................................................56
3.2.1 India Water Quality Index (IWQI).................................................................56
3.2.2 Oregon Water Quality Index (OWQI) ............................................................62
3.2.3 Canada Water Quality Index (CWQI) ............................................................68
3.3
Results of Water Quality Indices as Applied to Hillsborough Bay .........................72
3.4
Statistical Trend Tests Methods ........................................................................76
3.5
Trend Tests of Water Quality Indices in Hillsborough Bay ..................................81
3.6
Trend Tests of Ambient Water Quality Conditions in Hillsborough Bay ................81
3.7
Conclusions ....................................................................................................83
Chapter 4
Parametric Statistical Analysis of Chlorophyll a in Hillsborough Bay.............85
4.1
Introduction ....................................................................................................85
4.2
Descriptive Statistics – Chlorophyll a.................................................................86
4.3
Fitting a Three Parameter Lognormal PDF.........................................................91
4.3.1 Maximum Likelihood Estimation ....................................................................93
4.3.2 Goodness-of-fit Method................................................................................95
4.4
Results of Fitting Lognormal PDF......................................................................98
4.5
Comparison of Descriptive Statistics and Parametric Analysis ........................... 101
4.6
Confidence Intervals - Median ........................................................................ 107
4.7
Confidence Intervals - Mean .......................................................................... 110
4.8
Conclusions ..................................................................................................114
Chapter 5
Statistical Modeling of Chlorophyll a in Hillsborough Bay ........................ 115
5.1
Background ..................................................................................................115
5.2
Introduction ..................................................................................................116
5.3
Response and Attributable Variables ............................................................... 118
5.4
Multivariate Statistical Models ........................................................................ 119
5.4.1 Model Selection .........................................................................................120
5.4.2 Transformation of the Response Variable .................................................... 122
5.4.3 Best Initial Statistical Model ........................................................................ 123
5.4.4 Interactions...............................................................................................125
5.4.5 Model Evaluation .......................................................................................127
5.5
Conclusions ..................................................................................................129
Chapter
6.1
6.2
6.3
6.4
6.5

6

Modeling Atmospheric Temperature in the United States .......................... 132
Background ..................................................................................................132
Introduction ..................................................................................................132
Methods .......................................................................................................134
Results .........................................................................................................139
Conclusions ..................................................................................................144
ii

Chapter 7

Future Work ..........................................................................................145

References Cited .........................................................................................................146
Appendix 1 ..................................................................................................................158
Appendix 2 ..................................................................................................................177
Appendix 3 ..................................................................................................................186
Appendix 4 ..................................................................................................................195
Appendix 5 ..................................................................................................................200
Appendix 6 ..................................................................................................................205
Appendix 7 ..................................................................................................................210

iii

List of Figures

Figure 1-1

Tampa Bay watershed and location map. ...................................................... 3

Figure 1-2

Population of the three main counties in the Tampa Bay watershed (Source:
U.S. Census Bureau). ................................................................................... 4

Figure 1-3

Tampa Bay segments as defined by the TBEP. .............................................. 7

Figure 1-4

Mean annual chlorophyll a concentrations for each of the four major bay
segments, 1974-2010. (Data source: EPCHC). ........................................... 11

Figure 1-5

Tampa Bay seagrass acreage. (Data source: SWFWMD). ........................... 12

Figure 1-6

Hillsborough Bay landuse, 2009. (Data source: SWFWMD). ........................ 15

Figure 2-1

Main segments of the Tampa Bay and accompanying watersheds................. 25

Figure 2-2

Schematic diagram of EFDC water quality model structure (from Hamrick,
2007c). ..................................................................................................... 29

Figure 2-3

Hillsborough Bay model grid along with EPC ambient water quality sampling
locations. .................................................................................................. 30

Figure 2-4

Bathymetric map of the study area. ............................................................ 31

Figure 2-5

Location of hydrologic inflows (represented by yellow arrows). ..................... 33

Figure 2-6

Predicted and observed hourly water surface elevations at the Hillsborough
River at Platt Street gauge. ........................................................................ 37

Figure 2-7

Predicted and observed hourly water surface elevations at the Alafia River at
US-41 gauge. ............................................................................................ 37

Figure 2-8

Predicted and observed hourly water surface elevations at the CSX-Rockport
gauge. ...................................................................................................... 38

Figure 2-9

Predicted and observed surface (upper) and bottom (lower) salinity for all
Hillsborough Bay stations. .......................................................................... 40

Figure 2-10 Predicted and observed surface (upper) and bottom (lower) temperature for all
Hillsborough Bay stations. .......................................................................... 43
iv

Figure 2-11 Predicted and observed chlorophyll a for all Hillsborough Bay stations. ......... 46
Figure 2-12 Predicted and observed bottom dissolved oxygen for all Hillsborough Bay
stations. .................................................................................................... 48
Figure 2-13 Predicted and observed TN for all Hillsborough Bay stations. ........................ 50
Figure 2-14 Predicted and observed TP for all Hillsborough Bay stations. ........................ 52
Figure 3-1

Sensitivity function for dissolved oxygen (reproduced from Gupta et al., 2003).
................................................................................................................ 58

Figure 3-2

Sensitivity function for pH (reproduced from Gupta et al., 2003). ................. 59

Figure 3-3

Sensitivity function for biochemical oxygen demand (reproduced from Gupta et
al., 2003). ................................................................................................. 59

Figure 3-4

Sensitivity function for temperature (reproduced from Gupta et al., 2003). ... 60

Figure 3-5

Sensitivity function for total suspended solids (reproduced from Gupta et al.,
2003)........................................................................................................ 60

Figure 3-6

Sensitivity function for turbidity (reproduced from Gupta et al., 2003). ......... 61

Figure 3-7

Dissolved oxygen concentration subindex (reproduced from Cude, 2001). ..... 64

Figure 3-8

Dissolved oxygen (percent saturation) subindex (reproduced from Cude, 2001).
................................................................................................................ 64

Figure 3-9

Biochemical oxygen demand subindex (reproduced from Cude, 2001). ......... 65

Figure 3-10 Ammonia + Nitrate subindex (reproduced from Cude, 2001). ....................... 65
Figure 3-11 Total suspended solids subindex (reproduced from Cude, 2001). .................. 66
Figure 3-12 pH subindex (reproduced from Cude, 2001). ............................................... 66
Figure 3-13 Fecal coliform subindex (reproduced from Cude, 2001). ............................... 67
Figure 3-14 Monthly Index values for IWQI, OWQI, and CWQI (1980-2009). .................. 72
Figure 3-15 Annual Index values for IWQI, OWQI, and CWQI (1980-2009). .................... 74
Figure 3-16 Sample trend results for the OWQI (1980-2009).......................................... 77
Figure 3-17 Sample of seasonal univariate results for OWQI. ......................................... 78
Figure 3-18 Sample correlogram Annual Index values for IWQI, OWQI, and CWQI (19802009)........................................................................................................ 79
v

Figure 3-19 Annual Index values for IWQI, OWQI, and CWQI (1980-2009). .................... 80
Figure 4-1

Location of EPCHC water quality sampling stations in Hillsborough Bay. ........ 87

Figure 4-2

Histogram of monthly chlorophyll a concentrations from sampling stations in
Hillsborough Bay (1985-2007). ................................................................... 88

Figure 4-3

Histogram of monthly chlorophyll a concentrations from sampling stations in
Hillsborough Bay (2000)............................................................................. 89

Figure 4-4

Box-and-whisker plot of annual chlorophyll a concentrations in Hillsborough
Bay. .......................................................................................................... 92

Figure 4-5

Cumulative Distribution Function (CDF) plot of chlorophyll a concentrations in
Hillsborough Bay, 1999. ............................................................................100

Figure 4-6

Mean of chlorophyll a from the probability distribution (Mean PD) and
descriptive statistics (Mean DS). ................................................................104

Figure 4-7

Median of chlorophyll a from the probability distribution (Median PD) and
descriptive statistics (Median DS). .............................................................105

Figure 4-8

Standard deviation of chlorophyll a from the probability distribution (StdDev
PD) and descriptive statistics (StdDev DS). .................................................106

Figure 4-9

95% confidence intervals for the median chlorophyll a based on the naïve
method and the method of Hoare (2008). ..................................................108

Figure 4-10 95% confidence intervals for the mean chlorophyll a based on the Cox method
and the method of Hoare (2008). ..............................................................112
Figure 5-1

Main segments of the Tampa Bay and accompanying watersheds................117

Figure 5-2

Time-series of predicted and observed chlorophyll a concentrations in
Hillsborough Bay, 1989-2007. ....................................................................128

Figure 5-3

Time-series of predicted and observed chlorophyll a concentrations in
Hillsborough Bay, 1989-2007. ....................................................................128

Figure 6-1

Location of 1,062 USHCN daily temperature sampling stations in the contiguous
United States............................................................................................137

Figure 6-2

Location of randomly placed grid points (150 km apart). .............................138

Figure 6-3

USHCN sampling stations (black dots) and grid points (green dots). ............138

Figure 6-4

Comparison of annual average temperature from USHCN Version 1 (solid line),
USHCN Version 2 (long dashed line) and ISDW method (short dashed line). 140

vi

Figure 6-5

Time series of difference between annual average temperature from USHCN
Versions 1 & 2 and ISDW methods (ISDW – USHCN Version 1; ISDW – USHCN
Version 2). ...............................................................................................142

vii

List of Tables
Table 1-1

Comparison of Hillsborough Bay land use (acres) between 1990 and 2009. ... 16

Table 1-2

Comparison of Hillsborough Bay land use (%) between 1990 and 2009. ....... 17

Table 1-3

Long-term trend tests for Hillsborough Bay (1974-2007). ............................. 19

Table 1-4

Short-term trend tests for Hillsborough Bay (1995-2007). ............................ 19

Table 2-1

Water quality model parameters. ................................................................ 28

Table 2-2

Water surface elevation calibration statistics, cells with continuous recorder
elevation data. .......................................................................................... 36

Table 2-3

Salinity calibration statistics, cells with EPCHC ambient water quality monitoring
station data. .............................................................................................. 41

Table 2-4

Temperature calibration statistics, cells with EPCHC ambient water quality
monitoring station data. ............................................................................. 44

Table 2-5

Chlorophyll a calibration statistics, cells with EPCHC ambient water quality
monitoring station data. ............................................................................. 47

Table 2-6

Bottom dissolved oxygen calibration statistics, cells with EPCHC ambient water
quality monitoring station data. .................................................................. 49

Table 2-7

TN calibration statistics, cells with EPCHC ambient water quality monitoring
station data. .............................................................................................. 51

Table 2-8

TP calibration statistics, cells with EPCHC ambient water quality monitoring
station data. .............................................................................................. 53

Table 3-1

Values of water quality parameters corresponding to 0.9, 0.5, and 0.1 values of
sensitivity functions (reproduced from Gupta et al., 2003)............................ 57

Table 3-2

Weights for water quality parameters of IWQI (Gupta et al., 2003). ............. 58

Table 3-3

IWQI classification categories used for evaluating water quality (Gupta et al.,
2003)........................................................................................................ 61

Table 3-4

OWQI classification categories used for evaluating water quality (Cude, 2001).
................................................................................................................ 68
viii

Table 3-5

Water quality constituents used in the CWQI, along with standards upon which
samples were evaluated. ............................................................................ 71

Table 3-6

CWQI classification categories used for evaluating water quality (CCME, 2001).
................................................................................................................ 71

Table 3-7

Monthly statistics of IWQI, OWQI, and CWQI (1980-2009). ......................... 73

Table 3-8

Annual average values of IWQI, OWQI, and CWQI (1980-2009). .................. 75

Table 3-9

Annual statistics of IWQI, OWQI, and CWQI (1980-2009). ........................... 75

Table 3-10

Long-term trend tests for Hillsborough Bay Water Quality Indices (1985-2007).
................................................................................................................ 81

Table 3-11

Long-term trend tests for Hillsborough Bay (1974-2007). ............................. 82

Table 3-12

Short-term trend tests for Hillsborough Bay (1995-2007). ............................ 82

Table 4-1

Descriptive statistics of chlorophyll a concentrations in Hillsborough Bay by
year. ......................................................................................................... 90

Table 4-2

Parameter estimates for the three-parameter lognormal distribution of
chlorophyll a data in Hillsborough Bay......................................................... 99

Table 4-3

Goodness-of-fit statistics for the three-parameter lognormal distribution of
chlorophyll a data in Hillsborough Bay........................................................101

Table 4-4

Probability Distribution statistics of chlorophyll a concentrations in Hillsborough
Bay by year. .............................................................................................103

Table 4-5

Confidence intervals for the median chlorophyll a concentrations based on the
naïve method and the method of Hoare (2008). .........................................109

Table 4-6

Confidence intervals for the mean chlorophyll a concentrations based on the
Cox method and the method of Hoare (2008). ...........................................113

Table 5-1

Variable names and descriptions. ...............................................................119

Table 5-2

Correlation matrix of response variable (chlorophyll a) and potential
explanatory variables. ...............................................................................124

Table 5-3

Ranking of explanatory variables to predict annual average chlorophyll a
concentrations in Hillsborough Bay, Florida. ...............................................124

Table 5-4

Ranking of explanatory variables (including interaction terms) to predict annual
average chlorophyll a concentrations in Hillsborough Bay, Florida. ...............126

Table 5-5

Predicted and observed chlorophyll a concentrations in Hillsborough Bay, 19892007. .......................................................................................................129
ix

Table 6-1

Comparison of radius values used to calculate average annual temperature. 139

Table 6-2

Ranking of warmest annual average temperatures in degrees Fahrenheit. ...143

Table 6-3

Summary of nonparametric seasonal Kendall trend test. .............................143

x

Abstract

Nutrient pollution has been identified as a significant threat to U.S. coastal and
estuarine water quality. Though coastal and estuarine waters need nutrients to maintain a
healthy, productive ecosystem, excess nutrients can lead to eutrophication.

There are

significant potential negative consequences associated with eutrophication, including loss of
habitat, loss of economic activity, and direct threats to human health. Hillsborough Bay
experienced eutrophication in the 1960s and 1970s due to a rapidly growing population and
associated increases in nutrient pollution. These eutrophic conditions led to more frequent
phytoplankton and macroalgae blooms and declines in seagrasses.

To address these

problems, a series of actions were taken including legislation limiting nutrient concentrations
from domestic wastewater treatment plants, development of water quality and nutrient
loading targets, and establishment of seagrass restoration and protection goals. Since the
1970s, water quality improvements and increasing seagrass acreages have been
documented throughout Tampa Bay. In the current study, a series of analyses and tools
are developed to obtain a more in depth understanding of water quality in Hillsborough Bay.
The first tool is a linked hydrodynamic and water quality model (Environmental Fluid
Dynamics Code) of Hillsborough Bay which can be employed to predict water quality
responses to proposed management actions. In the second part of the study, a series of
water quality indices were evaluated. The most appropriate index for determining overall
water quality in Hillsborough Bay was identified. Chlorophyll a is one of the constituents in
the water quality index and is currently used to evaluate annual water quality conditions in
xi

Hillsborough Bay.

Therefore, the statistical distribution that describes chlorophyll a

concentrations in Hillsborough Bay was identified and robust confidence intervals were
developed

to

better

understand

the

uncertainty

associated

with

chlorophyll

a

measurements. Previous work linked chlorophyll a concentrations in Hillsborough Bay to
explanatory variables based on monthly estimates.
develop water quality targets for the system.

These relationships were used to

In this study, the previously developed

relationship was revisited, resulting in an improved statistical model that is more robust.
This improved model can also be used to evaluate the previously proposed targets and to
better predict future changes due to climate change, sea level rise, and management
actions. Lastly, a new method was developed to estimate atmospheric temperature in the
contiguous United States.

xii

Chapter 1
1 Review of Water Quality

Nutrient pollution has been identified as the greatest threat to U.S. coastal water
quality (Whitall et al., 2007; Scavia and Bricker, 2006; Boesch et al., 2001; NRC, 2000; CSO,
1999). The sources of nutrient pollution are numerous and include domestic and industrial
point sources, wet and dry atmospheric deposition, nonpoint source runoff, springs,
groundwater, and septic tanks. Though coastal and estuarine waters need some supply of
nutrients to maintain a healthy, productive ecosystem, excess nutrient supply can lead to
eutrophication.

There are significant potential negative consequences associated with

eutrophication, including loss of habitat, loss of economic activity, and direct threats to
human health (Whitall et al., 2007). These consequences are often intertwined and can be
far reaching.
The symptoms of eutrophication include increases in hypoxia and anoxia, habitat
degradation (e.g., loss of submerged aquatic vegetation), alteration of food-web structure,
loss of biodiversity, and increased frequency, spatial extent, and duration of harmful algal
blooms (Howarth, 2008; Howarth et al., 2000; NRC, 2000; Boesch, 2002).

The loss of

submerged aquatic vegetation (i.e., seagrasses) is of particular importance as these plants
provide critical habitat for juvenile populations of fishes and other organisms. This loss of
habitat can lead to negative impacts to tourism and commercial and recreational fisheries
(Lipton and Hicks, 1999; 2003). In addition, the weakening of native flora and fauna may
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provide an opportunity for colonization by invasive species, with long-term negative impacts
(Whitall et al., 2007).
In this chapter, a brief introduction of the larger study area, Tampa Bay, is
presented.

This is followed by a more detailed description of the specific study area,

Hillsborough Bay, including analysis of land use and water quality. Lastly, a summary of the
remaining chapters is presented.
1.1

Tampa Bay
Tampa Bay is located on the central, west coast of Florida and drains into the Gulf of

Mexico (Figure 1-1). The bay is bounded by the City of Tampa in the north and the City of
Saint Petersburg in the west.

The Tampa Bay watershed (Figure 1-1) is comprised of

portions of six different Florida counties including Pasco County in the north, Pinellas County
in the west, Hillsborough County, Polk County in the east, and Manatee and Sarasota
counties in the south.
There are four major rivers that drain into Tampa Bay: the Hillsborough River, the
Alafia River, the Little Manatee River, and the Manatee River (Figure 1-1). Two of these
rivers, the Hillsborough and Manatee rivers, have dams and are managed systems.

In

addition to the four main rivers, the Tampa Bypass Canal also drains to Tampa Bay. The
Tampa Bypass Canal is a system of canals and structures that was designed as part of a
flood control project which was completed by the Army Corps of Engineers (ACOE) and the
Southwest Florida Water Management District (SWFWMD) in 1981 as part of the Four
Basins Project (HDR, 1994).

The Tampa Bypass Canal, as suggested by its name, was

designed to allow water from the Hillsborough River to be diverted through the bypass canal

2

to McKay Bay and on to Tampa Bay, thus reducing the risk of flooding in the City of Tampa
due to extreme flows in the Hillsborough River.
Tampa Bay is the largest open water estuary in Florida at approximately 1,000 km2.
The Tampa Bay watershed is roughly 5,800 km2, resulting in a land to water ratio of
approximately 5.8:1.

Figure 1-1

Tampa Bay watershed and location map.
3

As with many areas in Florida, the Tampa Bay area has experienced significant
population growth since the early 1900s. Data from the Census Bureau reveals that the
population of the three counties that make up the majority of the Tampa Bay area
(Hillsborough, Pinellas, and Manatee counties) grew from approximately 135,000 in 1920 to
2,423,000 in 2010 (Figure 1-2). This is an 18-fold increase in population in just 90 years.
There was a clear acceleration of the population after 1950 and there appears to have been
a slowing between 2000 and 2010. The largest decadal difference in population occurred
between 1950 and 1960, which saw a 90% increase (from 443,847 in 1950 to 841,621 in
1960). The smallest decadal difference was documented between 2000 and 2010, with an
11% increase (from 2,184,432 in 2000 to 2,422,691 in 2010).
2.5

Hillsborough
Pinellas
Manatee

Population (Millions)

2.0

1.5

1.0

0.5

0.0
1920
Figure 1-2

1930

1940

1950

1960

1970

1980

1990

2000

2010

Population of the three main counties in the Tampa Bay watershed
(Source: U.S. Census Bureau).
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This rapid growth in the population in the Tampa Bay area has been accompanied by
an increase in nutrient inputs to the bay. This increase in nutrients to the system leads to
degraded water quality and limits human use of valuable estuarine resources (Bricker et al.,
1999).
1.1.1

Historical Water Quality
As anticipated by the rapid increase in the population of the Tampa Bay Area, water

quality in Tampa Bay declined from the 1950s to the 1970s. One of the main contributors
to this decline in water quality was the increased discharges of partially treated sewage,
with large amounts of nutrients, directly to the estuary.

As a result of the increased

nutrient inputs, algae blooms and fish kills were common in the 1970s.

The poor water

quality and accompanying increases in chlorophyll a led to a nearly 50% decline in seagrass
coverage in the bay (TBNMC, 2010). In addition to the decline in water quality due to
increased nutrient inputs, unregulated dredge and fill operations exacerbated the problems
as these activities clouded the water and the “reclaimed” lands were permanently removed
from the estuary, thus removing the potential re-colonization of seagrasses in these areas.
Since 1980, water quality in Tampa Bay has been improving, largely because of
improvements made to wastewater and stormwater treatment, reductions in point source
loads, conversion from surface water discharges to reuse, and limits on dredge and fill
activities (TBEP, 2006).

A major victory for water quality in Tampa Bay came with the

passage of the Grizzle-Figg act of 1978 (Florida Statute 403.086), which required all
wastewater treatment plants in the Tampa Bay watershed to achieve advanced wastewater
treatment (AWT) standards within three years. Specifically, all wastewater treatment plants
were required to meet discharge limitations for nutrients of 5 mg/l for biological oxygen
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demand, 5 mg/l for suspended solids, 3 mg/l for total nitrogen, and 1 mg/l for total
phosphorus. Around the time of the passage of Grizzle-Figg, the City of Tampa upgraded
the Howard F. Curren Waste Water Treatment Plant to advanced wastewater treatment,
greatly increasing nutrient removal and significantly reducing the amount of nitrogen being
discharged into the bay.

On the western shore of the bay, the City of St. Petersburg

pioneered the first large-scale reclaimed wastewater program in the United States, reusing
treated wastewater for irrigation of lawns and golf courses rather than discharging it into
the bay (TBNMC, 2010).

In 1985, stricter stormwater treatment regulations (Florida

Administrative Code: 40D-4; 40E-40) were enacted, thus further reducing the input of
nutrients to the bay.
1.2

The Tampa Bay Estuary Program
The Tampa Bay Estuary Program (TBEP) was established by Congress in 1991 to

assist the Tampa Bay region in developing and implementing a comprehensive plan to
restore and maintain the bay. The TBEP is a partnership between the U.S. Environmental
Protection Agency (EPA), Florida Department of Environmental Protection (FDEP),
Southwest Florida Water Management District (SWFWMD), Hillsborough County, Pinellas
County, Manatee County, and the cities of Tampa, St. Petersburg, and Clearwater (TBEP,
2006).
“The mission of the Tampa Bay Estuary Program is to build partnerships to
restore and protect Tampa Bay through implementation of a scientifically
sound, community-based management plan.” (TBEP 2006)
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For management purposes, the TBEP has divided Tampa Bay into seven “bay
segments”; Old Tampa Bay, Hillsborough Bay, Middle Tampa Bay, Lower Tampa Bay, Boca
Ciega Bay, Terra Ceia Bay, and Manatee River (Figure 1-3).

The four main segments

consist of Old Tampa Bay, Hillsborough Bay, Middle Tampa Bay, and Lower Tampa Bay
(Figure 1-3).

Figure 1-3

Tampa Bay segments as defined by the TBEP.
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One of the first major accomplishments of the TBEP was the development of the
Tampa Bay Comprehensive Conservation and Management Plan (CCMP) (TBNEP, 1996),
which established the restoration of seagrass in the bay to levels estimated in the 1950s as
a primary goal for overall bay restoration (Janicki Environmental, 2011a). The CCMP was
subsequently updated in 2006 (TBEP, 2006).

In addressing the goal of seagrass

restoration, a conceptual paradigm was developed to identify the primary, manageable
factors thought to influence the recovery and sustainability of seagrasses within Tampa Bay.
It was determined that excess nitrogen loads were causing increased chlorophyll a and
decreased water clarity, thus negatively impacting seagrasses.

Therefore, nitrogen

loadings, chlorophyll a, and water clarity were the key indicators by which seagrass recovery
could be managed. A number of studies in the 1990s clearly established that nitrogen was
the limiting nutrient in the Tampa Bay estuary and that phosphorus loadings to the bay
from the enriched Bone Valley region were not controlling estuarine phytoplankton
production (Janicki Environmental, 2011a).
Since the establishment of the TBEP, its partners have made significant investments
of capital and personnel to achieve the goals as set out in the CCMP. Public and private
parties that comprise the TBEP management and policy boards unanimously adopted a
strategy that limits nutrient loading to the four main bay segments of Tampa Bay (TBNMC,
2010). As discussed in the conceptual paradigm above, these limits are intended to ensure
that adequate water clarity and light levels are maintained in the bay to promote seagrass
recovery and maintenance. These limits also provide a balance between the recovery of
seagrass resources and maintaining and enhancing the phytoplankton-based food web and
fisheries production long recognized in Tampa Bay (Janicki Environmental, 2011a). To
further reinforce their commitment to maintaining these ecosystem-based restoration goals
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for Tampa Bay, local government and agency partners formally adopted an Interlocal
Agreement in 1998 (TBNMC,2010).
Another major milestone of the TBEP occurred in August 1996, when the TBEP’s
governmental partners joined forces with key industries in the Tampa Bay region to create
the Tampa Bay Nitrogen Management Consortium (TBNMC), an ad-hoc public/private
partnership. The mission of the TBNMC is to implement an Action Plan to meet the
protective nutrient load targets developed for Tampa Bay. As discussed above, numerous
studies undertaken during the 1990s led researchers to conclude that controlling nitrogen
loads to the bay should be the primary watershed management focus to limit phytoplankton
production, improve bay water clarity, and restore and sustain seagrasses (TBNMC, 2010).
The EPA recognized a 1998 action by the FDEP that proposed a total maximum load
(“federally-recognized TMDL”) of nitrogen that could be discharged to the bay annually and
still meet the narrative state water quality standards related to nutrients. In November
2002, the FDEP concluded that the TBNMC’s nitrogen management strategy provided
“reasonable assurance” that the narrative state water quality criteria for nutrients would be
met in the main segments of Tampa Bay. Both FDEP’s reasonable assurance determination
and the total maximum nitrogen loading recognized by EPA are based on statistical
modeling and data analyses which have been peer-reviewed by the TBEP, its partners, and
state and federal regulators. A five-year renewal of the Tampa Bay Reasonable Assurance
was recently approved by order of the FDEP Secretary (Janicki Environmental, 2011a).
In addition to the loading targets that have been adopted for the segments of
Tampa Bay, segment specific targets have been established for seagrasses, chlorophyll a
and water clarity. Chlorophyll a and water clarity targets are assessed annually for the four
main segments of Tampa Bay. This annual assessment of the water quality conditions in
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the four mainstem segments of the bay is accomplished by completion of the previously
developed Decision Matrix, which compares annual average chlorophyll a and light
conditions for the four main segments of Tampa Bay to their segment-specific targets and
thresholds (Janicki et al., 2000). Because of natural variability in the system, a distinction
was made between a target, i.e., a desired chlorophyll a concentration and a threshold,
i.e., a chlorophyll a concentration above which undesirable chlorophyll a concentrations
exist.
1.2.1

Recent Water Quality and Seagrasses
A recent annual evaluation of chlorophyll a concentrations in the four main segments

of Tampa Bay reveals that chlorophyll a

targets (referred to as “TBEP Target”) and

thresholds (referred to as the “Large mag. FDEP target”) were achieved in all four main bay
segments of Tampa Bay in 2010 (Figure 1-4) (reproduced from TBEP, 2011). As discussed
above, large reductions in chlorophyll a concentrations can be seen in all four segments in
the mid-1980s, after Grizzle-Figg went into effect. Although highly variable, chlorophyll a
concentrations have remained stable or continued to decline since the mid-1980s in all
segments.

Therefore, the TBNMC nitrogen loading strategy continues to achieve water

quality targets in the four main segments of Tampa Bay.
It is clear from these plots that concentrations are not the same for all segments and
therefore it is logical to assume that the targets should not be the same for all segments.
For example, Hillsborough Bay clearly has the highest chlorophyll a concentrations. This is
not surprising as Hillsborough Bay drains over half of the entire Tampa Bay watershed and
has a very small water surface area. If one were to apply the target from Hillsborough Bay
to the other segments, these other segments would be allowed to degrade substantially
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before the target would be exceeded. On the other hand, applying the target from Lower
Tampa Bay, which is open to the Gulf of Mexico and has much lower concentrations of
chlorophyll a and nutrients, to Hillsborough Bay would likely prove to be an impossible
target to attain.

Figure 1-4

Mean annual chlorophyll a concentrations for each of the four major
bay segments, 1974-2010. (Data source: EPCHC).

In addition to the analysis of chlorophyll a concentrations, seagrass acreages from
were evaluated against the seagrass target for Tampa Bay. SWFWMD has been estimating
seagrass acreages in Tampa Bay, roughly bi-annually, since the 1980s based on analysis of
aerial photography. There is a general trend of increasing seagrass acreage in Tampa Bay,
with the exception of the small decline that was documented between 1996 and 1999. This
11

reduction coincided with the El Niño event of 1997-1998. El Niño events typically result in
extremely wet winters in the Tampa Bay watershed (Schmidt, et al., 2001; Schmidt, et al.,
2004; Schmidt and Luther, 2002). The results of the most recent seagrass survey revealed
an increase of approximately 3,250 acres between 2008 and 2010 (Figure 1-5). Although
below the overall target of 38,000 acres, seagrass acreages in 2010 were the highest they
have been since the 1950s estimate and continue to increase. Though there is clearly more
work to be done, these results provide further evidence that the efforts of the TBEP, the
TBNMC, and their partners are having the intended effect.

Figure 1-5

1.3

Tampa Bay seagrass acreage. (Data source: SWFWMD).

Hillsborough Bay
Hillsborough Bay is in the northeast corner of Tampa Bay. The bay is bounded by

the City of Tampa to the west and north and by the City of Brandon in the east. The
Hillsborough Bay watershed is primarily in Hillsborough County, but with substantial areas in
12

Pasco and Polk counties as well (Figure 1-1). Hillsborough Bay is the smallest of the four
main segments of Tampa Bay (Figure 1-3) in terms of water surface (106 km2). However,
the Hillsborough Bay watershed (3,213 km2) is the largest of the four main segment
watersheds, comprising 55% of the total Tampa Bay watershed. The land to water area
ratio of Tampa Bay is 5.8:1, while the land to water ratio of Hillsborough Bay is 30:1.
Hillsborough Bay, like Tampa Bay, is quite shallow (mostly < 4 meters) with the exception
of shipping channels and the Port of Tampa.
Three major tributaries discharge to Hillsborough Bay; the Hillsborough River, the
Tampa Bypass Canal, and the Alafia River. Of the three major tributaries, the Hillsborough
River and the Tampa Bypass Canal are highly controlled systems, while the Alafia River has
no control structures. These three tributaries account for more than 50% of the freshwater
inflow to Tampa Bay (Flannery, 1989), with just over 30% coming from the Hillsborough
River/Tampa Bypass Canal system (Lewis and Estevez, 1988). Though the Alafia River has
no structures on the river, a considerable portion of the Alafia River watershed is comprised
of phosphate mining operations.
As mentioned above, the Tampa Bay area has experienced a considerable increase
in population since 1920. Hillsborough County has grown from a population of 88,257 in
1920 to 1,195,317 in 2010, a nearly 14-fold increase. As expected, this rapid growth in
population has been accompanied by changes in land use as undeveloped rural lands have
been developed.
1.3.1

Land Use
A map of the 2009 landuse in the watershed is presented in Figure 1-6. Summaries

of landuse over the last twenty years in the Hillsborough Bay watershed are presented in
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Table 1-1 (acreages) and Table 1-2 (relative percentages). As can be seen in Figure 1-6
and Table 1-2, the watershed is dominated by the urban landuse category (32.2%) in 2009,
followed by pasture and rangeland (21.8%) and freshwater and wetlands (21.1%). Mining
also represents a significant percentage of the landcover in 2009 (12.7%), followed by
forest and barren land (8.1%) and lastly agricultural (4%).

Four landuse subcategories

accounted for nearly half of the Hillsborough Bay watershed in 2009: pasture (12.9%),
mining (12.7%), forested freshwater wetlands (12.5%) and low density residential (10.1%).
As anticipated, the greatest increase in a landuse category between 1990 and 2009
was an increase of approximately 88,000 acres (11% of the total land area) in the urban
category as the population of Tampa Bay continued to grow. Though all urban landuse
subcategories increased between 1990 and 2009, the greatest increases were in the high
and low density residential subcategories which experienced approximately 75% increases
relative to 1990 acreages. As the population of Tampa expanded to the north and east, the
greatest decrease in a landuse category was a decrease of approximately 81,000 acres
(10% of the total land area) in the pasture and rangeland category, with a majority of this
being converted to urban land.

The pasture subcategory decreased by 38% relative to

1990, while the rangelands subcategory decreased by 21% relative to 1990. The amount of
land that was classified as mining was relatively stable during the period, between 11.512.9%.

14

Figure 1-6

Hillsborough Bay landuse, 2009. (Data source: SWFWMD).
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Table 1-1

Comparison of Hillsborough Bay land use (acres) between 1990 and
2009.

Land Use Type

1990

1995

1999

2005

2009

Low Density Residential

45,306

48,095

52,210

67,314

79,948

Medium Density Residential

43,283

46,036

47,701

51,147

54,669

High Density Residential

33,465

36,212

41,091

53,749

58,184

Commercial

18,018

19,810

21,338

23,446

23,959

Industrial

6,706

6,971

7,288

8,994

10,648

Transportation/Utilities

21,462

21,711

23,248

26,481

28,636

168,240

178,835

192,876

231,131

256,044

93,920

97,906

102,117

91,476

101,207

93,920

97,906

102,117

91,476

101,207

Groves

28,210

31,766

30,895

21,716

13,049

Feedlots

2,011

2,076

2,045

1,607

1,142

Nursery

2,442

2,441

2,715

4,726

4,609

Row and Field Crops

10,000

15,858

14,370

14,570

12,787

42,663

52,141

50,025

42,619

31,588

Rangelands

89,975

75,217

70,685

66,689

70,704

Pasture

163,570

160,652

148,619

121,264

102,096

253,545

235,869

219,304

187,953

172,801

Barren Lands

3,418

1,681

2,787

14,863

1,683

Upland Forests

78,156

76,117

74,522

72,001

62,975

81,574

77,798

77,309

86,864

64,657

Freshwater

19,973

23,949

26,320

27,352

28,988

Forested Freshwater Wetlands

101,812

97,920

96,229

94,163

99,361

Non-Forested Freshwater Wetlands

30,775

29,904

30,145

32,541

39,385

152,560

151,773

152,694

154,056

167,734

Urban
Mining
Mining

Agricultural

Pasture & Rangeland

Forest & Barren

Freshwater & Wetlands
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Table 1-2

Comparison of Hillsborough Bay land use (%) between 1990 and
2009.

Land Use Type

1990

1995

1999

2005

2009

Low Density Residential

5.7

6.1

6.6

8.5

10.1

Medium Density Residential

5.5

5.8

6.0

6.4

6.9

High Density Residential

4.2

4.6

5.2

6.8

7.3

Commercial

2.3

2.5

2.7

3.0

3.0

Industrial

0.8

0.9

0.9

1.1

1.3

Transportation/Utilities

2.7

2.7

2.9

3.3

3.6

21.2

22.6

24.3

29.1

32.2

11.9

12.3

12.9

11.5

12.7

11.9

12.3

12.9

11.5

12.7

Groves

3.6

4.0

3.9

2.7

1.6

Feedlots

0.3

0.3

0.3

0.2

0.1

Nursery

0.3

0.3

0.3

0.6

0.6

Row and Field Crops

1.3

2.0

1.8

1.8

1.6

5.5

6.6

6.3

5.3

4.0

Rangelands

11.4

9.5

8.9

8.4

8.9

Pasture

20.6

20.2

18.7

15.3

12.9

32.0

29.7

27.6

23.7

21.8

Barren Lands

0.4

0.2

0.4

1.9

0.2

Upland Forests

9.9

9.6

9.4

9.1

7.9

10.3

9.8

9.8

11.0

8.1

Freshwater

2.5

3.0

3.3

3.4

3.7

Forested Freshwater Wetlands

12.8

12.3

12.1

11.9

12.5

Non-Forested Freshwater Wetlands

3.9

3.8

3.8

4.1

5.0

19.2

19.1

19.2

19.4

21.1

Urban
Mining
Mining

Agricultural

Pasture & Rangeland

Forest & Barren

Freshwater & Wetlands
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1.3.2

Water Quality
Despite the continued increase in the population in the Hillsborough Bay watershed

and the increase in urban lands, water quality in Hillsborough Bay has improved during the
1990-2009 period and seagrass acreages have increased. To determine whether or not the
documented changes in water quality were statistically significant, Seasonal Kendall-Tau
non-parametric trend tests were run. A more comprehensive summary of the trend tests
and the results are presented in Chapter 3. The trend tests were run for 1974-2007 to
investigate long-term trends (Table 1-3) and from 1995-2007 to evaluate short-term trends
(Table 1-4).
The results of the trend tests for the long-term and short-term periods confirm that
the improvements documented in Hillsborough Bay water quality were significant.
Chlorophyll a, TN, TP, turbidity, and BOD all displayed significant decreasing trends at both
long-term and short-term scales. Secchi disc depth had significant increasing trends, a sign
of increased water clarity, at both time scales.

Lastly, dissolved oxygen showed no

statistical difference at either the long-term or short-term scale, indicating that dissolved
oxygen levels were statistically unchanged.

It is interesting to note that while all other

major water quality constituents of concern showed statistically significant improvements,
dissolved oxygen was unchanged.
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Table 1-3

Long-term trend tests for Hillsborough Bay (1974-2007).

Water Quality
Constituent
Chlorophyll a
Total Nitrogen
Total Phosphorus
Secchi depth
Dissolved Oxygen
Turbidity
BOD
Table 1-4

Kendall Tau
Slope Coef.
-0.451
-0.017
-0.031
0.071
-0.007
-0.073
-0.059

Test
Statistic
-0.434
-0.346
-0.763
0.433
-0.059
-0.210
-0.394

p-value
<0.0001
0.0010
<0.0001
<0.0001
0.1040
0.0071
<0.0001

Short-term trend tests for Hillsborough Bay (1995-2007).

Water Quality
Constituent
Chlorophyll a
Total Nitrogen
Total Phosphorus
Secchi depth
Dissolved Oxygen
Turbidity
BOD

1.4

Nonparametric
Trend
Decreasing
Decreasing
Decreasing
Increasing
None
Decreasing
Decreasing

Nonparametric
Trend
Decreasing
Decreasing
Decreasing
Increasing
None
Decreasing
Decreasing

Kendall Tau
Slope Coef.
-0.199
-0.035
-0.011
0.113
-0.012
-0.171
-0.034

Test
Statistic
-0.126
-0.500
-0.361
0.304
-0.046
-0.323
-0.128

p-value
0.0393
0.0029
<0.0001
0.0191
0.4594
<0.0001
0.0375

Additional Chapters
The main focus of this dissertation is to enhance the understanding of water quality,

and the factors that influence water quality, in Hillsborough Bay, Florida. This dissertation
builds on the experience and analyses of numerous researchers and managers that have
contributed to the ever growing body of knowledge pertaining to water quality and the
estuarine environment in Tampa Bay in general and Hillsborough Bay specifically. A brief
summary of the work presented in the main body of this dissertation is presented in the
subsections that follow.
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1.4.1

Focus of Chapter Two
In Chapter Two, the application and calibration of a mechanistic hydrodynamic and

water quality model (Environmental Fluid Dynamics Code) of Hillsborough Bay is presented.
The hydrodynamic and water quality components of the model are briefly discussed,
followed by a summary of the data used to “drive” the model, an analysis of the calibration
of both the model hydrodynamic and water quality constituents, and lastly a comparison of
the results of other models developed for similar environments in Florida.
Calibration of the hydrodynamic and water quality portions of the EFDC model
showed strong agreement between predicted and observed constituent values.

The

average model skills with regard to elevation, salinity, and temperature were in the range of
0.96 to 0.99, indicating very strong agreement between predicted and observed values.
The hydrodynamics of the model compared well to a selection of other hydrodynamic
models in Florida.
With regard to water quality constituents, the Hillsborough Bay model also
performed very well. Though agreement between predicted and observed water quality
variables was not as strong as the agreement between predicted and observed
hydrodynamic constituents, the water quality constituents were calibrated successfully, with
significant improvements relative to the recent model of Charlotte Harbor (Kim et al., 2010)
for all constituents except dissolved oxygen.
1.4.2

Focus of Chapter Three
The main purpose of this chapter is to evaluate the applicability of three different

water quality indices to determine which index best mimics the changing water quality in
Hillsborough Bay, Florida. The three water quality indices are referred to as the India Water
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Quality Index (IWQI) (Brown et al., 1972), the Oregon Water Quality Index (OWQI) (Cude,
2001), and the Canada Water Quality Index (CWQI) (CCME, 2001).
Similar to trend tests of water quality constituents in Hillsborough Bay, both the
OWQI and the CWQI displayed highly significant increasing trends in Hillsborough Bay,
while the IWQI showed no trend. None of the water quality indices rated Hillsborough Bay
water quality as “excellent” during the period from 1980 through 2009. This is consistent
with the findings of Greening and Janicki (2006) who documented improvements in water
quality and increasing seagrass acreages, though seagrasses have not yet met the target
set for Tampa Bay.
1.4.3

Focus of Chapter Four
To better understand water quality in Hillsborough Bay, an exhaustive analysis of the

statistical properties of chlorophyll a, one of the main constituents used to evaluate water
quality, is imperative. In this chapter have identified the probability density function (PDF)
of chlorophyll a concentrations in Hillsborough Bay and determined if the annual mean
values that are used to evaluate water quality are good estimates of the true mean. In
addition, confidence intervals of the mean and median were calculated and presented.
Though efforts were made to quantify the uncertainty associated with the
chlorophyll a concentration data in previous work (Janicki and Wade, 1996), defensible
confidence intervals on the mean or median were not presented.

As a result of this study,

it has been documented that the three-parameter lognormal distribution fits chlorophyll a
concentration data in Hillsborough Bay well. In addition, robust confidence intervals have
been developed which should allow researchers to improve previously developed empirical
relationships and provide more defensible management targets.
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1.4.4

Focus of Chapter Five
In previous work performed for the TBEP, Janicki and Wade (1996) and Janicki et al.

(2000) developed defensible relationships between nutrient supply to the four main
segments of Tampa Bay and resultant chlorophyll a concentrations in those segments based
on monthly data.

In addition to relationships between nutrients and chlorophyll a,

defensible statistical relationships were developed between chlorophyll a concentrations and
light availability for seagrasses.

The aim of this chapter was to revisit the previously

developed statistical relationships linking nutrient loads and chlorophyll a concentrations in
Hillsborough Bay in light of the increase in the amount of data available.
Considerable effort was employed to develop statistically defensible models based on
the monthly data, however these models left a considerable amount of the variation in
chlorophyll a unexplained.

Therefore, we investigated statistical relationships between

chlorophyll a and potential explanatory variables based on annual data. The current study
ranked nitrogen loads as the primary variable influencing chlorophyll a concentrations in
Hillsborough Bay. This is consistent with the findings of Janicki and Wade (1996), who
identified nitrogen loadings as the explanatory variable of concern when addressing water
quality in Tampa Bay. However, organic nitrogen concentrations, nitrogen to phosphorus
ratios, and interactions between temperature and pH were also identified as significant
explanatory variables in the current study. Analysis of the monthly N:P reveals a general
increasing trend in the N:P during the period of this study, suggesting that if this trend
continues, co-limitation may be a concern in the future. Also, the significant interaction
between temperature and pH suggests the necessity for a more thorough investigation of
the potential impacts of predicted future climate change and ocean acidification on water
quality in Tampa Bay.
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1.4.5

Focus of Chapter Six
In the study of climate change, temperature is one of the most important variables,

along with greenhouse gases like carbon dioxide. Due to the increased attention given to
the subject of climate change, the need for accurate, unbiased temperature records is of
paramount importance. The purpose of the chapter was to propose a new method of
obtaining a better representation of atmospheric temperature in the contiguous United
States.
In the current study we have proposed a new method to estimate atmospheric
temperature, based on inverse squared distance weighting. We evaluated the proposed
method statistically by identifying a robust radius to uniformly and systematically cover the
entirety of the contiguous United States. We statistically compare the commonly used
method and the proposed method, and found that the slope of the commonly used method
is approximately twice that of the proposed method.

It was shown that the proposed

method is more effective and appropriate than the currently used methods for estimating
the average annual temperature of the contiguous United States.
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Chapter 2
2 Mechanistic Modeling of Hydrodynamics and Water Quality in
Hillsborough Bay, Florida
2.1

Background
Tampa Bay is the largest open water estuary in Florida at approximately 1,000 km2

(Greening and Janicki, 2006). As one of the most studied estuaries in Florida, numerous
hydrodynamic models have been developed and applied to Tampa Bay. These models have
been used to investigate circulation and residence time in Tampa Bay (Burwell, et al., 2000;
Vincent, et al., 2000a, Weisberg and Zheng, 2006, Meyers, et al., 2007; Meyers and Luther,
2008), impacts due to hurricanes (Wilson, et al., 2006), and the extent and dispersion of
spills and algae blooms (Havens et al., 2009; 2010).
Tampa Bay has been divided into segments for management purposes. The four
main segments of Tampa Bay are presented in Figure 2-1. The main segments consist of
Old Tampa Bay, Hillsborough Bay, Middle Tampa Bay, and Lower Tampa Bay. Hillsborough
Bay is the smallest of the four main segments of Tampa Bay (Figure 2-1). However, the
Hillsborough Bay watershed is the largest of the four main segment watersheds.
2.2

Model Description
The Environmental Fluid Dynamics Code (EFDC) is an open source, public domain,

surface water modeling system which can be used to model hydrodynamics, water quality,
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sediments, and contaminants (Tetra Tech, 2007a). EFDC was originally developed at the
Virginia Institute of Marine Science of the College of William and Mary by John Hamrick in
the late 1980s (Hamrick, 1992). Since this time, numerous individuals have contributed to
the continued development and enhancement of the original model code. EFDC has been
applied to hundreds of surface water systems throughout the world by universities, research
organizations, government agencies and consulting firms. EFDC is part of the United States
Environmental Protection Agency (USEPA) Watershed and Water Quality Modeling Technical
Support Center’s (WWQTCS) tools to be used in the development of Total Maximum Daily
Loads (TMDLs) and waste load allocations.

Figure 2-1

Main segments of the Tampa Bay and accompanying watersheds.
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The EFDC model is a three-dimensional, time-variable model that contains
hydrodynamic, water quality and eutrophication, sediment transport, and toxic chemical
transport and fate submodels in a single source code (Ji, 2008).

The model has four

modules: a hydrodynamic model, a water quality model, a sediment transport model, and a
toxics model. The integration of these four modules into a single code is the attribute that
sets EFDC apart from other modeling constructs which require separate models to address
the processes described above.
2.2.1

Hydrodynamic Model
As with many hydrodynamic models, the computational scheme of the EFDC model

is based on the original work of Blumberg and Mellor (1987). The EFDC hydrodynamic
module is based on the three-dimensional shallow water equations and includes dynamically
coupled salinity and temperature transport (Tetra Tech, 2007a).

Of particular interest

concerning the hydrodynamic module is the ability to represent hydraulic structures for
controlled flows (i.e., weirs, dams, etc.), vegetation resistance for wetland systems
(Moustafa and Hamrick, 2000), and wetting and drying of model cells (Ji et al., 2001).
The EFDC model solves the three-dimensional, vertically hydrostatic, free surface,
turbulent averaged equations of motion for a variable density fluid.

The model uses a

sigma vertical coordinate system and a curvilinear, orthogonal horizontal coordinate system
(Tetra Tech, 2007a). The model solves dynamically coupled transport equations for kinetic
turbulent energy, turbulent length scale, salinity and temperature.

The two turbulence

parameter transport equations implement the Mellor-Yamada level 2.5 turbulence closure
scheme (Mellor and Yamada, 1982) that was later modified by Galperin et al. (1988). A
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more complete description of the hydrodynamics that drive the model is presented in Tetra
Tech (2007a).
2.2.2

Water Quality Model
The kinetic processes in the EFDC water quality model are based on the water

quality model (CE-QUAL-ICM) that was developed by Cerco and Cole (1995) and is
described in Park et al. (1995). The model computes and reports concentrations, mass
transport, kinetics transformations, and mass balances.

The model computes 21 state

variables (Table 2-1), the interactions of which are illustrated in Figure 2-2 (from Tetra
Tech, 2007c). Unlike earlier water quality models such as WASP (Ambrose et al., 1992),
which use biochemical oxygen demand to represent oxygen demanding organic matter, the
EFDC model uses carbon.

The three organic carbon state variables in EFDC play an

equivalent role to biochemical oxygen demand.

The four algae groups (cyanobacteria,

diatoms, green algae, and stationary algae) are represented in carbon units (Tetra Tech,
2007c).

The three main organic nutrients (carbon, nitrogen, and phosphorus) can be

represented in three reactive forms (refractory particulate, labile particulate, and labile
dissolved forms) which allows for a more realistic distribution of organic material by reactive
classes when data are to estimate distribution factors. A detailed description of the role of
the individual variables and their respective kinetic interaction processes is presented in
Tetra Tech (2007c).

27

Table 2-1

Water quality model parameters.

Parameter
1)
2)
3)
4)
5)
6)
7)
8)
9)
10)
11)
12)
13)
14)
15)
16)
17)
18)
19)
20)
21)

cyanobacteria
diatoms
green algae
stationary algae
refractory particulate organic carbon
labile particulate organic carbon
dissolved organic carbon
refractory particulate organic phosphorus
labile particulate organic phosphorus
dissolved organic phosphorus
total phosphate
refractory particulate organic nitrogen
labile particulate organic nitrogen
dissolved organic nitrogen
ammonia nitrogen
nitrate nitrogen
particulate biogenic silica
dissolved available silica
chemical oxygen demand
dissolved oxygen
total active metal
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Figure 2-2

Schematic diagram of EFDC water quality model structure (from
Hamrick, 2007c).

2.3

Model Setup
The Hillsborough Bay model grid that was developed for this study is 58 cells wide

by 32 cells high, with four sigma layers in the vertical, for a total of 1,456 computationally
active cells in model. The model covers all of Hillsborough Bay, East Bay, McKay Bay, the
Tampa Bypass Canal downstream of S-160, and the mouths of the Hillsborough and Alafia
rivers (Figure 2-3).

The horizontal dimensions of the cells range from 80 m in the

tributaries to 1,700 m along the western shore of Hillsborough Bay. The model is of higher
resolution in the area of East Bay, McKay Bay, the Tampa Bypass Canal, the Hillsborough
River and the Alafia River and a more coarse resolution in Hillsborough Bay proper. The
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average cell size in Hillsborough Bay is 0.394 km2, whereas the average cell area in the
other portions of the model is 0.050 km2.

Figure 2-3

Hillsborough Bay model grid along with EPC ambient water quality
sampling locations.

2.3.1

Bathymetry
Bathymetric data for the study area were obtained from two sources, the

NOAA/USGS 30m bathymetry database and data collected by Dr. Ping Wang for SWFWMD
(Wang, 2007). Data were collected by Wang (2007) along cross-river transects, along the
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river centerline, and along shorelines. A map of the bathymetry is provided in Figure 2-4.
The depth of the model cells ranged from 0.51 to 12.14 m relative to mean lower low water
(MLLW).

Figure 2-4

2.3.2

Bathymetric map of the study area.

Freshwater inflows
Freshwater inflows consist of flows originating from the gauged and ungauged

portions of the Hillsborough Bay watershed, and from springs and domestic and industrial
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point sources that discharge directly to the study area (Figure 2-5). Freshwater flows from
the Hillsborough River dam, Sulphur Springs (on the Hillsborough River), Lithia and
Buckhorn springs (on the Alafia River), and the Alafia River at Lithia Road were obtained
from the U.S. Geological Survey. Estimates of flows at the S-160 structure in the Tampa
Bypass Canal were obtained from Tampa Bay Water.

Discharges from the Tampa Bay

Regional Water Treatment Plant were obtained from Veolia Water North America.
Additional point source discharge data was obtained from FDEP. Ungauged runoff from the
TBC/McKay Bay watershed was obtained from SWFWMD (HSW, 2004). Additional runoff
estimates for the Lower Hillsborough River, the Lower Alafia River and Hillsborough Bay
were obtained from TBEP loadings estimates (Poe et al., 2005).
2.3.3

Atmospheric data
Atmospheric data consists of wind speed, wind direction, air temperature,

atmospheric pressure, relative humidity, rainfall, solar radiation, evaporation, and cloud
cover. Hourly wind speed, wind direction, air temperature, atmospheric pressure, relative
humidity and cloud cover were obtained from the National Oceanic and Atmospheric
Administration/National Climate Data Center (NOAA NCDC) station at the Tampa
International Airport. Daily estimates of rainfall were derived from 18 National Weather
Service stations in the area based on inverse distance squared weighting algorithm (Zarbock

et al., 1994). Daily evaporation was computed using a bulk aerodynamic formula with data
obtained from the NOAA NCDC. Hourly estimates of solar radiation were obtained from the
Florida Automated Weather Network (FAWN) station at Dover.
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Figure 2-5

2.3.4

Location of hydrologic inflows (represented by yellow arrows).

Boundary Conditions
The model is forced with high frequency boundary conditions consisting of water

surface elevations, winds, freshwater inflows, precipitation, evaporation, temperature and
salinity. Time-lagged water level observations from the St. Petersburg pier were used to
represent the boundary water levels at the mouth of Hillsborough Bay. Temperature and
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salinity data from the Environmental Protection Commission of Hillsborough County (EPC)
water quality sampling program were used to represent the boundary conditions of
temperature and salinity at the mouth of Hillsborough Bay. Wind data, specifically wind
speed and direction, were obtained for sampling stations in the vicinity of Hillsborough Bay.
Direct precipitation to the bay was included in each model surface grid cell according to
estimates from regional rain gauges.
2.3.5

Nutrient Inputs
Daily freshwater inflows include runoff from gauged and ungauged portions of the

Hillsborough Bay drainage basin, springs and domestic and industrial point sources that
drain to Hillsborough Bay and its tributaries as estimated in Poe et al. (2005). In addition to
hydrologic loads, the accompanying nutrient loads from runoff, springs, and point sources
were also included. The hydrologic and nutrient load inputs have been distributed among
nineteen different cell locations (Figure 2-5), representing gauged and ungauged runoff
loads, spring loads, and point source loads.
2.4

Model Calibration
The model was run during a 13 month calibration period, from December 1, 2000

through December 31, 2001. The first month (December 1-31, 2000) was used as model
spin up and was not included in the calibration analysis. Calibration of the hydrodynamic
and water quality components is discussed in the following sections.
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2.4.1

Hydrodynamic Model Calibration
Preliminary model calibration was judged by time series plots of modeled and

observed data at the ambient sampling locations. After preliminary calibration, the model
calibration was refined by using statistical comparisons between modeled and observed
data.

The statistical comparisons included the mean error (ME), absolute mean error

(AME), and model skill calculated for variables of interest at the locations of ambient
sampling stations. The skill statistic was introduced by Wilmott (1981) and is defined in
equation 2.1:

Skill

1

∑|
∑ |

|

where X is the variable being compared and
variable being compared.

|
|

|

2.1

is the mean of the observed values of the

This skill assessment statistic has been used to assess the

performance of estuarine hydrodynamic models in the Hudson River (Warner et al., 2005)
and the lower Alafia River (Chen, 2005), among others. Perfect agreement yields a skill of
one, whereas complete disagreement yields a skill of zero.
2.4.1.1

Water Surface Elevation

As discussed in Section 2.3.4, the boundary condition elevation which drives the
model is based the water surface elevations from the St. Petersburg pier. The model was
calibrated to three locations in the model domain where hourly elevation data were
available: the Hillsborough River at Platt Street, the Alafia River at US-41, and the CSXRockport facility in East Bay. Plots of hourly modeled and observed water surface elevations
at the three locations are presented in Figures 2-6 through 2-8. In addition, plots of the
hourly data are provided for all three gauge locations by month in Appendix 1. As can be
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seen in Figures 2-6 through 2-8 and the plots in Appendix 1, the modeled water surface
elevations matched the observed elevations at all three gauge locations very well.
In addition to a visual analysis of the modeled and observed water surface
elevations, further quantitative analysis of elevation data at the three gauge locations is
provided in Table 2-2. Analysis of the results presented in Table 2-2 reveals that the model
fit was quite good, with a maximum absolute mean error of 5.1 cm at the CSX-Rockport
gauge.

A slight tendency to underestimate was seen at the Hillsborough River at Platt

Street (ME=-0.015 m) and Alafia River at US-41 (ME=-0.006 m) gauges, while the model
overestimates slightly at the CSX-Rockport gauge (ME=0.023 m).

The skill statistic for

modeled elevations was very good, ranging from 0.983 to 0.990 (Table 2-2).

Table 2-2

Water surface elevation calibration statistics, cells with continuous
recorder elevation data.

Station

n

ME (cm)

AME (cm)

Skill

Hillsborough River at Platt Street

7,630

-0.015

0.044

0.987

Alafia River at US-41

8,758

-0.006

0.039

0.990

CSX-Rockport in East Bay

2,920

0.023

0.051

0.983
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Figure 2-6

Modeled and observed hourly water surface elevations at the
Hillsborough River at Platt Street gauge.

Figure 2-7

Modeled and observed hourly water surface elevations at the Alafia
River at US-41 gauge.
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Figure 2-8

Modeled and observed hourly water surface elevations at the CSXRockport gauge.

2.4.1.2

Salinity

Observed surface and bottom salinity values from the EPC stations in Hillsborough
Bay (Figure 2-3) were compared to hourly modeled salinity values for the model cells that
contain the EPC stations. Instantaneous EPC salinity measurements were compared to the
modeled values from the nearest hourly model output for the corresponding model cells.
Time series plots of modeled and observed salinities are presented in Appendix 2 by station.
In addition, the average observed salinity for all eight EPC stations and the average salinity
for all eight corresponding model cells are presented in Figure 2-9. As can be seen in Figure
2-9 and Appendix 2, the modeled values mimic the observed salinity values quite well
throughout Hillsborough Bay.
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Further quantitative statistical analysis of the observed and modeled salinity values
by station is presented in Table 2-3. The average mean error ranged from a minimum of 1.38 ppt at the surface of stations 44 and 71 to a maximum of 0.12 ppt at the bottom of
station 7. The average mean error for all surface stations was -1.07 ppt, while the average
mean error for all bottom stations was -0.36 ppt. This indicates a slight tendency of the
model to underestimate salinity in Hillsborough Bay. The absolute mean error ranged from
0.34 ppt at station 55 (bottom) to 1.49 ppt at station 73 (surface). The average absolute
error was 1.16 ppt for surface stations and 0.72 ppt for bottom stations, indicating better
agreement among bottom stations relative to surface stations. However, there was strong
agreement between modeled and observed salinities for both surface and bottom stations.
This is confirmed by the high skill values seen in Table 2-3. The individual station skill
values ranged from 0.942 to 0.995, while the average surface skill value was 0.964 and the
average bottom skill value was 0.978.
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Figure 2-9

Modeled and observed surface (upper) and bottom (lower) salinity
for all Hillsborough Bay stations.
40

Table 2-3

Salinity calibration statistics, cells with EPCHC ambient water
quality monitoring station data.

Station
6
7
44
52
55
70
71
73
Average

Level

n

ME (ppt)

AME (ppt)

Skill

Surface

12

-0.99

1.06

0.967

Bottom

12

-0.47

0.80

0.972

Surface

12

-0.78

0.89

0.979

Bottom

12

0.12

0.74

0.977

Surface

12

-1.38

1.38

0.962

Bottom

12

-0.63

0.96

0.971

Surface

12

-1.25

1.26

0.953

Bottom

12

-0.04

0.41

0.993

Surface

12

-0.22

0.61

0.988

Bottom

12

-0.15

0.34

0.995

Surface

12

-1.25

1.25

0.964

Bottom

12

-0.87

0.92

0.970

Surface

12

-1.38

1.38

0.956

Bottom

12

-0.72

1.19

0.952

Surface

12

-1.30

1.49

0.942

Bottom

12

-0.12

0.38

0.995

Surface

12

-1.07

1.16

0.964

Bottom

12

-0.36

0.72

0.978

Further comparison of salinity statistics from four comparable hydrodynamic models
in Florida reveals that the salinity calibration of the Hillsborough Bay model is quite good.
Of the four models, the EFDC model of the Indian River Lagoon (Cerco, 2003) had the
smallest mean error of -0.2 ppt. Another EFDC model of the Suwannee River (Bales et al.,
2006) had a mean error of 1.0 ppt. A model of Tampa Bay (Vincent et al., 2000b) had a
mean error of -1.3 ppt.

Lastly, a model of the Lower Withlacoochee River (Janicki

Environmental, 2007) had a mean error of 3.3 ppt.

The overall mean error for the

Hillsborough Bay EFDC model is -0.72 ppt, which is better than all other model except the
Indian River Lagoon model.
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2.4.1.3

Temperature

Observed surface and bottom temperature values from the EPC stations in
Hillsborough Bay (Figure 2-3) were compared to hourly modeled temperature values for the
model cells that contain the EPC stations. Instantaneous EPC temperature measurements
were compared to the modeled data from the nearest hourly model output for the
corresponding model cells. Time series plots of modeled and observed temperatures are
presented in Appendix 3 by station. In addition, the average observed temperature for all
eight EPC stations and the average temperature for all eight corresponding model cells are
presented in Figure 2-10. As can be seen in Figure 2-10 and Appendix 3, the modeled
temperature values agree well with the observed temperature values throughout
Hillsborough Bay.
Further quantitative statistical analysis of the observed and modeled temperature
values by station is presented in Table 2-4.

The average mean error ranged from a

minimum of -1.38 oC at the surface of station 52 to a maximum of 0.68 oC at the surface of
station 44. The average mean error for all surface stations was -0.25 oC, while the average
mean error for all bottom stations was -1.04 oC. This indicates a slight tendency of the
model to underestimate temperature in Hillsborough Bay. The absolute mean error ranged
from 0.49 oC at station 6 (surface) to 1.59 oC at station 6 (bottom). The average absolute
error was 0.85 oC for surface stations and 1.26 oC for bottom stations, indicating slightly
better agreement among surface stations as compared to bottom stations. However, there
was strong agreement between modeled and observed temperatures for both surface and
bottom stations (Table 2-4). The individual station skill values ranged from 0.962 to 0.996,
while the average surface skill value was 0.987 and the average bottom skill value was
0.973.
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Figure 2-10 Modeled and observed surface (upper) and bottom (lower)
temperature for all Hillsborough Bay stations.
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Table 2-4

Temperature calibration statistics, cells with EPCHC ambient water
quality monitoring station data.

Station
6
7
44
52
55
70
71
73
Average

2.4.2

Level

n

ME (oC)

AME (oC)

Skill

Surface

12

0.10

0.49

0.996

Bottom

12

-1.19

1.59

0.962

Surface

12

0.29

0.53

0.994

Bottom

12

-0.88

1.09

0.980

Surface

12

0.68

1.07

0.986

Bottom

12

-1.16

1.54

0.962

Surface

12

-1.38

1.44

0.972

Bottom

12

-1.37

1.37

0.971

Surface

12

-0.64

0.90

0.985

Bottom

12

-0.89

0.92

0.985

Surface

12

-0.03

0.59

0.993

Bottom

12

-1.29

1.50

0.963

Surface

12

-0.82

1.04

0.983

Bottom

12

-1.24

1.54

0.967

Surface

12

-0.20

0.75

0.989

Bottom

12

-0.31

0.56

0.992

Surface

12

-0.25

0.85

0.987

Bottom

12

-1.04

1.26

0.973

Water Quality Model Calibration
As with the hydrodynamic portion of the model, preliminary model calibration was

judged by time series plots of modeled and observed data at the EPC ambient water quality
sampling stations and refined by quantitative statistical analysis of modeled and observed
water quality constituent concentrations.

The statistical comparisons included the mean

error (ME), absolute mean error (AME), and model skill calculated as described in Section
2.4.1. In addition to the statistics described above, the absolute relative error was also
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calculated for water quality constituents so that results could be compared to results from a
similar water quality model of Charlotte Harbor (Kim et al., 2010). Obviously, the smaller
the relative error, the closer the modeled value is to the observed value. The absolute
relative error is defined in formula 2.2.

ARE

|

∑|
∑|

|

2.2

The water quality model was calibrated for chlorophyll a, dissolved oxygen and
nutrients as described in the subsections that follow. Unlike observed values of salinity,
temperature, and dissolved oxygen which are collected at surface, mid-depth, and bottom
at EPC sampling locations, water quality variables (e.g., chlorophyll a and nutrients) are
collected at mid-depth only. Therefore, water quality constituents were calibrated to middepth only with the exception of dissolved oxygen. Dissolved oxygen was calibrated to
bottom dissolved oxygen, as bottom dissolved oxygen levels are typically the lowest and
therefore limiting in terms of oxygen levels.
2.4.2.1

Chlorophyll a

The daily average chlorophyll a concentrations for all EPC stations in Hillsborough
Bay were compared to the daily average chlorophyll a concentrations from the
corresponding model cells (Figure 2-11).

With the exception of the spikes in June and

September that were not completely captured, the model did quite well simulating the
seasonal pattern of chlorophyll a concentrations in Hillsborough Bay.

Additionally, time

series plots of the modeled and observed chlorophyll a concentrations for each station are
presented in Appendix 4.
As anticipated, the fit for chlorophyll a is not as tight as the fits observed for the
hydrodynamics.

This is expected as the hydrodynamics are dominated by physical
45

processes whereas water quality constituents are simultaneously influenced by physical,
chemical, and biological processes.

A summary of the chlorophyll a statistics for the

individual stations and the overall averages is presented in Table 2-5. Though not as strong
as the hydrodynamics, the chlorophyll a statistics were still quite good. The mean errors
ranged from -3.95 μg/l at station 44 to 0.73 μg/l at station 7, with an average of -1.04 μg/l
for all stations.

The skill statistic for chlorophyll a ranged from 0.59 to 0.90, with an

average of 0.76 for all stations. The absolute relative error (ARE) ranged from 22 to 52%,
with an average of 36%. An average ARE 36% represents a considerable improvement
over the ARE of 59% obtained for chlorophyll a by Kim et al. (2010) for their model of
Charlotte Harbor.

Figure 2-11 Modeled and observed chlorophyll a for all Hillsborough Bay
stations.
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Chlorophyll a calibration statistics, cells with EPCHC ambient water

Table 2-5

quality monitoring station data.

2.4.2.2

Station

n

ME (μg/l)

AME (μg/l)

Skill

ARE (%)

6

12

-2.00

4.42

0.69

40

7

12

0.73

2.11

0.83

26

44

12

-3.95

5.09

0.74

38

52

12

-1.03

5.44

0.59

52

55

12

-0.88

2.17

0.90

22

70

12

-2.02

4.53

0.67

39

71

12

0.33

3.57

0.86

36

73

12

0.48

3.51

0.81

37

Average

12

-1.04

3.85

0.76
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Dissolved Oxygen

The daily average bottom dissolved oxygen concentrations for all EPC stations in
Hillsborough Bay were compared to the daily average bottom dissolved oxygen
concentrations from the corresponding model cells (Figure 2-12). As can be seen clearly in
Figure 2-12, the simulated bottom dissolved oxygen concentrations mimic the observed
values.

Time series plots of the modeled and observed bottom dissolved oxygen

concentrations by station are presented in Appendix 5. Similar to Figure 2-12, the modeled
bottom dissolved oxygen concentrations mimic the observed values for the individual
stations (Appendix 5).
The modeled dissolved oxygen values are considerably better than the modeled
chlorophyll a values. A summary of the bottom dissolved oxygen statistics for the individual
stations and the overall averages is presented in Table 2-6. The mean errors ranged from -
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0.68 mg/l at station 55 to 0.56 mg/l at station 44 with an average of -0.09 mg/l for all
stations. The absolute mean error ranged from 0.53 mg/l to 1.43 mg/l, with an average of
0.93 mg/l. The skill statistic for bottom dissolved oxygen ranged from 0.76 to 0.96, with an
average of 0.88 for all stations. The absolute relative error (ARE) ranged from 9 to 29%,
with an average of 18%. This is half of the absolute relative error for chlorophyll a. An
average ARE of 18% is not as strong as the ARE of 13% obtained for bottom dissolved
oxygen by Kim et al. (2010) for their model of Charlotte Harbor, but still quite good.

Figure 2-12 Modeled and observed bottom dissolved oxygen for all Hillsborough
Bay stations.
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Table 2-6

Bottom dissolved oxygen calibration statistics, cells with EPCHC
ambient water quality monitoring station data.

2.4.2.3

Station

n

ME (mg/l)

AME (mg/l)

Skill

ARE (%)

6

12

0.12

1.43

0.76

29

7

12

-0.61

1.14

0.83

22

44

12

0.56

1.07

0.84

21

52

12

-0.03

0.76

0.95

16

55

12

-0.68

1.01

0.89

20

70

12

0.48

0.93

0.87

18

71

12

-0.07

0.56

0.95

10

73

12

-0.48

0.53

0.96

9

Average

12

-0.09

0.93

0.88

18

Nitrogen

The daily average mid-depth TN concentrations for all EPC stations in Hillsborough
Bay were compared to the daily average mid-depth TN concentrations from the
corresponding model cells (Figure 2-13). The modeled TN concentrations are similar to the
observations with the exception of slightly underestimating in March and April and slightly
overestimating in August and September. Time series plots of the modeled and observed
mid-depth TN concentrations by station are presented in Appendix 6. Similar to Figure 213, the modeled mid-depth TN concentrations are reasonably close to the observed TN
values for the individual stations (Appendix 6).
The modeled TN values are considerably better than the modeled chlorophyll a
values, but not quite as good as the modeled dissolved oxygen values. A summary of the
TN statistics for the individual stations and the overall averages is presented in Table 2-7.
The mean errors ranged from -0.17 mg/l at station 44 to 0.14 mg/l at station 55 with an
average of -0.02 mg/l for all stations. The absolute mean error ranged from 0.15 mg/l to
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0.23 mg/l, with an average of 0.18 mg/l. The skill statistic for TN concentrations ranged
from 0.58 to 0.88, with an average of 0.73 for all stations. The absolute relative error
(ARE) ranged from 15 to 24%, with an average of 21%. An average ARE of 21% is a
considerable improvement over the ARE of 38% obtained for total kjeldahl nitrogen (TKN)
by Kim et al. (2010) for their model of Charlotte Harbor.

Figure 2-13 Modeled and observed TN for all Hillsborough Bay stations.
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Table 2-7

TN calibration statistics, cells with EPCHC ambient water quality
monitoring station data.

2.4.2.4

Station

n

ME (mg/l)

AME (mg/l)

Skill

ARE (%)

6

12

-0.09

0.13

0.84

15

7

12

0.01

0.17

0.63

21

44

12

-0.17

0.23

0.71

24

52

12

-0.04

0.19

0.77

20

55

12

0.14

0.18

0.66

24

70

12

-0.04

0.15

0.88

18

71

12

-0.08

0.17

0.75

19

73

12

0.10

0.21

0.58

23

Average

12

-0.02

0.18

0.73
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Phosphorus

The daily average mid-depth TP concentrations for all EPC stations in Hillsborough
Bay were compared to the daily average mid-depth TP concentrations from the
corresponding model cells (Figure 2-14). As was documented for TN concentrations, the
modeled TP concentrations are a reasonable representation of the observed TP
concentrations with the notable exception of slightly underestimating in the months of
March and April and slightly overestimating in months of August and September.

Time

series plots of the modeled and observed mid-depth TP concentrations by station are
presented in Appendix 7. As can been seen in Figure 2-13, the modeled mid-depth TN
concentrations by station (Appendix 7) are reasonably close to the observed TN values.
The modeled TP values are similar to the modeled TN values described in the
previous section. A summary of the TP statistics for the individual stations and the overall
averages is presented in Table 2-8. The mean errors ranged from -0.04 mg/l at station 7 to
0.04 mg/l at station 52 with an average of 0.00 mg/l for all stations. The absolute mean
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error ranged from 0.04 mg/l to 0.08 mg/l, with an average of 0.05 mg/l. The skill statistic
for TN concentrations ranged from 0.76 to 0.96, with an average of 0.87 for all stations.
The absolute relative error (ARE) ranged from 17 to 35%, with an average of 23%. This is
a considerable improvement over the ARE of 63% obtained for PO4 by Kim et al. (2010) for
their model of Charlotte Harbor.

Figure 2-14 Modeled and observed TP for all Hillsborough Bay stations.
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Table 2-8

TP calibration statistics, cells with EPCHC ambient water quality
monitoring station data.

2.5

Station

n

ME (mg/l)

AME (mg/l)

Skill

ARE (%)

6

12

-0.02

0.05

0.91

18

7

12

-0.04

0.07

0.84

24

44

12

-0.02

0.05

0.89

21

52

12

0.04

0.08

0.76

35

55

12

0.02

0.04

0.92

17

70

12

0.02

0.05

0.85

22

71

12

0.00

0.04

0.96

17

73

12

0.02

0.06

0.82

28

Average

12

0.00

0.05

0.87

23

Conclusions
Calibration of the hydrodynamic portion of the EFDC model showed strong

agreement between modeled and observed water surface elevation, salinity, and
temperature values. Further comparison of salinity statistics to four similar hydrodynamic
models in Florida (Cerco, 2003; Bales et al., 2006; Vincent et al., 2000b; Janicki
Environmental, 2007) reveals that the salinity calibration of the Hillsborough Bay EFDC
model is very good. The overall mean error for the Hillsborough Bay EFDC model is -0.72
ppt, which is better than all other models except the Indian River Lagoon model.
Additionally, the average model skills with regard to elevation, salinity, and temperature
were in the range of 0.96 to 0.99, indicating very strong agreement between modeled and
observed values.
With regard to water quality constituents, the Hillsborough Bay model performed
very well.

As anticipated, the agreement between modeled and observed water quality

variables was not as strong as the agreement between modeled and observed elevation,
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salinity, and temperature. As previously discussed the constituents of the hydrodynamic
model are driven by the physics of the system, whereas the water quality constituents are
influenced by the physics, chemistry, and biology of the system.

The chemical and

biological influences introduce additional complexity and are therefore more difficult to
model.

This typically leads to larger errors when calibrating water quality model

constituents. As was pointed out by Kim et al. (2010), high absolute relative errors in water
quality constituents emphasize the difficulties in achieving accurate calibration of water
quality models and the need to enhance our understanding of the processes that influence
water quality constituents. In spite of these difficulties, the water quality constituents were
calibrated successfully, with significant improvements relative to the recent model of
Charlotte Harbor (Kim et al., 2010) for all constituents except dissolved oxygen. Although
the model of Kim et al. (2010) had slightly better agreement for bottom dissolved oxygen,
the Hillsborough Bay model still had strong agreement between observed and modeled
bottom dissolved oxygen, with a relative error of only 18%. Furthermore, the calibration of
chlorophyll a and nutrients in the study represented a significant improvement over the
calibration of chlorophyll a and nutrients in the Kim et al. (2010) study of Charlotte Harbor.
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Chapter 3
3 Evaluation of Water Quality
3.1

Introduction
The job of the water resource professional consists of collecting and analyzing water

samples to determine if water bodies are “healthy”. The principle use of this exercise is to
determine if the water bodies are meeting their designated uses. To determine if water is
“good”, the water samples are analyzed and constituent concentrations are typically
compared to water quality standards that are adopted by federal and state governments for
individual constituents according to their designated uses. These water quality standards
vary depending on the type of water body concerned and the country and/or state involved.
For example, a shipping channel at a busy port is most likely not expected to achieve as
high of a standard as a headwater stream that serves as the main source of drinking water
for a town or city. Though individual water quality constituents are measured to determine
if water meets its designated use, water resource professionals have relied on different
methods of aggregating these individual measurements into a single value (an index) that
can easily be communicated to nontechnical individuals like managers and the general
public.
Beginning with Brown et al. (1970), much work has gone into developing water
quality indices. Truett et al. (1975) suggested two major purposes for water quality indices.
The first purpose is to help managers identify areas that are in need of abatement or
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preventive actions so that they can target management actions to the waterbodies that
have the greatest need. The second purpose is to provide an objective method of tracking
changes in water quality over time. This is especially helpful and important for tracking
improvements that come about as a result of management actions.
3.2

Water Quality Indices
In this chapter, three different water quality indices that have been used in estuarine

and coastal systems are described and evaluated. All three indices are applied to water
quality data from Hillsborough Bay, Florida for the period 1980 through 2009. The three
water quality indices are referred to as the India Water Quality Index (Brown et al., 1972),
the Oregon Water Quality Index (Cude, 2001), and the Canada Water Quality Index (CCME,
2001). After comparing the three indices, the indices are compared to existing data and are
ranked according to their ability to accurately quantify changes in the system over time.
3.2.1

India Water Quality Index (IWQI)
Gupta et al. (2003) evaluated several potential water quality indices to characterize

water quality in the coastal waters at the Jawarharlal Nehru Port Trust, Bombay, India. The
authors concluded that the multiplicative weighted water quality index, originally proposed
by Brown et al. (1972), was the most suitable index to characterize coastal water quality.
This index will be referred to as the India Water Quality Index (IWQI) for purposes of
comparison. The IWQI consists of six sub-indices that are aggregated to obtain a single
water quality index using a multiplicative weighted formula (Equation 3.1).
∏

3.1

where:
n = the number of sub-indices
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qi = the sub-index value for sub-index i
wi = the sub-index weighting for sub-index i

Each sub-index is used to evaluate the quality of water from zero (worst) to one
(best) for the individual parameters. The six parameters that make up the sub-indices are
dissolved oxygen, pH, biochemical oxygen demand, temperature, suspended solids, and
turbidity. The coefficients and factors used in the sub-index equations are based on harbor
water quality standards, aquatic life, and a literature review (Gupta et al., 2003). For each
sub-index, sensitivity functions were identified that are associated with “intolerable” (0.01),
“poor” (0.10), “good” (0.90), and “perfect” (1.0) conditions for each individual parameter.
The values of the individual sensitivity functions for 0.9, 0.5, and 0.1 are presented in Table
3-1. Plots of the sensitivity functions by parameter are presented in Figures 3-1 through 36.

Table 3-1

Values of water quality parameters corresponding to 0.9, 0.5, and
0.1 values of sensitivity functions (reproduced from Gupta et al.,
2003).

Parameter

0.9

0.5

0.1

7

5.2

0.33

5.4, 8.6

3.5, 10.5

2.3, 11.7

1.32

8.7

30

13.6, 26.3

5.8, 34.1

1.02, 38.9

Suspended solids (mg/l)

42.9

112.3

300

Turbidity (NTU)

100

630

2093.25

Dissolved Oxygen (mg/l)
pH
Biochemical oxygen demand (mg/l)
Temperature (oC)

57

As mentioned above, the individual parameter values are aggregated into a single
index by using Equation 3.1. Gupta et al. (2003) investigated additional potential methods
of aggregation (weighted arithmetic, unweighted arithmetic, and the unweighted
multiplicative), however, they concluded that the weighted multiplicative index (Table 3-2)
was best suited for characterizing coastal water quality.

Table 3-2

Weights for water quality parameters of IWQI (Gupta et al., 2003).
Weight (wi)

Parameter
Dissolved Oxygen (mg/l)

0.26

pH

0.21

Biochemical oxygen demand (mg/l)
o

Figure 3-1

0.18

Temperature ( C)

0.15

Suspended solids (mg/l)

0.10

Turbidity (NTU)

0.10

Sensitivity function for dissolved oxygen (reproduced from Gupta et

al., 2003).
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Figure 3-2

Sensitivity function for pH (reproduced from Gupta et al., 2003).

Figure 3-3

Sensitivity function for biochemical oxygen demand (reproduced
from Gupta et al., 2003).
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Figure 3-4

Sensitivity function for temperature (reproduced from Gupta et al.,
2003).

Figure 3-5

Sensitivity function for total suspended solids (reproduced from
Gupta et al., 2003).

60

Figure 3-6

Sensitivity function for turbidity (reproduced from Gupta et al.,
2003).

After the samples have been collected and analyzed, the overall index value is
calculated based on the subindex values, equations, and weightings discussed above. The
samples are then classified based on the following categories (Table 3-3).

Table 3-3

IWQI classification categories used for evaluating water quality
(Gupta et al., 2003).
IWQI Range

Category

0 – 25

Very Bad

26 – 50

Bad

51 – 70

Medium

71 – 90

Good

91 – 100

Excellent
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3.2.2

Oregon Water Quality Index (OWQI)
As with the IWQI, the objective of the Oregon Water Quality Index (OWQI) is to

distill the overall water quality of a water body into a single index value.

The Oregon

Department of Environmental Quality (DEQ) developed the original OWQI (Dunnette, 1979)
primarily to assist department staff in summarizing and evaluating water quality status and
trends (Cude, 2001).

The OWQI has also been used to supplement more traditional

reporting formats, such as the Water Quality Status Assessment (305(b)) Report (Oregon
DEQ, 1998). Parts of the OWQI have been used in the development of water quality indices
in Australia, Idaho, and the Tualatin Basin in Oregon (Cude, 2001).
The OWQI allows water resource personnel to provide a simple and concise
representation of ambient water quality monitoring data to managers and the general
public. The OWQI can be used as an assessment tool to determine if a water body is
meeting general designated uses (i.e., fishable and swimmable). However, the OWQI
cannot be used to determine if a water body is meeting specific uses.

In the case of

specific designated uses, it will be necessary to consider and analyze all pertinent chemical,
biological, and physical data associated with the specific designated use. The OWQI was
also not meant to be used to evaluate health hazards. The OWQI was designed for Oregon
streams, therefore several modifications were made so that the index could be used in
Hillsborough Bay. These modifications are discussed below.
As with the IWQI, the OWQI consists of several sub-indices which are aggregated to
arrive at a single index value.

The original OWQI consisted of dissolved oxygen,

biochemical oxygen demand, pH, total solids, ammonia+nitrate nitrogen, and fecal coliform.
In the present version of the OWQI, temperature and total phosphorus were added to the
index based on a better understanding of the importance of temperature and total
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phosphorus in Oregon streams (Cude, 2001). For this study, the original OWQI constituents
were used as the temperature subindex curve is designed to support cold water fisheries
which are nonexistent in Tampa Bay and TP concentrations are unrealistic for Tampa Bay
which is believed to be nitrogen limited.

Sensitivity curves for the present OWQI were

derived from the sub-index transformation curves using non-linear regression (Dunnette,
1988). Unlike the IWQI, two separate curves are used in the OWQI for dissolved oxygen.
In the original OWQI, the dissolved oxygen sub-index consisted only of dissolved oxygen as
percent saturation. However, percent saturation may result in inadequate protection at high
temperatures and greater than necessary protection at low temperatures (Cude, 2001).
Therefore, both dissolved oxygen and percent saturation are included in the present OWQI.
If DO saturation is less than 100%, then the DO sub-index is based on DO concentration
(Figure 3-7). If DO saturation is greater than or equal to 100%, then the DO sub-index is
based on percent saturation (Figure 3-8).

The additional sensitivity curves for BOD,

ammonia + nitrate, TSS, pH, and fecal coliform are presented in Figures 3-9 through 3-13,
respectively.
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Figure 3-7

Dissolved oxygen concentration subindex (reproduced from Cude,
2001).

Figure 3-8

Dissolved oxygen (percent saturation) subindex (reproduced from
Cude, 2001).
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Figure 3-9

Biochemical oxygen demand subindex (reproduced from Cude,
2001).

Figure 3-10 Ammonia + Nitrate subindex (reproduced from Cude, 2001).
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Figure 3-11 Total suspended solids subindex (reproduced from Cude, 2001).

Figure 3-12 pH subindex (reproduced from Cude, 2001).
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Figure 3-13 Fecal coliform subindex (reproduced from Cude, 2001).

The original OWQI used a weighted arithmetic mean function to aggregate the
individual sub-indices into the final index value.

However, the present OWQI uses the

unweighted harmonic mean formula (Equation 3.2) to aggregate the sub-indices.

3.2

∑

where:

n = the number of sub-indices

SIi = the sub-index value for sub-index i

Because of this formulation, the variable that has the lowest sub-index score will
have the greatest influence on the overall index. While this is flexible in allowing different
variables to have more influence based on spatial and temporal differences, it may allow the
wrong variable to have an over-riding influence on the entire index.
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For example, if a

system is nitrogen limited, total phosphorus may not be as important to the overall health of
the ecosystem.
After the samples have been collected and analyzed, the overall index value is
calculated based on the subindex values and equation discussed above. The samples are
then classified based on the following categories (Table 3-4).

Table 3-4

OWQI classification categories used for evaluating water quality
(Cude, 2001).

3.2.3

OWQI Range

Category

0 – 79

Poor

80 – 84

Fair

85 – 89

Good

90 – 100

Excellent

Canada Water Quality Index (CWQI)
As with the IWQI and OWQI, the goal of the CWQI is to provide a “convenient

means of summarizing complex water quality data and facilitating its communication to a
general audience (CCME, 2001).” Unlike the IWQI and OWQI, the CWQI is based on water
quality standard that result in samples being characterized as an exceedance or not (i.e.,
pass or fail). The CWQI was developed based on a formula that was established by the
British Columbia Ministry of Environment, Lands and Parks and was later modified by
Alberta Environment. The CWQI incorporates three elements:
1. scope – the number of water quality constituents that are not meeting water
quality standards;
2. frequency – the number of exceedences of water quality standards;
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3. amplitude – the amount by which the water quality standards are not met.
The output of the index calculation is a number between 0 (worst condition) and 100 (best
condition).

Unlike the IWQI and OWQI, which have a specific list of water quality

constituents that make up the respective indices, the CWQI does not have a specific list of
water quality constituents that are evaluated. In fact, a very appealing aspect of the CWQI
is that the constituent list can vary depending on local conditions and issues. While it is
suggested that a minimum of four constituents with a minimum of four samples each be
used to calculate the CWQI, there is no maximum number of variables or samples that are
specified (CCME, 2001).
As discussed above, the CWQI consists of three elements, scope (F1), frequency
(F2), and amplitude (F3).

Scope represents the number of water quality constituents

(variables) that do not meet their respective standards at least once during the monitoring
period (i.e., failed variables), relative to the total number of water quality constituents that
are measured. The scope (F1) is calculated by the following equation:

Number of failed variables
Total number of variables

100

3.3

Frequency (F2) represents the percentage of individual tests that do not meet their
respective water quality standards (failed tests) and is calculated by the following equation:

Number of failed tests
Total number of tests

100

3.4

Amplitude (F3) represents the amount by which the failed test values do not meet their
respective water quality standards and is calculated in the following three steps.
1. In step one the number of times by which an individual sample concentration is
greater than (or less than when the standard is a minimum) the standard is called
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an excursion. When the sample value must not exceed the standard, the excursion
is calculated as:

1

3.5a

When the sample valued must not fall below the standard, the excursion is
calculated as:

1

3.5b

2. In step two, the normalized sum of excursions is calculated. This represents the
amount by which individual samples are out of compliance relative to the total
number of samples processed. The normalized sum of excursions is calculated by
the following formula:

∑

3.6

#

Where the # of tests is the total number of tests (both those that meet standards
and those that do not meet standards).
3. The amplitude is calculated by using an asymptotic function that scales the
normalized sum of excursions from standards, yielding a value with a range between
0 and 100. The amplitude is calculated by the following equation:

0.01

3.7

0.01

Once the scope, frequency, and amplitude have been calculated, the CWQI is
calculated by the following equation:

100

1.732
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3.8

The divisor normalizes the index value so that it ranges between 0 and 100, 0 being the
worst water quality possible and 100 being the best water quality possible.
The water quality constituents that were used to calculate the CWQI for Hillsborough
Bay, along with their respective water quality standards, are presented in Table 3-5.
Table 3-5

Water quality constituents used in the CWQI, along with standards
upon which samples were evaluated.
Parameter

WQ Standard

Dissolved Oxygen (mg/l)

> 4.0

Biochemical oxygen demand (mg/l)
pH

< 15.0
> 6.5 and < 8.5

Total Suspended Solids (mg/l)

< 500

Fecal Coliform (colonies/100 ml)

< 800

Total Nitrogen (mg/l)

< 1.00

Total Phosphorus (mg/l)

< 0.1

Chlorophyll a (μg/l)

< 15

Turbidity (NTU)

< 35

After the samples have been collected and analyzed, the overall index value is
calculated based on the water quality standards and equations discussed above.

The

samples are then classified based on the following categories (Table 3-6).

Table 3-6

CWQI classification categories used for evaluating water quality
(CCME, 2001).
CWQI Range

Category

0 – 44

Poor

45 - 64

Marginal

65 – 79

Fair

80 – 94

Good

95 – 100

Excellent
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3.3

Results of Water Quality Indices as Applied to Hillsborough Bay
To evaluate the three indices, monthly values were calculated for the ambient water

quality sampling data from Hillsborough Bay (1980-2009). A time series plot of the monthly
index values for the three indices is presented in Figure 3-14, along with summary statistics
in Table 3-7.
Overall, the IWQI has the highest mean value (84.41), followed by the CWQI
(76.95), and lastly the OWQI (68.10).

The IWQI has the lowest range and standard

deviation and the highest minimum and maximum values, 57.40 and 99.93, respectively.
These values are substantially higher than the minimum and maximum values recorded by
the OWQI and CWQI.

During the winter/spring months (November-April), the IWQI

typically has several values that are classified as “Excellent”, while values during the
summer/fall months (May-October) are typically classified as “Medium” or “Good”.

Figure 3-14 Monthly Index values for IWQI, OWQI, and CWQI (1980-2009).
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Table 3-7

Monthly statistics of IWQI, OWQI, and CWQI (1980-2009).
Statistic
Minimum
Maximum
Range
Mean
Standard Deviation

IWQI
57.40
99.93
42.53
84.41
10.73

OWQI
23.03
90.67
67.64
68.10
17.83

CWQI
42.72
90.82
48.11
76.95
11.04

The IWQI values do not seem to display much of a trend and are consistently higher
than the values from the OWQI and CWQI. The OWQI and CWQI both appear to display
increasing trends during the period of record. However, the range and standard deviation
of the OWQI (67.74 and 17.83, respectively) are greater than the range and standard
deviation of the CWQI (48.11 and 11.04, respectively) based on the monthly statistics. As
was discussed above, the formulation of the OWQI is such that the lowest sub-index score
has the greatest influence on the overall index. Thus, it is not surprising that the values
calculated from the OWQI exhibit greater variability relative to the values calculated by the
CWQI which has a more equitable method of aggregating the individual water quality
constituents.
A time series plot of annual mean index values for the three indices is presented in
Figure 3-15. Additionally, annual mean and median index values for the three indices are
presented in Table 3-8. Lastly, summary statistics of the annual mean index values are
presented in Table 3-9.
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Figure 3-15 Annual Index values for IWQI, OWQI, and CWQI (1980-2009).

As can be seen from Figure 3-15, the IWQI had the least variability on an annual
basis. The annual mean values for the IWQI had a range of 9.1 units, from 79.2 (2003) to
88.3 (1980). All of these values are classified in the “Good” category for the IWQI (Table 33). The standard deviation of the annual mean values for the IWQI was 2.2.
As was documented for the monthly index values, the range of annual values for the
OWQI was greater than that of the IWQI. The mean annual values ranged from a minimum
of 58.52 (2003) to a maximum of 77.85 (1991), for a range of 19.33. According to the
classification table for the OWQI (Table 3-4), all of the annual mean OWQI values are
classified as “Poor”. The standard deviation of the annual mean values for the OWQI was
5.01.

74

Table 3-8

Annual average values of IWQI, OWQI, and CWQI (1980-2009).
Year
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997
1998
1999
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009

Table 3-9

IWQI
Mean Median
88.27
89.17
82.59
82.88
83.69
85.78
83.44
83.6
87.21
87.68
81.73
85.63
79.94
75.98
83.87
83.98
85.85
87.48
81.71
85.25
84.61
83.62
88.22
90.12
84.34
85.43
85.95
85.16
84.83
83.08
86.69
86.83
85.78
83.08
83.4
84.31
84.04
84.91
85.15
86.78
85.91
86.5
82.54
85.46
82.88
84.38
79.19
76.32
83.92
86.55
85.87
88.44
86.39
85.69
86.09
88.33
85.35
84.14
82.98
89.08

OWQI
Mean Median
68.12
69.36
62.41
67.07
61.35
65.35
62.17
66.62
73.42
74.07
65.15
72.48
59.96
65.29
66.67
67.06
71.81
75.49
64.18
68.09
72.53
75.15
77.85
82.07
68.03
74.96
69.25
74.8
66.48
70.6
69.88
75.6
71.74
72.86
65.47
74.81
63.43
70.04
71.01
78.52
72.2
75.85
65.67
75.19
64.01
74.85
58.52
64.36
69.38
78.42
73.81
77.62
74.29
78.66
76.86
82.26
72.47
78.56
64.99
79.75

CWQI
Mean
Median
61.54
61.17
60.72
61.43
64.69
66.13
65.88
66.11
69.75
70.51
70.42
71.69
70.88
70.34
69.73
68.68
70.78
73.61
73.3
77.53
77.31
79.25
78.35
81.97
79.92
83.24
82.95
84.34
74.26
75.58
76.61
81.71
84.09
84.84
81.13
85.3
74.19
74.96
84.83
88.14
84.37
88.67
84.49
88.32
80.44
87.72
82.45
87.7
81.57
88.29
83.92
87.03
84.53
87.83
88.18
89.19
84.81
88.05
82.4
88.35

Annual statistics of IWQI, OWQI, and CWQI (1980-2009).
Statistic
Minimum
Maximum
Range
Mean
Standard Deviation

IWQI
79.19
88.27
9.08
84.41
2.18
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OWQI
58.52
77.85
19.33
68.10
5.01

CWQI
60.72
88.18
27.46
76.95
7.66

Of the three indices, the range of annual values was the greatest for the CWQI. The
range of annual index values for the CWQI was 27.46 (from a minimum of 60.72 in 1981 to
a maximum of 88.18 in 2007). This range is the greatest due to an increasing trend in the
annual CWQI values. Unlike the IWQI and OWQI, which had the same classification for all
years, the annual CWQI values have been classified as “Marginal”, “Fair”, and “Good” for
the period 1980 through 2009, according to the CWQI classification table (Table 3-6). A
pattern of improving water quality is depicted by the annual CWQI values, which were
classified as “Marginal” during the beginning of the period of record (1980-1982), then were
classified as “Fair” between 1983 and 1992, and have since been classified as “Good” for
the majority of years since 1993. The standard deviation of the annual mean values for the
CWQI was 7.66.
None of the annual index values have been classified as “Excellent”. However, there
is a definite improving trend for the CWQI, and there appears to be an improving trend for
the OWQI. It is not clear if any trend exist for the IWQI. To investigate these apparent
trends, trend tests will be employed.

The method employed for these trend tests is

described in the next section.
3.4

Statistical Trend Tests Methods
To detect trends in the water quality indices over time, the seasonal Kendall Tau

trend test was used. The seasonal Kendall Tau is a nonparametric test that is useful for
detecting trends in environmental and water quality data when the underlying distribution is
not known (Gilbert, 1987; Loftis et al., 1989; Helsel and Hirsch, 1992). It has also been
applied to trend detection for water quality indices (Cude, 2001).

The methods of the

seasonal Kendall Tau are described below, using the OWQI data as an example.
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This first step of the seasonal Kendall Tau test is to plot a time series plot of the raw
data for the period of record that you wish to analyze (Figure 3-15). The time series is
plotted along with the predicted values to give a sense of the overall trend of the data in
question. As can be seen in the plot, there appears to be an increasing trend in the OWQI
during the period of record.

Figure 3-16 Sample trend results for the OWQI (1980-2009).

In the second step of the analysis, the intra-annual variability in the data is explored
by plotting the monthly univariate statistics in the form of a box-and-whisker plot. The box
represents the inter-quartile range, while the top and bottom of the whiskers represent the
maximum and minimum values, respectively.
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Also included in the plot is the mean,

represented by a red dot. The notches in the boxes represent the 95% confidence interval
of the medians. If the confidence limits around the medians for any pair do not overlap,
then the medians of that pair are significantly different at the ∝ = 0.05 level.

Figure 3-17 Sample of seasonal univariate results for OWQI.
In the next step, correlations are calculated for each monthly value, the previous
month’s value, two months prior, continuing up until 15 months prior.

The values and

summarized in a table and are plotted in an autocorrelation plot (correlogram) to investigate
whether or not seasonality exists (Figure 3-18). Statistically significant correlation values
fall outside the confidence limits (U=upper confidence limit, L=lower confidence limit). If
seasonality exists in the data, one expects the six-month lag value to be negatively
correlated, while the 12-month lag values will be positively correlated.
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Figure 3-18 Sample correlogram values for OWQI (1980-2009), unadjusted for
seasonal median.

An objective test is applied to determine if seasonality exists in the data of interest.
The test measures the proportional distance between the zero line and the correlation value
at six months (0.48) and the distance between the zero line and the correlation value at 12
months (0.64). If the sum of these values is greater than one, or if the distance between
the zero line and the correlation value at 12 months is greater than one, then seasonality
exists.
If the data are determined to be seasonal, the data are adjusted for season by
subtracting the calendar monthly median from each data point. The Kendall Tau test is
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then applied to the seasonally adjusted data. The Kendal Tau test determines the slope of
the time-series data, along with the p-value.
The next step is to test for autocorrelation in a similar manner as that used for
testing for seasonality. The trend is taken out of the seasonally-adjusted data by removing
the effect of the slope. The seasonally-adjusted, detrended data are then plotted in an
autocorrelation plot (correlogram) to test for the presence of autocorrelation in the time
series data (Figure 3-15).

If both the one-month lag and two-month lag are significantly

correlated with the present value, the data are autocorrelated. The final step of the analysis
is to calculate the tau statistic and summarize output of the test (p-value, slope,
significance, autocorrelation, seasonality).

Figure 3-19 Sample correlogram values for OWQI (1980-2009), adjusted for
seasonal median and detrended.
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3.5

Trend Tests of Water Quality Indices in Hillsborough Bay
Seasonal Kendall-Tau non-parametric trend tests were run on water quality index

values to quantify long-term changes in water quality in Hillsborough Bay (Table 3-7) for the
period 1980 through 2009.

Examination of the trend test results reveals that both the

OWQI and the CWQI displayed positive trends in water quality, but the IWQI displayed no
trend. While the OWQI and the CWQI both displayed positive trends during the period
1980 through 2009, the slope of the CWQI (0.720) was steeper than the slope of the OWQI
(0.242). As mentioned in section 3.3, all annual OWQI values were classified as “Poor” and
all annual IWQI values were classified as “Good”. The annual values of the CWQI improved
from “Marginal” during the first three years, to “Fair” during the next ten years, to
predominantly “Good” during the final 17 years.
Table 3-10

Long-term trend tests for Hillsborough Bay Water Quality Indices
(1985-2007).

Water Quality
Index
IWQI
OWQI
CWQI

3.6

Nonparametric
Trend
None
Increasing
Increasing

Kendall Tau
Slope Coef.
0.022
0.242
0.720

Test
Statistic
0.032
0.228
0.593

p-value
0.5822
<0.0001
<0.0001

Trend Tests of Ambient Water Quality Conditions in Hillsborough Bay
To better understand which of the water quality indices best reflects the status of

water quality in Hillsborough Bay, one can analyze the current state of water quality for
individual water quality constituents in Hillsborough Bay.

Seasonal Kendall-Tau non-

parametric trend tests were run on individual water quality constituents to quantify longterm (Table 3-11) and short-term (Table 3-12) changes in water quality in Hillsborough Bay.
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Table 3-11

Long-term trend tests for Hillsborough Bay (1974-2007).

Water Quality
Constituent
Chlorophyll a
Total Nitrogen
Total Phosphorus
Secchi depth
Dissolved Oxygen
Turbidity
BOD
Table 3-12

Nonparametric
Trend
Decreasing
Decreasing
Decreasing
Increasing
None
Decreasing
Decreasing

Kendall Tau
Slope Coef.
-0.451
-0.017
-0.031
0.071
-0.007
-0.073
-0.059

Test
Statistic
-0.434
-0.346
-0.763
0.433
-0.059
-0.210
-0.394

p-value
<0.0001
0.0010
<0.0001
<0.0001
0.1040
0.0071
<0.0001

Short-term trend tests for Hillsborough Bay (1995-2007).

Water Quality
Constituent
Chlorophyll a
Total Nitrogen
Total Phosphorus
Secchi depth
Dissolved Oxygen
Turbidity
BOD

Nonparametric
Trend
Decreasing
Decreasing
Decreasing
Increasing
None
Decreasing
Decreasing

Kendall Tau
Slope Coef.
-0.199
-0.035
-0.011
0.113
-0.012
-0.171
-0.034

Test
Statistic
-0.126
-0.500
-0.361
0.304
-0.046
-0.323
-0.128

p-value
0.0393
0.0029
<0.0001
0.0191
0.4594
<0.0001
0.0375

As is clear from Tables 3-11 and 3-12, water quality in Hillsborough Bay has
improved in both the long-term and the short-term.

Significant positive trends (i.e.,

constituents with a maximum value decreasing and constituents with a minimum value
increasing) were documented for all water quality constituents except dissolved oxygen,
which had no significant trend. This is true in the long-term and short-term trend tests at
the ∝ = 0.05 level.
Generally, the constituents fall into two groups, those constituents whose slopes
have increased in the recent period (TN, secchi depth, and turbidity) and those constituents
whose slopes have decreased in the recent period (chlorophyll a, TP, and BOD). Though
the slopes have decreased during the recent period for chlorophyll a, TP, and BOD in
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Hillsborough Bay, the tests still exhibited significant improving trends at the ∝ = 0.05 level
for these variables.
3.7

Conclusions
As can be seen in the trend tests on individual water quality constituents in

Hillsborough Bay, water quality has improved over the last three decades. These findings
are consistent with the findings of Greening and Janicki (2006), who documented a 25%
increase in seagrass acreage in Tampa Bay between 1982 and 2004.

This increase in

seagrass has been contributed to improved water quality in the system. In 2010, seagrass
in Tampa Bay reached its highest level since 1982.
The objective of this study was to evaluate three water quality indices for measuring
water quality in Hillsborough Bay. As discussed in Greening and Janicki (2006), nitrogen
loads were identified as the main variable contributing to poor water quality in Tampa Bay
and management actions were taken to reduce nitrogen loads to the system. Thus, it is not
surprising to find that the IWQI, which does not include nutrients, does not accurately
reflect the change in water quality documented in Hillsborough Bay.

In fact, the IWQI

displays no trend in water quality when trend test of individual water quality constituents
and analysis of seagrass acreages clearly point to improving water quality in Hillsborough
Bay.

Therefore, the IWQI is not an appropriate tool to measure water quality in

Hillsborough Bay.
Both the OWQI and the CWQI displayed highly significant increasing trends and
therefore improving water quality in Hillsborough Bay. These significant increasing trends
identified in the OWQI and CWQI are consistent with the findings of trend tests on
individual water quality constituents (Section 3.6) and seagrass acreages (Greening and
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Janicki, 2006).

Therefore, one could conclude that the OWQI and CWQI are both

appropriate tools for measuring water quality in Hillsborough Bay. However, because of the
formulation of the OWQI, the variable that has the lowest sub-index score will have the
greatest influence on the OWQI. While this is flexible in allowing different variables to have
more influence based on spatial and temporal differences, it may allow the wrong variable
to have an over-riding influence on the entire index.
Unlike the IWQI and OWQI, which have a specific list of water quality constituents
that make up the respective indices, the CWQI does not have a specific list of water quality
constituents that are evaluated. In fact, the constituent list can vary depending on local
conditions and issues. While it is suggested that a minimum of four constituents with a
minimum of four samples each be used to calculate the CWQI, there is no maximum
number of variables or samples that are specified (CCME, 2001).

In addition, instead of

samples being evaluated against a sensitivity function, samples are typically evaluated
against published water quality standards. This makes the index readily usable in different
environments as long as water quality standards are available. The one major caveat that
accompanies the flexibility of having no maximum number of constituents, is one must be
sure to include all relevant constituents. In this study, the correct constituents seem to be
included and therefore the CWQI is recommended as it mimics the finding of the individual
trend tests more accurately than the IWQI or OWQI.
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Chapter 4
4 Parametric Statistical Analysis of Chlorophyll a in Hillsborough Bay
4.1

Introduction
Chlorophyll is a green pigment which is found in most algae. It is an important

biomolecule which allows algae to obtain energy from sunlight via photosynthesis.
Chlorophyll is a measure of the amount of microscopic algae (also known as phytoplankton)
biomass in a waterbody.

Phytoplankton is from the Greek phyton (plant) and planktos

(drifter). Phytoplankton form the base of the marine food chain, converting energy from
sunlight and providing a food source to many herbivores, including many herbivorous fish
species. Thus, phytoplankton is a crucial component of estuarine and marine ecosystems.
However, excess chlorophyll a, commonly due to anthropogenic eutrophication, can be a
strain on water quality as it leads to decreased light penetration through the water column
and associated decomposition can lead to decreased levels of dissolved oxygen. Therefore,
chlorophyll a is a common parameter in water quality monitoring as it is an excellent
indicator of water quality (Coastal Environmental, 1995).
Though Hillsborough Bay has the smallest water body area (106 km2) of the four
main segments of Tampa Bay, it has the largest watershed (3,213 km2).

In fact, the

Hillsborough Bay watershed accounts for approximately 56% of the entire Tampa Bay
watershed.
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A significant decrease in chlorophyll a concentrations in Hillsborough Bay was
documented in 1985 due to decreased nitrogen loads.

These decreased nitrogen loads

were the result of management actions (particularly reductions from wastewater treatment
plants) (Greening and Janicki, 2006). While annual average chlorophyll a concentrations in
Hillsborough Bay were in the range of 25 to 35 μg/l prior to 1985, the annual average
chlorophyll a concentrations in Hillsborough Bay have been in the range of 10 to 20 μg/l
from 1985 to the present. In an effort to better understand the impact of nutrient loadings
on Tampa Bay, the Tampa Bay Estuary Program (TBEP) began an effort to quantify monthly
pollutant loads that reach Tampa Bay for the period 1985 through 1991 (Zarbock et al.,
1994). TBEP has continued to develop estimates of monthly pollutant loadings to Tampa
Bay for the periods 1992-1994 (Zarbock et al., 1996), 1995-1998 (Pribble et al., 2001),
1999-2003 (Poe et al., 2004), and 2004-2007 (Janicki Environmental, 2008).

Therefore, in

addition to the monthly water quality data from Tampa Bay, monthly estimates of pollutant
loadings have been developed for the period 1985 through 2007.

Because significant

reductions in chlorophyll a were documented in 1985 (Greening and Janicki, 2006) and
loading estimates are available, the period of record chosen for parametric analysis of
chlorophyll a was 1985 through 2007. These same data are used in the next chapter to
develop a statistical model of chlorophyll a and other explanatory variables.
4.2

Descriptive Statistics – Chlorophyll a
Chlorophyll a concentrations throughout Tampa Bay have been measured monthly at

a series of fixed stations since 1974 by the Environmental Protection Commission of
Hillsborough County (EPCHC). For the purposes of this study, eight stations in Hillsborough
Bay are analyzed, including stations 6, 7, 44, 55, 70, 71, 73, and 80 (Figure 4-1). Though
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technically in Hillsborough Bay, three stations were not included in this analysis because
they were near the mouths of the three tributaries that flow into Hillsborough Bay and are
thought to be more representative of the water quality in the tributaries as opposed to
Hillsborough Bay proper. The stations that were not included were station 2 (Hillsborough
River), station 52 (Tampa Bypass Canal / McKay Bay / East Bay), and station 8 (Alafia
River).

Figure 4-1

Location of EPCHC water quality sampling stations in Hillsborough
Bay.
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A summary of the monthly chlorophyll a concentrations for the eight stations in
Hillsborough Bay proper for the period 1985-2007 is presented in Figure 4-2. As expected
for chlorophyll a, which typically displays a pattern of blooms in the summer months, the
distribution of chlorophyll a concentrations in Hillsborough Bay is right skewed and
leptokurtic, with a peak around 7 μg/l and a maximum of approximately 100 μg/l.
Histograms of annual chlorophyll a concentration data from the eight stations in
Hillsborough Bay reveal a similar pattern of right skewedness and leptokurtic behavior (e.g.,
2000 Figure 4-3).

Figure 4-2

Histogram of monthly chlorophyll a concentrations from sampling
stations in Hillsborough Bay (1985-2007).
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Figure 4-3

Histogram of monthly chlorophyll a concentrations from sampling
stations in Hillsborough Bay (2000).

Descriptive statistics of chlorophyll a concentrations in Hillsborough Bay by year are
presented in Table 4-1. The annual mean chlorophyll a concentrations range from 7.77 μg/l
(2000) to 19.28 μg/l (1998), while the median chlorophyll a ranges from 6.05 μg/l (2007) to
15.00 μg/l (1985). In every year the mean is greater than the median, indicating that the
mean is influenced by the higher chlorophyll a concentrations that are typically observed in
the summer season.

This is expected given the right skewness of the distributions.

Skewness is a measure of the tendency for the distribution of a variable's values to lack
symmetry or to be more spread out on one side than the other.
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Table 4-1

Descriptive statistics of chlorophyll a concentrations in Hillsborough
Bay by year.
Standard Standard
Error
Deviation Skewness Kurtosis
1.16
11.29
1.56
3.08

Year
1985

Mean
17.91

Median
15.00

1986

16.02

14.80

1.07

10.52

2.68

11.73

1987

13.42

11.25

0.80

7.87

0.94

0.15

1988

12.46

12.20

0.78

7.60

0.61

0.54

1989

11.83

10.55

0.62

6.06

0.96

0.68

1990

11.92

9.56

0.78

7.68

2.01

6.80

1991

13.35

11.27

1.34

13.11

4.11

22.41

1992

10.93

8.55

0.72

7.03

1.25

1.49

1993

9.10

8.70

0.47

4.56

1.71

5.09

1994

16.75

13.99

1.52

14.71

1.66

3.62

1995

17.87

12.18

1.63

15.97

2.54

8.86

1996

9.00

7.63

0.52

5.06

1.59

2.84

1997

11.57

9.35

0.85

8.31

2.42

6.15

1998

19.28

14.82

1.36

13.29

1.57

1.82

1999

9.90

8.71

0.66

6.47

1.64

4.83

2000

7.77

7.16

0.51

5.03

2.73

10.97

2001

10.45

8.52

0.85

8.29

2.14

5.18

2002

11.30

8.70

0.87

8.52

1.55

2.68

2003

11.88

10.32

0.72

7.00

1.49

2.19

2004

11.72

8.46

1.11

10.81

3.03

10.60

2005

13.03

8.98

1.21

11.84

2.83

9.74

2006

10.48

6.40

1.15

11.23

3.50

17.18

2007

8.17

6.05

0.75

7.31

4.65

31.86

Positive skewness indicates that values located to the right of the mean are more
spread out than are values located to the left of the mean. Negative skewness indicates that
values located to the left of the mean are more spread out than are values located to the
right of the mean.

Inspection of the skewness values in Table 4-1 reveals that, as

anticipated, all individual years exhibit right skewness, with skewness values ranging from
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0.61 to 4.65.

This finding is consistent with the plot of all data (Figure 4-2). Kurtosis is a

measure of the degree of peakedness of a distribution. A kurtosis measure greater than
zero signals a distribution that is more peaked and has tails which are wide relative to the
normal distribution. This distribution is said to be leptokurtic. A distribution that is less
peaked and has narrower tails relative to the normal distribution is said to be platykurtic.
The normal distribution has a kurtosis value of zero and is said to be mesokurtic. As can be
seen in Table 4-1, chlorophyll a concentration data for Hillsborough Bay is leptokurtic for all
years between 1985 and 2007.
Further analysis of chlorophyll a concentrations in Hillsborough Bay is presented in
Figure 4-4. The box-and-whisker plot confirms the observations of the plots and tables
above, that the data are skewed to the right (longer upper tails than lower tails). With the
exception of three years (1994, 1995 and 1998), there is a general decreasing trend over
time.

Since 1999, the mean and median chlorophyll a concentrations have been lower

relative to the concentrations documented prior to 1999. Though the trend is decreasing,
numerous elevated chlorophyll a concentrations (> 25 μg/l) have continued during the
recent years, which is indicative of the bloom nature of chlorophyll a.
4.3

Fitting a Three Parameter Lognormal PDF
Because of the tendency of the chlorophyll a data from Hillsborough Bay to exhibit

right skew, a distribution was sought that has a tendency to be right skewed. Although
numerous distributions have the desired tendency, the three-parameter lognormal
distribution was selected as it fit the data well. Further details on the fit of the lognormal
distribution to chlorophyll a data are presented in subsection 4.4. The methods used to
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estimate the parameters of the lognormal distribution and evaluate the goodness-of-fit of
the lognormal distribution are presented in this subsection.

Figure 4-4

Box-and-whisker plot of annual chlorophyll a concentrations in
Hillsborough Bay.

The lognormal distribution is sometimes called the antilognormal distribution.
Though this name is not often used, some argue that is more logical as the distribution is
not the logarithm of a normal variable but of an exponential (antilogarithmic) function of
such a variable (Johnson et al., 1994). Many other names for the lognormal distribution
have been used, including the names of some of the original investigators who developed
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the distribution (Galton, McAlister, Kapteyn, van Uven, and Gibrat). The Probability density
function of a three-parameter lognormal distribution is given by:
√2

4.1

0
where

is the threshold parameter,

There are many cases when

is the scale parameter, and

is the shape parameter.

is known to be zero, in which case the above equation

becomes a two-parameter lognormal distribution.
4.3.1

Maximum Likelihood Estimation
As the name implies, the maximum likelihood estimation (MLE) method is a method

of estimation in which a parameter is estimated by the value which maximizes the likelihood
function (Freund and Williams, 1966). This method is thought to be more robust and where
maximum likelihood estimates exist, the MLE method is preferred over other methods such
as the method of moments or quantiles.

The MLE method has many nice properties

including being consistent, asymptotically unbiased, and asymptotically efficient. Therefore,
the MLE method was used to estimate the parameters of the three-parameter lognormal
PDF discussed above (Equation 4.1).
When the threshold parameter ( ) is unknown, estimation of the parameters can be
difficult. This led to the method of maximum likelihood being wrongly discredited because
of supposed computational difficulties and theoretical uncertainties (Griffiths, 1980;
Johnson, et al., 1994). Calitz (1973) suggested that the method of Cohen (1951) to solve
the maximum likelihood equations. This method is superior to other methods for estimating
the parameters of the three-parameter lognormal distribution. The method of Cohen (1951)
is known as the local maximum likelihood estimate (LMLE). This method is used to identify
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the LMLE for the threshold parameter ( ).

This estimate is then used to compute the

maximum likelihood estimates for the scale parameter ( ̂ ), and the shape parameter ( ).
Since the LMLE method was suggested by Cohen (1951), it has been verified by multiple
authors (Calitz, 1973; Cohen and Whitten, 1980; and Chen, 2006).
The derivation of the equation needed to solve the LMLE has been previously
described in Cohen (1951). To calculate the estimates, the log of the likelihood is taken and
the partial derivatives with respect of the threshold, scale and shape are set equal to zero.
After appropriate substitutions, the following equation is derived:

ln

ln

ln

ln

0

4.2

Equation 4.2 is solved iteratively for the LMLE,

. The sample is assumed to be

ordered such that x1 ≤ x2 ≤ … ≤ xn. In solving for Equation 4.2, only admissible roots for
which

< x1 are accepted (Cohen and Whitten, 1980).

In the event that multiple

admissible roots are found, the root which results in the best agreement between ̂ and ̅
is selected (Cohen and Whitten, 1980). After the LMLE is calculated, the scale and shape
parameters can then be solved for using the following equations:
ln

4.3

ln

ln
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4.4

4.3.2

Goodness-of-fit Method
After estimating the parameters of the three-parameter lognormal distribution, the

next step is to evaluate the goodness-of-fit of the proposed distribution. When fitting a
parametric distribution, the empirical distribution function (EDF) is the method of choice as
it has numerous advantages over the traditional chi-square goodness-of-fit test.

These

advantages include improved power and invariance with respect to the midpoints of the
histogram (D’Agostino and Shephens, 1986).

The null hypothesis of a goodness-of-fit test

is that a random sample comes from the specified distribution. If the p-value is less than
the predetermined alpha, one fails to reject the null hypothesis, concluding that the random
sample did not come from the specified distribution.
The EDF is defined for a set of n independent observations X1,…,Xn with a common
distribution function F(x) (SAS Institute, Inc.). When the observations are ordered from
smallest to largest they are listed as X(1),…,X(n). Then the EDF, Fn(x) is defined as:

Fn(x) = 0,

x < X(1)

Fn(x) = ,

X(i) ≤ x < X(i+1)

Fn(x) = 1,

X(n) ≤ x

i = 1,…,n - 1

The EDF Fn(x) is a step function with a step height equal to

for each observation.

For any value x, Fn(x) is the proportion of observations less than or equal to x, while F(x)
is the probability of an observation less than or equal to x (SAS Institute, Inc.). The EDF
statistics are a measure of the difference between Fn(x) and F(x).

To calculate EDF

statistics, the probability integral transformation U = F(X) is used. If F(x) is the distribution
function of X, the random variable U is uniformly distributed between 0 and 1. For given
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observations X(1),…,X(n), the values U(i) = F(X(i)) are computed by applying the
transformation to the three EDF tests that are discussed below.
The Kolmogorov-Smirnov statistic belongs to the class of supremum statistics and is
based on the largest vertical difference between Fn(x) and F(x). The Kolmogorov D statistic
is defined as
|

sup |

The Kolmogorov D statistic is computed by calculating the maximum vertical difference
between the EDF and the distribution function when the EDF is greater than the distribution
function and when the EDF is less than the distribution function. The larger of these two
values is the Kolmogorov D statistic.
max
max
max

,

If the true parameters are known, the U(i) follow the uniform distribution. However,
if the parameters are estimated, the distribution of the EDF statistics is based on the same
formula but depends on the distribution being tested, which parameters are estimated, the
estimation method, and the sample size (Chen, 2006).

Simulations have been run to

produce critical values covering a broad range on sample sizes, shape parameters and
significance levels (Chen, 2006; Stephens, 1986). The modified Kolmogorov test, √

, has

been shown to be very accurate for the lognormal distribution when LMLE and MLE methods
are used to develop parameter estimates (Chen, 2006).
As mentioned, the Kolmogorov-Smirnov statistic belongs to the supremum class of
statistics.

Two other EDF statistics, the Anderson-Darling statistic and the Cramer-von

Mises statistics, belonging to the quadratic class of statistics, are considered. The quadratic
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2

class of statistics is based on the squared difference, (Fn ( )-F ( )) (SAS Institute, Inc.)
and has the following form:

where

2

is the function that weights the squared difference (Fn ( )-F ( )) .

The Anderson-Darling statistic (A2) is defined as
1

and the weight function is Ψ( ) = [F ( )(1-F ( ))]-1.

To compute the

Anderson-Darling statistic, the following equation is used:
∑

2

1 log

2

1

2 log 1

.

The last EDF statistic used is the Cramer-von Mises statistic (W 2), which is defined
as

Where the weight function [Ψ( )] is equal to one and the following equation is used
to compute W 2.
2

1
2

1
12

The modified Kolmogorov, Anderson-Darling, and Cramer-von Mises tests were all
shown to be very accurate goodness-of-fit tests for the lognormal distribution when
parameters were estimated using LMLE and MLE. However, the Anderson-Darling gives the
overall most powerful EDF tests, followed by Cramer-von Mises, and lastly the modified
Kolmogorov (Chen, 2006).
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4.4

Results of Fitting Lognormal PDF
Environmental data are often asymmetrical and right skewed.

Therefore, an

asymmetrical distribution such as the lognormal is often appropriate for environmental data
(Gilbert, 1987).

Examples of environmental researchers who have used the logarithmic

transformation on their data are too numerous to mention. However, Janicki and Wade
(1996) used the log transform of chlorophyll a while developing empirical relationships in
the segments of Tampa Bay, including Hillsborough Bay.
The methods discussed above are used to estimate the parameters of the threeparameter lognormal distribution for the chlorophyll a data in Hillsborough Bay for the
period 1985 through 2007.

In addition to the three-parameter lognormal distribution,

efforts were made to fit the data to numerous other distributions, including the exponential,
beta, Weibull, and gamma distributions. These distributions are described in great detail in
Johnson, et al. (1994a, 1994b).
Using the MLE and LMLE methods described above, parameter estimates were
derived for chlorophyll a in Hillsborough Bay by year for the threshold parameter ( ), the
scale parameter ( ), and the shape parameter ( ).
As discussed above, the EDF method was employed to test the goodness-of-fit of
the chlorophyll a data for each year (1985-2007) based on three separate tests: AndersonDarling (A2), Cramer-von Mises (W 2), and Kolmogorov (D). Chen (2006) cautions that the
EDF tests for the three-parameter lognormal are subject to the following guidelines:
1. The sample size should not be less than 15 and
2. The estimated shape parameter should be within the range of [0.1,3.0].
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Table 4-2

Parameter estimates for the three-parameter lognormal distribution
of chlorophyll a data in Hillsborough Bay.
Year
1985

Threshold
0.324

Scale
2.677

Shape
0.621

1986

-2.385

2.785

0.503

1987

-0.541

2.479

0.576

1988

-15.218

3.284

0.273

1989

-1.610

2.500

0.448

1990

0.678

2.216

0.651

1991

-1.170

2.440

0.667

1992

-0.006

2.198

0.636

1993

0.283

2.058

0.493

1994

-2.175

2.639

0.820

1995

1.938

2.366

0.924

1996

-0.664

2.151

0.482

1997

2.616

1.889

0.763

1998

2.521

2.550

0.739

1999

-1.473

2.285

0.551

2000

-0.733

2.010

0.504

2001

1.356

1.857

0.868

2002

-0.703

2.252

0.703

2003

1.312

2.154

0.650

2004

-0.108

2.218

0.668

2005

1.770

2.067

0.810

2006

1.006

1.806

0.930

2007

0.382

1.794

0.708

The data analyzed clearly fall within these guidelines as the sample sizes were all
greater than 90 samples and the estimated shape parameters range from a low 0.273 in
1988 to a high of 0.930 in 2006. A sample of the EDF for 1999 is presented in Figure 4-4.
As can be seen clearly in the plot, the observed data fit the identified three-parameter
lognormal distribution well for 1999.
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Figure 4-5

Cumulative Distribution Function (CDF) plot of chlorophyll a
concentrations in Hillsborough Bay, 1999.

The test statistics and accompanying p-values for all years are presented in Table 43. Analysis of the p-values reveals no justification to reject the Null Hypothesis for any of
the three tests for any of the years.
Therefore, it can be concluded that the parameter estimates derived from the LMLE
and MLE methods for chlorophyll a data in Hillsborough Bay fit the data well and that the
hypothesis of a three-parameter lognormal distribution cannot be rejected at the ∝ = 0.05
level.

This information will prove invaluable to researchers in future efforts to develop

statistically robust, defensible management actions.
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Table 4-3

Goodness-of-fit

statistics

for

the

three-parameter

lognormal

distribution of chlorophyll a data in Hillsborough Bay.
Statistic

4.5

D

2

W2

A2

A

D

0.023

0.170

>0.500

>0.500

>0.500

0.063

0.059

0.443

>0.250

>0.250

0.166

1987

0.070

0.048

0.318

0.19

>0.250

>0.250

1988

0.096

0.125

0.757

>0.250

>0.250

>0.250

1989

0.041

0.020

0.171

>0.500

>0.500

>0.500

1990

0.054

0.034

0.236

>0.500

>0.500

>0.500

1991

0.066

0.078

0.547

>0.250

0.135

0.084

1992

0.064

0.059

0.382

>0.250

>0.250

>0.250

1993

0.069

0.064

0.356

0.206

0.225

>0.250

1994

0.126

0.306

1.810

0.096

0.134

0.119

1995

0.041

0.024

0.170

>0.500

>0.500

>0.500

1996

0.075

0.071

0.453

0.12

0.168

0.154

1997

0.091

0.102

0.620

>0.250

>0.250

>0.250

1998

0.083

0.087

0.591

0.06

0.096

0.063

1999

0.056

0.039

0.238

>0.500

>0.500

>0.500

2000

0.061

0.081

0.536

>0.250

0.116

0.086

2001

0.073

0.092

0.499

0.165

0.087

0.126

2002

0.055

0.035

0.247

>0.500

>0.500

>0.500

2003

0.051

0.038

0.258

>0.500

>0.500

>0.500

2004

0.089

0.183

1.109

>0.250

>0.250

0.222

2005

0.076

0.117

0.785

>0.250

>0.250

>0.250

2006

0.069

0.054

0.306

0.239

>0.250

>0.250

2007

0.060

0.043

0.277

>0.250

>0.500

>0.500

Year
1985

0.038

1986

W

p-value
2

Comparison of Descriptive Statistics and Parametric Analysis
The annual mean chlorophyll a is currently used to evaluate the level of chlorophyll a

in Hillsborough Bay against a target that was derived previously based on empirical work by
Janicki and Wade (1996). This previous work was based on a logarithmic transformation of
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chlorophyll a. Using the three-parameter lognormal distribution, it should be possible to
improve these previously developed empirical relationships and provide more robust
management targets.
Using the distributions described above, the descriptive statistics are compared to
the results from the probability distribution. The statistics of the lognormal distribution are
calculated from the following equations:
/

1
1

Based on the parameter estimates in Table 4-2 and the above equations, the mean,
median, and standard deviation of the chlorophyll a concentrations were calculated for
Hillsborough Bay each period 1985 through 2007. These statistics are presented in Table 44. Descriptive statistics were presented above in Table 4-1. For ease of comparison, time
series plots of the annual means (Figure 4-6), medians (Figure 4-7), and standard
deviations (Figure 4-8), are presented and discussed below.
The mean chlorophyll a concentrations calculated from the probability distribution
and by descriptive statistics are presented in Figure 4-6. As can be clearly seen in this
figure, the concentrations calculated from the probability distribution are very similar to the
concentrations calculated from the descriptive statistics.

On average, the concentration

from the probability distribution is 0.04 μg/l higher than that calculated from descriptive
statistics.

The difference is well below the measurement error of chlorophyll a.
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The

maximum absolute difference was in 1994, when the calculated value from the probability
distribution was 0.67 μg/l higher that from the descriptive statistics. This is a relative
difference of only 3.98%. The majority of the differences between the two methods (16 of
23 years), had a relative difference of less than 1%.

Therefore, researchers can be

confident that mean values obtained from descriptive statistics are in strong agreement with
those obtained from the probability distribution.
Table 4-4

Probability Distribution statistics of chlorophyll a concentrations in
Hillsborough Bay by year.
Standard
Median Deviation
14.86
12.10

Year
1985

Mean
17.96

1986

16.00

13.82

9.86

1987

13.54

11.39

8.84

1988

12.47

11.46

7.71

1989

11.86

10.58

6.35

1990

12.01

9.85

8.22

1991

13.15

10.30

10.71

1992

11.02

9.00

7.78

1993

9.12

8.11

4.63

1994

17.42

11.82

19.19

1995

18.26

12.59

18.96

1996

8.99

7.93

4.94

1997

11.46

9.23

7.86

1998

19.35

15.33

14.35

1999

9.96

8.35

6.81

2000

7.74

6.73

4.55

2001

10.69

7.76

9.90

2002

11.47

8.81

9.73

2003

11.96

9.93

7.72

2004

11.38

9.08

8.61

2005

12.74

9.67

10.56

2006

10.38

7.09

10.98

2007

8.11

6.40

6.23
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Figure 4-6

Mean of chlorophyll a from the probability distribution (Mean PD)
and descriptive statistics (Mean DS).

The median values calculated from the probability distribution and descriptive
statistics are presented in Figure 4-7.

Though the agreement is not as strong as that

observed for the means, the agreement is still quite strong.

The maximum difference

between the two methods is in 1994, when the median calculated from the probability
distribution was 2.16 μg/l less than median calculated from descriptive statistics.

The

majority of the observations (13 of 23 years) had differences less than 0.5 μg/l.

On

average, the median calculated from the probability distribution was 0.13 μg/l less than the
median that was calculated from descriptive statistics. Again, this difference is well within
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the measurement error for chlorophyll a concentrations. The median calculated from the
probability distribution was greater than the median calculated from descriptive statistics in
12 of the 23 years, while the median calculated from descriptive statistics was greater than
the median calculated from the probability distribution in 11 of the 23 years. Both methods
reveal a strong downward trend in chlorophyll a concentrations in Hillsborough Bay between
1985 and 2007.

Figure 4-7

Median of chlorophyll a from the probability distribution (Median
PD) and descriptive statistics (Median DS).

A time-series plot of the standard deviations calculated from the two methods is
presented in Figure 4-8. As with the median values, and as expected with the standard

105

deviations, there is a considerable amount of spread in the data as chlorophyll a
concentrations vary from year to year. However, the patterns of increasing and decreasing
standard deviations are the same for the two methods. Overall, the standard deviation as
calculated from the probability distribution is 0.31 μg/l greater than the standard deviation
calculated from the descriptive statistics. There does not appear to be a bias in one method
over the other as the standard deviation calculated from the probability distribution was
greater than the standard deviation calculated from descriptive statistics in 14 of the 23
years, while the standard deviation calculated from descriptive statistics was greater than
the standard deviation calculated from the probability distribution in 9 of the 23 years.

Figure 4-8

Standard deviation of chlorophyll a from the probability distribution
(StdDev PD) and descriptive statistics (StdDev DS).
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Overall, the preceding analyses indicate that the mean, median, and standard
deviation calculated from descriptive statistics are in strong agreement with those calculated
from the three-parameter lognormal probability distribution. This information should prove
useful to researchers in the future as the distribution of chlorophyll a data has not been
previously identified.
4.6

Confidence Intervals - Median
Two methods were used to calculate the confidence intervals of the median, the

naïve method (Mohn, 1979) and the method proposed by Hoare (2008). For the naïve
method, if the random variable X has a two-parameter lognormal distribution, then Y = log

X has a normal distribution with mean μ and variance σ2. In this case, the confidence
intervals for the median are:
exp
where

∑

, /

√
,

, exp

∑

, /

√

4.5

, and tn-1, is the upper point of the student t

distribution with n-1 degrees of freedom.

However, this confidence interval displays a

horizontal shift due to the threshold parameter in the three-parameter lognormal
distribution.

Therefore, Hoare (2008) proposed to following method to calculate the

confidence interval for the median of a three-parameter lognormal distribution. Using the
threshold parameters from Table 4-2, the random variable X can be transformed to obtain

W = log(X - ϴ). This transformation is known to have a normal distribution with mean μ
and variance σ2. As discussed above, the threshold parameter causes a horizontal shift.
Therefore, the confidence interval for the three-parameter lognormal distribution can be
calculated by the following formula:
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exp

As is discussed in section 4.3.1,
proposed by Cohen (1951).

, exp

,

√

√

,

4.6

is solved for using an iterative procedure as originally

The LMLE for

admissible solutions are maintained.

is calculated from Equation 4.2 and only

In the event of multiple admissible solutions, the

solution that best satisfies the mean and standard deviation is selected. The 90% and 95%
confidence intervals based on the naïve method and the method of Hoare (2008) are
presented in Figure 4-9 along with the true median.

The 90% and 95% confidence

intervals are presented in tabular format for both methods in Table 4-5.

Figure 4-9

95% confidence intervals for the median chlorophyll a based on the
naïve method and the method of Hoare (2008).
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Table 4-5

Confidence intervals for the median chlorophyll a concentrations
based on the naïve method and the method of Hoare (2008).
Naïve Method
90 %

Year
1985

Hoare (2008) Method

95 %

Lower Upper Lower

90 %

Upper

95 %

Lower

Upper

Lower

Upper

13.15

16.14

12.89

16.46

12.83

15.82

12.57

16.14

1986

12.09

14.88

11.84

15.19

12.11

14.87

11.86

15.16

1987

10.18

12.51

9.98

12.76

9.98

12.31

9.78

12.56

1988

8.25

11.02

8.02

11.34

10.24

12.72

10.02

12.98

1989

9.48

11.34

9.32

11.54

9.27

11.12

9.11

11.32

1990

9.03

11.05

8.86

11.27

8.73

10.76

8.56

10.98

1991

8.70

11.34

8.48

11.63

8.96

11.56

8.74

11.84

1992

8.08

10.02

7.91

10.23

7.97

9.91

7.80

10.12

1993

7.52

8.82

7.40

8.96

7.25

8.55

7.13

8.69

1994

9.11

13.56

8.77

14.10

10.51

14.99

10.14

15.50

1995

11.75

15.14

11.46

15.52

10.99

14.34

10.72

14.72

1996

7.17

8.58

7.04

8.73

7.12

8.53

7.00

8.68

1997

8.90

10.70

8.74

10.90

8.42

10.14

8.28

10.33

1998

14.37

17.63

14.09

17.98

13.74

16.95

13.47

17.31

1999

7.16

9.02

7.00

9.22

7.22

9.05

7.06

9.25

2000

6.01

7.29

5.89

7.43

5.99

7.26

5.88

7.40

2001

7.31

9.22

7.14

9.43

6.82

8.71

6.67

8.93

2002

7.51

9.79

7.32

10.05

7.58

9.84

7.38

10.10

2003

8.87

10.67

8.71

10.87

8.57

10.37

8.41

10.56

2004

7.89

9.94

7.72

10.16

7.91

9.96

7.74

10.19

2005

9.07

11.33

8.88

11.58

8.66

10.84

8.47

11.09

2006

6.55

8.52

6.39

8.74

6.19

8.11

6.03

8.33

2007

5.81

7.26

5.69

7.42

5.66

7.11

5.54

7.27

In general, the average range of the Hoare method (2.66 μg/l) is slightly lower than the
average range of the naïve method (2.69 μg/l). With the exception of 1994, the ranges of
confidence intervals for the Hoare method are equal to or less than the ranges of the
confidence intervals for the naïve method. While the ranges of the confidence intervals are
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very similar for the two methods, the confidence intervals diverge in 1988 and 1994,
resulting in the true median chlorophyll a concentrations being outside of the confidence
intervals calculated by the naïve method.
4.7

Confidence Intervals - Mean
Though efforts were made in the previous work by Janicki and Wade (1996) to

quantify the uncertainty associated with chlorophyll a concentrations in Hillsborough Bay,
they did not calculate confidence intervals for the true mean.

However, now that the

probability distribution function of chlorophyll a in Hillsborough Bay has been identified in
the current study, confidence intervals can be calculated based on the three-parameter
lognormal distribution.
As with the confidence intervals for the median, two methods were used to estimate
the confidence intervals for the mean, the Cox method and the method proposed by Hoare
(2008). As discussed above for the naïve method, if the random variable X has a twoparameter lognormal distribution, then Y = log X has a normal distribution with mean μ and
variance σ2.

Since

∑

are complete sufficient estimates for µ

∑

,

and σ2, inferences on ζ = E(Y) = log E(X) can be made based on
variance unbiased estimator of ζ is

confidence interval for

exp

2

/

. Assuming normality for

The minimum

, the approximate

is obtained from the following:

exp

2

.

and the minimum variance unbiased
̂

estimator of the variance of

and

1

, exp

2

/

2

1

4.7

Hoare (2008) developed another method to estimate confidence intervals for the threeparameter lognormal distribution.

Using the threshold parameters from Table 4-2, the
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random variable X can be transformed to obtain W = log(X - ϴ). This transformation is
known to have a normal distribution with mean μ and variance σ2. The confidence interval
for the mean of the three-parameter lognormal distribution can be calculated by the
following formula:

exp

2

/

2

As is discussed in section 4.3.1,
proposed by Cohen (1951).

1

, exp

2

/

2

1
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is solved for using an iterative procedure as originally

The LMLE for

admissible solutions are maintained.

is calculated from Equation 4.2 and only

In the event of multiple admissible solutions, the

solution that best satisfies the mean and standard deviation is selected. The confidence
intervals for the mean based on the Cox method and the method of Hoare (2008) are
presented in Figure 4-10 along with the true mean chlorophyll a concentrations. The 90%
and 95% confidence intervals for both methods are presented in tabular format in Table 46. As was seen in the confidence intervals for the medians, the method of Hoare represents
an improvement over the Cox method. The average range of the 95% confidence intervals
for the Hoare method was 3.77 μg/l, while the average range for the Cox method was 3.96
μg/l. Similar to the 95% confidence intervals of the median, the largest divergence was in
1988 and 1994. However, unlike the 95% confidence intervals for the median, where the
lower and upper 95% confidence intervals diverged, only the upper 95% confidence
intervals diverge in 1988 and 1994. However, the true mean is still contained within the
90% and 95% confidence intervals for both methods in each year.
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Figure 4-10 95% confidence intervals for the mean chlorophyll a based on the
Cox method and the method of Hoare (2008).

Prior to 1995, the tendency is for the confidence intervals from the Cox method to
be higher than the confidence intervals from the Hoare method. This phenomenon is more
pronounced for the upper confidence interval compared to the lower confidence interval.
After 1995, there is no strong tendency of one method overpredicting relative to the other
method. With the exception of spikes in chlorophyll a concentrations in Hillsborough Bay in
1994 and 1998, there is a clear trend of decreasing chlorophyll a concentrations between
1985 and 2007.

112

Table 4-6

Confidence intervals for the mean chlorophyll a concentrations
based on the Cox method and the method of Hoare (2008).
Cox Method
90 %

Year

Hoare (2008) Method

95 %

Lower Upper Lower

90 %

Upper

95 %

Lower

Upper

Lower

Upper

1985

15.66

19.53

15.33

19.94

15.41

19.33

15.08

19.76

1986

14.48

18.13

14.17

18.52

14.04

17.34

13.75

17.68

1987

12.16

15.19

11.90

15.52

11.85

14.79

11.60

15.11

1988

11.63

16.27

11.26

16.80

11.21

13.81

10.97

14.08

1989

10.85

13.13

10.66

13.37

10.43

12.56

10.24

12.78

1990

10.71

13.32

10.49

13.60

10.57

13.30

10.34

13.59

1991

11.61

15.66

11.28

16.11

11.38

14.93

11.08

15.31

1992

9.80

12.39

9.58

12.67

9.69

12.27

9.47

12.55

1993

8.38

9.91

8.25

10.07

8.14

9.69

8.01

9.86

1994

17.17

28.64

16.34

30.08

16.25

24.08

15.63

24.98

1995

15.33

20.39

14.92

20.95

15.45

21.53

14.98

22.23

1996

8.21

9.93

8.06

10.11

8.06

9.72

7.92

9.89

1997

10.27

12.49

10.08

12.73

10.28

12.88

10.07

13.18

1998

17.11

21.33

16.75

21.79

17.07

21.80

16.69

22.32

1999

8.93

11.52

8.72

11.80

8.62

10.89

8.43

11.14

2000

7.02

8.64

6.89

8.81

6.88

8.40

6.75

8.57

2001

9.14

11.81

8.92

12.10

9.17

12.37

8.91

12.74

2002

10.03

13.53

9.74

13.93

9.81

13.02

9.54

13.37

2003

10.24

12.46

10.05

12.70

10.18

12.58

9.97

12.84

2004

9.84

12.69

9.60

13.00

9.83

12.65

9.60

12.96

2005

11.14

14.20

10.89

14.54

11.17

14.65

10.89

15.05

2006

8.70

11.71

8.46

12.04

8.77

12.28

8.49

12.69

2007

7.13

9.10

6.97

9.31

7.09

9.15

6.92

9.38
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4.8

Conclusions
The annual mean chlorophyll a is currently used to evaluate the level of chlorophyll a

in Hillsborough Bay against a target that was derived previously based on empirical work by
Janicki and Wade (1996).

Though efforts have been made to quantify the uncertainty

associated with the chlorophyll a, statistically defensible confidence intervals of the mean or
median were not previously identified because the underlying distribution of chlorophyll a
was not determined.

To improve on this deficiency from previous work, efforts were made

to identify the distribution of chlorophyll a. Goodness-of-fit tests were used to determine
that the three-parameter lognormal distribution fits chlorophyll a concentration data in
Hillsborough Bay very well.

Using the three-parameter lognormal distribution, we have

shown that it is possible to develop robust confidence intervals for the mean and median.
These findings will allow researchers to improve upon previously developed empirical
relationships and provide statistically defensible estimates of uncertainty which can be used
to improve management targets.
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Chapter 5
5 Statistical Modeling of Chlorophyll a in Hillsborough Bay
5.1

Background
Chlorophyll is a green pigment which is found in most algae. It is an important

biomolecule which allows algae to obtain energy from sunlight via photosynthesis.
Chlorophyll is a measure of the amount of phytoplankton biomass in a waterbody.
Phytoplankton form the base of the marine food chain, converting energy from sunlight and
providing a food source to many herbivores, including many herbivorous fish species. Thus,
phytoplankton is a crucial component of estuarine and marine ecosystems.

However,

excess chlorophyll a, commonly due to anthropogenic eutrophication, can be a strain on
water quality as it leads to decreased light penetration through the water column and
associated decomposition can lead to decreased levels of dissolved oxygen.

Therefore,

chlorophyll a is a common parameter in water quality monitoring as it is an excellent
indicator of water quality (Coastal Environmental, 1995).
A significant decrease in chlorophyll a concentrations in Hillsborough Bay was
documented in 1985 due to decreased nitrogen loads.

These decreased nitrogen loads

were the result of management actions (particularly reductions from wastewater treatment
plants) (Greening and Janicki, 2006). While annual average chlorophyll a concentrations in
Hillsborough Bay were in the range of 25 to 35 μg/l prior to 1985, the annual average
chlorophyll a concentrations in Hillsborough Bay have been in the range of 10 to 20 μg/l
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from 1985 to the present. In an effort to better understand the impact of nutrient loadings
on Tampa Bay, the Tampa Bay Estuary Program (TBEP) began an effort to quantify monthly
pollutant loads that reach Tampa Bay for the period 1985 through 1991 (Zarbock et al.,
1994). TBEP has continued to develop estimates of monthly pollutant loadings to Tampa
Bay for the periods 1992-1994 (Zarbock et al., 1996), 1995-1998 (Pribble et al., 2001),
1999-2003 (Poe et al., 2004), and 2004-2007 (Janicki Environmental, 2008).

Therefore, in

addition to the monthly water quality data from Tampa Bay, monthly estimates of pollutant
loadings have been developed for the period 1985 through 2007.

Because significant

reductions in chlorophyll a were documented in the early 1980s (Greening and Janicki,
2006) and loading estimates are available from 1985 through 2007, the period of record
chosen for development of statistical models relating chlorophyll a to potential explanatory
variables was 1985 through 2007.
5.2

Introduction
In previous work performed for the TBEP, Janicki and Wade (1996) and Janicki et al.

(2000) developed defensible relationships between nutrient supply to the four main
segments of Tampa Bay (Figure 5-1) and resultant chlorophyll a concentrations in those
segments.

In addition to relationships between nutrients and chlorophyll a, defensible

statistical relationships were developed between chlorophyll a concentrations and light
availability for seagrasses. For Tampa Bay, ambient water quality data strongly indicate
that the bay is nitrogen limited, and this is supported by the results of nutrient addition
bioassays (Janicki Environmental, 2011b) and studies of marine systems (Thomas, 1970a,
1970b; Ryther and Dunstan, 1971; Boynton et al., 1982; Smith, 1984; Howarth, 1988,
2008; Howarth et al., 1988a,b; Nixon et al., 1996; Howarth and Marino, 2006; Chapra,
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1997; National Research Council, 2000;). Therefore, previous management actions have
focused on controlling nitrogen loads to Tampa Bay, with measureable success as expressed
by increases in seagrass acreage.
The focus of this chapter is to develop a predictive model that improves on the
current model that was developed by Janicki and Wade (1996). To develop a better model,
additional potential explanatory variables, including interaction terms, will be investigated.

Figure 5-1

Main segments of the Tampa Bay and accompanying watersheds.
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5.3

Response and Attributable Variables
As discussed above, the nitrogen management strategy for Tampa Bay is to reduce

nitrogen loadings to the bay, leading to decreased chlorophyll a concentrations and
increases in light penetration and seagrass acreage. Therefore, the response variable of
interest is chlorophyll a concentration in Hillsborough Bay. The previous model (Janicki and
Wade, 1996) included same month nitrogen loads (developed in previous studies for the
TBEP for the period 1985-2007) as well as monthly intercepts as explanatory variables.
Explanatory variables that were included in this study included nitrogen loads as well as
other water quality variable from the EPCHC database. Lag-average nutrient loads have
been identified as significant explanatory variables in previous studies; therefore lagaverage loads were also included as potential explanatory variables.

The formula to

calculate lag-average loads for n months is presented in Formula 5.1, where (TN Load)0 is
the current month’s load and (TN Load)-1 is the previous months load, etc.
TN Load

5.1

In addition to the lag-average loads, exponentially weighted lag-average loads (Formula
5.2) and temperature were calculated and included as potential explanatory variables.
TN Load

∑

∗ exp

5.2

A complete list of dependent and independent variables that were included in the
preliminary models is presented in Table 5-1, along with a description of those variables. A
multitude of additional variables were investigated, but are not included in the list below
because none of these additional variables met the test of significance to enter the model.
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Table 5-1

5.4

Variable names and descriptions.

Variable
Name
Chla

Variable Description
Chlorophyll a

Variable Type
Response

Temp

Water temperature

Atributable

N_org

Organic Nitrogen

Atributable

mg/l

N_P

Molar Nitrogen to Phosphorus ratio

Atributable

none

pH

pH (Standard Units)

Atributable

SU

LNTNL1

Ln(same-year TN Load)

Atributable

tons

P_ortho

Ortho-Phosphorus

Atributable

mg/l

Sal

Salinity

Atributable

ppt

TemppH

Interaction between Temp and pH

Atributable

Units
μg/l
o

C

Multivariate Statistical Models
The original work performed by Janicki and Wade (1996) was based on monthly

data for the period 1985 through 1994.

Since the time of the original publication, a

considerable amount of additional data have been collected. Therefore, the current study
uses data from 1985 through 2007, the last year of estimated loadings to Tampa Bay
(Janicki Environmental, 2008).

Statistical models were developed relating the response

variable, chlorophyll a, to the potential explanatory variables (Table 5-1) on a monthly. The
predictive power of these monthly models was not sufficient (R2 typically less than 0.60),
therefore models were developed based on annual data.

This is consistent with the

implementation of the chlorophyll a targets for Tampa Bay, which are evaluated on an
annual basis.
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5.4.1

Model Selection
The goal of any model building effort should be to select the most parsimonious

model. There are significant problems with both underfitting and overfitting a statistical
model. As stated in Myers (1990),
“A model that is too simple may suffer from biased coefficients and
biased prediction, while an overly complicated model can result in large
variances, both in the coefficients and prediction. Therefore, a proper
model, in many cases, will be a compromise between a biased model and
a model with heavy variance. The magnitude of the variance inflicted by
the addition of marginal variables, as one would suspect, depends to a
great extent on the multicollinearity induced by the questionable
variables.”
In this study, Mallow’s Cp (Mallow, 1973), R2, and adjusted R2 statistics were
employed to select the most appropriate model.

The coefficient of determination R2

represents the proportion of variation in the response variable that is explained by the
model (Myers, 1990). However, a large R2 value does not necessarily imply that the model
is a useful model. The inclusion of additional variables into a model cannot bring about a
decrease in the R2. Because the R2 statistic is not prediction performance based, it is not
advisable to use the R2 statistic as the sole statistic for selection of the best model from a
suite of potential models.

The coefficient of determination is defined by the following

formula:
1

1

∑
∑

Where SSRes is the residual sum of squares and SSTotal is the total sum of squares.
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5.3

Because of the fact that the inclusion of additional variables cannot result in a
decrease in the R2, it is recommended that a modified R2, which adjust for the number of
explanatory variables in the model, be considered.
determination,

The adjusted coefficient of

, adjusts the R2 by dividing each sum of squares by its associated

degrees of freedom. The formula for the adjusted coefficient of determination is:

1

1

1

5.4

1
The adjusted coefficient of determination (

) can become smaller with additional

explanatory variables as any decrease in the SSRes may be more than offset by the loss of a
degree of freedom in the denominator (Neter et al., 1996).

Therefore, the adjusted

coefficient of determination serves to penalize the model developer for including explanatory
variables that are marginally important at the expense of model degrees of freedom (Myers,
1990).
Mallows Cp (Mallows, 1973) is concerned with the total mean squared error of the n
fitted values for a series of regression models (Neter, et al., 1996). Cp is a useful statistic
for discerning the best model, with the best model having the lowest Cp value. The formula
for a p-parameter regression model is defined as:
5.5
When using Mallows Cp, the modeler seeks to identify the group of explanatory variables
which has the smallest Cp value and a Cp value that is close to p, the number of explanatory
variables in the model.
A stepwise procedure was used to identify the most appropriate statistical models.
The routine identifies the best single variable model during the first step, then the best two
variable model, etc. At the end of each step, all variables are analyzed to insure the all
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variable are still significant. Thus, insignificant variables are removed from the model and
the process continues until no additional explanatory variable meet the criterion for entry in
the model. The explanatory variables are ranked according to their individual contribution
to the model and the overall models are evaluated based on Mallows Cp.
5.4.2

Transformation of the Response Variable
As discussed in Chapter 4, the response variable (chlorophyll a) followed a three-

parameter log-normal probability distribution for the individual years.

Recalling the

histogram plot for the data for the entire period of record (Figure 4-2), the data are rightskewed and leptokurtic. Therefore, in addition to the untransformed data, we employed
common transformations in an attempt to normalize the response variable (logarithmic and
Box-Cox).
The first transformation that was applied to the response variable was the log
transform [ln(chlorophyll a)].

The logarithmic transformation is commonly used with

environmental data, which tend to be skewed (Gilbert, 1987).

The logarithmic

transformation of the response variable can be useful in countering heterogeneous variance
in certain situations (Myers, 1990).

In addition to the log transformation, an additional

transformation of the response variable was investigated.
The Box-Cox transformation (Cox, 1964) is a procedure (SAS 9.2) which identifies
the appropriate transformation from a family of power transformations of the response
variable. The Box-Cox transformation makes use of the response

, where

is estimated

from the data (Myers, 1990) based on the method of maximum likelihood (Neter, et al.,
1996).
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After evaluation of models developed based on the untransformed response variable,
the log-transformed response variable, and the Box-Cox transformed response variable, the
log-transformed response variable was selected and is presented in the following section.
5.4.3

Best Initial Statistical Model
A correlation matrix for the untransformed response variable and potential

explanatory variables is presented in Table 5-2 for the annual summary statistics. As can be
seen readily from Table 5-2, chlorophyll a (Chla) has a strong positive correlation with total
nitrogen loads (LNTNL1) and nitrogen (N_org) and phosphorus (P_ortho) concentrations.
There is also a strong negative correlation between chlorophyll a and salinity (Sal) and
between nitrogen loads (LNTNL1) and salinity. However, these strong negative correlations
are not causative, as increased hydrologic loads and the associated increased nitrogen loads
from land during the rainy season lead to lower salinities and higher nutrient loads which
are available to chlorophyll a and other organisms for uptake. As anticipated, the N to P
ratio (N_P) is correlated with nitrogen and phosphorus concentrations.
As discussed above, the best statistical model was selected based on Mallow’s Cp
(Mallow, 1973), R2, and adjusted R2.

Based on these criteria, the most parsimonious

statistical model was a four variable model that included the log-transformed TN load
(LNTNL1), temperature (Temp), organic nitrogen (N_org), and the molar nitrogen to
phosphorus ratio (N_P).

The pertinent summary statistics related to the explanatory

variables are presented in Table 5-3.
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Table 5-2

Correlation matrix of response variable (chlorophyll a) and potential
explanatory variables.
Chla LNTNL1 N_org

N_P P_ortho Temp

Chla

1.00

LNTNL1

0.52

1.00

N_org

0.38

0.11

1.00

-0.34

-0.25

0.45

1.00

P_ortho

0.41

0.28

0.03

-0.74

1.00

Temp

0.35

-0.01

0.07

-0.01

-0.02

1.00

pH

-0.01

0.32

-0.24

0.15

-0.48

-0.22

Sal

-0.53

-0.85

-0.08

0.34

-0.25

-0.01

N_P

Table 5-3

pH

Sal

1.00
-0.33 1.00

Ranking of explanatory variables to predict annual average
chlorophyll a concentrations in Hillsborough Bay, Florida.

Rank

Variable
Name

Variable Description

R2

adjusted Mallows
R2
Cp

1

LNTNL1

LN (TN Load [tons])

0.44

0.41

17.85

2

Temp

Water temperature (oC)

0.63

0.58

8.95

3

N_org

Organic nitrogen (mg/l)

0.71

0.65

5.95

4

N_P

Molar nitrogen:phosphorus

0.80

0.74

2.70

The four parameter model described in Table 5-3 explains 80% of the variation in
the response variable.

An analysis of the residuals of the model did not reveal any

problems with bias or the homogeneous variance assumption. Further, to investigate the
potential problem of multicollinearity among the explanatory variables, the variance inflation
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factor (VIF) was examined.

Typically, the largest VIF value among the explanatory

variables is used to assess the severity of multicollinearity. A VIF greater than 10 is an
indication that multicollinearity may be influencing the least squared estimates (Neter, et al.,
1996).

In the case of the four variable model identified, the VIF values indicate that

multicollinearity is not an issue, as the values range from 1.11 to 1.97.
5.4.4

Interactions
In an effort to improve upon the existing model, interaction and higher order terms

were also investigated. Though pH was not identified as a significant explanatory variable
in the preliminary model, investigators in the food sciences sector have studied the
relationship between chlorophyll a and pH, and have found that the degradation of
chlorophyll a followed a first-order reaction and accelerated with decreasing pH (Gunawan
and Barringer, 2000; Lajollo et al., 1982). A further study by Koca et al. (2007) found that
chlorophyll a was more susceptible to thermal degradation in acidic conditions. Hayes et al.
(2005) discuss the possible interactions of climate change (increasing temperatures) and
ocean acidification (decreased pH) on phytoplankton
environment.

populations in the marine

Therefore, the interaction between temperature and pH was considered,

among other interaction terms, in the model. The final model included the log-transformed
TN load (LNTNL1), organic nitrogen (N_org), the molar nitrogen to phosphorus ratio (N_P),
and the interaction between temperature and pH (TemppH).
were ranked and are presented in Table 5-4.
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The explanatory variables

Table 5-4

Ranking of explanatory variables (including interaction terms) to
predict annual average chlorophyll a concentrations in Hillsborough
Bay, Florida.

Variable
Rank
Name

Variable Description

2

R

adjusted Mallows
R2
Cp

1

LNTNL1

LN (TN Load [tons])

0.44

0.41

33.79

2

N_org

Organic nitrogen (mg/l)

0.57

0.52

24.07

3

N_P

Molar nitrogen:phosphorus

0.76

0.72

9.66

4

TemppH

Interaction: Temp and pH

0.84

0.79

5.00

The final model explained 84% of the variation in the response variable, and the
adjusted R2 for the model is 0.79. While no higher order terms were found to be significant,
the model with interactions represents a significant improvement over the preliminary
model. An analysis of the residuals of the model did not reveal any problems with bias or
the homogeneous variance assumption. As with the preliminary model, the VIF values for
the final model indicate that multicollinearity is not a concern, as the values range from 1.26
to 1.58.
The theoretical form of the most parsimonious model that describes the statistical
behavior of chlorophyll a (response variable) in Hillsborough Bay based on the significant
explanatory variables in presented in Formula 5.6
y

LNTNL1

N

N

TemppH

ε

where y is the log-transformed chlorophyll a concentration for Hillsborough Bay. The

5.6
s

represent the regression coefficients and ε is the model error term. After estimation of the
s, the final model is given by formula 5.7.
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3.67

0.23

1

0.95

_

0.15

_

0.02

5.7

The final model is in agreement with the work of Janicki and Wade (1996), who found that
nitrogen loads were the main pollutant driving chlorophyll a dynamics in Tampa Bay.
5.4.5

Model Evaluation
As discussed above, the final model included the log-transformed annual TN load,

organic nitrogen, nitrogen to phosphorus ratio, and the interaction between water
temperature and pH.

To better understand the quality of the model, predicted and

observed chlorophyll a concentrations are presented in tabular format (Table 5-5) and as a
time-series plot (Figure 5-2) and a predicted versus observed plot (Figure 5-3).
The majority of the predictions (14 of 19) were within ±10% of the observed
chlorophyll a concentrations, while 9 of the 19 predictions were within ±5% of the observed
values. Three of the differences that exceeded ±10% (1993, 1997, and 1998) were during
El Niño events (NOAA website), which typically result in above average rainfall during the
winter months in central Florida. No temporal pattern in the residuals was apparent. As
seen in Figure 5-3, the model predicts the chlorophyll a values throughout the range of
observed concentrations.
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Figure 5-2

Time-series of predicted and observed chlorophyll a concentrations
in Hillsborough Bay, 1989-2007.

Figure 5-3

Time-series of predicted and observed chlorophyll a concentrations
in Hillsborough Bay, 1989-2007.
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Table 5-5

Predicted and observed chlorophyll a concentrations in Hillsborough
Bay, 1989-2007.

Observed
11.9

Predicted
12.6

Residual
-0.7

Relative %
difference
-6.1%

1990

11.9

11.3

0.6

5.0%

1991

13.5

12.6

0.9

6.7%

1992

10.9

11.1

-0.2

-2.2%

1993

9.3

12.2

-2.9

-31.2%

1994

20.1

19.3

0.8

3.8%

1995

17.9

16.9

1.0

5.8%

1996

9.1

9.5

-0.4

-4.1%

1997

11.2

12.9

-1.7

-15.5%

1998

19.3

17.1

2.2

11.5%

1999

9.9

9.7

0.2

1.6%

2000

7.9

7.7

0.2

1.9%

2001

10.4

10.3

0.1

1.5%

2002

11.5

10.7

0.7

6.3%

2003

12.0

13.3

-1.3

-10.5%

2004

11.8

12.6

-0.8

-7.2%

2005

13.3

10.7

2.6

19.4%

2006

10.3

10.4

-0.1

-1.0%

2007

8.2

7.9

0.3

4.1%

Year
1989

5.5

Conclusions
In previous work performed for the TBEP, Janicki and Wade (1996) and Janicki et al.

(2000) developed defensible statistical relationships between nutrient supply to the four
main segments of Tampa Bay (Figure 5-1) and resultant chlorophyll a concentrations in
those segments based on monthly data. The model related nitrogen loads and monthly
intercepts to chlorophyll a concentrations. Based on segment specific chlorophyll a targets,
the statistical relationship was used to determine the appropriate nitrogen loadings for the
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segment. The findings of the previous study were consistent with the finding of nitrogen
limitation for Tampa Bay based on ambient water quality data and the results of nutrient
addition bioassays (Janicki Environmental, 2011b).

Therefore, previous management

actions focused on controlling nitrogen loads to Tampa Bay, with measureable success as
expressed by increases in seagrass acreage.
Because the previous work identified a significant relationship for the monthly data,
considerable effort was employed to develop a statistically defensible relationship for the
monthly data in the current study. This included the investigation of additional potential
explanatory variables, including interaction terms and higher order terms.

While initial

efforts to develop a statistically defensible model for the monthly observations were
successful, these models left a considerable amount of the variation in chlorophyll a
unexplained. Therefore, we investigated statistical relationships between chlorophyll a and
potential explanatory variables based on annual data. This is consistent with the current
Tampa Bay Estuary Program Decision Rule (Janicki et al., 2000) which evaluates the annual
average chlorophyll a for the segments of Tampa Bay relative to their segment-specific
chlorophyll a targets.
The findings of this study are consistent with the findings of Janicki and Wade
(1996), who identified nitrogen loads as the principle variable that influences chlorophyll a
concentrations in Tampa Bay.

The current study ranked nitrogen loads as the primary

variable influencing chlorophyll a concentrations in Hillsborough Bay.

However, organic

nitrogen concentrations, nitrogen to phosphorus ratios, and interactions between
temperature and pH were also identified as significant variables in the current study.
Though the scientific consensus is that Hillsborough Bay is nitrogen limited and the two
main variables are nitrogen loads and organic nitrogen concentrations, the inclusion of the

130

nitrogen to phosphorus ratio may indicate a seasonal co-limitation between nitrogen and
phosphorus in Hillsborough Bay. Analysis of the monthly N:P reveals a general increasing
trend in the N:P during the period of this study and periods during the recent drought of
1999 through 2001 that would be defined as co-limitation according to the Florida
Department of Environmental Protection definition (molar N:P between 10 and 30). Though
surprising, this potential co-limitation would be consistent with the findings of numerous
studies which have identified seasonal shifts in limitation (D’Elia et al., 1986; McComb et al.,
1981; Conley, 2000) and the dramatic reductions in nitrogen that have been achieved in
Tampa Bay through the efforts of the Tampa Bay Estuary Program and the numerous
members of the Nitrogen Management Consortium.
Lastly, the significant interaction between temperature and pH suggests the
necessity for a more thorough investigation of the potential impacts of predicted future
climate change and ocean acidification. These future changes to the system will obviously
impact chlorophyll a in Hillsborough Bay and possibly influence future management actions
to continue to restore and maintain water quality in the Tampa Bay estuary.
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Chapter 6
6 Modeling Atmospheric Temperature in the United States
6.1

Background
In the study of climate change, temperature is one of the most important variables,

along with greenhouse gases like carbon dioxide. Due to the increased attention given to
the subject of climate change, the need for accurate, unbiased temperature records is of
paramount importance. The purpose of the present study is to propose a new method of
obtaining a better representation of atmospheric temperature in the contiguous United
States. We evaluate the effectiveness of the proposed method and compare the results with
a commonly used method. It is shown that the proposed method is more effective and
appropriate for estimating the average annual temperature of the contiguous United States.
6.2

Introduction
To aid climate change research in the United States, the United States Historical

Climatology Network (USHCN) was assembled to provide an accurate, unbiased historical
climate record for the United States. The USHCN consisted of 1219 stations in the
contiguous United States. The USHCN was compiled by the Carbon Dioxide Research
Program of the U.S. Department of Energy and the National Climatic Data Center (NCDC) of
the National Oceanic and Atmospheric Administration (NOAA). The purpose of this exercise
was to provide a geographically comprehensive data set which could be used to detect
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temporal changes in regional climate patterns in the United States. The USHCN is a monthly
database that has been widely used in analyzing U.S. climate (Easterling et al., 1999). Two
versions of the USHCN have been developed thus far, including several revisions.
The initial dataset, USHCN Version 1, was assembled and documented by Quinlan et

al. (1987) and made available by the Carbon Dioxide Information Analysis Center (CDIAC).
The Version 1 data extended from the late 1800s through 1984. The stations that make up
the USHCN were selected using a number of criteria including: length of period of record,
percent missing data, number of station moves and other station changes that may affect
the data homogeneity, and spatial coverage.
Revision 2 of Version 1 of the USHCN was created in 1990 as an update to Version
1. Revision 2 included records through 1987, Karl et al. (1990). In addition to the quality
assurance protocols, homogeneity testing, and adjustment procedures used in the original
Version 1, biases introduced by urbanization effects were removed using the techniques of
Karl et al. (1988) for Revision 2.
Revision 3 of Version 1 (Easterling et al., 1996) data were originally extended
through December, 1994. The majority of the stations had periods of record of at least 80
years. Unlike many other data sets that have been used for climate studies, the data in the
USHCN have been adjusted to remove biases introduced by station moves, instrument
changes, time-of-observation differences, and urbanization effects.
In an effort to continue to improve the accuracy of temperature estimates in the
continental United States, an improved version of the USHCN, Version 2, was developed
(Menne et al., 2008). Several improvements were made in Version 2 compared to Version
1; these changes will be discussed in the methods section.
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6.3

Methods
Version 1 of the USHCN consisted of 1219 stations in the contiguous United States,

Quinlan et al. (1987). As mentioned, Version 1 has been revised and updated by Karl et al.
(1990) and Easterling et al. (1996). The original stations were selected from various data
sources due to factors such as record longevity, percentage of missing values, spatial
coverage as well as the number of station moves and/or other station changes that may
affect data homogeneity, (Quinlan et al., 1987).
The data were subject to quality assurance (QA) protocols, (Quinlan et al., 1987)
and adjustment procedures.

After preliminary QA of the daily data, monthly average

temperatures were calculated for each station. The monthly average temperature values
are then run through a series of adjustment procedures in an attempt to remove bias from
the dataset. The procedures included adjustments for time of observation bias (Karl et al.,
1986), the transition from liquid-in-glass thermometers to maximum/minimum temperature
systems (Quayle et al., 1991), station moves and other station changes (Karl and Williams,
1987), missing data, and an urban warming bias (Karl et al., 1988).
Since the USHCN was established, stations have been removed and stations have
been added for a variety of reasons. As a result of these removals and additions, Version 2
of the USHCN is currently comprised of 1218 stations, (Menne et al., 2008). Daily minimum
and maximum temperature values were collected from three different NCDC data sources,
NCDC (2006), NCDC (2005a), NCDC (2005b), and a series of quality assurance tests were
run on these data.

For the stations that passed the quality assurance tests, monthly

average values were computed for each station. The monthly average was not calculated
for stations that had more than 9 days of missing or questionable data in a given month.
The monthly values calculated from the three daily NCDC data sources were then combined
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with monthly data from two additional data sources (Menne et al., 2008). As with Version
1, after the initial QA and the calculation of the monthly average temperature for each
station, the data were then subjected to a series of adjustments in an effort to remove bias.
For Version 2, the time of observation adjustment was the same as used in Version 1
(Menne et al., 2008). The time of observation adjustment method of Karl et al. (1986) was
more recently verified by Vose et al. (2003). After the time of observation adjustments, the
adjustment for station relocations and other station changes (homogeneity) was assessed.
The original procedure of Karl and Williams (1987) only considered changes to stations that
were documented.

However, Menne et al. (2008) estimated that 50% of station

inhomogeneities were undocumented.

Therefore, a new algorithm was developed by

Menne and Williams (2005) that addressed documented and undocumented discontinuities
by using pairwise comparison of temperature records (Menne et al., 2008).
Following the homogenization process, missing data were filled using a weighted
average of values from highly correlated neighboring stations. The weights were determined
using the same procedure that was used in Version 1, FILNET. FILNET uses the results
from the time of observation adjustment and homogenization algorithms to obtain a more
accurate estimate of the climatological relationship between stations, (Menne et al., 2008).
In Version 2, no urban warming correction was warranted because the improved
homogenization algorithm developed by Menne and Williams (2005) effectively accounted
for the urban warming bias correction of Karl et al. (1988) that was used in Version 1.
The proposed, alternative method is based on inverse squared distance weighting
(ISDW). The original inverse distance weighted interpolation method was introduced by
Shepard (1968). Though some authors including Creutin and Obled (1982), Tabios and
Salas (1985), Rouhani (1986), Grimm and Lynch (1991), Laslett and McBratney (1990),
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Weber and Englund (1994), Laslett (1994) and Phillips et al. (1997) have found kriging to
be superior to inverse distance weighting, others including Laslett et al. (1987), Weber and
Englund (1992), Gallichand and Marcotte (1993), Brus et al. (1996), and Declercq (1996)
have found the inverse distance interpolation method to be as good or better than kriging,
(Zimmerman et al., 1999) . Shepard's method is a global method, and the original paper
suggested a scheme for localizing it by only using observations that fall within a given
distance (Franke, 1982).
Daily temperature observations were obtained from the USHCN for 1,062 stations
(Figure 6-1) in the contiguous United States (Williams et al., 2006). The data consist of daily
minimum and maximum temperatures for all stations for the period 1895 to 2005. The
mean daily temperature was calculated as the average of the minimum and maximum
temperature for each station for each day. Only days that had both a minimum and
maximum temperature observation were included in the analysis. Unlike the USHCN method
that begins by calculating the monthly average for each station, the daily average
temperature for the contiguous United States is calculated using temperature data from all
stations.
The average daily temperature in the contiguous United States is calculated by
resampling the existing temperature stations using an equidistant grid. The grid was
developed by randomly placing a single point on the map and then adding points every 150
kilometers in every direction (Figure 6-2).

The grid points are then overlain with the

stations (Figure 6-3), and distances are calculated between each grid point and all
temperature stations using a simple algorithm.
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Figure 6-1

Location of 1,062 USHCN daily temperature sampling stations in the
contiguous United States.

The temperature at each grid point is then calculated based on the temperature at
each station that falls within the specified distance (radius) of the grid point, weighted by
the inverse squared distance between the grid point and each temperature station. Using
this methodology, the average daily temperature was calculated for each day. The average
annual temperature was then calculated by taking the average of all daily values in a
particular year, thus equally weighting each individual day.
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Figure 6-2

Location of randomly placed grid points (150 km apart).

Figure 6-3

USHCN sampling stations (black dots) and grid points (green dots).
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6.4

Results
To determine the optimum radius when calculating the temperature at each grid

point, a series of radii were analyzed. The different radius values were analyzed by linear
regression between annual average temperature values derived using different radius
values, Table 6-1. As can be seen in Table 6-1, there were no statistically significant
differences.

Table 6-1

Comparison of radius values used to calculate average annual
temperature.

Dependent Independent
Variable

Variable

Intercept

r2

p-value

RMSE

270 km

300 km

-0.061

0.999

<0.0001

0.026

270 km

330 km

-0.720

0.997

<0.0001

0.046

270 km

360 km

-1.315

0.993

<0.0001

0.070

270 km

400 km

-1.301

0.990

<0.0001

0.080

300 km

330 km

-0.662

0.998

<0.0001

0.038

300 km

360 km

-1.259

0.994

<0.0001

0.064

300 km

400 km

-1.240

0.991

<0.0001

0.076

330 km

360 km

-0.625

0.997

<0.0001

0.042

330 km

400 km

-0.633

0.996

<0.0001

0.052

360 km

400 km

-0.033

0.999

<0.0001

0.019

Given that there were no statistically significant differences between the average annual
temperatures calculated using different radius values, the smaller radius of the two
distances that had the greatest similarity (360 km and 400 km) was chosen to minimize
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processing time. Annual average temperatures calculated using the inverse squared
distance weighting (ISDW) method with a radius of 360 km were compared to the average
annual temperatures obtained from the USHCN Versions 1 and 2 data for the period 1895 to
2005 (Figure 6-4).

Figure 6-4

Comparison of annual average temperature from USHCN Version 1
(solid line), USHCN Version 2 (long dashed line) and ISDW method
(short dashed line).

As documented by Shih and Tsokos (2008), the two USHCN methods revealed
similar results. In all instances, the annual average temperature using the ISDW method
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was greater than the annual average temperature calculated using the USHCN methods.
The mean difference between the ISDW method compared to the USHCN method was the
same, 0.75 oF. To better understand the differences between the methods, a time series of
the difference between the ISDW method and the two USNCN methods was plotted (Figure
6-5). As can be seen in the time series plot of the difference between the methods, the
differences are fairly consistent for the period 1895 to 1950, but a noticeable decrease in
the differences is documented between 1950 and 2005, with 2005 being the smallest
difference on record.
The USHCN data are commonly used to detect temporal changes in regional climate
patterns in the United States. One typical use of these data has been to rank the annual
average temperature of the United States. This ranking typically shows that recent decades
have produced the warmest annual average temperatures in the United States since records
have been kept. The warmest years on record based on the three methods are presented
in Table 6-2.

As can be seen in Table 6-2, at least five of the top ten warmest years have

occurred since 1986 using the USHCN methods. In fact, the ranking of the top five warmest
years is the same for the USHCN methods, although the values differ slightly. Using the
proposed ISDW method, only two of the top ten warmest years have occurred since 1986.
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Figure 6-5

Time series of difference between annual average temperature from
USHCN Versions 1 & 2 and ISDW methods (ISDW – USHCN Version
1; ISDW – USHCN Version 2).

Historical ranking of the annual average temperature from 1895 to 2005 clearly
shows a significant difference in the ranking of the top ten warmest years in the commonly
used method. In the proposed method, only two of the top ten, namely 1998 and 1999,
appear in the ranking of the top ten annual average temperature values. Furthermore, 1998
is the ranked as the fourth warmest year and 1999 is ranked as the ninth warmest year on
record using the proposed method. In comparison, 1998 and 1999 were ranked as the
warmest and third warmest years on record based on the commonly used method.
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Table 6-2

Ranking of warmest annual average temperatures in degrees
Fahrenheit.

Ranking

Year (Temp. oF)

Year (Temp. oF)

Year (Temp. oF)

USHCN Version 1

USHCN Version 2

ISDW- Proposed Method

1

1998 (55.08)

1998 (55.04)

1934 (56.05)

2

1934 (54.83)

1934 (54.87)

1921 (55.42)

3

1999 (54.68)

1999 (54.65)

1931 (55.18)

4

1921 (54.52)

1921 (54.55)

1998 (55.15)

5

2001 (54.41)

2001 (54.38)

1939 (55.07)

6

2005 (54.36)

1931 (54.34)

1953 (54.95)

7

1990 (54.29)

1990 (54.31)

1938 (54.92)

8

1931 (54.29)

2005 (54.31)

1954 (54.89)

9

1953 (54.16)

1987 (54.15)

1999 (54.82)

10

1954 (54.11)

1953 (54.15)

1946 (54.76)

To compare the trends of the time series, a nonparametric seasonal Kendall trend
test was performed on the monthly average temperatures for the period of record for the
ISDW and the USHCN Version 2 (Table 6-3).

Table 6-3

Summary of nonparametric seasonal Kendall trend test.
Version

Tau Statistic

P-value

Slope

ISDW 360 km

0.050

0.007

0.004

USHCN Version 2

0.113

<0.001

0.009

As a result of this nonparametric analysis we can conclude that the estimated slope
of the commonly used method is approximately twice that of the proposed method. It is
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important to note that the USHCN and ISDW methods support the hypothesis that
atmospheric temperature is increasing, however, they differ on the rate at which the
increase is taking place.
6.5

Conclusions
In the present study, we have reviewed the existing methods and procedures that

are commonly used to obtain the average annual temperature in the continental United
States. Upon evaluating the existing methods, we believe that the estimates from this
existing method can be improved upon. Thus, in the current study we have proposed a new
method that is based on inverse squared distance weighting. We have evaluated the
proposed method statistically by identifying a robust radius to uniformly and systematically
cover the entirety of the contiguous United States. We have statistically compared the
commonly used method and the proposed method, and found that the slope of the
commonly used method is approximately twice that of the proposed method. Furthermore,
we ranked the ten warmest years in the contiguous United States from 1895 to 2005 using
the proposed method along with the commonly used methods and the results of the top ten
warmest years are significantly different. In the commonly used methods, at least five of
the top ten warmest years were after 1986 whereas in the proposed method only two of the
top ten warmest years were after 1986.
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Chapter 7
7 Future Work

After analyzing the findings of the present study, several additional avenues have
been identified for future work. For example, the calibrated EFDC model of Hillsborough
Bay will be employed to evaluate the impacts of future changes in temperature and water
surface elevation on water quality in Hillsborough Bay. The model can also be employed to
better understand the impact of changes in pollutant loads due to changes in land use,
increases in population, or changes in management strategies. Additionally, a sequence of
different parameters will be run to investigate the sensitivity of model to different parameter
modifications.
For the water quality index study, we will attempt to improve upon the selected
index by incorporating all parameters into a single index and evaluate the performance of
this index versus the preferred index.
For the identified three-parameter lognormal distribution, we will consider the shape
parameter to be functionally time dependent. We will also examine the behavior of the
distribution if the shape parameter follows a linear, exponential, or logarithmic distribution.
Lastly, we will apply response surface methodologies to explore the relationships
between the explanatory variables and the chlorophyll a. This will allow us to identify the
behavior of the explanatory variables to maximize the response variable.
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Appendix 1
Predicted and observed elevations by station and month
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Appendix 2
Predicted and observed salinity by station
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Appendix 3
Predicted and observed temperature by station
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Appendix 4
Predicted and observed chlorophyll a by station
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Appendix 5
Predicted and observed bottom dissolved oxygen by station
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Predicted and observed TN by station
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Predicted and observed TP by station
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