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We characterize the behavior of volatility across the term structure of interest rate swaps in three
currencies (Deutsche mark, Japanese yen and US dollar). For that purpose, we use a modified GARCH-in
mean model allowing for seasonal patterns in the mean and variance of interest rates and asymmetric
responses to interest rate surprises. We find daily interest rate changes a) to be predictable, following
autoregressive structures, and b) to display weekly seasonality. Additionally, interest rate volatility is
shown to a) decrease with maturity, b) be very persistent and hence, somewhat predictable, which is
important when pricing derivatives on swap products, c) show a tendency to be lower at the beginning
of the week, increasing later on, and d) to respond asymmetrically to interest rate innovations. These
properties could clearly be used in risk management with interest rate swaps. Finally, we find significant
transmission of volatility from the very short-term to longer-term interest rates. This evidence supports
the importance attributed by most central banks to achieving stability in short-term interest rates.
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1. Introduction
We examine the dynamic behavior of volatility over the term structure of interest rates in swap
markets denominated in US dollars, Deutsche marks and Japanese yens between April 1987 and January
1999, paying special attention to the possible transmission of volatility from the very short-term interest
rates in money markets, to the longer maturities in swap markets. 
 Whether money market volatility is specific to that market or rather, it gets transmitted to other
interest rate markets trading in longer term maturities, is a central question for monetary policy design,
since consumption and investment decisions are affected by interest rates at longer maturities, which are
not directly under the control of the monetary authority. It is also a crucial issue when designing
immunization strategies for fixed income portfolios and for pricing interest rate derivatives. However,
the literature has offered limited empirical evidence on this transmission, and the available results are not
very conclusive. Our results suggest that there is, in fact, significant transmission of volatility from
money markets to the longer maturities in swap markets, which is consistent with interest rate
stabilization policies followed by most central banks.
To search for possible patterns of volatility transmission across maturities, volatility variables
must be first constructed. Careful specification search becomes crucial, since the results might be biased
by inappropriate volatility modeling. We are particularly interested in capturing all volatility
characteristics in our models: first, since there is ample evidence of intra-week seasonality when working
with high-frequency financial data, we start by characterizing the seasonal patterns in the conditional
mean and variances of interest rates. We even allow for the possibility that serial correlation in interest
rates might display some day-of-the week effect. Second, we also need to appropriately capture the strong
evidence on asymmetric effects of volatility innovations in our data. Third, we allow for a relationship
between the level and the volatility of interest rates at each individual maturity. In addition to these
effects, we incorporate the volatility transmission effect, the main focus of this research.
The paper is structured as follows: in section 2 we present the most relevant characteristics of
IRS interest rates and their volatilities, which are taken into account when specifying conditional
volatility models in section 3. In section 4 we show estimation results for these models, and discuss their
most relevant characteristics. In section 5 we test for volatility transmission across the term structure of
interest rates. Finally, we present in section 6 the more relevant conclusions
1.2 Medium and longer term rates (those between 2- and 10-year maturities) are obtained from the fixed rate
payment stream of a generic IRS, the variable rate being the equivalent rate from LIBOR. Quoted rates were
obtained from DataStream
TM, which collects them daily at 18:00 hours GTM. They are the average of bid
and ask rates, as provided by Dark Limited, from Intercapital Brokers Limited. 
3 This preliminary analysis is not shown to save space, but it is available upon request.
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2. General properties of IRS interest rates 
2.a. The data
We started by estimating a term structure of interest rates by the bootstrapping method, using data
from two markets: short-term interest rates (1-, 3-, 6- and 12-month maturities) were obtained from either
the interbank market (for the US dollar and yen), or the euromarket for deposits (for the Deutsche mark),
whereas medium- and long-term rates (between 2- and 10-year maturities) were obtained from the fixed
arm of a generic interest rate swap (IRS). The term structure is made up by thirteen vertices observed
daily, from 4/1/1987, 4/3/1987 and 9/18/1989 for the Deutsche mark, US dollar and Japanese yen,
respectively, to 12/31/1998. Quotes for daily interest rates from money markets and IRS markets were
obtained
2 from Datastream
TM. From them, we estimated the volatility of the unpredictable component
of each interest rate, using the more appropriate model of the autoregressive conditional
heteroscedasticity family in each case, as discussed below.
2.b. Interest rates
Augmented Dickey-Fuller and Phillips-Perron unit root tests indicate that interest rates are I(1)
processes for all maturities in the three currencies considered [first two columns in Table 1]. The
possibility of two unit roots is rejected for all currencies and maturities. Descriptive statistics for daily
interest rate changes for the whole sample, as well as for each day of the week, provide a clear suggestion
of daily seasonality in interest rates. To formally test for this type of seasonality, we estimated a
regression of interest rate changes on day-of-the week dummy variables, testing for statistical significance
of individual coefficients, as well as for the null hypothesis that all coefficients are equal to each other,
which would amount to lack of daily seasonality. The joint analysis of these statistics, using standard
deviations robust to the possible presence of autocorrelation and heteroscedasticity [Newey y West
(1987)], leads to rejecting the null hypothesis of absence of daily seasonality in interest rate changes in
the three currencies. Specifically, we found
3 evidence of a positive Monday effect on interest rate changes
at the longer maturities in the Deutsche mark and the US dollar, and a possible negative Thursday effect
on the Japanese yen.4 We use tests on the simple an partial autocorrelation functions for squared standardized residuals from  the
conditional mean model, as well as Ljung-Box statistics [see Bollerslev (1987)]. To test for the null
hypothesis of no heteroscedasticity, against the alternative of an ARCH(p) structure for the error term, the
Lagrange multiplier statistic is ,  being the R-squared from a regression of the squared residuals from TR 2 R 2
the model for the mean, on a constant and its own first p lags. That statistic is asymptotically distributed
as a . $
2
p
5 The Lagrange multiplier statistic isTR
2, R
2 being the R-squared obtained when estimating the model, and




These tests suggest the use of autoregressive processes for the first difference of interest rates,
including daily dummy variables. An autoregressive process should be able to capture any serial
correlation in interest rate changes, as well as some seasonality effects. We also included multiplicative
dummy variables for the autoregressive term, to test for possible seasonality in the autoregressive
component of interest rate changes. As we will later see, these dummy variables turned out to be
significant just for the Deutsche mark.
2.c. Volatility
To represent the dynamic behavior of conditional variances, we used GARCH specifications. To
identify the orders p,q of the process, we used traditional Box-Jenkins techniques, together with more
formal Lagrange multipliers tests.
4 When these tests were not conclusive, we considered different
specifications, performing a battery of tests on estimated coefficients and the corresponding residuals.
We require a model to leave no evidence of autocorrelation or conditional variance in the residuals. In
addition, we searched for the possibility that volatility might be affected asymmetrically by positive and
negative innovations.
To test for the possible existence of this  leverage effect in volatility, we examined the behavior
of standardized residuals from the estimation of the conditional mean model, using the bias and sign tests
proposed by Engle and Ng (1993). Denoting by   those residuals, we define dummy variable to be 0t S
￿
t￿1
equal to 1 when  <0, being equal to 0 otherwise. The sign bias test is the significance test for   in 0t￿1 S
￿
t￿1





and negative residuals is the same. To evaluate the different impact on volatility of positive and negative
surprises, Engle and Ng propose the tests of positive and negative bias, as the significance of   and S
￿
t￿1















test for both effects through a Lagrange multipliers test for joint significance of b1, b2 and  b3
in:









on the size of current innovations. Here, since the test is performed at the identification stage, we propose
testing for the weaker null hypothesis: , that the effect of last period’s innovations on b1￿0,b2￿￿b3






















The joint analysis of these statistics [last 4 columns in Table 1] suggests some evidence of
asymmetric effects for the three currencies. For the Deutsche mark and Japanese yen, the sign bias test
shows the average squared normalized residual to be smaller following negative interest rate surprises,
suggesting that volatility could be higher after positive interest rate innovations. This is what should be
expected in interest rate markets, where an increase in zero coupon rates implies a lower price for the IRS
and hence, it is perceived as bad news. The size bias tests show that, at least for the Deutsche mark and
Japanese yen, large positive interest rate innovations (bad news) increase volatility by significantly more
than small positive innovations. For the US dollar, significant evidence is obtained for the size effect only
in the case of good news (negative interest rate surprises). That these preliminary results are not fully
consistent for the three currencies and maturities may be due to the fact that we are running these tests
in a model estimated under the assumption of a constant variance. Nevertheless, the evidence is important
enough to consider the possibility of leverage effects, as explained in next section.
3. Model  specification
When the possibility of a leverage effect was detected, we estimated a GJR-GARCH model
[Glosten, Jaganathan y Runkle (1993)], which is able to capture such effect. It is a linear model which
in this application does not show excessive convergence problems in estimation, and it is not too sensible
to the presence of extreme values. Model specification is,
where  are daily changes in interest rates, and 0t their unanticipated component, independent over time ßrt
and assumed to follow Normal distribution, with zero mean and conditional variance 1t
2.
This model allows for a different reaction of volatility to positive and negative surprises, although
maintaining the assumption that the minimum volatility level is attained when there are no news of any








the sign of the estimated parameters. When the ￿i coefficients are positive, negative interest rates
surprises produce bigger increases in volatility than positive surprises of the same size. Alternatively,
when a leverage effect was not detected, we estimated a GARCH model [Bollerslev (1986)], a particular
case of the previous specification when the ￿i coefficients are equal to zero.6 To test for existence of a GARCH in the mean structure, we performed an omitted variable test in the
equation for the conditional mean for interest rate changes. The statistic is TR
2, R
2 being the R-squared from
a regression of the residuals from the equation for the mean, on a constant and the omitted variable. It is
asymptotically distributed as a $
2
1. 


























We also implemented Lagrange multiplier tests for the existence of a trade-off between return
and volatility
6. When such a relationship was detected, we estimated GARCH or GJR-GARCH in mean
models [Engle, Lilien and Robins (1987)]. In line with Baillie and Bollerslev (1989), we also considered
possible seasonal effects in conditional variance, including dummy variables for each day of the week
in the equation for the variance.
To test for possible transmission of volatility from short to long maturities, we introduce the
conditional standard deviation of the 1-month money market interest rate as an explanatory variable  in
the conditional variance equation for longer maturities. This way, coefficients associated to this variable
measure the extent to which volatility gets transmitted from the shortest maturity to all other maturities.
The conditional variance of the 1-month rate short-term maturity was previously obtained from its own
model, as described above. The final specification for interest rates other than the shorter maturity, is
where Mt, Tt, Wt, Tht ,Ft denote day of the week dummy variables
7 and 1 t, 1 month denotes the conditional
standard deviation of the 1-month rate.
4. Empirical results
4.a Interest rates
Maximum likelihood estimates of the conditional mean and variance equations for the three
currencies at all maturities considered are shown in Table 2, where we have used the standard deviations
suggested by Bollerslev and Wooldridge (1992), which are robust to deviations from Normality in the
residuals. Daily changes in interest rates follow autoregressive processes, especially at the shorter
maturities. The order of these structures is never greater than 5, the number of lags which would be
needed to capture the possible presence of significant weekly seasonality. Autoregressive structures imply
some predictability for interest rates in swap markets, even at the daily frequencies we use in our
estimation, contradicting the random walk hypothesis. In the US dollar, Deutsche mark and the longer
maturities of the Japanese yen, first order autoregressive coefficients are often negative, reflecting mean
reversion in interest rates. For the Deutsche mark there is some evidence that the autoregressive structure8 Indeed, a positive coefficient for the Monday dummy suggests a value for interest rate changes above their
mean, which is essentially zero.
9 In fact, average interest rate changes were negative and statistically significant for each day of the week.
10 We must bear in mind the negative association between interest rate movements and returns in fixed income
markets.
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may be specific of the day of the week. This type of nonlinear seasonal structure has been observed in
other financial markets and macroeconomic variables [see Flores and Novales (1997a), (1997b) and
Ghysels and Osborne (2001) among others], and could be captured through the use of periodic models.
That would be an interesting issue for further research, since seasonal autocorrelation might have
significant implications for interest rate forecasting as well as for risk management in fixed income
portfolios.
Daily dummy variables show significant weekly seasonality in interest rate changes: in
consistency with the results of our preliminary analysis in Section 2.b, there is a tendency for Mondays
to show increases
8 in interest rates in the US dollar and Deutsche mark, which is corrected later in the
week. In some cases, this characteristic is observed in the form of negative coefficients for the remaining
days. For the Japanese yen, Mondays also show, on the average, higher interest rate changes than any
other day. But interest rates on the yen maintained a negative trend over the sample period
9, so that this
effect comes in the form of a negative coefficient of smaller absolute size on Mondays. This corresponds
with the well known fact that in fixed income markets, portfolio returns
10 for the last day of negotiation
in the week are significantly higher than those obtained any other day, sometimes called the week-end
effect. In swap markets, we detect this same effect, although one day later. The reason could well be due
to the fact that hedging adjustments usually take place at the end of the negotiation date, after
Datastream
TM data are gathered 18 hours GMT.
4.b Conditional volatility
Our specification search for a model for the variance of interest rates at different maturities and
currencies led to GARCH(1,1) or GJR-GARCH(1,1) models in all cases. Except for 1-month rates,
estimates of the autoregressive parameter in the variance equation are quite high in all maturities and
currencies, showing a strong inertial behavior in volatility. This high persistence indicates a slow
response of volatility to interest rate surprises, a standard observation in most high-frequency financial
time series.
The last columns in Table 2 show Lagrange multiplier tests for first order autocorrelation in
variance, together with Ljung-Box statistics of order 10 on the residuals and squared residuals, not
detecting any significant indication of remaining autocorrelation structures in the mean or in the variance
of interest rates. Only for the Deustche mark are these statistics sometimes significant, but it is due to the
presence of extreme values, rather than to any systematic misspecification problem. Hence, our
specification seems to adequately capture the dynamic structure in the first two moments of daily interest11 Nelson (1992) shows that GARCH models are quite robust to some types of misspecification errors.
Specifically, if the process generating prices can be approximated by a diffusion, and enough high
frequency data is available, these models provide consistent estimates of the conditional variance even
under an incorrect specification. 
12 The news impact curve relates the conditional variance (1
2
t) to past observations of the unanticipated
component of interest rates (0t). Since the conditional variance in GARCH and GJR- GARCH models also
depends on its own past, previous conditional variance (1
2
t-i) was given a value equal to the average
conditional variance   over the sample period. Hence, the function represented in Figure 2 for a GJR- ¯ 12
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Figure 1 shows estimated daily conditional standard deviations for zero coupon rates from swap
markets in the three currencies, for the 1-month, 2-, 7- and 10-year maturities. Although the range of
values in the vertical axis is not kept constant in the graphs for the different maturities, it is easy to see
that volatility decreases with maturity, as observed in most analysis of the term structure of interest rates.
Even though swap rates show few changes in their level, they exhibit important variations over time in
their conditional variance. Our estimates show that interest rate volatility in swap markets was rather high
over some periods of time. Specifically, high volatility levels are seen in the Deutsche mark at the
beginning of 1990, as a consequence of increased uncertainty about the economic consequences of the
German reunification. A similar process arose after 1992, reflecting the crisis in currency markets. The
black October of 1987 in Wall Street led to a sharp increase in volatility in US dollar interest rates, while
the several successive crises in Asia increased volatility in interest rates in yens.
4.c Asymmetry in volatility: the leverage effect
Even though the sign and size bias tests proposed by Engle and Ng (1993) already detected some
asymmetric responses of volatility to innovations on some interest rates in Table 1, it is interesting to
question whether they are strong enough to be statistically significant. In fact, the leverage effect turns
out to be significant for the longer maturities in the three currencies. In those cases, the impact of
surprises on interest rate volatility is positive with independence of the sign of the innovation, but
positive surprises have a bigger impact than negative surprises of same size. As mentioned above, this
is consistent with the fact that an increase in zero coupon rates leads to lower IRS prices and hence, it is
perceived as bad news. In fact, estimated coefficients in Table 2 suggest that the effect of a positive
surprise on interest rate volatility in the swap market can easily be twice as large as the effect on volatility
of a negative surprise of the same size. That the evidence on asymmetric effects is now more consistent
and widespread that in the preliminary tests in Table 1  is due to the fact that we now have a detailed
specification for the variance equation, which incorporates the dynamics in the conditional variance
through the presence of its lagged value.
This asymmetric response of volatility to surprises of different sign can be illustrated in the form
of news impact curves, as proposed by Engle and Ng (1993). These curves, shown in Figure 2, capture
next period response of conditional variance to an innovation in zero coupon rates
12.  We present for each
currency the news impact curves for the 1-month, 2-, 7- and 10-year zero coupon rates. Isolating the
effects of news on volatility, the impact of an innovation of a given size on short-term interest rate9
volatility can be seen to be well higher than that on volatility at longer maturities. As expected, Figure
2 also shows that the impact of news on volatility in maturities for which a GJR-GARCH model was
estimated clearly depends on the sign of the news arriving to the market, bad news having a significantly
higher impact on volatility. At the 1-month maturity, it is striking the extreme asymmetry observed in
Deutsche mark rates.
4.d Interaction between volatility and the level of IRS interest rates.
There is also significant evidence on a relationship between the level of interest rates and their
conditional variance in the longer maturities for the three currencies. These are almost the same
maturities for which we found asymmetric responses of volatility to interest rates surprises. The effect
of conditional volatility on average interest rates in marks and dollars is negative, so that increases in
conditional volatility tend to produce smaller interest rate changes. Since daily variations have a mean
close to zero, this effect suggests that higher volatility tends to produce a fall in interest rates. This is
consistent with the fact that  IRS are derivative products extensively used for hedging portfolios so that
their demand will be higher in periods of high market volatility. The increased demand will generally put
an upward pressure on prices, lowering zero coupon rates. 
The opposite relationship is found for the Japanese yen, in which increased volatility tends to
produce higher interest rates. It can also be seen that the size of the effect of volatility on interest rate
changes is much higher in this currency. It is clear that the presence of the conditional volatility in the
equation for interest rate changes is capturing an effect of a different kind in the case of the yen.
4.e Daily seasonality in volatility
Significant coefficients in the daily dummy variables included in the variance equation, show that
most maturities present weekly seasonal effects in volatility. Since a constant term is included in the
equation for the variance, we have excluded the dummy variable for Tuesdays, to avoid perfect
multicolinearity, estimated coefficients then measuring differential effects relative to Tuesdays. 
Estimated seasonal patterns are not identical across currencies, being linked to some market
characteristics. The market in Deutsche mark IRS  is the one with a more stable intra-week volatility, with
just an indication that interest rate volatility tends to be higher on Thursdays. Volatility shows a well-
defined pattern in the market for US dollar IRS  rates, increasing as the week moves along. Finally,
average volatility in interest rates in Japanese yens show significant differences at the beginning and the
end of the week, relative to Tuesdays. Specifically, average volatility in interest rates on yen denominated
IRS seems to peak precisely on Tuesdays, since most estimated coefficients are negative.13 Significance is sometimes achieved just at the 80% confidence level.
14 Except for those in the dummy variables, as a consequence of the implied change in the average level of
volatility.
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A good reason to expect higher volatility towards the end of the week is the well-known practice
that large traders generally tend to adjust their portfolios at that moment. French and Roll (1986), who
obtain descriptive measures for the New York Stock Exchange and American Stock Exchange prices over
the trading week, weekends and holiday periods, detect a daily effect in volatility similar to the one
presented here, considering that it is produced in part by negotiation patterns. These authors focus on the
difference between trading and non-trading periods, proposing three reasons why volatility can be higher
during trading periods: a) private information affect prices just when negotiation takes place, b) only then
public information circulates across the market, and c) possible pricing errors committed in infrequent
negotiation. Being the IRS an over the counter financial product, with some liquidity limitations,
information does not flow easily or continuously, so that it is perfectly natural that as information
circulates over the trading week, volatility increases, as it is the case in the Deutsche mark and US dollar
IRS markets.
5. Volatility transmission across the term structure of interest rates
Our estimates also provide some evidence suggesting that conditional volatility for the 1-month
rate is a significant explanatory variable for conditional volatility in interest rates at other maturities in
the Deutsche mark and the US dollar. Coefficients associated to the contemporaneous transmission of
volatility are significant for the shorter and the 9- and 10-year maturities in these two currencies, being
positive in all cases, as it should be expected
13. 
It is interesting that it is the shorter end of the curve, together with the 9- and 10-year maturities
the ones that are influenced by the 1-month rate volatility that could be produced by monetary policy
interventions. The 10-year bund yield, as well as the 10-year rate in the US  have for a long time been
followed as an indicator of monetary policy stance. The spread between them is a standard reference for
the relative degree of monetary restriction in the two regions. Hence, although our results hardly
constitute a proof, they are consistent with the interpretation that monetary policy implementation is
behind the volatility transmission we have found in the data.
There is also statistically significant evidence of volatility transmission in the term structure for
the Japanese yen up to the 7-year maturity. Finding the true cause for the different response of volatility
among these currencies should make an interesting issue for further research. 
These results are robust to the choice of volatility indicator. We estimated the same models as
in Table 2 for each maturity and currency, except for using a times series of the standard deviation on
a rolling window of one week of data as the volatility indicator for the 1-month rate. In all cases,
estimates for all coefficients were essentially unchanged
14, so qualitative results in the previous sections
go through. The correlation coefficient between the GARCH and the rolling window volatility indicators
is .75 over the whole sample, so it is not surprising that most results are robust to the volatility indicator15 Analyzing daily quotes for the money market for 1-day, 1-, 3- and 12-month rates, from January 1988 to
January 1993, these authors do detect volatility transmission from the 1-day  rates across the term structure
in the markets in the UK, Spain and France, rejecting the existence of volatility transmission just for
Germany.
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used. The main difference is that coefficients are then estimated with higher precision, so significance
tests gain power and the evidence on volatility transmission is even more clear-cut. Since estimates of
the remaining coefficients are barely affected by the measure of volatility being used, we report in Table
3 estimates of the volatility transmission effect, to be compared with estimates of the same parameter in
the three panels of Table 2.
It is important to point out that the reported volatility transmission goes beyond what we should
expect from the structure of IRS markets: in an IRS, two counterparts exchange payment streams with the
same principal but different interest rates, one of them fixed, variable the other one. The term structure
has been estimated from quoted rates for the fixed arm of the swap, while the variable rates are typically
pegged to the 6- or 12-month interbank rate of the issuer country.  The significant effects of variations
in 1-month rate volatility on volatility at longer maturities we have detected in our estimation must be
due to something more than just the natural connection existing between rates from both streams in an
IRS. 
The evidence of volatility transmission we bring forward should not necessarily be interpreted
in terms of the ability of monetary policy to influence the longer end of the yield curve, since the
connection between intervention rates and 1-month rates is less than perfect. However, since the
correlation between these two rates is usually tight, such an interpretation is possible. From that point
of view, our results are interesting because working with a short term structure derived from interbank
market rates, Ayuso, Haldane y Restoy (1997) did not find the same evidence on volatility transmission
from the 1-day rate, as a proxy for monetary policy interventions, to the remaining maturities up to 1 year,
which was present in other currencies
15.
6. Conclusions
We have analyzed the main characteristics of the term structure of interest rates swap markets
(IRS) in US dollars, Deutsche marks and Japanese yens, paying special attention to volatility transmission
across the term structure. After estimating zero coupon rates from quoted IRS rates, we have shown daily
changes in interest rates to be serially correlated, so that the random walk hypothesis is not fully
appropriate in these markets. There is a consistent tendency in the three currencies for interest rates at
all maturities to increase on Mondays, this effect correcting itself later on in the week. There is also some
indication of weekly seasonality in the autocorrelation pattern for Deutsche mark swap rates.
We have found GARCH(1,1) or GJR-GARCH(1,1) models to adequately represent the main
characteristics of interest rate volatility in IRS markets. Our estimates capture the main episodes of
market turbulence occurred during our sample period. Conditional volatility for interest rates displays
interesting properties: 1) it decreases with maturity, 2) it is very persistent, responses to interest rate
surprises decaying very slowly, 3) consequently, it is somewhat predictable, which should be of interest
when pricing swap derivatives, 4) it tends to be lower on Mondays, increasing later on in the week, and12
5) responses of volatility at longer maturities to changes in interest rates are asymmetric, interest rate
increases (the bad news in fixed income markets) bringing about twice as large an effect on volatility,
as interest rates falls of the same size.
There is a significant and negative effect of volatility on interest rate changes in the IRS markets
in US dollars and Deutsche marks at almost the same maturities at which an asymmetric response of
volatility to interest rate surprises is detected. The sign of the estimated relationship between interest rate
changes and volatility is consistent with the use of swaps as a hedging instrument. The large and positive
effect of volatility on interest rate changes estimated for the yen clearly captures a different feature whose
interpretation requires some specific analysis.
Finally, we have paid special attention to possible evidence consistent with the extended belief
that shorter term interest rates must be kept stable, for their volatility affects volatility over the whole
term structure. This is an issue of utmost importance on monetary policy, calling for using a short-terms
interest rate as a policy instrument, maybe jointly with a monetary aggregate or some other alternative.
Indeed, in addition to volatility transmission among interbank rates, we have found statistically
significant evidence of volatility transmission from the 1-month rate to the 9- and 10-year rates in the case
of the Deutsche mark and the US dollar. We believe that the fact that 10-year rates in these two countries,
as well as their spread, have traditionally been followed as indicators of monetary policy stance explains
its connection to the 1-month rate. 
Although the 1-month rate is not a perfect indicator of monetary policy, it is close enough to the
intervention rate to allow for an interpretation of our results as being consistent with the maintained
hypothesis in most central banks that the volatility in shorter maturities gets transmitted to other interest
rates. That supports the recommendation to maintain stability mechanisms for interest rates at the shorter
maturities.
Our results have a clear potential for practical use in risk management, since characterizing the
dynamic behavior of volatility and its transmission between fixed income spot and derivative markets is
essential for portfolio managers. Indeed, to design an efficient hedging strategy for an IRS, one must
explicitly consider the effect of shorter term interest rate volatility on the volatility of IRS rates. In fact,
models for evaluating market risk, as Value at Risk (VaR), take into account the correlations between
interest rates at different maturities when estimating volatilities. An example is the Riskmetrics
TM
methodology, developed by J. P. Morgan, which provides the historical volatilities and correlations with
this goal in mind.
Finally, the evidence we presented on the volatility transmission mechanism suggests an
interesting extension of this work, to analyze the possibility of volatility transmission across different
currencies. In that case, it would be very interesting to identify the fundamental factors acting as the
leaders in this transmission process.13
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Table 1. Specification tests
Table 1 (DEM) Table 1 (USD) Table 1 (JPY)
ADF PP Sign bias  - size bias + size bias Joint ADF PP Sign bias  - size bias + size bias Joint ADF PP Sign bias  - size bias + size bias Joint
















































































































































































































































































































































































































































































































































































































































Note: The first two columns show Augmented Dickey-Fuller(ADF) and Phillips-Perron (PP) tests for levels and first differenced interest rates. Critical values at 90% confidence:  ADF = -2.582, PP = -2.568. An asterisk denotes significance at 90%
















































Q Q1 Q Q2 Q Q3 Q Q4 Q Q5 &M &T &W &Th &F ￿M ￿T ￿W ￿Th ￿F ￿  ￿ . ￿￿ Q QTh ￿ Q(10) LM(1) Q
2(10)
r 1 month -0.130
* 
(0.027)
-- -- -- -- -- -- -- -- -- -0.115
*
(0.071)


















r 3 month -0.126
* 
(0.023)














































































-- -- -- -- 0.145
*
(0.046)
































-- -- -- -- 0.163
*
(0.044)


























r 4 year 0.061
* 
(0.021)
-- -- -- -- 0.635
*
(0.195)




























-- -- -- -- 0.100
*
(0.045)























r 6 year 0.047
* 
(0.020)
-- -- -- -- 0.559
*
(0.181)


























r 7 year -- -- -- -- -- 0.459
* 
(0.181)
-- -- -- -- 0.069
*
(0.041)


























r 8 year -- -- -- -- -- 0.434
* 
(0.175)


























r 9 year -- -- -- -- -- 0.401
* 
(0.176)



























r 10 year -- -- -- -- -- 0.347
* 
(0.180)



























Note: Sample period: 4/3/1987 to 12/31/1998. Bollerslev-Wooldridge (1992) robust standard deviations in parentheses. M, T, W, Th and F are dummy  variables to capture possible day-of-the week effects .Estimated values for &L,
&X, &J, &V QL, QX, QJ, QV, ￿ and ￿ have been mutiplied by 10
2. The dummy variable   is equal to 1 when 0t<0 and equal to  0 otherwise.An (two) asterisk denotes statistical significance at 90% (80%) confidence. LM(1) is the Lagrange S
￿
t
multiplier test for ARCH(1) effects on the residulas. Q(10) and Q
2(10) are the Ljung-Box autocorrelation statistics for the residuals and squared residuals. p-values are included in square brackets.–4–













/ Q Q1 Q Q2 Q Q3 Q Q4 Q Q5 &M &T &W &Th &F ￿  ￿ . ￿￿ Q QM Q QW Q QTh Q QF ￿ Q(10) LM(1) Q
2(10)
r 1 month -- -- 0.065
*
(0.027)























r 3 month 0.092
(0.191)

















r 6 month -0.068
(0.120)














































r 2 year -- -- -- -- -0.031
*
(0.020)











































































































r 5 year -- -- -- -- -- -- 0.545
*
(0.254)































r 6 year -- -- -- -- -- -- 0.484
*
(0.249)































r 7 year -- -- -- -- -- -- 0.456
*
(0.252)































r 8 year -- -- -- -- -- -- 0.446
*
(0.246)































r 9 year -- -- -- -- -- -- 0.507
*
(0.247)























r 10 year -- -- -- -- -- -- 0.524
*
(0.249)























Note: Sample period: 4/3/1987 to 12/31/1998. Bollerslev-Wooldridge (1992) robust standard deviations in parentheses. M, T, W, Th and F are dummy  variables to capture possible day-of-the week effects .Estimated values for /, &L, &X, &J, &V
QL, QX, QJ, QV, ￿ and ￿ have been mutiplied by 10
2. The dummy variable   is equal to 1 when 0t<0 and equal to  0 otherwise.An (two) asterisk denotes statistical significance at 90% (80%) confidence. LM(1) is the Lagrange multiplier test for S
￿
t
ARCH(1) effects on the residulas. Q(10) and Q
2(10) are the Ljung-Box autocorrelation statistics for the residuals and squared residuals. p-values are included in square brackets.–5–













Q Q1 Q Q2 Q Q3 Q Q4 Q Q5 &M &T &W &Th &F ￿  ￿ . ￿￿ Q QM Q QW Q QTh Q QF ￿ Q(10) LM(1) Q
2(10)


























































































r 1 year 0.242
*
(0.035)
-- -- -- -- -0.275
*
(0.147)



























































































































































































































































































































r 9 year -0.051
*
(0.022)









































r 10 year -0.060
*
(0.022)



































Note: Sample period: 9/19/1989 to 12/31/1998. Bollerslev-Wooldridge (1992) robust standard deviations in parentheses. M, T, W, Th and F are dummy  variables to capture possible day-of-the week effects .Estimated values for &L, &X, &J, &V QL,
QX, QJ, QV, ￿ and ￿ have been mutiplied by 10
2. The dummy variable   is equal to 1 when 0t<0 and equal to  0 otherwise.An (two) asterisk denotes statistical significance at 90% (80%) confidence. LM(1) is the Lagrange multiplier test for ARCH(1) S
￿
t
effects on the residulas. Q(10) and Q
2(10) are the Ljung-Box autocorrelation statistics for the residuals and squared residuals. p-values are included in square brackets.–7–
Table 3. Volatility transmission: Standard deviation on a rolling window
Table 3 (DEM) Table 3 (USD) Table 3 (JPY)
￿￿￿































































































Note: Estimated models are the same as in Table 2 (•), except for using the standard deviation on a 1-week rolling window as
the volatility indicator for the 1-month rate. Bollerslev-Wooldridge (1992) robust standard deviations in parentheses. Estimates
of ￿ have been multiplied by 10
2. An (two) asterisk denotes statistical significance at 90% (80%) confidence.–8–
Figure 1. Daily volatility estimated from GARCH, GARCH-M or GJR-GARCH for 1-
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10-year
 –9–
Figure 2. News impact curves for 1-month and 2-, 7- and 10-year zero coupon rates from IRS
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