We propose a new construction of two-dimensional natural bi-Hamiltonian systems associated with a very simple Lie algebra. The presented construction allows us to distinguish three families of super-integrable monomial potentials for which one additional first integral is quadratic, and the second one can be of arbitrarily high degree with respect to the momenta. Many integrable systems with additional integrals of degree greater than two in momenta are given. Moreover, an example of a superintegrable system with first integrals of degree two, four and six in the momenta is found.
Introduction
The main aim of this paper is to study natural integrable systems labelled by parameters κ 1 , κ 2 ∈ R, and having the Casimir element
− .
An obvious representation of this algebra is the algebra of smooth function defined on the phase space generated by We met with this algebra investigating bi-Hamiltonian structures of two-dimensional natural Hamiltonian systems with homogeneous potentials and Newton's equations with homogeneous velocity independent forces. Namely, let us consider a natural system given by the Hamilton function of the form (1.1) with a monomial potential. More precisely, let us consider system governed by Hamiltonian of the form H ≡ a + = 2p 1 If we can find the remaining generator a − = H 2 , then we have integrable in the Liouville sense dynamical system with homogeneous potential. In order to get this additional first integral we use the machinery of bi-Hamiltonian geometry, see [22, 26] . It is worth to notice that the existence of function N with the prescribed property is related with a certain symmetry of the system. Let X F denote the Hamiltonian vector field generated by F. Assume that for Hamiltonian (1.4) there exists function N such that {N, H} = cH, where c is a constant. Then the Hamiltonian vector field X N is a master symmetry of X H , as [X N , X H ] = cX H . Sometimes a master symmetry is called a conformal symmetry, see [3] .
Let we assume that X N with N of the following form N := A(q 1 , q 2 )p 1 + B(q 1 , q 2 )p 2 , (1.6) where A(q 1 , q 2 ) and B(q 1 , q 2 ) are differentiable functions, is a conformal symmetry of X H . Then it is easy to show that necessarily A = αq 1 and B = βq 2 . Thus, equality {N, H} = cH implies that c = α + β, αa + βb + c = 0.
(1.7)
So, we recovered the assumed form of N, see (1.5) . Now, the last relation in (1.2) tells that we need an additional integral H 2 ≡ a − . Moreover, we require that {N, H 2 } = dH 2 , for a certain d ∈ R, and this is equivalent that X N is also a conformal symmetry of X H 2 .
We are going to work with systems (1.4) with two degrees of freedom because such systems appeared as subsystems on invariant manifold of n-dimensional Hamiltonian systems [13, 19] .
The plan of this paper is following. In the next section we start with short description how Hamiltonian systems of the form (1.4) appeared in our investigations of the integrability of natural Hamiltonian systems with homogeneous potentials. In Section 3 bi-Hamiltonian irregular Poisson manifolds as well as their application for construction of first integrals of considered systems are presented. The remaining sections contain results of the integrability analysis. In Section 4 four families of integrable systems with additional first integrals quadratic in the momenta are given. In the next four sections super-integrable cases in these families are distinguished. In Section 9 examples of integrable systems with additional first integrals of degree greater than two in the momenta are given. In Appendix we collected basic facts concerning the Gauss hypergeometric equation which are used in this paper.
Monomial potentials
Let us consider Hamiltonian systems with n degrees of freedom with the Hamiltonian of the following classical form
where q = (q 1 , . . . , q n ) and p = (p 1 , . . . , p n ) are the canonical coordinates and momenta; the potential V(q) is a homogeneous function of degree k ∈ Q. The strongest necessary integrability conditions for such systems with k ∈ Z were obtained thanks to an application of differential Galois methods, see [15, 16, 11] . To derive conditions of this type one needs to know a particular non-equilibrium solution of the considered systems. For the systems given by Hamiltonian (2.1) a particular solution can be find in systematic way. Namely, if a non-zero d ∈ C n satisfies
for some γ ∈ C, then the system has a particular solution of the following form q(t) = ϕ(t)d, p(t) =φ(t)d, (2.3) where ϕ(t) is a scalar function which is defined in the following way. If vector d satisfies equation (2. 2) with γ = 0, then ϕ(t) := t, and d is called an improper Darboux point of potential V. In this case, if k ∈ N, and the system is integrable in the Liouville sense, then all the eigenvalues of the Hessian matrix V(d) vanish, see [19] . If the considered d satisfies equation (2.2) with γ = 0, then ϕ(t) is a solution of equation ϕ = −ϕ k−1 . In this case d is called a proper Darboux point of V, and if the system is integrable, then for a given k ∈ Z \ {−2, 2}, all eigenvalues of V ′′ (d) belong to a certain infinite subset of rational numbers Q, see [15, 16, 13] .
As we can see, in spite of the fact that the differential Galois theory is quite involved the final result has the form of simple arithmetic restrictions on the eigenvalues of matrix V ′′ (d). Moreover, for polynomial potentials some relations between eigenvalues of the Hessian calculated at all proper Darboux points exist. These relations together with arithmetic restrictions on the eigenvalues forced by necessary integrability conditions enable to find effectively explicit forms of integrable potentials at least for small n and k. Such a systematic analysis was initiated for n = 2 in [10, 11] and later on it was developed for n > 2, see [19, 20] .
However, for some classes of potentials the above approach does not work. In particular it is a case if the consider potential does not have any proper Darboux point, and moreover, the Hessian matrix V ′′ (d) at each improper Darboux point is nilpotent. For n = 2 an almost complete characterisation of such polynomial potentials is given by the following lemma. 
for some l = 2, . . . , k − 2, or k = 2s and V has factor (q 2 ± iq 1 ) with multiplicity s.
We say that potential V is equivalent to W iff V(q) = W(Aq), where A is n × n matrix satisfying AA T = β Id n for a certain β ∈ C ⋆ .
Let us notice that potential V k,l with 2 ≤ l ≤ k − 2 has two improper Darboux points
In other words, for these potentials we do not have any obstacles for the integrability.
The potentials of the form (2.4) look more attractive if we introduce new canonical variables
In these variables the Hamiltonian function has the form
Clearly, the systems governed by Hamiltonian function of the form (1.4) are just generalisation of (2.6) for cases when k and l are rational.
Irregular Poisson manifolds
A bi-Hamiltonian manifold M is a smooth manifold endowed with a pair of compatible Poisson bi-vectors P and P ′ such that 
We say that a bi-Hamiltonian manifold M is regular iff dim M = 2n, P is invertible Poisson bivector, and the recursion operator N has, at every point, n distinct functionally independent eigenvalues. If the recursion operator N does not have this property then we say that bi-Hamiltonian manifold M is irregular.
For a regular bi-Hamiltonian manifold M functions
form a bi-Hamiltonian hierarchy on M, i.e., the Lenard relations hold
Generally it is unknown if it is possible to construct in a systematic way a full involutive set of functions on irregular bi-Hamiltonian manifolds. Anyway, we are going to apply the algebra (1.2) to construct integrable systems on two-dimensional irregular bi-Hamiltonian manifolds.
The rational Calogero-Moser system
In order to justify better some aspects of our construction we consider the n-particle rational Calogero-Moser model associated with the root system A n . It is defined by the Hamilton function
where a is a coupling constant. The canonical variables (q, p) satisfy the standard Poisson bracket relations {q i , p j } = δ ij , and the associated Poisson bivector will be denoted by P. This system admits independent and commuting first integrals
where L is the standard Lax matrix
Besides these n integrals of motion the rational Calogero-Moser system admits (n − 1) additional functionally independent integrals of motion K m given by
where
According to [26] integrals of motion H k and K m can be obtained from the Hamilton function H = H 2 given by (3.4) as polynomial in momenta solutions of the following equations 5) where P ′ is the Poisson bivector compatible with P given by
and n × n matrices Π, Λ, R and M have the following entries
and
In this case recursion operator N = P ′ P −1 generates only the Hamilton function 6) and instead of the standard Lenard relations (3.3) we have equations (3.5) . Thus, the described Calogero-Moser system is a super-integrable system on an irregular bi-Hamiltonian manifold R 2n .
Algebraic construction of two-dimensional bi-Hamiltonian systems on irregular manifolds
In order to get integrable systems associated with the Lie algebra (1.2) we start with the canonical Poisson bivector
and the Hamiltonian vector field
We suppose that this vector field X is the bi-Hamiltonian vector field with respect to a certain Poisson bivector P ′ , and some second integral of motion H 2
The bivector P ′ has to be compatible with canonical bivector P, and it has to be the Poisson bivector. Hence, we have the following relations
Additionally we postulate that bivector P ′ is a Lie derivative of canonical bivector P along the vector field Y proportional to the Hamiltonian vector field X 
where f and g are arbitrary smooth functions, α = 0, β and γ are arbitrary numbers.
Proof. In order to prove this theorem we have to substitute the second bivector
into the Schouten bracket (3.9), and to solve the resulting system of partial differential equations. and
This therem is a direct consequence of the special form of P ′ and H 1 .
Inspired by the equations (3.5) for the Calogero-Moser super-integrable system we suppose that our systems are bi-Hamiltonian systems with respect to logarithm of the second integral of motion H 2 , i.e., [24, 25] , and our algebra (1.2) is some subalgebra of the complete polynomial algebra of integrals of motion.
In order to get integral of motion H 2 we additionally assume that it is polynomial in momenta, i.e., it has the form
where g km (q 1 , q 2 ) are smooth functions. Substituting this expression into (3.18) we obtain partial differential equations for unknown functions g km , f , g, and parameters α, β. We can solve them for a fixed value of M. For instance, in the cubic case M = 3, for α = 0 and κ 2 = 0, we obtain the following solution
Of course, the Hamiltonian
possesses the first integral
which is linear in the momenta. However, this first integral I 2 does not satisfy (3.18) in contrast with cubic integral H 2 .
In the next step, if we look for a first integral of degree M = 4 in the momenta, then for α = 0, we reproduce previous solution and get one new
associated with the fourth order in momenta integral of motion
The obtained potential V is non-polynomial and non-homogeneous function. Below we will select from generic solutions certain particular solutions which are given by homogeneous functions.
Bi-Hamiltonian systems with second order integrals of motion
Let us consider potential V(q 1 , q 2 ) given by (3.11) with γ = 0, and
That is
2 , and so, in this case the Hamiltonian has the form
Taking this Hamiltonian we look for solutions H 2 of equations (3.18). We say that a solution of these equations is trivial if the corresponding V(q 1 , q 2 ) does not depend on both variables. We do not distinguish solutions which are obtained one from the other by a permutation of pairs of variables (p 1 , q 1 ) and (p 2 , q 2 ). Substituting Hamilton function H 1 of the form (4.2) into the equations (3.18), and taking H 2 of the form (3.19) with M = 2, one can get the following result. For each case in the above proposition we suppose that I 1 = H 1 and I 2 are the action variables, and ω 1 , ω 2 are the corresponding angle variables. Of course, this must be checked case by case.
In these variables the equations of motion have the forṁ
Thus, ω 2 is a first integral functionally independent with I 1 and I 2 [23] . The algebraic relations (3.13), (3.14), and (3.17) allow us to express ρ in term of the action-angle variables. In fact, we have for case 1: {ρ,
for case 2: {ρ,
Here angle variables ω k are defined up to canonical transformations
Later we show that families of systems given by Theorem 4.1 are super-integrable for specific values of parameter d. That is, for these values of d the systems admit three functionally independent first integrals H 1 , I 2 and H 3 . Some examples of super-integrable systems with additional integral H 3 of third, fourth and sixth order in momenta may be found in [23, 24] .
According to [23, 24, 25] , additional integral of motion H 3 is a function on the action variables I 1 , I 2 and one angle variable ω 2 . Below we prove that if we know additional polynomial integral of motion H 3 , then, using complete algebra of integrals of motion, we can get the angle variable ω 2 algebraically.
Some examples of super-integrable systems with additional integral H 3 of third, fourth and sixth order in momenta may be found in [23, 24] . Remark 4.3 Usually, see, e.g., [5, 14, 24, 25] , in the theory of super-integrable systems we study polynomial Poisson algebra of integrals of motion. In this paper we add some extra generator ρ to this algebra. Let us recall that ρ plays the central role in our bi-Hamiltonian construction (3.8).
Case 1. Radial potential
In this section we consider Hamiltonian system corresponding to case 1 in Theorem 4.1 and in particular we look for values of d for which the system is super-integrable.
We introduce new canonical variables (r, ϕ, p r , p ϕ ) defined by the following equations
Hamiltonian H 1 and first integral J 2 := −i I 2 in new variables read
Thus after this transformation we obtain Hamiltonian of the classical problem of the motion in the field of the radial force written in polar coordinates. In the Cartesian coordinates x 1 = r cos ϕ, and x 2 = r sin ϕ, Hamiltonian H 1 and the first integral J 2 read
where y 1 and y 2 are the momenta conjugated with x 1 and x 2 . Thus we obtain a natural Hamiltonian system with the standard form of the kinetic energy and the radial potential. The problem of the existence of one more functionally independent first integral of this system is the question about maximal super-integrability. For natural Hamiltonian systems with homogeneous potentials possessing a proper Darboux point necessary conditions of the maximal super-integrability with first integrals which are meromorphic functions of coordinates and momenta were formulated in [12] . These conditions were obtained from the analysis of invariants of the differential Galois group of variational equations. The considered radial potential possesses infinitely many proper Darboux points and results of [12] can be directly applied. In fact, in Section 3 of this paper Hamiltonian given by H 1 in (5.4) was considered and the following result was proved. for d = 1, respectively. This result reminds us the classical Bertrand theorem [2] which states that the only radial potentials V(r) = αr k , for which all bounded orbits are periodic, are those with k = −1 and k = 2. The condition that all bounded orbits of a Hamiltonian system are periodic means that the system is degenerated, i.e., all its invariant tori are one dimensional. Such degeneration appears if the system is maximally super-integrable.
Both of distinguished cases are indeed super-integrable with the additional first integrals
H 3 = (p 1 − p 2 )(p 1 q 1 − p 2 q 2 ) − q 1 + q 2 2 √ q 1 q 2 ,(5.
Case 2
In this section we consider Hamiltonian system corresponding to case 2 in Theorem 4.1.
In particular, we distinguish all values of d for which the system is super-integrable. We achieve this thanks to partial separation of variables and a direct integration of equations of motion. In [17] this system is called quasi-separable and in fact we were able to find only one separation relation.
Algebraic super-integrability
One can easy observe that the syzygi exists between H 1 and I 2
is not yet a separation relation. We have to make the change of independent variable t → τ defined by dτ/dt = 1/ √ q 1 , that transforms our Hamiltonian system into
where ′ denotes differentiation with respect to τ. This transformation changes momenta and now we obtain one separation relation
where β 1 is a constant of integration. Here we chosen square root with sign +, that correspond p 1 > 0. This integral is elementary and we obtain
In further calculations we choose β 1 = 0, and then we obtain
Next, we substitute this function into integral H 1 , that is, into equation
and obtain
Making this substitution in equation (6.5) and dividing it by H 1 we obtain
Finally, we make the following change of independent variable
and from (6.6) we obtain
This is a non-homogeneous linear equation. Dividing it by (1 − x) d and differentiating with respect to x we obtain homogeneous equation of the second order
In this equation we recognise immediately Gauss hypergeometric differential equation
with parameters
The general solution of equation (6.8) is following 
Hence, β 3 = 1, and solution of equation (6.7) is given by
Next, we return to the original dependent and independent variables and express τ as a function of q 2 , see (6.4) . After this transformation the solution of (6.5) takes the following form
From the obtained expression one can easily find the following first integral
We prove the following theorem. Proof. The first integral (6.14) is algebraic iff the hypergeometric function 2 F 1 appearing in its definition is algebraic. This implies that the hypergeometric equation (6.9) has an algebraic solution holomorphic at the origin. For equation (6.9) the differences of exponents at singularities are
This is why, by Lemma A.1, see Appendix, the Gauss hypergeometric equation (6.9) is reducible. In fact, for an arbitrary value of d we have
Thus, always at least one of this expressions is odd integer, and this proves our claim. As equation (6.9) is reducible its one solution is algebraic. In fact w 1 = √ x is a solution of this equation. As we remarked, if first integral (6.14) is algebraic, then equation (6.9) has a solution w 2 which is algebraic and holomorphic at the origin. Obviously w 2 is linearly independent with w 1 . In effect all solutions of equation (6.9) are algebraic. Now we apply Theorem A.3 in order to find values of d for which equation (6.9) has only algebraic solutions. The first assumption of this theorem is that all exponents at all singularities are rational. For equation (6.9) exponents at x = 0, x = 1, and x = ∞ are given by
Thus, if all solutions of equation (6.9) are algebraic, then d must be rational. The next assumption of the theorem is that among four numbers (6.16) exactly two or four are odd integers. This condition implies that d = p/2, with p ∈ Z.
Now we have to check the presence of logarithms in local solutions of (6.9) around particular singularities. At first we assume that p is even i.e. p = 2q and d = q ∈ Z. In this case the difference of exponents is integer only for singularity x = 1. For q ∈ N, the difference of exponents is m = q + 1 − 0 = q + 1. Hence, according to Appendix, the set m is m = {1, 2, . . . , q + 1}, see (A.5). Now we have to check if e 1,1 + e 0,i + e ∞,j ∈ m , for i, j ∈ {1, 2}, (6.17) with e 1,1 = q + 1. But we see that q + 1 + 0 − q = 1 ∈ m . Thus for d = p/2 = q positive integer solutions of (6.9) contain no logarithms. For q negative integer difference of exponents is m = 0 − (q + 1) = −q − 1, so m = {1, 2, . . . , −q − 1}. Now we have to check all conditions (6.17) with e 1,1 = 0. We obtain successively 0 + 0 − 1/2 = −1/2 ∈ m , 0 + 0 − q = −q ∈ m , 0 + 1/2 − 1/2 = 0 ∈ m , and 0 + 1/2 − q = −q + 1/2 ∈ m . This means that if q is a negative integer, then logarithmic terms appear in solutions of (6.9). Similar considerations for p = 2q − 1 show that logarithmic terms appear in local solutions of (6.9) around x = ∞ iff d = p/2 = (2q − 1)/2, with positive integer q. When hypergeometric function 2 F 1 is an algebraic function of its argument, then H 3 defined in (6.14) is an algebraic function.
Finally, one can check by direct substitution that for d = 0 hypergeometric function with the above parameters is equal to 1, and this ends our proof.
Additional integrals polynomial in momenta
Let us notice that in general the first integral given by (6.14) for values of d specified in Theorem 6.1 is not polynomial in the momenta. However, we can show the following.
with H 3 given by (6.14) is a first integral of the system generated by Hamiltonian
Moreover, H 3 is a polynomial in momenta and has degree 2p + 1.
Proof. Clearly H 3 is a first integral of H. In order to show that H 3 is a polynomial in momenta we notice that
is a polynomial of degree p, see Appendix. Thus,
is a polynomial in momenta of degree 2p + 2. Moreover we have
where dots denote terms of degree at lest one in p 1 . This shows that B is divisible by p 1 .
In effect H 3 is polynomial in the momenta and has degree 2p + 1. 
Moreover H 3 is a polynomial in momenta and has degree 2p − 1.
Proof. First we show that for the assumed values of d we have
where W p−1 (x) is a polynomial of degree p − 1, and W p−1 (0) = 1. In fact, for an arbitrary p, hypergeometric equation (6.9) has in a neighbourhood of x = 1 a local solution of the form w = (1 − x) −(2p−3)/2 u(x) where u(x) is a function holomorphic at the origin and u(0) = 1. This is so, because −(2p − 3)/2 is an exponent at x = 1 for this equation. In order to find u(x) we make substitution w = (1 − x) −(2p−3)/2 u(x) in equation (6.9). The obtained equation is again a hypergeometric equation. Its solution holomorphic at the origin is
As p is a positive integer, u(x) is a polynomial of degree p − 1. Now, we have
As in the proof of the previous lemma it is easy to notice that expression in the square bracket is a polynomial in momenta which is divisible by p 1 , and, as a result, H 3 is a polynomial with respect to the momenta of degree 2p − 1.
Examples
Here we consider two examples of super-integrable systems given by Theorem 6.1. Let us take d = p = 2. In this case the Hamiltonian function has the form
Then, according Theorem 4.1, first integral I 2 is following
The second additional first integral H 3 = H 3,p which guarantees the super-integrability is given by (6.18). For p = 2, it has, up to a multiplicative constant, the following form Now, we consider the element of family with d = −(2p − 1)/2 for p = 3. Then Hamilton is
and first integral I 2 takes the form
The explicit form of additional first integral H 3 = H 3,p defined by (6.19) is, up to a multiplicative constant, equal to
One can check that
is also a first integral of degree 2p − 2 = 4 with respect to the momenta, and that the following relation is satisfied
satisfy system (3.18) with normalisation κ 2 = 1. As in the previous case, additional examples justify the following conjecture. 
Case 3. Super-integrability without additive separation of variables
In case 3 of Theorem 4.1 we have
and one solution of the equations (3.18) is equal to
As in the previous section our aim is to distinguish cases when the system is superintegrable.
Algebraic super-integrability
In order to find the second additional first integral H 3 we proceed as follows. From the integral I 2 (7.2) we directly obtain the first quadrature
After calculation of this quadrature we have to substitute solution q 2 = q 2 (t, β 1 ) into the Hamiltonian
and solve the obtained quadrature with respect to q 1 . However to find q 2 = q 2 (t) we have to invert explicitly quadrature (7.3), and it is unclear how to do this. By this reason we proceed in a different way. Using function ρ and algebraic relations (4.3) we can get the second angle variable
In generic case ω 2 is the multi-valued function on the whole phase space [23, 24, 25] . We want to distinguish values of d for that system in case 3 from Theorem 4.1 governed by Hamiltonian H 1 given by (7.1) is super-integrable. Since H 1 = I 1 , thus ω 2 is a first integral. So, the following function
is also a first integral which we are going to analyse in details. In the integral presented in H 3 we make the following substitution
Let us denote y
where v(y) is a certain function of y. Differentiating both sides of this equation with respect to y, after obvious simplifications we obtain the following linear non-homogeneous equation for the unknown function v(y)
Multiplying it by 1 − y and differentiating once more we obtain
This is the Gauss hypergeometric equation with parameters
General solution of (7.7) has the form
Substituting it into equation (7.6) we find out that it is its solution iff β 3 = 1. Without loss of the generality we can assume that β 2 = 0, and then in variable x considered integral is dx
Thus our first integral takes the final form
This first integral is functionally independent with I 1 and I 2 . In general hypergeometric functions are not single-valued with sinularities of non-algebraic character. Thus, in order to obtain first integrals with "good" behaviour, we will restrict to cases when function 2 F 1 is algebraic. In other words, we are looking for such values of d that equation (7.7) has a solution that is algebraic. At first let us note that by Lemma A.1 equation (7.7) is reducible for any value of d. Indeed, the differences of exponents at singularities of equation (7.7) are 10) and among numbers
we have one even and one odd number. This means that we can use Theorem A.3 in order to find values of d for which equation (7.7) has only algebraic solutions.
Theorem 7.1. Hamiltonian system given by
is super-integrable with algebraic additional first integral (7.9) iff d takes the form
for p ∈ N.
Proof. We apply directly Theorem A.3. Exponents at singularities x = 0, x = 1 and x = ∞ for equation (7.7) are
respectively. The first condition of Theorem A.3 implies that d has to be rational. The second condition can be fulfilled only when two among number (7.11) are odd, and this implies that
for a certain r ∈ Z. Now we have to check the presence of logarithms in local solutions of (7.7) around particular singularities. In this aim we apply Lemma A.2. For d given by (7.13) exponents are following
We see that differences of exponents can be integer positive only for x = 0 or x = ∞ depending on the parity of r as well as the positive or negative sign of r. An analysis similar to that done in the proof of Theorem 6.1 shows that logarithmic terms appear in local solutions iff either r is positive and odd, or r is negative and even. If all solutions of the considered equation are algebraic then, by Theorem A.3 none of local solution has a logarithmic term. Thus, by the above considerations, either r is a positive and even integer, or it is a negative and odd integer. Substituting r = 2p as well as r = −(2p − 1) with p ∈ N into (7.13) we obtain (7.12), and this ends the proof.
Additional first integrals polynomial in the momenta
If assumptions of Theorem 7.1 are fulfilled, then first integral given by (7.9) is algebraic but it is not polynomial with respect to the momenta. However we can find such integrals using the following.
then H 3 given by (7.9) can be uniquely written in the following form Proof. For the specified form of d, we have
We show that
x is a polynomial of degree p − 1, and
In fact, v := F(x) is a solution of hypergeometric equation (7.7) holomorphic at the origin. Making substitution (7.16) we find that W p−1 (x) coincides with 2 F 1
In the considered case we have
Thus we can rewrite H 3 given by (7.9) in the following form
i.e., it has the form (7.14) with where H 3 given by (7.9) is a first integral polynomial in the momenta of degree 2p + 1.
Proof. We show that if d is given by (7.20) , then
where R p−1 (y) is a polynomial of degree p − 1.
Recall that hypergeometric function given above is a solution of equation (7.7). If we make substitution v(y) = 1 − yu(y) (7.23) in equation (7.7), then we obtain again the Gauss hypergeometric equation
with the parameters
For p ∈ N, parameter a is non-positive integer, thus function u(y) := 2 F 1 (a, b, c, y) is a polynomial of degree p − 1. Hence, we have
, y , and so it is a polynomial of degree p − 1, as we claimed.
Now we have to show that H 3,p given by (7.21) is a polynomial with respect to the momenta. But we can write
is a polynomial of degree not higher than 2(p − 1) with respect to the momenta. Now, it is enough to notice that according to (7. 3) and (7.2), we have
in order to see that both terms in (7.27) are polynomial with respect to the momenta. Moreover, it is easy to see that the degree of H 3,p with respect to the momenta is 2p + 1.
Examples
As example we take the family with d = (1 − p)/p, and we choose p = 5. In this case we have
Up to a multiplicative constant, the first integral H 3 := H 3,p defined in Lemma 7.2 by equation (7.14) has the following form
There exists also other first integral of degree 2p − 2 = 8 in the momenta Let us determine the complete algebra generated by first integrals (7.29), (7.30), (7.31) and ρ which in the case d = −5/3 has the following form
It is easy to check that first integral given by
satisfies equations (3.18) with κ 2 = 2. The complete algebra of integrals and ρ is given by
Using this algebra we easily obtain the desired angle variable
Here F is arbitrary function of the constant of motion, chosen in such a way that relation {ω 1 , ω 2 } = 0 is satisfied.
Case 4
i.e., we effectively separated variables and we can make two independent quadratures
The explicit forms of these elementary integrals are following
Using well-known formula
one can rewrite the last integral as
From (8.9) and (8.10) we deduce that
is a first integral of the system. We use relations
to introduce explicitly the momenta and then I takes the form
We can take as the first integral its exponent, more precisely
When we come back to original variables, then this first integral takes the form
Examples
We showed that for rational d the system is super-integrable. We have the second additional first integral H 3 which can be chosen as a polynomial with respect to the momenta. Moreover, there exists another additional polynomial integral of motion H 4 which can be normalised in such a way that
satisfying the equations (3.18) as well. For κ 2 = 1 adding polynomial integrals H 3,4 to the generators ρ, I 1 , I 2 we obtain the complete algebra of integrals of motion and function ρ defined by the following brackets
(8.13) Here parameter κ depends on α and d. Let us present some particular examples with cubic polynomial integrals
: 
fourth order integrals 
and fifth order additional integral of motion According to [23, 25] H 3 has to be function on the both action variables I 1,2 and the single angle variable ω 2 . Using the complete algebra (8.13) we can easily get
Here ω 2 is defined up to canonical transformation ω 2 → ω 2 + f (I 2 ) and parameter c is calculated from the bracket {I 2 , ω 2 } = 1. For instance, for α = −1/3 and d = −4 we have c = −1/16. On the other hand, if H 3 is the known polynomial solution of (3.18), which satisfies the algebra (8.13), then we can directly calculate ω 2
without separation of variables.
Bi-Hamiltonian systems with higher order integrals of motion
Let us recall that in Section 4 we investigated systems given by multi-parameter family of Hamiltonian functions given by Assuming that the additional first integral is of degree 4 in the momenta and setting κ 2 = 1 we found the following solutions
2 ,
Assuming that H 2 is of sixth degree with respect to the momenta we obtained other variety According to [26] , we have to look for another solution P ′ of the equations (3.1) associated with the non-trivial Darboux-Nijenhuis variables. The existence of such solution converts R 4 into a regular bi-Hamiltonian manifold. It is easily to find three different second order polynomial solutions of equations (3.1). Only one of them allows us to get variables of separation. Namely, if (8.14) .
Additive separation of variables without super-integrability
In the similar manner we can get solutions of the equations of motion for other systems with fourth order integral of motion. Construction of the variables of separation for the systems with sixth order integrals of motion is an open problem. sufficient conditions for a singularity of (A.1) to be logarithmic we introduce the following notation. For a non-negative integer m ∈ N 0 we define For more details, see Lemma 4.7 and its proof on pp. 91-93 in [7] . For considerations of this paper we need characterisation when reducible hypergeometric equation has algebraic solutions. The answer is contained in the following theorem. For proof and details see [9, 7, 18] .
