ABSTRACT With the dramatic proliferation in recent years, the social networks have become a ubiquitous medium of marketing and the influence maximization (IM) technique, being such a viral marketing tool, has gained significant research interest in recent years. The IM determines the influential users who maximize the profit defined by the maximum number of nodes that can be activated by a given seed set. However, most of the existing IM studies do not focus on estimating the seeding cost which is identified by the minimum number of nodes that must be activated in order to influence the given seed set. They either assume the seed nodes are initially activated, or some free products or services are offered to activate the seed nodes. However, seed users might also be activated by some other influential users, and thus, the reverse influence maximization (RIM) models have been proposed to find the seeding cost of target marketing. However, the existing RIM models are incapable of resolving the challenging issues and providing better seeding cost simultaneously. Therefore, in this paper, we propose a Knapsack-based solution (KRIM) under linear threshold (LT) model which not only resolves the RIM challenges efficiently, but also yields optimized seeding cost. The experimental results on both the synthesized and real datasets show that our model performs better than existing RIM models concerning estimated seeding cost, running time, and handling RIM-challenges.
by the seed users to make some decision (e.g., to grab some products/services) when the seed nodes are activated initially. Several of such IM models are proposed in the literature for various applications including influence maximization [8] [9] [10] [11] [12] [13] , profit maximization [6] , [14] [15] [16] , virus, misinformation and rumor management [17] , outbreak detection [11] , etc. However, almost all of them have a common drawback as they assume the seed nodes are initially activated. Again, in many studies, some incentives, sample products or tickets are offered which might not be enough for seed activation [6] , [18] . Since seed nodes influence their followers in the network, the seed nodes might also be activated by some other influential individuals in the same manner. The minimum number of nodes that are required to activate all the seed nodes is termed as seeding cost which is not addressed by most of the state-of-the-art models.
Therefore, Reverse Influence Maximization (RIM) models are introduced to find the seeding cost of viral marketing in which the models diffuse influence reversely as compared to the traditional one [19] , [20] . In general, the IM examines who are activated by the seed nodes whereas, the RIM investigates by whom the seed nodes are activated. More specifically, the IM determines the maximum number of nodes that can be activated by a given seed set [21] . On the other hand, the RIM problem aims at finding the least number of nodes that must be activated in order to motivate given seed nodes. The RIM has potential applications in the realworld scenario similar to the IM techniques. For instance, before launching any new product in the market, it is crucial to perform a market analysis and feasibility study called Cost-Benefit-Analysis (CBA). By using the IM in the social network, the vendor may anticipate the tentative profit by estimating the possible product adoption in the social network. In contrary, the RIM can be applied to find the advertisement cost which can be considered to be the seeding cost for target marketing. The authors in [19] identify some RIM challenges which include setting stopping criteria, handling three basic networks components (BNC), NP-Hardness, and insufficient influence. The significant challenges of RIM are to handle the NP-Hardness and to optimize the seeding cost by ensuring approximation rate while keeping the running time faster. However, the existing RIM models are incapable of providing better seeding cost and handling the RIM challenges simultaneously. Thus, we propose a Knapsack-based RIM (KRIM) model which ensures better seeding cost by greedy optimization and resolves the RIM challenges efficiently.
B. OUR CONTRIBUTIONS
In this paper, we consider a scenario of Cost Minimization of Target Marketing in a Social Network, in which seed nodes are targeted for marketing to their huge connections, fans, followers in the social network, and we aim at finding the cost of activating them (making them agree to do such marketing). To do that, we propose a Knapsack-based Reverse Influence Maximization (KRIM) model which estimates the seeding cost of target marketing by disseminating the influence in an order which is opposite to the direction that the influence is diffused in the IM method. We show that the RIM problem is NP-Hard and thus, we employ the Knapsack-based greedy optimization. The KRIM model uses the Linear Threshold (LT) model in reverse order for the node activation process. Again, the node activation process is terminated by the influence decay concept which indicates that the impact of influence is reduced with the hop-distance from the influential node. For instance, an individual has more impact on his/her friends, than his/her friends of friends. The summary of the key contributions is stated below.
1) The proposed KRIM model estimates the optimized seeding cost, as well as addresses the RIM-challenges efficiently.
2) The proposed model employs the greedy approximation technique to manage the NP-Hardness of the problem, and the necessary performance bound (approximation ratio) of the optimization technique is derived. 3) Moreover, we extend the traditional LT model to employ in reverse order and use in the node activation process. At each hop, previously activated nodes are considered first, which enriches the model with more optimized seeding cost. 4) The KRIM model efficiently sets stopping criteria by using the influence decay concept, which is implemented by estimating the cascade influence. Furthermore, the proposed model incorporates the trivial and general case of seed activation whereas, most of the IM models employs only the trivial case. 5) Finally, we evaluate the performance of our model with both the synthesized and real datasets of widely used social networks. The results show that the proposed model outperforms the existing models. The rest of the paper is organized as follows: a detailed literature review is stated in Section II. We share the RIM problem formulation in Section III and the detailed description of the proposed KRIM model in Section IV. Section V presents the simulation results and performance evaluation of our algorithm while the concluding comments are provided in Section VI.
II. RELATED WORKS
In this section, we study existing methods on Influence Maximization, Profit Maximization, and Reverse Influence Maximization which are relevant to our scenario of cost minimization of target marketing. The detailed analysis of the advantages and disadvantages of the state-of-the-art techniques can justify the benefits of our proposed model.
A. INFLUENCE MAXIMIZATION MODELS
Influence Maximization gains huge research interest in recent years in the viral marketing research domain. The IM was first introduced by Domingos and Richardson [10] in 2001 for the online social network and its application was limited to social science and statistics previously. VOLUME 7, 2019 However, the IM research got a breakthrough in 2003 by Kempe et al. [21] , with their two classical models such as Linear threshold (LT) and Independent cascade (IC) models. In the LT model, all the nodes are initially considered to be inactive except the seed nodes. Then, all the inactive outneighbors of the activated nodes are checked whether their integrated incoming influences from activated nodes are no less than some predefined threshold values or not. If so, the node is activated. Then, the out-neighbors of the newly activated nodes are activated in the same fashion. On the other hand, in the IC model, all the nodes are initially inactive as well. However, by assuming that the seed nodes are activated initially, the seed node tries to activate the inactive outneighbors by a biased coin toss with a specific probability. The process continues until no new node is activated. Both the methods use the greedy approach to maximize the influence and the greedy solution exhibits (1 − 1 e ) ≈ 63% approximation ratio. Leskovec et al. [11] propose a cost-effective lazy forward (CELF) method based on heuristic approximation for outbreak detection. This work is extended by Goyal et al. [12] as CELF++ which exhibits 35−55% faster performance than most of the greedy models. The authors, Goyalet al. have a series of seminal works in this area, for instance, the learning influence probabilities [22] , the simple path technique [13] , the databased approach [23] , and the IM-based recommender system [15] .
A degree discount (DC) heuristic for finding influential nodes is developed by Chen et al. [24] . The DC model selects nodes with higher degrees as seeds, and the degree of the chosen node is reduced after node activation which facilitates the greedy method to be more accurate and works faster. Their algorithm improves the accuracy of greedy solution of [21] and the running time of [11] simultaneously. Chen et al. [9] also introduce a new paradigm of incorporating negative opinion in influence maximization. Deng et al. [25] propose a centrality-based Robust Influence Maximization approach that incorporates various influence functions that are able to handle different uncertainty factors.
For the first time, Rrodriguez and Schölkopf [26] integrate time in the influence maximization process. They formulate a Continuous Time Markov Chain (CTMC)-based approximation algorithm for influence maximization. Most of the state-of-the-art solutions of IM use heuristics and/or time-consuming Monte Carlo (MC) simulation. However, Rrodriguez et al. neither use any heuristics nor the MC simulation in CTMC but still, their algorithm gives 20% superior performance to the baseline techniques. Recently, another breakthrough in the IM research is brought by [18] which improves the running time while keeping the approximation rate guaranteed to a better extent of (1 − 1 e − ). It employs an intelligent idea of stop-and-stare sampling of dataset yet ensures the quality of the influence estimation at the same time.
However, all of the above studies consider that the seed nodes are activated initially and thus, do not address the seeding cost estimation.
B. PROFIT MAXIMIZATION MODELS
The Influence Maximization techniques are used in many profit maximization applications in social networks. Zhu et al. [16] find that influence and profit cannot be maximized together and thus, try to make a balance between them. They introduce a price-aware balanced influence and profit (BIP) model for profit maximization in social networks.
Furthermore, Bhagat et al. [6] employ influence maximization to maximize the profit by finding the maximum product adoption in the network. Again, Lu and Lakshmanan [14] extend the work further by incorporating the fact that not only influence but also monetary evaluation affects the adoption of a product. Unlike others, Zhang et al. [27] and Du et al. [28] perform profit maximization for multiple products whereas, most studies consider only a single product.
In the above studies, the authors trivially offer some free products for seed activation; however, they do not focus on seeding cost estimation in their studies.
C. REVERSE INFLUENCE MAXIMIZATION MODELS
In order to compute the optimized seeding cost, the Reverse Influence Maximization model is introduced by Talukder et al. [19] . They propose the Random RIM (R-RIM) and the Randomized Linear Threshold RIM (RLT-RIM) models to solve the RIM problem in which influence is propagated in a backward direction. They also mention some challenges of the RIM problem such as setting stopping condition, handling three basic network components, the hardness of the problem, and insufficient influence. Furthermore, their works are extended in [20] by adding commonality discount. However, none of the above models could resolve the challenging issues properly.
Therefore, in this paper, we propose a Knapsack-based Reverse Influence Maximization (KRIM) model which bestows better seeding cost, as well as handles the challenging issues of RIM efficiently.
III. PROBLEM FORMULATION
For the cost minimization scenario, a social network is given as an input and is represented by a directed graph G(V , E), where the vertex set, V is the set of social network users, and the edge set, E represents the social relations among them. The numbers of nodes and edges are represented by N = |V | and M = |E|, respectively. We also denote the out-neighbors and in-neighbors sets of a node v as n(v) and n −1 (v), respectively. For each edge (u, v) ∈ E, we calculate the strength of association (influence weight), w uv , which indicates the probability by which the node u influences the node v.
In the Linear Threshold (LT) model, an activation threshold θ v is also given for each node v. The node v is activated if the combined influence coming from all the active in-neighbors of the node v is no less than the threshold value, θ v [21] , that is,
where, x u indicates whether an in-neighbor u is active or not, i.e.,
A seed set S of size k is also given as an input. Our goal is to reach these influential users or customers with a view to target marketing of our product or service to a large number of followers in the social network. However, the marketing budget is limited and therefore, it is useful to find a set, denoted by (S), of the minimum number of influential users that must be activated in order to subsequently activate influential users. Finally, the seeding cost is defined as γ (S) = | (S)|.
At first, the RIM problem is broken into k subproblems, each for one seed node, as depicted in Fig. 4 and the optimized marginal seeding cost γ (v) is computed for each target node, v ∈ S up to T hops. To do that, the following optimization problem as expressed in (3)- (8) is solved for each hop t ∈ T , and nested with each of activated in-neighbors, u in such a way that the total number of activated nodes, γ (u) is minimized.
The above optimization problem gives the optimal marginal seeding cost set, (v) for a seed node v. Similarly, we compute the optimized marginal seeding cost sets (v) for all the seed nodes v ∈ S. The optimized marginal cost sets are then, combined to estimate the final optimal seeding cost, γ (S) of the whole RIM problem, and is given by,
Definition 1 (RIM Problem): Given a social network G(V , E) and a seed set S, the RIM problem is defined by finding the minimum number of nodes, γ (S) that must be activated in order to activate all the seed nodes in S.
A. MEETING THE CHALLENGES
Here, we discuss the strategies employed in the proposed KRIM model to resolve the RIM-challenges identified in [19] , [20] .
1) STOPPING CRITERIA
The KRIM model selects the minimum number of most influential in-neighbors to activate a seed node v at any hop t. Similarly, for each of the chosen in-neighbors, our model chooses the minimum number of most influential inneighbors at the next hop t + 1, and so on, as illustrated in Fig. 4 . The existing models estimate the cost up to a fixed number of hops (T = 2), which is not proper and adequate.
However, we employ the influence decay concept [29] , [30] to set the stopping criterion.
Definition 2 (Influence Decay): The influence of one individual to another individual is deteriorated with the (hop) distance between the individuals. For instance, we have more influence on our friends than on our friends of friends.
In the proposed KRIM model, the influence decay concept is implemented by estimating the cascade influence of the multi-hop-distanced nodes.
Definition 3 (Cascade Influence): The influence weight of a node u to another node v is cascade influence if (u, v) / ∈ E. In Fig. 1 , the dotted lines indicate the cascade influence; whereas, the solid lines indicate the direct influence or just influence.
If p t is the influence weight at any hop t ∈ T , the cascade influence, p c of total T hops is calculated by the influence VOLUME 7, 2019 decay function given in (9) .
The concept in (9) is partially adopted from the live edge concept from [13] (pp. 3) and we name it as cascade influence. In order to adopt the concept in the KRIM model, let us assume that p t is the minimum influence weight of the activated in-neighbors u to activate the node v at every hop t, and then, p t is computed as,
where, A in denotes the list of nodes that are the input to any hop t, and A out indicates the list of nodes that are activated in the current hop t, as shown in Fig. 5 . The logic behind taking the minimum influence weight among the influence weights of the activated in-neighbors at every hop is that the cost computation spans to the minimum possible hops, and eventually, the cost remains minimum.
When the value of the cascade influence, p c becomes negligible (e.g., p c < 10 −6 ) at some hop t, it indicates that the individuals at the hop t do not have any significant influence on the seed node v, and the KRIM model terminates at the hop t. We consider that the nodes after t-hop have the insignificant influence upon v, and can be ignored.
Example 1 (Influence Decay and Cascade Influence): In Fig. 1 and Fig. 4 , at the first hop, A in = {v} and their activated in-neighbors, A out = {a 2 , a 4 }. Then, p 1 = min(w a 2 v , w a 4 v ) = min(0.37, 0.24) = 0.24, by (10) . Similarly, we have,
Therefore, the cascade influence of the node c 5 to the node v at 3-hop distance is estimated by (9) as p c = 0.11 × 0.18 × 0.24 = 0.0048. Finally, when the value of p c becomes negligible (e.g., p c < 10 −6 ) at any hop t, the algorithm terminates at the hop t.
2) DIFFERENT CASES
Three Basic Network Components (BNC) are considered in existing models [19] such as a seed node with no in-neighbors (Case A), one hop in-neighbors (Case B), and multiple in-neighbors (Case C). However, Case C is the combination of Case A and Case B. Thus, Case C is a redundant BNC, and hence, the KRIM considers only the first two cases, which are shown in Fig. 2 .
a: HANDLING THE TRIVIAL CASE (CASE A)
Case A, depicted in Fig. 2 (a) , is a trivial case. When this case happens in the network, we can offer free samples suggested by [6] and thus, the cost is estimated as, γ Maximization models incorporate the trivial case only by offering sample product to the seed users and thus, ignore the general case. Our KRIM model is well designed that it includes both the trivial and general cases. When the values of ∀x u = 0, and x v = 1 for all u, v ∈ (v), then, the trivial case occurs and the KRIM model sets, γ (v) = 1.
b: HANDLING THE GENERAL CASE (CASE B)
In viral or target marketing, the seed nodes influence and activate their friends and followers (i.e., out-neighbors) in a cascade manner. However, most of the existing algorithms do not include the general case which indicates that the seed nodes could also be influenced and activated by their friends and followees (i.e., in-neighbors) in a reverse cascade fashion. The proposed KRIM model incorporates the general case as well as the trivial case. The general case occurs when ∀x u ∈ {0, 1}, and x v = 1 for all u, v ∈ (v). The inclusion of this fact is one of the vital contributions of this paper.
Case B, in which the seed node v has only one level of in-neighbors, is the basic unit of computation as shown in Fig. 2 (b) . The KRIM uses Knapsack-based LT model to find the optimized cost for this case.
The whole social network can be viewed as a combination of the multiple instances of these two cases, and thus, the KRIM considers only two cases out of three cases considered in the existing models.
3) INSUFFICIENT INFLUENCE
There may exist an unfavorable situation in the network that all the in-neighbors, u ∈ n −1 (v) may not have enough combined influence to activate a node v. The event is termed as the insufficient influence, which is mathematically expressed as,
The first two parameters depend on the inherent network structure (how many friends/followers a person might have), which is intractable. Thus, there remains no alternative other than setting the threshold values to some smaller value [31] . If the insufficient influence arises even with a lower threshold, our algorithm returns all the in-neighbors as seeding cost, i.e., γ (v) = | (v)| = |n −1 (v) ∪ {v}|, and assumes that the node is activated. Example 2 (Insufficient Influence): In Fig. 3 , the node v has insufficient influence since u∈n −1 (v) w uv = 0.07 + 0.14 + 0.12 + 0.10 + 0.08 = 0.51 < θ v = 0.55. Here, the aggregated influence of all the in-neighbors of v is less than the threshold of v, and thus, they cannot activate v all together. We denote this situation as a true positive (TP) insufficient influence or just insufficient influence.
In case of the node v in Fig. 3 , the KRIM model sets all the in-neighbors in the seeding cost set, (v) and in-degree as the seeding cost, i.e.,
It is also assumed that the node v is activated with the influence of all its in-neighbors.
4) NP-HARDNESS OF THE PROBLEM
Here, we discuss the hardness of the RIM problem under the proposed KRIM model.
Theorem 1: The RIM problem under KRIM model is NP-Hard.
Proof: Let us consider the Knapsack problem [20] ,
x u ∈ {0, 1},
where n is the number of items, m is the Knapsack size, w u is the weight of the item u, p u is the profit of item u, and x u is defined in (2) . In order to transform the Knapsack problem into the RIM problem, let us consider the Knapsack size m is the counterpart of the threshold value θ v in the RIM problem. The item weights w u in the Knapsack problem can be considered to be equivalent to the influence weights w uv in the RIM problem. Again, let us consider the profit p u x u of the selected items in the Knapsack problem as the counterpart of the seeding cost x u of the selected nodes (according to RIM formulation, each node contributes unit cost) in the RIM problem. Finally, let us replace the objective function of the RIM problem stated in (3) as: Now, the profit maximization in the Knapsack problem is technically the same as the cost minimization in the RIM problem. The summary of their parameters comparison is given in Table 2 .
Thus, the Knapsack problem, which is a well-known NP-Hard problem [32] , is reduced to the RIM problem and hence, the RIM problem under KRIM model is also NP-Hard.
Therefore, we offer a Knapsack-based greedy approximation model (KRIM) to solve the RIM problem.
B. THE KRIM MODEL
The proposed KRIM model first, estimates the optimized marginal seeding cost γ (v), of all the seed nodes v ∈ S and then, aggregates them to find the seeding cost γ (S) of the whole problem. The optimized marginal seeding cost, in return, is computed in two steps: a diffusion model is used for the node activation process, and an optimization technique is used to minimize the cost.
1) THE LT DIFFUSION MODEL AND GREEDY KNAPSACK OPTIMIZATION
The Linear Threshold (LT) model which is generally applied in a forward manner in IM problems to determine the nodes that can be activated by a seed node v when it is activated initially. However, we modify the LT model to employ in a retrograde manner to determine which nodes are required to activate the seed node v.
To estimate the optimized marginal seeding cost set (v), we iterate up to T hops of in-neighbors of v. The determination of the value of T is discussed earlier in Section III (A). Let A in denotes the list of nodes that are the input to any hop t, contains the activated nodes in the previous hop and A out represents the list of nodes that are activated in the current hop t, as shown in Fig. 5 .
We start the process of finding the optimized marginal cost set, (v) with the following initializing at the first 
hop (T = 1),
A out = ∅.
Then, the nodes that are required to be activated for each node u ∈ A in , are estimated by applying the LT model in a reverse order and selecting the most influential in-neighbors greedily so that the cost remains minimum.
2) TRIVIAL CASE
If the trivial case (Case A) happens, the KRIM model returns the node u itself, i.e.,
3) GENERAL CASE Furthermore, if the general case (Case B) is encountered for a node u ∈ A in , the previously activated in-neighbor nodes in n −1 (u) are considered first to activate u. Thereafter, if necessary, the inactive in-neighbors in n −1 (u) are considered next to activate each node u ∈ A in . At any hop t ∈ T , if (S) is the set of activated nodes by previously processed seed nodes, and (v) contains the nodes that are activated by the current seed node v. Then, the sets of already activated nodes and inactive nodes are given, respectively by,
Firstly, the node z with the highest influence weight w zu is selected in a greedy (Knapsack) manner from the set of already activated nodes A old , in order to activate u with threshold θ u . Secondly, if necessary (if u is not activated by the already activated in-neighbors), the new inactive in-neighbors are chosen to activate u greedily, as expressed by (22) and (23), respectively.
Every time that the node z is selected, the influence weight w zu is aggregated and is checked by (1), whether the node u is activated or not. Then, the output A out of the hop t is updated with the newly activated nodes as,
Here, the already activated nodes (both by previous and current seed nodes) are also excluded since they are already explored in the cost estimation. Again, the optimized marginal seeding cost set is populated as,
Finally, the output A out of the current hop t is forwarded as the input A in to the next hop t + 1 and the whole process is continued up to T hops. Similarly, after estimating the optimized marginal seeding cost set, (v) for all v ∈ S, the final optimal seeding cost is computed by (7) and (8) . The process is illustrated in Fig. 1 to Fig. 5 , and in Example 3. 
C. INFLUENCE WEIGHT ESTIMATION
Many techniques are available in the literature to estimate the influence weight w uv , for instance, degree centrality, PageRank [21] , credit distribution [22] , assigning a constant value [33] , and Trivalency model [34] . However, we adopt the most widely used degree centrality technique which computes w uv as,
where, |n −1 (v)| is the in-degree of node v provided that the normalization property holds, i.e.,
Example 3 (Working Principles of KRIM Model): The primary goal of the KRIM model is to determine which nodes jointly activate the seed node v, and the calculation of γ (v) for a single seed node v is explained here, as depicted in Fig. 4 .
At the first hop, t = 1, we assume that the currently activated node set, A in = (v) = {v}. At the beginning, there is no previously activated node in n −1 (v) and thus, we select newly activated nodes, A out = {a 2 , a 4 } with maximum influence weights by (23) 
Similarly, at t = 3, we have A in = {b 2 , b 5 }. Note that the node b 5 suffers from insufficient influence, and we include all its in-neighbors {a 2 , c 4 , c 5 } as the cost. On the other hand, node b 2 is the trivial case as explained in Fig. 2(a) Note that for any seed node v m , we also consider the already activated nodes by previous seed nodes {v 1 , v 2 , . . . , v m−1 } and the nodes activated by current seed node v m to achieve the least possible seeding cost.
Again, in this example, some repeated nodes are given in some hops since this is a graph, not a tree. Nonetheless, we also show the repeated nodes in a tree structure just for better realization. The KRIM algorithm, composed of three modules such as KRIM module (Algorithm 3), the SEEDING module (Algorithm 1), and the ACTIVATE module (Algorithm 2), estimates the optimized seeding cost for a given seed set S. The calling sequence of different modules is illustrated in the control-flow diagram shown in Fig. 6 .
The KRIM module estimates the optimized marginal seeding cost set (v), for all the seed nodes v ∈ S, in lines 3 − 16. It handles the trivial case (Case A) in lines 4 − 7 and the general case (Case B) in lines 8 − 14. Again, in the general case, the KRIM module calls the SEEDING module for each v in line 10 to estimate the optimized seeding cost set, (v). Then, it combines all the seeding cost set of all the seed nodes to estimate the final seeding cost set (S), in line 15. Finally, it finds the seeding cost γ (v), in line 18. The KRIM module also keeps track of the number of active and inactive (due to the insufficient influence) seed nodes in lines 12 and 17, respectively.
The SEEDING module estimates (v) up to T hops iteratively. The terminating condition is set in lines 6 − 8. This module first tries to activate any node by its already activated in-neighbors in lines 12 − 15. Secondly, it includes the new active in-neighbors (if necessary) in lines 16 − 19. In both cases, it calls the ACTIVATE module, which greedily selects the most influential in-neighbors (with the highest w uv to reduce the cost). It reports the insufficient influence in lines 20 − 22 and estimates cascade influence in line 28. Finally, the optimized marginal seeding cost set (v), is computed in line 25.
E. THE PERFORMANCE BOUND
Generally, a greedy model provides a feasible solution with significantly improved running time. However, under some specific conditions, it can provide the best solution. Similarly, the KRIM method provides an optimum solution with some particular constraints as well.
1) FEASIBLE SOLUTION AND APPROXIMATION RATIO
A special case of the greedy feasible solution and the approximation ratio are stated in the following two theorems.
Theorem 2: The KRIM model ensures optimum result when there is no overlapping in the diffusion process, i.e., if
and there is no insufficient influence in the network, i.e., if
Proof: If every node v has the property that its in-neighbors have enough aggregated influence to activate it, then, it is evident that the KRIM model must activate all the given seed nodes.
Again, if there is no overlapping in any stage of the node activation process, i.e., if (v 1 ) ∩ (v 2 ) = ∅, ∀v 1 , v 2 ∈ S, there would be no already-activated node. Therefore, the most influential nodes will be always chosen in line 6 of the ACTIVATE module and hence, the cost must be the minimum. Again, when the algorithm cannot ensure the optimum solution due to the use of the greedy approach, it is necessary to analyze the approximation ratio.
Theorem 3: The KRIM algorithm is a 2 -approximation algorithm, that is,
Proof: In Theorem 1, we prove that the Knapsack problem can be reduced to the RIM problem under KRIM algorithm. Let r be the index in the sorted influence weight list and the nodes up to r are selected to activate a node v. Then, we claim that influence weights are taken,
and the incurred cost is bounded by the optimal cost [35] , and is given by,
where γ * is the optimal value of cost, and any solution is a feasible solution with γ * ≤ γ . We set the cost of nodes, x 1 = x 2 = · · · = x r = 1 and x i = 0 for all r < i ≤ d which is a feasible solution, and cannot be improved since we always select the most influential in-neighbor u with maximum w uv . Therefore,
Again, according to Hochbaum [36] , the left hand side in (33) must be at best 2γ * . Thus, we get, γ ≤ 2γ *
2) COMPLEXITY
The complexity of the KRIM model is expressed by the number of nodes that it processes. If d is the average in-degree in G, the expected running time of our algorithm is given by: 
IV. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the KRIM model for two synthesized datasets and two real datasets of popular social networks. We analyze the estimated seeding cost as well as the required running time by comparing the KRIM model with those of the existing models.
A. DATASET
For the simulation, we use real datasets of popular social networks as well as synthesized datasets generated randomly. We prepare two synthesized datasets by generating networks randomly. The first one is the Erdös Rényi network generated randomly with parameters, (200, 0.1) 1 , having 200 nodes and 5, 094 edges as depicted in Fig. 7 (a) . The second one is the Barabási Albert graph generated randomly with parameters, (500, 10, 100) 2 , having 500 nodes and 4, 900 edges as shown in Fig. 7 (b) . We collect datasets of two most popular social networks named Facebook 3 , and Twitter 4 , from the Stanford large network dataset collection [37] . The Facebook is a friendship network, whereas, the Twitter is follower-followee network. For instance, a link (u, v) between two users indicates that the users u and v are friends on Facebook. On the other hand, a link (u, v) in the Twitter network indicates that a Twitter user, u follows the user v on the Twitter. The Facebook and the Twitter networks are depicted in Fig. 7 (c) and Fig. 7 (d) , respectively. The summary of all the datasets is presented in Table 3 . 
B. EXPERIMENT SETUP
We perform the simulation of our algorithm on an Intel(R) Core(TM) i3-4150 CPU @ 3.50GHz 3.50GHz machine with 8GB RAM, using Python codes. The influence weights, w uv are computed by using the degree centrality [21] technique which is commonly used in the social network analysis. The values of k are varied from 1 to 100 in the experiment while keeping the threshold value fixed at, θ v = 0.10 [21] . This small value is taken as the threshold value, θ v to avoid insufficient influence [20] , [31] . Again, the threshold values vary as, θ v = 0.0 to 0.50, in the experiment with fixed seed size k = 50. Generally, the seed set S is supposed to be given. However, we generate randomly for our simulation. Since the problem is NP-hard, the Monte Carlo [38] simulation is applied. The algorithms are executed 10, 000 times on all the datasets, and the average of each parameter is taken for the comparative study. We compare the proposed KRIM algorithm with the following existing RIM models [19] :
The main algorithm is designed to compute the seeding cost for only the first two hops; however, we redesign the model for T hops. At each hop, to activate a node, we randomly select a number of in-neighbors which are then used as input for the next hop iteration. 2) RLT-RIM: This model also estimates the seeding cost up to the first two hops and thus, we extend it for T hops as well. At each hop, to activate a node, we randomly choose an in-neighbors and compare the exaggerated influence with the threshold of the node. If the node is activated, the process halts. Otherwise, the process continues until the node is activated. The same process continues for the chosen in-neighbors in the next hop iteration.
C. PERFORMANCE ANALYSIS
Here, we discuss the simulation results of the proposed KRIM model with a comparative analysis with the existing models concerning the estimated seeding cost, the running time, and the efficient handling of the RIM-challenges. The salient features of the result analysis are that all the empirical results are explained and supported with theoretical and probabilistic analysis along with appropriate figures and examples. Fig. 8 and Fig. 9 depict the seeding cost estimated by different models for both the synthesized datasets (Erdös Rényi and Barabási Albert) and real datasets (Facebook and Twitter). In Fig. 8 , the cost is calculated for different seed set size, 1 ≤ k ≤ 100, and with fixed threshold value, θ v = 0.10. Compared with the R-RIM and RLT-RIM models, the KRIM algorithm returns the optimized seeding cost, which is on an average 1.5 − 2 times lower for the Erdös Rényi dataset, 1.5−2 times lower for the Barabási Albert dataset, 2−3 times lower for the Facebook dataset, and 1.5 − 2.5 times lower for the Twitter dataset. Therefore, the proposed KRIM model has remarkably better performance than those of the existing models for different values of k, for all the four datasets due to the use of the (Knapsack) greedy in-neighbor selection.
1) SEEDING COST
Furthermore, we analyze the effect of different threshold values on the estimated seeding cost in Fig. 9 for all the datasets. We employ threshold values, 0 ≤ θ v ≤ 0.5 and the fixed size seed set with k = 50, for the both real and the synthesized datasets. The simulation results show that the estimated seeding cost of the proposed KRIM model is significantly lower than those of the existing R-RIM and RLT-RIM models for all the datasets. For instance, as compared to the existing models, the estimated cost of the KRIM algorithm is This significant performance of the KRIM method is the contribution of the greedy Knapsack method used in the in-neighbors selection and the node activation process. Therefore, in both the cases of different k-values and the θ v -values, the proposed KRIM model evidently outperforms the existing RIM models for all four datasets.
a: THEORETICAL ANALYSIS OF COST OPTIMIZATION
In the following Example 4, we provide a theoretical analysis of the cost optimization achieved by the proposed KRIM model with random models such as R-RIM and RLT-RIM [19] .
Example 4 (Theoretical Analysis of Seeding Cost): We assume that r out of d in-neighbors are required to activate v, depending upon the threshold θ v of the node v. In Fig. 10 , for both the cases of random and greedy in-neighbor selection, d = 5 and r = 3, i.e., at least three nodes must be taken to activate the node v. With the given influence weight setup, the most influential set {u 2 , u 3 , u 4 } is the optimal solution. The selection of any node except these three nodes will increase the estimated cost. In case of the R-RIM and RLT-RIM models in Fig. 10 (a) , the in-neighbor, u i is selected randomly, whereas, in Fig. 10 (b) , the in-neighbor, u i is selected greedily in the KRIM model. Here, according to the working principles of the RLT-RIM technique, the probability of selecting the in-neighbors, {u 2 , u 3 , u 4 } is,
However, according to the working principles of the KRIM model, the probability of selecting the in-neighbors,
Since the KRIM model chooses nodes greedily, it selects the node with the highest influence each time. Therefore, we can conclude that the KRIM model can provide (local) optimal result in 90% of all cases as compared to the R-RIM and RLT-RIM methods. Moreover, in the random algorithms, if any node other than {u 2 , u 3 , u 4 } is selected, the cost is elevated. This can happen, since every node has equal probability (in Fig. 10 
2) RUNNING TIME
The running time of the proposed model and the existing models is shown in Fig. 11 and Fig. 12 , for variable seed set size (0 ≤ k ≤ 100) and different threshold values (0.0 ≤ θ v ≤ 0.5), respectively, for both the real and the synthesized datasets. For running time estimation, the threshold value is fixed at θ v = 0.1. However, the seed size, k is varied from 0 to 100 in Fig. 11 . On the other hand, in Fig. 12 , the seed size is fixed at k = 50, and the threshold value θ v , is varied from 0 to 0.50.
In Fig. 11 , the proposed algorithm exhibits reasonable running time for all the datasets. The figures unveil that the running time of our model is sandwiched between that of two existing models. As compared to the RLT-RIM model, the KRIM model is around 15% and 20% faster for all the four datasets. However, the proposed model is slightly slower than the R-RIM model. The R-RIM model requires less time for its execution since it activates the nodes randomly while calculating the seeding cost. However, the R-RIM returns bad quality seeding cost, which is 15−50% higher than that of the proposed model, depending upon the various datasets used in the simulation.
Next, with the variable threshold values, 0.0 ≤ θ v ≤ 0.50, the proposed KRIM model exhibits the same pattern of running time which lies in between the running time of the R-RIM and RLT-RIM models as shown in Fig. 12 . Thus, the KRIM model yields an optimized seeding cost with reasonable running time.
Example 5 (Theoretical Analysis of Running Time): Again, consider Fig. 10 (a) , the R-RIM model takes a random number of in-neighbors, and it does neither aggregates nor compares with the threshold value. Thus, the 
R-RIM technique requires the least amount of running time.
On the other hand, in both the RLT-RIM and KRIM algorithms, every time a node u is chosen, its influence weight w uv is aggregated and checked by (1) for the activation of v. As a result, these two models require a higher running time than that of the R-RIM model.
However, the RLT-RIM model chooses in-neighbor nodes randomly. On the other hand, the KRIM model selects the most influential nodes each time. Therefore, the RLT-RIM model has a higher probability of selecting more in-neighbor nodes to reach the threshold value of a target node. Therefore, the RLT-RIM method consumes more time as well as returns the higher seeding cost as compared to the KRIM model.
D. TIME-COST TRADE-OFF
The R-RIM exhibits the fastest running time among all the three models. However, the R-RIM model suffers from two significant drawbacks. Firstly, the model is not cost-effective since it randomly selects the in-neighbor nodes to activate a node, and thus, has the highest cost margin. Secondly, the R-RIM algorithm has the worst activation rate among all the discussed models as illustrated in Fig. 13 . The activation rate is defined as the percentage of the total activated seed nodes (k − k in ) out of total seed nodes k as stated in (37) . For instance, in the Fig. 10 (a) , if the R-RIM model selects the inneighbors {u 1 , u 4 , u 5 }, the seed node v might remain inactive even though the node v does not have insufficient influence ( w uv = 0.07 + 0.14 + 0.12 + 0.10 + 0.08 = 0.51 > θ v = 0.35). We define this situation as false positive (FP) insufficient influence. Therefore, the R-RIM model has very low efficiency in spite of better running time.
Furthermore, the RLT-RIM is neither the cost-effective nor the time-efficient compared with the proposed model.
It has a longer running time even though it cannot ensure the optimal seeding cost compared with the KRIM model. Finally, the KRIM model requires intermediary running time. However, it is the most cost-effective RIM model.
1) ANALYSIS OF RIM CHALLENGES
Here, we discuss how effectively the KRIM model resolves the challenges of the RIM problem.
a: STOPPING CONDITION
The proposed KRIM model resolves the challenge of setting up a terminating criterion more efficiently as compared to the existing R-RIM and RLT-RIM models by employing the influence decay concept given in (9) . The influence decay concept [29] , [30] and cascade influence concept [13] illustrated in Fig. 1 . The influence decay concept is easy to implement by (9) and (10), more realistic, and more logical to set up a stopping condition than to a fixed number of hops, which is used in the R-RIM and RLT-RIM models.
b: DIFFERENT CASES
The proposed model considers only two cases, i.e., the trivial case and the general case as shown in Fig. 2 . On the other hand, the existing R-RIM and RLT-RIM models employ three cases such as Case A, Case B, and Case C. As a result, the existing models become more complex. Thus, the proposed model is more straightforward than the existing models.
c: INSUFFICIENT INFLUENCE
If any seed node suffers from the insufficient influence effect in the cost estimation process, we assume that the seed node v is activated with the influence of all its in-neighbors. VOLUME 7, 2019 However, in reality, the seed node v remains inactivated. Therefore, we measure the efficiency of any RIM model with the number of active and inactive seed nodes. If k in nodes out of k seed nodes remain inactive after the node activation process of any RIM model, then the activation rate η, is given by,
A node may remain inactive due to either the insufficient influence (true positive) of the limitation of the RIM model (false positive insufficient influence) as we discussed earlier. Fig. 13 depicts the estimated activation rates η, of all the discussed RIM models for all the datasets. Here, the rate is estimated with different threshold values, 0.0 ≤ θ v ≤ 0.5 and the seed size fixed at k = 100. The experimental results show that the insufficient influence effect is elevated with the increased values of threshold that is the expected result.
Again, the empirical result also shows that the RLT-RIM and the KRIM models have the same activation rate for all the datasets. However, the activation rate of the R-RIM model is lower than that of both the RLT-RIM and KRIM models.
Example 6 (Theoretical Analysis of Activation Rate): The major difference between the working principles of the proposed KRIM model and the RLT-RIM model is that the KRIM model selects the higher influential in-neighbor nodes one by one greedily. On the other hand, the RLT-RIM model chooses randomly. Due to this difference, the KRIM offers lower seeding cost than that of the RLT-RIM model. Note that although the KRIM model returns more optimized seeding cost than that of the RLT-RIM model, both the models exhibit the same performance in the case of insufficient influence. For instance, in Fig. 3 , for the node v, both the models selects the same seeding cost set, (v) = n −1 (v) ∪ {v} = {v, u 1 , u 2 , u 3 , u 4 , u 5 }, except the node selection sequence. For example, the KRIM algorithm selects the sequence as {v, u 2 , u 3 , u 4 , u 5 , u 1 } with the decreasing influence weight. On the other hand, the RLT-RIM selection sequence is random, e.g., {v, u 4 , u 1 , u 3 , u 5 , u 2 }. After selecting the same cost set (probably in a different order), both the algorithms report the real occurrence of insufficient influence, which is also known as the true positive (TP) insufficient influence case. Therefore, the activation rate η is the same for RLT-RIM and KRIM models.
On the other hand, the R-RIM model not only faces true positive insufficient influence but also results in false positive insufficient influence in many cases. In other words, when the true insufficient influence (TP) happens, the R-RIM model must report it. However, the R-RIM model might report insufficient influence even when there is no insufficient influence for a node v in the network. For instance, in Fig. 10 , the node v has no insufficient influence (since w uv ≥ θ v ). However, the R-RIM model may randomly select the in-neighbors {u 1 , u 3 } and report that node v has insufficient influence which is a false positive case. Thus, for R-RIM, k in has = TP effect + FP effect, (38) for RLT-RIM, k in has = TP effect, (39) and, for KRIM, k in has = TP effect.
Therefore, the associated activation rates of the three models have the relation η R ≤ η RLT = η K , which validates the empirical result.
d: HARDNESS OF THE PROBLEM
The KRIM model uses greedy Knapsack technique to solve the NP-Hardness of the problem, and therefore, returns betteroptimized seeding cost than those of the existing models. The existing R-RIM and RLT-RIM models are incapable of handling this issue effectively since they do not employ any optimization method such as the greedy Knapsack method. In the proposed model, we also derive the approximation ratio of the optimization technique that makes the KRIM model more promising.
V. CONCLUSIONS
In this paper, we have proposed a Knapsack-based Reverse Influence Maximization (KRIM) model to estimate the seeding cost for target marketing in social networks. The proposed model employs the Linear Threshold (LT) model in reverse order in the node activation process. Moreover, we have used the greedy Knapsack technique to optimize the seeding cost. Therefore, we can provide a theoretical performance bound of the proposed model which makes our model more promising. Our model resolves the RIM-challenges more efficiently and provides the most economical seeding cost simultaneously. Furthermore, we have integrated a practical feature of viral marketing in our model such as influence decay concept which indicates that the influence subsides with the (hop) distance from the influential node. Finally, we have evaluated the performance of our proposed model using two synthesized datasets and two real datasets, and the simulation results show that our model outperforms the existing models.
