We present analytical and numerical results concerning the inhibition of chaos in a single driven Josephson junction by means of an additional weak resonant perturbation. From Melnikov analysis, we theoretically find parameter-space regions, associated with the chaos-suppressing perturbation, where chaotic states can be suppressed. In particular, we test analytical expressions for the intervals of initial phase difference between the two excitations for which chaotic dynamics can be eliminated. All the theoretical predictions are in overall good agreement with numerical results obtained by simulation.
Introduction
Suppression of chaos by the addition of a second periodic force to a nonlinear system [Cicogna et al., 1993; Azevedo et al., 1991; Braiman et al., 1991; Roy et al., 1992; Meucci et al., 1994; Chacón, 1995a Chacón, , 1995b Vohra et al., 1995; Colet et al., 1996; Chacón et al., 1996; Chacón, 1999] represents one of the most active areas of research in the field of nonlinear dynamics. Besides its obvious practical interest, such a procedure provides the simplest framework wherein to investigate the chaos-order threshold in dissipative and Hamiltonian nonautonomous systems with several driving periods, i.e. subjected to nonlinear periodic forces. Several rigorous theoretical results have being deduced concerning this method of regularization in distinct systems [Chacón, 1995a [Chacón, , 1995b Chacón et al., 1996; Chacón, 1999] . The theorems demonstrated in such works show, in particular, that {0, π/2, π, 3π/2} are, in general, the only optimal values of the initial phase difference between the two excitations (one chaos-inducing and the other chaos-suppressing), in the sense that they allow the widest amplitude ranges for the chaossuppressing excitation. However, numerical evidence of finite intervals of suitable initial phase differences was recently reported in [Colet et al., 1996] for dissipative systems, being a consequence of the existence of basins of attraction for the regularized states. In this present work, we discuss generic analytical expressions previously obtained [Chacón, 1999] for such phase intervals using the example of a single Josephson junction subjected to a nonlinear dissipative term [Barone et al., 1982; Palmero et al., 1991; Palmero et al., 1993] and driven by two harmonic excitations ..
x + sin x = −α(1 + γ cos x)ẋ + F sin(ωt) + βF sin(Ωt + Ψ) ,
where x and time are dimensionless variables, anḋ x is proportional to the difference of potential between the two superconductors. We assume that the terms of dissipation and excitation are regarded as weak perturbations (0 < α 1, |αγ| 1, 0 < F 1, 0 < β < 1) and βF sin(Ωt + Ψ) is the chaos-suppressing excitation. The nonlinear dissipative term appears in the study of a single Josephson junction when the conditions are such that the interference effects between the pair and quasiparticle currents should be taken into account [Barone et al., 1982] . Previous application of the Melnikov method (MM) to the prediction of chaos in a Josephson junction subjected to a single harmonic excitation is given in [Bartuccelli et al., 1986; Schecter, 1987] .
The paper is organized as follows. Section 2 presents a theorem providing sufficient and necessary conditions for the inhibition of homoclinic chaos in system (1) from the analysis of its associated Melnikov function [Guckenheimer et al., 1983; Lichtenberg et al., 1983; Wiggins, 1990] . Section 3 discusses the theoretical results concerning the suitable initial phase difference intervals for chaos suppression. The dependence of such phase intervals on the system's parameters is studied in detail. The analytical predictions from Secs. 2 and 3 concerning the parameter-space regions where regularization is expected are contrasted with numerical experiments in Sec. 4. Section 5 concludes our work with a summary of the main results.
Chaos Inhibition Theorem
The application of the Melnikov method to Eq. (1) involves calculating the Melnikov functions,
where the positive (negative) sign refers to the top (bottom) homoclinic orbit of the underlying integrable system (α = F = 0):
After substituting Eq. (3) into Eq. (2) and computing the resulting integrals by using standard integral tables [Gradshteyn et al., 1994] , Eq. (2) can be written as
with
As is well known, the Melnikov function (2) measures the distance between the perturbed stable and unstable manifolds in the Poincaré section at t 0 , so if M ± (t 0 ) has a simple zero, then a homoclinic bifurcation occurs, signifying the possibility of chaotic behavior. Specifically, this means that only necessary conditions for the appearance of homoclinic chaos can be deduced from MM, and therefore one always has the chance of finding sufficient conditions for the elimination of even transient chaos.
The asymmetry between the upper and the lower homoclinic orbits [cf. Eq. (4)] will give rise to two different sets of optimal initial phase differences that are suitable for taming the dynamics. By optimal suppressory values of Ψ (hereafter denoted as Ψ opt ) we mean the values allowing the widest amplitude ranges for the chaos-suppressing excitation. The theorem demonstrated in this section is only concerned with such optimal values of Ψ. Let us assume that for β = 0 the Josephson junction (1) exhibits chaotic behavior such that the respective Melnikov function M ± 0 (t 0 ) = −C ± A sin(ωt 0 ) has simple zeros, i.e. A − C ≡ d ≥ 0, where the equal sign corresponds to the case of tangency between the stable and unstable manifolds. If we now let the additional forcing act on the system (β = 0) in such a way that B > d, i.e. A − B − C < 0, this relationship provides a necessary condition for M ± (t 0 ) not to change sign, i.e. M ± (t 0 ) < 0, which is
For general Ω and Ψ (0 ≤ Ψ ≤ 2π), it is easy to see that this condition is not sufficient to assure the negativity of M ± (t 0 ). In order to obtain such a sufficient condition, we shall first demonstrate five lemmas. For the sake of clarity, we shall consider separately the cases M ± (t 0 ).
Motion near the upper homoclinic orbit
Lemma 1. Let Ω/ω be irrational. Then there is some t 0 such that A sin(ωt 0 ) + B sin(Ωt 0 + Ψ) > A − B.
Proof. Let Ψ = π(3 − Ω/ω)/2. Then taking t 0 = 5π/2ω we obtain
since Ω and ω are incommensurable so that cos(2πΩ/ω) < 1. Now let Ψ = π(3 − Ω/ω)/2. Then taking t 0 = π/2ω we obtain
Lemma 2. Let Ω = pω/q for some positive integers p and q. Then a t * 0 exists such that sin(ωt * 0 ) = − sin(Ωt * 0 + Ψ) = 1 if and only if
for some integers m and n. (The proof of this lemma is obvious.)
Lemma 3. Let g(t; p, q) = (1 − cos(pt/q))/(1 − cos t), t real, p and q integers. Then g is finite if and only if q = 1. One also has 0 ≤ g(t; p, 1) ≤ p 2 .
Proof. First we will compute lim t→2πl g(t; p, q) where l is an integer. A necessary condition for a bound on g is that its numerator have zeros at the same points as its denominator. Consider first the case q = 1. The zeros of the numerator and denominator of g are t = 2lqπ/p, t = 2πs, l and s integers. It is obvious that with arbitrary positive integers p, q (q = 1) it is not always possible to find an integer l such that s = lq/p where s is an arbitrary integer. The above limit attains the value p 2 and since g(t; p, 1) = [sin(pt/2)/ sin(t/2)] 2 , using finite induction over p it is straightforward to obtain 0 ≤ g(t; p, 1) ≤ p 2 .
Clearly, for Eq. (6) to also be a sufficient condition for M + (t 0 ) to be negative for all t 0 , one must have
We now look for the values of ω, Ω and Ψ permitting Eq. (9) to be satisfied for all t 0 . From Lemma 1, a resonance condition is required: Ω = pω/q. In such a situation, Lemma 2 gives a condition for Eq. (9) to be fulfilled for an infinity of t 0 values. Thus, let us assume that p, q and Ψ satisfy Eq. (8). We can then rewrite Eq. (9) in the form
with τ ≡ ωt 0 − (4n + 1)π/2. Finally, if q = 1, Lemma 3 provides a condition for Eq. (10) to be fulfilled for all τ :
where R is given by Eq. (7).
Motion near the lower homoclinic orbit
For this case we require two additional lemmas.
Proof. Let Ψ = π(1 + Ω/ω)/2. Then taking t 0 = 3π/2ω we obtain
since Ω and ω are incommensurable so that cos(2πΩ/ω) < 1. Now let Ψ = π(1 + Ω/ω)/2. Then taking t 0 = −π/2ω we obtain
Lemma 5. Let Ω = pω/q for some positive integers p and q. Then a t * 0 exists such that − sin(ωt * 0 ) = sin(Ωt * 0 + Ψ) = 1 if and only if
In the present case, for Eq. (6) to be also a sufficient condition for M − (t 0 ) to be negative for all t 0 , one must have
We then seek the values of Ω, ω and Ψ permitting Eq. (13) to be satisfied for all t 0 . From Lemma 4, the resonance condition is again required: Ω = pω/q. With that, Lemma 5 gives a condition for Eq. (13) to be verified for an infinity of t 0 values. Let us assume that p, q and Ψ fulfil Eq. (12). It is then possible to rewrite Eq. (13) as
where t ≡ ωt 0 − (4n − 1)π/2. Lastly, with q = 1, Lemma 3 provides the condition (11) for Eq. (14) to be satisfied for all t.
Suppression theorem (ST)
We have in brief the following theorem: Let Ω = pω, p an integer, such that, for
) is satisfied for some integers m and n. Then M ± (t 0 ) always has the same sign, specifically M ± (t 0 ) < 0, if and only if the following condition is fulfilled:
We now make the following remarks. First, observe that, for a given set of parameters satisfying the above theorem's hypothesis, as the resonance order p is increased, the allowed interval ]β min , β max ] for regularization shrinks quickly for low frequencies.
In Fig. 1 the width ∆β(ω) = β max − β min versus ω is plotted for α, γ, F = const showing that ∆β(ω) reaches its minimum value at ω = 0 for all resonances. Observe that ∆β(ω = 0) decreases as the resonance order is increased. The asymptotic behavior ∆β(ω → ∞) = ∞ means that chaotic motion is not possible in this limit. Second, we can test the ST theoretically by considering the limiting Hamiltonian case (α = 0). Observe that, in the absence of dissipation, Eq. (15) must be rewritten as β max ≥ β ≥ β min , β min = R, β max = R/p 2 , since β min cannot now be zero. Thus, by using Lemmata 2 and 5 one obtains Ω = ω, Ψ = Ψ opt ≡ π, and β = 1 [cf. Eq. (7)] as a necessary and sufficient condition for suppressing stochasticity. (This result can be trivially obtained, to first perturbative order, from Eq. (2) with α = 0, i.e. having M ± (t 0 ) = 0 for all t 0 .) Third, the ST requires having Ψ = Ψ opt ≡ π, π/2, 0, 3π/2 (π, 3π/2, 0, π/2) for p = 4n−3, 4n−2, 4n−1, 4n (n = 1, 2, 3, . . .), respectively, in order to tame chaos when we consider orbits initiated near the upper (lower) homoclinic orbit. This is a consequence of Lemma 2 (Lemma 5) for q = 1. It is worth noting that one obtains different suppressory Ψ opt values (at the same order resonance) for the two homoclinic orbits. These distinct values are those compatible with the surviving natural symmetry under the additional forcing. Indeed, the dissipative, harmonically driven
where n is an integer [Palmero et al., 1991] 
Note that these two solutions may be essentially the same, i.e. they may differ by an integer number of complete cycles, so that
with m an integer, and they are termed symmetric. If that is not the case, the sign reversal and timeshifting procedure produces a second solution of the system, and both solutions are termed brokensymmetric. When β = 0 and Ψ is arbitrary the aforementioned natural symmetry is generally broken. It is easy to see that the reason for that breaking is
for arbitrary Ω, ω and Ψ. Assuming a resonance condition Ω = pω, the survival of the above symmetry implies
Clearly, this is only the case for p an odd integer. For p an even integer, we have the new transformation (x → −x, t → t + (2n + 1)π/ω, Ψ → Ψ ± π). In other words, if [x(t),ẋ(t)] is a solution for a value Ψ, then so is [−x(t +(2n +1)π/ω, −ẋ(t +(2n +1)π/ω)] for Ψ ± π. Thus, this explains the origin of the differences between the corresponding (at the same resonance order) allowed Ψ opt values (from the ST) for the two homoclinic orbits, as pointed out in the third remark to ST. Similar results have been found for the damped, driven pendulum mounted on a vertically oscillating point of suspension [Chacón, 1995a [Chacón, , 1995b . Therefore, this "maximum symmetry principle" appears to be the common background in the mechanism of regularization by the application of weak resonant perturbations.
Suitable Initial Phase Difference Intervals
In this section we study the width of suitable initial phase difference intervals for chaos inhibition, as a function of the system's parameters, by analyzing the temporal behavior of the Melnikov functions (4). For the sake of clarity, we briefly discuss the result given in [Chacón, 1999] adapting it to the Melnikov functions (4). As the results are the same for either of the two functions M ± (t 0 ), we shall consider just the case associated with the upper homoclinic orbit: M + (t 0 ). By hypothesis, in the absence of any chaos-suppressing excitation [β = 0, i.e. B = 0, cf. Eq. (5)], the associated Melnikov function
changes sign at some t 0 , i.e. C ≤ A. A plot of M + 0 (t 0 ) in this situation is shown in Fig. 2 . As was shown in Sec. 2, if we now let the additional forcing act on the system such that B ≤ A − C, this relationship represents a sufficient condition for M + (t 0 ) to change sign at some t 0 . Thus, a necessary condition for M + (t 0 ) to always have the same sign is
Plots of B min sin(ωt 0 + Ψ) (i.e. for the main resonance) are shown in Fig. 2 for two limiting values of Ψ. First, one sees that the value of Ψ which corresponds to the situation in which the maxima of M predicted by the ST for the main resonance (cf. third remark to ST). It must be emphasized that when the above two functions are in opposition, for any resonance Ω = pω one has that Ψ matches the respective value Ψ opt predicted by the ST for that resonance, and vice versa. Thus, we have a geometrical characterization of the optimal (the use of the adjective will be justified below) values of Ψ for chaos suppression. Second, Ψ = Ψ opt ± ∆Ψ max (dashed line for the minus sign in Fig. 2) , that is associated with the maximum deviation from Ψ opt such that there still exists a value of B (B > B min ) for which M + (t 0 ) < 0, ∀ t 0 . This last inequality becomes impossible for Ψ > Ψ opt + ∆Ψ max or Ψ < Ψ opt − ∆Ψ max so that regularization would not be expected. Therefore, Ψ opt ± ∆Ψ max represent threshold values for regularization.
In order to obtain an analytical expression for ∆Ψ max , consider the interval ∆t 0 = |t * 0 − t * * 0 | between (any two of) the nearest zeros of B min sin(Ωt 0 + Ψ opt ) and M + 0 (t 0 ), respectively (see Fig. 2 ). One readily achieves, for any resonance Ω = pω,
i.e. ∆Ψ max does not depend on the additional excitation. For the Hamiltonian limiting case (α = 0, i.e. C = 0) ∆Ψ max = 0, so that only one particular value of Ψ, namely Ψ opt = π, is suitable for regularization, in complete agreement with the second remark to ST. Consider now the dependence of the threshold values of B on the initial phase difference Ψ, in particular on Ψ opt ± ∆Ψ max . According to the above discussion, when Ψ = Ψ opt ± ∆Ψ max regularization will only be effective when the lower-threshold value of B -hereafter referred to as B min (Ψ = Ψ opt ± ∆Ψ max ) -is larger than B min ≡ B min (Ψ = Ψ opt ) [cf. Eq. (20)]. Indeed, B min (Ψ = Ψ opt ± ∆Ψ max ) can be easily obtained from B min (Ψ = Ψ opt ) suitably weighted by a phase factor that depends on ∆Ψ max (see Fig. 2 ):
with t 0 = π/2ω (the value of t 0 at which M + 0 (t 0 ) presents its first maximum). Using Eq. (21) and taking into account that Ψ opt = π, π/2, 0, 3π/2 for p = 4n − 3, 4n − 2, 4n − 1, 4n (n = 1, 2, 3, . . .), respectively (cf. third remark to ST), one can rewrite
Eq. (22) in the form
i.e. B min (Ψ = Ψ opt ± ∆Ψ max ) does not depend on the additional excitation. Once more, in the Hamiltonian limit (C = 0), from Eq. (23), one has B min (Ψ = Ψ opt ± ∆Ψ max ) = B min (Ψ = Ψ opt ) = A, in agreement with the second remark to ST. Observe that for an arbitrary deviation ∆Ψ (0 ≤ ∆Ψ ≤ ∆Ψ max ) from Ψ opt one obtains the respective value B min (Ψ = Ψ opt ± ∆Ψ) similarly to the above lowerthreshold case: Fig. 3 . It is clear that for Ψ = Ψ opt ± ∆Ψ max chaos inhibition will only be possible when the upper-threshold value of Bhereafter referred to as B max (Ψ = Ψ opt ± ∆Ψ max ) -is lower than B max (Ψ = Ψ opt ). If Ψ / ∈ [Ψ opt − ∆Ψ max , Ψ opt +∆Ψ max ] regularization is not guaranteed for any choice of B. Analogously to B min (Ψ = Ψ opt ± ∆Ψ max ), B max (Ψ = Ψ opt ± ∆Ψ max ) can be directly obtained from B max (Ψ = Ψ opt ) suitably weighted by a phase factor that depends on ∆Ψ max (see Fig. 3 ):
where t 0 = π/2ω corresponds to the value of t 0 at which M + 0 (t 0 ) has its first maximum. Proceeding (19)- (21)] versus t0; Ψopt is the suppressory value corresponding to the principal resonance indicated in the third remark to ST.
similarly to the case of the lower threshold, Eq. (25) can be put into the form
i.e. B max (Ψ = Ψ opt ± ∆Ψ max ) does not depend on the additional excitation. Moreover, one recovers B max (Ψ = Ψ opt ± ∆Ψ max ) = B max (Ψ = Ψ opt ) = A in the limiting Hamiltonian case, in agreement with the second remark to ST. It is also clear that for an arbitrary deviation ∆Ψ (0 ≤ ∆Ψ ≤ ∆Ψ max ) from Ψ opt one readily finds B max (Ψ = Ψ opt ± ∆Ψ) similarly to the above upper-threshold case:
Now the following remarks are in order. First, when the allowed suppressory values of Ψ are Ψ opt , i.e. those indicated in the third remark to ST, the
[and hence the corresponding range for the associated chaos-suppressing amplitude, cf. Eq. (15) (21), of permitted initial phase differences for chaos inhibition. A plot of this interval as a function of C/A is shown in Fig. 4 . For each value of Ψ belonging to such interval there exists a reduced interval (with regard to the limiting case where the only suitable values of Ψ are Ψ opt ) of amplitudes of the chaossuppressing excitation which is [cf. Eqs. (5), (24) and (27)]
where R is given by Eq. (7) and 0 ≤ ∆Ψ ≤ ∆Ψ max . Thus, the width of the range for the chaos- suppressing amplitude is
i.e. for fixed C, A and ∆Ψ there always exists a maximum resonance order p max for regularization which is
where the brackets indicate integer part, and we used Eq. (21). A density plot of p max versus ∆Ψ and ∆Ψ max is shown in Fig. 5 . (Observe that regularization is not possible within black regions.) In particular, for the threshold values Ψ = Ψ opt ± ∆Ψ max , the interval (28) is now written [cf. Eq. (21)]
and the width of the interval for the chaossuppressing amplitude is now
i.e. regularization is only possible for the first resonance (p = 1) between the two driving forces because of the assumption of chaos (C ≤ A) in the absence of chaos-suppressing excitations. Third, note that we can put
Thus, we can use a linear approximation for ∆Ψ max suitable for chaotic motions arising away from the limiting case of tangency between the stable and unstable manifolds (C/A 1). It is worth noting that the last inequality is usually associated with the observation of steady chaos (strange attractor). 
Plots of ∆Ψ max versus ω for two values of α(1 + γ/3)/F are depicted in Fig. 6 . One sees that the function ∆Ψ max (ω) displays a monotonous increasing behavior from its minimum value arcsin(4α(1 + γ/3)/πβ) at ω = 0. For each choice of the remaining parameters, the largest possible frequency ω l satisfies the condition
which reflects the situation of tangency between manifolds (C = A). Fourth, according to the results presented in this section, we can extend the ST to the general situation where Ψ ∈ [Ψ opt − ∆Ψ max , Ψ opt +∆Ψ max ], ∆Ψ max given by Eq. (21), for which the permitted inhibitory interval ∆β Ψ must satisfy with ∆β Ψopt±∆Ψmax , ∆β Ψ and ∆β Ψopt being the permitted intervals corresponding to the respective values of Ψ (cf. Eqs. (32), (29) and (15), respectively).
Numerical Results
Computer simulations of the biharmonically driven Josephson junction (1) showed good overall agreement between the theoretical predictions and the numerical results. Correctly such a comparison must take into account that the MM predictions (and hence those from the ST) are concerned with homoclinic (and heteroclinic) bifurcations [Guckenheimer et al., 1983] . This means that in most cases MM provides an approximate threshold for transient chaos but not necessarily for steady chaos. We selected the following fixed parameters in all our numerical experiments: α = 0.4, F = 0.8, γ = {−0.8, −0.95}, and the chaos-inducing frequency in the range 0 < ω ≤ 1.2. These values were chosen since they are representative values for a Josephson junction [Barone et al., 1982] , even though they do not reasonably fit the MM requirements of smallness. To illustrate the accuracy of the MM predictions, Fig. 7 shows stable (black) and unstable ( Fig. 7(b) ], as expected. In order to appreciate to some extent the global regularization of the dynamics as the parameter β(Ψ) is varied, global bifurcation diagrams were determined corresponding to the variableẋ for several values of Ψ(β). As a first example for the main resonance, Fig. 8 shows diagrams constructed by means of a Poincaré map at α = 0.4, γ = −0.95, F = 0.8, ω = Ω = 0.6725, and five values of Ψ. Starting at β = 0, and taking the transient time as 500 excitation periods T ω (≡ ω/2π) after every increment of ∆β = 0.01, we sample 32 excitation periods by picking up the firstẋ value of every excitation cycle. The same initial conditions (x(0) = 0, x(0) =ẋ 0 ) are set for every new β after ∆β is added. For the above parameters we obtain Ψ opt = π, Ψ opt − ∆Ψ max 2.36455, Ψ opt + ∆Ψ max 3.91863 from the third remark to ST and Eqs. (5) 
Conclusion
In this work we have studied theoretically and numerically the suppression of homoclinic chaos in a harmonically driven Josephson junction by the action of an additional resonant harmonic force. The following is a summary of the findings.
(i) A theorem was demonstrated concerning necessary and sufficient conditions for chaos suppression when certain suitable values of the initial phase difference (namely, Ψ opt ) between the two excitations are met. Such values were called optimal in the sense that they are associated with the widest amplitude ranges for the chaos-suppressing excitation. It was demonstrated that the maximum survival of the natural symmetries, under the chaossuppressing excitation, leads to such optimal values Ψ opt .
(ii) An analytical expression was studied concerning the width of the suitable phase intervals, for which chaotic dynamics can be eliminated, as a function of the resonance order between the two excitations and the chaos-suppressing excitation amplitude. In particular, it was shown that, contrary to the behavior of the Ψ opt values, the maximum width of such suitable phase intervals is independent of the chaos-suppressing excitation.
(iii) Numerical experiments show good agreement with the theoretical predictions notwithstanding that the latter were deduced from MM (a perturbative method) which is basically related to the appearance of homoclinic bifurcations and not necessarily to strange attractors. The deviation from the predicted suitable values of the suppressoryexcitation parameters followed, in general, a perioddoubling route. Although steady responses were in most cases a period-1 attractor (main resonance) and a period-2 attractor (secondary resonance), we still have not achieved conclusive results about the nature of the regularized responses in the general case (Ω = pω). We hope to go further in this direction in future work.
