The paper develops an easy-to-apply test for contagion. In order to address the main challenge of any contagion test, that of endogeneity, the testing is conducted in the structural vector autoregression (SVAR) framework where we assume the reduced form errors follow a mixed-normal distribution. This distributional assumption enables us to use a recently developed SVAR model identification method with no need to restrict any of the instantaneous linkages between the variables. In the empirical part of the paper, we apply our test to the eurozone's ten years government bond spreads over Germany. In this maturity, the bond spreads mainly reflect governments' default risk. The years we consider are 2005--2010, and we find evidence of contagion in the spreads. Furthermore, it appears that, during the beginning of the euro debt crisis, there was transmission of government default risk from Greece to the other countries. However, Greece was not the only source country of contagion.
Introduction
Since the mid 1990's, the occurrence of contagion in the world's economic and financial press has multiplied heavily (Forbes, 2012) . The term is often used to explain transmission of financial turmoil between countries; turmoil in one country causes turmoil elsewhere. Whereas the common parlance has remained a little unclear on how to actually define contagion, the academic research has tried to be more rigorous. And so, many theoretical models have been proposed to explain transmission of country or market specific shocks to other countries or markets. However, it is hard to estimate most of these theoretical models. For this reason, especially after the influential paper by Forbes and Rigobon (2002) , the mainstream of the empirical research on contagion has taken a different approach. The empirical studies have made distinction between contagion and interdependence; the latter refers to the normal times linkages between the financial variables of any two countries whereas the former means any crisis-contingent structural change in the linkages 2 . This approach has been the motivation for many empirical papers; see for example Corsetti, Pericoli, and Sbracia (2005) ; Pesaran and Pick (2007) ; Billio and Caporin (2010); and Metiu (2012) , only to a few to be mentioned.
In the next section we build an empirical test for discerning contagion from interdependence. The test is based on the Favero and Giavazzi (2002) contagion model in the structural vector autoregressive (SVAR) model framework. The Favero and Giavazzi model addresses the main challenge in the empirical contagion literature, that of endogeneity. Endogeneity rises because prices in the world's financial markets answer almost instantaneously to news. So, anyone wanting to test for contagion usually ends up working with a system of simultaneous equations. However, the general Favero and Giavazzi model is not identified as such and further assumptions are required. In their paper, Favero and Giavazzi end up restricting the parameter space. In contrast, our identification of their SVAR model is based on assuming the reduced form errors follow a mixed-normal distribution. Then we can use the recently proposed SVAR identification method by Lanne and Lütkepohl (2010) . Unlike with the traditional SVAR identification methods that rely on restricting dependencies between the variables, the idea of Lanne and Lütkepohl is to use non-normalities in the data as an extra source of information. Because the main objective of a contagion test is to measure changes in the instantaneous dependencies between financial variables, it is of course a desirable feature of our test that we do not need to make any a priori restrictions on them.
3
The application of the Lanne and Lütkepohl method relates our model to the SVAR identification literature that uses some specific particularity in data as a source of the needed extra information. For example, Rigobon (2003a) introduces a heteroskedasticity based identification method that has been successfully applied in the contagion-and the volatility spillover-literature (see, for example, Caporale, Cipollini, and Spagnolo (2005) ; Caporale, Cipollini, and Demetriades (2005); Rigobon (2002) ; Rigobon and Sack (2003) ). However, unlike Lanne and Lütkepohl who assume the non-normalities are exhibited in the reduced form errors' joint distribution, Rigobon assumes heteroskedasticity in the structural shocks. However, because the original Favero and Giavazzi model assumes the structural shocks are homoskedastic but the reduced form errors might be heteroskedastic due to contagion, the Lanne-Lütkepohl method seems more favorable in our context.
In practice, our test boils down to searching for structural breaks in the SVAR model. It perhaps most closely resembles the "determinant of the changes in covariances" test proposed by Rigobon (2003b) , and the multivariate contagion test of Dungey, Fry, Gonzalez-Hermosillo, and Martin (2005, 11-12) . The former first calculates the covariance matrices (of the market returns) in normal and crisis times, then takes the changes in the covariances, and finally calculates the determinant of a changes-in-covariances matrix. If the determinant is zero, the paper argues, the shock propagation mechanisms have stayed stable during the crisis. Hence, there is not contagion. Rigobon's test, however, basically requires that we know which are the crisis countries and that some of the countries are known to be non-crisis countries. Our test is free of these requirements. We simply need to be able to identify the crisis periods from the normal times. This can usually be done more or less accurately. 4 The latter test, that of Dungey and the others, is based on a latent factor model. This model is perhaps best applicable for asset return time series with zero mean. Such series are usually obtained by taking the first differences of the variables. Once one is interested in investigating the financial variables in their level values, a (S)VAR framework is probably more suitable. Section 3 applies our new test to the eurozone government bond spreads over the German government bond during the years [2005] [2006] [2007] [2008] [2009] [2010] . The countries included to the analysis are Ireland, Greece, Spain, Italy, and Portugal. In our analysis, we use spreads of the countries' ten years government bonds over Germany. These spreads mainly measure the risk of government default. Hence, our contagion test investigates whether there was transmission of government default risk in the eurozone during the beginning of the euro debt crisis. The beginning of the crisis is detected empirically. When testing for the stability of the pre-crisis linkages we find evidence of structural break in them, or contagion. By using the estimated mixture probability of the mixed-normal distribution as a weight, we also calculate weighted correlation coefficients of the country spreads both during the normal and the crisis periods. Because these coefficients automatically take into account the possible unconditional heteroskedasticities in the spreads' distributions, they are better suited for correlation analysis than the ones used in many of the earlier contagion studies.
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Finally, the last section summarizes our main findings and discussion. The section also briefly considers some of the pitfalls of the interdependence versus contagion approach.
The Model
This section first presents the contagion model of Favero and Giavazzi. It is a very general SVAR model that one is not able to identify as such. In their paper Favero and Giavazzi use specific zero restrictions to identify a version of their model and Sbracia (2005) .
5 Perhaps the main insight of the Forbes and Rigobon (2002) paper was to underline that, because during crises unconditional variances of financial variables usually rise, conditional correlation coefficients calculated during the crisis are upwards biased. So, if the analysis is based on comparing the pre-crisis and the crisis time conditional correlations of returns, analysis that considers changes in these correlation coefficients as evidence of contagion might be biased. This was the approach of the earlier contagion research (see, for example, Calvo and Reinhart (1996) ; King and Wadhwani (1990) ; Lee and Kim (1994) ). The higher-than-before correlation during a crisis could solely be a result of higher unconditional variance during the crisis, not of any new structural shock transmission channels. Hence, the conditional correlation coefficients need to be adjusted for heteroskedasticity. But the adjustment Forbes and Rigobon suggest assumes no endogeneity in the model. This is of course a very strong assumption.
test for contagion in sovereign spreads. Their contagion test amounts to testing the statistical significance of market turmoil time dummies in all countries. The turmoil periods are determined by using specific threshold values for the realizations of the residuals of a standard reduced form vector autoregressive (VAR).
We take a different approach; we will first consider how contagion would demonstrate itself in the general Favero and Giavazzi SVAR model (henceforth, the FG model) and then develop an empirical model that we can identify and estimate. As it will be shown, testing contagion boils down to test for the stability of our empirical model. The identification of our empirical model is based on using nonnormalities in the sovereign spread series as an extra source of information.
The underlying contagion model
Denote country i's government bond yield in period t as y it and that of the German government bond as y * t . Country i's bond spread over Germany in period t then becomes s it = y it − y * t . The FG model for n ≥ 2 countries is the following:
where s t is the (n × 1) vector of the country spreads; A, B and C are (n × n) coefficient matrices; and I n is the (n × n) identity matrix. The matrix
is diagonal and includes country specific crisis dummies. All these dummies equal to zero during the normal times. But if there is a crisis in period t that originates in country i, we will have d it = 1 and d jt = 0 for all j = i. The (n × 1) vector ε t = [ε 1t , . . . , ε nt ] corresponds to the country specific structural shocks which are assumed to be uncorrelated of each other. Favero and Giavazzi assume the structural shocks are Gaussian, but we do not need assume any specific distribution for them. However, in order to normalize the SVAR model, we assume the structural shocks have variance equal to one 6 ; so concisely, we assume ε t ∼ (0, I n ).
Let us now consider how contagion demonstrates itself in this model framework and how it should be tested. For this purpose it is enough that we limit our discussion to the two countries case. Then, during normal times, when we have 
Clearly, the effect of the country 1 specific shock ε 1t to country 2 is equal to b 21 . Similarly, the effect of country 2 specific shock to country 1 equals b 12 . Hence, these off-diagonal elements of the matrix B capture the interdependencies, the normal times instantaneous linkages between the countries' spreads. Consider now a situation where a crisis originates, say, in country 1. 
where the elements c 11 and c 21 are from the first column of the matrix C. 
The combined effect of country 1's structural shock to country 2 is then
Clearly, even if we had c 21 = 0, this effect would not equal to b 21 as long as c 11 = 0. By similar reasoning we can conclude that, when there is a crisis that originates in country 2, we need to have both c 12 and c 22 equal to zero for there not being any contagion (from country 2 to country 1). Also a common crisis or exogenous shock is possible, then we would have d 1t = d 2t = 1. Clearly, also in this case the necessarily and sufficient condition for there not being contagion, that is structural changes in the instantaneous linkages between the spreads, is to have all elements of the matrix C equal to zero. So, a proper contagion test should test whether or not C = 0. If it does, there is not contagion between the spreads. 6
The empirical models and the contagion test
Unfortunately, one cannot identify the matrix C from the matrix B in model (1). So, directly testing the hypothesis of C = 0 is not possible. Here, an indirect way is proposed. It amounts to estimating two separate empirical models; a restricted one that corresponds to the case of no contagion, and a unrestricted one where we allow for contagion. In the restricted model we force the linkages between the spreads to stay the same throughout normal and crisis times. In the unrestricted model we allow the linkages to change during a crisis. The restricted model corresponds to the case where C = 0 and the unrestricted to the case where C = 0. The actual contagion test is then performed by testing the restricted model against the unrestricted one with the standard likelihood ratio (LR) test. Whenever the LR test does not reject the restricted model, we can conclude that C = 0 and, so, there is not contagion between the countries during a crisis. For presentational purposes, we consider a case where we have a sample of T observations with the first T 1 periods consisting of the normal times and the last T 2 = T − T 1 periods being the crisis period. It is straightforward to adapt the framework for more complex situations.
The restricted model: identification and estimation
When C = 0, model (1) simply becomes
The corresponding reduced form VAR model is then
where the (n × 1) reduced form error vector u t = Bε t . This corresponds to the B-model framework of the SVAR models (for more details on the B-model, see, for example, Lütkepohl (2007, 362-64) ). The question is how to identify the structural shocks and, so, estimate the matrix B.
We will follow the idea of Lanne and Lütkepohl (2010) and exploit non-normalities in the data to identify the model. We assume especially that u t follows a mixednormal distribution, so that u t = e 1t ∼ N (0, Σ 1 ) with probability γ, e 2t ∼ N (0, Σ 2 ) with probability 1 − γ,
where N (0, Σ i ) denotes a multivariate normal distribution with zero mean and (n × n) covariance matrix Σ i . Hence, e 1t and e 2t are two serially independent Gaussian error vectors. For the mixture probability γ ∈ (0, 1) to be identifiable, one needs to assume that the covariance matrices Σ 1 and Σ 2 are (at least partly) distinct. Lanne and Lütkepohl show that there exist a nonsingular (n × n) matrix W and a (n × n) diagonal matrix Ψ = diag(ψ 1 , . . . , ψ n ) with all diagonal elements being strictly positive, such that the covariance matrices in the mixed-normal distribution of equation (4) can be decomposed in the following way: Σ 1 = WW and Σ 2 = WΨW . This result follows from the covariance matrices being symmetric and positive definite (for details, see the appendix in the Lanne and Lütkepohl paper). Provided that all the elements ψ i are distinct from each other, the matrix W is unique (apart from changing the signs of the elements in every column).
The covariance matrix of the reduced form errors can then be written as
On the other hand, from the assumption u t = Bε t it follows that
where we have applied our normalizing assumption of Σ ε = I n . Comparing this with the covariance matrix in equation (5) allows us to choose
Once we also assume that the elements {ψ 1 , . . . , ψ n } are in some pre-defined order, for example in the descending order, on the main diagonal of the matrix Ψ, the matrix B is unique (Lanne, Lütkepohl, and Maciejowska, 2010) . Although this last assumption concerning the pre-defined order of the ψ i 's is crucial for us to be able to uniquely identify the SVAR model, it does not affect the generality of our test. This can be seen in the following way: first, as Kohonen (2012) shows, whenever we choose B = W(γI n + (1 − γ)Ψ) 1/2 , where the elements on the diagonal of the matrix Ψ are in some pre-specified order, we could as well chooseB = (WP )(γI n + (1 − γ)PΨP ) 1/2 as our B-matrix. Here, P is an arbitrary (n × n) permutation matrix. Second, given that we assume the underlying FG model holds, using anyB instead of B simply reshuffles the order of the structural shocks in the vector ε t . To see this, notice that the part
1/2 P . It follows thatB = BP (remember that P is orthogonal, and so PP = I n ). Hence, the matrixB is simply a column-wise permutation of B. On the other hand, denote asε t the structural shocks that correspond to the matrixB. So, we have u t = Bε t =Bε t , from where it follows that
where P −1 = P is a result from P being orthogonal. So,ε t is simply a row-wise permutation on the vector ε t .
Hence, there are n! possible permutations of the B-matrix, and as many ways to identify the SVAR model. Only one of these permutations will coincide with the situation where the country one specific shock ε 1t is placed first, the country two specific shock ε 2t second, etc. But as long as we are simply interested in testing the stability of the effects of the structural shocks (as we are in this paper), we do not need to identify this "correct" permutation. It is enough to assume that our structural model in equation (1), augmented with the distributional assumption (4), is correct-this is something that we naturally assume in the first place-and simply work with some predefined order of the elements {ψ 1 , . . . , ψ n }.
Given our distributional assumption (4), the restricted model in equation (3) can be estimated with the method of maximum likelihood (ML). After taking into account the decompositions of the covariance matrices Σ 1 and Σ 2 with respect to the parameters γ, W, and Ψ; the conditional density of s t becomes (for details, see the paper by Lanne and L'utkepohl)
where we have ignored the constant terms of a Gaussian density function. By collecting all the parameters A, γ, W, and Ψ into the θ, the log-likelihood function of the restricted model becomes
This can be maximized with the standard optimization algorithms.
The unrestricted model: identification and estimation
Let us now consider the unrestricted case where we allow for C = 0. Write open the parenthesis in model (1) to get the following version of the SVAR model:
So clearly, during the normal times as D t = 0, the unrestricted model corresponds to the restricted model of the previous section, and we can write
where the (n × 1) vector u N t corresponds to the reduced form errors during the normal times as we have assumed u N t = Bε t . During the crisis times, however, D t = 0 and, so, after redefiningB = B + BCD t , the unrestricted model becomes s t = As t−1 +Bε t (7)
where u C t =Bε t is the (n × 1) vector of the reduced from errors. Here, whenever C = 0, we haveB = B. In such a case the unrestricted model differs from the restricted one during the crisis period because of contagion (C = 0). In contrast, whenever C = 0, and so there is not contagion,B = B and the model (7) equals the restricted model (3) also during the crisis times. Hence, whenever C = 0, the unrestricted model corresponds to the restricted model both during the normal and the crisis times.
Our test for contagion then boils down to testing with the LR test how well the restricted model describes the data during the full sample period, including both the normal and crisis times, against the unrestricted model. In essence, we then indirectly test the statistical significance of the matrix C. Assuming stationarity, we can refer to the standard ML asymptotic theory and know that the LR test statistic follows χ 2 -distribution with n 2 + n + 1 degrees of freedom. The reason for that specific number of degrees of freedom is evident after the following discussion.
The reduced form VAR model corresponding to the unrestricted SVAR model can be written concisely in the following way:
where the indicator variables ι N and ι C equal one during the normal and crisis times, respectively; and as already mentioned u N t (u C t ) corresponds to the reduced form errors during the normal (crisis) times. Because the underlying assumption is that u N t = Bε t and u C t =Bε t , we can now generalize the identification method from the previous section by assuming that the normal and crisis times error vectors follow mixed-normal distributions
and
(10)
For both periods, the normal and crisis, the conditional density function of s t is similar to the restricted model's conditional density function in equation (6) with only the obvious changes in the indexes of the parameters γ, W, and Ψ. Hence, the joint conditional density of s t can be written as
where f N (·) and f C (·) denote the densities during the normal and crisis times, respectively.
Again, after collecting all the model parameters into the vectorθ, and because we have assumed that the T 1 first periods corresponds to the normal period and the T 2 last periods corresponds to the crisis times, the log-likelihood function becomes
Like with the restricted model, the standard nonlinear optimization algorithms are applicable to maximize this function. Notice however that in practice both of the time intervals T 1 and T 2 need to be long enough so that all the parameters can be estimated. This rules out very short crisis periods. Also, now it is easy to see the reason for the specific number of the degrees of freedom of the asymptotic χ 2 -distribution for the LR test statistic. The restricted model of the previous section actually corresponds to the situation where we have restricted the parameters of the model in this section in the following way: W 1 = W 2 , γ 1 = γ 2 , and finally Ψ 1 = Ψ 2 . This means in total n 2 + n + 1 restrictions on to the parameter space.
Testing contagion in the eurozone government bonds
In this section, we apply our contagion test for the eurozone government bond data 8 . Our data covers the years 2005-2010 and includes the daily observations of the government bond spreads over Germany. The spreads are calculated from the secondary market yields. The bond maturity we have chosen is ten years. In this maturity the spreads basically measure the governments' default risk (Favero and Missale, 2012) . The empirical research question is then if there was contagion of default risk across the countries during the beginning of the recent euro debt crisis. The countries included into our analysis are Ireland, Greece, Spain, Italy, and Portugal (see figure 1 ).
Determination of the crisis period
In order to apply our test we first need to determine the normal and crisis periods. In figure 1 we see that until the mid 2007 the government bond spreads remained stable and near zero. After this the spreads started to slowly increase but still stayed close to each other. This first period of increasing spreads culminated in the beginning of 2009. According to Mody and Sandri (2012) In January 2009 the Irish government nationalized Anglo Irish Bank (AIB). This decision marks the start of what Mody and Sandri call the third phase of the euro debt crisis. During this phase the banking sector distress and the sovereign default risk became further intertwined with not only banks' troubles raising their home government's bond spread but also the government bond spreads increasing the distress in the national banking sectors. As figure 1 shows, the first reaction of the government bond spreads to the nationalization of AIB was to start decreasing and converging again. However, this period of relative calm lasted only for a short period of time. During the last part of 2009, especially the Greek, Irish, and Portuguese spreads started a massive increase.
We can then roughly say that, from our perspective, there are two distinct crisis periods. The first starts in the mid 2007 and lasts until the end of January 2009. This period is characterized with a common shock to the government bond spreads. The common shock is the rise in the global investor risk aversion and increased worry on the stability of the rich world banking sector. This interpretation is supported by the evolution of the spread between the US BBB and AAA credit rated corporate bond yields. This spread is often used to measure the global market attitude towards risk (Favero and Missale, 2012 ). As figure 1 shows, this spread increased jointly with the government bond spreads between the mid 2007 and the beginning of 2009. But during the latter part of 2009 and in 2010 the US corporate spread stayed stable while the euro government bond spreads began to increase. So, during our second crisis period, from February 2009 to the end of 2010, that covers the end of our sample period, it is not anymore common shocks that drive the crisis but the eurozone country specific shocks.
Following the discussion above, we divide the sample period into three distinct INSERT FIGURE 2 AROUND HERE.
Testing contagion
Based on out discussion in section 2.1, we have now two options to test whether the matrix C = 0, and hence whether these was contagion between the government bond spreads during the beginning of the euro debt crisis. The first option is to consider only the normal times ( Before testing, we need to determine the lag order of the (S)VAR model. This is chosen to be equal to two. The reason for this choice is that, although the Bayesian information criterion suggests using the order of one when the unrestricted model is estimated for the full sample period 2005-2010, model diagnostics with lag orders one and two support using the latter. When only the first order VAR model is used, the residuals exhibit very clear signs of remaining autocorrelation. With the lag order of two, the situation is much better and we can reject the null-hypothesis of remaining autocorrelation for at least the majority of the residuals (see section 3.3 below). So, the actual restricted model corresponding to the null-hypothesis of no-contagion is
and the estimated unrestricted model corresponding to the alternative hypothesis of contagion becomes
The reduced from errors u t , u In the first alternative, that of testing contagion by using only the global phase of the euro crisis, testing the restricted empirical model (11) against the unrestricted empirical model (12) with the LR test yields the value 508.3 for the test statistics. This is clearly greater than the critical values of the χ 2 -distribution with 31 degrees of freedom at any common significance level. For example, the critical value with the 5 % significance level is 45.0. Hence, we can conclude that the data speaks against the null-hypothesis of C = 0. And so, there is evidence of contagion in the bond spreads. The actual parameter estimates of the restricted and unrestricted models are reported in the appendix (tables 3 and 4).
Given that the null-hypothesis of no-contagion is already rejected when we consider only the global crisis phase of the euro crisis, it is not a surprise that the null-hypothesis is also rejected when we consider the whole sample period from 2005 to 2010 and the crisis period being between July 2007-2010. The LR test statistic gets value 1435.1 when we again test the restricted model (11) against the unrestricted empirical model (12). The actual parameter estimates of both of the models can again be found from the appendix (tables 5 and 6). There is not too much sense in calculating the B-matrices of the normal and crisis times because we do not have any extra information to identify the correct permutation of the Bmatrices (see the discussion in the middle of section 2.2.1). However, what we can do, in order to continue our empirical analysis a little further, is to calculate what I call (mixture probability) weighted correlation coefficients between the country spreads for both the normal times (2005 ( -June 2007 ) and the crisis times (July 2007 (July -2010 .
The normal and crisis period conditional weighted correlation coefficients between the spreads of countries i and j are calculated in the following way: consider, for example, the normal times. The reduced from error vector u N t is assumed to follow the mixed-normal distribution (9) with the mixture probability γ 1 . Denote the corresponding normal distributions as N (0, Σ 1,N ) and N (0, Σ 2,N ), where Σ 1,N = W 1 W 1 and Σ 2,N = W 2 Ψ 1 W 2 . First, we need to calculate the conditional correlation coefficients between the country i and j spreads according to both of these normal distributions, denote them by r (1) ij,N and r (2) ij,N , for the covariance matrices Σ 1,N and Σ 2,N , respectively. The conditional weighted correlation coefficient r (w) ij between the country i's and j's spreads during the normal time period is then acquired simply by weighting the two conditional correlation coefficients by the mixture probability γ 1 :
In the similar way we can calculate the conditional weighted correlation coefficient r (w) ij,C for the spreads of the countries i and j during the crisis times. This is based on the normal distributions and the mixture probability of the crisis time period's mixture normal distribution (10). For each country pair i and j we can then compare the conditional weighted correlations coefficients of their spreads during the normal times (r (w) ij,N ) versus the crisis times (r
and so the spreads of the countries i and j have become more correlated during the crisis, and if at the same time country i's spread has increased a lot, we have grounds to suspect that it is the default risk of country i that has been transmitted also to the country j's spread. Alternatively, we could have r (w) ij,N > r (w) ij,C , and so the correlation has decreased during the crisis, which could be an indication of "flight-to-safety" effect as investors consider either of the countries i or j as much safer than the other. Notice that because our model allows for greater (or smaller) unconditional spread volatility during the crisis period, our conditional weighted correlation coefficients are automatically adjusted for heteroskedasticity. This way, comparing r (w) ij,N against r (w) ij,C is not subject to the critique presented by Forbes and Rigobon (2002) against the earlier comparison studies of the normal times correlation coefficients against the crisis times correlation coefficients between selected financial variables (see footnote 5). However, it must be added that, as the model diagnostic analysis suggests, our model do not adequately model in all heteroskedasticity in the data. Table 1 shows the conditional weighted correlation coefficients of the countries spreads in the normal times (2005 ( -June 2007 ) and the crisis times (July 2007 (July -2010 . These are based on the unrestricted model (12) that was estimated using the full sample period 2005-2010. In the table, those conditional weighted correlation coefficients of the crisis times are highlighted with bold font that show an The bold crisis time coefficients indicate an increase from the normal times.
For details on calculating the weighted correlation coefficients, see equation (13) and the discussion around it.
increase from the normal times. Clearly, the majority of the country pairs see the correlation between their spreads to increase during the euro debt crisis. The exceptions are the pair Spain-Portugal whose coefficient stays the same and the pair Spain-Ireland whose coefficient decreases slightly during the crisis. These results would suggest that, during the beginning of the euro debt crisis, there was not transmission of government default risk from either Portugal or Ireland to Spain, and vice versa. On the other hand, Greece is the only country that sees its correlation coefficient to increase with all the other countries; in percentages, the increase varies from 26 % against Spain to 95 % against Portugal. This observation, together with the fact that it is the Greek government bond spread that increases the most during the beginning of the euro debt crisis (see figure 1) , suggests that there happened transmission of the risk of government default from Greece to others. However, also Portugal saw relatively large increases in its weighted correlation coefficients both against Ireland and Italy. So, these results would suggest that, although there seemed to be contagion from the Greek country spreads to the others' spreads, the transmissions of the country default risk were more complex than only from this one source country to the others.
Model diagnostics
For models like ours where we assume that the reduced form errors follow a mixednormal distribution, it is best to base the model diagnostic analysis on quantile residuals 9 (Kalliovirta, 2012). In order to illustrate the idea behind the quantile residuals, assume a univariate random variable v t that follows a mixed-normal distribution;
) with probability γ, e 2t ∼ N (0, σ 2 2 ) with probability 1 − γ.
Here, the random variables e 1t and e 2t are assumed to be independent of each other and normally distributed with variances σ 2 1 and σ 2 1 , respectively; γ is again the mixture probability. The cdf of v t can be written
where Φ(·) is the cdf of the standard normal distribution. The quantile residual qr t is then
where Φ −1 (·) is the inverse of the cdf of the standard normal distribution. If the model is correctly specified the quantile residuals should be independent, homoskedastic and follow standard normal distribution. In our diagnostics we use the multivariate specification of quantile residuals from Kalliovirta and Saikkonen (2010) .
The diagnostic is based on the unrestricted model for the full sample period 2005-2010, the model whose parameter estimates are reported in table 6. Figure 3 shows the quantile-to-quantile plots (QQ-plots) that separately compare the empirical distributions of our five quantile residuals to the standard normal distribution. All of the residuals show some signs of skewness at their tails and the first and fourth have clear outliers. Also, the plot of the third residual is a little bit steeper than the theoretical line. However, overall it seems that the theoretical distribution depicts the empirical distributions relatively fine. Hence, this supports our model. Palm and Vlaar (1997) ) with using three different lag lengths. All of the series were tested independently, so the test do not consider the crosscorrelations between the residuals. For the first and second residual there is strong evidence against remaining autocorrelation. Also, the results for the fourth residual give some support to consider our model to be adequate. However, for the third and Adding an additional lag order to our SVAR model might still alleviate autocorrelation (and perhaps conditional heteroskedasticity) in the quantile residuals. However, our model is already quite large and one extra lag of the dependent variable would add 36 parameters to our model. This said, and considering the support from the QQ-plots, I tempted to feel that our model adequately describes the data.
Concluding remarks
The theoretical contribution of this paper has been to develop an easy-to-apply test for contagion that takes into account the main challenge of any contagion test, that of endogeneity. The test builds on an established SVAR model that we extend into an identifiable empirical model. The main extension is to allow the reduced from errors of the corresponding VAR model to follow a mixed-normal distribution. Hence, our model allows for some degree of heteroskedasticity in the variables. This distributional assumption enables us to apply a recently proposed SVAR identification method. The main advantage of the identification method is that it allows us to avoid making any restrictions on the instantaneous dependencies between the variables. Our test then boils down to testing for structural breaks in the SVAR model. As the theoretical part of this paper shows, such breaks are identified with the existence of contagion between the variables.
In the empirical part of the paper, we apply our test to the eurozone government bond spreads over Germany. The selected bond maturity is ten years, so the spreads measure the markets' perception of the governments' default risk. Our empirical question is then whether or not there was transmission of default risk in the eurozone government bonds during the beginning of the euro debt crisis. The beginning of the crisis is dated to July 2007. The countries that we consider are Ireland, Greece, Spain, Italy, and Portugal. The analysis finds evidence of contagion. Furthermore, by using what is here called mixture probability weighted correlation coefficients between the spreads, it appears that there was transmission of default risk especially from the Greek bond to those of the others.
The model diagnostic analysis reveals that our model describes the data relatively well. The main shortcoming is the still remaining evidence of conditional heteroskedasticity in the residuals. Better modeling in the changing volatility of the spreads would be an interesting topic for future research. Alternatively, as our analysis uses the daily data, using some lower frequency might be a good idea. However, our model is relatively large. So, estimating it would probably require longer sample period.
Finally, because our contagion test is based on the mainstream empirical strategy to detect contagion, that of discerning contagion from interdependence, let us say a few word about this approach. The main strength of the strategy is that it is is free from economic theory. However, this can also be seen as the strategy's main weakness because, free from free from economic theory, our model is not really able to explain contagion. For such purposes, one needs to estimate one of the proposed theoretical models of contagion. Our model can simply detect any contagion in variables. 
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