The shock structures of a 13 moment generalized hydrodynamics system of rarefied gases are simulated. These are first order hyperbolic equations derived from the Boltzmann equation. The investigated moment system stands out due to having an entropy evolution. In addition, a particular interest arises from the fact that the equations not only contain nonconservative products, but also provide the key to solving this mathematical and numerical issue by means of a simple substitution utilizing the physical entropy evolution. The apparent success of this method warrants investigation and provides a new perspective and starting point for finding general approaches to nonconservative products and irreversible processes. Furthermore, the system shows physically accurate results for low Mach numbers and is able to reveal the nonequilibrium entropy profile across a shock wave.
Introduction
The motivation of this work is a recent development in the field of nonequilibrium thermodynamics: a system of 13 moment equations derived from the Boltzmann equation which finally provides an entropy evolution equation. The advantages of a system with a positive entropy production are obvious from a physical point of view [26] . For simulations, the entropy balance is often regarded as redundant. In the following we demonstrate the value of an entropy evolution to the numerical stability.
Similarly to other moment systems in gas dynamics, the evolution equations for the nonequilibrium variables contain nonconservative products. This type of hyperbolic systems is still an open challenge mathematically and raises immediate questions on the meaning of these terms from an analytical point of view and subsequently on the reliability of any numerical implementation. Motivated by the success of the Entropic Lattice Boltzmann Method [2, 16, 17] , where the entropy acts as a stabilizing Lyapunov function, and the desire to utilize the benefits of an entropy equation, we propose to simulate a modified system: the formally redundant entropy evolution is added to the original system in place of the nonconservative products.
Formally this transformation ensures that the finite volume scheme can treat the system of equations as if it were in a balance form. The transformation can also be interpreted as introducing the entropy as a constraint to ensure that the scheme is approximating the relevant physical solutions. The obtained results demonstrate the success in stabilizing the system and finding the correct weak solutions in all simulation scenarios. In order to prove this, an in-depth convergence study is presented which leads to the reliable extrapolation of an exact solution.
We start by introducing the physical model of interest in Section 2 and its significance in the context of moment equations. In Section 3 we discuss the intended simulation setup for a shock tube simulation and observe the main differences of the resulting equations to well-established moment systems. This leads to an outline of the nomenclature and mathematical generalization of the system in Section 4, where the region of hyperbolicity is investigated. The implications of the nonconservative products are discussed and we give a brief overview of the available numerical methods. Section 5 describes the family of numerical schemes that we are building on and a naive extension for the numerically problematic terms in our physical model. A more sophisticated method using the entropy to overcome the gap in the numerical literature is derived in Section 6. Finally, Section 7 presents the simulation results and a convergence study and gives a comparison between the naive approach and the entropic extension. Furthermore, the results of a shock wave are presented, verifying the entropy growth condition and revealing the nonequilibrium entropy profile within the shock.
Thermodynamically admissible 13 moment equations from the Boltzmann equation
The physical model which we are studying is a set of moment equations in three space dimensions derived from the Boltzmann equation. Its purpose is to describe rarefied monatomic gas dynamics and gas flows far from equilibrium where the constitutive equations of Navier-Stokes-Fourier no longer hold [27, 28, 37] . These rarefied flow domains are best characterized by a dimensionless Knudsen number Kn = l mfp L of order unity, which refers to the ratio of the particle mean free path l mfp over the characteristic length of the problem L. A classical example of such a flow situation is the initial reentry phase of a space vehicle.
Moment equations reach a more appropriate level of description by extending the five fields of hydrodynamics by a second moment tensor π and third moment vector q, which are related to the pressure tensor and heat flux, to a total of 13 fields. This approach seeks to complement the current methodologies such as particle based methods, numerical solutions of the Boltzmann equation or hybrid approaches. Additionally, the field offers many interesting aspects for fundamental research into such topics as irreversibility, coarse graining and the mathematical properties of models derived from the Boltzmann equation.
The initial idea of deriving a macroscopic description from the Boltzmann equation based on moments goes back to Grad [12, 14] . His achievement of finding a viable alternative to the Chapman-Enskog expansion [7] opened a prolific research domain in nonequilibrium flows. Many attempts to build on the moment system of Grad have been proposed, differing in the number of moments, the underlying assumed particle distribution and ensuing closures; see [24, 32] . One of the principal objectives has been to improve the application relevant accuracy. Much progress has been made with the regularized R13 moment system [34] , which has a particularly good record amongst moment equations for shock structures and channel flows; see [33, 35, 36, 38, 39, 42] . Further desirable properties have also been incorporated successfully, such as global hyperbolicity [40] , which will be further discussed in Section 4.
Only recently has one of Grad's major shortcomings been lifted: the absence of an H-theorem. This has been achieved by choosing a different set of fields for the moments consisting of general rather than Cartesian vectors and tensors. Moreover a skewed Gaussian distribution was utilized in contrast to the underlying distribution used by Grad, which was composed of a Hermitian polynomial of peculiar particle velocities of the Maxwellian and could therefore assume negative values.
In the following we present and discuss the fully three-dimensional system of equations before reducing the system to the one-dimensional simulation setup. For the density ρ and momentum M we have the common mass and momentum balance
where v = M/ρ is the velocity field. The additional second moment tensor π is governed [27, 28] by the evolution equation
The skewed third moment vector q is given by
These equations include the velocity gradient tensor κ. The expression φ = q ⋅ π −1 ⋅ q is an often occurring scalar indicating the skewness away from equilibrium. The tensor D =D+1−(tr π/3)π −1 contains the isotropic dimensionless tensorD which is determined by the two-particle interaction potential. The dimensionless constants F and b are related to the closure, and τ is a relaxation time. The temperature (and pressure) is given by the trace of the second moment tensor and we have the energy
By forming the balance equation for the energy
we can read off the expression for the physical heat flux in terms of the second moment tensor and third moment vector, i. e.,
Finally, the system comes equipped with an entropy, i. e.,
Here we have introduced the skewness contributionS (φ) = −bφ and the Planck constant h. The evolution of the entropy density s is governed by
where n is the particle number density n = ρ/m. It is of further interest to note that the flux in (8) is composed of a convected part and a nonconvected part, i. e.,
The work of [41] constitutes a first scrutinization of the presented system. The author notes the absence of cross-coupling terms responsible for stress-driven heat fluxes in channel geometry, the effect of which have been confirmed numerically in [44] . Furthermore, a one-dimensional heat transfer problem is analyzed, which leads to the conclusion that the moment system produces an abnormal pressure gradient in the hydrodynamic limit. This assertion can definitely be rejected-see [44] for a simulation based analysis-and is due to an improper scaling of the Knudsen number. However, the corrected scaling shifts the analysis of [41] to the heat transfer properties for Knudsen numbers greater than one and, although less critical, remains to be resolved. Following the key idea of utilizing the third moment vector to obtain an entropy evolution, an alternative closure with emphasis on closer alignment with kinetic theory is successfully derived by the author. A detailed study of the physical properties of the present system, including the linear stability analysis, sound waves, boundary conditions and channel flows, has been undertaken in [44] and is the subject of forthcoming papers. Here we focus on one of the classical applications in gas dynamics: the shock tube.
Shock tube geometry
The most prominent test case for the physical accuracy of gas dynamics models and hyperbolic numerical schemes is the one-dimensional shock tube problem. In this application we consider a long tube separated into two sections by a membrane. The gases in the two chambers are in equilibrium, but differ in pressure and density, where the pressure difference can be up to two orders of magnitude. After the membrane is burst, one can observe a shock wave and a contact discontinuity traveling at supersonic speeds into the low pressure section of the tube, and a rarefaction wave traveling into the high pressure section. Apart from its interesting physical properties, this application is the standard benchmark for the robustness of numerical methods due to the inherent nonsmoothness [22] . Mathematically, the discontinuous initial conditions constitute a Riemann problem, of which the analysis is a vital element of the theory of hyperbolic equations and their numerical methods. Additionally, the geometry in Cartesian coordinates is interpreted as essentially onedimensional and no boundary conditions are needed.
The relevant spatial dimension x 1 describes the position along the tube and shows the only dynamical variation. The tube's width and height and the size of the membrane are infinite and therefore the problem is independent of x 2 and x 3 . This leads to the state variables density ρ, momentum M 1 in direction x 1 and the heat flux related q 1 . For the remaining variables, we consider the stress tensor in equilibrium and during a perturbation of a planar wave. The isotropic part of the tensor including the pressure is related to the trace of the second moments by 3p = ρ m 2 tr π. The uniform incidence of the incoming wave causes a deviatoric normal stress σ 11 in the x 1 direction, which forms the traceless part of the second moments. By symmetry of the plane in the x 2 and the x 3 direction we thus have σ 22 = σ 33 = − 1 2 σ 11 . The nondiagonal elements are all nonzero, or else they would also be inconsistent with the assumption of a planar wave and homogeneity in the x 2 and x 3 directions. This corresponds to the following tensor when using the full moments instead of the trace and deviatoric stress:
The next step is to find a diffeomorphic transformation from the physical variables w to the simulation variables u in order to rewrite the field equations (1)-(3) in the desired balance form
where f (u) is the flux vector, g(u) are the relaxation terms and h(u) are of remaining mixed type. The implications of this form will be further discussed in Section 4. Naturally, the guiding principle is conservation, and density and momentum are already conserved. The second moment tensor (2) itself is not conserved but its trace can be incorporated in a conservation equation for the energy, i. e., Additionally we take the second diagonal term of the nonpeculiar second moment tensor which includes the deviatoric stress. Finally, for the remaining variable we take q 1 as it is. The conversion between the simulation variables u and the physical variables w, which is summarized in Table 1 , yields equations of the balance form with the following flux f (u). We have
and production terms
where we have included the relaxation parameter τ. The variable transformation has brought us as close as possible to a clean divergence form. This can be reasonably deduced by considering the inherent structure of moment equations regarding the variable and flux relations prior to closure. These constitute a conserved system up to the nth moment in nonpeculiar moments. Each flux corresponds to the variable of the higher degree moment equation. For some moment systems such as Grad's, this is true even after the closure, but mostly this principle will give way to other priorities of the specific closure applied to the higher moments. In this particular system we can see that the trace of the nonpeculiar second moments is necessarily conserved, being the energy balance, but the traceless elements and the heat flux show one of the differences of this entropic system in contrast to Grad's nonentropic one. Thus the right hand side contains remaining terms that are neither of the production type, nor or the flux-divergence type. We have
The nonconservative products in (15) appearing on the right hand side of the system of equations constitute a significant departure from Grad's model and pose a numerical challenge. For the proper treatment it is necessary to review the concepts of hyperbolicity and discuss these terms in the context of the given model.
Hyperbolic conservation laws
The prerequisite of linear stability, which was investigated in the five field case in [44] , is not sufficient for successful numerical simulations. In addition it is required to understand the nonlinear eigenvalue behavior of the system of equations. The fundamental aspect to be investigated is whether the eigenvalues of the nonlinear system remain real at all times or contain complex values. This not only specifies which numerical scheme has to be used for the applications in mind, it also specifies the nonoscillatory region of the scheme in terms of time and space discretization and in terms of physical departure from equilibrium.
Definition of hyperbolicity
Reconsider a system of first order partial differential equations constituting conservation laws of production type in one spatial dimension in Cartesian coordinates,
where u ∈ ℝ m is the vector of the so-called conserved variables,
ℝ m is a production term which contains a relaxation constant
Such a system is called hyperbolic in t at u if the eigenvalues of the quasilinear coefficient matrix
In physical terms, the hyperbolicity condition means that the characteristic speeds of the quasilinear equations are finite. This is in contrast to parabolic or elliptic partial differential equations with imaginary eigenvalues, such as the Navier-Stokes equations, which can be seen as a regularization of the hyperbolic Euler equations. The finite speeds pose a numerical challenge for simulations, since a naive approximation of the derivatives does not necessarily reproduce the information propagation accurately. Problems arise in particular for nonsmooth solutions such as shock structures in gas dynamics. These are discontinuities that travel at supersonic speeds, such as a pressure shock at the wing edges of a supersonic jet.
Hyperbolicity is invariant under changes of dependent variables: given a diffeomorphism w → u = u(w), with Jacobian J ≡ u w , the system transforms to
with
Hyperbolic region
An analytical evaluation of the nonlinear eigensystem is not feasible. After the necessary transformations, the characteristic equation is solved numerically for a projection of variables, which enables us to inspect the so-called region of hyperbolicity around equilibrium for the moment system. In the same uni-axial one-dimensional setting as above (Section 3), we transform the variables to w = (ρ, v = v 1 , T, σ, q = q 1 ), which preserves hyperbolicity and makes the following analysis more convenient. In order to study the characteristic speedsΛ(w), which will be the real parts of the eigenvalues Λ(w) at rest Λ(w) = Λ(w) − v, the velocity frame is removedB(w) = B(w) − v1. Additionally, the constants F = 5 3 and b = 1 20 are substituted. Subsequently, the characteristic equation is formed out of the determinant ofB(w).
The two-dimensional representation of the variable space emerges after inserting the dimensionless variablesσ = σ/(mk B T) andq = q/ mk B T into the characteristic equation. Note that T is not a reference value, but the temperature is time and space dependent. The reference temperature T 0 is introduced by scaling the characteristic speedsΛ =Λc by the speed of soundc = k B T 0 /m.
The characteristic polynomial ofB(w) is thenΛ 1 9
First we regard the solutions in equilibrium withq → 0 andσ → 0. After excluding the trivial solutionΛ 5 = 0, the characteristic polynomial reduces to
with solutionsΛ 1/4 = ±1.89223 andΛ 2/3 = ±1.04217, which coincide with the high frequency limit of the dispersion relation in the linear case after the additional scaling with 5/3. ThereforeΛ 1,4 are associated with the acoustic modes andΛ 2,3 with irreversible modes.
In the following plots, we present the nontrivial eigenvalue solutions on the projected (q ,σ )-plane, which is restricted to −1 <σ < 2 due to the positive definite second moment tensor. In Figure 1 the real parts of Λ 1 are shown. The characteristic speeds denoted by the numbers on the contour lines represent the speeds of right traveling waves. Despite being associated with the acoustic mode, the eigenvalue and associated eigenvector ofΛ 1 must carry diffusive information, since a left pointing third moment vector (left half of the plane) inhibits the speed of a characteristic wave associated with this eigenvalue traveling to the right. The characteristic speeds ofΛ 4 are a mirror image about the axisq = 0 with negative sign and are associated with a left traveling wave (not shown here). The real parts of the characteristic speeds ofΛ 2 are shown in Figure 2 . This is the formally diffusive mode and the wave speeds are considerably lower than forΛ 2 . Interestingly, they are almost completely symmetrical for right and left pointing third moment vectors, with only a slight inclination of the elliptical contours. The real characteristic speeds ofΛ 3 are again a negated mirror image about theq -axis and are therefore omitted.
We now turn to the imaginary parts of the characteristic speeds. Two of the four nontrivial modes contain imaginary parts which are summarized in Figure 3 . The red contour plots are the imaginary regions belonging toΛ 1 andΛ 2 , which-apart from the sign-are identical. The diffusive modes have no imaginary parts and are globally hyperbolic. Everything that is not red in Figure 3 is therefore the region of hyperbolicity, i. e., the range of projected values with finite propagation speeds of traveling waves in the phase space.
This finally confirms that these 13 moment equations are a hyperbolic system with distinct eigenvalues within a sufficiently large region around equilibrium. In fact, the region of hyperbolicity is significantly larger than that of Grad 13, rational extended thermodynamics or similar systems; see [24] . Specialized closures for maximizing this region, such as those based on multi-variate Pearson IV distributions, can surround larger areas; see [40] .
If an application exceeds the reals-only domain, oscillations appear and spoil the simulation results as demonstrated in [40] . For this system, the region of hyperbolicity well encapsulates the region of physical validity. In Figure 3 a projected profile of a typical shock tube simulation is included, which is the result of two equilibrium chambers with pressure and density ratios of five to one. These particular initial values would already border on the limit of Grad's hyperbolicity region.
Since the region of hyperbolicity appears sufficient for applications, the question of global hyperbolicity is reduced to a theoretical one. The expectation of global hyperbolicity for an entropic system appears to be unfounded, since such proofs rely on equations in divergence form; see [15] . This leads us to the general difficulties in the mathematical framework regarding hyperbolic systems which cannot be rewritten in balance form.
Nonconservative products
The mathematics of hyperbolic conservation laws are no longer well understood as soon as the equations cannot be written in divergence form as above in (16) but rather contain a remainder term h(u). The references [5, 6, 10, 20, 21] and [22] contain a theoretical overview. Naturally this carries over to the numerical methods and there is a lack of schemes for this type of hyperbolic systems. Even test cases of well-known models can fail spectacularly and unexpectedly; see [1] . This inhibits the use of many physically accurate systems; see [4, 9, 30] . Before addressing the numerical issues in detail, we discuss the meaning of the nonconservative terms from an analytical point of view. The primary concern is that these terms are no longer well defined in a distributional sense for discontinuous solutions. The partial derivates do not carry any meaning at discontinuities and hence these equations are defined in integral form, where the discontinuities are transferred to a trial function. This transformation no longer applies in the presence of the nonconservative products.
When considering the limits of very large Knudsen numbers, and thus very large mean collision times, it has to be noted that we are departing from the appropriate level of coarse graining and thus the equations lose their physical meaning before we arrive at a mathematically critical limit. The limit of very small Knudsen numbers is even more challenging as it concerns the path from the Boltzmann equation to hydrodynamics and the Euler equations and is part of the so far unresolved aspects of Hilbert's sixth problem; see [11] . Nevertheless we will successfully probe these limits after developing a tailored scheme.
Many numerical schemes have been developed for the homogeneous case g(u) ≡ 0 in the context of the Euler equations of gas dynamics. A comprehensive introduction to the available numerical methods is given in [22] and the survey [31] . The majority of these schemes make use of the characteristic structure of the equations by solving Riemann problems on the discrete level, since the eigenvalue structure of the Euler equations is well understood. For some systems the eigenvalues cannot be obtained analytically. One suitable method for this situation is the Nessyahu-Tadmor [25] central scheme, a less diffusive Lax-Friedrichs type solver. This method has been extended for the nonhomogeneous case of production terms [23] , where a family of explicit and implicit schemes for stiff relaxation are proposed. This scheme has been successfully implemented for various moment equations in gas dynamics and is the starting point of our numerical approach.
Numerical method
Before we deal with the analytical and numerical implications of the additional terms of our system, we will address the other numerical properties in order to select the appropriate scheme. These are: 1. Hyperbolicity.
2. An eigenstructure that is only known from numerical evaluation.
3. A relaxation constant τ that can vary over a wide range of regimes of rarefaction and hence considerable stiffness.
The scheme addressing the first two points is the central Nessyahu-Tadmore scheme [25] . It is a predictorcorrector method of second order accuracy in time and space and works with and without a detailed knowledge of the eigensystem. The extension for stiff production terms is a family of implicit schemes introduced by [23] . Let us define the minmod function
which is required for the discrete derivatives u j / x ≈ u ὔ j /Δx at spatial grid nodes j and cell size Δx; we have
These limiters are proposed by the authors in [23] as giving the best results. The domain is discretized on a staggered grid as shown in Figure 4 . The full time step integrates the cell Figure 5 . The integration consists of two predictor steps at time 1 3 Δt and 1 2 Δt for u n+1/3 j and u n+1/2 j at the cell edges, where n denotes the time step index and the notation of u, f and g continues to be vectorial. The predictors are implicit in time, with the unknown variables appearing in the production g, and can be written in abbreviated vector notation as The stencil and its dependencies for the u n+1/3 j -predictor are visualized in Figure 6 . The corrector
evaluates the mid-cell values x j+1/2 on a spatially staggered grid with λ = Δt/Δx (see Figure 7 ) and is also time implicit with the unknowns again appearing in the production term. After a full time step, the control volumes are staggered in relation to the previous time level and return to the original one after an additional time step. For shock tube simulations where the system remains in the region of hyperbolicity, the simulation time is shorter than the traveling time of the waves to the boundary of the domain and no inflow conditions are prescribed-all conditions which are fulfilled for the shock tube-the implementation of boundary conditions is trivial. Two ghost cells outside of each boundary with fixed equilibrium values are sufficient for the solver to traverse the domain. The scheme was tested with the moment system of rational extended thermodynamics from [24] , and results of [23] were reproduced to ensure that the implementation was correct and that we have a stable foundation for the entropic 13 equations. The results of this system are omitted here; detailed studies can be found in [3, 43] .
As presented, we have the ideal scheme for a system in divergence form. The remaining issue h(u) could be dealt with in a naive manner: a second order central discretization of the derivative appearing in (15) and subsequent treatment as an additional production term. The drawbacks apart from the mentioned hyperbolicity issues are the loss of the implicitness and no reliable knowledge of the method's region of stability.
Improved numerical implementation with the entropy balance
Since our physical model has an entropy, we would like to take advantage of that. The terms appearing in h(u), which are reoccurring, contain the expression
which is the divergence (in one dimension) of the nonconvective entropy flux j s without the prefactor
. By declaring J s as an additional unknown, the entropy evolution can be used to augment the simulated system.
Due to the entropy being dependent on the original variables, the system remains closed. Thereby the nonconservative terms vanish, making h(u) = 0. Rewriting the production terms as g(u, J s ), the right hand side is transformed to
This is the key idea of the presented research. Some care has to be taken during the implementation. Although the system is extended to U = (u 1 , u 2 , u 3 , u 4 , u 5 , J s ), its form is not equivalent to (16) with system size m + 1. The newly formed variable J s only appears in the production terms (29) and (30). It is not integrated by means of a time evolution equation, but rather an algebraic relation. The coupling to the other variables is constructed from the entropy balance by expressing the entropy density s in terms of the other five state variables with (7) . It takes the form
with a convective entropy flux
and entropy production
In its continuous form, the substitution amounts to expressing the nonconvective entropy flux in a more complicated manner with the entropy balance. The fundamental information of the system has not changed. On a discretized level, this is a completely different story. What we have gained is that the system is in divergence form and we can rely on the numerical recipe. The entropy balance turns into a discrete formula and shows us how the problematic terms on the right hand side have to be treated in order to be consistent with the stable scheme. Although we lack the mathematical foundation to handle these terms in a hyperbolic system, we have made use of physical principles, an H-theorem, to enforce the stability of the simulations. Consequently, when resolving a smooth solution the term J s will be consistent with a naive discretization of its constituent terms. For discontinuous solutions, the naive discretization is ill-defined and J s necessarily diverges according to the entropy constraint. To illustrate the principle we write the modified first predictor step (23) . We have 
Results
The validation of the numerical scheme proceeds in several steps. First, a reference solution is presented to ensure that the correct weak solutions are obtained. Secondly, the convergence behavior of the scheme is studied in detail. Lastly, the scheme is shown to be superior by exploring its stability region. All results were simulated with dimensionless equations. These are obtained in accordance with [23] to facilitate numerical comparisons. Three mechanical units and the unit of temperature should be fixed. It is convenient to choose (arbitrary) reference values for the temperature and the mass density, T 0 and ρ 0 . A natural reference velocity is given by the isothermal speed of sound at the reference temperature, v 0 = k B T 0 /m. Finally, we would like to choose a reference time scale. As the collision time scale τ is inversely proportional to the density, it can be written as τ = τ 0 ρ 0 /ρ, where τ 0 is the collision time at the reference density. We (arbitrarily) set the time τ 0 equal to ϵ = 10 [28] . The parameter b serves as a linear approximation to the skewness functionS (φ) = −bφ contained in the entropy. In conjunction withD, which derives from the potential of Maxwell molecules, the value of F is determined to match the hydrodynamic limit.
Reference comparison
Hyperbolic systems with nonconservative products are prone to approximate the wrong weak solutions. Therefore it is appropriate to start the numerical analysis with a reference simulation. The benchmark evaluation of [23] contains a simulation of a different 13 moment model using the underlying predictor-corrector scheme and is recreated using the same parameters and initial conditions. The initial values for the Riemann problem are ρ = 1, π 11 = π 22 = 5/3 for 0 <x < 0.5,
while M 1 and q 1 are equal to zero. This implies a pressure ratio of ten to one as opposed to the density ratio and consequently a temperature jump in the initial conditions, making the problem less experimentally relevant but harder from a numerical perspective. The collision time τ 0 is chosen as ϵ = 10 −4 and the simulation time ist Final = 0.067, which corresponds to 670 collisions. From a physical point of view, these parameters correspond to a situation far from the rarefied regime. They are rather chosen to demonstrate the correct behavior in the hydrodynamic limit from a numerical point of view. For our numerical solutions, the maximum number of grid cells is N = 5120 and we use a time step to cell size ratio of λ = Δt Δx = 1/9. The value of λ is limited by the maximum propagation speed of the system which is given by the largest time dependent eigenvalue during the course of the simulation. If the value is chosen too large, the characteristic waves from neighboring cells can interfere with each other. Hence the fastest waves should be prevented from propagating more than half a cell's width. In practice, the precise value of λ is chosen by trial and error. The value 1/9, which is within the stability region, is adopted from the benchmark simulations. The permissibility of larger and hence more efficient ratios in our scheme will be shown in a later example. Figure 8 shows the six simulation variables and Figure 9 shows further physical variables of interest with similar solutions to the results of the moment system in [23] .
Convergence
Previous work on numerical solutions containing nonconservative products, see [1] , suggests a very high sensitivity of the solution to changes in grid spacing. Therefore it is essential to ensure the integrity of the scheme for numerous grids. The entropic scheme approximates the same solution independently of the mesh size Δx with high accuracy. This statement holds not only for grid point doubling, but also intermediary grid The exact convergence rates of shock tube simulations are difficult to estimate accurately. Indeed the authors of the underlying scheme in [23] do not prove that the theoretical convergence rate r = 2 is possible in the 13 moment case. Nevertheless we study the convergence behavior qualitatively for discontinuous and smooth solutions for the entropic scheme. The order of accuracy or convergence rate r is usually defined as
i. e., an appropriate norm of the difference between an analytical solution u and the approximationũ dependent on the mesh size Δx and some constant C. A few obstacles have to be overcome for the 13 moment shock tube simulation. First, there exists no analytical solution. This can be solved by comparing successive grids with half the mesh size so that
but this only provides a local estimate of the convergence rate and does not answer the question on the existence of a weak solution. Furthermore it is primarily defined for fixed points in a finite difference scheme and it is desirable to avoid any interpolation of the finite volume scheme results. A further difficulty is the peculiar behavior of the shock tube problem which resists the definition of a converging error norm. Instead we use an extrapolation over the local cell averages to estimate the convergence rate and prove the existence of a weak solution in a numerical sense. Initially, the tube is divided into 40 separate cells which form the basis for resolving the convergence dependent on the location x. Then the average value y(Δx) of these cells is calculated using the corresponding sum of finite volumes from the three fine grids N = 1280, 2560, 5120. For each cell we determine a curve y(Δx) = a + bΔx r up to a three digit precision in r (we try the values r = 0 . . . 0.01 . . . 4). This gives an estimate a of an exact solution for Δx → 0 to which the scheme converges with a rate r per cell. In order to verify this extrapolation, error bars are provided. These are calculated by considering a coarser grid. The curve is evaluated using three out of the four N = 640, 1280, 2560, 5120 grids and taking the difference of the maximum and minimum values as errors. To summarize, the extrapolation gives a precise and sensitive convergence analysis: a is the presumed exact solution. The height of its error bar is an indicator of overall convergence. The value of r is the convergence rate to a of the finest grids. Its error bar on the other hand indicates the uniformity of the convergence rate across different grids. Since this approach simultaneously examines the convergence rate and points to an exact solution, the choice of grid values becomes clearer: considering that Δt = Δx/9, the time step is of the order of and smaller than the collision time. This implies that all physical aspects are resolved by coarser grids and that the convergence results which we are presenting here are the relevant mathematical ones. Using this approach we analyze convergence rates for the rarefaction wave, contact discontinuity and shock wave for the density profile in Figure 12 .
It is evident that the error bars for the exact solution are vanishingly small and the solution can be trusted. Concerning the convergence rate, a value of one and larger is achieved, proving the reliability and suitability of the scheme for the shock problem. The constant sections before and ahead of each wave also converge rapidly, but the scheme inherits the barely visible overshoot which is also observable in the benchmark solutions from [23] . Convergence is assured for these cells according to the small error of the extrapolation, but the overshoot leads to large error bars for the convergence rate. Hence we omit the results for r in the figure and rather list the distance from the largest peak to the nearest valley for these oscillations in Table 2 . While the coarser grids contain two peaks, the finer grids contain only one. As the table shows, these are also decaying with smaller grid sizes. Similarly, the rarefaction wave contains a reflection point which also converges too fast to give a single rate r for all grids. The fact that our method of examining the convergence behavior detects the slightest irregularity in the convergence rate r with such precision, but always predicts an extrapolated value with high confidence at every cell, strongly suggests the existence of a solution.
To complete the verification of the scheme, we analyze the convergence rate for a smoother problem. For this, the left and right hand sides are separated by a third order polynomial with vanishing second derivatives at the transition pointsx left = 0.26 andx right = 0.74. Additionally, we change the initial conditions such that density and pressure each have a ratio of five to one as in [3] , which implies a constant temperature across both chambers of the tube. This results in a slower and smoother wave propagation, so the results are simulated for a longer time periodt Final = 0.1. In this setting the q 1 variable is the most interesting study subject due the direct dependence on the auxiliary variable J s . The solution in Figures 13 and 14 still contains the features of the previous shock structure. These can be identified easily from the wider error bars of r at the reflection point of the rarefaction wave and the left and right hand sides of the large peak which indicate the location of the shock wave. More importantly the scheme recovers the theoretical convergence rate r = 2, confirming its validity even further.
Since the smooth solution does not contain the unusual local convergence behavior of the Riemann problem, the obtained extrapolated solution can be utilized for more classical norms. Figure 15 contains the L 1 norm-the sum of absolute errors over 40 partitions-over a wide range of mesh sizes confirming a second order convergence rate.
Stability comparison
The presented results establish that the entropic scheme is fulfilling the convergence and stability criteria in the same manner as the underlying scheme does in the absence of nonconservative products. In the following we would like to deepen the stability analysis. First, the moment equations will be shown to be inherently more stable than the comparable systems in a physical sense. Second, it will be demonstrated that this robustness is only preserved by the improved entropic numerics.
A major criticism of moment equations in general is their failure to accurately describe far from equilibrium flows, which is their reason of existence in the first place. This failure can be directly attributed to the loss of hyperbolicity and accompanying well-posedness. In the context of shocks, this means that the ratio of initial densities is limited to ρ 0 /ρ 1 < 5 in Grad's moment system before solutions break down. This falls short of the experimental ratios by an order of magnitude.
Due to the larger region of hyperbolicity of this moment system, the experimentally desirable density ratios can be simulated comfortably. To demonstrate this, we set the density and pressure ratios to ρ 0 /ρ 1 = p 0 /p 1 = 50. Furthermore, the relaxation parameter is set to ϵ → ∞. Physically this implies the free flight regime directly after the membrane rupture and before the first collisions occur. Mathematically, it means that only the advection terms of the system are investigated. The absence of the stabilizing production terms is seen as the hardest challenge for moment systems in terms of stability; see [40] . Figure 16 shows the oscillation free density profile for the far from equilibrium scenario. The final simulation time ist Final = 0.7, the time step ratio is λ = 0.02 with a grid of N = 4000, which is still a relatively coarse resolution considering the extended simulation domain due to the higher propagation speeds. The unusual profile with the additional kinks in the rarefaction wave and ahead of the shock discontinuity reflect similar observations from [40] . The corresponding projection of the shock profile in the eigenvalue plane is depicted in Figure 17 . It shows that there is room for further scope for departure of equilibrium. This confirms that the moment system allows a departure from equilibrium of a similar magnitude as the specialized moment closure utilized in [40] based on a Pearson IV distribution.
It remains to be justified that the entropic scheme is really necessary to unlock this stability. Many examples can be constructed to demonstrate this, but the easiest is to present a typical work case and observe the region of stability. We use a relatively coarse grid of N = 320 and a slightly rarefied regime with ϵ = 10
and an observation time of 67 collisions, but retain the initial conditions of the benchmark case with a temperature jump. Starting from a time step to mesh size ratio of λ = 0.122, the time step is gradually increased until instabilities become apparent. Figure 18 compares the stability of the naive implementation versus the entropic scheme for the variable q 1 at the final simulation timet Final = 0.067. The breach of the numerical stability region occurs during the earlier stages of the simulations and is estimated to be within the presented values of λ. As the figure shows, the entropic scheme has a significantly improved stability. 
Shock wave
As further evidence of the stability and physical accuracy of the scheme, a shock wave is simulated. The setting of a shock wave is very similar to that of a shock tube. In the latter, the initial conditions were assigned according to fixed ratios of density and pressure, and the resulting shock structures were observed. For a shock wave, a desired result is imposed, and the required initial conditions are derived. The sought-after shock structure is: -All shock fronts are superimposed into one smooth shock, i. e., all waves are traveling at the same speed in the same direction. -The gas in equilibrium before the wave and the gas in a differing equilibrium after the wave are in motion, so that the left traveling wave appears soliton-like in steady state.
In mathematical terms, the formulation is: given an inlet Mach number, density and temperature, what are the outlet field variables in order to obtain stable steady state orbits connecting the two equilibrium states? The answer is given by the Rankine-Hugoniot conditions. These require that the fluxes of the steady state solutions left and right of the jump across the wave are equal for the physically conserved equilibrium variables, that is, π 11 = π 22 and q 1 → 0,
As it is customary in gas dynamics, the inlet is at the left hand side (index zero) and the outlet at the right hand side (index one). With inlet and outlet Mach numbers the right hand states in dependence of the inlet Mach number are
where we have already included the equilibrium condition π 220 = π 110 . This implies
The properties of the outlet state for M 0 > 1 can be briefly summarized. The wave is compressive, i. e., ρ 1 > ρ 0 ∀ M 0 > 1 and ρ 1 reaches its maximum of ρ 1 = 4ρ 0 for M 0 → ∞. The velocity ratio v 1 /v 0 is nonmonotone in Figure 19 : Density and normalized density profiles of traveling shock waves. As expected, the emergence of a subshock can be observed for M 0 ≥ 1.50.
M 0 with a minimum of 3/2 for M 0 = 3, i. e., the shock leads from a supersonic to a subsonic flow. The temperature grows unbounded with increasing inflow Mach number and [24, 32] for further details. One of the disadvantages of using 13 moments to describe nonequilibrium flows is the limitation imposed by the finite propagation speeds; see [13, 24] . The fastest characteristic wave speed, the so-called pulse speed, restricts the range of Mach speeds for which shock waves can be modeled smoothly. Adding further moments leads to "diminishing returns" in the increase of the pulse speed and is one of the motivation factors for a regularization [32] . The pulse speed of this moment system was calculated to be M pulse = and is comparable to that of Grad's moment system. The shock wave profiles confirm the expected behavior with the emergence of a subshock for higher Mach numbers.
The subshocks diminish the value of moment equations for this particular setting. Nevertheless, we provide the standard metrics of the results for completeness. These are the shock thickness, which is defined as and the shock asymmetry Q, defined as
with x * such that ρ(x * ) = (ρ 1 − ρ 0 )/2. Figure 20 shows the results of these metrics and compares them to DSMC data from [29] . The first plot shows the shock thickness, which diverges due to the discontinuity just as for Grad's moment system. The adjusted shock thickness is obtained by dismissing the discontinuity as a candidate for the maximum gradient. Similarly, the shock asymmetry, which measures the relative relaxation before and after the shock, is affected by the subshocks. Overall, the moment system underestimates the relaxation behind the shock according to this measure, but might outperform other moment systems for more realistic molecules; see [32] for a detailed overview of models. Unlike Grad's moment system, the q 1 -profile appears less affected than for the models surveyed in [32] . Instead of an abrupt discontinuity, the third moment vector is only compressed; see Figure 21 .
The Rankine-Hugoniot conditions do not guarantee unique shock solutions. Further selection criteria for the physically correct wave need to be consulted (see [18, 19] ), one of which is the Lax condition stating that the speed of the shock wave has to lie between the characteristic speeds before and after the shock. The other is the entropy growth condition: the entropy must grow over the shock, otherwise the shocks are not admissible. Therefore, Figure 22 makes plain the very essence of the theory of hyperbolic conservation laws by revealing the entropy density growth and specific entropy growth for a shock wave. The result reinforces the belief in the correct weak solution. Furthermore, it is of physical significance. The nonequilibrium entropy profiles, refined over a few mean free lengths, are peerless amongst moment equations. The maximum exhibited by the specific entropy within the shock wave can only be compared to-and is in agreement with-numerical solutions of the Boltzmann equation; see [8] .
Summary
We have introduced a general concept of using the redundant entropy balance to our advantage for numerical schemes. The method produces smooth and stable solutions. Due to the comparison of results, an elaborate convergence study and the fulfillment of the entropy growth condition, we conclude that it is highly plausible that the scheme resolves the correct weak solutions and provides benefits to a naive implementation. Although we are demonstrating the principle by showing a particular example, the method is clearly more universal since it arises from thermodynamic considerations and general principles of reversibility. Therefore it not only illuminates the apparent issue of nonconservative products in a different light, but can also be seen as a contribution to the understanding of the numerical treatment of irreversible equations in general, very much in analogy to symplectic integrators for Hamiltonian systems. The numerically stable simulations enable a further examination of the shock structure of the system, of which the entropy profile across the shock wave stands out.
