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Every Bore1 function f : R --, R defines a self-map of the space of measurable 
functions on a domain B in RN via Tu = f 0 a. However, (local) Lipschitz 
continuity off is required if, in addition, the “superposition operator” T is to 
leave invariant the subspace of functions with locally integrable first distribution 
derivatives. We show here that whenever f is such that T transforms a Sobolev 
space W,,,(Q) (1 < p < co) into itself, then T is necessarily continuous. A 
%I result is established for the case in which T maps W,,,(Q) into IV,,,(Q), 
1 < r < p < co. In both cases, the hypothesis on T corresponds to a very 
aimpk explicit growth condition on the measurable function f’. 
1. INTRODUCTION 
Let 52 be a domain in R, and let 9X(Q) be the space of real measurable func- 
tions defined in Q. Given a Bore1 function f: R + R we define a mapping 
ir,: IJJI(Q) - ‘B(Q) by 
Tf is called the superposition mapping associated with f. 
Let W,,,(Q), 1 < p < CO, denote the space of functions in L,(Q) whose 
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first order distribution derivatives belong to L,(Q). This space will be endowed 
with the norm 
where Diu, i = l,..., N, are the first order distribution derivatives of u. 
It is well known that if f is uniformly Lipschitz and (in case that 52 is un- 
bounded) f (0) = 0 then Tf maps W,,,(S) into itself and the mapping is bounded. 
If u is in W,,,(Q) then D,(T,u) is given by the standard chain rule. A weaker 
variant of this result was proved in [9]. The full result is a consequence of a 
theorem of Serrin (unpublished). Extensions of this theorem and other related 
results were obtained in [4], [5]. It is also known that iff is in Cl(R) with bounded 
first order derivative, then T, is continuous on K’,,,(Q). When f is not in Cl(R), 
the continuity of Tf on W,,,(Q) was established only in some special cases. 
Thus it was shown in [2] that the mapping u + I u ] is continuous on W,,,(Q). 
Actually the proof given there applies also to W,,,(Q), 1 < p < co. In [3] 
it was shown that the mapping u -+ max(u, #), where $ is a fixed function 
in W,,,(Q), is continuous on ?%‘,,,(a). In fact, this result can be obtained from 
the previous one because max(u, #) = max(u - 4, 0) + z/. In both cases the 
proof relied on the special features of the function f which defined the super- 
position mapping. 
The purpose of this paper is to show that for any uniformly Lipschitz func- 
tion f, the mapping T,: W,,,(Q) -+ W,,,(Q), 1 < p < co, is continuous. The 
condition on f is actually the weakest possible since, as we show in [6], this 
condition is also necessary in order that T, should map FF’r,,(Q) into itself. 
We derive also a similar result in the case where f is locally Lipschitz and f’ 
satisfies a polynomial growth condition. In this case Tf maps W,,,(Q) into 
W,,,(Q) where r < p and the relation between r and p depends on the growth 
condition. Here again the conditions on f are the weakest possible. 
2. MAIN RESULT; THE CASE p > 1 
Let Q be an open set in R, and letf: R + R be a uniformly Lips&& time- 
tion. In addition, if Q is unbounded we assume that f (0) = 0. Then (see [4]), 
u E w,,,(Qn> =+= I 
f O 24 E ~I,&% 
V(f 0 u) = (f* 0 24) vu a.e. in Q (2-l) 
where f *: R + R is any Bore1 function such that f * = f’ a.e. in R, p is any 
number in [ 1, co) and Vu is the vector (D,u,.. . , D,u). 
We recall that if u E w,,,(Q) and N is a Bore1 null subset of R, then Vu = 0 
a.e. in u-l(N). Therefore the chain rule in (2.1) is unaffected if f * is modified 
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on a null set. Hence when f is uniformly Lipschitz we shall always take for f * 
a bounded function. 
1Jsing the above result we shall prove, 
THEOREM 1. With Q and f as above, the mapping T,: W,,,(Q) -+ ZZ’,,,(Q), 
1 < p < 03, is continuous. 
The proof is divided in two parts, dealing with the case p > 1 and p = 1, 
respectively. The proof for the case p = 1, which is the more difficult one, 
relies on the result for p > 1. 
Proof fov the caSe p > 1. Let {un) be a converging sequence in Z’,,,(B) 
and denote its limit by u. Since f is uniformly Lipschitz it is clear that 
f”U,-+fQU in L,(Q). (2.2) 
Furthermore, by (2.1), (V(f 0 un)} . b IS ounded in L,(Q). These facts imply that 
Yf o %J -+ Vf o 4 weakly in L,(Q). (2.3) 
Now let us consider the case where f * is the characteristic function of a 
Bore1 set. Set 
g*(t) = f *(t> - l/2, g(t) = f(t) - f!2, t E R. 
Then, by (2.1) 
s / V(g 0 u,)j” dm, = I 2 Ig * 0 u,) Vu, jfl dm, n 
= (l/2)p 1, j Vu, 1~’ dm, -+ (1 2)” JO I Vu Ip dm, 
= D / V(g 0 u)lP dm, . 
s (2.4) 
Here m, denotes Lebesgue measure in RN . Since 1 < p < ‘~3, L,(Q) is uni- 
formly convex. Therefore (2.3) and (2.4) imply that V(g o u,) --+ V(g o u) in 
c,(Q), ([8] or [7; p. 911). Thus, 
Yf o %I> - Vf c 4 in UQn), (2.5) 
whenever f * is the characteristic function of a Bore1 set. Clearly, if (2.5) holds 
for a certain set of functions (f } then it also holds for the linear span of this 
set. Hence, (2.5) holds whenever f * is a simple Bore1 function. 
Next, let us consider the general case when f * is an arbitrary bounded Bore1 
function. Given E > 0, let h* be a simple Bore1 function such that, 
sup I h*(t) -f*(t)/ < E. 
R 
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Then, by (2.1), 
II Yf o 4 - Yf o U)IIL*m 
< ll(h* 0 u,) vu, - (h* o 4 vu IlL,(sa) + 41 vu llL&) + II hi lIL$$d 
By the previous part of the proof, (h* 0 u,) Vu, + (h* 0 u) Vu inL,(Q). Hence 
(2.5) holds in the general case. This completes the proof of the theorem for 
l<p<co. 
3. MAIN RESULT; THE CASE p = 1 
For the proof of Theorem 1 in the case p = 1, we shall need two lemmas. 
But first some notations. 
If g E&(R), we denote by M(g) the function 
WiW = sup & s, I g I dw XER, 
where the supremum is taken over all bounded intervals J such that x E J. 
Here m denotes Lebesgue measure in R and M(g) is the maximal function 
of g with respect to the set of intervals mentioned above; it is known that M(g) 
is measurable and finite a.e. in R (see e.g. [lo; ch. I]). 
Let B be a measurable subset of R. If g E&(B) we set M,(g) = M( 2) 
where g” = g in B and g” = 0 in R\B. Finally we denote by Lip(B) the set of 
uniformly Lipschitz real functions on B. 
LEMMA 1. Let (un} be a conwergezt sequence in W,,,(I), where I = (0, l), 
and denote its limit by u. Let E be a given positive number. Then there exist a sub- 
sequence {un,>, a corresponding sequence (~3 in Lip(l) and function et in Lip(l), 
and a subset A of I with m(A) < E such that 
(i) vie = uAk and v = u in I\A, VI, = ~6, and v’ = U’ a.e. in I\A, 
(ii) vlc + w in W,,,(I) for ewery p in [l, co). 
Here u’, o’,..., denote the first order derivatives of u, v,... . We note that 
the second part of (i) is implied by the first part of (i). 
Proof. A function in W,,,(I) is equal a.e. to an absolutely continuous func- 
tion in [0, 11. We shall assume that all the functions in W,,,(I) that we considen 
here are actually absolutely continuous in [0, 11. If u E WI,,(I) then supI 1 u 1 6 
]I u ljwl J,) . Therefore the fact that u, + u in WI,,(I) implies, 
supsup]u,I =c<co and u, + 24, uniformly in [0, 11. (3.1) 
n I 
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Let {Us,} be a subsequence of un such that: 
(4 uha -+ u’ a.e. in I, 
(b) (UC,} is dominated by a positive function w’ in L,(I). 
Such a subsequence can be extracted from any sequence such as (u;} which 
converges in L,(I) (e.g., the condition // z& - u;,~ !/tl(l) < 2-k, k = 1, 2,...! 
suffices). We set 
w(x) = jz w’(5) 8 + C, VXEI, 
0 
with C as in (3.1). Clearly w dominates {Us,}. 
Let A be an open subset of I, with m(A) < E, such that 
sup(I U;Ek I + Jfr(u&)) = Ck < 00, k = I, 2,..., and 
I\A 
y;(l u’ I + I w’ I + Mr(u’) + filI(W’)) = C” < co. 
(3.2) 
Set iz = Uy Ji where {Ji} are disjoint open intervals. Note that at least one 
of the end points of each interval Ji is in I\A. In fact both end points are in 
I\4 unless Ji = (0, a) or Ji = (a, I), in which case only one endpoint is in I\A. 
We define a function v’ in I as follows 




v’ = ~ 
4Jd Jo 
d dm in Ji (i = 1, 2,...) 
Then / v’ I < co in I. This is obvious in I\A. Now consider an interval Ji . 
If xi is one of the endpoints of Ji which lies in I\A then by (3.2) 
--!--I jJru’dml <M(u’)(x,)<c,. 414 
Thus / v’ / < co in A. 
Let v be defined by 
v(x) = u(0) + j'v'(E) @. 
0 
(3.4) 
If x0 E 1\,4 or x0 = 1 and if {Ji,} is the subfamily of {Ji> consisting of the intervals 
lying to the left of x0, then by (3.3) and (3.4) 
v~xo) = 40) + s,,,, ),A v~ dm + ; jJ, v’ dm ” t’ 
= 40) +- j (0.x,) \A 
u’ dm + 1 [,, u’ dm = u(xo). 
i’ I’ 
580/33/2-S 
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Thus ~1 = u in I\A and v(0) = u(O), v(1) = u(1). In particular v coincides 
with u at the endpoints of each of the intervals ji (z’ = 1,2,...). Furthermore 
z, E Lip(l) and v is linear in each interval Ji (i = 1,2,...). 
Next we denote by vk and z the functions defined by (3.3) and (3.4) with u 
replaced by u,* and w respectively. Clearly, {vk} and v satisfy condition (i) 
with respect to the subsequence {un,} and the set A chosen at the beginning 
of the proof. It remains to show that condition (ii) is also satisfied. To this 
purpose we prove, 
and 
ok -+ v in I and v; + v’ a.e. in I (3.5) 
z and a’ dominate {vk} and {vi} respectively in I. (3.6) 
Both of these statements are obvious in I\A. Let us consider an interval Ji . 
At the two endpoints of Ji we have vk = uAI( -+ u = v. Since ok , v are linear 
in Ji it follows that (3.5) holds in Ji . Furthermore, if Xi , X; denote the endpoints 
of Ji (with xi < x;) then 
1 v&x:) - v&Q = 1 u,,(x:) - U,(Xi)l < w(x:) - w(q) = a($) - z(q). 
This follows from the fact that j u& / < w’ a.e. in Ji . In addition 1 vk(xi)l < 
Z(Xi). Since vk and z are linear in Ji it follows that 1 vk 1 < z and 1 v; j < z’ 
in Ji . Thus (3.5) and (3.6) are proved. Finally, (3.5), (3.6) and the fact that 
x E Lip(I) imply (ii). This completes the proof of the lemma. 
Remark. An examination of the above proof shows that the lemma remains 
valid if I is any bounded open subset of R and Lip(I) is replaced by W,,,(I). 
LEMMA 2. Let f E Lip(R) and let I be a bounded open subset of R. Tken 
T,: W,,,(I) -+ W,,,(I) is continuous. 
Proof. Let {u,} be a converging sequence in W,,,(I) and denote its limit 
by u. Clearly Tfun -+ T+ in L,(I). Therefore, in view of (2.1), we have to 
show only 
(f*ou,)u~+(f*~u)u’inL,(I). (3.7) 
For brevity we shall use below the following notation. If y is a function 
in W,,,(I) we denote 
SY = v* “YIY’ (3.8) 
Given E > 0 and a subsequence of {u,} we can extract from it a further 
subsequence, say {u,~~}, such that there exists a corresponding sequence {vJ 
in W,,,(I), a function v in W,,,(I) and a subset A of I of measure less than E, 
for which statements (i) and (ii) of Lemma 1 hold. By Theorem 1 we have 
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Tfuk + I;v in W,,,(I), p E (1, 00). Therefore, by (2.1), Sv, -+ Sv in L,(I). 
It follows that there exists a subsequence of {Q}, say (v~,}, such that A%,, - So 
a.e. in I. 
Hence, by Lemma I(i), SuRL, ---f Su a.e. in I\A. 
Repeating this argument we obtain sequences {u~,~}&, i = 1,2,..., such 
that {u$,r) is a subsequence of (~~3, { ukPi,.J is a subsequence of {u~,~} and 
su,,i-+su a.e. in -I\/& , 
where m(A,) < ejZi. Hence the diagonal sequence {u,,,> satisfies 
S%k -+ su a.e. in I. (3.9) 
In addition the sequence {SZ(~,~}, which is contained in L,(I), is dominated by 
the function Kw’, where K = supf* and w is as in Lemma 1. This fact, together 
with (3.9), implies that Su,,, + Su in L,(I). Thus we have shown that every 
subsequence of (u%} possesses a further subsequence, say (u,,], such that 
sun, -+ Su in L,(I). This implies (3.7). 
We turn now to 
Proof of Theorem 1; the case p = 1. Let x1 ,..., xN be a set of coordinates 
in R,. We shall denote by A(Q) th e set of real measurable functions in Q 
possessing the following property. For every i, i = 1 ,..., N, and almost every 
line 7 parallel to the x,-axis, the restriction of the function to 7 n Q is locally 
absolutely continuous. It is well known that every function w in W,,,(Q) is 
equal a.e. in .Q to a function ZZ belonging to A(Q). If 6 E A(Q) then the partial 
derivatives (in the classical sense) &E/&c~ , i = l,..., N, exist a.e. in Sz and are 
measurable. If w E W;,,(Q) n A@) th en the classical first order derivatives 
of w are also its distribution derivatives. Therefore, by Fubini’s theorem, 
it follows that the restriction of w to T n 52 belongs to W,,,(T n -Q), for almost 
every line parallel to one of the axes. Without loss of generality we shall assume 
that all the functions in W,,,(Q) that we consider belong to A(Q), as well. 
Let {u,,} be a convergent sequence in kV,,,(Q) and denote its limit by u. 
Obviously, Trun -+ T,u in L,(Q). Therefore, in view of (2.1), we have to show 
only, 
(f”O%l )Vu,-+(f*ou)Vu in 1!,,(0)~. (3.10) 
First we shall consider the case where Q is bounded. If 7 is a line parallel to 
the x,-axis such that u /,no and u, IrAn, 71 = 1,2,..., belong to W,.,(, n Q), set 
F,(x20,..., XNO) = s ( al4 au TAP I%--l+ -$-- 1 ax1 I) dm, n 1,2,... 
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where xzo,..., ~~0 are the coordinates of the line T (i.e. r is the line xi = xio, 
i=2 ,..., N). Let 
f-4 = {(x2 ,***, xN): 3x, such that (x1 ,..., xN) E Q}. 
Since u, -+ u in W1,,(Q) it follows (by Fubini’s theorem) that F, -+ 0 inL,(SZ,). 
Hence, there exists a subsequence {F,Q such that Fnk --+ 0 a.e. in Qi . Let 
(xzO,..., XJ be a point in Q, such that FnK(xZo,..., ~~0) -+ 0 and let 7 be the line 
xi = xio, i = 2 ,..., N. Then u,~ lrnn -+ u lrnn in W,,,(T n Q). Therefore, by 
Lemma 2, 
In view of (2.1) this implies, 
ah au (f* +J - axl + (f* 0 24) ax in Lr(7 n Q). 
1 
Set, 
Gk(xZo,..., xNo) = s I %a, m%-J of"%&---- ax1 (f* o u) -& 1 dm. 
Then {Gk} CL,@,) since f * is bounded and the above argument shows that i 




where E = {(x,,...,x,)~Q: (x2 ,..., xN) E El}. The right hand side of (3.11) 
tends to zero when m,(E) -+ 0, uniformly with respect to k since VU,,~ converges 
to Vu in Ll(f2). Thus the functions Gk , k = 1,2,.. . , possess uniformly absolutely 
continuous integrals. Therefore, by Vitali’s theorem, G, + 0 in L,(Q,). In 
view of (3.11) this means that 
cf*%+- 
au 
+ (f * 0 24) z in L,(Q). 
1 
Clearly, every subsequence of {Us} contains a further subsequence for which. 
(3.12) holds. Therefore we get (3.10). 
Next we consider the case where Sz is unbounded. Given E > 0, there exists a 
bounded open subset of 9, say 52’, such that 
f I Vu, I dm, -=c c, 11 = 1; 2,..i . O\Q’ 
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Therefore, 
I n ltf 
*Ou,)Vun-(f*ou)Vu/dmN 
g j, l(f*ou,)\Ju, .- (f * 0 u) Vu / dm, \ c(,E, 
R 
where co is a constant independent of n. By the previous part of the proof, 
the integral on the right hand side of the above inequality tends to zero when 
n -+ co. Therefore, once again, we obtain (3.10). This completes the proof of 
the theorem. 
4. SUPERPOSITION OPERATORS DEFINED BY FUNCTIONS OFPOLYNOMIAL GROWTH 
Let f: R + R be a locally absolutely continuous function. As before, .f*: 
R -+ R will stand for a Bore1 function such that f* = f’ a.e. in R. Suppose 
that u E W:pt(RN). Then it is known that f 0 u E E$‘:(RN) if and only if 
(f * o u) Vu ELM. Furthermore, when this is the case, V( f 0 u) = (f * 0 u) Vu 
a.e. in R, . This result is due to Vallee Poussin [ll] for N = 1 and to Serrin 
(unpublished) for the general case. For further results of this type see [4]. 
ITsing this result one easily obtains, 
LEMMA 3. Let Q be a domain in R, satisfying the cone condition and let 
f: R + R be a locally Lips&z function. Let r, p E [l, co) and suppose that one 
of the following two sets of conditions holds: 
(a) p Y N [ p > 1, ifN = 11, Y = p and, when J2 is unbounded, f (0) = 0; 
01 
(b) p < N and, when Q is unbounded, f (0) = 0, and f’ satisfies 
if ‘(t)l < const. (1 + 1 t I)” (if Q is bounded), 
If’(t)/ ,( const. ] t IQ (if Q is unbounded), a.e. in R, 
(4.1) 
where q is a non-negative number such that 
(q -I- 1 )/P - q/N d l/r < (q + 1)/p, zy p < N; 
l/P < l/r G (4 + 1)/P> if p=Nandq>O, 
r = P, if p=Nandq=O. 
(4.2) 
and 
u E ~I,&4 * (f O u) E ~I.44 
V(fou) = (f*ou)Vua.e.inQ. 
(4.3) 
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Proof. Using Sobolev’s imbedding theorem (see e.g. [I ; p. 971) it is easily 
verified that, under the conditions stated above, f 0 u EL,.(Q) and (f * 0 u) Vu E 
L,(Q) whenever u E W,,,(Q). Therefore (4.3) follows immediately from the 
result quoted at the beginning of the section. 
We prove now, 
THEOREM 2. Under the assumptions of Lemma 3, the mapping T,: WI&l) -+ 
W&2) is continuous. 
Proof. Let f: R -+ R be locally Lipschitz and let p E [l, co). If Q is un- 
bounded assume also that f (0) = 0. Let {u,} be a sequence in WI,@) CI L,(Q). 
Then, 
u, -+ u in W,,,(Qn), 
II %I llL,&2) G c < 00, 12 = 1, 2,... I 
z- T+, + T,u in WI,&‘). (4.4) 
To verify this assertion we define a function g in Lip(R) as follows: 
I f(t), for Itl<c g(t) = f(C)9 for t>c f l-4 for t < -c. 
Clearlyg o u, = f o u, (n = 1,2,...), so by Theorem 1, T,u, + T,u in W,,,(Q). 
This proves (4.4). 
Now, when p > N [ p > 1, if N = 11, every convergent sequence in 
W,,,(Q) is bounded in L, norm. Therefore, in this case, the statement of 
the theorem follows immediately from (4.4). 
Next we consider the case p < iV with f and Y as in (b). We shall assume 
that 4 > 0 since the case Q = 0 is covered by Theorem 1. Here it will be 
convenient to introduce some notations. If w E W,,,(Q) and c > 0 we set, 
SW = (f*ow)Vw, 
A,(w) = {x E Q: / w(x)1 > c>, (4.5) 
w, = h, o w, 
where h,(t) = t for 1 t ] < c, h,(t) = c for t > c, and h,(t) = -c for t < -c. 
Note that by (2.1) w, E W,,,(O) and VW, = 0 a.e. in A,(w), while VW, = Vwi 
a.e. in Q\A,(w). Thus, 
and 
SW, = 0 a.e. in A,(w) 
SW, = SW a.e. in Q\A,.(w). 
(4.6) 
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Let u, + u in W,,,(Q). It is easily verified that Tfun --f T,u inL,,(O). There- 
fore, to prove the theorem, we have to show only that 
su, -+ su in LrN(Q). (4.7) 
First we consider the case where Q is bounded. By Theorem 1, u,,, -+ u, in 
w,,,(Q). Hence by (4.4), Tfsec - Tpe in W,,,(Q). Since (by (4.2)) r .< p, 
this implies 
S%*c -+ su, in L;v(i2). (4.8) 
Further, we claim that, given E > 0, there exist n, and c, > 0 such that 
and 
II S%,c - sun IIL,%2, ( E 
ii S% - SU ll~.,~m < 6 for n > n, and c > co. (4.9) 
By (4.6), (4.5) and (4.1) 
II sun,, - s%3 lIrL,%3) = s I Sun ITdm, A&,) 
< const. 
s A&,) 
(1 + I u, IF I Vu, lr dm, 
< const. IA (u ) (1 + I u, I)” dm, jA (u ) / Vu, lp dm, 
c n c n 
where l/s = (l/r - l/p)/q. By (4.2), p < s < p* = Np/(N - p) if p < K 
andp < s < co if p = N. (Recall that we assume q > 0.) Therefore by Sobolev’s 
imbedding theorem, {u,> is bounded in L,(Q). Thus we obtain 
II s%l,, - Su, ll;rN(aj < const. s I Vu, Ip dmN , A&) 
(n := 1, 2,...) (4.10) 
and, by the same reasoning, 
11 su, - su II;,“(Q) < const. s 
/Vulpdm,. 
A,(u) 
Further we note that, since u, -+ u in measure, 
FmW mN(Ac+r(un)\A,(u)) = 0, uniformly with respect to c. 
(4.11) 
Obviously, m,,,(A,.(u)) -+ 0 when c -+ og. Therefore, given a positive 6, there 
exist n(6) and c(S) such that, 
m,(-%(u)) < S and mN(44) < S for n 2 n(S), c > c(S). (4.12) 
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Finally, applying Vitali’s theorem to the sequence {I Vu, I> which converges 
in L,(O), we see that (4.10), (4.11) and (4.12) imply (4.9). Clearly (4.8) and 
(4.9) imply (4.7). 
It remains to prove (4.7) when 52 is unbounded. Let E be any measurable 
subset of Q. Then, by (4.1), (4.2) and (4.5), 
/I Su, I&N(E) < const. E 1 un IqT I Vu, 1” dm, I 
< const. E 1 Vu, 12, dm, . I 
Here we have used Sobolev’s imbedding theorem, as in the derivation of (4.10). 
Similarly, 
Given E > 0, let Q’ be a bounded subdomain of s2 which satisfies the cone 
property and such that, 
J IVu,Irdm,<E n = 1, 2,... . n\n’ 
Then, 
II S% - SU llL,N(n) G II S% - Su Ilr,N@‘) + II S% - Sf4 II.c,Ntmn’) 
< II %I - SU IIbN(n,) -/- COnSt. &I”. 
However, by the previous part of the proof, Su, + Su in LrN(Q’). Therefore 
we obtain (4.7). This completes the proof of the theorem. 
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