We introduce a class of discrete time stationary trawl processes taking real or integer values and written as sums of past values of independent 'seed' processes on shrinking intervals ('trawl heights'). Related trawl processes in continuous time were studied in Barndorff-Nielsen (2011) and Barndorff-Nielsen et al. (2014) , however in our case the i.i.d. seed processes can be very general and need not be infinitely divisible. In the case when the trawl height decays with the lag as j −α for some 1 < α < 2, the trawl process exhibits long memory and its covariance decays as j 1−α . We show that under general conditions on generic seed process, the normalized partial sums of such trawl process may tend either to a fractional Brownian motion or to an α-stable Lévy process.
Introduction
The present paper introduces a class of stationary random processes of the form
where γ k = {γ k (u), u ∈ R} are i.i.d. copies of a generic process γ = {γ(u), u ∈ R} tending to zero in probability as u → 0, and a j ∈ R for j ∈ N, lim j→∞ a j = 0 are deterministic numbers. Clearly, (1.1) includes the class of causal moving averages X k = ∞ j=0 a j ξ k−j in i.i.d. r.v.s {ξ, ξ k }, which correspond to a trivial process γ = {γ(u) = ξu, u ∈ R}. In as follows, we call X = {X k , k ∈ Z} the trawl process corresponding to the seed process γ = {γ(u), u ∈ R} and trawl a = {a j , j ≥ 0}. The above terminology is borrowed from Barndorff-Nielsen et al. (2014) [4] which considered a related class of trawl processes in continuous time represented as stochastic integrals
where L(dx, ds) is a homogeneous Lévy measure on R 2 , with independent values on disjoint sets, and {d t , t ∈ R + } is a deterministic function satisfying certain conditions. In the case when this function takes constant values d t = a j , if t ∈ (j, j + 1], for j = 0, 1, . . . , the discretized process {Y k , k ∈ Z} in (1.2) coincides with {X k , k ∈ Z} in (1.1) with independent increment (Lévy) seed process ζ(u) = (0,u]×(0,1] L(dx, ds), u ∈ R . Clearly, an integervalued seed process γ = {γ(u), u ∈ R} in (1.1) results in an integer-valued trawl process {X k , k ∈ Z}, similarly as in the case of continuous-time trawl processes of (1.2) studied in [4] . On the other hand, the discrete-time set-up allows us to consider very general seed processes γ which need not be infinitely divisible or have independent increments as in [4] .
( [3] , page 22) note that trawl processes represent a flexible class of stochastic processes which can be used to model serially dependent count data and other stationary time series, where the marginal distribution and the autocorrelation structure can be modeled independently from each other. Particularly, trawl processes can exhibit long memory or long-range dependence, which is usually associated with the divergence of the covariance series: k∈Z |Cov(X 0 , X k )| = ∞, see [12] , and which occurs in models (1.1) and (1.2) when the trawl function decays sufficiently slowly with the lag, see [4] and § 2 below. ( [4] , figure   6 ) exhibit sample paths and autocorrelation graphs of integer-valued trawl process with long-memory trawl function showing a remarkably slow decay and a disagreement between true and sample autocorrelations based on a very large sample length.
The main question studied in this paper, which is also one of the basic questions for statistical applications of trawl processes, is the rate of convergence and the limit distribution of the sample mean. We prove that for trawl process with long-memory trawl function a j decaying as j −α , 1 < α < 2 this limit distribution is either α-stable or Gaussian, moreover, a non-Gaussian stable limit is typical for integer valued seed (and trawl) process, while a Gaussian limit occurs for 'continuous' seed processes, e.g. diffusions or stochastic volatility processes. We note that our non-Gaussian result contradicts the conjecture in ( [4] , page 708) about a Gaussian partial sums limit for long-memory trawl process in (1.2). In particular, for a standard Poisson seed process γ and a j ∼ c 0 j −α , 1 < α < 2 we obtain, with
whose second order moments converge to those of a fractional Brownian motion, B H with index H:
Moreover, Z n (t) → 0 in probability (the process is evanescent) but n H− 1 α Z n (t) converges to a non-trivial limit which is an α-stable Lévy process.
A similar phenomenon (convergence of the partial sums process to a Lévy stable process)
occurs for a number of long-range dependent stationary processes with finite variance, see [28] , [29] , [17] , or [23] , [30] , [19] , [27] , [16] , [24] and the references therein, although in most of the literature this convergence is limited to finite-dimensional distributions. For M/G/∞ queue with heavy-tailed activity periods, the adequate functional convergence was proved in [25] . Since the limiting stable processes in these works have independent increments, the above behavior is sometimes called 'distributional short-range dependence' in contrast to 'distributional long-range dependence' occurring when the limit of the partial sums process has dependent increments. See [8] , [20] . See also [21] for a nice discussion of stable and
Gaussian limits under long-range dependence.
2 Discrete-time trawl process
Existence of discrete-time trawl process
Let γ k = {γ k (u), u ∈ R} be i.i.d. copies of a generic seed process γ = {γ(u), u ∈ R} with finite variance g(u) = Var(γ(u)) and mean µ(u) = Eγ(u) tending to zero as u → 0 so that γ(0) = 0 and γ(u) → P 0 as u → 0. A trawl a = {a j ≥ 0, j ∈ N} is a deterministic sequence such that lim j→∞ a j = 0. We shall assume that
The trawl process X = {X k , k ∈ Z} corresponding to trawl a = {a j ≥ 0, j ∈ N} and seed process γ = {γ(u), u ∈ R} is defined as
denote the covariance function of the seed process γ. 
Clearly, if the seed process takes integer values: γ(u) ∈ Z, u ∈ R, this property also holds for the trawl process:
The following examples show that the class of trawl processes is very large.
Example 1 (Random line seed process). Let γ(u) = ξu, u ∈ R, where ξ is a r.v. with zero mean and variance σ 2 < ∞. Then µ(u) = 0, g(u) = σ 2 u 2 and condition (2.4) translates to ∞ j=0 a 2 j < ∞. Then X in (2.5) is a moving-average: 
and X in (2.5) agrees with an AR(1) process written as a moving-average in (2.8) with
Gaussian innovations ξ k ∼ N (0, σ 2 ) and σ 2 = 1 + a.
Example 3 (Poisson and Bernoulli seed processes). Let γ(u) = P (u), u ∈ R + , where P is a Poisson process with mean µ(u) = u, covariance ρ(u, v) = Cov(P (u), P (v)) = u ∧ v and a j ≥ 0. Then X in (2.5) is a stationary process with mean EX k = ∞ j=0 a j and the same covariance as in Example 2. Moreover, X k takes integer values and has a Poisson marginal distribution with mean EX 0 .
The above example can be generalized by considering a mixed Poisson seed process γ(u) = P (uζ), where P is as above and ζ > 0 is a random variable with Eζ < ∞, independent of P .
Particularly, [6] proved that when ζ is exponentially distributed then P (uζ) has negative binomial marginal distribution.
The Bernoulli seed process is defined by γ(u) = 1(U ≤ u), where U ∼ U [0, 1] is a uniformly distributed random variable. Note also
Further examples of trawl processes can be found in § 3.1 (Examples 4-5) and § 3.2 (Example 6). As explained in § 1, this paper is focused on long memory properties and the behavior of the partial sums process of stationary trawl process X in (2.5).
Second order properties of discrete-time trawl process
The covariance function Cov(X 0 , X k ) in (2.7) depends both on the trawl a = {a j } and on the covariance function ρ(u, v) of the seed process. In order to characterize long memory property in terms of the trawl a = {a j } alone, it is convenient to impose a linear growth condition on the variance g(u) = Var(γ(u)) at the origin u = 0:
Under (2.9), condition (2.4) is equivalent to the summability of the trawl sequence:
Moreover, for obtaining more precise decay of the covariance function in (2.7) we also assume
Clearly, the trawl processes in Examples 2 and 3 satisfy (2.9) and (2.11) provided the seed processes in these examples are suitably extended to negative u < 0. Denote by S n = n k=1 X k the partial sums process of the trawl process in (2.5).
Proposition 2. (i) Assume conditions (2.3), (2.9), (2.11) and
and
14)
where c 1 = c 0 /(α − 1), and
where
Remark 1. The estimation of the parameter of interest needs additional work: it will be considered in further papers.
Proof. (i) Let c 0 > 0 in (2.12), the case c 0 < 0 follows analogously. Then a j > 0, and a k+j > 0 hold for all k ≥ 1 and j > j 0 , where j 0 is large enough. Moreover, for any ǫ > 0 there exists j 0 < j ǫ < ∞ such that
Indeed, by (2.12) we have that for any ǫ > 0 there exists
. . . ,
. . . .
By (2.9), (2.12) and Cauchy-Schwartz inequality, for any fixed ǫ > 0 and 1
Next, by (2.11) and (2.12), |ρ(a j , a j+k )| ≤ C|a j | ∧ |a j+k | ≤ Cj −α , (∀ j, k ≥ 1) and therefore
can be made arbitrarily small uniformly in k ≥ 1 by choosing ǫ > 0 small enough. Finally, by (2.19) and (2.11),
According to (2.20) and (2.21), for any δ > 0 and any ǫ 0 > 0 one can find 0 < ǫ < ǫ 0 and 
Proposition 2 is proved.
Partial sums limits of trawl processes
We shall consider two typical cases of the seed process γ in (1.1):
Case 1: γ(u), u ≥ 0 is centered: µ(u) = 0 and a.s. continuous (e.g., a Brownian motion).
Case 2: γ(u), u ≥ 0 is a pure jump process (a typical example is a Poisson process with
Particularly, in Examples 2 and 3 of γ (Brownian motion and Poisson process) and a regularly decaying trawl a = {a j } in (2.16) with exponent 1 < α < 2 the conditions of Proposition 2 (i) are satisfied and the covariance function of the trawl process decays as k 1−α , see (2.13). The last fact implies that the variance of S n = n k=1 X k grows faster than n, see (2.18).
In the following subsections we detail conditions on the seed process {γ(u), u ∈ R} which guarantee that the partial sums process of the trawl process {X k } with regularly decaying trawl (2.12) tends to either a Gaussian process (fractional Brownian motion with Hurst parameter H = (3 − α)/2 ∈ (1/2, 1) (Case 1) or to a α-stable Lévy process (Case 2).
The following decomposition of the partial sums process as a sum of independent random variables is crucial for the proofs of Theorem 1 and Theorem 2. topologies, see Skorohod [26] or [5] , [22] , [25] . Denote |µ| 2+δ (u) = E|γ(u)| 2+δ the absolute (2 + δ)-moment of the seed process.
Lemma 1 (Decomposition). We have
S n = n k=1 X k = n s=−∞ Z s,n ,
Gaussian scenario (Case 1)
Theorem 1.
(i) Assume µ(u) = Eγ(u) = 0, (2.9), (2.11), (2.12) and
where B H is fractional Brownian motion with variance EB 2 H (t) = t 2H and c 2 is defined in (2.14).
(ii) Assume µ(u) = Eγ(u) = 0, (2.15), (2.16), (3.23) and σ 2 = k∈Z Cov(X 0 , X k ) = 0.
where B is a Brownian motion with variance EB 2 (t) = t. 
In addition, if
for some δ > 0. Then all statements in part (ii) remain valid.
Proof. (i) Consider the convergence of one-dimensional distributions:
In view of (2.14) and Lemma 1, relation (3.27) follows by Lindeberg's theorem provided
By Minkowski's inequality and assumptions (2.10) and (3.23) we obtain
. The same relation for L − n follows from
, with
This proves (3.28) and the one-dimensional convergence in (3.27). Finite-dimensional convergence in (3.24) follows similarly using Cramér-Wold device. Finally, the tightness in D(J 1 ) of the partial sums process in (3.24) follows by Kolmogorov's criterion and from property (2.14) (see, e.g. [12] , proposition 4.
2.2). This proves part (i).
(ii) Again, it suffices to prove the convergence of one-dimensional distributions:
By writing S n as in (3.22) and using Lindeberg's theorem relation (3.30) follows from
Using Minkowski's inequality and assumptions (3.23) and (2.16) similarly as in part (i) we
and hence 
Using (3.32) and ∞ k=1 |a k | 1 2 < ∞, we get max |s|≤n E|Z s,n | 2+δ < C and
This proves (3.34) and part (ii), too.
(iii) Similarly as in (3.29) and using (3.26) we get 
Therefore conditions (2.9), (2.11) are satisfied. We also have by Taylor's expansion that |µ| 4 (u) = E e B(u)−u/2 − 1 4 = e 6u − 4e 3u + 6e u − 3 = O(u 2 ), u → 0 so that (3.23) is satisfied with δ = 2.
Example 5 (Diffusion process).
with B a Brownian motion, and (b(v)) v≥0 a random predictable process with lim v→0 Eb 2 (v) =
, 0 ≤ u ≤ v so that conditions (2.9) and (2.11) are satisfied. Moreover, if E|b(v)| 2+δ ≤ C then by the moment inequality for Brownian integrals (see, e.g. [18] , theorem 9.9.2)
hence assumption (3.23) holds, too.
Stable scenario (Case 2)
We assume now that seed process γ = {γ(u), u ≥ 0} is a piecewise constant nondecreasing process starting at γ(0) = 0 with unit jumps at points 0 = τ 0 < τ 1 < τ 2 < · · · :
and such that the distribution of the first jump-point τ 1 > 0 has a bounded probability density θ(u):
Moreover, we shall assume that there exists δ > 2(α − 1) such that 
9) of Proposition 2 (i). In addition, if
Proof. From (3.36) we have
and hence (1)) and from (3.39),
Therefore,
Similarly, for the second moment µ 2 (u) = Eγ 2 (u) from (3.41), (3.37), (3.39) we obtain
Clearly, (3.42) and (3.43) imply (2.3) and (2.9). Consider assumption (2.11). Since
From (3.41) for 0 < u ≤ v we obtain
where (3.39) . Hence and from (3.40) we have that
implying (3.44) and (2.11), too.
Theorem 2.
Assume that a j ≥ 0 satisfy the regular decay condition in (2.12) with exponent 1 < α < 2 and that the seed process in (3.36) satisfies conditions (3.37)-(3.39). Then
where L α (t), t ≥ 0 is a homogeneous α-stable Lévy process with characteristic function
Then Z ≥ Z * ≥ 0 and the series for Z in (3.47) converges a.s. in view of (3.42) and has finite mean:
We shall prove that the tail d.f. of r.v. Z decays regularly with exponent α ∈ (1, 2):
Relation (3.48) follows from (3.47) and
Consider the first relation in (3.49). Since P(Z * > k − 1) ≥ P(Z * > y) ≥ P(Z * > k)
when k − 1 ≤ y ≤ k, it suffices to show (3.49) for y = k − 1, or the probability P(Z * ≥ k), k ∈ N + . As noted in the proof of Proposition 2, for any ǫ > 0 there exists j 0 > 0
Clearly, for any k ≥ 1 we have
, where
According to (3.37), as k → ∞,
and, similarly,
is arbitrary small, proving the first relation in (3.49). To prove the second relation in (3.49), note Z * * ≤ ∞ j=0 γ(a j )1(a j ≥ τ 2 ) and then by (3.39) and Minkowski's inequality we obtain
proving the second relation in (3.49) and hence (3.48) as well. In turn, (3.48) implies that the distribution of r.v. Z belongs to the domain of attraction of asymmetric α-stable law, viz.,
) and L α is the α-stable Lévy process in (3.24)- (3.46) . See e.g. ( [13] , theorem 2.6.7).
Relation (3.45) follows from (3.50) if we show that the partial sums process in (3.45) can be approximated by the partial sums process in (3.50), in the sense that
We have S n − S n = R ′ n − R ′′ n , where
then R ′ n ≥ 0, R ′′ n ≥ 0. Using (3.42) and (2.12) we obtain
implying (3.51) since 2 − α < 1/α for 1 < α < 2. Theorem 2 is proved.
Example 6 (Jump processes and the assumptions of Theorem 2). For such a jump process
Conditions in (3.37)-(3.39) on the seed process {γ(u), u ≥ 0}
in Theorem 2 are rather weak and essentially involve the distribution of the first jump-point τ 1 provided the second jump τ 2 cannot occur very fast after τ 1 . Particularly,
• The Bernoulli process is very simple: in this case
• The Poisson process in Example 3. Indeed, for γ(u) = P (u) (3.39) holds since
Verification of (3.40) for γ(u) = P (u) is slightly more involved, as follows. Let
• Other examples of jump processes satisfying (3.37)-(3.39) include mixed Poisson processes (Example 3) and renewal process with independent intervals τ 1 and τ 2 − τ 1 and
as in the Poisson case. The same conditions also holds for mixed Poisson processes driven by some random variable ζ > 0 (Example 3). (thus again the case of negative binomials fits our result as sketched in [6] 
Proof. By ( [22] , theorem 1) it suffices to verify that X 1 , X 2 , X 3 , . . . are associated random variables. By ( [10] , property P 5 ) it is enough to check association of
for each N ∈ N and k ∈ N, where γ j (·) are independent copies of (3.36). This in turn is implied by ([10] , properties P 4 and P 2 ), provided the family γ(a 1 ), γ(a 2 ), γ(a 3 ), . . . , is associated. But
and by arguments already presented above it is enough to prove association of random 
In particular, if γ + j and γ − j are identically distributed, then the resulting trawl process is centered and the limiting Lévy process is symmetric. This is the case if e.g. γ ± are both homogeneous Poisson processes with identical intensities or Bernoulli processes γ ± (u) = 1(U ± ≤ u) for independent uniform rvs, U ± . (see e.g. ([1], corollary 2.2) ). In the functional limit theorem given below we follow this general approach and obtain the functional convergence in the non-Skorohodian S topology (see [14] ). We shall denote by → D(S) the weak convergence in the Skorohod space D[0, 1] equipped with the S topology). → D(S) K(t).
Proof. By ( [1] , theorem 3.13) (3.56) implies the uniform S-tightness of the corresponding processes. The proof of ( [1] , proposition 3.16) gives the uniform S-tightness of the differences. A direct application of ( [1] , proposition 3.3) concludes the proof. .
