Abstract. We present explicit and precise expressions for the Faber polynomials on circular sectors up to degree 20. The precision is obtained by modifying (and simultaneously speeding up) an algorithm of Coleman and Smith so that an essential part of the Faber polynomials can be represented using only rational numbers. The growth of the coefficients of the Faber polynomials is determined. In addition, explicit expressions are given for the area two-norm and line two-norm of these polynomials. A conjecture is stated with respect to the uniform (infinity) norm which would also allow the explicit computation of the corresponding uniform norms of the Faber polynomials. Apart from a table of Faber polynomials, there are several other tables and graphs that illustrate the behavior of the Faber polynomials.
Introduction
Let S c C be a compact set whose complement admits a conformai mapping <p onto the exterior of a compact disk D. One may assume that the disk is centered at the origin and also that <p is normalized by the condition (1.5) ||r"||«=max|r"(z)|< H/y,» for all P" e n", zES where all polynomials are monic. We will use the notation n" for the set of all polynomials up to degree « over K, where K = C or K = 1. The definition of Chebyshev polynomials implies for the Faber polynomials Fn that (1) (2) (3) (4) (5) (6) ll^nlloo < ll-^nlloo • If S is a disk or an interval, the polynomials F" and Tn coincide. For the unit disk we have F"(z) -T"(z) = z" and H^Hoo = 1. For the interval S = [0, 1] we have Fn{z) = Tn{z) = 21-2"cos(«arccos(2z -1)), and thus HiViHoo = 21-2" for « > 0. In the latter case, the Fn coincide with the ordinary Chebyshev polynomials adjusted to the interval [0,1] and scaled so that the leading coefficient is one. We will consider how to compute the norms of Faber polynomials in §3. Further results on Faber polynomials can be found in Ellacott [5] .
Computation of Faber polynomials for circular sectors
Since the recursion formulae were derived by Coleman and Smith, we only describe those steps necessary to derive Faber polynomials for circular sectors For a given Sa we do the following steps:
Step 1. Compute Legendre polynomials P and polynomials a:
a"{x) = Pn{x) + Pn-i(x), «>0;
Step 2. Compute coefficients ß of the Laurent expansion:
Step 3. Define b by multiplying ß with powers of the transfinite diameter p :
bn(x) = ßn(x)pn+l, «>0;
Step 4. Compute Faber polynomials F and replace x by 1 -2c:
Observe that c increases from 0 to 1 and p increases from 0.25 to 1 as a increases from 0 to n. Apart from small notational differences, Coleman and Smith's computation is the same. However, we can make some simplifications. When a = n, the «th Faber polynomial reduces to zn , which is reflected by c -1 = 0, or, equivalently, by x + 1 = 0. Therefore, the Faber polynomial F" must have the form Fn(z) = z" + (1 -c)n"-i(z), where 7r"_i € Il"_i. Furthermore, we can eliminate the transfinite diameter p by observing that (2.4) Fn{zp) = p"{zn + (1 ~ ^fo-i.o*""1 +A.-1.1*""2
This follows from Steps 3 and 4. We use the following notation:
*o = i;
where On is now independent of p and the coefficients pn-ij e IL;, ; = 0, 1,...,«-1, are polynomials in the variable c. The geometric meaning of c is given in (2.3). The polynomials (2.6) Fn
are the scaled Faber polynomials. Now it is easy to see that the functions 0" obey the same recursion as the functions Fn in Step 4, after the 6's are replaced with the ß's. Thus, computing 3>" rather than F" eliminates Step 3. But we can do better. Since the polynomial factor of 1 -c in (2.5) contains already all the essential information about 0" , we derive a recursion for this factor. For c < 1, we denote the factor by (2.7) <t>"-l(z)=pn-U0Zn-1+Pn-l,lZ"-2 + ---+Pn-l,n-l, «>0, which changes (2.5) to (2.5') «o=l; 4>"(z) = 2B + (l-c)¿n_i(z), «>0.
In terms of the newly introduced 4>"-\, the recursion of Step 4 reads:
Since a"(-l) = P"(-l) + P"_i(-1) = 0, where « > 0, all polynomials a have the factor x + 1, or, equivalently, the factor 1 -c. The same applies to the polynomials ßn, as is evident from Step 2. Therefore, by one sweep of the Homer scheme at x = -1 or at c = 1, this factor can be cancelled, thus obtaining ßk = ßk/(l -c).
It is unreasonable to work with the two closely related geometric quantities x and c simultaneously. Therefore, we delete x and work with c only. Since the Legendre polynomials are only used to generate the polynomials a, they need not be stored. In the following algorithm we assume that we want to compute all Faber polynomials up to a certain degree «max > 1. We replace the above steps by 
print polynomial coefficients of (¡>[n\ ; measure the computing time;
Example. We compute the quantities necessary to generate the Faber polynomials Fn and the polynomials <p"-i for « < 4. We do not list the 0" , since they are immediate from </>"_i and (2.5').
Step 1. P0 = 1 ; Pi{x) = x ; P2{x) = \{-\ + 3x2) ; P3(x) = \{-3x + 5x3) ; PA(x) = ¡{3-30x2 + 35x4); On = 1 ; ax{x) = l+x; a2{x) = \{-\+2x + 3x2)\ a3{x) = {(-l-3x + 3x2 + 5.x3) ; a4(x) = |(3 -12a: -30.x2 + 20x3 + 35x4) ;
Step2. ß0(x) = l+x; ßl{x) = \(-l+2x+3x2); ß2(x) = -^{-l -lx+x2+lxi); ßi(x) = 4^(5 + 4x -30x2 -4x3 + 25x4) ;
Step 3. b" = pn+lß";
Step4. F0=l; F{(z) = z-p(l+x) ; F2(z) = z2-2p(l+x)z+^p2(3+2x-x2) ; F3(z) = z3 -3p(\ + x)z2 + ¡p2{5 + 6x + x2)z -\p\3 + x-x2 + xi); F4(z) = z4 -4p{l + x)z3 + p\l + lOx + 3x2)z2 -±/>3(17 + 23* + 7x2 + x3)z + i/(l 1 + Ax + 2x2 + 4jc3 -5jc4) .
Algorithm. a\{c) = 2-2c; a2{c) = 2-8c + 6c2 ; a3(c) = 2-18c + 36c2-20c3 ; a4(c) = 2-32c+ 120c2 -160c3 + 70c4 ; ß0 = 2; À(c) = 1 -3c; ß2(c) = -8/3c + 14/3c2 ; ß3(c) = -4/3c+ 23/3c2-25/3c3; 0o = -2 ; 0!(z) = -4z + 2(1 + c) ; 02(z) = -6z2 + 3(3 -c)z -2(1 + 2c2) ; <t>3(z) = -8z3 + 4(5 -3c)z2 + (-16 + f c -f c2)z + 2(1 + c -3c2 + 5c3).
In order to make the structure of the coefficients pn-ij defined in (2.5) more explicit, we show their dependence on « . For « > 0, for ;' = 0, 1, ..., «, and for s -j(j + l)/2 + 1, we define
Pn,j(c) = ïn+\,s + 7n+\ ,s+\C + ■■■ + yn+iiS+jCj .
Therefore, the coefficients yn+\tk may be regarded as the elements in row « + 1 of a matrix (2.10) T={yjk), j=l,2,...; k=\,2,...,j(j+l)/2, which has infinitely many rows. Row j is finite with j(j + l)/2 elements. As an example, we put the above <fo into the form of notation (2.9) and obtain fa(z) = -8z3 + 4(5 -3c)z2 + ( 
Proof. Immediate from Steps 1-4 and (2.4), (2.9). D
In Table 5 of the appendix (see supplement section at the end of this issue), we list the polynomials pn-\,j for j -0(1)« -1 and « = 1(1)20. Compare also (2.9). The polynomials pn-\,j define the polynomials </>"_i(z) = J2"=o P"-iJz"~j~1 • The polynomials 0"_i(z) define the polynomials <D"(z) (compare (2.5)). In turn, the polynomials <ï>n(z) define the Faber polynomials F"(z) (compare (2.6) and (2.2)).
If we were to store all coefficients for degrees up to « , we would need 1 + 3 + 6+-• -r-0.5«(«-f-1) = n(«-r-l)(«+2)/6 storage locations. For « = 5, 10, 15, 20, and 100, these numbers are 35, 220, 680, 1540, and 171700, respectively. In comparison, Coleman and Smith [2] required 628 numerical coefficients for the coefficients of the Faber polynomials up to degree 15 on only six selected opening angles.
From Table 5 After some calculation, we see that
is valid for all « . This implies that we know the entire column of T as soon as the first entries are known. The regularity of the above matrix T is expressed in the following theorem.
Theorem 2. Let T = (yjk) be the matrix defined in (2.9), (2.10), (2.4), (2.5).
For each fixed k = 1, 2, ... , there exists a polynomial nk e Uj0 such that (2A3) yjk = nk(;') for all j > j0, where j0 is uniquely defined by (2.14) MJo + l)/2 < k < O« + l)(;o + 2)/2.
Proof. By the recursion (2.8), using induction. D
The above yjk are just the coefficients of the polynomial Pj-\j0 e nj0. In order to compute the nk , we interpolate the first entries of column k of F. That is, we interpolate the points (j, yjk) for j = jo, jo + l,..., 2j0 . If we choose the Newton form for nk , then the result can be put in the form
and we can store these results in a matrix where ;0 was already defined in (2.14). Examples were already given directly after matrix (2.12).
Suppose we know the first « Faber polynomials, or, equivalently, the matrix r" . By Theorem 2, the first [«/2]([«/2]+l)/2 columns of the infinite matrix V are known completely. Here, [x] denotes the largest integer less than or equal to x. In particular, Theorem 2 gives full information about the growth of the coefficients of the Faber polynomials.
TWO-NORMS AND INFINITY NORM OF FABER POLYNOMIALS ON CIRCULAR SECTORS
We now consider ||P"||oo and \\Fn\\2. Note that the latter norm can be explicitly computed. In the case of the two-norm, we will consider the area norm and the line norm separately. We also state a conjecture about the uniform norm that would allow an explicit and easy computation of ||Pn||oo • 3.1. The area norm of Faber polynomials on circular sectors. In order to compute the (area) two-norm, assume first that the opening angle a of the sector Sa is positive. In this case, the square of the two-norm of the scaled Faber polynomials (cf. (2.6)) is for s = t.
íKwV dvdw -( ,/p s+l Combining these results, we obtain for a > 0 the following final formula:
In the disk case (a = n , c = p = 1), this formula reduces to For a = 0 we delete the factor 2, and for a = n we omit the integrals over the straight parts of the sector. So, we obtain f4í+'/(s + í+l) fora = 0, (3.8b) îs,t = { (0 forsyít, \ { " " for a = n. K [ 2n for s = t, Thus, the final formula for \\Fn\\\ is the same as formula (3.4), when replacing IStt with îs>t from (3.8a) and (3.8b).
3.3. Infinity norm of Faber polynomials on circular sectors. The results of Coleman and Smith [1] , partly due to Pommerenke [10] and Walsh [12, p. 319] are: (3.9) ||r"||0o<||P"||0O<2||r"||0O, (3.10) 1 < Halloo < 2, 1 for a -n, (3.11) lim ||P"||oo:
where F" are the scaled Faber polynomials as introduced in (2.6). The situation for obtaining explicit expressions for ||Pn||oo is not so favorable. However, supported by numerical experiments, we formulate the following conjecture.
Conjecture. Assume that 0 < a < n and « > 0. Then the norm ||Pn||oo is always attained at the origin z -0 or at the two corners z = e±ia of the sector Sa. For fixed n there is a critical angle a" such that for a < a" the norm is attained only at the origin, and for a > an the norm is attained only at the two corners. For a = an the norm is attained only at the origin and at the two corners.
For « -1 we can find the above critical angle by solving |Pi(0)| = Fi(eia)\ for a with a pocket calculator (HP 15C) and obtain as solution «i «0.61838434 Table 1 . In geometric terms, the above conjecture means that the contour line (or lemniscate) L = {z € C: |jF"(z)| = ||P,¡||oo} contains the underlying sector Sa in its interior and touches it at most at the corners of the sector. A graph for a = n/4, « = 4 is given in Figure 1 . It was produced with MATLAB from data computed by a Pascal program. Generally, these contour lines approach the sector Sa with increasing degree «. A similar graph for a Chebyshev polynomial is given by Grothkopf and Opfer [8] . Some selected values of ||Pio|| for all considered norms are shown in Table 2 .
An upper bound for the two-norms is easily obtained by means of infinity norms. If p" is any polynomial in n" on the sector Sa , we have for a > 0 (3.12) \\Pnh < Vä\\Pn VT+2ä \\Pn\h < C\\P"\ for 0 < a < n, for a = iz. Lemniscate of Faber polynomial P4 on quarter disk (upper half) Table 2 Norms of Fi0 for selected opening angles 
Report on computations
We used several computers and symbolic algebra systems, as listed in Table   3 . The SIEMENS 7.882 computer is a large mainframe, the Symbolics 3650 is a workstation whose native language is Lisp, and the other computers are personal microcomputers. We tested our algorithms on the various machines by computing the Faber polynomials up to a certain degree « and observing the corresponding computing times. Denote by time" the computing time for computing all Faber polynomials up to degree « for a fixed combination of computer and program. We observed in our experiments that the quotient qn = time«/time,,-, i depended on the specific computer and program, but was almost independent of « . Thus, the computing time can be predicted by the formula (4.1) time" = (^"-"«time,,,,, « > «o. 
