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A NOTE ON PAIR DEPENDENT LINEAR STATISTICS WITH
SLOWLY GROWING VARIANCE.
ANDER AGUIRRE AND ALEXANDER SOSHNIKOV
Abstract. We prove Gaussian fluctuation for pair counting statistics of the form∑
1≤i6=j≤N f(θi−θj) for the Circular Unitary Ensemble (CUE) of random matrices
in the case of a slowly growing variance in the limit of large N.
1. Introduction
The study of random matrix theory goes back to the principal component data anal-
ysis of J. Wishart in 1920s-1930s and revolutionary ideas of E.Wigner in quantum
physics in 1950s that linked statistical properties of the energy levels of heavy-nuclei
atoms with spectral properties of Hermitian random matrices with independent com-
ponents.
In 1960s, F. Dyson introduced three archetypal types of matrix ensembles: Circular
Orthogonal Ensemble (COE), Circular Unitary Ensemble (CUE), and Circular Sym-
plectic Ensemble (CSE), see e.g. [7]-[10]. The probability density of the eigenvalues
{eiθj}Nj=1, 0 ≤ θ1, . . . , θN < 2pi, is given by
pN(θ) =
1
ZN(β)
∏
1≤j<k≤N
∣∣eiθj − eiθk ∣∣β ,(1.1)
where β = 1, 2,and 4 correspond to COE, CUE, and CSE, correspondingly. For arbi-
trary β > 0, a (sparse) random matrix model with eigenvalues distribution following
(1.1) was introduced in [15]. The ensemble (1.1) for arbitrary β > 0 is known as the
Circular Beta Ensemble (CβU).
The Circular Unitary Ensemble (β = 2) corresponds to the joint distribution of the
eigenvalues of an N ×N random unitary matrix U distributed according to the Haar
measure. In particular, the partition function is given by
ZN(2) = (2pi)
N ×N !(1.2)
In [1], pair counting statistics of the form
SN(f) =
∑
1≤i 6=j≤N
f(LN(θi − θj)),(1.3)
were studied for CβE (1.1) for 1 ≤ LN ≤ N under certain smoothness assumptions
on f. The research in [1] was motivated by a classical result of Montgomery on pair
correlation of zeros of the Riemann zeta function [18]-[19]. Assuming the Riemann
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Hypothesis, Montgomery studied the distribution of the “non-trivial” zeros on the
critical line 1/2 + iR. Rescaling zeros {1/2± γn},
γ˜n =
γn
2pi
log(γn),
Montgomery considered the statistic
∑
0<γ˜j 6=γ˜k<T
f(γ˜j − γ˜k) for large T and suffi-
ciently fast decaying f with suppF(f) ⊂ [−pi, pi], where F(f) denotes the Fourier
transform of f. The results of [18]-[19] imply that the two-point correlations of the
(rescaled) critical zeros coincide in the limit with the local two point correlations of
the eigenvalues of a CUE random matrix.
The results of [1] deal with the limiting behavior of (1.3) in three different regimes,
namely macroscopic (LN = 1), mesoscopic (1 ≪ LN ≪ N) and microscopic (LN =
N). In the unscaled LN = 1 case it was shown that
SN(f) =
∑
1≤i 6=j≤N
f(θi − θj),(1.4)
has a non-Gaussian fluctuation in the limit N → ∞ provided f is a sufficiently
smooth function on the unit circle.
Namely, let f be a real even integrable function on the unit circle. Denote the Fourier
coefficients of f as
fˆ(k) =
1
2pi
∫ 2pi
0
f(x)e−ikxdx.(1.5)
Let us assume that f ′ ∈ L2(T) for β = 2,∑k∈Z |fˆ(k)||k| <∞ for β < 2, ∑k∈Z |fˆ(k)| ×
|k| log(|k|+1) <∞ for β = 4, and∑k∈Z |fˆ(k)||k|2 <∞ for β ∈ (2, 4)∪ (4,∞). Then
we have the following convergence in distribution as N →∞:
SN(f)− ESN (f) D−−→ 4
β
∞∑
k=1
fˆ(k)k(ϕk − 1),
where ϕm are i.i.d. exponential random variables with E(ϕm) = 1. For β = 2 the
result was proven under the optimal condition
∑
k∈Z |fˆ(k)|2|k|2 <∞.
The goal of this paper is to study the fluctuation of the pair counting statistic (1.4)
when Var(SN (f)) slowly grows with N to infinity.
Definition 1.1. A positive sequence VN is said to be slowly varying in sense of
Karamata ([4]) if
lim
n→∞
V⌊λN⌋
VN
= 1, ∀λ > 0,(1.6)
where ⌊m⌋ denotes the integer part of m .
The following notation will be used throughout the paper:
VN =
k=N∑
k=−N
| ˆf(k)|2|k|2.(1.7)
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Theorem 1.2. Let f ∈ L2(T) be a real even function such that VN =
∑k=N
k=−N | ˆf(k)|2|k|2,
N = 1, 2, . . . , is a slowly varying sequence that diverges to infinity as N →∞. Then
we have the following convergence in distribution
SN(f)− ESN(f)√
2
∑N
−N |fˆ(k)|2|k|2
D−−→ N (0, 1)
Linear statistics of the eigenvalues of random matrices
∑N
j=1 f(λj) have been studied
extensively in the literature. Johansson ([11]) proved for (1.1) for arbitrary β > 0
and sufficiently smooth real-valued f that∑N
j=1 f(θj)−Nfˆ(0)√
2
β
∑∞
−∞ |fˆ(k)|2|k|
converges in distribution to a standard Gaussian random variable. In particular, for
β = 2 he proved the result under the optimal conditions on f , namely
∞∑
−∞
|fˆ(k)|2|k| <∞.
If the variance of the linear statistic goes to infinity with N, Diaconis and Evans [5]
proved the CLT in the case β = 2 provided the sequence {∑N−N |fˆ(m)|2|m|}n∈N is
slowly varying.
For the results on the linear eigenvalue statistics in the mesoscopic regime∑N
j=1 f(LNθj), 1 ≪ LN ≪ N, we refer the reader to [21], [3], [16], and references
therein. For additional results on the spectral properties of CβU we refer the reader
to [6], [12], [2], [22], [14], [17], [20], [23], [24], and references therein.
The proof of the main result of the paper (Theorem 1.2) is given in the next section.
Throughout the paper, he notation aN = O(bN) means that the ratio aN/bN is
bounded from above in absolute value. The notation aN = o(bN)means that an/bN →
0 as N → ∞. Occasionally, for non-negative quantities, in this case we will also use
the notation aN ≪ bN .
Research has been partially supported by the Simons Foundation Collaboration Grant
for Mathematicians #312391.
2. Proof of Theorem 1.2
The section is devoted to the proof of Theorem 1.2. We start by recalling the formula
for the variance of SN(f) from Proposition 4.1 of [1]:
Var(SN (f)) = 4
∑
1≤s≤N−1
s2|fˆ(s)|2 + 4(N2 −N)
∑
N≤s
|fˆ(s)|2
(2.1)
− 4
∑
1≤s,t
1≤|s−t|≤N−1
N≤max(s,t)
(N − |s− t|)fˆ(s)fˆ(t) − 4
∑
1≤s,t≤N−1
N+1≤s+t
((s+ t)−N)fˆ(s)fˆ(t).
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Our first goal is to show that the last two (off-diagonal) terms in the variance expres-
sion (2.1) are much smaller than VN =
∑N
s=−N s
2|fˆ(s)|2 for large N provided (1.6) is
satisfied.
Lemma 2.1. Let VN from (1.7) be a slowly varying sequence diverging to infinity as
N →∞. Then, as N →∞, we have
(i)
∑
1≤s,t≤N
s+t≥N+1
s|fˆ(s)| · |fˆ(t)| = o (VN) ,
(ii)
(N + 1)
∑
s−t≤N
s≥N+1
1≤t≤N
|fˆ(s)| · |fˆ(t)| = o (VN) ,
(iii)
N
∑
|s−t|≤N−1
s,t≥N
|fˆ(s)| · |fˆ(t)| = o (VN) .
The proof of the lemma is somewhat similar to the proof of Lemma 4.4. in [1]. For
the convenience of the reader, we give the full details of the proof below.
Proof of Lemma 2.1
Proof of (i).
Let xs = s|fˆ(s)| for 1 ≤ s ≤ N and XN = {xs}Ns=1. Define a vector YN := XN ×
1(s>N/2), so that the first ⌊N/2⌋ coordinates of YN are zero and the rest coincide with
the corresponding coordinates of XN . We note that
2||XN ||22 = VN and ||YN ||22 = o(VN),(2.2)
where ||X||2 denotes the Euclidean norm of a vector X ∈ RN . The last bound follows
from the condition (1.6) on the slow growth of VN .
We now write the off diagonal variance term in (i) as a bilinear form:
∑
1≤s,t≤N
s+t≥N+1
s|fˆ(s)| · |fˆ(t)| =
N∑
t=1
xt ·
(
1
t
N∑
s=N−t+1
xs
)
=
N∑
t=1
xt ·
(
1
t
t∑
s=1
(UNXN)s
)
= 〈XN , ANXN〉,(2.3)
with AN = BNUN , where UN is a unitary permutation matrix given by (UN )s,t =
1(t=N−s+1) and BN is a lower triangular matrix given by (BN)s,t = (1/s)1(t≤s). The
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matrix AN is given by:
AN =


0 0 0 0 . . . 1
0 0
. . .
. . . 1
2
1
2
0
. . .
. . . 1
3
1
3
1
3
...
...
...
...
...
...
1
N
1
N
1
N
1
N
. . . 1
N


Taking into account that the upper-right ⌊N/2⌋ × ⌊N/2⌋ block of AN is zero, we
can bound 〈XN , ANXN〉 ≤ 〈XN , ANYN〉 + 〈YN , ANXN〉. It was shown in [1] that
||AN ||op ≤ 3, where ||A||op denotes the operator norm. This implies that the ex-
pression in (2.3)is bounded from above by 3||XN ||2||YN ||2 = o(VN) by (2.2). This
completes the proof of Lemma 2.1(i).
To prove part (ii), let BN be defined as in the proof of part (i). Similarly, let
xs = s|fˆ(s)|, 1 ≤ s ≤ 2N, and XN = {xs}2Ns=1. Now, XN is a 2N -dimensional vector
such that ||XN ||22 grows slowly in N . Define YN := XN1(s>N), so that the first N
coordinates of YN are zero and the rest coincide with the corresponding coordinates
of XN . Observe that
N
∑
s−t≤N
s≥N+1
1≤t≤N
|fˆ(s)| · |fˆ(t)| ≤
N∑
t=1
xt
(
1
t
N+t∑
s=N+1
xs
)
= 〈CNXN , DNXN 〉,
where
CN =
(
IN 0
0 0
)
and DN =
(
0 BN
0 0
)
We note that ||DN ||op ≤ 3 and ||CN ||op = 1. Once again:
〈CNXN , DNXN 〉 = 〈CNXN , DNYN〉 ≤ 3||XN ||2||YN ||2 = o(VN).
The proof of (ii) is completed.
Proof of (iii). We start by estimating the l.h.s. of (iii) from above by
2N
∑
t−N+1≤s≤N+t−1
t≥s≥N
|fˆ(s)| · |fˆ(t)|.(2.4)
As before, let xs = s|fˆ(s)| for s ≥ 1. Define X = {xs}∞s=1 and
X(j) = X1(jN≤s<(j+1)N), j = 0, 1, 2, . . . . We can bound (2.4) from above by
2
∞∑
t=N
xt
(
1
t
t∑
s=t−N+1
xs
)
= 2
∞∑
j=1
(j+1)N−1∑
t=jN
xt
(
1
t
t∑
s=t−N+1
xs
)
,(2.5)
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One can write the second sum at the r.h.s. of (2.5) as
(j+1)N−1∑
t=jN
xt
(
1
t
t∑
s=t−N+1
xs
)
= 〈X(j), RN,j(X(j−1) +X(j))〉,(2.6)
where RN,j is a bounded linear operator such that
(RN,j)t,s =
1
t
1(t−N+1≤s≤t)1(jN≤t<(j+1)N).(2.7)
The operator norm of RN,j is bounded from above by its Hilbert-Schmidt norm
||RN,j||op ≤ ||RN,j||2 =
√√√√N (j+1)N−1∑
t=jN
1
t2
≤
√
N2
j2N2
=
1
j
.(2.8)
Now, by the Cauchy-Schwarz inequality, the r.h.s. of (2.6) can be bounded from
above by
〈X(j), RN,j(X(j−1) +X(j))〉 ≤ ||X(j)||2||RN,j||op(||X(j−1)||2 + ||X(j)||2)(2.9)
≤ 1
j
||X(j)||22 +
1
j
||X(j)||2||X(j−1)||2.(2.10)
Summing up the r.h.s. of the last inequality with respect to j ≥ 1 gives o(VN).
Indeed, 2||X(0)||22 = VN and summation by parts gives
∞∑
j=1
1
j
||X(j)||22 ≤
∞∑
j=1
1
j2
(VjN − VN).(2.11)
The condition (1.6) on the slow growth of VN (1.6) implies that the r.h.s. of (2.11) is
o(VN). To sum the second term in (2.10), we write
∞∑
j=1
1
j
||X(j)||2||X(j−1)||2 = ||X(1)||2||X(0)||2 +
∞∑
j=2
1
j
||X(j)||2||X(j−1)||2.(2.12)
The first term on the r.h.s. of (2.12) is
√
(V2N − VN)VN = o(VN). To deal with the
second term, we use the Cauchy-Schwarz inequality and proceed as in (2.11). This
completes the proof of Lemma 2.1.
Proof of Theorem 1.2
We now proceed to finish the proof of Theorem 1.2. We recall that
SN(f) =
∑
1≤i 6=j≤N
f(θi − θj) = 2
∞∑
k=1
fˆ(k)
∣∣∣∣∣
N∑
j=1
exp (ikθj)
∣∣∣∣∣
2
+ fˆ(0)N2 −Nf(0).(2.13)
Denote by tN,k the trace of the k-th power of a CUE matrix, i.e.
tN,k :=
N∑
j=1
eikθj , k = 0,±1,±2, . . . .(2.14)
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Then
SN(f)− ESN (f)√
VN
=
2√
VN
∞∑
k=1
fˆ(k)(|tN,k|2 − E|tN,k|2) =
2√
VN
⌊N/MN ⌋∑
k=1
fˆ(k)(|tN,k|2 − E|tN,k|2) + 2√
VN
∞∑
⌊N/MN ⌋+1
fˆ(k)(|tN,k|2 − E|tN,k|2).(2.15)
Here {MN}∞N=1 is positive integer-valued sequence sufficiently slowly growing to in-
finity as N →∞ in such a way that
lim
N→∞
V⌊NMN ⌋
VN
= lim
N→∞
VN
V⌊N/MN ⌋
= 1.(2.16)
The existence of such a sequence follows from (1.6).
It follows from Lemma 2.1 that the second moment of the second term on the r.h.s.
of (2.15) is going to zero as N →∞. We formulate this result in the next lemma.
Lemma 2.2.
Var

 ∞∑
⌊N/MN ⌋+1
fˆ(k)|tN,k|2

 = o(VN).(2.17)
Proof of Lemma 2.2
It follows from (2.1) that
Var

 ∞∑
⌊N/MN ⌋+1
fˆ(k)|tN,k|2

 = 4 ∑
N/MN<s≤N−1
s2|fˆ(s)|2 + 4(N2 −N)
∑
N≤s
|fˆ(s)|2
(2.18)
− 4
∑
N/MN≤s,t
1≤|s−t|≤N−1
N≤max(s,t)
(N − |s− t|)fˆ(s)fˆ(t) − 4
∑
N/MN≤s,t≤N−1
N+1≤s+t
((s+ t)−N)fˆ(s)fˆ(t).
The first term on the r.h.s. of (2.18) is equal to 2(VN − V⌊N/MN ⌋) and is o(VN) by
(2.16). The last two terms on the r.h.s. of (2.18) are o(VN) by Lemma 2.1. Finally,
the second term on the r.h.s. of (2.18) is bounded from above by
4N2
∑
N≤s
|fˆ(s)|2 ≤ 2
∞∑
j=1
1
j2
(V(j+1)N − VjN) = o(VN),(2.19)
where the last estimate follows from (1.6). This completes the proof of Lemma 2.2.
To finish the proof of the theorem, we have to show that the first term on the r.h.s.
of (2.15) converges in distribution to a standard Gaussian random variable. To do
this, we first show that the first ⌊MN/2⌋ moments of
2√
VN
⌊N/MN ⌋∑
k=1
fˆ(k)(|tN,k|2 − E|tN,k|2)(2.20)
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coincide with the first ⌊MN/2⌋ moments of
2√
VN
⌊N/MN ⌋∑
k=1
fˆ(k)k(ϕk − 1),(2.21)
where ϕk, k ≥ 1, are i.i.d. exponential random variables.
Lemma 2.3. Let m be a positive integer such that 1 ≤ m < MN
2
. Then
E

 2√
VN
⌊N/MN ⌋∑
k=1
fˆ(k)(|tN,k|2 − E|tN,k|2)


m
= E

 2√
VN
⌊N/MN ⌋∑
k=1
fˆ(k)k(ϕk − 1)


m
.
(2.22)
Proof of Lemma 2.3 The formula (2.22) follows from the identity
E
l∏
i=1
|tN,ki|2 = E
l∏
i=1
kiϕki,(2.23)
provided
2
l∑
i=1
|ki| ≤ N, 0 < k1, . . . , kl.(2.24)
(2.24) was established in [6] and [21] (see also [13]) where it was shown that a large
number of the joint moments/cumulants of
k−1/2tN,k = k
−1/2Tr(Uk), k ≥ 1,
coincide with the corresponding joint moments/cumulants of a sequence of i.i.d. stan-
dard complex Gaussian random variables. Namely, if we denote by κ(tN,k1 , . . . , tN,kn)
the joint cumulant of {tN,kj , 1 ≤ j ≤ n} then
κ(tN,k1, . . . , tN,kn) = 0(2.25)
if at one of the following two conditions is satisfied:
(i) n ≥ 1, and
n∑
j=1
kj 6= 0
(ii) n > 2,
n∑
j=1
kj = 0, and
n∑
j=1
|kj| ≤ N.
In addition, κ(tN,k, tN,−k) = min(|k|, N). We refer the reader to Lemma 5.2 of [1]
for the details. Taking into account that the absolute value squared of a standard
complex Gaussian random variable is distributed according to the exponential law
we obtain (2.23-2.24). This finishes the proof of Lemma 2.3. Now, the proof of
Theorem 1.2 immediately follows from the following standard lemma.
Lemma 2.4. For any t ∈ R
E exp

 t√∑N
k=1 a
2
k
N∑
k=1
ak(ϕk − 1)

→ exp(t2/2)(2.26)
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as N →∞, provided
∞∑
k=1
a2k =∞ and max
1≤k≤N
|ak| = o


√√√√ N∑
k=1
a2k

 .(2.27)
Proof of Lemma 2.4 The result of Lemma 2.4 follows from standard direct compu-
tations using independence of ϕk’s.
Setting ak = fˆ(k)k, k ≥ 1 and applying Lemma 2.4, we obtain the convergence of
the exponential moment (and, hence, all moments) of
√
2
VN
∑⌊N/MN ⌋
k=1 fˆ(k)k(ϕk − 1)
to that of a standard real Gaussian random variable. Thus, both√
2
VN
⌊N/MN ⌋∑
k=1
fˆ(k)k(ϕk − 1)
and √
2
VN
⌊N/MN ⌋∑
k=1
fˆ(k)(|tN,k|2 − E|tN,k|2
converge in distribution to a standard real Gaussian random variable. Since the
second term in (2.15) goes to 0 in L2 we conclude that Theorem 1.2 is proven.
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