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We introduce machine-learned potentials for Ag-Pd to describe the energy of alloy configura-
tions over a wide range of compositions. We compare two different approaches. Moment tensor
potentials (MTP) are polynomial-like functions of interatomic distances and angles. The Gaussian
Approximation Potential (GAP) framework uses kernel regression, and we use the Smooth Overlap
of Atomic Positions (SOAP) representation of atomic neighbourhoods that consists of a complete set
of rotational and permutational invariants provided by the power spectrum of the spherical Fourier
transform of the neighbour density. Both types of potentials give excellent accuracy for a wide range
of compositions and rival the accuracy of cluster expansion, a benchmark for this system. While
both models are able to describe small deformations away from the lattice positions, SOAP-GAP
excels at transferability as shown by sensible transformation paths between configurations, and MTP
allows, due to its lower computational cost, the calculation of compositional phase diagrams. Given
the fact that both methods perform as well as cluster expansion would but yield off-lattice models,
we expect them to open new avenues in computational materials modeling for alloys.
I. INTRODUCTION
The technology frontier relies on the exceptional per-
formance of next-generation materials. First-principles
calculations of material properties provide one way to dis-
cover new materials or optimize existing ones. However,
calculating properties from a first principles approach is
resource intensive, restricting its applicability. For exam-
ple, molecular dynamics simulations using Density Func-
tional Theory (DFT) are currently capable of handling
fewer than a thousand atoms at picosecond time scales.
However, many interesting materials science problems
and technologically important processes can only by de-
scribed with millions of atoms on micro- to millisecond
time scales.
Conventional interatomic potentials (IPs) such as
Lennard-Jones, embedded atom method (EAM), mod-
ified EAM, Tersoff, Stillinger-Weber, etc., typically pro-
vide six to eight orders of magnitude speed-up compared
to DFT calculations, and due to their simple, physically
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motivated forms, they are somewhat robust in the sense
that their predictions for low energy structures are plau-
sible. However, their quantitative accuracy is typically
quite poor compared to DFT, especially in reproducing
macroscopic properties. Machine-learned IPs tend to be
much more accurate, but the are typically three to four
orders of magnitude slower than conventional IPs. Im-
portantly, the range of their applicability may be quite re-
stricted. In typical parlance, their transferability can be
limited. This transferability problem requires researchers
to take care in constructing, applying, and validating IPs,
and in particular makes it a rather tenuous proposition
to use them to discover and predict new structures and
novel properties.
In 2010, the Gaussian Approximation Potential
(GAP) [85] was introduced as an approach to create IPs
with ab initio accuracy, using kernel regression and in-
variant many-body representations of the atomic neigh-
bourhood. Since their introduction, they have been effec-
tive at modeling potential energy surfaces [112, 123, 152]
and reactivity [89] of molecules [90] and solids [93, 151],
defects [98], dislocations [121], and grain boundary sys-
tems [145]. Recently Barto´k et al. showed that a
GAP model using a Smooth Overlap of Atomic Positions
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2(SOAP) kernel [84] can be systematically improved to re-
produce even complex quantum mechanical effects [83].
SOAP-GAP has thus become a standard by which to
judge the effectiveness of numerical approximations to ab
initio data. There are a number of other machine-learned
potentials that also perform well and have overlapping
applications with SOAP-GAP, though applications of
several of these methods to alloys are still nascent [88,
91, 100, 105–107, 111, 119, 122, 125, 140, 147, 155]. Al-
though the GAP framework can be used with arbitrary
kernels, for simplicity we will use the GAP abbreviation
to mean SOAP-GAP exclusively in the rest of this paper.
The Moment Tensor Potential (MTP) [149] is an an-
other approach to learning quantum-mechanical poten-
tial energy surfaces. Due to the efficiency of its poly-
nomial basis of interatomic distances and angles, MTP
is significantly faster than GAP and has already been
shown to be capable of reaching equivalent accuracy for
modeling chemical reactions [135], single-element sys-
tems [136, 142], single-phase binary systems [134], or
ground states of multicomponent systems [105]. In this
work, we demonstrate that both GAP and MTP are ca-
pable of fitting the potential energy function of a binary
metallic system, the Ag-Pd alloy system, with DFT ac-
curacy across the full space of configuration and com-
position for solid and liquid systems. In addition to re-
producing energies, forces and stress tensor components
with near-DFT accuracy, we show that these potentials
can also approximate phononic band structure quite well
and can be used to model compositional phase diagrams.
These new capabilities of quantum-accurate IPs for alloys
would pave the way to accelerated materials discovery
and optimization.
The Ag-Pd system provides a stringent test for
a machine-learned interatomic potential that shows
whether it can compete with the cluster expansion
method despite the much simpler “lattice gas” formal-
ism of the latter. The chemical similarity of silver and
palladium and their similar atomic sizes (leading to small
atomic mismatch)[130] make it an ideal system for cluster
expansion and a challenging test for competing methods.
Phonon band structures directly describe phase sta-
bility at moderate temperatures via the quasi-harmonic
approximation. We first show that both SOAP-GAP
and MTP potentials can accurately reproduce DFT-
calculated phonon band structures for alloy configura-
tions that are not in the training set. As a demonstration
of speed and transferability, we use the MTP potential
to calculate melting lines and transition temperatures for
the Ag-Pd phase diagram using the nested sampling (NS)
method [80, 81, 138]. We then compare the performance
of GAP and MTP across a low energy transition path-
way between two stable configurations to demonstrate
the importance of regularization and active learning.
II. DATASETS AND FITTING
A. Datasets
In this section, we describe the datasets used to fit and
validate the potentials. Both the MTP and GAP poten-
tials were fitted to the same active-learned dataset, while
a liquid dataset provided validation for energies, forces
and virials. Although only the active-learned dataset
was used for building the models, there was some over-
lap between the seed configurations in the active-learned
dataset and the configurations for which phonons are pre-
dicted (discussed later), both having their origin in enu-
merated supercells.
1. Active-Learned Dataset
We use the MTP potential and its associated tools
to create a database via active learning [141]. We start
with a catalog of small fcc- and bcc-based derivative su-
perstructures. The energies, forces, and virials of these
structures are computed by DFT and are then used to fit
an MTP potential. This potential is then used to perform
structural relaxation for all structures in the database. If,
during the relaxation of a particular structure, the esti-
mated extrapolation error of the potential is too large,
that (partially relaxed) structure is computed with DFT
and added to the training set. When the potential can
reliably relax all structures in the enumerated database,
the database is expanded to include larger unit cells, and
the process is repeated.
For this work, an initial catalog of 58 enumerated
structures [108] with bcc and fcc derivative superstruc-
tures containing 4 atoms or less were calculated. We
iterated the active learning process until the MTP was
able to successfully relax all enumerated structures with
cell sizes up to 12 (a total of 10,850 structures). This
final active learning dataset has 774 configurations.
All the DFT data for these potentials was calcu-
lated with VASP [86, 115–118] using the PBE functional
[139]. The k-points were selected using either Monkhorst-
Pack [124] or WMM [156] schemes as described below.
PREC=Accurate and EDIFF=1e-4 were used for all calcu-
lations unless otherwise specified.
During active learning, we used a k-point density set-
ting of MINDISTANCE=55 and an energy convergence tar-
get of EDIFF=1e-4 for the self-consistent loop. However,
for the final fit, we found it necessary to recompute the
DFT for this dataset with higher k-point density and a
tighter EDIFF setting in order to get good convergence of
phonon dispersions. In our experience, a linear k-point
density of 0.015 k-points per A˚−1 is a reliable density for
alloy fits.
The final dataset for training the GAP and MTP
potentials used the original 774 configurations dis-
covered through active learning but computed with
MINDISTANCE=65 in Mueller’s scheme and EDIFF=1e-8.
32. Liquid Dataset
We built a dataset of liquid-like configurations by per-
forming MD simulations using VASP at a high tempera-
ture. These calculations were performed at compositions
of 25, 50 and 75 at-% Ag in cells with 32 atoms. The
temperature for each simulation was set around the the-
oretical melting point (linearly interpolated from atomic
melting points). Thus, 2766 K, 3063 K, and 3360 K were
set as target temperatures for the MD runs and the ther-
mostat parameters were SMASS=3 and POTIM=1.0. The
simulation ran for 100,000 fs with snapshots taken ev-
ery 50 fs. NELMIN=4 ensured sufficient electronic steps
were taken at each MD step. For this MD data, only the
k-point at Γ was used. After the MD runs, each indepen-
dent snapshot was evaluated again with VASP, but using
a 4× 4× 4 MP k-point grid.
B. Potential Fitting
The GAP model was fitted to the active-learned
dataset using the QUIP [131] package, using a sum of a
2-body term with Gaussian kernels of pairwise distances
and a many-body term with a SOAP kernel, a combi-
nation that has produced successful fits of materials in
the past [82, 94–96]. Parameters for the two-body and
many-body parts of the GAP model are summarized in
Table Ia and are broadly in line with what were used in
the previous works. The σ values control regularisation
in the GAP model, and can be broadly thought of as
target accuracies; they were set to 10−3 eV for energies
(per atom), 10−3 eV/A˚ for forces and 0.02 eV for virial
stresses (per atom). Their relative magnitudes also con-
trol the tradeoff between the fit accuracies in energies,
forces and virials.
The MTP model with polynomial degree up to 16 [105]
with 188 adjustable fitting parameters was trained on the
same dataset as GAP. Table Ib summarizes the param-
eters needed to recreate the MTP model. The fitting
weights (roughly corresponding to σ parameters of GAP)
were 10−3 eV, 1.4 × 10−2 eV/A˚ and 0.04 eV for energy,
force, and stress, respectively. This is somewhat differ-
ent from the parameters used for GAP; however, as we
verified, this does not significantly affect the results.
III. NESTED SAMPLING
A. Dataset Augmentation
As described below, nested sampling simulates atoms
at extremely high temperatures that are well outside
of the typical active-learned dataset described above.
The MTP potential used for nested sampling had to be
trained using a slightly augmented dataset, to avoid the
formation of dimers in the gaseous phase.
As the first step to constructing the augmented
dataset, we identified 67 structures that are within 5
meV/atom from the convex hull of stable Ag-Pd struc-
tures. These structures were periodically repeated to
form supercells with 32 – 64 atoms. These structures
were used as initial configurations for molecular dynam-
ics, running for 0.1 ns, while the MTP potential was
trained on-the-fly [105, 141] at the range of temperatures
from nearly zero to temperatures ensuring melting.
B. Methodology
The constant pressure nested sampling (NS)
method [80, 81] was used to calculate phase dia-
grams by sampling the entire potential energy surface
with corresponding configuration space volumes to
calculate the canonical partition function. The specific
heat, which is the second derivative with respect to
temperature of the partition function, shows peaks at
phase transitions, and we use temperatures of specific
heat maxima as estimates of the corresponding transi-
tion temperatures. While the nested sampling method
has previously been applied to multicomponent sys-
tems, those simulations assumed constant composition.
However, it is possible for phase separation to occur
in temperature-composition space, which would be
neglected by this constraint. Here we have extended the
constant pressure NS method to a semi-grand-canonical
(sGC) version [114], where the total number of atoms is
constant, but the numbers of the individual species is
allowed to vary. This is implemented by carrying out the
nested sampling procedure on a free energy F defined as
F = E +
∑
i
Niµi, (1)
where Ni and µi are the number of atoms and chemical
potential of species i, respectively, and the sum is carried
out over all species. To explore these degrees of freedom
we also added Monte-Carlo steps that propose the chang-
ing of the species of a randomly selected atom. Note that
since the procedure is invariant to shifts in the total en-
ergy, the total number of particles is conserved, and only
two species are present, the simulation is entirely char-
acterized by the difference in chemical potentials ∆µ.
To calculate the phase diagram in temperature-
composition space, as it is usually plotted, we carry
out sGC NS runs at a range of values of ∆µ. In the
sGC framework the composition is an output of the sim-
ulation, and its value can be calculated as a function
of temperature using the same ensemble average (with
NS phase space volumes and Boltzmann weights) as any
other quantity in the NS approach. For phase transitions
that cross phase separated regions we would in principle
expect discontinuous changes in composition (analogous
to discontinuous changes in structure, internal energy,
etc.) across the transition, but these will be broadened by
4GAP: 2-body Term
Parameter Value comment
kernel Gaussian functional form of kernel
θ 1.0 kernel length scale
rcut 6.0 A˚ cutoff distance
cutoff transition width 1.0 A˚ cutoff smoothing length scale
δ 2.0 eV typical contribution to energy
nsparse 25 number of basis functions
(a) Parameters for the 2-body GAP term.
MTP Model
Parameter Value
radial functions 4
radial basis size 6
fitting parameters 188
cutoff 5.0 A˚
stress weight 5 · 10−4
force weight 5 · 10−3 A˚2
BFGS iterations 500
(b) Parameters for the MTP model.
GAP: SOAP (many-body) term
Parameter Value comment
rcut 4.5 A˚ cutoff distance
cutoff transition width 0.5 A˚ cutoff smoothing length scale
δ 0.2 eV typical contribution to energy
nsparse 500 number of basis functions
nmax 8 radial basis truncation
lmax 8 angular basis truncation
ζ 2 power SOAP kernel is raised to
σatom 0.5 A˚ smoothing of atoms in neighbour density
(c) Parameters for the GAP SOAP (many-body) term.
TABLE I: Fitting parameters for GAP (Tables a and c) and MTP models (Table b).
constant
Parameter compos. sGC
total number of particles N 96 64
number of configurations K 1080 1152
number of evaluations per walk L 640 1166
positions steps (number × length) 3× 8 1× 8
cell steps (volume:shear:stretch) 3:3:3 16:8:8
swap steps 6 8
composition steps 0 8
TABLE II: Nested sampling parameters in the notation
of Ref. [80] for constant composition and semi-grand
canonical (sGC) NS runs. Swap steps exchange the
species of a pair of atoms, while composition steps
change the species of a single atom (sGC only).
finite size effects. We also compare these results to con-
stant composition NS runs, where a single transition tem-
perature is identified with the peak of the Cp(T ) curve.
For one composition, 50%, we continue one of those NS
runs to sufficiently low temperature to search for solid
state phase transitions. The parameters used for both
types of NS runs are listed in Table II in the notation of
Ref. [80], and in all NS simulations one configuration per
NS iteration was removed (Kr = 1).
IV. RESULTS AND DISCUSSION
A. Energy, Force and Virial Predictions
We now compare the performance of GAP and MTP
models for the Ag-Pd system. Both the MTP and GAP
models were validated against the liquid dataset for en-
ergy, force and virial predictions. Table IIIa summarizes
the Root Mean Square Error in each of these properties
for both GAP and MTP. No liquid data was included in
the original active-learned dataset. Thus, these predic-
tions represent severe extrapolation. The fact that both
machine-learned IPs perform so well in this dataset is
strong evidence of their significant transferability. The
relatively simple approach to building the training set
(iterative fitting and relaxing of enumerated superstruc-
tures) resulted in IPs that would be reliable in most solid
or liquid simulations.
In Figure 1, a cumulative probability distribution of
errors for energy, force and virial predictions are plotted
for GAP and MTP, where errors are calculated relative to
DFT. For energy, MTP has lower cumulative probability
of error overall. This difference is less pronounced for the
force errors where MTP is only marginally better. Inter-
estingly, the probability of error for virial predictions in
MTP deviates significantly from GAP at larger errors.
These error statistics are consistent with the ratio of en-
ergy, force and virial weights (σ parameters) for the two
models: on the one hand MTP has more than 10x higher
weights (lower σ values) for energies relative to forces,
whereas GAP uses the same; meanwhile GAP uses twice
the weights (half σ) for the virial stress.
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FIG. 1: Cumulative probability of error plots for the liquid dataset consisting of ∼6 000 configurations from a
sub-sampled MD run. From left to right, energy, force and virial error probabilities are plotted, where error is
calculated relative to DFT. Mean errors are given in Table IIIa.
RMS Error GAP MTP
Energy (meV) 15.4 10.9
Force (meV/A˚) 224 241
Virial (meV/A˚3) 8.3 12.7
(a) Root Mean Square Error of energy, force and virial
predictions for GAP and MTP interatomic potentials
validated against the Ag-Pd dataset of ∼ 6 000 liquid
configurations subsampled from ab initio molecular
dynamics using VASP. The models were both trained
using the same active learning dataset.
Training Error (THz) Prediction Error (THz)
GAP 0.13± 0.05 0.13± 0.04
MTP 0.12± 0.03 0.11± 0.01
(b) Mean RMSE for phonon predictions when
integrating errors over the entire Brillouin Zone.
Eigenvalues were sampled at 13× 13× 13 k-points for 65
structures. Bands for each of the 65 structures are
plotted in the Supplementary Information. Both GAP
and MTP have good agreement with DFT across the
full phonon spectrum.
TABLE III: Model validation for GAP and MTP
models using the Liquid dataset, and RMSEs for
phonon dispersion curve predictions.
B. Phonon Predictions
The phonon eigenvalues computed from a force-
constants matrix for a crystal structure describe the en-
ergy required to excite a specific vibrational mode within
the crystal. For a potential to closely reproduce a phonon
spectrum, it must accurately approximate the curva-
ture of the potential energy surface for small deforma-
tions from its relaxed form. Thus, while energy and
force validation provides useful insights into the accu-
racy of a potential for specific points and their slopes on
the potential energy surface, validating against phonons
gives insight into the second derivatives of the energy
surface. Historically, potentials have successfully repro-
duced phonon spectra for certain compositions and con-
figurations, but not generally for an entire alloy system.
To demonstrate the ability of our potentials to produce
accurate phonon band structures, we compare DFT- and
IP-calculated bandstructures for fcc-type derivative su-
perstructures [108] of cell sizes from 2 through 6; there
are 65 of these cells.
1. DFT Phonon Dispersion Curves
First, with DFT, we relaxed each configuration twice
using IBRION=2 and ISIF=3, which allows both cell shape
and volume to change during relaxation.
We then used phonopy to generate frozen phonon dis-
placements. For selecting the supercell, we enumerated
the list of all possible Hermite Normal Form matrices
(HNF)[132] for each structure and selected the HNF in
each case that maximized the distance between periodic
images with a supercell size of no more than 32 atoms.
When two HNFs were equivalent for both size and dis-
tance metric, we selected the one with the larger point-
group. This procedure allowed us to choose the smallest
possible supercell with highest symmetry subject to the
constraint of maximal distance between periodic images.
Each of the displaced structures from phonopy were
computed using EDIFF=1e-8, ADDGRID=TRUE, ENCUT=400
and MINDISTANCE=55 in Mueller’s k-point scheme.
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FIG. 2: Prediction of the phonon dispersion curves for a
4-atom structure with 50 at-% Ag. Both the RMS
errors in parenthesis represent the integrated error
across all eigenvalues sampled on a 13× 13× 13 grid in
the Brillouin Zone. GAP and MTP both provide good
approximations to the curves along the special path,
though each makes different errors in over- and
underestimating the eigenvalues at different k-points.
Note that this configuration was not included in the
fitting dataset.
2. Machine-learn Phonon Dispersion Curves
Using both GAP and MTP, we demonstrate here that a
single, machine-learned potential can simultaneously ap-
proximate phonons across the full compositional space
for many configurations, and with good accuracy. In
the Supplementary Information, we include additional
phonon plots that cover a broad structure-composition
range. In this section, we have chosen two that are inter-
esting for discussion purposes.
In Figure 2, we plot a typical phonon spectrum for a 50
at-% Ag configuration with 4 atoms. For this structure,
both GAP and MTP approximate the eigenvalues along
the special path well. The RMSE, reported in parenthe-
ses, is the integrated error across all eigenvalues in the
Brillouin Zone (BZ), sampled on a 13 × 13 × 13 grid.
Figure 3 shows a structure with a dynamic instability
(i.e., negative phonons), as reported by DFT. For this
structure, both GAP and MTP learn and reproduce this
instability, albeit with different accuracies. Both figures
demonstrate ability of the IPs predict dynamic changes
due to small perturbations. In the Supplementary Infor-
mation we similarly plot 65 phonon spectra.
Table IIIb provides statistics for the integrated error
across all 65 structures for GAP and MTP. Both GAP
and MTP predictions for integrated error are close to 0.1
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FIG. 3: Phonon dispersion curves for a 6-atom
structure with 16 at-% Ag. Both the RMS errors in
parenthesis represents the integrated error across all
eigenvalues sampled on a 13× 13× 13 grid in the
Brillouin Zone. According to DFT, this structure is not
dynamically stable. Both GAP and MTP recover this
dynamic instability, although GAP is more accurate.
Note that this seed configuration was included in the
active-learned dataset that the potentials were fitted to.
THz across the full validation set. Similar training and
prediction errors indicate a good bias/variance trade-off
(not over-fitting). Importantly, these aggregated results
show that across a broad range of alloy compositions and
structures for Ag-Pd, machine-learned IPs are in good
agreement with DFT in the harmonic approximation for
vibrational modes.
C. Transition Pathway
As discussed in the introduction, transferability is the
price we pay for approximating quantum mechanics with
high accuracy. In general, a machine-learned IP is only
valid within the subspace in which it was trained. Al-
though it is possible to apply an IP outside of that space,
the results will not be trustworthy. We demonstrate this
by computing the energy along a smooth transition be-
tween two structures. Figure 4 shows two AgPd struc-
tures that are connected by a smooth transition (essen-
tially these two structures are identical except that the
upper two atoms switch places). Although the cell must
enlarge slightly and distort, the atoms have a clear path
to transition from the starting configuration (Index 1)
to the final configuration (Index 11) without colliding.
The total energy along the path is also shown in Fig-
ure 4. Note that in the figure, the y-axis is the total
7energy, not the energy difference between distorted and
undistorted cases. Also note that y-axis scale is linear
between −1 and +1 eV and logarithmic elsewhere in the
upper plot. In the starting configuration, the total en-
ergy is approximately −16 eV. At its highest point on
the transition path, the energy is about 9.5 eV, a total
difference of about 25 eV. Such a high energy structure
is not problematic for DFT, but it’s a big ask to expect a
machine-learned IP to accurately extrapolate to this kind
of a structure if similar structures were not included in
the training dataset. Nevertheless, the GAP does quite
well. Although the absolute error of its prediction for the
top of the barrier is several eVs, the qualitative behavior
is correct.
Due to its more local basis functions and built-in reg-
ularization, the GAP model provides reasonable physi-
cal behavior for the transition between the starting and
final configurations. MTP, with its global polynomial
basis functions, relies on active learning to ensure that
its predictions fall within the interpolation regime. As
part of its framework, MTP (like GAP) provides the ex-
trapolation grade [105, 141] to distinguish between con-
figurations that can be evaluated reliably and configura-
tions that should be added to the training set to avoid
large extrapolation errors. In our test MTP correctly de-
tects extrapolation, but has a much poorer extrapolation
behaviour compared to GAP, and this is the price one
pays for using unregularised global basis functions. The
active-learning approach is general and could be applied
to GAP too (using the predicted variance of the underly-
ing Gaussian process as a proxy for extrapolation [82]),
which would be expected to make its predictions better
too. This demonstration should be seen as a warning in
the application of machine-learned IPs generally. Using
such models safely requires understanding the properties
of the basis functions, how the training set was built,
which parts of the configuration space were included, etc.
In the case of MTP, the extrapolation grade should be
used to checked against representative samples from the
configurations that are expected to be encountered be-
fore embarking on large scale molecular dynamics simu-
lations.
V. PHASE DIAGRAM RESULTS
The success of the models in learning basic proper-
ties and phonons motivates examining the temperature-
concentration phase diagram for the alloy system. We
used nested sampling with the MTP model to find the
liquidus-solidus line, calculate order-disorder transition
temperatures, etc. Although GAP can also be used, the
MTP model is significantly faster and makes the explo-
ration of the phase space more practical. For example,
investigation of a single temperature slice of the phase
space (for fixed composition and pressure) requires more
than 2 billion evaluations of the potential. This cost is
presently prohibitive for GAP but reasonable with MTP.
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FIG. 4: GAP and MTP predictions for the transition
pathway. Since there were no configurations in the
training set along the middle of the path, the MTP
prediction is purely extrapolative and presents a false,
deep, local minimum. Because of its tight
regularization, the GAP prediction for this transition is
reasonable. It underestimates the barrier significantly
due to the lack of training data, but doesn’t introduce a
false minimum. Note the symmetric log scale (linear
between −1 and +1) on the y-axis in the upper plot.
Above the plots are configurations along the pathway.
The upper Pd atom (blue) at index 1 moves further into
the page as the unit cell distorts. The furthest Ag atom
(red) simultaneously moves out of the page. The lowest
panel plots the expected variance of the GAP model
and the extrapolation grade of the MTP model.
Predictive variance is essentially the expected error per
atom (in eV) along the transition pathway and the
extrapolation grade is a dimensionless quantity
indicating that if it exceeds ∼ 10 then a configuration
must be added to the training set because the
prediction of its energy is not reliable.
8A. Liquid-Solid Transition
Inasmuch as nested sampling cools down from a high
temperature gas phase, we first reproduce the liquid tran-
sition behavior as a function of temperature. Each solid
line in Figure 5 shows a trace of the ensemble aver-
aged composition as a function of temperature that re-
sults from a NS run at fixed ∆µ = µAg − µPd. In the
high temperature liquid and low temperature solid re-
gions the composition varies smoothly with temperature.
The solid-liquid transition is indicated by a sharper hor-
izontal (along the composition x-axis) jump, which we
expect would become discontinuous in the large system
size limit. The width of the approximate discontinuity
indicates the width of the phase-separated region.
As is clear from Figure 5, the melting behavior of our
MTP potential qualitatively matches the experimental
line [97, 99, 128, 137, 148]. However, although the entire
line has roughly the same shape, it is shifted from the
experimental results by ∼200 K.
The liquidus-solidus gaps are also in reasonable agree-
ment with experimental data when the same shift of
200 K is included (added in Figure 5 to facilitate com-
parison).
This shift in temperature is expected for DFT with a
PBE functional and has been discussed in the context
of other ab initio studies [110, 143, 153]. Since the shift
does not appear to be composition-dependent, the trends
are still reliable.
B. Solid-Solid Transition
Another stringent test of the potential is whether it
can recover the transition from a disordered solid solu-
tion to an ordered phase. Experimentally, it appears that
ordered phases are kinetically inhibited by low transi-
tion temperatures and would be unlikely to appear in ex-
perimental constitutional phase diagrams. All reported
phase diagrams [103, 113, 126, 137] typically show just
solidus and liquidus lines and indicate a solid solution be-
low the solidus (see Fig. 5) though one proposed phase di-
agram guesses two solid-solid transitions, based on some
reports of ostensible ordered phases [148], reliable evi-
dence for first-order transformations in the solid state is
lacking [92][133]. It seems reasonable that there is no for-
mation of intermetallic phases in the temperature ranges
reported in the phase diagrams.
Since the melting transition was underestimated, we
expected that any disorder-order transition would also
take place at a reduced temperature, hence for the 1:1
composition system we continued the sampling well be-
low the melting temperature. As shown in Figure 5,
which includes a region of the phase diagram outside
of the experimental data, the order-disorder transition
does exist at 125 K for this system. Other computational
works find the transition temperatures to be similar to
what we report here [104, 127, 146, 154].
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FIG. 5: Phase diagram determined by a semi-grand
canonical (sGC) and fixed composition ensemble nested
sampling (NS). Solid lines show sGC NS composition as
a function of temperature for each ∆µ = µAg − µPd,
with approximately horizontal jogs indicating finite-size
broadened discontinuities associated with the
liquidus-solidus (L-S) gap. Dotted lines indicate
experimentally observed L-S gap. Circles indicate
constant composition NS specific heat maxima
corresponding to liquid-solid and solid-solid phase
transition temperatures. We have shifted all simulation
results up by 200 K to make it easier to compare the
width of the L-S gap with experiment. The
experimental liquidus and solidus are adapted from
several sources, Refs. [103, 113, 126].
C. Comparison to Cluster Expansion
As a reference, we include a comparison of the GAP
and MTP models to the a state-of-the-art Cluster Ex-
pansion (CE) of the same Ag-Pd system [129].
GAP MTP CE
5.7 4.2 2.1
TABLE IV: Energy errors in meV on a reference
dataset used to train a Cluster Expansion (CE) model
for Ag-Pd. Details on building the dataset and model
are given in [129]. While the CE model is slightly
better, both GAP and MTP perform well in that region
of configuration space where the CE model is valid.
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FIG. 6: Most-probable configurations from the nested sampling at 50% Ag. Panel (a) is at 150K, while Panel (b) is
at 100K. For both Panels (a) and (b), the crystal is viewed edge-on at
[
111
]
planes. The lower temperature
structure shows clear ordering as stacking planes. This ordering is confirmed by simulated XRD in Panel (c). Ag
atoms replaced H atoms to artificially boost the difference in structure factors for the simulation.
VI. CONCLUSION
Cluster expansion has been a go-to tool for computing
energies across configuration space for alloys. Because of
its speed and applicability over the full range of composi-
tions, it was useful for performing ground-state searches,
and even for temperature-dependent phase mapping in
certain systems. However, it cannot address dynamic
processes that involve structural perturbations, which
limits its usefulness.
This work demonstrates that machine-learned inter-
atomic potentials are as good as cluster expansion for
on-lattice computation of energies [129]. But unlike clus-
ter expansion, the machine-learned interatomic poten-
tials can compute forces, virials and hessians across the
compositional space as well. These additional derivatives
of the potential energy surface are sufficiently accurate to
approximate dynamic properties like phonon dispersion
curves, as well as map out the temperature-composition
phase diagram for an alloy. Software for creating datasets
and fitting potentials is readily available and easy to use.
These potentials therefore offer a viable alternative to
cluster expansion models, and arguably represent the fu-
ture direction of first principles computational alloy de-
sign.
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