Abstract-Cost-sensitive classification is an attractive topic in data mining. Although genetic programming (GP) technique has been applied to general classification, to our knowledge, it has not been exploited to address cost-sensitive classification in the literature, where the costs of misclassification errors are non-uniform. To investigate the applicability of GP to cost-sensitive classification, this paper first reviews the existing methods of cost-sensitive classification in data mining. We then apply GP to address cost-sensitive classification by means of two methods through: a) manipulating training data, and b) modifying the learning algorithm. In particular, a constrained genetic programming (CGP), a GPbased cost-sensitive classifier, has been introduced in this study. CGP is capable of building decision trees to minimize not only the expected number of errors, but also the expected misclassification costs through a novel constraint fitness function. CGP has been tested on the heart disease dataset and the German credit dataset from the UCI repository. Its efficacy with respect to cost has been demonstrated by comparisons with noncost-sensitive learning methods and cost-sensitive learning methods in terms of the costs.
Introduction
In data mining, the task of classification is usually to build a classifier aimed at minimizing the expected number of errors. Typical examples of classifiers are standard topdown decision tree algorithms like CART [5] and C4.5 [27] . Traditionally, such work is based on an assumption that the costs of different misclassification errors are identical. However, in a real world, costs of different misclassification errors are not always same, and some costs are more expensive than others. For example, in medical diagnosis, classifying an illness as a healthy one is a more costly mistake than one of classifying a healthy one as an illness in many cases; for a credit card company, an error of approving a credit card to a bad customer is usually more costly than an error of rejecting a credit card to a good customer. The field of data mining that addresses classification problems with non-uniform costs is known as cost-sensitive classification. The goal of cost-sensitive classification is to build a classifier to minimize the expected misclassification costs rather than to minimize the expected number of misclassification errors.
Cost-sensitive classification is an attractive subject with many applications. Typical examples of applications are medical diagnosis, fraud detection and network troubleshooting. Research work that focuses on building classifiers sensitive only to misclassification costs includes Breiman et al. [5] , Chan and Stolfo [6] , Provost and Buchanan [26] , and Roberts et al. [29] , Ting [30] , etc. By now, this field has been extended to take into account more other types of costs that could occur in classification such as costs of obtaining attribute values (more details in this regard can be found in Turney [34] ). However, this is beyond the scope of this paper. The only costs addressed in this study are costs of misclassification errors. More precisely, here we are merely interested in the cost-sensitive classification problems with non-uniform costs, i.e. different classification errors having unequal costs.
Genetic programming (GP) [16] is part of a more general field known as evolutionary computation inspired by Darwin's evolution theory. In GP, a population (set) of candidate solutions is maintained. For example, a candidate solution could be a decision tree for classification. A fitness function is needed to evaluate the quality of each candidate solution to classify each example. Candidate solutions are selected randomly, biased by their fitness, for involvement in generating members of the next generation.
General mechanisms (referred to as genetic operators, e.g. reproduction, crossover, mutation) are used to combine or change the selected candidate solutions to generate offsprings, which will form the population in the next generation. GP has been applied to a broad range of problems with success from traditional optimization in engineering and operational research to non-traditional areas such as composition of music [1] and financial prediction (e.g., [18] , [19] , [20] , [24] , [32] ). More recently, there is a growing interest in applying GP to data mining and knowledge discovery, which is evidenced by a number of publications [2] , [11] , [12] , [14] . Despite the fact, the potential of data mining with evolutionary algorithms has not been fully explored. To the best of our knowledge, the study of cost-sensitive classification using the technique of GP has not been found in the literature. As a research strategy, it is wise to start with a simple case rather than a complex case. Therefore, this study merely focuses on dealing with two-class cost-sensitive classification problems with unequal misclassification error costs. We leave multipleclass cost-sensitive classification problems to our future research work.
The purpose of this study is twofold. First, we review some existing cost-sensitive learning approaches in machine learning literature and then we would like to eval-0-7803-9363-5/05/$20.00 ©2005 IEEE.
uate how well the traditional cost-sensitive approaches perform if they were employed by a GP-based classifier. Second, we would like to investigate whether there is a novel approach tailored to the GP-based classifier to address costsensitive classification. To achieve both, we also carry out some comparisons between a GP-based classifier and some well-known learning algorithms. The paper is organized as follows. The next section gives a formal definition of cost-sensitive classification. Section 3 presents the three common approaches in machine learning to cost-sensitive classification: 1) by changing the class distribution of the training data, 2) by modifying the learning algorithms, and 3) by taking the boosting approach. In Section 4, we describe some of details of a GP classifier, and more importantly, we introduce a Constraint Genetic Programming (CGP) with a novel constrained fitness function for approaching cost-sensitive classification. Section 5 discusses the experiments carried out and shows experimental results on two datasets: the heart disease dataset and the German credit dataset from the UCI repository. Finally, discusses on CGP are given and conclusions are drawn in Section 6. with J classes, as well as an associated J x J cost matrix,
C. An element c(i, j) of C in row i and column j specifies the cost of misclassifying a class j? instance as a class i instance. Please note that the rows in a cost matrix correspond to possible predicted classes, while columns corresponds to actual classes, i.e. row/column = ilj = predicted/actual. If i = j, i.e. the prediction is correct, typically (but not necessarily) the cost is zero.
Cost is domain-specific and can be quantified in different units. For example, cost could be monetary units (i.e. British sterling) for a fraud detection classification; whilst cost could be the severity of an illness in the context of medical diagnosis. Negative cost should be treated as benefit. Following the definitions given by Turney [33] , the word "cost" in this paper should be interpreted in its abstract sense.
Mathematically, for a given example X, and if we know conditional probability of each class j (1 < j < J), P(j X), the Bayes optimal prediction Yopt for X should be i, the class that minimises the expected cost (risk) of the labeling decision, i.e.
Definitions
For a formal setting of the cost-sensitive classification problem, let us start with some notations first. In other words, assigning X to the class i gives the lowest expected cost among all other possible labeling classes.
Let h be a classifier, and denote Ph (i, j) be the probability that an example, which is selected randomly from the sample distribution, belongs to class j, and is classified by h to be class i. Based on Equation 1 , the expected loss of h based on C is
i=l j=l (2) Note that Ph(i, j) = Ph(iIj)P(j), where P(j) is the probability that an example belongs to class j, and Ph(iIj) is the conditional probability of classifying an instances as class i given that the instance belongs to class j.
In summary, the general objective of a cost-sensitive classification system is to find such a classifier h that the overall loss based on Equation (2) is minimised.
Methods for Cost-Sensitive Classification
As seen in the definitions in Section 2, the introduction of a more complex cost function would certainly make traditional error-based classification methods impotent in solving the cost-sensitive classification problems. This is mainly due to the fact that a more complex cost matrix rather than a simple 0/1 cost function changes the landscape of the loss function L(h) in Equation 2 . A classifier which is capable of minimising a simple 0/1 cost function does not guarantee to minimise L(h). To make an error-based classifier cost-sensitive, a common method is to introduce biases into an error-based classification system in three ways: 1) by changing the class distribution of the training data, 2) by modifying the learning algorithm, and 3) by taking the boosting approach [13] . In this section, we briefly discuss some traditional existing methods in such three ways. This will shed light on the applicability of GP approach to costsensitive classification.
By Changing the Class Distribution of the Training Data
One of the most common practical approaches to costsensitive classification is to change the class distribution of the training data with respect to the cost function and then present an error-based learning algorithm with those modified data. The hope is that the bias introduced on the training data would be able to output a hypothesis that minimises the overall costs of the decisions for unknown future examples. A simple approach is so-called rebalancing (or stratification), i.e. changing the frequency of classes in the training data in proportion to their cost. For simplicity, let us take a two-class classification problem as an example to illustrate the method. A two-class classification always has the following cost matrix C given in Table 1 .
Predict negative Predict positive
Actual negative
Actual positive An alternative approach to manipulating the training data is the re-weighting method. The method assigns a weight to each instance of the training data. The size of a weight reflects the influence of misclassifying the case in terms of the cost incurred. An instance is usually assigned a larger weight if it is associated with a higher cost. Whilst the rebalancing method is applicable to any error-based classifiers, the re-weighting method is generally used by the classifiers which can handle instance weights, such as C4.5, Bayesian classifiers, as well as a GP-based classifier proposed in this paper (the way of re-weighting will be elaborated in Section 4).
A more sophisticated method called MetaCost [7] employs a "meta-learning" procedure, i.e. bagging, to relabel the classes of training data and then applies an arbitrary error-based classifier directly to the modified training set to generate a final model. All these methods make cost-blind classifiers potentially avoid more possible errors with high cost rather than possible errors with low cost by means of modifying the class distribution of training data. This results in reduction of overall cost more likely, but not necessarily as there is a trade-off among errors with different costs. In some circumstance, the gain in reducing high cost errors is outweighed by increasing more low cost errors, resulting in a net increase of cost. Nevertheless, major advantages of these methods are the simplicity without any change in algorithms and the applicability to any existing error-based classification learning algorithms. They do generate better models in terms of overall costs, compared to the models derived on original sample data.
By Modifying the Learning Algorithms
The second approach to cost-sensitive classification is to alter classification algorithms internally by taking into account the cost function. The approach has been heavily studied with numerous variants. They are implemented either by inducing various biases in the process of building models, or by adjusting thresholds or ordering rules generated. Examples of these are listed as follows.
Roberts et al. [29] applied methods in the process of building decision trees by taking misclassification costs into account either in the class selection criterion at the leaves of the decision tree, or in the test selection criterion at the branches of the decision tree. Ting [30] introduced a simple instance-weighting method which takes cost into account in the process of tree growing and tree pruning. The method effectively converts the standard tree induction procedure that seeks to minimise the number of errors, regardless of cost, to a procedure that seeks to minimise the number of errors with high weight or cost. In particular, when the method is applied to C4.5, the convinced reduction in cost was reported on a representative collection of 12 two-class classification datasets, though the reduction on multipleclass classification is not much. Bradford et al. [4] employed both an extended cost-complexity pruning to loss and a Laplace correction based decision pruning to minimizing loss. Cost-sensitive specialisation [35] involves specializing aspects of a classifier associated with high misclassification costs and generalizing those associated with low misclassification costs, with the aim of reducing the overall costs. In a model called the SBS Testbed, Provost and Buchanan [26] presented a linear function as a bias, which combines the number of correct predictions and the number of costly predictions, to investigate the effect on reduced error costs.
Fawcett and Provost [9] considered non-uniform cost per error in their cellular phone detection task and exhaustively searched (with a fixed increment) for the linear Threshold Unit's threshold that minimizes the total cost. Pazzani et al. [25] 
By Taking the Boosting Approach
The third approach to cost-sensitive classification is to employ boosting method [13] . The algorithm generates a set of different weak classifiers in sequential trials due to each of the training sample data being re-weighted, and then constructs a composite classifier by voting them in terms of the accuracy of each weak classifier. The re-weighting strategy effectively increases the weights of those misclassified instances and decreases the weights of correctly classified instances. The higher the weight, the more the instance influences the weak classifier learned. This causes the learner to focus on those misclassified examples in next trial. Theoretically, it has been proved that a succession of weak classifiers can be boosted to a strong classifier that is not worse, and usually much more accurate than the best weak classifier on the training data. Moreover, the boosting method is applicable to any kinds of base classifiers such as decision trees, Bayesian networks or neural networks. Because of the success of the method in improving accuracy of numerous classifiers( [3] , [28] ), and the fact that it is amenable to costsensitive adaption, recent years have witnessed some interesting applications of the boosting method to cost-sensitive classification. Some of them are described below.
AdaCost [8] is a two-class cost-sensitive version of AdaBoost (Adaptive Boosting), an implementation of boosting method [13] . It 4 Cost-Sensitive GP Like other classifiers, in theory, a GP-based classifier should also be able to explore these methods discussed above to address cost-sensitive classification. However, due to heavy computational time required by GP and many trials required for the boosting method, employing a GP as a base classifier in boosting is not appropriate, though possible. Therefore, in this study we are only interested in investigating applicability of GP to cost-sensitive classification by changing the class distribution of the training data and by modifying the GP mechanism itself.
To carry out the investigation, first, we develop a GPbased classifier with a simple fitness function, i.e. the Rate of Correctness (RC). It aims to achieve a high classification accuracy (equivalent to a low classification error), as much as possible. To apply this error-based GP classifier to cost-sensitive classification, we should manipulate training data using either the rebalancing method or the reweighting method. The reweighting method is easily achievable by taking the weights of instances into the fitness function. In this way, the reweighting method has the same effect as the rebalancing method.
We then consider the second approach to cost-sensitive classification by modifying the GP algorithm. A novel constrained fitness function has been proposed and incorporated into the GP-based classifier. We shall discuss both methods in more detail below.
A GP-based Classifier
Like other traditional classifiers, such as CART and C4.5, a GP-based classifier should be capable of building decision trees. We achieve this by means of a grammar-based representation, together with an error-based fitness function.
The syntax used in GP to build Genetic Decision Trees (GDTs) can be precisely represented in the backus normal form (BNF) grammar, shown in Figure 1 . We keep the above grammar as simple as possible simply because any richer one would result in a larger search space for GP. As confirmed by our previous work [19, 20] , the syntax that we use here is sufficient to build any similar trees that a standard tree algorithm can create.
The fitness function, one of the most essential components in GP, measures how good an individual is as a solution to the problem at hand. It could take several criteria into account and guide GP to seek the most preferable part of solution space by properly tuning the weights of the criteria involved. Before setting up the fitness function for GP, we need to introduce some measures involved.
As this study focuses on binary classification, some of measures can be defined through a contingency table given in Table 2 . The table represents the number of instances belonging to four possible categories after classifying each of examples in a given dataset, i.e. the number of True Positive (TP), the number of True Negative (TN), the number of (Tree) ::= "if-then-else" (Cond) (Tree) (Tree) IClass (Cond) ::= (Cond) "And" (Cond) (Cond) "Or" (Cond) "Not" (Cond) Variable(RelationOperation)Threshold (RelationOperation) ::= " > "j" < "i" = where Variable is an attribute or feature; Class is an integer (1 or 2 for binary classification); Threshold is a real number. stitute a cost matrix which is to be used for both experimental datasets in this paper). We defines two measures, namely, the Rate of Correctness (RC), and the Rate ofFalse Positive (RFP), also given in Table 2 . Clearly, as a standard error-based classifier, RC should be taken as a fitness function for the GP classifier aimed at maximising classification accuracy.
To apply this error-based GP classifier to address costsensitive classification, we can employ either the rebalancing method or re-weighting method. For GP, the re-weighting approach can be achieved by means of an weighted RC fitness function, denoted by RC,. RC, is built by taking into consideration the influence of misclassifying a case in terms of the cost incurred. For example, for the the binary classification given the costs in Table 2 In Section 5, we shall show the performance of a GP classifier by using this re-weighting method (i.e. taking RC, as a fitness function) in comparison to the performance of an error-based GP classifier (i.e. taking RC as a fitness function). We shall also compare our GP classifier to the standard decision algorithm C4.5 with and without using the re-weighting method.
A Novel Constrained Fitness Function
Our intuition to make an error-based GP classifier costsensitive by means of modifying learning algorithms is to constitute an appropriate fitness function, which is able to guide GP to search for promising solutions. Ideally, the solutions would be able to trade off between high cost errors and low cost errors so that the overall cost is minimised.
For this sake, we propose a linear fitness function f = Wrc * RC -Wrfp * RFP, which involves two performance criteria (i.e. RC and RFP), with its corresponding weights. Underlying this function is the hope that resulting GDTs could have lower overall costs by means of maintaining a higher accuracy as much as possible whilst penalising errors incurred with higher costs. Two values of the weights assigned (i.e. Wrc, Wrfp) reflect the fact to what extent one would like to put emphasis on RC and RFP respectively. Although the idea is valid, we soon realise its drawbacks due to stochastic process of GP. One of the major drawbacks is that resultant GDTs are sensitive to two weights assigned, in particular, the weight Wrfp. To overcome the sensitivity of weights assigned, we incorporate a constraint R into the fitness function, f, given by.
where
where the range of R is determined by two parameters provided by the user, i.e., Pmin and Pmax, which are the expected minimum and maximum of percentage of positive positions predicted respectively in the training data (like most machine learning methods, the assumption is that the test data exhibits similar characteristics); C+ is actually the percentage of positive positions predicted by a GDT. The motivation underlying the function fc is that with the R, given by the user, the error-based GP can be guided to find the GDTs that could avoid more errors with a higher cost, though possibly incur more errors with a lower cost. The hope is that the reduced overall cost of the GDT is achievable, though not necessarily. In f, through the conditional weight Wrc, the constraint R plays a vital role in finding promising GDTs in terms of the cost. The value of the penalty parameter (i.e., Wrc') depends on the fact of whether the GDT being evaluated is able to satisfy the constraint R. If the GDT does, a positive weight, 1, is assigned and therefore a higher positive fitness value is given. Otherwise, zero
-I is set to the weight and therefore a lower negative fitness value is obtained. In this way. only the GDTs are highly rewarded that have a high classification accuracy, a lower rate of false positive, and could avoid making more predictions in the high cost class, rather than in the low cost class. Setting up an appropriate constraint R, determined by the values of Pmin and Pma, is crucial for success. For example, for the binary classification with the costs given in Table 2 , taking R = [Pmin = 25%, Pmax = 30%], which is less than the actual proportion of positive positions (e.g. 50%), will function generally. However, notably, by taking a much tighter constraint, (e.g. R = [5%, 10%]), although the function ft can result in much less high cost errors, it may not work well, as the gain in reducing high cost errors is outweighed by introducing more low cost errors, resulting in a net increase in cost (an extreme case would be the default rule which predicts all cases to be the least expected cost class, where R is [0%, 0%]).
We refer to the error-based GP classifier with the constraint fitness function ft, as Constrained Genetic Programming (CGP). In Section 5, we shall present the experimental results of CGP, in comparison with some other classification methods.
Experiments and Results
To investigate whether an error-based GP classifier and CGP work, we tested both on two of three datasets with costs from a well-known StatLog project [23] : the heart disease dataset and German credit dataset (both are available from the UCI machine learning repository on http://www.ics.uci.edu/ mlearnlMLRepository.html, while the third one, the head injury dataset is not publicly available).
Following [23] , we applied the cross-validation method to both datasets. For the heart disease dataset (2 classes, 13 attributes, 270 samples), a 9-fold cross-validation was taken, for the German credit card dataset (2 classes, 24 attributes, 1000 samples), a 10-fold cross-validation was taken. Because of the stochastic property of GP, each GP method have been tested on those folds 10 times each. Therefore, the total 90 and 100 independent runs were carried out for the heart disease dataset and the German credit card dataset respectively. Mean results with corresponding standard deviations over all cycles in cross-validation are reported in this paper for each GP approach.
We measure the performance of a classifier by the average misclassification cost, rather than "the error rate". The average classification cost is computed for any algorithm by multiplying the confusion matrix by the cost matrix, summing the entries and dividing by the total number of test instances. Note that the average cost is equivalent to the error rate if a cost matrix has the unit cost for all errors. In the case of the binary classification here, with a given confusion matrix and a given cost matrix shown in Table 2 , the average cost is given by FP*CO1FN*C1 , which ignores both TP and TN simply because both Coo and Cl, are zero. For the heart dataset, an actual positive indicates a heart disease present while an actual negative means a heart disease absent. Likewise, for the German credit card dataset, an actual positive means a bad customer whilst an actual negative indicates a good customer. For both cases, a false positive would incur a higher cost (i.e. Co, = 5) in contrast to a lower cost for a false negative (i.e. Clo = 1).
A simple default rule for an error-based classifier is to assign all cases into the most frequent class based on the training data. Similarly, a default rule for cost-sensitive classification is to predict all cases to be the least expected cost class. For example, for the heart dataset, the least expected cost class is the positive class (i.e. "heart disease present"), which produces an lower average cost in comparison to the negative class (i.e. "heart disease absent"). The performance of the default rule could be treated as a bottom line for any algorithm. Any model with a higher average cost compared to the default rule should be considered to be poor.
For brevity, only main parameters running the GP classifier are shown in Table 3 . It is worth mentioning that we took the same parameters throughout all experiments in this paper except for some parameters mentioned otherwise. To see whether the traditional re-weighting method works for an error-based GP classifier, we began with assessing the performance of a cost-blind GP classifier using RC. We then assess the performance of the re-weighting method applied to a GP classifier through the experiments using RCW. Experimental results are shown in Results show that the cost-blind GP and C4.5 do not work well for cost-sensitive classification on both datasets, as mean costs of both methods are even worse than those of the default rules. In contrast, the re-weighting method for both algorithms seems to function to some extent, as C4.5 has a mean cost of 0.467 on the heart disease dataset, and GP has a mean cost of 0.556 on the German credit dataset, both of which are better than the default rules.
Results by CGP

Methods
Average Cost We show the performances of CGP in Table 5 . It achieves a mean cost, 0.472 for the heart disease dataset, and 0.560 for the German credit dataset, both of which are better than the results of the re-weighting method applied on the error-based GP (i.e., 0.472 vs. 0.617; 0.560 vs. 0.566), let alone the default rule. The fact suggests that CGP surpass the re-weighting method in terms of cost. Comparisons with other algorithms would shed light on how good CGP is. We apply three algorithms, namely PART [10] (an enhanced rule based method on C4.5), K-Nearest Neighbor (K=1 and K=2) and Naive Bayesian onto both datasets using the reweighting approach based on the cost matrix given in Table  2 . All results of the three methods are also shown in Table 4 . In terms of the mean costs produced here, the results demonstrate that CGP has achieved the best performance on the German credit dataset among all, though it is slightly worse than Naive Bayesian (0.472 against 0.404), and C4.5 (0.472 vs. 0.467) on the heart disease.
Discussions and Conclusions
To our best knowledge, ICET [33] is the only system that not only takes misclassification costs into account but also involves genetic algorithms. However, unlike CGP, in which genetic programming straightforward plays a main role, ICET uses genetic algorithm as a supplementary means of finding a set of better parameters for a decision tree induction algorithm. The fittest tree is constructed directly through decision tree induction algorithms, rather than genetic algorithms. The novel constrained fitness function that we invent makes it possible for genetic programming to act as a main framework to address costsensitive classification problems. Besides, like other costsensitive methods in learning systems, ICET cannot provide the mechanism to find varied potential solutions either.
It is worth noting that the constrained fitness function proposed in this paper also has some similarities with the issue in constrained evolutionary optimisation when the penalty method is used (cf. [22] ). Both methods transfer a constraint optimisation problem into an unconstraint optimisation problem by introducing a penalty item into the objective function. Both methods highly reward feasible solutions whilst penalizing unfeasible solutions. However, there are some discrepancy between the constraint fitness function and the methods studied in constraint evolutionary optimisation.
The role of the constraint involved is different. The constraints studied in the constrained evolutionary optimisation are solely regarded as constraints that need to satisfy. In contrast, the constraint in the constrained fitness function is not merely a condition. Moreover, it provides a means for balancing two types of errors, i.e. high cost errors and low cost error. The choice of varied constraint R, depends crucially on the cost matrix. We argue that a proper constraint can lead to the reduction in overall cost for cost-sensitive classification.
In this paper, we have reviewed current existing methods of cost-sensitive classification in the literature. As a result, we then have applied GP to address cost-sensitive classification by means of two methods through: a) manipulating training data, and b) modifying the learning algorithm. In particular, CGP has been introduced in this study. CGP is capable of building decision trees to minimize not only the expected number of errors, but also the expected misclassification costs through its novel constraint fitness function. CGP has been tested on the heart disease dataset and the German credit dataset from the UCI repository. Its efficacy with respect to cost has been demonstrated by comparisons with C4.5 and other learning algorithms: PART, K-Nearest Neighbor and Naive Bayesian using the re-weighting method in terms of the costs on both datasets.
Encouraged by the initial results presented in this study on two datasets, we are certainly going to test CGP on more datasets. Another aspect of our future work would be to study the way of setting up the constraint R in the constrained fitness function of CGP. Adaptively dynamic setting up for the constraint R according to various cost matrices and datasets [15] , is worth our immediate investigating in the short future.
AWM (Advantage West Midlands) for partial support of this work.
Bibliography
