Abstract { We present a new algorithm for segmentation of textured images using a multiresolution Bayesian approach. The new algorithm uses a multiresolution Gaussian autoregressive (MGAR) model for the pyramid representation of the observed image, and assumes a multiscale Markov random eld model for the class label pyramid. Unlike previously proposed Bayesian multiresolution segmentation approaches, which have either used a single-resolution representation of the observed image or implicitly assumed independence between di erent levels of a multiresolution representation of the observed image, the models used in this paper incorporate correlations between di erent levels of both the observed image pyramid and the class label pyramid.
INTRODUCTION
In this paper we present a new multiresolution textured-image segmentation algorithm which uses a doubly-stochastic model. For single-resolution schemes the doubly-stochastic model can be described as follows: Given an observed image containing a number of regions corresponding to di erent objects, or textures, there is an unobserved image, referred to as the label eld, which contains the classi cations of all pixels in the image. The observed image and the label eld are discrete-parameter random elds, and are modeled using stochastic models. In the doubly-stochastic framework for the multiresolution case, the observed data is a multiresolution representation of the observed image. The corresponding label pyramid contains the classi cations of all nodes in the multiresolution lattice on which the observed image pyramid is de ned. The classi cations of the nodes in the multiresolution pyramid will be referred to as the class labels.
The importance of utilizing information at various scales for texture analysis has led to the development of several multiresolution approaches to textured image segmentation 1, 2, 3, 4, 5, 6, 7] . Exploiting information at multiple resolutions o ers several advantages over single-resolution approaches. First, computational complexity is reduced, since much of the work can be done at coarse resolutions, where there are signi cantly fewer pixels to process. Second, algorithms which determine the classi cation of a given pixel based on local characteristics in the region containing the pixel can e ectively make decisions based on larger neighborhoods by examining the image at coarser resolutions, without the increase in computational complexity which would result from simply using larger neighborhoods at the original image resolution. Also, processing an image at multiple resolutions precludes the need for a priori selection of one optimal resolution for processing.
In this paper we propose a new segmentation algorithm which uses a MGAR model for the observed image pyramid. Our approach is di erent from previously proposed approaches in that we obtain a multiresolution representation of the observed image and model this representation as a stochastic process indexed by the nodes of a multiresolution lattice.
Previous approaches have used multiresolution models for the pixel labels, but have used either single-resolution representations of the observed image 1, 2, 4] or multiresolution representations of the observed image with the implicit assumption that the random variables at a given level of the observed image pyramid are independent from the random variables at other levels 3, 5, 6] . In 2] the MAP estimate of the label eld at the coarsest resolution is approximated rst, using iterated conditional modes (ICM), and the result is then propagated to the next-ner resolution, where the MAP estimate of the label eld at that resolution is approximated using ICM. This process is continued until the nest resolution is reached. In 3] the image is rst segmented at the coarsest resolution using a Bayes decision rule, and then a coarse-to-ne procedure is used to re ne the segmented image. Varying-resolution simultaneous autoregressive (SAR) models are t to the observed image in 5], and features from di erent resolutions are combined to segment the image using a K-means clustering algorithm. In 6] the observed image is modeled at each resolution as a Gauss Markov random eld (GMRF). It is assumed that the GMRF parameters at the nest resolution are known, and the GMRF parameters at coarser resolutions are estimated using the values of these nest-resolution parameters. The MAP estimate is approximated at each resolution using ICM rst at the coarsest levels, then at ner levels, as in 2]. The problem of texture discrimination, in which, given a set of known textures and a noisy observed image, the texture from the pre-de ned set corresponding most closely to the observed data must be selected, is addressed using a multiscale stochastic model in 8]. The texture discrimination problem is di erent from the texture segmentation problem considered in this paper, in which there is no pre-de ned set of textures from which to select.
The MGAR model used in this paper was proposed for segmentation in 7] . The work described in this paper is di erent from 7] in that the model used for the class label pyramid in 7] is di erent from the model used here. In 7] correlations between di erent resolution levels in the label pyramid were incorporated simply by using the nal segmentation at a given resolution as the initial segmentation at the next-ner resolution. In this paper a less ad hoc method is used | inter-level correlations in the label pyramid are incorporated into the label pyramid model by using a multiscale Markov random eld (MMRF) model. Also, in 7] the prediction coe cients and prediction error variances of the MGAR model were assumed to be known a priori. In this paper they are estimated as the segmentation is performed.
Our approach is also di erent from previously proposed multiresolution approaches in that we approximate the \multiresolution maximization of the posterior marginals" (MMPM) estimate of the label pyramid, which is a natural extension of the single-resolution \maxi-mization of the posterior marginals" (MPM) estimate 9]. Previous approaches have been based on MAP estimation. Using the MPM approach has two possible advantages. First, the cost function which the MPM estimate minimizes is more appropriate for image segmentation than the cost function which the MAP estimate minimizes 9]. This is because the MAP estimate assigns the same cost to every incorrect segmentation, regardless of the number of pixels at which the incorrect segmentation di ers from the true segmentation, whereas the MPM estimate assigns a cost to an incorrect segmentation based on the number of incorrectly classi ed pixels in that segmentation. Second, using the MPM criterion facilitates the use of the EM algorithm to estimate unknown parameters of the MGAR model 
STATISTICAL MODELS
In our problem formulation the observed data Y is a multiresolution representation of the observed image, obtained using a Gaussian pyramid decomposition 13]. Thus, Y is a stochastic process indexed by the nodes of a multiresolution lattice, such as the one shown in Figure 1 .
The class label pyramid X is de ned on the same multiresolution lattice as Y, and contains the classi cations of the nodes in the lattice. The set of nodes in the lattice is denoted S.
Each level in the lattice corresponds to a di erent spatial resolution, where level 0 represents the nest spatial resolution and level M ?1 the coarsest spatial resolution. The set of lattice points at level n will be denoted S (n) and the random elds containing the observed image at resolution n and the classi cations of the nodes at resolution n will be denoted Y (n) and X (n) , respectively. Each node in S (n) corresponds to 4 n pixels at the original image spatial resolution. Hence, each random variable in X (n) represents the classi cation of a block of 4 n pixels in the original image. The random variable in Y (n) at node (i; j) 2 S (n) will be denoted Y (n) i;j , for i = 0; : : : ; (I=2 n ) ? 1; j = 0; : : : ; (J=2 n ) ? 1, where I and J are the number of rows and columns, respectively, in the original image. This notation will also be used for the random variables in X (n) . To simplify the notation, the random variables in Y and X may also be indexed by a single letter, as in a lexicographical ordering, in which case the sth random variable in Y will be denoted by Y s , and the sth random variable in X will be X s . Throughout the paper, y = (y 1 ; y 2 ; : : :; y N ) and x = (x 1 ; x 2 ; : : :; x N ), where N is the total number of nodes in S, will represent sample realizations of Y = (Y 1 ; Y 2 ; : : :; Y N ) and X = (X 1 ; X 2 ; : : : ; X N ).
For every node s 2 S, the set of values which the random variable X s can take is f1; 2; : : : ; Lg, where L is the number of di erent classes, or textures, in the image. We shall assume that L is known.
To segment the observed image, two models will be needed. A model will be needed for the conditional probability density function of Y given the classi cations of all nodes in the multiresolution lattice. We will also need a model for the conditional probability mass function of the label pyramid X.
MGAR Model
In this section we describe the MGAR model used for Y. To simplify the discussion we will rst assume that Y is indexed by the nodes in a binary tree, as shown in Figure 2 . Extension to the quadtree lattice shown in Figure 1 will then be described.
In order to de ne the model for Y, we associate with the binary tree the ordering of the nodes shown in Figure 2 . The nodes at level n are indexed from 2 M?n?1 to 2 M?n ? 1, where M is the number of levels in the tree.
The model which will be used is a causal MGAR model, where the notion of causality for our model is de ned by the ordering of the nodes of the tree de ned above. In this k;r is non-zero. Since the random variablesỸ 1 ; : : : ;Ỹ N are independent Gaussian random variables, the form of their joint conditional probability density function given the classi cation of all tree nodes is known. However, we need the joint conditional probability density function of (2) where C is a constant matrix and A can be determined from Equation If, for every node s 2 S, X s is a discrete random variable, then X is a multiscale Markov random eld with neighborhood system G if P(X s = x s jX r = x r ; r 6 = s) = P(X s = x s jX r = x r ; 8r 2 G s ); 8s 2 S (5) where P(AjB) is the conditional probability of the event A given the event B. As in the single-resolution MRF case, speci cation of the multiscale Markov random eld in terms of the conditional probabilities in Equation 5 is very di cult. This problem can be addressed by specifying a Gibbs distribution for the joint probability mass function p X (x) = P(X = x) = P(X 1 = x 1 ; : : :; X N = x N ).
The speci cation of a Gibbs distribution for X depends on the concept of cliques. A set of nodes C S is a clique if, for any nodes s; r 2 C, s 2 G r . Thus, the collection of all cliques, which we shall denote as C, is induced by the neighborhood system. We shall assume that if P(X i = x i ) > 0 8i then P(X = x) > 0, for any x. This is referred to as the positivity condition. Assuming this is true, it can be shown that if p X (x) can be expressed in the form
where V C (x) is a function which depends only on the values of x at nodes in the clique C, z is a normalizing constant, and T is a constant which represents \temperature", then X is a multiscale Markov random eld. A probability mass function which can be written in this form is referred to as a Gibbs distribution. A multiscale MRF can be speci ed in terms of the functions V C (x), C 2 C, instead of the conditional probabilities of Equation 5 17]. This greatly simpli es the task of specifying a multiscale MRF.
For the multiscale MRF model used in this paper, the collection of cliques C consists of all pairs of nodes at the same resolution which are spatially horizontally or vertically adjacent to each other (type-1 cliques), all pairs of nodes having a parent-child relationship to each other (type-2 cliques), and all single pixels (type-3 cliques). Type-1 cliques and type-2 cliques are illustrated in Figures 3 and 4 , respectively. The neighborhood system corresponding to this collection of cliques is shown in Figure 5 .
The probability mass function of X can now be de ned using the collection of cliques described above. Let C 1 be the set of all cliques of type 1 and C 2 the set of all cliques of type 2. Then the probability mass function of X is de ned to be 
The parameter k can be viewed as a cost parameter for class k. If, for a given k, k is high, then class k is less likely to occur than classes with lower costs. For applications in which there is a priori information about the relative sizes of the various classes, the parameters f k g can be selected to incorporate this information into the label eld model. In the absence of such a priori information, k will be assumed to be zero for every k.
To segment the observed image, the form for the conditional probability mass function of X given Y is needed. Since f Y (yj ) does not depend on x, it will not need to be considered in the optimization.
It should be noted that p XjY (xjy; ) is a Gibbs distribution.
SEGMENTATION ALGORITHM
In this section we assume that is known and describe the multiresolution segmentation algorithm. The MMPM algorithm follows the single-resolution MPM algorithm 9] very closely. The segmentation problem is formulated as an optimization problem. The optimization criterion which is used is the minimization of the expected value of the number of misclassi ed nodes in the multiresolution lattice.
The optimization used to estimate X can be viewed as the minimization of the conditional expected value of a cost functional R(X; x), given the observed image pyramid Y, over all possible realizations of the label pyramid X. The cost functional is given by R(X; x) = N X s=1 t(X s ; x s ) (10) where t( ; ) is the function de ned in Equation 8. Thus, R(X; x) is the number of nodes at which X and x are not equal, i.e., the number of misclassi ed nodes in S. The value of x which minimizes the conditional expectation of this cost functional will be denoted x .
Thus, E R(X; x )jY = y] E R(X; x)jY = y] 8x (1 ? P(X s = x s jY = y)) (12) We can minimize this sum by choosing for each node s 2 S the value of x s from the set f1; 2; : : : ; Lg which minimizes (1 ? P(X s = x s jY = y)) or, equivalently, the value which maximizes P(X s = x s jY = y). The estimate of the label pyramid X which is derived by independently maximizing this marginal probability for each s 2 S is the MMPM estimate of X. For the Markov chain X(t) generated using the Gibbs sampler there are L N possible states, corresponding to the L N possible realizations of X. At each step only one node is visited, so that X(t ? 1) and X(t) can di er at no more than one node. At time t the state of X(t) at node s is a random variable X s (t). Let q t 2 S be the node visited at time t. Then the state of X qt (t) is determined by sampling from the conditional probability mass function p Xq t jY;Xr;r2Gq t (kjy; x r (t ? 1); r 2 G qt ; ). If the sequence fq 1 ; q 2 ; q 3 ; : : :g contains every node s 2 S in nitely often, then it can be shown that for any initial con guration x(0), lim t!1 P(X(t) = xjY = y;X(0) = x(0)) = p XjY (xjy; ) (14) for every x 18]. Thus, the Markov chain converges in distribution to a multiresolution process with probability mass function p XjY (xjy; ).
To describe the approximation of the marginal conditional probability mass function at each node using the Markov chain X(t), we rst de ne the function 
PARAMETER ESTIMATION
In order to implement the Gibbs sampler, we must estimate the value of . We will use a modi ed version of the EM algorithm to estimate . In this section we describe the EM algorithm for the case when the values of the marginal conditional probabilities of the class label pyramid given the observed image pyramid are known. These values are needed to perform the EM algorithm for our formulation.
The EM algorithm has been widely used for the estimation of parameters for incompletedata problems 19, 20, 21, 22] . In an incomplete-data problem the observed data represent only a subset of the complete set of data. There also is a set of data which is unobserved, or hidden. For example, in our formulation the observed image pyramid represents the observed data, and the class label pyramid represents the hidden data. The EM algorithm is an iterative procedure for approximating maximum-likelihood estimates. At each iteration two steps are performed: the expectation step and the maximization step. In general, if (p)
is the estimate of at the pth iteration, then in the expectation step at iteration p + 1 the function Q( ; (p)) = E log f YjX (yjx; )jY = y; (p)] + E log p X (xj )jY = y; (p)] (17) is computed. Since in our formulation the probability mass function of X does not depend 
In the M-step at iteration p + 1, Q( ; (p)) must be maximized with respect to . Let^ 
This equation for^ k is the equation which results if the random variables in the observed image pyramid are assumed to be conditionally independent given the class label pyramid.
After the means have been estimated using Equation 24, the remaining MGAR model parameters can be estimated easily using Equations 22 and 23.
SEGMENTATION WITH SIMULTANEOUS PARAMETER ESTIMATION
The EM/MMPM algorithm proposed in this paper combines the techniques described in Sections 3 and 4. First, the MMPM algorithm is performed using an initial estimate of , say^ (0). After a certain number of iterations of the MMPM algorithm, the resulting estimates of p XsjY (kjy;^ (0)) are used in Equations 22 through 25 to obtain an updated estimate of , say^ (1). This new estimate of is then used in the MMPM algorithm to nd estimates of p XsjY (kjy;^ (1)), which are then used to update the estimate of . This process is continued until some suitable stopping point is reached.
The EM/MMPM algorithm generates a ( nite) collection of Markov chains X(1;t);X(2;t); : : : ; X(P + 1; t), for some P 1. Generation of X(p;t) is referred to as stage p of the algorithm. The estimate of obtained during stage p is denoted by the random variable The algorithm begins with the estimate (0) =^ (0) for some^ (0) 2 . The Markov chain X(1;t) is generated using the procedure described in Section 3. The state of X qt (1; t) is determined by sampling from the conditional probability mass function p Xq t jY;Xr;r2Gq t ; (0) (kjy; x r (1; t? 1); r 2 G qt ;^ (0)), where p XjY; (p) (xjy;^ (p)), for any p 1, has the same form as p XjY (xjy; ) given by Equation 9 , with (p) random, unlike , which is deterministic.
After each pyramid node has been visited T 1 times, for some T 1 1, the estimate (1) is computed. Using the estimates v k;s (1; t) de In general, the Markov chain X(p;t) is generated using the Gibbs sampler and sampling from the distribution p XjY; (p?1) (xjy;^ (p ? 1)), and the estimate (p) is computed using After^ (P) has been obtained as the nal estimate of , T P+1 iterations of the MPM algorithm are performed, using^ (P). The nal segmentation is X(P + 1; T P+1 ).
EXPERIMENTAL RESULTS
For the results presented in this section, the Gaussian pyramid decomposition described in 13], with the same lter weights as those used in 13], was used to obtain the multiresolution representation of the observed image, although the algorithm could also be used with other multiresolution decomposition schemes, e.g., averaging over 2x2 blocks and subsampling to obtain coarse-resolution data from ne-resolution data.
For all results presented in this section, three pyramid levels were used (i.e., M = 3).
This means that the original image was examined at three di erent resolutions. It was found that for some images the use of more than three pyramid levels resulted in an insu cient number of pixels at the coarsest resolution for the algorithm to perform well.
The values used. The class cost parameter k was assumed to be zero for every k. For all experiments described here, 70 stages of the single-resolution EM/MPM algorithm 10, 11, 12] were rst performed at the coarsest level of the pyramid, and the resulting segmentation propagated to other levels, to obtain an initial estimate of the label pyramid X. Also, to obtain initial estimates of the MGAR model parameters, the estimates of the conditional probabilities of the class labels at the coarsest resolution, obtained using the EM/MPM algorithm at the coarsest resolution, were propagated to higher resolutions. These estimates were then used in Equations 24, 22 and 23 to obtain the initial estimates of the MGAR parameters.
The MGAR prediction window used at node (i; j) 2 S For the images shown in Figures 7, 8, and 9 , the EM/MMPM algorithm performed signi cantly better than the EM/MPM algorithm. For the image shown in Figure 6 , the two algorithms performed similarly. Table 1 shows the percentage of pixels which were misclassi ed by the EM/MPM and EM/MMPM algorithms for the four synthetic test images. In general, the multiresolution algorithm provides much better performance in terms of the number of misclassi ed pixels. In some cases, the EM/MMPM algorithm did not nd 3 statistically distinct classes. The multiresolution algorithm performs better than the single-resolution algorithm for the images in Figures 10, 11 , 12 (for L = 3), and 13, whereas the single-resolution algorithm does a better job of distinguishing the road and the vehicle from the background in Figure 14 .
The nal issue that we discuss in this section is a comparison of the amount of computation required to achieve convergence for two of the test images using the EM/MPM and EM/MMPM algorithms. We consider the convergence of the parameter estimates to do this, although the amount of computation could also be measured by studying convergence of the MPM algorithm at each stage of the EM/MPM and EM/MMPM algorithms.
We use the number of visits per pixel as a measure of computational complexity. Table 2 shows the number of visits to each pixel required for convergence of the parameter estimates obtained by the two algorithms for the two test images in Figures 6(a) and 7(a).
The EM/MMPM algorithm converges more quickly than the EM/MPM algorithm for both images. This is also not a surprising result, since much of the segmentation and parameter estimation can be done at the coarsest resolution, where there are fewer pixels to process. 
