Abstract-The quadratic form can be expressed as a monotonically increasing sum of squares when the inverse covariance matrix is represented in canonical form. This formulation has the advantage that, in testing a particular class hypothesis, computations can be discontinued when the partial sum exceeds the smallest value obtained for other classes already tested. A method for channel selection is presented which arranges the original input measurements in that order which minimizes the expected number of computations. The classification algorithm was tested on data from LARS Flight Line Cl and found to reduce the sum-of-products operations by a factor of 6.7 compared to the conventional approach. In effect, the accuracy of a twelve-channel classification was achieved using only that CPU time required for a conventional four-channel classification.
I. INTRODUCTION THE well-known classification rule based on the maximumlikelihood criterion and assumed normal probability density functions involves evaluating quadratic forms in the case of M classes. Sometimes a linear transformation is performed on the original N measurements to form N < N measurements for use in evaluating the quadratic forms resulting in a reduction in computation time. The disadvantages of this approach are: 1. Additional computer time is required to perform the linear transformations. 2 . It is inevitable that some (usually small but unknown) class separability is lost in the dimensionality reduction.
The algorithm described in this paper has the advantage that it uses only as many channels as necessary to make the desired discriminations; if necessary, all channels are used and no information is sacrificed. Classification speed is achieved by using first those channels which are most important for discrimination. The paper describes how the proper order is determined; the derivation has obvious application in the general Manuscript Pi(A) (2,T)N/2 IKl 1 /2 exp [-2 (-M)K1X-mi) (1) and covariance matrix are computed from training samples. Because it plays such an important role in the derivations which follow, it is useful to define the quadratic form according to Eq. (2) . The maximum likelihood decision rule given (2) by Eq. (3) assigns a sample to the most-likely class. Combining Eqs. 
C11 is defined by Eq. (5 After all classes have been tested the maximum-likelihood estimate is j = 1. The advantage of the algorithm based on Eq. (13) and Fig. 1 is that it uses only as many channels as required to make the desired discriminations; if necessary, however, all N channels are used and no information is lost.
V. SELECTING THE OPTIMUM SEQUENCE OF EIGENVECTORS
From Eqs. (13) and (14) and Fig. 1 it is apparent that CPU time is minimized by causing a1 to increase by the largest possible itlicrement, y2kI/ak, for each value of 1 < k < N.
This results in discarding incorrect hypotheses at the minimum value of n.
The expected value of the kth increment averaged over all X from Class j is given by Eq. (15). Note that for a given candidate Class i, the optimum order for using the eigenvectors depends on j, the correct class. Because j is not known until all M classes have been tested, the value 1 for the current best estimate, is used to select the prestored order in which the N eigenvectors are used.2 According to Fig. 1 , the M classes are tested in the following order:
1) The first class tested is the one assigned to the neighboring pixel; this hypothesis is likely to be correct due to the spatial correlation within typical scenes.
2) The remaining classes are tested in order of decreasing a priori probabilities.
With this approacl-i it is likely that I = j after only a few classes have been tested and therefore the resulting eigenvector order is best suited to discarding incorrect class hypotheses very early in the computation of oz.
It is instructive to determine the increment added to i when i =1; i.e., when the candidate class is the correct class.
Equation (16) figure it is apparent that the eigenvectors should be used ill that specific order which causes Oi to increase most rapidly so that it reaches (N-C,j) for the minimum value of n.
VI. CLASSIFICATION BASED ON THE LOWER-TRIANGULAR
CANONICAL FORM It is well known (Forsythe, 1967 computer. The system was tested using twelve-channel multispectral scanner data from LARS Flight Line Cl; ground-truth data was available for nine classes with the designations given in Table 1 .
The program SELECT takes card inputs giving the mean vector and covariance matrix for each class and puts out a tape giving a) the optimum channel order, b) the elements of The lower-triangular canonical form is ideally suited for evaluating the usefulness of the various channels. It is apparent from Eq. (19) that Yin, the last term included Qi, involves only the first nh measurements in the permuted measurement vector. In other words, the process of permuting X to put ,5Y4 in decreasing order places the original measurements in order of decreasing usefulness for discriminating Class j from Class i. Table 2 gives the first four (out of 12) channels which are best for each of the 72 possible (i,j)-combinations, where i r/j. Table 3 gives the number of (i,j)-combinations for whiclh each channel is used at each place in the optimum order; e.g., Channel 9 is used first for 20 (i,j)-combinations and second for another 10 combinations. Another output from the program SELECT is an estimate of n, the number of iterations (i.e., terms in Qj) which must be used before the expected value of Qi, Qaii(n) given by Eq. As an example, Table 5 gives P97(Q) from the SELECT output listing. The average number of iterations for a given (i,j)-combination is given by Eq. (25); Table 6 gives N7i for all possible (i, j)-combinations. The number of sum-of-products which must be computed in the course of n-iterations is [0.5h (ni+ 1) + n ] so that the average number of sum-of-product operations is given by Eq. (26). Tables 4-7 are based on theory and are derived from statistical parameters of the data and application (i.e., mean vector and covariance matrix for each class of interest). Tables 6 and  7 show that almost all (i,j)-combinations can be discriminated using only one or two terms (i.e., channels of data) in the partial sum given by Eq. (21) and this requires five or fewer sum-of-product operations per class. This is a substantial savings compared with the conventional approach which always uses all twelve channels and performs 90 sum-of-product operations per class.
The program CLASS takes as input the multispectral scanner data tape and the output tape from SELECT and processes the data according to Eqs. (13), (17)- (21), and Fig. 1 to classify specified segments of data. The program was checked out using data from LARS Flight Line Cl with results described in the following paragraphs.
The first tests were performed on data within the 23 training fields used to derive the mean vector and covariance matrix for all classes. Table 8 gives the empirical probability that, for the given training field, Hypothesis i can be discarded after ni terms in the partial sum Eq. (21). For example, the incorrect Class 4 can be discriminated from the true Class 2 on the basis of only one channel nearly 89% of the time; use of two channels4 made discrimination possible 100% of the time. Table 8 also gives the Ni2, the average number of terms required to discard Hypothesis i when the pixel belongs to Class 2. These values are in good agreement with the corresponding column (i.e., J = 2) of Table 6 .
After classifying all of the training fields it was possible to 4From Table 2 it is seen that Channel 1 is used first and a combination of Channels 1 and 9 is used second. 43 1.01 1.00 1.00 1.03 1.19 1 derive the average number of iterations required in the case of certain selected (i, j)-combinations. Table 9 shows the empirical results for those cases (in which Nij > 1.5) circled in Tables 6 and 7 . Comparison shows that the empirical results in Table 9 are in general agreement with, although slightly higher than, the theoretical values given in Table 6 . Next the program CLASS was used to classify 20,000 pixels of 12-channel data from LARS Flight Line Cl. It was found that the probability of requiring n terms varied according to Table 10 . It shows that an incorrect hypothesis was discarded by using only one channel 54% of the time and by using two channels 75% of the time. By using the data in Table 10 it was determined that, averaged over these 20,000 pixels, the number of channels (i.e., terms in Eq. (21)) per class was 2.8 and the average number of sum-of-product operations per class was 13.6. The CPU time on an IBM 360/67 was approximately 2 min.
Classification algorithms currently in use evaluate the quadratic form to completion for all classes; for twelve channels 90 sum-of-products operations are required. The program CLASS based on Eqs. (13), (17)- (21), reduced the computations for the 20,000 pixel test case by a factor of 90.0/13.6 = 6.7.
Equation (27) (27) For the test case (M = 9 and N = 12) the maximum ratio of improvement is 7.6, only 15% greater than the value 6.7 actually experienced for the 20,000-pixel test segment. It is apparent from Eq. (27) that the program CLASS offers the greatest improvement over the conventional approach for those applications with large M and N. These are exactly the applications for which the conventional approach requires large amounts of computer time.
Another approach employed by some investigators (Decell, 1973) is to form N measurements which are weighted linear sums of the original N channels. In order to limit the number of sum-of-product operations per class to 14 (the value ob- 
