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Introduction
Fractional Brownian motion (fBm) has received a great deal of attention in recent years. Various authors have developed stochastic calculus applicable to fBm (see for example, [1, [3] [4] [5] 10] for recent development). This paper is motivated by the problem of absolute continuity for fBm with respect to its translation. Let be the space of real valued continuous functions ω(t), t ∈ R, with ω(0) = 0. Define
sup −n t n |ω 1 (t) − ω 2 (t)| 1 + sup −n t n |ω 1 (t) − ω 2 where g is an anticipative stochastic process. Under suitable conditions, induces another probability measure P H • −1 on ( , F) given by
We are interested in the problem of absolute continuity of P H • −1 with respect to P H . In the classical Brownian motion case (i.e., when H = 1/2) this problem has been studied by many authors. We refer to [2, 21] and in particular the references therein.
In the general fractional Brownian motion case (H = 1/2), this problem has been studied extensively when g is a deterministic function (see [11] and the references therein). This paper studies the general (anticipative) case. We obtain a general theorem about the absolute continuity and a general formula for the Radon-Nikodym density.
Presumably, we may utilize the general formula of Ramer-Kusuoka and compute the Carleman-Fredholm determinant appeared in the Ramer-Kusuoka formula. This has been the idea for example in [2, 21] in the classical Brownian motion case. However, this paper develops another method which makes use of the known results in the classical Brownian motion case.
By a theorem (see Theorem 2.1 below) in the framework of measure theory, it is known that if we can find a measure-preserving one-to-one mapping T from ( , F, P ) to ( , F, P H ) and a measurable mapping from to such that • T = T • . Then
as long as we know that dP • −1 dP exists. It is interesting to directly construct a mapping T from ( , F, P ) to ( , F, P H ) and a mapping from ( , F, P ) to itself such that • T = T • . We may then obtain the Radon-Nikodym derivative by using (1.3) since there is an extensive study on the computation of dP However, we will extend (1.3) to a more general case. We introduce the concept of probability structure preserving mapping V from the set of measurable functions on ( , F, P ) to the set of measurable functions on ( , F, P H ).
(and ) can be considered as transform which maps a function on ( , F, P ) (and on ( , F, P H )) to another function on ( , F, P ) (and on ( , F, P H )). We shall prove that if
This is an extension of (1.3). From this result and a result on the Radon-Nikodym derivative for the classical Brownian motion, we obtain a formula for the RadonNikodym derivative for the fractional Brownian motion.
The idea of the probability structure preserving mapping may carry many other established results on one probability space to another probability space. We do not claim that all results on classical Brownian motion may be extended to fractional Brownian motion by using this idea. However, many other results on the classical Brownian motion may also be extended to the fractional Brownian motion case through this probability structure preserving mapping.
The probability structure preserving mapping V introduced in this paper is similar to a correspondence introduced by the author and his adviser, Prof. P.A. Meyer in [7] [8] [9] . However, in that correspondence the multiple Stratonovich integrals play an important role. In the mapping considered in this paper, the similar role is played by multiple Itô type integrals.
In Section 2, we give the definition of the probability structure preserving mapping V and prove that this mapping may be defined for any measurable function. We also present a general way to construct this mapping for abstract Wiener space case.
In Section 3, we introduce a particular probability structure preserving mapping V between Brownian motion and fractional Brownian motion with Hurst parameter H and establish some useful properties of V . We use this mapping and the definition of stochastic integral for Brownian motion to define stochastic integral for fractional Brownian motion.
In Section 4, we apply the probability structure preserving mapping V introduced in Section 3 to obtain a Girsanov type theorem for fractional Brownian motion.
Probability structure preserving
Let ( 1 , F 1 , P 1 ) and ( 2 , F 2 , P 2 ) be two measurable spaces. Let T be an invertible measurable mapping from 1 to 2 such that
for all bounded measurable function F : → . Namely, T is a measure-preserving one to one transform. 
Proof. -This result may be known. However, I could not find it in a standard reference. I will sketch a simple proof.
Let A ∈ F 2 and B = T −1 (A) ∈ F 1 . Then
This proves (2.2). ✷ Let ( , H, P ) be an abstract Wiener space, where H is a Hilbert space with scalar product ·, · H . There is no ambiguity to use H both for the Hurst parameter and for a Hilbert space. For any h ∈ H , there is a Gaussian random variable, denoted by ω, h , such that it has mean 0 and covariance
be the space of finite linear combination of the exponential functionals (abbreviated as FLICEF). Then E is a linear space which is closed with respect to multiplication, i.e., if
Let ( , H , P ) be another abstract Wiener space. Let E be the space of FLICEF on ( , F, P ).
DEFINITION 2.2. -A mapping V from E to E is called probability structure preserving mapping if
V (F + G) = V (F ) + V (G), ∀F, G ∈ E, (2.3) V (F G) = V (F )V (G), ∀F, G ∈ E, (2.4) E[F ] = E[V F ], ∀F ∈ E,(2.
5)
where E and E denote the expectations on the probability spaces ( , F, P ) and ( , H , P ), respectively.
The correspondence introduced in [7] [8] [9] satisfies the properties (2.3)-(2.4). However, it does not satisfy (2.5).
Example 2.3. -If T is an invertible measurable mapping from to and if
is a the probability structure preserving mapping.
It is clear that when V is given by an invertible measurable mapping then V is defined for all measurable function F and V (F G) = (V F )(V G).
Now we will show that in general case it is also true, i.e., V can be defined for all measurable function F and
Proof. -Let {F n , n 1} be a sequence in E with the property that
. Then for any n, m 1, we have
Thus {V F n , n 1} is a Cauchy sequence in L 2 ( , F, P ). It is also easy to see that the limit is independent of the choice of {V F n , n 1}. Therefore the limit of the sequence {V F n , n 1} can be defined as V F . ✷
Proof. -The assumption of the lemma implies that F and G are in
Similar to the proof of Lemma 2.4, we obtain
Thus there is a subsequence (without loss of generality we may choose the sequence
Proof. -Let M > 0 be such that |F | M a.s. By the Weierstrass approximation theorem, there is a sequence of polynomials {P n (x), n 1} such that P n converges uniformly to f (x) on [−M, M]. By Lemma 2.5 it is easy to see that V P n (F ) = P n (V F ).
This proves the lemma easily. ✷
Proof. -Notice that g n,ε := e −n(ε−f (x)) + is a continuous function of x, where a + denotes the positive part of a and that
where I denotes the indicate function. Then
This proves the lemma. ✷ Now we are ready to state and prove the main theorem of this section.
THEOREM 2.8. -Let F : → R be measurable and F < ∞ a.s.
, then V F n converges in probability. The limit in probability of V F n is defined as V F .
(ii) If f is continuous, then
Proof. -(i) From Lemma 2.7, it follows that
This shows that {V F n , n 1} is a Cauchy sequence with respect to the convergence in probability. The unique limit of this sequence is independent of the choice of {V F n , n 1}. This limit is defined as V F .
(ii) Now let F n = F I {|F | n} . Since V F n → V F in probability, then there is a subsequence n k such that V F n k → V F a.s. Thus
Let K > 0 be a given arbitrary number. Since f is uniformly continuous on
From this inequality it follows that V (f (F n )) → V (f (F )) in probability. When combined with (2.8), this implies the second part of the theorem. ✷ Remark 2.9. -By Theorem 2.8, we shall call V a probability structure preserving mapping from ( , F, P ) to ( , F, P ).
Proof. -Let F be measurable such that V F = 0 a.s. Then
This implies that F = 0 a.s. ✷ It is interesting to know the general conditions under which a probability structure preserving mapping is given by a measurable transform T , i.e., V • F = F • T . Now let be an invertible measurable mapping from to itself and let be an invertible measurable mapping from to itself. induces a mapping from E to another functional space B. This mapping is still denoted by . Namely, ( F )(ω) = F • (ω), for all F ∈ E and ω ∈ . Let be the corresponding induced mapping from E toB. We are going to establish THEOREM 2.11. -Let V be a probability structure preserving mapping from ( , F, P ) to ( , F, P ). 
Proof. -Assume that P • −1 is absolutely continuous with respect to P . Let G ∈ E and denote F = V −1 G. By the commutativity of the diagram (2.10) we obtain that
From the probability structure preserving property of V , it follows that
(y) P (dy) = (V F )(y)(V R 1 )(y) P (dy) = G(y)(V R 1 )(y) P (dy).
This yields that
proving the theorem. ✷
Multiple stochastic integral over a Wiener space is well-defined (see [6] and the references therein). Let us recall that any element of L 2 ( , F, P ) can be represented by its chaos expansion:
where f n ∈ H ⊗n (the symmetric tensor product Hilbert space over H ) and I n is the multiple Itô type multiple stochastic integral. It is known that
The Fock space over H is a Hilbert space defined by
with the Hilbert norm
Thus we have an isometry between L 2 ( , F, P ) and the Fock space (H ) over the Hilbert space H (see [6, 12, 16] , and the references therein for more detail).
Let ρ be a one-to-one mapping from H to H such that
Thus ρ induces a mapping from H ⊗n to H ⊗n in the following way: Let e 1 , . . . , e k , . . . be orthonormal system of H . Thenẽ k = ρ(e k ), k = 1, 2, . . . , is orthonormal system of H . If f = a i 1 ···i n e i 1 ⊗ · · · ⊗ e i n , then we define
It is easy to see that for any f, g ∈ H ⊗n ,
For any element f = (f 0 , f 1 , . . . , f n , . . .) in (H ) we define
Then it is easy to check that (ρ) is an isometry between the Fock spaces (H ) and ( H ).
Since there is an isometry between L 2 ( , F, P ) and (H ), we obtain an isometry between L 2 ( , F, P ) and L 2 ( , H , P ). The explicit form of this isometry may be described as follows: For any F ∈ L 2 ( , F, P ),
Then F = (ρ)F is given by
THEOREM 2.12.
-Let ρ be an isometry between H and H . Then (ρ) is a probability structure preserving mapping from ( , F, P ) to ( , H , P ).
Proof. -Recall that E is the set of finite linear combinations of ε(h) := exp( ·, h − h 2 H ), h ∈ H and that E is an algebra and a dense subset of L 2 ( , F, P ). It is easy to verify that E(F ) = E ( (ρ)F ) and (ρ)(F + G) = (ρ)F + (ρ) G. We need to prove 
4). It is easy to see that
On the other hand, it is easy to verify that
From this the theorem follows. ✷ Remark 2.13. -We shall call (ρ) the probability structure preserving mapping induced by ρ.
LEMMA 2.14. -If ρ is an isometry from the Hilbert space H to the Hilbert space H and if V = (ρ) is the probability structure preserving mapping induced by ρ, then for any F, G ∈ E,

V (F G) = (V F ) (V G), (2.12)
where diamond denotes the Wick product (see [5] ).
This proves the lemma through a linearity argument. ✷
Stochastic integral for fractional Brownian motions
Let us recall some results from [19] and [11] . From now on ( , F, P ) will be the classical canonical Wiener space and ( , F, P ) = ( , F, P H ) will be the canonical space for fractional Brownian motion with Hurst parameter H ∈ (0, 1).
Fractional integrals of order α ∈ (0, 1) (of Riemann-Liouville type) of a function f on R are defined as
where (x) is the gamma function. They are also called fractional integral of Weyl type in [14] . When α = −β is negative, I α ± will be the fractional derivatives (of Marchaud type)
We denote byf
the Fourier transform of a function f . The following lemma is from [19] , Theorem 7.1. 
Thusf (ξ) = 0 for almost all ξ ∈ R. We have then f = 0. Denote It is easy to verify that ·, · H is an inner product on S
is a pre-Hilbert space with respect to the Hilbert norm induced by this inner product:
Let H denote its completion with respect to the Hilbert norm · H . Therefore, H is a Hilbert space. For any f ∈ S(R) denote g(x) = (I
From the definition of the norm · H and Parserval identity
This means that Proof. -Let g be an element of S(R) and define
It is clear that
where F(g) denotes the Fourier transform of g. This means that I 1/2−H f = g. This implies that S(R) is a subset of H . Now we need to show that S(R) is dense in H . First let us assume that H < 1/2. Let φ ∈ C ∞ (R) be a positive smooth function with compact support and such that
and
Therefore φ ε is C ∞ and with compact support (hence φ ε ∈ S(R)). Consider
where and in what follows * denote the convolution. Then it is easy to see that h ε is an element of S(R). For any function f ∈ S(R), define
Then f ε is an element of S(R). On the other hand we have
By Eq. (5.4) of [19] , we see that
Namely,
Applying the Fourier transformation, we obtain
It is easy to verify thatφ
for almost all ξ . Thus by Lebesgue's dominate convergence theorem, we see that 
which is an element of S(R), where φ ε is defined as above. For any function f ∈ S(R), define
where f is the derivative of f . Then f ε is an element of S(R). On the other hand we have
A similar argument can be applied to show that f ε converges to I 1/2−H f in H as ε → 0. This implies that S(R) is dense in H in the case H > 1/2. ✷ From the above argument, we also conclude that the isometry I , which is an isometry from H to L 2 (R). In [18] , some other types of space were introduced. For example, it is denoted that This means that
The following proposition will be useful.
Consequently,
By definition (3.4) we obtain 
