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Abstract: We propose a wavelet-based technique for the nonparametric
estimation of functions contaminated with noise whose mean and variance
are linked via a possibly unknown variance function. Our method, termed
the data-driven wavelet-Fisz technique, consists of estimating the variance
function via a Nadaraya-Watson estimator, and then performing a wavelet
thresholding procedure which uses the estimated variance function and local
means of the data to set the thresholds at a suitable level.
We demonstrate the mean-square near-optimality of our wavelet esti-
mator over the usual range of Besov classes. To achieve this, we establish
an exponential inequality for the Nadaraya-Watson variance function esti-
mator.
We discuss various implementation issues concerning our wavelet esti-
mator, and demonstrate its good practical performance. We also show how
it leads to a new wavelet-domain data-driven variance-stabilising transform.
Our estimator can be applied to a variety of problems, including the esti-
mation of volatilities, spectral densities and Poisson intensities, as well as
to a range of problems in which the distribution of the noise is unknown.
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1. Introduction
A paradigmatic problem in nonparametric regression is the estimation of a one-
dimensional function α : [0, 1] 7→ R from noisy observations Xt taken on an
equispaced grid:
Xt = α(t/n) + εt, t = 1, . . . , n, (1)
where the εt’s are random variables with E(εt) = 0. Various subclasses of the
problem can be identified, depending on the smoothness properties of α and the
joint distribution of (εt)
n
t=1.
Since the seminal work of Donoho and Johnstone (1994), estimation tech-
niques based on non-linear wavelet shrinkage have become a commonly used
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tool in nonparametric function estimation, extensively studied in the statisti-
cal literature. Many of them combine excellent finite-sample performance, lin-
ear computational complexity, and optimal (or near-optimal) asymptotic Mean-
Square Error behaviour over a variety of function smoothness classes, including
functions of a low degree of regularity. This often puts them at an advantage
compared to linear estimation techniques (such as kernel smoothing) in set-
ups where the function α has discontinuities or exhibits an otherwise irregular
behaviour. A comprehensive overview of wavelet methods in statistics can be
found, for example, in Vidakovic (1999).
The main idea underlying most wavelet techniques is that upon transforming
the original regression problem (1) via a “multiscale” orthonormal linear trans-
formW called the Discrete Wavelet Transform (DWT), the following regression
formulation is obtained:
Yj,k = µj,k + εj,k, j = 0, . . . , log2 n− 1, k = 1, . . . , 2
j,
and k = 1 for j = −1, where j and k are (respectively) scale and location param-
eters, Yj,k are the empirical wavelet coefficients of Xt, µj,k are the true wavelet
coefficients of α(t/n) which need to be estimated, and εj,k are the wavelet coef-
ficients of εt. The sequence µj,k is often sparse, with most µj,k’s being equal or
close to zero, which motivates the use of simple thresholding techniques that do
not estimate µj,k by zero if and only if the corresponding Yj,k exceeds a certain
threshold in absolute value. This ensures that a large proportion of the noise εj,k
gets removed. The inverse DWT then yields an estimate of the original function
α.
The overwhelming majority of wavelet-based estimation techniques, such
as those proposed by Donoho and Johnstone (1995), Johnstone and Silverman
(2005a) or Abramovich et al. (2006), to name but a few, were devised under
the assumption that the errors (εt)
n
t=1 formed an independent, identically dis-
tributed Gaussian sequence. This was partly due to the fact that in view of
the orthonormality of W , the “wavelet noise” εj,k was then also i.i.d. Gaussian,
which facilitated both the choice of thresholds and the theoretical analysis of the
resulting estimators. Johnstone and Silverman (1997) proposed an extension of
the wavelet thresholding paradigm to stationary Gaussian noise.
In practice, the assumption of Gaussianity is violated in many important
estimation problems. We list and discuss a selection of them below.
• Poisson intensity estimation. In Poisson intensity estimation, Xt are mod-
elled as independent Pois{α(t/n)} variables, which implies that εt are
centered Poisson. The mean and variance of Xt are linked via the rela-
tionship var(Xt) = h{E(Xt)} with h(u) = u. This is in contrast to the i.i.d.
Gaussian model in which h(u) = const. Recent examples of wavelet-based
(or otherwise multiscale) Poisson intensity estimation techniques include
the Bayesian methods of Kolaczyk (1999) and Timmermann and Nowak
(1999), the multiscale likelihood technique of Kolaczyk and Nowak (2004),
the Haar-Fisz method of Fryzlewicz and Nason (2004) and the extension
of the latter proposed by Jansen (2006). Some of the above, as well as
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some other, techniques are reviewed in Besbeas et al. (2004). The work by
Sardy et al. (2004), amongst other contributions, proposes an automatic
smoothing procedure for Poisson data.
• Nonparametric volatility estimation. Nonparametric volatility estimation
techniques are widely used in the finance industry (for example by Risk-
Metrics, as detailed in their “Technical Document” available from
http://www.riskmetrics.com/pdf/td4e.pdf). In this set-up, the Xt’s rep-
resent squared log-returns on a financial instrument and are modelled as
independent and distributed as Xt = α(t/n)Z
2
t , where E(Z
2
t ) = 1. Note
that εt = α(t/n)(Z
2
t − 1). Thus, the model is multiplicative and the vari-
ance function h(u) is proportional to u2. A multiscale Haar-Fisz technique
for nonparametric volatility estimation was proposed by Fryzlewicz et al.
(2006).
• Spectral density estimation. In spectral density estimation based on the pe-
riodogram, the Xt’s represent periodogram ordinates and are assumed to
be asymptotically independent and asymptotically distributed as α(t/n)Z2t ,
where α(t/n) represents the spectral density at frequency t/n, and Z2t
are Exp(1) random variables. This again renders the set-up multiplicative
and, asymptotically, the variance function takes the form h(u) = u2. Re-
cent wavelet and multiscale approaches to periodogram smoothing include
Moulin (1994), Neumann (1996), Gao (1997a), Pensky et al. (2007) and
Fryzlewicz et al. (2008).
In the above examples, the variance function h(u) is assumed to be known (as is
the case in the work of Antoniadis and Sapatinas (2001) and Antoniadis et al.
(2001)), and all of the multiscale approaches listed above, in one way or an-
other, make use of its exact form in order to set the threshold at the “right”
level: the threshold value usually depends on Var(εj,k), which involves h. How-
ever, in many estimation problems modelled by (1), it is clear that there exists a
non-trivial mean-variance relatonship, but its exact form is unknown. Thus, it is
not a priori clear what threshold values to use. For example, in gene expression
data observed in microarray experiments, Rocke and Durbin (2001) identified
that the variance of raw pixel intensities increased with their mean. An inter-
esting mean-variance relationship arising in solar irradiance data was described
in Fryzlewicz et al. (2007). Also, even if the variance function is “assumed to be
known”, the model which implies its particular form might have been chosen in-
correctly. Thus, even in such a case it may often be safer to infer the form of the
variance function from the data in order to set the thresholds at a suitable level.
A seemingly attractive solution to the problem of the unknown variance
is to apply a data-driven variance stabilisation technique prior to smoothing
the transformed data by means of a wavelet-based technique suitable for ho-
moscedastic noise. Examples of data-driven variance-stabilising transforms in-
clude the ACE method of Breiman and Friedman (1985), the AVAS technique
of Tibshirani (1988) as well as the method of Linton et al. (1997). In the context
of one-colour microarray data, we mention the generalised log transformation
proposed by Rocke and Durbin (2001) and the Spread-Versus-Level technique
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of Archer (2004). As these transforms operate on the original data, we refer to
them as “time-domain” transforms below.
Despite its appealing modularity, a three-stage estimation procedure which
involves a time-domain data-driven variance-stabilising transform followed by
wavelet smoothing of the transformed data and finally the inverse transform, is
not always recommendable. Firstly, the performance of time-domain data-driven
variance stabilisation procedures is often less than satisfactory, as illustrated in
Fryzlewicz et al. (2007). Secondly, due to the random and often highly nonlinear
character of such transforms, theoretical properties of the resulting three-stage
estimator may not be easy to establish.
Another possible route to follow is to treat the estimation problem (1) as
an instance of the problem of estimating a function contaminated with locally
stationary noise. Solutions to the latter were proposed, amongst others, by Gao
(1997b) and von Sachs and MacGibbon (2000) (see also the references therein).
However, adapted to our setting, these approaches would mean ignoring the
fact that the local mean and variance were linked via a variance function h,
and simply pre-estimating the evolution of the variance of Xt over time. Thus,
these methods can potentially be suboptimal in our context, as they do not take
advantage of all available information.
In this paper, we propose an alternative approach to the problem of esti-
mating α when h exists but is unknown, which consists of first estimating the
variance function h, and then constructing a wavelet thresholding estimator of
α which makes use of the estimate of h. Our method, termed the data-driven
wavelet-Fisz estimation technique, overcomes the drawbacks mentioned above
in that (a) it performs well in practice, (b) it only requires that the variance
function h, and not the target function α, be “smooth”, and (c) the theoretical
performance of the final estimator of α is possible to quantify and near-optimal.
In addition, our estimator of α is rapidly computable and easy to implement.
Its simple modification can also be used in cases in which the variance function
h is known. Thus, it is applicable to a wide range of problems, including all of
the examples mentioned above. The added benefit of our approach is that as
well as estimating α, it also returns an estimate of h, which may be of interest
to the analyst.
Our estimator of h is a simple Nadaraya-Watson estimator, and is inspired by
(but simpler than) the variance function estimator used by Chiou and Mu¨ller
(1999) in a different context. The reason for preferring simplicity here is that in
order to derive theoretical properties of the resulting estimator of α, we need to
establish an exponential inequality for the estimator of h. The latter piece of the-
ory forms a large part of this work, and we hope that it may be of independent
interest. We note that a large deviation theory for a class of Nadaraya-Watson
estimators was obtained by Louani (1999) and Joutard (2006). However, it was
done in a simple nonparametric regression set-up with independent errors, which
is not applicable in the context of variance function estimation. We also note
that the theoretical part of our work does not address the automatic choice of
the smoothing parameter occurring in the estimator of h. However, the simu-
lations section provides detailed practical recommendations as to the choice of
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this parameter. This selection is also performed automatically in the software
package which accompanies this paper. Finally, we note that what we mean by
the term “variance function estimation” is different from the use of the same
term by some other authors, for example Cai and Wang (2007) and Wang et al.
(2008), who consider the estimation of the variance function as a function of
time, not as a function of the mean. However, a similar element in our work
and the above-cited articles is the fact that in both estimation problems, a
preliminary estimator of the mean is used to estimate the variance function.
It is interesting to note that the algorithm for computing our estimator of
α can be decomposed into three separate stages, the first and last of which
is a particular data-driven variance-stabilising transform, and its inverse, re-
spectively. In the rare cases when the exact standard deviation of the noise is
known, the simplest time-domain variance stabilisation procedure consists of
using this quantity to pre-divide the original regression set-up coordinate-wise,
as discussed by Gao (1997b). Unlike this and other existing transforms, some
of which are listed above, our variance-stabilising transform is performed in the
wavelet domain, as opposed to the time domain. Roughly speaking, the trans-
form consists of dividing each empirical wavelet coefficient Yj,k by an estimate
of its own standard deviation, the latter involving the estimate of h. In a non-
wavelet context, similar ratio statistics (for a known function h) were studied
by Fisz (1955), which justifies the name of our procedure.
We also mention that this paper was inspired by our earlier workMotakis et al.
(2006) and Fryzlewicz et al. (2007), where we proposed computational proce-
dures related to that described here. However, they were not accompanied by
any theoretical analysis, partly because any such analysis appeared challeng-
ing due to the level of complexity of the proposed algorithms. Indeed, one of
the aims of this paper is to provide a procedure which is simple enough to be
theoretically tractable, but also performs well in practice.
The paper is organised as follows. In Section 2, we describe our model and
estimation problem. In Section 3, we introduce and analyse our wavelet-Fisz
technique in the case when the variance function h is known. Section 4 describes
the Nadaraya-Watson estimator of h and considers its theoretical properties.
In Section 5, we show how the estimator of h from Section 4 is used in our
data-driven wavelet-Fisz estimator of α, and establish the mean-square near-
optimality of the latter. In Sections 6 and 7, we discuss various implementation
aspects of our estimators of h and α, respectively. Section 8 demonstrates how
our wavelet estimator leads to a new data-driven variance-stabilising transform
performed in the wavelet-domain. Section 9 concludes, and the proofs of our
results are in three appendices. R code implementing our method has been
made available on http://www.maths.bris.ac.uk/∼mapzf/ddwf/ddwf.html
2. Model and preliminaries
We consider the regression model
Xt = α(t/n) + εt, t = 1, . . . , n, (2)
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whereX1, . . . , Xn are assumed to be nonnegative and independent, with E(Xt) =
α(t/n) and Var(Xt) = Var(εt) = h{α(t/n)}. Our task is to estimate α nonpara-
metrically via nonlinear wavelet shrinkage, assuming that the function h is not
necessarily known.
We place the following assumption on the function α.
Assumption 1. For the function α(z) : [0, 1] 7→ R, we denote α = infz α(z)
and α = supz α(z). We assume
(i) α is of finite total variation over [0, 1],
(ii) 0 < α ≤ α <∞.
Assumption 1(i) is a mild smoothness assumption on α. Since the class of
bounded variation functions also includes functions of a low degree of regularity,
the choice of nonlinear wavelet shrinkage as the preferred estimation method
appears natural in this context.
As mentioned earlier, our estimator of α can be viewed as using the principle
of variance stabilisation (in the wavelet domain). Many time-domain variance-
stabilising transforms, such as the square-root transform for Poisson data or the
log transform for scaled χ2 data, would require that the function α be bounded
from below, as specified in Assumption 1(ii). Therefore, it is not surprising that
we also require this assumption to hold.
Further, we impose the following assumption on h.
Assumption 2. For the function h : [0,∞) 7→ [0,∞) we denote h =
infu∈[α,α] h(u) and h = supu∈[α,α] h(u). We assume
(i) 0 < h ≤ h <∞,
(ii) h is non-decreasing,
(iii) h is Lipschitz-continuous of order 1 on u ∈ [α, α] with constant H,
(iv) there exist δ˜, δ¯, H˜ > 0 such that hδ˜ is Ho¨lder-continuous on u ∈ [0,∞)
with Ho¨lder exponent δ¯ and constant H˜.
The class of distributions with a variance function h satisfying Assumption 2
includes, amongst others, the Poisson distribution, for which h(u) = u, and
distributions of the form Xt = α(t/n)Zt where {Zt}t are i.i.d. with E(Zt) = 1,
for which h(u) is proportional to u2.
Finally, we make the following assumption about the central moments of εt.
Assumption 3. We assume that there exists a positive constant K and a non-
negative constant γ such that
E|εt|
l = E|Xt − α(t/n)|
l ≤ (l!)1+γK l−2h{α(t/n)}
for l = 3, 4, . . . and all t.
Assumption 3 is natural and common in the context of wavelet estimation
in non-Gaussian noise, see for example Neumann (1996). It is satisfied by many
standard distributions, including, amongst others, Poisson and gamma. Roughly
speaking, it ensures that local sums of Xt are asymptotically normal in a certain
asymptotic regime and in a certain required “strong” sense.
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3. Wavelet-Fisz estimation for h known
In this section, we aim to estimate α using nonlinear wavelet shrinkage assuming
that the variance function h is known. Throughout the paper, we assume basic
familarity with the Discrete Wavelet Transform (DWT). We refer the reader to
Mallat (1989) for a description of the DWT, and to Vidakovic (1999) for an
excellent overview of wavelet methods in statistics.
We now describe, step by step, our algorithm for computing the wavelet-Fisz
estimator of α if the function h is known.
1. The starting point is the DWT of the observed data {Xt}
n
t=1 with respect
to an orthonormal basis of compactly supported wavelets. Later, in As-
sumption 4, we will specify additional technical conditions on the wavelets.
The DWT converts the regression problem (1) into a regression problem
in the wavelet domain
Yj,k = µj,k + εj,k, j = 0, . . . , J − 1, k = 1, . . . , 2
j,
where J = log2 n, with the only “smooth” coefficient indexed by (j, k) =
(−1, 1). The variables Yj,k are the empirical wavelet coefficients of Xt, the
constants µj,k are the wavelet coefficients of α(t/n) which need to be esti-
mated, and the “wavelet noise” variables εj,k are the wavelet coefficients
of εt. The sequence µj,k will often be sparse, with most µj,k’s being equal
or close to zero.
2. We then separate the indices (j, k) into two groups: those corresponding
to the coarser scales 0 ≤ j ≤ J∗ − 1, for which εj,k will be asymptotically
normal, and those corresponding to the finer scales J∗ ≤ j ≤ J − 1, which
will be “ignored” in the estimation procedure. To be more precise, we
define J∗ and a set In as follows:
In = {(j, k) ∈ Z
2 : 1 ≤ k ≤ 2j; 0 ≤ j ≤ J∗ − 1; 2J
∗
= n1−ǫ},
for a fixed ǫ ∈ (0, 1/3]. The choice of 1/3 as the upper bound for ǫ is linked
to the postulated smoothness of α. The reader is referred to Section 3.3
of Fryzlewicz et al. (2008) for a more detailed discussion of this issue.
3. As the sequence µj,k is likely to be sparse, with most µj,k’s being equal
or close to zero, we use a simple thresholding technique, which does not
estimate µj,k by zero if and only if the corresponding Yj,k exceeds a certain
threshold in absolute value. This ensures that a large proportion of the
noise εj,k gets removed.
In wavelet function estimation with Gaussian errors, possibly the simplest
(“universal”) threshold, advocated by Donoho and Johnstone (1994), takes
the form
λUj,k = {2Var(εj,k) log(#In)}
1/2, (3)
where #A is the cardinality of the set A. Since in the set In, our wavelet
coefficients εj,k are asymptotically Gaussian, we wish to explore the possi-
bility of applying an analogous threshold in our set-up. To effect this idea,
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we need to determine Var(εj,k). Denoting by {ψj,τ}τ the elements of the
discrete wavelet vector at scale j, we find
Var(εj,k) = Var
(∑
t
ψj,k−tεt
)
=
∑
t
ψ2j,k−th{α(t/n)} (4)
Obviously, α(t/n) is unknown and needs to be pre-estimated. For simplic-
ity and speed of computation, we use the same pre-estimate for each t in
supp(ψj,k−·), namely the following localised mean of Xt:
α̂(t/n) =
∑
q
κj,k−qXq, (5)
where the constants κj,τ satisfy Assumption 5 below. As the discrete
wavelet vectors are normalised so that
∑
t ψ
2
j,k−t = 1, we obtain our “es-
timated” thresholds as
λˆj,k = h
1/2
(∑
q
κj,k−qXq
)
{2 log(#In)}
1/2. (6)
(As a side remark, we note that in the absence of an assumed mean-
variance relationship, Gao (1997b) estimates thresholds as proportional
to the “running median absolute deviation” estimate of the standard de-
viation of the heteroscedastic noise.)
We use our estimated thresholds to estimate µj,k in the set In via either
the soft or the hard thresholding rule:
µˆ
(s)
j,k = sign(Yj,k) max
(
|Yj,k| − λˆj,k, 0
)
(7)
µˆ
(h)
j,k = Yj,kI
(
|Yj,k| ≥ λˆj,k
)
, (8)
where I(·) is the indicator function. Outside the set In, we simply estimate
µj,k by zero, that is
µˆ
(s)
j,k = µˆ
(h)
j,k = 0 for (j, k) ∈ {j ≥ 0} ∩ I
c
n.
4. Let (e) denote either one of: (s) or (h). The inverse DWT of the sequence
µˆ
(e)
j,k yields our wavelet-Fisz estimator α˜
(e).
A few remarks are in order.
Stability. Let stdev(X) denote the standard deviation of a random variable X .
Looking back at the derivation in formula (4), another “obvious” way of estimat-
ing stdev(εj,k) would be to set ˜stdev(εj,k) =
{∑
t ψ
2
j,k−th{Xt}
}1/2
. However,
comparing it to our estimator ̂stdev(εj,k) = h
1/2 (
∑
t κj,k−tXt) from formula
(6), it is easily seen that the latter typically involves lower powers of Xt, and
thus is potentially a more “stable” statistic. As an example, consider h(u) = u2.
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In this case, ˜stdev(εj,k) is a localised l2 norm of Xt, whereas ̂stdev(εj,k) is a
localised l1 norm. A similar comment applies in the case h(u) ∼ u
β for all
β > 1.
Link to maximum likelihood estimation. If α(t/n) is constant over the sup-
port of κj,k−·, then, by the invariance principle of maximum likelihood esti-
mators, our estimator ̂stdev(εj,k) is precisely the maximum likelihood estimator
of stdev(εj,k), provided that κj,k−t = const for t ∈ supp(κj,k−·).
The name “wavelet-Fisz”. Note that the argument of the indicator function in
(8) can be rewritten as∣∣∣∣
∑
t ψj,k−tXt
h1/2 (
∑
t κj,k−tXt)
∣∣∣∣ ≥ {2 log(#In)}1/2 (9)
In a non-wavelet context, ratio transformations similar to that on the left-hand
side of (9) and the asymptotic normality of the resulting random variables were
studied by Fisz (1955), which justifies the name of our procedure. The division
in (9) provides a degree of “variance stabilisation”: note that the threshold
{2 log(#In)}
1/2 is suitable for standard homoscedastic normal noise. In this
sense, our procedure can be viewed as being based on the principle of variance
stabilisation in the wavelet domain. We expand on this issue later in Section 8.
Link to Fryzlewicz et al. (2008). We note that in the special case h(u) = u2, our
estimation algorithm is equivalent to the method proposed by Fryzlewicz et al.
(2008) in the context of spectral density estimation.
We now establish the mean-square convergence rate of our wavelet-Fisz esti-
mator α˜(e). In order to do so, we specify assumptions on the wavelets ψj,k and
the constants κj,k.
Assumption 4. The discrete wavelets used in the construction of α˜(e) are de-
rived from a continuous-time orthonormal wavelet basis of L2[0, 1], {φ0,k(z)}k∪
{ψj,k(z)}j≥0,k, where φj,k(z) = 2
j/2φ(2jz − k) and ψj,k(z) = 2
j/2ψ(2jz − k).
The “mother” and “father” wavelet functions ψ and φ are assumed to satisfy,
for some r > m (with m given in Theorem 1 below),
(i) φ and ψ are in the space Cr,
(ii)
∫
φ(z)dz = 1,
(iii)
∫
ψ(z)zldz = 0 for all 0 ≤ l ≤ r.
Assumption 4 defines the so-called r-regularity of the wavelet basis, and is
commonly used in wavelet function estimation.
Assumption 5. The constants κj,τ ≥ 0 are such that∑
τ
κj,τ = 1
∑
τ
κ2j,τ = O(2
j−J )
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max
τ
κj,τ = O(2
j−J )
suppκj,· = suppψj,·
for all 0 ≤ j ≤ J∗ − 1.
Note that each of the vectors κj can be interpreted as a linear filter which
computes the local mean of Xt over the support of the vector ψj in (5).
As has now become standard in the wavelet literature, we assume that the
unknown function α is in a Besov ball of radius C > 0 on [0, 1], Fm = Fmp,q(C),
where m > 0 and 0 < p, q ≤ ∞. Roughly speaking, the not necessarily integer
parameter m indicates the number of derivatives of α, where their existence in
required in the Lp-sense, and thus p can be viewed as a measure of the inho-
mogeneity of α. The additional parameter q provides a further finer gradation.
Besov classes include the traditional Ho¨lder and Sobolev classes (p = q = ∞
and p = q = 2, respectively). If the regularity r of a wavelet basis is greater than
m and if other conditions of Assumption 4 hold, then the membership of α in
Fm can be characterised in terms of the wavelet coefficients µ′j,k = µj,kn
−1/2 of
the function α in the following way. Define the Besov sequence ball of radius C
as
bmp,q(C) =

µ′j,k :
∑
j≥0
2jsq‖µ′j‖
q
p ≤ C
q

 ,
where s = m+1/2−1/p and ‖µ′j‖
p
p =
∑2j
k=1 |µ
′
j,k|
p. If Assumption 4 holds, then
α is in Fm if and only if {µ′j,k}j,k is in b
m
p,q(C). The reader is referred to Meyer
(1992) for rigorous definitions and a detailed study of Besov spaces.
Denote ‖v‖2L2[0,1] =
∫ 1
0
|v(u)|2du. We are now ready to state a result on the
mean-square rate of convergence of our wavelet-Fisz estimator α˜(e).
Theorem 1. Let (e) denote either one of: (s) or (h). Suppose that Assump-
tions 1, 2, 3, 4 and 5 hold. We have
sup
α∈Fm
E‖α˜(e) − α‖2L2[0,1] = O
{
(log n/n)2m/(2m+1)
}
.
The rate O
{
n−2m/(2m+1)
}
is the best possible mean-square error rate for
Besov spaces, and our wavelet-Fisz estimator achieves it up to a logarithmic
term, attaining the same rate as the universal thresholding estimator in the
case of i.i.d. Gaussian noise. We mention that linear estimators, such as kernel
estimators, cannot attain the optimal mean-square error rate (not even up to a
logarithmic factor) for p < 2.
4. Estimation of the variance function h
In this section, we assume that the function h is unknown, and we propose to
estimate it by means of a Nadaraya-Watson estimator hˆ. Later, in Section 5, hˆ
will be used in the data-driven wavelet-Fisz estimator of α. In order to establish
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the mean-square convergence of the latter estimator, we need to be able to
determine large deviation properties of hˆ. Indeed, the main aim of this section
is to demonstrate an exponential inequality for hˆ (which will be sufficient for
our purposes).
The estimator hˆ is constructed as follows. We start with a preliminary esti-
mator of α(t/n) defined by
αˆt =
1
2M + 1
t+M∑
p=t−M
Xp, (10)
where the choice ofM will be discussed in the paragraph underneath Theorem 2,
as well as in Section 6. We define empirical residuals from this fit by εˆt =
Xt − αˆt. Our Nadaraya-Watson estimator hˆ performs kernel smoothing of the
squared empirical residuals εˆ2t . More specifically, we use a kernel function K
which satisfies the following assumption.
Assumption 6. The function K : [−1/2, 1/2] 7→ R is nonnegative, bounded,
integrates to one and is Lipschitz-continuous of order 1 with constant L. We
denote K˙ = maxzK(z).
We define
Wnt(u) =
1
nb
K
(
α(t/n)− u
b
)
(11)
Wˆnt(u) =
1
nb
K
(
αˆt − u
b
)
,
where the choice of b will also be discussed in the paragraph underneath The-
orem 2, as well as in Section 6. The Nadaraya-Watson estimator hˆ is defined
by
hˆ(u) =
∑n
t=1 Wˆnt(u)εˆ
2
t∑n
t=1 Wˆnt(u)
.
We now list and clarify a number of assumptions which will be used in proving
the main result of this section.
Assumption 7. We have Var(ε2t ) ≥ c > 0, uniformly over t.
Assumption 8. Denote Zt = |αˆt − E(αˆt)|. We assume that there exists a
positive constant C2 such that
Var(αˆt) = Var(αˆt − E(αˆt)) ≤ C2Var(Zt),
uniformly over t.
Assumption 9. We assume that there exist positive constants a, d such that
P
(
sup
t=1,...,n
|εt| ≤ a log
d n
)
= 1−O(n−2).
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Assumption 10. There exists a function c(u) such that
0 < c1 ≤ c(u) ≤
n∑
t=1
Wnt(u)
uniformly over n and b, for all u ∈ range{α(z)}.
Assumption 11. Let the constants κj,τ satisfy Assumption 5. We assume that
the function α(z) is such that for all (j, k) ∈ In,∑
q
κj,k−qα(q/n) ∈ range{α(z)}.
Assumption 7 ensures that ε2t is a non-degenerate random variable.
For any random variable Y , it is easy to see that Var|Y | ≤ Var(Y ). Assump-
tion 8 guarantees that the converse is true, up to a constant. This is not a
restrictive assumption: we expect that αˆt−E(αˆt) will be close to N(0, σ
2), and
for Y ∼ N(0, σ2) we have Var(Y ) = ππ−2Var|Y |.
Assumption 9 is satisfied for all distributions whose tail decays exponentially.
We now demonstrate that Assumption 10 is satisfied for functions α(z) which
are piecewise Lipschitz-continuous of order 1 with a finite number of breakpoints.
For clarity, we only show it for the triangular kernel K(z) = (−4|z|+ 2)I(|z| ≤
1/2), but the proof remains almost unchanged for other kernels.
Proposition 1. Let K(v) = (−4|v| + 2)I(|v| ≤ 1/2) and let α(z) be piecewise
Lipschitz-continuous of order 1 with a finite number of jumps. There exists a
positive constant c1 such that
∑n
t=1Wnt(u) ≥ c1 uniformly over n, b, and u ∈
range{α(z)}.
We note that Assumption 10 can be relaxed to include functions which are
piecewise Ho¨lder continuous, at the expense of worse rates of tail decay in
Theorem 2. As an interesting example, we note that Donoho and Johnstone’s
(1994) benchmark signals blocks, bumps, doppler and heavisine are all piecewise
Lipschitz-continuous of order 1.
Assumption 11 ensures that “local averages” of the function α lie within the
range of α.
We now state an exponential inequality for the estimator hˆ(u), which is the
main result of this section.
Theorem 2. Suppose that Assumptions 1–3, 6–11 hold, and that the constants
κj,τ satisfy Assumption 5. Let bn, dn and in be any fixed sequences such that bn =
o
{
(n/M)1/(6+4γ)
}
, dn = o
{
minj 2
J−j
2(1+max(γ,1))
}
and in = o
{
(nb2)1/(10+12γ)
}
,
where M , b and γ are defined in formulae (10) and (11) and Assumption 3,
respectively; 2J = n, and the range of j is 0 ≤ j ≤ J∗ − 1. Let δ1 be any
positive quantity such that δ1 < c1 where c1 is defined in Assumption 10, and
define δ′ = δ(c1 − δ1)/2, where δ appears in the exponential inequality below.
Assume
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δ1n
1/2b2 −Mn−1/2 − n1/2M−1/2 → ∞ (12)
δ′n1/2b2 log−2d n−Mn−1/2 − n1/2M−1/2 → ∞ (13)
δ > bH, (14)
as M,n/M, nb → ∞ and b → 0, where d is defined in Assumption 9 and
H is the Lipschitz constant for h(u) over u ∈ range{α(z)}. In the asymp-
totic limit, as M,n/M, nb → ∞ and b → 0, we have, uniformly over (j, k) ∈
In,
P
(∣∣∣∣∣hˆ
(∑
q
κj,k−qXq
)
− h
(∑
q
κj,k−qα(q/n)
)∣∣∣∣∣ ≥ δ
)
≤ C3(2M + 1) {4− Φ(min(an, bn))− 2Φ(min(en, bn))− Φ(min(gn, bn))}
+C4 {3− Φ(min(cn, dn))− 2Φ(min(fn, dn))} + C5 {1− Φ(min(hn, in))}
+O(n−2),
where C3, C4 and C5 are positive constants, Φ is the cdf of the standard normal,
and
an = O(δ1n
1/2b2 −Mn−1/2 − n1/2M−1/2)
cn = O(δ1b
2min
j
2(J−j)/2)
en = O(δ
′n1/2b2 log−2d n−Mn−1/2 − n1/2M−1/2)
fn = O(δ
′b2min
j
2(J−j)/2 log−2d n)
gn = O(δ
′n1/2b log−d n−Mn−1/2 − n1/2M−1/2)
hn = O{(δ − bH)n
1/2b}.
Explanation of the rates. We take M = O(nϑ) for ϑ ∈ (0, 1) and b = O(n−ζ)
for ζ ∈ (0, 1) and investigate conditions on ϑ and ζ which ensure that the
assumptions of Theorem 2 are satisfied. Clearly, if ζ < 1/2, then bn, dn and
in can be chosen such that they are all of order O(n
ς), for ς > 0. Fixing δ1 to
be constant, and assuming that δ and δ′ either are constant or tend to zero no
faster than logarithmically in n, we have that conditions (12) – (14) are satisfied
if both 1 > 2ζ + ϑ and ϑ/4 > ζ. Finally, to ensure that the sequences an, cn,
en, fn, gn and hn are all of order O(n
ς) for ς > 0, we additionally require that
ǫ/4 > ζ, where 2J
∗
= n1−ǫ. Thus, in the (ǫ, ϑ, ζ) space, the set A of parameter
configurations which are “admissible” in the above sense has the form
A = {(ǫ, ϑ, ζ) : ǫ ∈ (0, 1/3], ζ ∈ (0,min(ϑ/4, 1/2− ϑ/2, ǫ/4))}. (15)
In view of the above discussion, the following corollary can be formulated.
Corollary 1. Suppose that Assumptions 1, 2, 3, 5, 6, 7, 8, 9, 10 and 11 hold.
Let A be as defined in (15), and let M = O(nϑ) and b = O(n−ζ). If (ǫ, ϑ, ζ) ∈ A
and δ ≥ O(logυ n) for some υ < 0, then there exists ς > 0 such that, uniformly
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over (j, k) ∈ In,
P
(∣∣∣∣∣hˆ
(∑
q
κj,k−qXq
)
− h
(∑
q
κj,k−qα(q/n)
)∣∣∣∣∣ ≥ δ
)
≤ O
{
nϑ exp
(
−
n2ς
2
)
+ n−2
}
.
5. Data-driven wavelet-Fisz estimation (for h unknown)
Our algorithm for computing the wavelet-Fisz estimator of α if the function h
is unknown (which we also call the data-driven wavelet-Fisz estimator of α),
proceeds in the same way as the wavelet-Fisz algorithm for h known, described
in detail in Section 3, the only exception being that we use our estimate hˆ from
Section 4, instead of the true h.
To be more precise, we replace our thresholds λˆj,k, defined in formula (6)
and subsequently used in the threshold estimators µˆ
(s)
j,k and µˆ
(h)
j,k (see formulae
(7) and (8)), with thresholds
λ˜j,k = hˆ
1/2
(∑
q
κj,k−qXq
)
{2 log(#In)}
1/2. (16)
We denote the thus constructed data-driven wavelet-Fisz estimator of α by
α¯(e), where (e) is one of: (s) (soft thresholding) and (h) (hard thresholding).
The following theorem quanitifies the mean-square rate of convergence of α¯(e).
Theorem 3. Let (e) denote either one of: (s) or (h). Suppose that Assump-
tions 1–11 hold. Let A be as defined in (15), and letM = O(nϑ) and b = O(n−ζ).
If (ǫ, ϑ, ζ) ∈ A, then
sup
α∈Fm
E‖α¯(e) − α‖2L2[0,1] = O
{
(log n/n)2m/(2m+1)
}
.
Comparing this result with Theorem 1, we note that the estimator α¯(e) does
not exhibit any loss of asymptotic efficiency compared to α˜(e) despite the fact
that it uses an estimate of h rather than the true h.
6. Estimation of h – implementation issues
This section briefly describes the outcome of an extensive simulation study
aimed at assessing the performance of the estimator hˆ(u) for various parameter
configurations. Recall that h(u) is assumed to be non-decreasing (see Assump-
tion 2). As hˆ(u) is not guaranteed to be non-decreasing, in practice we used
the following computational “correction” to hˆ(u). Having obtained hˆ(u), we in-
put it into the (automatic) “pool-adjacent-violators” algorithm for least-squares
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isotone regression, described in detail in Johnstone and Silverman (2005b), Sec-
tion 6.3. The resulting estimate, denoted hereafter by h˙(u), is a non-decreasing,
piecewise constant function of u, which is as close as possible to hˆ(u) in the
least-squares sense. Empirically, we found that the use of h˙(u), rather than
hˆ(u), in the estimator α¯(e), results in a slightly superior performance of the
latter. (We note that literature on monotone estimation of variance function
is sparse; Dette and Pilz (2007) consider estimation of a monotone conditional
variance in nonparametric regression.)
Having investigated various choices of the span M and the bandwidth b for
a range of test functions and noise distributions, we found that h˙(u) performed
particularly well for “small” values of M . Any value of M ≤ 3 consistently
resulted in good estimates. The examples later in this section use the value
M = 3. The estimator seems to be less sensitive to the choice of b: this is due
to the computational correction (described above), which “smooths out” any
remaining wiggles in hˆ(u). We recommend an “automatic” choice of b, such
as that described in Gasser et al. (1991) and conveniently implemented in the
routine glkerns from the R package lokern. We also use the default kernel
function K(·) from the above routine.
We briefly illustrate the performance of h˙(u) on 4 simulated datasets. The
models are: the Poisson model, wherebyXt ∼ Pois{α(t/n)}, and the exponential
model, in which Xt ∼ α(t/n) Exp(1). With each model, we use two functions
α(z): the blocks function, scaled and shifted to have the minimum (maximum)
value of 1 (22.6), and the bumps function, with the minimum (maximum) value
of 3 (23.21). Both functions are sampled at 2048 equispaced points.
Figure 1 shows sample paths from each model, together with the correspond-
ing estimates h˙1/2(u). The estimator performs well in all cases. The good per-
formance is not incidental: indeed, we found that for the parameter choices
described above, the estimator h˙(u) performed well across all simulated exam-
ples.
7. Estimation of α – implementation issues
This section discusses the choice of the various parameters for our data-driven
wavelet-Fisz estimator α¯(e). The examples in this section use Haar wavelets: this
choice is motivated in Section 8 below. As a default option, we use translation-
invariant (see Nason and Silverman (1995)) hard thresholding with J∗ = J − 2,
as this parameter configuration seems to offer the best empirical performance.
We use the variance estimator h˙(u) described in Section 6 with M = 1. For each
j, k, we choose the parameters κj,k−t to be constant for t ∈ supp(ψj,k−·). This
is a natural choice for Haar wavelets as the coefficients
∑
q κj,k−qXq are already
available to us as “by-products” of the discrete Haar transform.
Figure 2 shows the outcome of our estimation procedure described above for
the sample paths from Figure 1. It is clear that our procedure performs very well
for Poisson noise. Performance for exponential noise is also satisfactory given
how noisy the original signals are: indeed, it is extremely hard to identify some
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Fig 1. Left column, from top to bottom: sample paths from the Poisson model with the blocks
and bumps functions, sample paths from the exponential model with the blocks and bumps
functions. Right column: corresponding estimates h˙1/2(u) (step functions) and the true stan-
dard deviation functions h1/2(u) (continuous functions).
of the features of the clean bumps and blocks signals from the visual inspection of
the corresponding exponential datasets. We mention again that our estimation
procedure “does not know” any characteristics of the noise, and estimates the
variance function h(u) from the data.
We end this section with a brief comparison study of our estimator versus
Gao’s (1997) estimator for general heteroscedastic noise. The better performance
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Table 1
Mean-square errors over 100 simulations for the 4 models, for Gao’s method (Gao) and the
Data-driven wavelet-Fisz (DdwF)
blocks exp blocks Pois bumps exp bumps Pois
Gao 7.10 0.93 3.01 0.91
DdwF 4.02 0.52 2.51 0.54
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Fig 2. Top row: estimates α¯(h) for the Poisson model (blocks, left; bumps, right). Bottom
row: analogous results for the exponential model. Solid lines are the estimates, dashed lines
are the true signals.
of our method is unsurprising as Gao’s method does not take into account the
mean-variance relationship and thus uses less information.
8. Data-driven wavelet-Fisz transform
In this section, we describe a wavelet-domain variance-stabilising transform im-
plied by our data-driven wavelet-Fisz estimation procedure.
Note that the computation of the data-driven wavelet-Fisz estimate α¯(e) can
be performed in the following three steps.
1. Take a DWT of the data. For each j = 0, . . . , J − 1 and k = 1, . . . , 2j,
divide the coefficient Yj,k by hˆ
1/2(
∑
q κj,k−qXq). Take the inverse DWT
of the modified coefficients. Call the resulting vector X˜t.
P. Fryzlewicz/Data-driven wavelet-Fisz estimation 880
0 500 1000 1500 2000
0
2
4
6
8
0 500 1000 1500 2000
−
6
−
4
−
2
0
2
4
Fig 3. Left: data-driven wavelet-Fisz transform of the exponential bumps dataset. Right: its
log transform.
2. Smooth X˜t by means of a standard nonlinear wavelet thresholding proce-
dure suitable for i.i.d. Gaussian noise, using the same wavelet family as in
Step 1. To be more precise, we apply the threshold {2 log(#In)}
1/2 for
(j, k) ∈ In, and set the empirical coefficients to zero for j ∈ [J
∗, J − 1].
Either soft or hard thresholding can be used.
3. Take the inverse transform to that described in Step 1.
We call the transform in Step 1 the data-driven wavelet-Fisz variance-stabilising
transform. Empirically, it stabilises the variance ofXt and brings its distribution
closer to Gaussianity. The mechanism of the transform was already explained
in the discussion underneath formula (9).
In our simulations, we found that the distribution of the “noise” in the trans-
formed vector X˜t was the most symmetric when Haar wavelets were used. This
was due to the fact that Haar wavelets are symmetric in the sense that the pos-
itive part of each Haar wavelet vector is an exact shifted version of its negative
part.
Figure 3 compares the data-driven wavelet-Fisz transform (with parameters
as in Section 7) of the exponential bumps dataset, with its logarithmic transform.
Note that the latter acts as an exact variance-stabiliser, due to the multiplicative
structure of the model. However, it is clear from the plot that not only does
the data-driven wavelet-Fisz transform also stabilise the variance of the noise
very well, but in addition it brings the distribution of the noise much closer to
Gaussianity than the log transform (and does this without knowing the original
noise distribution or the structure of the model). It also seems to bring out the
shape of the underlying signal more clearly.
From a computational point of view, in view of the Gaussianising and variance-
stabilising action of the data-driven wavelet-Fisz transform, the analyst wishing
to find out more about the shape of the underlying signal may choose to apply
any smoother suitable for i.i.d. Gaussian noise to the wavelet-Fisz-transformed
dataset.
P. Fryzlewicz/Data-driven wavelet-Fisz estimation 881
9. Discussion
We conclude with three final remarks.
Applications. Readers interested in the applications of the data-driven wavelet-
Fisz methodology are referred to our earlier work Motakis et al. (2006) and
Fryzlewicz et al. (2007), where we proposed computational procedures related
to that described here and applied them to gene expression data, and solar
irradiance data, respectively. Those heuristic algorithms were not accompanied
by any theoretical analysis, leaving a gap which is filled by the present work.
Density estimation. In practice, our data-driven wavelet-Fisz estimator can also
be applied to the problem of density estimation from binned data. Although
this problem does not exactly fall into the class of models described by formula
(2), it can be approximated, in a certain asymptotic regime, by the Poisson
model, which is a sub-case of (2). We mention that Brown et al. (2007) propose
a wavelet-based method for density estimation from binned data which includes
a time-domain variance-stabilising transform as an initial step.
Non-equispaced design. Jansen et al. (2009) mention the possible use of the
Haar-Fisz transform for Poisson data on graphs and in other “irregular multi-
dimensional situations”. We believe that similarly, the data-driven wavelet-Fisz
methodology could also be used in such set-ups.
Appendix A: Proof of Theorem 1
We first state an auxiliary result. Denote σ2j,k = Var(εj,k) =
∑
t ψ
2
j,k−th{α(t/n)}
(see also formula (4)). We specify the following assumption on an arbitrary set
of deterministic (non-random) thresholds λ
(d)
j,k .
Assumption 12.
∑
(j,k)∈In
(
λ
(d)
j,k
σj,k
+ 1
)
φ
(
λ
(d)
j,k
σj,k
)
= O{n1/(2m+1)} (17)
max
(j,k)∈In
λ
(d)
j,k = O(log
1/2 n), (18)
where φ is the standard normal density.
For the purposes of this section, we extend the notation α˜(e) to mean any
estimator constructed as in Section 3, using an arbitrary set of thresholds λj,k.
To emphasise the dependence of α˜(e) on λj,k, we will write α˜
(e)(λj,k).
Theorem 4. Let λ
(d)
j,k be any non-random thresholds satisfying Assumption 12.
Further, suppose that Assumptions 1, 3 and 4 hold. We have
sup
α∈Fm
E‖α˜(e)(λ
(d)
j,k)− α‖
2
L2[0,1]
= O
{
(log n/n)2m/(2m+1)
}
.
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The proof of Theorem 4 proceeds exactly like the proof of Theorem 5.2(ii) in
Neumann (1996). We omit the details.
We now define what we call “lower” and “upper” deterministic thresholds
λ
(d,l)
j,k and λ
(d,u)
j,k :
λ
(d,l)
j,k = γnh
1/2
{∑
q
κj,k−qα(q/n)
}
{2 log(#In)}
1/2 (19)
λ
(d,u)
j,k = C log
1/2 n, (20)
where γn is a sequence approaching one from below, C is a generic positive
constant (see Lemma 1 for the permitted range of C) and κj,τ are as in formula
(6). Proving that the lower and upper thresholds satisfy Assumption 12 (and
thus that Theorem 4 holds for α˜(e)(λ
(d,l)
j,k ) and α˜
(e)(λ
(d,u)
j,k )) is a step on the way
to proving Theorem 1.
Lemma 1. Suppose Assumptions 1, 2 and 5 hold. If C ≥ (2h)1/2, then for all
j, k, λ
(d,u)
j,k ≥ supj,k λ
(d,l)
j,k , and both λ
(d,l)
j,k and λ
(d,u)
j,k satisfy Assumption 12.
Proof. It is easy to check that if C ≥ (2h)1/2, then for all j, k, λ
(d,u)
j,k ≥
supj,k λ
(d,l)
j,k . We first check (17) for λ
(d,l)
j,k . The factor λ
(d,l)
j,k /σj,k + 1 only con-
tributes a logarithmic term so we skip it. Denote αj,k = inf{α(t/n) : t ∈
supp(ψj,k)} and αj,k = sup{α(t/n) : t ∈ supp(ψj,k)}. Further, let TV(f)|A
denote the total variation of the function f measured on the set A. Using As-
sumption 2, we bound λ
(d,l)
j,k /σj,k from below as follows:
λ
(d,l)
j,k
σj,k
≥
γnh
1/2(αj,k){2 log(#In)}
1/2
h1/2(αj,k)
≥
γnh
1/2(αj,k){2 log(#In)}
1/2
h1/2(αj,k) +H(αj,k − αj,k)
≥
γnh
1/2(αj,k){2 log(#In)}
1/2
h1/2(αj,k) +HTV(α)|supp(ψj,k)
≥
γnh
1/2{2 log(#In)}
1/2
h1/2 +HTV(α)|supp(ψj,k)
,
where the last inequality follows from the fact that v(x) = x/(x + a2) is in-
creasing on [0,∞). As in Neumann (1996), the proof of Lemma 6.1(ii), we have∑
k TV(α)|supp(ψj,k) ≤ O(1)TV(α)|[0,1] and thus for a sequence ωn → 0, at
each scale j we have
#{k : TV(α)|supp(ψj,k) > ωn} = O(ω
−1
n ). (21)
Denote Dn = In ∩ {(j, k) : TV(α)|supp(ψj,k) > ωn} note that by (21), at each
scale j at most O(ω−1n ) coefficients are in Dn. Denote further En = In \Dn. We
have
∑
In
φ(λ
(d,l)
j,k /σj,k) =
(∑
Dn
+
∑
En
)
φ(λ
(d,l)
j,k /σj,k) ≤ O(ω
−1
n log n)
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+
J∗−1∑
j=1
2j∑
k=1
φ
(
γnh
1/2{2 log(#In)}
1/2
h1/2 +Hωn
)
≤ O(ω−1n log n)
+ (2π)−1/2
J∗−1∑
j=0
2
j−J∗γ2n
(
h1/2
h+Hωn
)2
= O(ω−1n log n)
+O
{
(#In)
1−γ2n
(
h1/2
h+Hωn
)2}
= O(ω−1n log n) + o{N
1/(2m+1)},
for anym > 0. The last equality follows from the fact that 1−γ2n
(
h1/2
h+Hωn
)2
→ 0.
Choosing ωn = log
−1 n (say), we have that (17) is satisfied irrespective of the
smoothness parameter m. Because the thresholds λ
(d,u)
j,k are higher than λ
(d,l)
j,k ,
(17) also holds for λ
(d,u)
j,k . Obviously, (18) holds for λ
(d,u)
j,k , which implies that it
also holds for λ
(d,l)
j,k , since λ
(d,l)
j,k are lower than λ
(d,u)
j,k .
We now state another auxiliary result. We first specify an assumption on an
arbitrary set of random thresholds λˆ
(r)
j,k.
Assumption 13. ∑
(j,k)∈In
P (λˆ
(r)
j,k < λ
(d,l)
j,k ) = O(n
ν) (22)
∑
(j,k)∈In
P (λˆ
(r)
j,k > λ
(d,u)
j,k ) = O(n
−2m/(2m+1)) (23)
for some γn → 1− (see the definition of λ
(d,l)
j,k in formula (19)), some ν <
1/(2m + 1) (with m given in Theorem 1), and some C ≥ (2h)1/2 (see the
definition of λ
(d,u)
j,k in formula (20)).
Theorem 5. Let λˆ
(r)
j,k be any random thresholds satisfying Assumption 13. Fur-
ther, suppose that Assumptions 1, 2, 3, 4 and 5 hold. We have
sup
α∈Fm
E‖α˜(e)(λˆ
(r)
j,k)− α‖
2
L2[0,1]
= O
{
(log n/n)2m/(2m+1)
}
.
The proof of Theorem 5 proceeds exactly like the proof of Theorem 6.1 in
Neumann (1996). We omit the details.
In view of Theorem 5, in order to prove Theorem 1, it suffices to show that
our random thresholds λˆj,k, defined in formula (6), satisfy Assumption 13.
Lemma 2. Suppose Assumptions 2, 3 and 5 hold. There exists a γn → 1− and
a C ≥ (2h)1/2 such that our random thresholds λˆj,k, defined in formula (6),
satisfy Assumption 13 for all ν < 1/(2m+ 1).
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Proof. We start with (22). To shorten notation, denote uˆ =
∑
q κj,k−qXq and
u =
∑
q κj,k−qα(q/n). Denote further
νn = (1− γ
2δ˜
n )
1/δ¯hδ˜/δ¯H˜−1/δ¯.
Note that νn → 0. We have
P (λˆj,k < λ
(d,l)
j,k ) = P{h
1/2(uˆ) < γnh
1/2(u)} = P{hδ˜(uˆ) < γ2δ˜n h
δ˜(u)}
= P{hδ˜(u)− hδ˜(uˆ) > (1− γ2δ˜n )h
δ˜(u)} ≤ P (|uˆ− u| > νn).
Suppose νn tends to zero logarithmically fast in n (which is easy to ensure by
placing an appropriate assumption on the speed of convergence of γn to one).
Then, by Lemma 8, there exists ǫ˜ > 0 such that
P (|uˆ− u| > νn) ≤ C˜4 exp
(
−
n2ǫ˜
2
)
.
Summing up over j, k we obtain
∑
(j,k)∈In
P (λˆj,k < λ
(d,l)
j,k ) ≤ C˜4n exp
(
−
n2ǫ˜
2
)
= o(nν),
for any ν, which shows (22). The technique for showing (23) is exactly the same.
We omit the details.
The proof of Theorem 1 is complete.
Appendix B: Proofs of results of Section 4
Proof of Proposition 1. Let z be any point such that u = α(z) and let Λ
be the Lipschitz constant for α. Denote
Bzn = {t ∈ 1, . . . , n : |α(t/n)− α(z)| ≤ Λ|t/n− z|}.
Because α(z) is piecewise Lipschitz-continuous of order 1, it is clear that the
cardinality of Bzn is uniformly bounded from below by cn where c ∈ (0, 1) and
that Bzn contains those t for which t/n is arbitrarily close to z from either the
left- or the right-hand side (or both). We have
n∑
t=1
1
nb
K
(
α(t/n)− u
b
)
≥
n∑
t=1
1
nb
K
(
α(t/n)− α(z)
b
)
I(|α(t/n)− α(z)| ≤ b/4)
≥
n∑
t=1
1
nb
I(|α(t/n)− α(z)| ≤ b/4) ≥
∑
t∈Bzn
1
nb
I(|α(t/n)− α(z)| ≤ b/4)
≥
∑
t∈Bzn
1
nb
I(Λ|t/n− z| ≤ b/4) ≥
1
nb
nbc1 = c1,
which completes the proof.
P. Fryzlewicz/Data-driven wavelet-Fisz estimation 885
Lemma 3. If Assumption 3 holds, then there exists a constant K˜ > 0 such
that, for l = 3, 4, . . .,
E|αˆt − E(αˆt)|
l ≤ Var(αˆt)(l!)
2+γ
{
K˜
(2M + 1)1/2
}l−2
= (2M + 1)−2
t+M∑
p=t−M
h{α(p/n)}(l!)2+γ
{
K˜
(2M + 1)1/2
}l−2
.
Proof. Let C be a generic positive constant. Recall that by Stirling’s approx-
imation,
ll ≤ exp{l− 1/(12l+ 1)}l!(2πl)−1/2 (24)
Using the Rosenthal inequality (Rosenthal (1970); Johnson et al. (1985)), and
then (24) and Assumption 3, we have
E|αˆt − E(αˆt)|
l = (2M + 1)−lE
∣∣∣∣∣∣
t+M∑
p=t−M
Xp − α(p/n)
∣∣∣∣∣∣
l
≤ (2M + 1)−l
Clll
logl l
×max


t+M∑
p=t−M
E|Xp − α(p/n)|
l,

 t+M∑
p=t−M
h{α(p/n)}


l/2


≤ (2M + 1)−ll! p(l)
×max

(l!)1+γK l−2
t+M∑
p=t−M
h{α(p/n)},

 t+M∑
p=t−M
h{α(p/n)}


l/2

 (25)
where
p(l) = Cl exp{l− 1/(12l+ 1)}(2πl)−1/2 log−l l.
Noting that p(l) ≤ constl, we observe that (25) can comfortably be bounded by
(2M + 1)−2
t+M∑
p=t−M
h{α(p/n)}(l!)2+γ
{
K˜
(2M + 1)1/2
}l−2
= Var(αˆt)(l!)
2+γ
{
K˜
(2M + 1)1/2
}l−2
for a constant K˜ > 0, which completes the proof.
Lemma 4. For a nonnegative random variable X and l ≥ 1, we have
E|X − E(X)|l ≤ 2E(X l).
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Proof. Noting that for c ≥ 0, we have |x− c|l ≤ |x|l + cl, we obtain
E|X − E(X)|l ≤ E(X l) + {E(X)}l ≤ 2E(X l),
where the last step uses Jensen’s inequality.
Lemma 5. Denote Zt = |αˆt − E(αˆt)|. Under Assumptions 3 and 8, we have
E|Zt − E(Zt)|
l ≤ Var(Zt)(l!)
2+γ
{
K¯
(2M + 1)1/2
}l−2
for l = 3, 4, . . ., where K¯ is a positive constant.
Proof. Using Lemma 4 with X = Zt and then Lemma 3 and Assumption 8,
we have
E|Zt − E(Zt)|
l ≤ 2E|αˆt − E(αˆt)|
l ≤ Var(αˆt)(l!)
2+γ
{
2K˜
(2M + 1)1/2
}l−2
≤ Var(Zt)(l!)
2+γ
{
K¯
(2M + 1)1/2
}l−2
for K¯ = 2C2K˜.
Lemma 6. Denote ε˜t = ε
2
t − h{α(t/n)}. Under Assumptions 2, 3 and 7, we
have
E|ε˜t|
l ≤ (l!)3+3γK l−21 Var(ε˜t),
for l = 3, 4, . . ., where
Var(ε˜t) = Var(ε
2
t ) ≤ 24
1+γK2h{α(t/n)} − h2{α(t/n)}.
Proof. Applying Lemma 4 to ε2t and then using Assumption 3, we get
E|ε˜t|
l ≤ 2E|εt|
2l ≤ 2{(2l)!}1+γK2l−2h{α(t/n)}.
Using the fact that (2l)! ≤ 4(l!)3 and Assumption 7, we bound the above by
(l!)3+3γK l−21 Var(ε˜t), which completes the proof.
Lemma 7. Suppose that Assumptions 1, 2, 3 and 8 hold, and that δ = δn is
such that
δn−1/2 −Mn−1/2 − n1/2M−1/2 →∞.
Let bn be any fixed sequence such that bn = o{(n/M)
1/(6+4γ)}. In the asymptotic
limit, as n,M, n/M →∞, we have
P
(
n∑
t=1
|αˆt − α(t/n)| ≥ δ
)
≤ C3(2M + 1){1− Φ(min(an, bn))}, (26)
where C3 is a positive constant, Φ is the cdf of the standard normal, and the
sequence an satisfies
an = O(δn
−1/2 −Mn−1/2 − n1/2M−1/2).
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Proof. We first note that if Assumption 1 (i) holds, then
1
2M + 1
∑
t=i,i+1+2M,i+2+4M,...
t+M∑
p=t−M
|α(p/n)− α(t/n)| ≤ C1 (27)
uniformly over i and M , where C1 is a positive constant. Summing up both
sides of equation (27) over i, we have
∑n
t=1 |α(t/n)−E(αˆt)| ≤ C1(2M +1). We
bound
P
(
n∑
t=1
|αˆt − α(t/n)| ≥ δ
)
≤ P
(
n∑
t=1
|αˆt − E(αˆt)|+ |E(αˆt)− α(t/n)| ≥ δ
)
≤ P
(
n∑
t=1
|αˆt − E(αˆt)| ≥ δ − C1(2M + 1)
)
(28)
Denote δ′ := δ − C1(2M + 1). The sequence {αˆt}t is (2M + 1)−dependent. To
avoid complications which arise in deriving exponential inequalities for depen-
dent sequences, we split it into independent sequences as follows. Rewriting the
LHS of (28) as
P

∑
i
∑
t=i,i+1+2M,i+2+4M,...
|αˆt − E(αˆt)| ≥ δ
′

 , (29)
and using the fact that a1 + . . .+ am ≥ δ ⇒ ∃ i ai ≥ δ/m, as well as the
Bonferroni inequality, we bound (29) by
(2M + 1)max
i
P

 ∑
t=i,i+1+2M,i+2+4M,...
|αˆt − E(αˆt)| ≥ δ
′/(2M + 1)

 .
We drop the range of t to shorten notation, and assume without loss of generality
that there are exactly n/(2M + 1) terms in the above sum. Denoting Zt =
|αˆt − E(αˆt)|, we bound the above by
(2M + 1)max
i
P
(∑
t
Zt − E(Zt) ≥ δ
′/(2M + 1)−
∑
t
E(Zt)
)
. (30)
We first assess
∑
t E(Zt):∑
t
E(Zt) ≤
∑
t
{var(αˆt)}
1/2 ≤ nh
1/2
(2M + 1)−3/2.
Denote
δ′′ =
δ′/(2M + 1)− nh
1/2
(2M + 1)−3/2
{
∑
tVar(Zt)}
1/2
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ξ =
∑
t Zt − E(Zt)
{
∑
tVar(Zt)}
1/2
.
Note that by Assumption 8, we have δ′′ = O(δn−1/2 −Mn−1/2 − n1/2M−1/2)
and, by assumptions of the lemma, δ′′ →∞. We now apply Theorem 1 and its
Corollary from Rudzkis et al. (1978) to the standardised sum ξ. By Lemma 5,
in our case the quantity ∆n from the above Theorem takes the form
∆n =
{
∑
tVar(Zt)}
1/2
2max{K¯(2M + 1)−1/2,maxt{Var(Zt)}1/2}
,
which, by Assumption 8, is of order O{(n/M)1/2}. Recall that bn =
o{(n/M)1/(6+4γ)}. Using the above Theorem, we bound (30) by
(2M + 1)max
i
P (ξ ≥ δ′′) ≤ (2M + 1)max
i
P{ξ ≥ min(δ′′, bn)}
≤ C3(2M + 1){1− Φ(min(δ
′′, bn))},
which completes the proof.
Lemma 8. Let the constants κj,τ satisfy Assumption 5. Suppose Assumptions 2
and 3 hold. Recall that n = 2J . Let bn be any fixed sequence such that bn =
o
(
2
J−j
2(1+max(γ,1))
)
uniformly over 0 ≤ j ≤ J∗ − 1. In the asymptotic limit, as
n→∞, and uniformly over 0 ≤ j ≤ J∗ − 1, we have
P
(∣∣∣∣∣
∑
τ
κj,τ{Xτ − α(τ/n)}
∣∣∣∣∣ > δ
)
≤ C4(1− Φ(min(an, bn))),
where C4 is a positive constant independent of j, Φ is the cdf of the standard
normal, and the sequence an satisfies
an = O(δmin
j
2(J−j)/2).
Proof. Denote X˜τ = κj,τ{Xτ − α(τ/n)}. We have Var(X˜τ ) = κ
2
j,τh{α(τ/n)}
and, by Assumption 3,
E|X˜τ |
l ≤ (l!)1+γ(Kκj,τ )
l−2Var(X˜τ ) ≤ (l!)
1+γ(Kmax
k
κj,k)
l−2Var(X˜τ ) (31)
for l = 3, 4, . . .. Denote ξ =
∑
τ X˜τ/{
∑
τ Var(X˜τ )}
1/2 and δ′ = δ/{
∑
τ Var(X˜τ )}
1/2.
By Assumption 5, δ′ = O(δ2(J−j)/2). We now apply Theorem 1 and its Corol-
lary from Rudzkis et al. (1978) to the standardised sum ξ. By (31), in our case
the quantity ∆n from the above Theorem takes the form
∆n = ∆n,j =
{
∑
τ Var(X˜τ )}
1/2
2max{Kmaxk κj,k,maxτ{Var(X˜τ )}1/2}
,
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which, by Assumption 5, is of orderO(2(J−j)/2). Recall that bn = o
(
2
J−j
2(1+max(γ,1))
)
.
Using the above Theorem, we bound
P (|ξ| > δ′) ≤ P (|ξ| > min(δ′, bn)) ≤ C4(1 − Φ(min(δ
′, bn))),
which completes the proof.
We define ωnt(u) = Wnt(u)/
∑n
t=1Wnt(u). Obviously
∑n
t=1 ωnt(u) = 1,
and if Assumptions 6 and 10 hold, then ωnt(u) ≤ K˙/(c1nb) = O(n
−1b−1)
so that
∑n
t=1 ω
2
nt(u) ≤ O(n
−1b−2). By Cauchy inequality, we also have 1 =
{
∑n
t=1 ωnt(u)}
2 ≤ n
∑n
t=1 ω
2
nt(u), which implies
∑n
t=1 ω
2
nt(u) ≥ 1/n. Summaris-
ing the above bounds,
O(n−1b−2) ≥
n∑
t=1
ω2nt(u) ≥ 1/n. (32)
Lemma 9. Suppose Assumptions 2, 3, 6, 7 and 10 hold. Let bn be any fixed
sequence such that bn = o
(
(nb2)1/(10+12γ)
)
. In the asymptotic limit, as nb→∞,
b→ 0, we have
P
(∣∣∣∣∣
n∑
t=1
ωnt(u)(ε
2
t − h{α(t/n)}
∣∣∣∣∣ ≥ δ
)
≤ C5(1− Φ(min(an, bn))),
where C5 is a positive constant, Φ is the cdf of the standard normal, and the
sequence an satisfies
an = O(δn
1/2b).
Proof. Denote ε¯t = ωnt(u)(ε
2
t −h{α(t/n)}). By Lemma 6 and Assumption 10,
E|ε¯t|
l ≤ ωlnt(u)(l!)
3+3γK l−21 Var(ε
2
t − h{α(t/n)}) ≤ (l!)
3+3γ(K ′)l−2Var(ε¯t),
for l = 3, 4, . . ., where K ′ = K1K˙/(c1nb) = O(n
−1b−1). Denote ξ =
∑
t ε¯t/
{
∑
tVar(ε¯t)}
1/2 and δ′ = δ/{
∑
tVar(ε¯t)}
1/2. By (32), δ′ ≥ O(δn1/2b). We now
apply Theorem 1 and its Corollary from Rudzkis et al. (1978) to the standard-
ised sum ξ. In our case the quantity ∆n from the above Theorem takes the
form
∆n =
{
∑
tVar(ε¯t)}
1/2
2max{K ′,maxt{Var(ε¯t)}1/2}
,
which, by Assumption 10 and (32) is of order at least O(n1/2b). Recall that
bn = o
(
(nb2)1/(10+12γ)
)
. Using the above Theorem, we bound
P (|ξ| ≥ δ′) ≤ P (|ξ| ≥ min(δ′, bn)) ≤ C5(1 − Φ(min(δ
′, bn))),
which completes the proof.
Lemma 10. Suppose that Assumptions 1, 2, 3, 6, 8 hold, and that the con-
stants κj,τ satisfy Assumption 5. Let bn, dn be any fixed sequences s.t. bn =
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o{(n/M)1/(6+4γ)} and dn = o
(
minj 2
J−j
2(1+max(γ,1))
)
, where 0 ≤ j ≤ J∗− 1. Let δ
be such that
δn1/2b2 −Mn−1/2 − n1/2M−1/2 →∞,
as M,n, n/M → ∞ and b → 0. In the asymptotic limit, as n,M, n/M → ∞
and b→ 0, uniformly over j, k, we have
P
{
n∑
t=1
Wnt
(∑
q
κj,k−qα(q/n)
)
− Wˆnt
(∑
q
κj,k−qXq
)
≥ δ
}
≤ C3(2M + 1) {1− Φ(min(an, bn))} + C4 {1− Φ(min(cn, dn))} , (33)
where C3, C4 are as in Lemmas 7 and 8 and Φ is the cdf of standard normal.
an = O(δn
1/2b2 −Mn−1/2 − n1/2M−1/2)
cn = O(δb
2min
j
2(J−j)/2).
Proof. Using the Lipschitz-continuity of the kernel function K(·), we have∣∣∣∣∣Wnt
(∑
q
κj,k−qα(q/n)
)
− Wˆnt
(∑
q
κj,k−qXq
)∣∣∣∣∣
≤
L
nb2
{
|α(t/n)− αˆt| −
∣∣∣∣∣
∑
q
κj,k−q{Xq − α(q/n)}
∣∣∣∣∣
}
Thus, we bound the probability on the LHS of (33) by
P
(
n∑
t=1
|α(t/n)− αˆt| ≥
δnb2
2L
)
+ P
(∣∣∣∣∣
∑
q
κj,k−q{Xq − α(q/n)}
∣∣∣∣∣ ≥ δb
2
2L
)
.
Lemmas 7 and 8 yield the result.
Proof of Theorem 2. To shorten notation, denote u =
∑
q κj,k−qα(q/n) and
uˆ =
∑
q κj,k−qXq. By Assumption 11, u ∈ range{α(z)}. We bound
P (|hˆ(uˆ)−h(u)| ≥ δ) ≤ P (|hˆ(uˆ)−h˜(u)| ≥ δ/2)+P (|h˜(u)−h(u)| ≥ δ/2) =: I+II,
where
h˜(u) =
∑n
t=1Wnt(u)ε
2
t∑n
t=1Wnt(u)
.
We first consider I. Again to shorten notation, denote
A =
n∑
t=1
Wˆnt(uˆ)εˆ
2
t
n∑
t=1
Wnt(u) B =
n∑
t=1
Wnt(u)ε
2
t
n∑
t=1
Wˆnt(uˆ)
C =
n∑
t=1
Wnt(u)ε
2
t
n∑
t=1
Wnt(u) D =
n∑
t=1
Wˆnt(uˆ)
n∑
t=1
Wnt(u)
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and also
E =
{∣∣∣∣∣
n∑
t=1
Wˆnt(uˆ)−
n∑
t=1
Wnt(u)
∣∣∣∣∣ ≥ δ1
}
.
We bound
I = P (|A−B| ≥ δD/2)
= P (|A−B| ≥ δD/2|E)P (E) + P (|A−B| ≥ δD/2|Ec)P (Ec)
≤ P (E) + P
(
|A−B| ≥
δ
2
n∑
t=1
Wnt(u)
{
n∑
t=1
Wnt(u)− δ1
}∣∣Ec
)
P (Ec)
≤ P (E) + P
(
|A−B| ≥
δ
2
n∑
t=1
Wnt(u)
{
n∑
t=1
Wnt(u)− δ1
})
≤ P (E) + P
(
|A−B| ≥ δ′
n∑
t=1
Wnt(u)
)
.
By Lemma 10,
P (E) ≤ C3(2M + 1) {1− Φ(min(an, bn))} + C4 {1− Φ(min(cn, dn))} . (34)
We bound
P
(
|A−B| ≥ δ′
n∑
t=1
Wnt(u)
)
≤ P
(
|A− C| ≥
δ′
2
n∑
t=1
Wnt(u)
)
+ P
(
|C −B| ≥
δ′
2
n∑
t=1
Wnt(u)
)
=: I1 + I2.
Turning first to I1, we have
I1 = P
(∣∣∣∣∣
n∑
t=1
Wˆnt(uˆ)εˆ
2
t −
n∑
t=1
Wnt(u)ε
2
t
∣∣∣∣∣ ≥ δ
′
2
)
≤ P
(∣∣∣∣∣
n∑
t=1
ε2t
{
Wnt(u)− Wˆnt(uˆ)
}∣∣∣∣∣ ≥ δ
′
4
)
+ P
(∣∣∣∣∣
n∑
t=1
Wˆnt(uˆ)
{
ε2t − εˆ
2
t
}∣∣∣∣∣ ≥ δ
′
4
)
=: I11 + I12.
We first consider I11. Denote
F = {∀ t = 1, . . . , n |εt| ≤ a log
d n},
where a, d are constants from Assumption 9. Using Assumption 9, the assump-
tions of this theorem, and Lemma 10, we bound
I11 ≤ P (F
c) + P
(∣∣∣∣∣
n∑
t=1
a2 log2d n
{
Wnt(u)− Wˆnt(uˆ)
}∣∣∣∣∣ ≥ δ
′
4
)
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= O(n−2) + P
(∣∣∣∣∣
n∑
t=1
Wnt(u)− Wˆnt(uˆ)
∣∣∣∣∣ ≥ δ
′
4a2 log2d n
)
≤ O(n−2) + C3(2M + 1){1− Φ(min(en, bn))}
+ C4{1− Φ(min(fn, dn))}. (35)
We now consider I12. Denote p(log
d n) = 3a logd n + α. Noting that εt − εˆt =
αˆt − α(t/n), we obtain
|I12| ≤ P
(
K˙
nb
n∑
t=1
|εt + εˆt| |αˆt − α(t/n)| ≥
δ′
4
)
≤ P

 K˙
nb
n∑
t=1

2|εt|+ 12M + 1
t+M∑
q=t−M
|εq|
+
∣∣∣∣∣∣α(t/n)−
1
2M + 1
t+M∑
q=t−M
α(q/n)
∣∣∣∣∣∣

 |αˆt − α(t/n)| ≥ δ
′
4


≤ P (F c) + P
(
n∑
t=1
|αˆt − α(t/n)| ≥
δ′nb
4K˙p(logd n)
)
.
Using Assumption 9, the assumptions of this theorem, and Lemma 7, we bound
the above by
|I12| ≤ O(n
−2) + C3(2M + 1){1− Φ(min(gn, bn))}. (36)
We now consider I2. We have
|I2| ≤ P (F
c) + P
(∣∣∣∣∣
n∑
t=1
Wnt(u)− Wˆnt(uˆ)
∣∣∣∣∣ > δ
′
2a2 log2d n
)
Using Assumption 9, the assumptions of this theorem, and Lemma 10, the bound
is the same as that for I11:
|I2| ≤ O(n
−2)+C3(2M+1){1−Φ(min(en, bn))}+C4{1−Φ(min(fn, dn))}. (37)
We finally turn to II. We define
h¯(u) := E(h˜(u)) =
∑n
t=1Wnt(u)h{α(t/n)}∑n
t=1Wnt(u)
.
Note that
|h¯(u)− h(u)| ≤
∑n
t=1Wnt(u)|h{α(t/n)} − h(u)|∑n
t=1Wnt(u)
≤
H
∑n
t=1Wnt(u)|α(t/n)− u|∑n
t=1Wnt(u)
≤
bH
2
,
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where the last inequality comes from the fact that Wnt(u) is supported on
[α(t/n)− b/2, α(t/n) + b/2]. We bound
|II| ≤ P (|h˜(u)− h¯(u)|+ |h¯(u)− h(u)| ≥ δ/2) ≤ P (|h˜(u)− h¯(u)| ≥ δ/2− bH/2),
which, by the assumptions of this theorem and by Lemma 9 is bounded by
|II| ≤ C5(1− Φ(min(hn, in))). (38)
Combining (34), (35), (36), (37) and (38) yields the result.
Proof of Corollary 1. Denoting by φ˜(x) the standard normal pdf, and re-
calling that for large x, we have 1−Φ(x) ≤ φ˜(x), Corollary 1 is a direct conse-
quence of Theorem 2 and the discussion directly underneath it.
Appendix C: Proof of Theorem 3
In view of Theorem 5, it suffices to show that our thresholds λ˜j,k satisfy As-
sumption 13. The following lemma holds.
Lemma 11. Suppose that Assumptions 1, 2, 3, 5, 6, 7, 8, 9, 10 and 11 hold.
There exists a γn → 1− and a C ≥ (2h)
1/2 such that our random thresholds λ˜j,k,
defined in formula (16), satisfy Assumption 13 for all −1 ≤ ν < 1/(2m+ 1).
Proof. We start with (22). To shorten notation, denote uˆ =
∑
q κj,k−qXq and
u =
∑
q κj,k−qα(q/n). We have
P (λ˜j,k < λ
(d,l)
j,k ) = P{hˆ
1/2(uˆ) < γnh
1/2(u)} = P{hˆ(uˆ) < γ2nh(u)} =
P{h(u)− hˆ(uˆ) > (1− γ2n)h(u)} ≤ P{|h(u)− hˆ(uˆ)| > (1− γ
2
n)h}.
Suppose γ2n converges to one logarithmically fast in n. Then, by Corollary 1, the
above probability can uniformly be bounded by O(n−2). Summing over j, k, we
obtain ∑
(j,k)∈In
P (λ˜j,k < λ
(d,l)
j,k ) ≤ O(n
−1) ≤ O(nν),
which shows (22). The technique for showing (23) is exactly the same. We omit
the details.
Acknowledgements
I wish to thank Ve´ronique Delouille and Jean-Franc¸ois Hochedez for their hospi-
tality and financial support during my visit to the Royal Observatory of Belgium
(Brussels), where this work was initiated. I am also grateful to the Associate
Editor and the Referee for their comments which led to an improved version of
this paper.
P. Fryzlewicz/Data-driven wavelet-Fisz estimation 894
References
F. Abramovich, Y. Benjamini, D. Donoho, and I. Johnstone. Adapting to un-
known sparsity by controlling the false discovery rate. Ann. Statist., 34:
584–653, 2006. MR2281879
A. Antoniadis, P. Besbeas, and T. Sapatinas. Wavelet shrinkage for natural
exponential families with cubic variance functions. Sankhya Ser. A, 63:309–
327, 2001. MR1897045
A. Antoniadis and T. Sapatinas. Wavelet shrinkage for natural exponential
families with quadratic variance functions. Biometrika, 88:805–820, 2001.
MR1859411
K.J. Archer. Graphical technique for identifying a monotonic variance stabilizing
transformation for absolute gene intensity signals. BMC Bioinformatics, 5:
60, 2004.
P. Besbeas, I. De Feis, and T. Sapatinas. A comparative study of wavelet
shrinkage estimators for Poisson counts. Int. Statist. Review, 72:209–237,
2004.
L. Breiman and J.H. Friedman. Estimating optimal transformations for multiple
regression and correlation. J. Am. Statist. Ass., 80:580–619, 1985. MR0803258
L.D. Brown, T. Cai, R. Zhang, L. Zhao, and H. Zhou. The root-unroot algo-
rithm for density estimation as implemented via wavelet block thresholding.
Preprint, 2007.
T. Cai and L. Wang. Adaptive variance function estimation in heteroscedastic
nonparametric regression. Ann. Stat., to appear, 2007.
J-M. Chiou and H-G. Mu¨ller. Nonparametric quasi-likelihood. Ann. Stat., 27:
36–64, 1999. MR1701100
H. Dette and K. Pilz. On the estimation of a monotone conditional variance in
nonparametric regression. Ann. Inst. Stat. Math., to appear, 2007.
D. Donoho and I. Johnstone. Adapting to unknown smoothness via wavelet
shrinkage. J. Amer. Statist. Assoc., 90:1200–1224, 1995. MR1379464
D. L. Donoho and I. M. Johnstone. Ideal spatial adaptation by wavelet shrink-
age. Biometrika, 81:425–455, 1994. MR1311089
M. Fisz. The limiting distribution of a function of two independent random
variables and its statistical application. Colloquium Mathematicum, 3:138–
146, 1955. MR0069412
P. Fryzlewicz, V. Delouille, and G. Nason. GOES-8 X-ray sensor variance stabi-
lization using the multiscale data-driven Haar-Fisz transform. J. Roy. Statist.
Soc. C, 56:99–116, 2007. MR2339165
P. Fryzlewicz and G. P. Nason. A Haar-Fisz algorithm for Poisson intensity
estimation. Journal of Computational and Graphical Statistics, 13:621–638,
2004. MR2087718
P. Fryzlewicz, G.P. Nason, and R. von Sachs. A wavelet-Fisz approach to spec-
trum estimation. J. Time Ser. Anal., 29:868–880, 2008.
P. Fryzlewicz, T. Sapatinas, and S. Subba Rao. A Haar-Fisz technique for locally
stationary volatility estimation. Biometrika, 93:687–704, 2006. MR2261451
P. Fryzlewicz/Data-driven wavelet-Fisz estimation 895
H-Y. Gao. Choice of thresholds for wavelet shrinkage estimate of the spectrum.
J. Time Ser. Anal., 18:231–252, 1997a. MR1456639
H-Y. Gao. Wavelet shrinkage estimates for heteroscedastic regression models.
Statistical Sciences Division, MathSoft, Inc., 1997b.
T. Gasser, A. Kneip, and W. Koehler. A flexible and fast method for automatic
smoothing. J. Amer. Statist. Assoc., 86:643–652, 1991. MR1147088
M. Jansen. Multiscale Poisson data smoothing. J. R. Statist. Soc. B, 68:27–48,
2006. MR2212573
M. Jansen, G.P. Nason, and B.W. Silverman. Multiscale methods for data on
graphs and irregular multidimensional situations. J. R. Statist. Soc. Series
B, to appear, 71, 2009.
W.B. Johnson, G. Schechtman, and J. Zinn. Best constants in moment in-
equalities for linear combinations of independent and exchangeable random
variables. Ann. Prob., 13:234–253, 1985. MR0770640
I. Johnstone and B. Silverman. Wavelet threshold estimators for data with
correlated noise. J. Roy. Statist. Soc. Ser. B, 59:319–351, 1997. MR1440585
I. Johnstone and B. Silverman. Empirical Bayes selection of wavelet thresholds.
Ann. Statist, 33:1700–1752, 2005a. MR2166560
I.M. Johnstone and B.W. Silverman. EbayesThresh: R and S-Plus programs for
Empirical Bayes thresholding. J. Statist. Software, 12.8:1–38, 2005b.
C. Joutard. Sharp large deviations in nonparametric estimation. J. Nonpar.
Statist., 18:293–306, 2006. MR2263101
E. Kolaczyk and R. Nowak. Multiscale likelihood analysis and complexity pe-
nalized estimation. Ann. Statist., 32:500–527, 2004. MR2060167
E. D. Kolaczyk. Bayesian multiscale models for Poisson processes. Journal of
the American Statistical Association, 94:920–933, 1999. MR1723303
O.B. Linton, R. Chen, N.S. Wang, and W. Ha¨rdle. An analysis of transforma-
tions for additive nonparametric regression. J. Am. Statist. Ass., 92:1512–
1521, 1997. MR1615261
D. Louani. Some large deviations limit theorems in conditional nonparametric
statistics. Statistics, 33:171–196, 1999. MR1744752
S. Mallat. A theory for multiresolution signal decomposition: the wavelet rep-
resentation. IEEE Trans. Pattn Anal. Mach. Intell., 11:674–693, 1989.
Y. Meyer. Wavelets and Operators. Cambridge University Press, 1992.
MR1228209
E. Motakis, G. Nason, P. Fryzlewicz, and G. Rutter. Variance stabilization and
normalization for one-color microarray data using a data-driven multiscale
approach. Bioinformatics, 22:2547–2553, 2006.
P. Moulin. Wavelet thresholding techniques for power spectrum estimation.
IEEE Trans. Sig. Proc., 42:3126–3136, 1994.
G. P. Nason and B. W. Silverman. The stationary wavelet transform and some
statistical applications. In A. Antoniadis and G. Oppenheim, editors, Lecture
Notes in Statistics, vol. 103, pages 281–300. Springer-Verlag, 1995.
M. H. Neumann. Spectral density estimation via nonlinear wavelet methods
for stationary non-Gaussian time series. Journal of Time Series Analysis, 17:
601–633, 1996. MR1424908
P. Fryzlewicz/Data-driven wavelet-Fisz estimation 896
M. Pensky, B. Vidakovic, and D. de Canditiis. Bayesian decision theoretic scale-
adaptive estimation of a log-spectral density. Stat. Sinica, 17:635–666, 2007.
D.M. Rocke and B.P. Durbin. A model for measurement error for gene expres-
sion arrays. J. Comput. Biol., 8:557–569, 2001.
H.P. Rosenthal. On the subspaces of lp (p > 2) spanned by sequences of inde-
pendent random variables. Israel J. Math., 8:273–303, 1970. MR0271721
R. Rudzkis, L. Saulis, and V. Statulevicius. A general lemma on probabilities
of large deviations. Lithuanian Math. J., 18:226–238, 1978. MR0501287
S. Sardy, A. Antoniadis, and P. Tseng. Automatic smoothing with wavelets
for a wide class of distributions. Journal of Computational and Graphical
Statistics, 13:399–421, 2004. MR2063992
R. Tibshirani. Estimating transformations for regression via additivity and
variance stabilization. J. Am. Stat. Ass., 83:394–405, 1988. MR0971365
K. E. Timmermann and R. D. Nowak. Multiscale modeling and estimation of
Poisson processes with application to photon-limited imaging. IEEE Trans-
actions on Information Theory, 45:846–862, 1999. MR1682515
B. Vidakovic. Statistical Modeling by Wavelets. Wiley, New York, 1999.
MR1681904
R. von Sachs and B. MacGibbon. Non-parametric curve estimation by wavelet
thresholding with locally stationary errors. Scand. J. Statist., 27:475–499,
2000. MR1795776
L. Wang, L. Brown, T. Cai, and M. Levine. Effect of mean on variance func-
tion estimation in nonparametric regression. Ann. Stat., 36:646–664, 2008.
MR2396810
