Basic equations for age dating through activity ratio measurements are presented and applied to nuclear chronometers based on parent-daughter decay. Uncertainty propagation formulae are derived which relate the relative uncertainty on the half-lives and measured activity ratios with the relative uncertainty on the calculated time of a nuclear event. Particular attention is paid to the case of relatively short-lived radionuclides for which the change in decay rate during the measurement is non-negligible. Mathematical solutions are presented to correct the perceived activity ratio and adapt the uncertainty propagation formulae to complete the uncertainty budget. The formulae have been applied to 140 Ba-140 La chronometry, which is particularly useful for dating a nuclear explosion through measurement of the produced activity ratio of 140 La and 140 Ba in a finite time interval. They were also applied to the 227 Th-223 Ra parent-daughter pair produced for therapeutic use. The impact of inaccuracies in the nuclear decay data on the performance of these nuclear chronometers is shown and discussed.
Introduction
Nuclear chronometry is based on the statistical laws ruling the temporal dependence of the expected number of radioactive atoms in a decay chain, commonly known as the Bateman equations (Bateman, 1910; Pomm e et al., 1996) . If the initial conditions of the atom or activity ratios in a closed system are known, the elapsed time since this 'time zero' can be derived from the current atom or activity ratio of a radionuclide and its decay product(s). The most commonly used chronometers are mathematically equivalent to a parent-daughter decay, for which the derivation of the dating equation is straightforward (Nir-El, 2004; Magill and Galy, 2005; Pomm e, 2015) .
However, the formulae for the uncertainty propagation were always considered difficult to derive (Harms and Jerome, 2004; Harms et al., 2009; Douysset et al., 2014; Axelsson and Ringbom, 2014) and therefore sometimes addressed by simulation methods. Uncertainty equations presented by Pan and Ungar (2012) showed a high degree of complexity. Only recently, succinct but rigorous mathematical solutions were published for nuclear dating by atom ratio (mass spectrometry) and activity ratio (nuclear spectrometry) measurements of parent-daughter pairs Pomm e, 2015) . In addition, approximating formulae were presented that showed in certain conditions the propagation factors of relative uncertainties on decay constants and measured ratios towards the age can approach unity, but also large or small numbers are possible. Specific unbiased equations have been presented for 95 Nb chronometry of a nuclear event (Pomm e and Collins, 2014) . Precise dating in this particular case was complicated by a decay branch passing through a meta-stable state, 95m Nb.
In this work, equations are presented for relatively short-lived parent-daughter pairs and applied to two valuable chronometers:
(1) the 140 La parent-daughter pair, which is a prominent nuclear chronometer used for the dating of nuclear explosions in the frame of the International Monitoring System (IMS) for the verification of the Comprehensive Nuclear Test-Ban Treaty (CTBT), and (2) the 227 Th-223 Ra pair and their progeny, where 227 Th is an aparticle emitter being investigated for targeted radiotherapy of lymphoma cells (Dahle et al., 2009; Heyerdahl et al., 2012; Bayer, 2014) . Age dating of the material is needed for accurate dose administration to the patient, since the ingrowth of the daughter nuclides progressively affects the hospital dose calibrator response.
Due to the relatively short half-lives of the radionuclides involved (T 1/2 < 20 d), the dating formulae need a significant correction for decay during the measurement. The uncertainty propagation of the half-life uncertainties through this correction factor needs to be included within the uncertainty budget. Solutions to this mathematical problem are provided. They are applicable only to activity ratio measurements, not to atom ratio measurements. The effect of using inaccurate decay data is demonstrated for both nuclear chronometers.
The uncertainties within this paper are stated as standard uncertainties or combined standard uncertainties as defined in the Guide to the Expression of Uncertainty in Measurement (GUM) (JCGM, 2008) .
Basic equations

Activity ratio
General solutions to the Bateman equations (Bateman, 1910) are available for subsequent activation and decay in various branching schemes (Pomm e et al., 1996) . Some simplified initial conditions are applied in the derivation of the basic equations for chronometry: (i) the activation time is assumed to be small (i.e. a delta function), (ii) the initial amounts of parent and daughter nuclides are zero at t < 0 and (iii) the amount of the parent is at its maximum at t ¼ 0, whereas the daughter is only produced through the decay of the parent. The symbols used in this paper are summarised in Table 1 .
Denoting the parent and daughter by indices 1 and 2, respectively, one can represent the temporal dependence of the number of atoms by N 1 ðtÞ ¼ N 1 ð0Þe Àl1t (1)
l 1 l 2 À l 1 h e Àl1t À e Àl2t i
(2)
The temporal dependence of the daughter to parent activity ratio is calculated from:
in which the factor F is defined as F ¼ l 2 l 2 À l 1 (4) As a measurement is performed over a finite time interval [t 1 ,t 2 ] which may be non-negligible compared to the half-lives involved, one does not obtain a momentary activity ratio but instead a ratio of integrated activities Table 1 Overview of symbols used in this paper.
Variable
Estimate
Eq. (10) 
Eq. (18) 
is the integrated activity (or measured amount of decays divided by the measurement time Dt ¼ t 2 et 1 ), and
is the counting factor that corrects for decay during the measurement. Even small deviations of C i from unity create significant differences between I 2 /I 1 and A 2 /A 1 and eventually lead to erroneous dating results (Harms et al., 2009; Pomm e and Collins, 2014) . The relationship between both quantities is established by
Time zero
The activity ratio has been expressed as a function of time in Eq. (3), and this relationship can be inverted to express the elapsed time as a function of the activity ratio:
It is of interest to compare the exact Eq. (9) with two approximate formulae, as they are of use in the uncertainty propagation (see section 3). A first order approximation t (0) of the time t can be obtained by ignoring decay during the measurement, thus using the integrated decay rates I(t 1 ,t 2 ) instead of the momentary activities A(t):
The error, t (0) et, induced by the use of Eq. (10) can be shown clearly by deriving a more precise approximation t (1) of Eq. (9) (by introducing Eq. (8) into Eq. (9)):
in which a serial expansion of the natural logarithm of the counting factor C i (i ¼ 1,2) was applied: 
The contribution by the last term in Eq. (12) is relatively small (<1%) on condition that the measurement time Dt is shorter than three times the half-life T i (or l i Dt < 2.2). Given that Eq. (11) is accurate under these conditions, it is clear that the approximation t (0) overestimates the elapsed time t by about half the duration of the measurement, Dt/2. This means that t (0) roughly refers to the midpoint of the measurement, whereas t (1) refers to the start of the measurement due to the application of the decay correction factors.
Time zero of a 'long event'
The basic equations were derived under the assumption that the nuclear event at time zero is negligibly short in time. In reality, one has to consider that the production process of the parent nuclide (and by subsequent decay also the daughter nuclide) occurs over a finite period. Assuming that the parent e but not the daughter e is produced via a nuclear reaction at a constant rate over a time period t irr , the production and ingrowth rates of parent and daughter are ruled by the activation-decay formulae used in activation analysis (Pomm e et al., 1996) . The activity ratio A 2 (t irr )/A 1 (t irr ) at the end of the production period is then expressed by:
and the perceived time zero at the end of the irradiation is found by introducing Eq. (13) into Eq. (9):
In the case that t irr is relatively small compared to the chronometer half-lives, i.e. (l i t irr < 1), the perceived time zero in Eq. (14) corresponds to the middle of the irradiation period, t irr /2. For very long irradiation periods, the parent and daughter activities will approach an equilibrium and the perceived time zero will become independent of the start of the production period, approaching a constant value of tð0Þ / t irr /∞ lnðl 1 Þ À lnðl 2 Þ l 1 À l 2 (15) In the case of the 140 Ba-140 La clock, time zero in Eq. (15) would refer to 5.65 days before the end of the production period.
Uncertainty propagation
Basic propagation formulae
In recent work, basic formulae have been derived for the uncertainty propagation of nuclear chronometry in the case of a simple parent-daughter decay by means of Eq. (9) . The uncertainties on the half-lives and the activity ratio were propagated to the time using the following equations:
in which the variable T is defined as:
The uncertainty propagation factors have also been stated as a series expansion . For small values of t, where | l 2 -l 1 |t < 1, the propagation factors for l 2 and R A are close to unity, while the factor for the parent decay constant l 1 is small; however, the latter gains importance with time and is of comparable magnitude after a single half-life, T 1 . The relative uncertainties on the decay constants are equal to (minus) the relative uncertainties on the half-lives, i.e. sðlÞ=l ¼ ÀsðT 1=2 Þ=T 1=2 .
Extended propagation formula
The formulae in Eq. (16) are incomplete if there is significant decay during the measurement, i.e. if the measurement time is significantly large compared to the half-lives involved. Then the uncertainty on the half-lives also propagates through the conversion of the counting integrals I 2 /I 1 into activities A 2 /A 1 via Eq. (8). In Annex A, a full uncertainty propagation is done to take these effects into account. In the following, a shorter and more efficient solution is derived from the approximations in Eqs. (10) and (11). For the first order approximation, t (0) in Eq. (10), one can calculate a matching propagation factor, comparable to T/t in Eq. (17):
The same can be done for t (1) , which is usually a very accurate approximation of t, and therefore T (1) /t (1) ¼ T/t. The uncertainty propagation of the half-lives to t (1) , comprises of two components: (i) a term with t (0) for which similar propagation laws hold as in Eq. (16) and (ii) the higher order term(s) derived from ln(C 1 /C 2 )/ (l 1 Àl 2 ), which is a polynomial function of the decay constants. The following uncertainty propagation formula can be considered as a more complete version of Eq. (16):
The validity of these equations has been confirmed numerically for measurements performed with the 140 La and 227 Th-223 Ra clocks, and data are provided in sections 5 and 6.
Procedure for chronometry
Measurement
Sampling of material should be done in a way to ensure that the parent and daughter atoms are in a closed system, or both have equal probability of being sampled. The validity of such conditions is implicitly assumed, but not scrutinised in this paper.
The activity measurement consists of g-ray spectrometry of the sample, e.g. an air filter, and quantifying in the spectrum the peaks of g-ray emissions from the parent and daughter decays. The integrated activity is estimated from:
in which the net number of counts in a full-energy peak (FEP), n P , is obtained from a spectral fit that allows subtraction of counts in the spectral continuum underneath the FEP, n C . It may be necessary to correct for interfering peaks from other radionuclides, especially in the inherently complex g-ray spectra produced by a mixture of fission products (Pomm e et al., 1993) . If the background spectrum contains FEPs at the same energy as the chronometer FEPs (b n B s0), a background subtraction should be performed on the measured count rate in the FEP. The counts in the FEPs can be considered as statistically uncorrelated (except if the daughter half-life is very short and the detection efficiency very high), but measurement conditions such as detection efficiency (ε) and dead time are highly correlated. The link between theory and measurement is made by the calculation of the integrated activity ratio from the FEP areas:
The dead time correction can, in principle, vary among radionuclides with different decay curves if the count rate varies sðtÞ t significantly during the measurement, but in common conditions one may assume that DF DT ¼ 0. The uncertainty on the FEP detection efficiency ratio is an important systematic component, which is relatively small if the g-ray emissions by parent and daughter are of similar energy (since the error on the efficiencies of closely spaced g rays are highly correlated). If the sample is measured close to the detector crystal, also true-coincidence summing effects need to be taken into account.
The measured integrated activity ratio using Eq. (8) . This involves the use of accurate values for the parent and daughter half-lives and realistic estimates of their uncertainties, preferably taken from nuclear decay data evaluations provided by the Decay Data Evaluation Project (DDEP, 2004e2015) or the Evaluated Nuclear Structure Data File (ENSDF). The estimated elapsed time b t 1 between the nuclear event and the start of the measurement follows then from Eq. (9). Alternatively, the time b t 1 can be calculated directly from the b I 2 = b I 1 ratio via Eq. (11) for t (1) , which comprises of t (0) (Eq. (10)) minus half the measurement time and a small correction term.
Counting statistics
The uncertainty on the activity ratio R A is a squared sum of relative uncertainties on the factors I g , ε, peak fitting, background Table 2 Evaluated decay data relevant for chronometry in this work, from three references: (Helmer, 2004a; 2004b) , (Nica, 2007) , and (Chechev and Kuzmenko, 2015) Variable DDEP (2004) ENSDF (2007) DDEP (2015) T 1 ( 140 Ba (2004) subtraction and Poisson distribution of counts. The latter statistical uncertainty will depend on the inverse square root of the number of counts n P,1 and n P,2 in the parent and daughter FEPs, respectively. The best statistical accuracy can be expected when the count rates in both peaks are similar of size, i.e. when the daughter nuclide has sufficiently grown in and well before the parent nuclide has decayed away. As long as the Poisson variance is by far the dominant uncertainty component, the accuracy of the nuclear dating can be improved by extending the measurement time: increasing Dt by a factor of 4 reduces the statistical uncertainty by a factor of 2 (when disregarding subtraction of continuum and background signals). However, at the same time the propagation factor increases through t ð0Þ t ð1Þ z1 þ 1 2 Dt t ð0Þ . Therefore, no accuracy is gained by continuing a measurement in which the systematic uncertainties (efficiency, intensities, etc.) are larger than the statistical uncertainty. This will be demonstrated in the example in section 5.
5. 140 Ba-140 La clock
Production through fission
Asymmetric fission of uranium and plutonium being favoured by nuclear shell effects, the yield of mass A ¼ 140 fragments is relatively high, in particular around nuclear charge Z ¼ 54 (xenon) (Pomm e et al., 1993) . The xenon, being a noble gas, can go airborne and facilitate detection of its progeny in remote places (De Geer, 2013; Ihantola et al., 2013) . The A ¼ 140 isobars produced directly in fission are short-lived (T 1/2 < 63.7 s) and the isobaric fission yield accumulates in the longer-lived successor 140 56 Ba (T 1/2 ¼ 12.753 (4) days (Helmer, 2004a) ), its daughter nuclide 140 57 La (T 1/2 ¼ 1.67858 (21) days (Chechev and Kuzmenko, 2015) ) and by further decay in the stable nuclide 140 58 Ce. The isobaric decay scheme is presented in Fig. 1 . In the case of a nuclear explosion, the initial abundances of 140 Ba and 140 La are assumed to be zero and the A ¼ 140 isobaric fission yield accumulates in the 140 La chronometer within a few minutes.
In this work, two experiments are discussed in which the 140 Ba-140 La chronometer is applied to determine the 'age' of fission products produced under controlled conditions at a nuclear facility. Time zero refers to the time when the barium was chemically separated from the target (and the lanthanum daughter). Useful decay data for 140 La chronometry are summarised in Table 2 .
Experiment 1
Irradiation and sample preparation
Experiment 1 refers to a re-analysis of data published by Harms Table 4 Uncertainty components related to the 140 La chronometry data in Table 2 : (i) spectrum number, (iieiv) uncertainties and propagation factors for the integrated activity ratios and the 140 Ba (T 1 ¼ 12.753 (4) days) and 140 La (T 2 ¼ 1.67850 (17) days) half-lives towards b t 1 , (v) relative uncertainty on the estimated time zero b t 1 , (vi) uncertainty on reference time t 1 divided by b t 1 , (vii) uncertainty of the residuals b t 1 À t 1 divided by b t 1 . Timing uncertainties on t 1 and t 2 (Dt) were assumed to be negligible.
Uncertainties and propagation factors and Jerome (2004). The 140 Ba was produced by the neutron irradiation of a >98% enriched 235 U target at the Imperial College research reactor, over a period of 18,000 s. The details of the irradiation and chemical separation were described in the original paper. The irradiated material was passed through cation and anion exchange columns and barium was precipitated and redissolved into a solution from which sources for measurement were made. The reference time, corresponding to the last chemical separation, was assigned an uncertainty of 1155 s or 0.013 days.
Chronometry measurements & results
The activity ratio was measured at NPL by g-ray spectrometry with the HPGe detector 'MAGGIE', using the characteristic g ray emissions following the decay of 140 (Helmer, 2004a (Helmer, , 2004b .
Relevant measurement data are summarised in Table 3 . In total 16 g-ray spectra were collected between 0.09 and 5.8 days after time zero. The duration of the measurements varied between 0.05 and 0.97 days, and the corresponding correction factors (C 1 , C 2 ) for decay during the measurements ranged from 0.9986 to 0.8236. As a result, the integrated activities I significantly differed from the decay-corrected activities A, and so did the approximate time estimate t 1 (0) (referring approximately to the midpoint) deviate from the corrected value t 1 (1) (referring to the start of the measurement).
The agreement between the estimated and real 'time zero' is generally good, the absolute differences are always below 0.4 days, the relative difference generally below 10% and the zeta score mostly between 0 and -2. The residuals are also presented in Fig. 2 , which reveals that the chronometer has a bias towards underestimation of the elapsed time since time zero. Such anomaly may originate from various sources of error, possibly in the detection efficiencies, g-ray intensities or half-lives. The uncertainty components coming into play in the 16 measurements have been compiled in Table 4 . The uncertainty propagation factors of the integrated activity ratio b I 2 = b I 1 and daughter half-life b T 2 are of comparable magnitude, whereas the one for the parent half-life b T 1 is negligibly small. Remarkably, the propagation factors are larger for spectra taken over a longer period of time, such as e.g. #5, 7, 9, 11, 13, and 16 . This gave rise to a relatively large uncertainty on the chronometry with these spectra, since the improved statistical precision did not compensate for the inflated systematic uncertainties. This counterintuitive effect follows directly from application of the uncertainty propagation in Eq. (19).
Experiment 2
Irradiation and sample preparation
Experiment 2 refers to new work in which 140 Ba was produced by proton induced fission in a uranium target, then chemically separated from the target and measured by HPGe g-ray spectrometry. A target of 1.51 g nat UO 2 compacted between an aluminium holder and a 0.025 mm Ti foil was irradiated at the Birmingham University cyclotron. The target was exposed to a beam of 25 MeV protons, with a current of 10 mA, for 50 min. The irradiation was started at 11:30 UTC and stopped at 12:20 UTC on 2015-05-06. The irradiated target of nat UO 2 was dissolved in 30 g of 2 M HNO 3 , containing 0.01 mg g À1 each of strontium, caesium, Table 2. yttrium, molybdenum and hafnium. A 1 g aliquot of this solution was dispensed to a 2 mL flamed sealed ISO ampoule. The solution was further extracted three times with 40 mL 30% v/v tributyl phosphate (TBP) in n-dodecane to separate the fission products from the uranium. A 1 g aliquot of this final solution was dispensed to a 2 mL flamed sealed ISO ampoule.
Gamma-ray spectrometry
The HPGe g-ray spectrometer 'LISA' of NPL was used. It was contained in a lead shield with internal dimensions of 1 m Â 1.5 m Â 1 m, constructed of 10-cm-thick walls with a cadmium-copper graded lining. The FEP efficiency of this detector had been calibrated for a 1 g solution in a 2 mL ISO ampoule mounted at 20 cm from the detector window using a radionuclide solution containing 241 Am, 109 Cd, 57 Co, 139 Ce, 51 Cr, 113 Sn, 85 Sr, 137 Cs, 54 Mn, 88 Y, 65 Zn and 60 Co, which were traceable to primary standards of activity. The nuclear data used for each radionuclide were derived from the DDEP evaluations (DDEP, 2004e2015) .
The detector chain consisted of an analogue CANBERRA AFT Research amplifier, analogue-to-digital converter (ADC) and AIM electronics connected to a PC using CANBERRA GENIE 2000 v2.1c to collect the spectra. The dead time and pulse-pileup were corrected for using the live-time correction/pile-up rejection (LTC/PUR) circuit built into the amplifier-ADC combination. A background spectrum was collected for 200,000 s prior to the measurements.
The two samples were measured for a total of nine times over a campaign of one week, starting five days after the irradiation midpoint, for live times of~3800 se86,400 s. The source-detector distance of 20 cm made the effect of true coincidence summing negligible relative to the uncertainties of the measurement, therefore no corrections were applied.
Thirty plus g ray emitting fission products were present in the samples, with over 300 full energy peaks measured. The collected spectra were therefore complex, with a number of interferences and convolutions of some of the selected 140 Ba and 140 La FEPs present, thus the peak fits of the spectra were manually verified using interactive peak fitting and adjusted as required. The 132 I (812.0 keV) and 136 Cs (818.5 keV) FEP were de-convoluted from the 815.8 keV FEP of 140 La to determine the net peak area.
Chronometry results
The mid-point of the irradiation was taken as the reference time for chronometry. The 'time zero' was calculated from the activity of the 140 Ba and 140 La derived from each spectrum, following the procedure detailed in section 3. The correction factors for count loss through dead time and uncompensated pile-up were of the order of 1.04e1.01 and 1.005e1.0015, respectively. A summary of relevant numbers is included in Tables 3 and 4, relying on the old DDEP Uncertainty propagation for hypothetical 227 Th-223 Ra chronometry measurements: (i) start time t 1 , (ii) measurement duration Dt, (iii,v,vii) rigorous propagation factors calculated from Eq. (19) for I 2 /I 1 , T 1 and T 2 , respectively, (iv,vi,viii) approximate propagation factors from Eq. (16), which is applicable only if measurements are negligibly short compared to half-lives.
Uncertainty propagation factors
T 1 18.697 (7) d u(T 1 )/T 1 0.037% T 2 11.4354 (17) d u(T 2 )/T 2 0.015% evaluated data from Helmer (2004a; 2004b) for direct comparison with experiment 1. In Fig. 3 , a combined graph is shown of the residuals of the timing results relative to the reference time obtained in both experiments. An alarming finding is that the chronology in this new experiment is also biased towards an underestimation of the elapsed time. The systematic bias is comparable with experiment 1 around t À t 0 ¼ 5 days and grows even further for spectra taken at a later stage. The arithmetic mean of the time zero estimates is 2015-05-07 12:19 UTC ± 0.57 days, which is discrepant from the reference time 2015-05-06 11:50 UTC ± 0.012 days by a day.
Impact of nuclear data
The two samples produced similar results, even though the second sample was made after a further chemical separation stage, and so it cannot be excluded that the equilibrium of the 140 La pair was disrupted during the initial sample preparation stage. As an alternative explanation, one may suspect a bias in the g-ray intensities. As summarised in Table 2 , the DDEP evaluation data of Helmer (2004a; 2004b) have been updated by Chechev and Kuzmenko (2015) with a small effect on the 140 La half-life and changes in the uncertainties of the characteristic g-ray intensities.
The most recent ENSDF evaluation (Nica, 2007) has been tried as an alternative to the DDEP reference data: it contains similar half-life values with smaller uncertainties, the same intensity for the main 140 Ba line, but lower intensities with higher uncertainties for the 140 La lines. Replacing the nuclear data with those from ENSDF, the consistency in the results shows an improvement. In Fig. 4 the new results are compared with those based on the old DDEP data (cf. Table 4 ). Whereas the uncertainties are higher, the bias is clearly smaller. The average estimate of the time zero is 2015-05-07 03:36 UTC ± 0.41 d, which is still 0.66 days off target. The increase in the uncertainties of the chronometer measurements derived from the ENSDF nuclear data are due to the significantly larger uncertainty determined for the 1596.2 keV emission of the 140 La with a value of 1.5% (ENSDF) versus 0.08% (DDEP), as well as for the other g-rays listed in Table 2 .
Investigation of the individual chronometry performance of the g-ray emissions of 140 La revealed that the DDEP and ENSDF data provide identical trends for the 1596.2 keV g-ray, but significantly different ones for the 487.0 keV and 815.8 keV g-rays. Whereas the trends in the residuals are consistent for all DDEP data, the ENSDF data lead to opposing trends which explains why its average result is better. The uncertainties on the ENSDF emission probabilities are comparable for the three g-rays, which gives extra weight to the mutually consistent subset of the 487.0 keV and 815.8 keV results. In summary, one can conclude that the ENSDF database is inconsistent e and therefore more 'accurate' for the 'wrong' reasons e whereas the DDEP database is consistent but may be inaccurate due to an error in either or both of the g-ray intensity normalisation factors for 140 Ba and 140 La decay.
227 Th-223 Ra clock
The radionuclide 227 Th (T 1/2 ¼ 18.697 days (Collins et al., 2015c) ) and several of its daughter nuclides are alpha emitters suitable for application in alpha immunotherapy. Two nuclides in the decay chain, 223 Ra (T 1/2 ¼ 11.4354 days (Collins et al., 2015a) ) and 221 Pb (T 1/2 ¼ 36.161 min (Aitken-Smith and Collins, 2016)), have a nonnegligibly long half-life which prevents the decay chain from establishing a secular equilibrium when starting from an isolated amount of 227 Th. For months, the decay chain acts as a dynamic system in which the combined activity is not an exact integer multiple of the parent activity. The dosimetric impact varies with time, as well as the response of a hospital calibrator to the gradually changing composition of the radionuclide mixture. Precise modelling of these processes through the decay formulae (Pomm e et al., 1996) requires knowledge of the decay constants and the effective time zero of chemical separation. A systematic study of the decay characteristics of the 227 Th decay series has recently been performed (Collins et al., 2015a,b,c; 2016; Aitken-Smith and Collins, 2016) . Establishment of the effective time zero through 227 Th-223 Ra chronometry has been tested in the experiment described below.
Sample preparation
A 227 Th solution that had been radiochemically separated from an 227 Ac sample was supplied to NPL by Bayer (Norway) as [ 227 Th(NO 3 ) 6 ] 2in 8 M HNO 3 at a nominal activity of 70 MBq. A chemical separation was performed to remove residual 227 Ac and the 227 Th decay progeny, passing the solution through a Bio-Rad AG1-X8(100e200 mesh) anion exchange resin; 2 g of this resin was used as a 50 mm Â 7.5 mm column. The chemical separation commenced at 09:00 UTC and completed at 09:38 UTC on 2013-09-17; the mid-point of the separation was at 09:19 UTC.
The column was washed with 3 Â 3 mL aliquots of 8 M HNO 3 to remove the decay products and any residual actinium. The 227 Th was eluted from the column using 3 Â 3 mL aliquots of 2 M HNO 3 and further diluted by the addition of 2 M HNO 3 containing 10 mg g À1 Ce 4þ , added as a proxy carrier for thorium to avoid absorption of the thorium onto the glass container walls. A 1 g aliquot of the solution was dispensed to a 2 mL ISO ampoule, which was flame sealed in order to stop the release of 219 Rn, before being measured by HPGe g-ray spectrometry. 
Table 6
Evaluated decay data applied for 227 Th-223 Ra chronometry in this work, from ENSDF (Browne, 2001) and Collins et al. (2015a,b,c; 2016 
Gamma-ray spectrometry
The HPGe g-ray spectrometer 'BART', described in detail by (Browne, 2001) and Collins et al. (2015b) , respectively. The half-lives were taken from Collins et al. (2015a; 2015c) . A series of 56 measurements were made over a period~105 days, for live times of 3600 and 5000 s. The peaks were manually verified and adjusted where required using interactive peak fitting software, the net peak areas were corrected for any background interferences.
Chronometry results
The deviation of the measured time zero values from the separation mid-point are presented in Fig. 5 . The chronometry performs well throughout the campaign, with the residuals being significantly smaller than the uncertainties. The latter are quite large, due to the considerable uncertainty on the ENSDF decay data (Browne, 2001) . Higher precision can be achieved with the recently improved decay data (see section 6.4).
The weighted mean of the chronometer measurements, based on both the 50 keV doublet and 236.0 keV, produced a time zero of 2013-09-17 08:23 UTC ± 0.031 d, which is almost an hour before the reference time. This result would suggest that the chemical separation of the 223 Ra from the 227 Th was not 100% and that some residual 223 Ra remained. A closer investigation of the two 227 Th g ray emissions revealed that there was a large discrepancy between the results originating from the two emissions. The 50 keV doublet showed a negative trend, while the 236.0 keV showed a positive trend over time. Mainly due to the low precision of the old 227 Th gray emission probabilities, it is clear that determining the time zero with any precision becomes impossible after only a few days. Table 5 provides uncertainty propagation factors of the activity ratio and the half-lives towards the age dating for hypothetical measurements started at time t 1 and continued over a period Dt.
The values from the new formulae in Eq. (19) are compared with those of the solution for long-lived radionuclides in Eq. (16); the magnitude of the propagation factors is visibly enhanced for measurements of relatively long duration. In Fig. 6 , propagation factors are shown for hypothetical measurements of 2 days. The factor for I 2 /I 1 is always larger than 1, for T 1 it is small at first but rises above 1 after 39 days, whereas for T 2 it changes sign. The difference between Eqs. (16) and (19) is visible at all times, particularly in the beginning.
Impact of decay data on chronometer
The accuracy of 227 Th-223 Ra chronometry can be drastically improved with the availability of recently determined decay data (Collins et al., 2015a,b,c; 2016) . New absolute g-ray emission probabilities for 227 Th have been determined in Collins et al. (2016) , which show a significant difference with the values of the 50.1 keV doublet and 236.0 keV emission probabilities, as shown in Table 6 . The quoted precision of these emission intensities have been reduced by at least a factor of 10. The time zero of the separation has been re-determined using these new intensity data.
In Table 7 , an overview is presented of relevant quantities used in this chronometry experiment. The uncertainty contribution of the half-lives is negligible compared to the activity ratio. As shown in Fig. 7 , the dating results are consistent and have a much smaller uncertainty compared to Fig. 5. Fig. 8 showing a zoom in over the first 25 days of the campaign, demonstrates a high correlation between the dating results derived from both g ray emissions combined and separately. The time zero determined from the weighted mean for the 50 keV doublet and 236 keV g-ray emissions was 08:26 (16) UTC and 08:29 (16) UTC on 2013-09-17, respectively. These are both in agreement with the results derived from the ENSDF data in section 6.3.
It is recommended that the accuracy of 227 Th-223 Ra chronometry is also checked in another laboratory, since the new decay data sets have been determined on the same detector and therefore inconsistencies are unlikely to show up in this context. For completeness, a new 227 Th-223 Ra chronometry experiment (not described in this paper) has recently been performed at NPL using another HPGe detector, leading to equally consistent results. 
Conclusions
The general uncertainty equations for nuclear dating in Eq. (16) have been amended for the particular case of parent-daughter chronometry involving radionuclides with relatively short halflife. Deriving time zero from the measured count ratios in parent and daughter g-ray peaks through Eq. (10) leads to a time estimation t (0) which deviates from the true value by about half the measurement time. A more precise approximation t (1) is obtained by including correction factors for decay during measurements, via Eq. (11). The principally correct dating value follows from the ratio of the decay-corrected activities in Eq. (8) implemented in Eq. (9).
In the Annex, a full mathematical derivation of the uncertainty budget for parent-daughter dating has been performed. It includes the propagation of the half-life uncertainties through the conversion formula from count integrals to activity (Eq. (8) ). The effect of the latter can be so significant for short-lived radionuclides that the dating uncertainty for a long measurement may be inferior to that of a short one. A simplified but accurate uncertainty formula, Eq. (19), was derived from the approximations t (0) and t (1) , which can be considered an amendment to Eq. (16).
The formulae have been successfully applied for dating of an irradiation or chemical purification of a sample, using g-ray spectra taken of 140 Ba and 227 Th-223 Ra parent-daughter pairs. The accuracy and precision of both chronometers showed heavy dependency on the nuclear decay data set used. Some bias in the results may be caused by incomplete chemical separation or inadvertent disturbance of the chemical composition of the sample.
