INTRODUCTION
Compression methods have been designed for a wide variety of types of information, such as text, images, sound, and spatial data. These usually call for quite different approaches to the problem because of the different types of redundancy they contain. For example, text is generally compressed in natural sequential order, and the coding of each character takes preceding ones into account; whereas images are usually handled as two-dimensional constructs, and the coding of a pixel depends on its spatial neighbors above and to the left.
Here we address the situation where the data being coded is an image, but the image contains mainly printed text-we call these textual images. They are commonly found in facsimile documents, where a page of text is scanned and transmitted as an image. Another application is document archiving, where documents are scanned into a computer and stored electronically for later retrieval. Our research was originally motivated by such an application: Trinity College in Dublin, Ireland, were archiving their printed library catalogs onto disk, and in order to preserve the exact form of the original document, pages were stored as scanned images rather than being converted to text. Figure 1 shows an image taken from this catalog. These beautifully typeset documents include a wide variety of symbols from several different typefaces-the test images we used contain text in English, Flemish, Latin and Greek, and include italics and small capitals as well as roman letters.
The best lossless compression methods for both text and images base their coding on "contexts"-a symbol is coded with regard to adjacent symbols. However, the contexts used for coding text usually extend over significantly more characters than those used in images. In text compression, the best methods make predictions based on up to three or four preceding characters [1] , while with black-white images the most effective contexts tend to have a radius of just a few pixels, giving a much more localized context [2, 3] .
One possibility for textual image compression is to perform optical character recognition (OCR) on the text and transmit (or store)
Computer Science, University of Waikato, Hamilton, New Zealand. ihw@waikato.ac.NZ; Phone +64 (7) 838-4246; Fax +64 (7) 838-4155. the ASCII codes for the characters, along with some information about their position on the page. The problem with this is that recognition is not completely reliable, particularly if unusual fonts, foreign languages or mathematical expressions are being scanned. OCR systems need "training" to learn a new font, and an operator may have to adjust parameters such as the contrast of the scan to improve the result. For a particularly badly printed word, recognition may be impossible because to decipher it requires background knowledge and consideration of the context in which it appears.
With OCR, the final image can look much cleaner than the original because badly printed letters are corrected and small marks removed from the page. Ironically, although the image may look better, it is actually noisier than the original, because it does not represent it faithfully. Smudged or fragmented characters are replaced by whatever the OCR system has interpreted them as, rather than leaving human viewers to make their own interpretation. Dirt or ink-stains, which may have given valuable clues to a researcher, are lost. Even the typeface may not be reproduced accurately, affecting the look of the document. For typed business letters this sort of "noise" may be acceptable, even desirable, but for many legal, medical, and historical purposes, including archives where the interests of future readers are unknown, there is a strong motivation to record documents as faithfully as possible.
The compression method described in this paper combines a lossy technique, where the compression factor is high but what is reproduced is an approximation to the original digitized document, with a lossless technique, which enables the original to be reproduced exactly from its compressed form. This is achieved by separating text from noise in the document, and compressing the two components separately using a method appropriate for each. Results presented below show that (a) the lossy variant of the method outperforms the best previous lossy compression techniques for textual images, and (b) the lossless variant outperforms the best previous lossless techniques. The two methods combine naturally into a two-stage procedure for "progressive transmission": the lossy image is sent first and then, if desired, extra information is transmitted to refine it into an exact replica of the original.
THE IDEA OF TEXTUAL IMAGE COMPRESSION
Textual image compression works by identifying repeated patterns, usually characters, in the image and replacing them by pointers into a library of patterns. In general, the process comprises these steps.
1. Find, isolate, and extract all the marks in the image, which are connected groups of black pixels.
2. Construct a library containing the different marks that appear.
3. Identify the symbol in the library corresponding to each mark in the image, and measure the coordinate offsets between one mark and the next.
4.
Compress and transmit the library, the symbol sequence, and the offsets.
From the information in the fourth step, an approximation to the original image called the reconstructed text can be created. To make the reconstruction lossless, a fifth step may be included:
5. Transmit enough additional information to restore the original image from the reconstructed text.
We briefly elaborate each step, illustrating it with reference to the example of Figure 1. Step 1 identifies marks, which are generally characters. However, characters with disconnected parts like "i" and "j" are represented by pairs of library elements, one for the body and the other for the dot. This incurs a negligible penalty in bandwidth 0  19  62  -1  24  7  R  2  2  -1  e  3  3  0  s  4  4  0  o  5  2  -1  l  6  3  0  u  7  3  0  t  8  3  0  ı  9  -8  -25  .  10  7  25  e  3  15  0  v  11  3  -1  a  12  3  0  n  13  17  0  d  14  4  0  e  3  25  0  s  4  3  -1  t  8  3  0  a  12  3  0  t  8  3  0   Table 1 : Symbols and offsets created from the example image because of the adaptive compression that follows. The library of symbols that is created from the test image is shown in Figure 2 . Size thresholds may be applied to prevent very small specks, or very large marks, from being recognized. As each mark is extracted it is checked against the library symbols (Step 2). If no sufficiently close matches are found, the mark may be added to the library as a new symbol. Figure 2 shows the library that is created from the test image. Symbols occur in order of their appearance in the document itself; thus they begin "-", "R", "e", and so on. These are extracted as bitmaps from the test image and placed in the library, and the fact that in Figure 2 they are (arbitrarily) aligned at the top serves to emphasize that they have not been recognized as characters but are simply regarded as bitmaps. Table 1 shows the sequence of symbols in the order in which they are extracted from the document (Step 3). In the second column is the symbol number, and using the library in Figure 2 the symbols can be identified and read off the original image. The first column gives a printed approximation to the corresponding library symbols, for easy reference. The intersymbol gaps of Step 3 are recorded in the last two columns of Table 1 , which show the x and y offsets from the lower right corner of one mark to the lower left corner of the next. Occasionally the x offset is small and negative (for example, following the body of an "i" when returning to the dot on top), or large and negative (when returning from the end of one line to the beginning of the next).
The outcome of the lossy encoding stage (Step 4) is the reconstructed text, part of which is shown in Figure 3 . It differs from the original image in three ways. First, small groups of pixels may have been rejected by the segmentation process; these correspond to specks or non-textual marks in the image and do not appear in the reconstructed text. Second, because matching is approximate, there will often be extra pixels, or missing pixels, around the edge of symbols caused by a mismatch between the library symbol and the actual mark in the image. Third, marks that seldom occur may be Figure 2 : Library of symbols created from the example image pruned from the library, and if so they will not appear in the reconstructed text. When processing the example, marks that occurred only once on the page were pruned. Thus the letters "LOUIS XI" do not appear in the ninth line of Figure 3 because they are printed in a small capitals typeface and occur only once on the page. If the system were tailored for the lossy mode of encoding, however, these symbols would not have been omitted, and then the reconstructed image would have been a very close approximation to the original.
Some schemes for textual image compression have a fifth step that encodes the large marks, and marks that are not in the library, using an image compression technique. This provides an image that, while still lossy, is a good approximation to the original. The method described in this paper differs in that Step 5 encodes the entire residue, including specks and any erroneous pixels that appear around symbols because of slight mismatches with the library, so that the original is complete. One way of doing this is to exclusive-OR the original image with the reconstructed text to form a bitmap, shown in Figure 4 , which could then be coded using image compression techniques. In fact, however, this image is difficult to compress satisfactorily using conventional techniques. As can be seen, much of the text can be made out from the "halos" in the residue, which indicates that the reconstructed text should be of considerable help in compressing it. In other words, it is profitable to use the reconstructed text as part of the context used to code the residue. It turns out, surprisingly, that instead of coding the residue using this context it is slightly more economical to encode the entire original image using the same context. The economy stems from the fact that the exclusive-OR operation reverses the polarity of some pixels. Thus the reconstructed text is used as an aid to compressing the original image.
PREVIOUS WORK
Relevant previous work can be divided into lossy schemes for textual image compression, methods for template matching (which forms an essential component of such schemes), and techniques of lossless compression that apply to bi-level images in general.
Lossy Compression
The basic idea of textual image compression was first articulated by Ascher and Nagy [4] .
Step 5 was omitted, so the method was lossy and only suitable for images that comprised text alone. No compression techniques were used for the individual components, and the symbol offsets were expressed relative to the top of the page. Nevertheless, an overall compression ratio of 16:1 over the raw bitmap representation was obtained, and it was estimated that this could be increased to 40:1 by simple compression techniques.
Pratt et al. [5] described an improved scheme, called combined symbol matching (CSM). It left infrequently-used marks, including non-textual material such as line drawings, in the residue and com- Figure 3 : The "reconstructed text" image pressed this using two-dimensional run-length coding (as used in the CCITT Groups 3 and 4 fax standards). However, the halos round imperfectly-matched symbols were omitted and so the method is again a lossy one. Symbol numbers were sent as fixed-length codes, but offsets were compressed using a static coding scheme. In some of the experiments the patterns in the library were also compressed. Tests on the eight CCITT standard faxes yielded an average compression ratio of around 25:1, and this was improved to 250:1 by preloading common fonts into the library and discarding the residue.
Brickman and Rosenbaum [6] extended this idea of preloading by using a static library that was loaded with all characters from three IBM Selectric typewriter fonts (Prestige Elite, Letter Gothic, and Courier), in both upper and lower case. It was also loaded with the most common 150 words in the English language, which account for around half the words in an average document, and when they were encountered these were sent as a single symbol. Tests indicated that the system could achieve a compression ratio of about 145:1, provided the documents were English and were printed in one of the stored fonts. Again, compression was lossy because although everything that failed to match was coded in the residue, halos around characters were not coded.
Johnsen et al. [7] described a scheme, referred to as PMS (for "pattern matching and substitution"), that improves on CSM in several ways. It decomposes large figures into non-symbols so that matching techniques can be used to compress graphical information as well as text; it incorporates a better pattern matching method that generates fewer library patterns; and it uses a move-to-front list for the library that facilitates slightly more effective ad hoc compression of symbol numbers. Tests showed that PMS improves coding efficiency by 20% to 80% over CSM. Efforts are also made to increase the speed of operation of the system by positively identifying pattern matches, so that matching can stop as soon as a satisfactory match is found.
Holt and Xydeas [8] also proposed an improvement to the CSM method, using a "Weighted And-Not" (WAN) pattern matcher (see below). Experiments showed that this method gives better compression than CSM and worse compression than PMS, and also produces significantly fewer matching errors. Holt [9] reported that the effectiveness of the CSM, WAN and PMS pattern matching schemes is greatly reduced when the text is small or the digitization noise is high, and presented a modified pattern-matching algorithm called CSIS (for "combined size-independent strategy"). This is similar to PMS's pattern-matching method but is intended to be independent of the size of the patterns. It results in fewer mismatches than PMS (although sometimes more than CSM and WAN), but gives the best compression and is easily the fastest of all the above methods.
All these schemes for textual image compression are lossy. The bitmap of the first instance of each symbol is used in place of the marks that match that symbol. The pattern matching algorithms are not exact, for if they were the library would quickly fill up with Figure 4 : The "residue" image subtly different copies of the same symbol. Inexact pattern matching can produce errors of substitution, when one character (say a "c") is matched to another's template (say "o" or "e"). Errors of omission occur when two patterns bleed together during the printing or scanning process and are matched to a single character (for example, the digraph "2." may be matched with "2"), and errors of commission when the accidentally joined pattern occurs first and is placed into the library. Pattern matching is critical because mismatches lead to misspellings in the received document which can cause serious-sometimes unacceptable-errors in interpretation.
Template Matching
Textual image compression schemes include pattern matching as an essential component. Pattern matching in all the above schemes is based on an error map, which is the bitwise exclusive-OR between the new mark and a library symbol. In order to register the two symbols appropriately, they are superimposed by aligning their centroids. Nine different registrations are used, corresponding to one-pixel displacements in the eight principal compass directions. In each registration the exclusive-OR between old and new symbols is calculated to yield the error map, and the tests below are repeated until the template is accepted in one of the nine registrations.
Suitable pattern-matching schemes were mentioned in Section 3.1. The evolution of the pattern-matching methods from CSM (and WAN) to PMS to CSIS is as follows. CSM computes a weighted sum of pixels in the error map, where error pixels are weighted more highly if they occur in clusters. A match is rejected if this exceeds a threshold obtained from a training process, which varies depending on the size of the symbol [5] . WAN improves on this by distinguishing black-to-white errors from white-to-black ones, and also by making use of the perimeter sizes to determine if a match should be attempted. PMS rejects a match if any position in the error map is found to have four or more neighbors set to 1. In order to detect mismatches due to the presence of a thin stroke or gap in one image but not the other, another heuristic is used [7] . CSIS attempts to normalize for size by using two different criteria to detect thin strokes or gaps-one for characters that exceed certain preset width and height thresholds, and the other for the remaining ones [9] .
Lossless Compression
Two widely used lossless methods for image compression are the CCITT Groups 3 and 4 facsimile compression standards [10, 11] . In fact, the latter includes, as an advanced option, a kind of textual image compression called "mixed-mode operation" which divides the information on a page into symbols and graphics [12] . Symbols are recognized using template matching against a fixed, pre-specified, library, and are removed as they are matched. Consequently mismatches will cause errors in the received document and so this option is lossy. However, the basic image-based Groups 3 and 4 compression methods are lossless.
A more advanced kind of lossless coding uses context to predict upcoming pixels. A "context model" conditions the probability distribution of a pixel being 0 or 1 on the values of preceding pixels [2] . For example, experiments have shown that a good template is the 10-pixel one of Figure 5a . A black dot marks each pixel included in the template and a bullseye marks the position of the pixel about to be coded. The light gray pixels are ones whose values are not yet known by the decoder and so cannot be included in the template, and the open circles indicate pixels whose values are known but are not included in the template.
The basic idea is to record the number of occurrences of white and black pixels in each of the 1024 possible contexts. Then, during coding, the pixels under the template are used as a context to determine which counts to use. This can conveniently be implemented by concatenating the 10 bits together to form a context number between 0 and 1023, which indexes the list of frequency counts. The appropriate counts are used to drive an arithmetic coder [2] .
This kind of context modeling forms the basis of the proposed international CCITT "JBIG" standard for lossless compression of bi-level images. (JBIG can also be used for grayscale images with a small number of bits per pixel by compressing each bit plane separately.) The algorithm can be applied to a full resolution image, or it can be applied in "progressive mode," giving a low-resolution version first whose fidelity is progressively improved. The JBIG standard includes a definition of a 10-pixel template in which nine of the pixels are specified and the implementation is free to choose the position of the tenth.
There is a tradeoff between the compression obtained and the "learning" cost of using a large template. For small templates, little time is required to accumulate enough counts to be useful. Larger templates provide a more specific context but incur longer delays before counts grow to the point where compression is effective. A two-level coding scheme can be used to allow the counts for a large template to be learned without paying a high learning cost [3] . This is done by coding each pixel in the full context only if that context has already been observed at least twice before. If, because of insufficient prior occurrences, the full context is not regarded as being a reliable predictor, a subset is used to generate a smaller template. An example of a two-level template is given in Figure 5b , where the pixels for the subordinate context are shown in black, and the extra pixels for the larger context are dark gray. This two-level scheme gives significantly improved results and is the best general technique known for lossless encoding of bi-level images.
THE TEXTUAL IMAGE COMPRESSION PROCEDURE
The first three of the steps identified above are common to previous methods of textual image compression and are summarized below. Then we review the compression techniques used in Step 4, which have not previously been applied to textual image compression. The techniques themselves are fairly standard and so are not described in detail. Finally the lossless encoding of Step 5, which is completely new, is explained.
Step 1: Mark Extraction
Marks are first isolated, then removed from the image, and finally sorted into reading order. A mark is found by seeking a black pixel and then using a filling algorithm to explore the connected block in which it occurs. The mark is removed from the image and stored in the mark list, along with its bounding box and position in the image; the process then repeats to locate the next mark. Nontypographical marks-specks of dust, annotations, coffee-stains, etc-are extracted just like any other.
Once all marks have been found and removed from the page, the mark list is sorted into natural text order. The sorting operation assumes that the page is not skewed; we have developed a new histogram-based technique for correcting skew [13] that will not be 
This has the effect that the body of an "i" is placed before its dot; the accent on an "é" comes after the letter itself; a "ü" is decomposed into a "u" followed by the first dot and then the second one. This method of mark sorting is not robust and does not take into account the structure of the page-for example, multi-column text will not be sorted correctly. In order to solve this problem it is necessary to segment the image into regions and classify them into text, line art and halftones; then perform textual image compression on just the textual regions [13, 14, 15] . The present paper addresses only the textual image compression component.
Step 2: Template Matching and Library Construction
As marks are extracted, they are matched against the symbols already present in the library. With each library member a set is kept of all marks that match it. If the current mark matches an existing symbol, it is added to the set of matches for that library symbol; if not, it is entered into the library as a new symbol. The CSIS pattern matching algorithm was chosen because it is simple and fast. In our original work on the Trinity College Library images, which were scanned at 400 dpi, we modified the method to increase its sizeindependence; our present work on fax images and 300 dpi images uses the unmodified CSIS algorithm. Of course, whereas in optical character recognition mismatches are serious errors, in textual image compression they merely cause a small penalty in compression efficiency: the reproduced image is a faithful copy of the original.
The result of template matching is a provisional library that stores the first version of each symbol, along with the set of all marks that matched it. Then each template in the library is replaced by an averaged version in which a pixel is set if it appears in more than half the marks that matched. This removes the arbitrariness of storing the first-encountered variant. The averaged marks are the ones used to create the image of the reconstructed text.
The final stage of library processing depends on whether performance is to be optimized for lossy or lossless mode. If the system will only be used in lossless mode, with Step 5 included, it may be beneficial to prune the library by discarding "singletons," that is, symbols that have occurred just once. This removes almost all the noise symbols. However, it also removes genuine characters that occur only once, which can create gaps in the reconstructed text (for example, the "LOUIS XI" of Figure 4 ). This is unacceptable if the reconstructed text is to be used directly. If the system is to be used in lossy mode, singletons are only discarded if they comprise less than a fixed number of black pixels. A suitable threshold is half the size of a "." or period, corresponding to an area greater than 16 connected pixels for text with letters of normal size scanned at 300 dpi.
Step 3: Identifying the Symbols and their Offsets
The symbols in the final library are numbered from 1 (0 indicates start-of-page), in order of appearance. Once the library is finalized, symbol numbers are placed in the mark list and the stream of symbol identifiers is transmitted using adaptive coding [1] . Because the coding is adaptive, no penalty is paid for the fact that they do not correspond to a conventional character coding (such as ASCII).
The x and y offsets from one symbol to the next are measured and transmitted. The mark-extraction process does not recognize white space as a symbol in its own right-any space following a mark will simply cause an unusually large x offset. However, tests on ordinary text files show that compression performance usually deteriorates (by up to 5%) if space characters are removed. Therefore we have experimented with inserting a special code, known in advance to encoder and decoder, into the text between words and at the end of lines. What distinguishes spaces from tabs from newlines is the size of the x (and y) offset associated with this symbol.
To locate the points at which white space should be inserted, we seek bimodality in the distribution of x offset values associated with each symbol. If two peaks are found separated by at least a certain amount then a cut-off point is placed halfway between them, and a space is inserted whenever the actual x offset exceeds this threshold (and also after large negative offsets). The average of the modes of the offset associated with each symbol is then calculated, ignoring those occurrences where a space has been inserted. Then the x and y offsets associated with symbols that precede space are set at the modal values for that symbol, and the balance is assigned to the following white space. However, tests show that the white-space identification procedure improves performance only by a very small amount because the representation of the symbols is just a small component of the output, and the results reported below do not incorporate it.
Step 4: Compressing and Transmitting the Components
Each component of the image is encoded using arithmetic coding. The number of symbols in the library is encoded using a fixed, precomputed, probability distribution that approximates Elias's C method for encoding integers of arbitrary size [16] . Then each library symbol is sent separately. The height and width of each library symbol is coded using a simple model of the heights and widths seen so far, and then the bitmap contents are encoded using Moffat's two-level method described in Section 3.3.
Next, the symbol numbers are transmitted using the PPMC technique [1] . The program has to be modified slightly to accommodate an alphabet with a variable number of symbols. The performance of symbol sequence encoding will depend on the success of the template matching process. If, for example, two variants of a certain character find their way into in the library, up to one extra bit will be needed to distinguish them whenever the character occurs.
Finally, the x and y offsets are compressed by conditioning them on the current symbol and using adaptive coding. For every symbol, all offset values associated with it so far are stored, along with their frequency counts. If the present value has followed the symbol before, it is coded (using arithmetic coding) according to this frequency distribution. If not, an escape code is sent and the offset encoder reverts to a second-level model. This model contains the frequency distribution of all values that have occurred so far, regardless of which symbol they followed. If that particular offset value has never occurred before, a further escape is sent and the encoder reverts to a third-level model which corresponds to the -distribution encoder mentioned above.
Step 5: Coding the Original Image
The difference between the original image and the reconstructed text can be computed as the "residue," the bitwise exclusive-OR of these two images. Because of the success of the symbol extraction process, far fewer bits are set in the residue than in the original image. For example, the image of Figure 1 contains 386,993 black pixels (out of 4,368,000), while the reconstructed text of Figure 3 contains 382,606 of them. The residue of Figure 4 contains only 73,797 bits set to 1-these are pixels at which there is a discrepancy between the original and reconstructed text images. This would seem to indicate that the residue can easily be coded much more efficiently than the original. However, this is not so. When good compression methods are applied, there is little difference in their compressed size.
The two-level coding scheme [3] with the 22/10 bit context shown in Figure 5b is the most efficient way we know of coding the original image (except for the technique described in the present paper). It reduces the image, which originally consumes 546,000 bytes, to only 34,176 bytes. The same method reduces the residue (which of course has the same original size) to 37,966 bytes. It is a remarkable fact that the residue is coded less efficiently than the original imageeven though it has less than one fifth the number of bits set.
We found this result disappointing, although with hindsight it is perhaps not so surprising. The original image is far more compressible than the residue precisely because most of the black pixels it contains form predictable parts of characters. When the marks are extracted, what is left is the noise-the irregularities around the edges that are caused by deficiencies in the printing and scanning processes-and this is very difficult to compress. For example, when using the above method to compress the residue, nearly twice as many different contexts are encountered (20,000) as in the original image (11, 000) .
Fortunately, the residue can be coded more efficiently. There is clearly considerable overlap in information content between it and the reconstructed text image-many of the characters can be discerned from the residue alone. Advantage can be taken of this by conditioning the coding of the residue on the reconstructed text image, as well as on that part of the residue coded so far. This is particularly effective because the entire reconstructed text is known before any of the residue is coded.
Consider a notional compression method that uses what we call "clairvoyant" templates [3] . These assume that all pixel values surrounding the current one are known-not just the ones that precede it in raster order. An example is shown in Figure 5c . Clearly such a template cannot be used for ordinary image compression, because pixel values ahead of the current one will not be known by the decoder until after the current pixel has been transmitted, and the idea was originally introduced only as a theoretical device for bounding compression performance. In our application, however, the reconstructed image is known by the decoder at the time that the residue is transmitted. Consequently we can use a clairvoyant template on the reconstructed text image. It is also beneficial to combine this with a regular (non-clairvoyant) template on the residue coded so far, to capture local correlations in the residue.
A final twist is to use exactly this method, not for encoding the residue as described, but to encode the original image itself. This yields slightly better compression performance, because the exclusive-OR operation used to construct the residue reverses the polarity of some pixels, making them less predictable and therefore harder to compress. In this way the reconstructed text is used as an aid to compressing the original image. Of course, it is simple to arrange for the decoder to use the transmission to gradually enhance the reconstructed text on a screen, rather than clearing the image and redrawing it from scratch. Thus an approximate (although usually accurate) image can be displayed very quickly, and then it is slowly cleaned up as more data is decoded.
PERFORMANCE: LOSSY AND LOSSLESS MODES
The performance of the new method of textual image compression, abbreviated "TIC," on the standard CCITT test documents is summarized and compared with the existing state of the art in Table 2 . Results are given for both the lossy ("1-stage TIC") and lossless ("2-stage TIC") variants, the former corresponding to the procedure with the final step 5 omitted. All the numbers represent compression factors, that is, the number of bits in the original image divided by the number of bits in the compressed representation-thus large numbers signal greater compression. All results reported here retain Figures 3 and 4 , so that the lossy compression method gives a very faithful, though not quite exact, reproduction of the original. The CCITT test documents are not, in general, textual-documents 1, 4 and 5 contain some printed text but even these are not entirely textual-and so do not show the new method at its best. For comparison with the lossy coding, PMS is used, which has been shown to be superior to its predecessor CSM [7] . Like any comparison of lossy compression schemes, this cannot be regarded as completely definitive because the images that result will inevitably differ in detail. However, it seems likely that the quality of our lossy images will equal or exceed that of the PMS system. The quality is controlled by the template matching criteria, and these are sufficiently restrictive that it is not possible for the lossy image to be significantly different from the original.
For comparison with the lossless coding, Table 2 gives results for the CCITT Group 4 fax standard and for two-level coding with the 22/10 bit context of Figure 5b . The two-stage lossless textual image compression method comfortably outperforms the CCITT Group 4 coding and just outperforms two-level coding. Table 3 gives more details of the coding for the three predominantly textual images. The "original image" (which really corresponds to the residue of Figure 4) is by far the largest component. It is this that makes the coding lossless, and its large size accounts for the greatly improved performance of the lossy compression method. Generating the original image from the reconstructed one is not easy, for the difference between the two is caused by digitization noise, which is relatively incompressible. The next largest component is the library of symbols, which, like the residue, is basically pictorial information. The actual symbol sequence forms a very small proportion of the total number of bits required to represent the image. Table 4 gives more details of the symbols in the library for these three images. For example, 184 different symbols were identified in the first test document, and these accounted for a total of 945 marks extracted from the page. A rough visual classification was made, breaking the symbols down into valid typographical symbols; duplicate copies of symbols; "false ligatures," which are double characters formed by two separate ones that have run together in the printing process; graphics; damaged characters where a printing imperfection has broken a symbol into parts; and symbols that are classified as noise and should not have formed part of the typographical description of the image. The corresponding numbers when singleton marks are removed from the library appear in parentheses. Thus there were 115 singletons in the first image, of which 56 were false ligatures caused by two letters bleeding together.
To provide a comparison on text-only images, two separate collections of 20 images were scanned at 300 dpi. Each image in the Table 3 : Size (in bits) of each component, for three images first collection is a page of a different technical publication, and the type faces, sizes, and column layout vary widely. The second collection comprises consecutive double-page spreads from a novel, having the same type face and size, and the same very simple page layout. Table 5 shows the results. Near the top are pertinent facts about the images: the number of marks, specks, symbols, and the compression factor for two-level and Group 4 coding. For these images specks are taken to be connected groups of less than 16 pixels; they are not coded as symbols. In the tests on images of different resolutions, the speck threshold is scaled accordingly. The first two broad columns of numbers in Table 5 refer to the first and second collections respectively. Within each collection the results are given for the average of the 20 images treated separately, and for the 20 images amalgamated into one-in the latter case the total figures are divided by 20 to make the numbers directly comparable. For example, the average number of marks per image in the first collection is 3353. The average number of symbols in the individual libraries is 199, while the combined library averaged only 168 symbols per image (in fact it contained a total of 3353 symbols). Thus for the first collection a small economy in library size was achieved by combining the images. For the second collection the economy was much greater, the average library size being reduced from 512 to 267 when the images were combined. Examination of the individual images reveals that many marks bled together in the scanning process. Much better results could have been obtained by more careful scanning; however, one must expect such problems when dealing with scanned images.
The size of the various components of textual image compression are given in the lower part of Table 5 . In the first collection the overall compression ratios deteriorate when the images are combined, whereas in the second they improve. The result is a lossy compression ratio of 102.2 for the first collection, and a lossless ratio of 27.7. The latter figure comfortably exceeds that obtained using two-level coding, namely 21.8. For the second collection the compression ratios are much lower (principally because the image size was chosen to leave little white space around the border of the text): 25.0 or 34.4 for lossy compression depending on whether the images are amalgamated or not, and 11.5 and 12.8 for lossless compression. Again the lossless compression outperforms two-level coding in both cases.
To investigate the effect of coding documents scanned at different resolutions, five members of Collection 1 were scanned at four different resolutions: 100 100, 200 200, 300 300, and 600 600 dots per inch. The righthand part of Table 5 shows the results of textual image compression in each case. Both lossy and lossless compression ratios increase markedly with resolution, which is only to be expected; the first from 13.7 to 163.5 and the second from 5.7 to 43.9. At the very lowest resolution, textual image compression is not as good as two-level coding, whereas it significantly outperforms it at higher resolutions. More economy is achieved at higher resolutions by having a single library copy of a symbol shared by all occurrences, because large areas of black need only be coded once CCITT 6 SYSTEM CONSIDERATIONS Our research was motivated by the Trinity College Library catalog problem, and it is instructive to consider the overall needs of such an application. A typical catalog will contain approximately 1,000 to 1,000,000 images. Users will access it in different ways: browsing from page to page, giving a page number, or specifying other information such as a book title or author name (in which case all matching pages must be retrieved). We assume that all access is through bit-mapped display screens. For most queries an approximate image is sufficient, and for this our proposed compression regime is particularly useful. To display a page in full, the symbol library must be decoded, then the list of marks and (x; y) offsets, and finally the residue. The residue is nearly an order of magnitude larger than the other components, and, although necessary to obtain a faithful reproduction, is not generally needed for an overview of the page. In the reconstructed image of Figure 3 , the original text can be read without difficulty, certainly enough for a casual browser to decide whether it is of interest, and in most cases enough for a user to find the shelf location of a book being sought. Only by express command, or a request for a faithful printed copy, would the residual bitmap be retrieved and decompressed.
Although access will normally be to a single catalog page, compression can be improved by building the symbol library for several pages and coding the marks as a longer sequence. Decoding the residual image is the most intensive part of accessing the database, in terms of both bandwidth and processor time. Batching the remainder of the information into blocks of pages has little impact upon retrieval performance, but yields a small compression saving and may improve the quality of the reconstructed text image by making library characters more representative. The separation allows different media to be used for the different components. The symbol library and symbol list might be retained on fast magnetic disk, while the residual image could be held on a bulk storage device such as an optical disk or jukebox. This two-level structure caters particularly well to casual browsers, who tend to flick rapidly from one page to the next after scanning them for just a few seconds.
To provide keyword access, a standard full-text retrieval indexing mechanism can be employed [17] . The keywords would need to be entered manually at the time the images were scanned, since the list of symbols corresponds only loosely to the characters of the text and cannot be used to generate index terms automatically. Alternatively, conventional OCR software might be employed to identify the terms appearing in the page so that an index could be created automatically. Table 5 : Results for lossy and lossless coding on three document collections This compression technique is applicable to more general tasks of document archiving. Despite the phenomenal capacity of WORM optical disks, the space requirements of raw images make compression even more essential than for textual databases. For example, a company might retain on-line copies of all signed contracts, and most queries will require just the text of the contract-obtainable by decompressing the list of marks. Occasionally it will be necessary to produce a faithful reproduction in which the signature and any other hand annotations are also visible, for example if the document is to be submitted as legal evidence. Because of the dynamic nature of such a database and the variability of typeface it may be inappropriate for the "page blocking" to span more than one document. However, within a document the pages should again be blocked.
Compared to decompression, the compression phase is relatively time consuming. The current implementation makes multiple passes over the input image in order to create the symbol library. For the library catalog application this is of little concern; the database is static and compression is performed once only. In a document archiving environment the cost of compression must also be considered. Compression could be carried out as a background process, with new documents spooled to some temporary holding area until they can be added to the permanent collection. Alternatively, the amount of compression could be traded off against the speed by allowing the system to be "lazy" in places. For example, the template matching process could be accelerated by allowing more approximate matches to be accepted, or the coding of the output could be accelerated by using a simpler method than arithmetic coding.
CONCLUSION
We have described a novel mechanism for compressing textual images, based upon identifying any repeated marks appearing in the image, recording these marks and their locations, and encoding a residual bitmap to allow faithful reproduction of the original image. Most binary image compression algorithms are general purpose, applying equally to any kind of image; here, by exploiting knowledge of the contents, improved compression is obtained. The results show the technique to be effective: in lossy mode it outperforms the best previous lossy compression techniques for textual images, and in lossless mode it outperforms the best previous lossless techniques on textual images. Combining the two modes gives a two-stage procedure for progressive transmission which is particularly attractive in practical applications involving browsing through large textual image databases.
