Abstract. A lot has been said and done about the qd-algorithm 13, 9, 7, 5, 14] . Our main interest is to analyze how the original algorithm and its various improvements can be generalized for use in several multivariate applications. The present paper recalls the known univariate results in the sections 2.1 and 3, and discusses their multivariate generalization in the sections 2.2 and 4, but without going into all the multivariate details. We just make everything multivariate-ready for implementation in oating-point polynomial arithmetic (covering additional di culties not encountered in exact polynomial arithmetic). The reader who is only familiar with the properties of the univariate qd-algorithm and does not have an extensive knowledge of the multivariate theory, can easily follow the analysis.
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x1 Introduction: A state of the art in qd-algorithms When studying the literature on the qd-algorithm, the results mainly have to be classi ed into two groups. A number of papers discuss the application of the qd-algorithm to the moments of a meromorphic function, for the calculation of its poles and multiplicities. This technique will be summarized in section 2. Another collection of publications discuss the use of the qdalgorithm applied to an underlying rational function, for the computation of the eigenvalues or singular values of certain tri-or bidiagonal matrices. These computational schemes are recalled in section 3. We stress that the main di erence lies in the fact that the latter applications rely on the fact that the underlying function is rational and hence has a terminating continued fraction expansion.
We immediately present the more stable progressive form of the qd-algorithm 10 g (2) 0;1 j g (2) 0;2 j j g (2) 0;r . . . j j g (2) 0;m g (1) m?1;m j g (2) 1;2 j j g (2) 1;r g (1) r?1;r j j . . . m (z) as the quotient of two polynomials. As can be deduced from the next lemma and as will be detailed in section 4.2, a straightforward implementation of (2.2.3) involves a lot of greatest common divisor (GCD) computations and is not very economical. The implementation of (2. If f is a rational function, even more properties of the qd-algortihm can be proven than is the case for a meromorphic f. Assume f has numerator degree n and denominator degree m n, with nite poles z 1 ; : : : ; z m each pole occurring as many times as indicated by its multiplicity, just like above.
Assume also that the series (2.1.1) is m-normal. Several variants of the progressive qd-algorithm have been developed in the framework of computing the eigenvalues of a tridiagonal matrix and the singular values and vectors of a bidiagonal matrix. We refer among others to the di erential qd-algorithm 13, pp. 505{506], the qd-algorithm with shift 13, pp. 472{474], the stationary qd-algorithm 13, pp. 508{513] and the orthogonal qd-algorithm 9, 14] . The main aim of these variants is either to avoid the pitfalls of a oating-point implementation or to accelerate the convergence of the algorithm or both. These improved schemes, however, rely on the fact that the matrix elements satisfy certain properties (such as positivity). Such properties can not be assumed in general when using the qd-algorithm to locate the poles of a meromorphic function from its Taylor series expansion. The generalization of these variants will be the subject of future investigation in the framework of applying multivariate qd-schemes to the solution of parameterized eigenvalue problems. For the moment there is no need to incorporate these improvements in the numeric-symbolic qdalgorithm which is implemented in the next section for the detection of pole curves of meromorphic functions. 
