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THE AVERAGE OF L4-NORMS OF HOLOMORPHIC CUSP FORMS
RIZWANUR KHAN
Abstract. We find the average value of the L4-norm of holomorphic Hecke cusp forms of weight
within a dyadic interval, up to an error which saves a power of the weight.
1. Introduction
Let f be a holomorphic cusp form of weight k for SL2(Z) which is an eigenform of every Hecke
operator. Define the rescaled function F (z) = yk/2f(z), for z = x + iy in the upper half plane H.
The absolute value of F is SL2(Z)-invariant, so we may ask how |F | is distributed in terms of k on
the modular curve SL2(Z)\H. This interesting question has received a lot of attention recently with
Holowinsky and Soundararajan’s proof [6] of a conjecture of Rudnick and Sarnak closely related to
the Quantum Unique Ergodicity conjecture. It was proven that the L2-mass of F is equidistributed
over SL2(Z)\H for large k. Indeed, understanding the Lp-norms of F is key to learning about its
size distribution. For 1 ≤ p <∞, the Lp-norm of F is defined to be
‖F‖p =
(∫
SL2(Z)\H
|F (z)|p dxdy
y2
)1/p
.(1.1)
The L4-norm was studied by Blomer, Khan, and Young in [2]. They obtained the first non-trivial
upper bound for ‖F‖4, proving with the normalization ‖F‖2 = 1 that
‖F‖44 ≪ǫ k1/3+ǫ(1.2)
for any ǫ > 0. However this seems to be very far from the truth. The following conjecture was made
in the same paper. Note that ∫
SL2(Z)\H
dxdy
y2
=
π
3
.(1.3)
Conjecture 1.1. [2, Conjecture 1.2] With the normalization
3
π
‖F‖22 = 1,(1.4)
we have that
3
π
‖F‖44 ∼ 2(1.5)
as k →∞.
Although this conjecture appears to be out of reach of current methods, it is a valuable step towards
understanding what to expect for the distribution of |F |. In the parallel program of speculating on
the distribution of a Hecke Maass cusp form φ of large eigenvalue for SL2(Z), predictions are already
well established. The Random Wave conjecture, conceived by Berry [1] and investigated further by
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Hejhal and Rackner [5], says that φ should obey the normal distribution law. Thus the conjecture
analogous to (1.5) is that
3
π
‖φ‖44 ∼ 3(1.6)
with the normalization 3π‖φ‖22 = 1, which coincides with the the fourth moment of a standard normal
random variable.
Our goal is to establish Conjecture 1.1 on average over f and k. Note that we use the normalization
‖F‖2 = 1 instead of (1.4).
Theorem 1.2. Let w be a smooth, non-negative function supported on (1, 2) with bounded deriva-
tives. Let Bk be the orthonormal Hecke basis of the space of holomorphic cusp forms of weight k.
Then for some δ > 0 we have that
2
KW
∑
k≡0 mod 2
w
( k
K
)12
k
∑
f∈Bk
‖F‖44 =
6
π
+O(K−δ),(1.7)
where W =
∫∞
−∞ w(x)dx. In particular, ‖F‖44 ≪ 1 for almost all f of weight K ≤ k ≤ 2K.
The main steps of the proof are as follows. By a formula of Watson, the theorem is reduced to
finding the mean value of a degree 8 L-function at the central point. We must find the triple product
L-function value
L(12 , f × f × g) = L(12 , sym2f × g)L(12 , g)(1.8)
on average over g ∈ B2k, f ∈ Bk, and k of size K, which amounts to the average of about K3 terms
over about K3 harmonics, by its approximate functional equation. The Petersson trace formula
leads to the task of bounding a sum like∑
n,m,c1,c2
S(n,m; c1)S(n
2, 1; c2)
∑
k∼K
2|k
ikJ2k−1
(4π√nm
c1
)
Jk−1
(4πn
c2
)
,(1.9)
where n,m, c1, c2 are positive integers whose range of summation depends on K. The interesting
inner sum was studied by Liu and Young in [11], but unfortunately their analysis falls short of our
needs. In that paper, the L2-norm of certain Siegel modular forms is investigated through the mean
value of a degree 6 L-function similar to the one appearing on the right hand side of (1.8). The
extra GL(2) factor in this line makes our problem more complex. Building on the beautiful work of
Liu and Young, we are able to improve their treatment of the inner sum in (1.9). It turns out that
the phase of this sum is a rational number, which allows us to perform Poisson summation in n and
carefully estimate certain exponential sums over finite fields at the end of the proof.
Notation. Throughout, ǫ will denote an arbitrarily small positive constant, but not necessarily
the same one from one occurrence to the next. In any estimate, any implied constant may depend
on ǫ. The delta symbol δP will equal 1 whenever the statement P is true and 0 whenever it is false.
1.3. L-functions. By defintion, f ∈ Bk is an eigenform of every Hecke operator Tn. Let
Tnf = af (n)n
k−1
2 f.(1.10)
The rescaled eigenvalues af (n) satisfy the Hecke relations
af (n)af (m) =
∑
d|(n,m)
af
(nm
d2
)
,(1.11)
Deligne’s bound
af (n) ≤ τ(n),(1.12)
where τ(n) is the number of divisors of n, and the following orthogonality relation.
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Lemma 1.4. (Petersson trace formula) We have
2π2
k − 1
∑
f∈Bk
af (n)af (m)
L(1, sym2f)
= δn=m + 2πi
−k∑
c≥1
S(n,m; c)
c
Jk−1
(
4π
√
nm
c
)
,(1.13)
where L(s, sym2f) is the symmetric-square L-function defined in (1.19), Jk−1 is the Bessel function
defined in (1.47) and
S(n,m; c) =
∑∗
b mod c
e
(
nb+mb
c
)
(1.14)
is the Kloosterman sum.
Proof. See [8, Proposition 14.5]. 
The Kloosterman sum satisfies the multiplicative property
S(n,m, c1c2) = S(n,mc2
2; c1)S(n,mc1
2; c2)(1.15)
for c1 and c2 coprime and Weil’s bound
|S(n,m; c)| ≤ τ(c)c 12 (n,m, c) 12 .(1.16)
Note that on average over n,m or c, this bound is O((nmc)ǫc1/2). For example we have that∑
n<x
|S(n,m; c)| ≪ c 12+ǫ
∑
n<x
(n, c)1/2 ≪ c 12+ǫ
∑
d|c
d1/2
∑
n<x
d|n
1≪ c 12+ǫx.(1.17)
We will work with the following entire L-functions, defined for for f ∈ Bk, g ∈ B2k and ℜ(s) > 1
by
L(s, f) =
∑
n≥1
af (n)
ns
,(1.18)
L(s, sym2f) =
∑
n≥1
Af (n, 1)
ns
= ζ(2s)
∑
n≥1
af (n
2)
ns
,(1.19)
L(s, sym2f × g) =
∑
n,r≥1
Af (n, r)ag(n)
(nr2)s
=
∑
n,r,d≥1
µ(d)
Af (n, 1)Af (r, 1)ag(nd)
(nr2d3)s
,(1.20)
where Af (n, r) = Af (r, n), defined implicitly, are the Fourier coefficients of the symmetric square
lift of f , a cusp form on GL(3). By the normalization (1.10), these L-functions have functional
equations relating values at s and 1− s, so that the central point is always s = 1/2.
We observe as in [2] the decomposition
‖F‖44 = 〈F 2, F 2〉 =
∑
g∈B2k
|〈F 2, G〉|2,(1.21)
which holds because f2 is a cusp form of weight 2k. By Watson’s formula [13, Theorem 3] we have
|〈F 2, G〉|2 = π
3
2(2k − 1)
L(s, g)L(s, sym2f × g)
L(1, sym2f)2L(1, sym2g)
.(1.22)
Thus
‖F‖44 =
π3
2(2k − 1)L(1, sym2f)2
∑
g∈B2k
L(12 , g)L(
1
2 , sym
2f × g)
L(1, sym2g)
.(1.23)
We get a handle on the central values of L-functions using approximate functional equations.
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Lemma 1.5. (Approximate functional equation) Let
Λk,1(s) = (2π)
−sΓ(s+ k − 12 )(1.24)
and
Λk,2(s) = 8(2π)
−3s−3k+ 3
2Γ(s+ 2k − 32 )Γ(s+ k − 12 )Γ(s+ 12 ).(1.25)
For ξ, σ > 0 and j = 1, 2, define
Vk,j(ξ) =
1
2πi
∫
(σ)
Λk,j(1/2 + s)
Λk,j(1/2)
ξ−s
ds
s
.(1.26)
For g ∈ B2k we have
L(1/2, g) = 2
∑
m≥1
ag(m)
m1/2
Vk,1(m)(1.27)
and for f ∈ Bk we have
L(1/2, sym2f × g) = 2
∑
n,r≥1
Af (n, r)ag(n)
(nr2)1/2
Vk,2(nr
2).(1.28)
Proof. This follows from [8, Theorem 5.3] and the functional equations
Λk,1(s)L(s, g) = Λk,1(1− s)L(1− s, g)(1.29)
and
Λk,2(s)L(s, sym
2f × g) = Λk,2(1− s)L(1− s, sym2f × g),(1.30)
which may be found in [7, Chapter 7] and [13, Section 4.1] respectively. 
By Stirling’s formula, we have for ℜ(s) = A that
Λk,j(1/2 + s)
Λk,j(1/2)
≪A kjA,(1.31)
except for where the left hand side has a pole. It follows that for any A > 0 and integer B ≥ 0 we
have ( ξ
kj
)B
V
(B)
k,j (ξ)≪A,B
(
1 +
ξ
kj
)−A
.(1.32)
Thus the sums in (1.27) and (1.28) are essentially supported on m < k1+ǫ and nr2 < k2+ǫ re-
spectively. So in Theorem 1.2 we are averaging about K3 terms over about K3 harmonics, as
|Bk| ∼ k/12. We also note that for u ∈ (1, 2) we have
dB
duB
VuK,j(ξ)≪A,B
(
1 +
ξ
Kj
)−A
,(1.33)
by Stirling’s formula.
For the L-function values at the edge of the critical strip, we will need
Lemma 1.6. Given 0 < δ < 1/10, we have for all but O(k100δ) forms in Bk that
L(1, sym2f)−1 =
∑
d1,d2,d3≥1
µ(d1d2d3)µ(d2)af (d
2
1d
2
2)
d1d22d
3
3
exp
(
−d1d
2
2d
3
3
kδ
)
+O(k−δ
2+ǫ).(1.34)
Proof. Let 0 < δ < 1/10. By a zero-density result of Lau and Wu [10, (1.11)], for all but O(k100δ)
forms f in Bk we have that L(s, sym
2f) is nonzero in the region
R = {s : ℜ(s) ≥ 1− 3δ, |ℑ(s)| ≤ 3kδ}.(1.35)
Thus the lemma is proved if we can establish (1.34) on the assumption that L(s, sym2f) has no zero
in R.
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We first show that
L(s, sym2f)−1 ≪ kǫ(1.36)
for s = σ + it ∈ R′ = {s : ℜ(s) ≥ 1− δ, |ℑ(s)| ≤ kδ}. We have that
logL(s, sym2f) = logL(2 + it)−
∫ 2
σ
L′
L
(x+ it)dx.(1.37)
Thus the claim would follow from showing that
L′
L
(s, sym2f) = o(log k)(1.38)
for s ∈ R′. We follow the ideas in [8, Proposition 5.17]. By Cauchy’s theorem, the exponential
decay of the gamma function in vertical lines and the bound L
′
L (s, sym
2f) ≪ log k of [8, Theorem
5.7] which holds for all f ∈ Bk, we have for 1 < X < k that
(1.39)
L′
L
(s, sym2f) =
1
2πi
∫ 2+ikδ
2−ikδ
L′
L
(w+ s, sym2f)Γ(w)Xwdw− 1
2πi
∫ −δ+ikδ
−δ−ikδ
L′
L
(w+ s, sym2f)Γ(w)Xwdw+O(k−100).
By the Euler product
L(w, sym2f) =
∏
p
(1 − af (p2)p−w + af (p2)p−2w − p−3w)−1,(1.40)
valid for ℜ(w) > 1, we have that
1
2πi
∫ 2+ikδ
2−ikδ
L′
L
(w + s, sym2f)Γ(w)Xwdw =
∑
n≥1
Λf (n)
ns
e−n/X +O(k−100),(1.41)
where Λf (n) ≪ logn. Thus this integral is bounded by Xδ+ǫ. The integral on the line ℜ(w) = −δ
in (1.39) is bounded by X−δ log k. Taking X = (log k)1/2, say, proves the claim (1.38).
Now by Cauchy’s theorem again we have
L(1, sym2f)−1 =
1
2πi
∫ 2+ikδ
2−ikδ
Γ(s)kδs
L(1 + s, sym2f)
ds− 1
2πi
∫ −δ+ikδ
−δ−ikδ
Γ(s)kδs
L(s, sym2f)
ds+O(k−100).
(1.42)
The first integral equals
1
2πi
∫ 2+ikδ
2−ikδ
Γ(s)kδs
L(1 + s, sym2f)
ds =
∑
d1,d2,d3≥1
µ(d1d2d3)µ(d2)af (d
2
1d
2
2)
d1d22d
3
3
exp
(
−d1d
2
2d
3
3
kδ
)
+O(k−100).
(1.43)
For the integral inside the critical strip, we have by (1.36) that∫ −δ+ikδ
−δ−ikδ
Γ(s)kδs
L(1 + s, sym2f)
ds≪ k−δ2+ǫ.(1.44)

By Lemma 1.6, the bounds
k−ǫ ≪ L(1, sym2f)≪ kǫ(1.45)
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and the trivial bound ‖F‖44 ≪ k1/4+ǫ, we see that Theorem 1.2 would follow from showing that
there exists some δ > 0 such that for any 1 ≤ d1, d2, d3 ≤ kǫ, we have
2
KW
∑
k≡0 mod 2
w
(
k
K
)
12
k
∑
f∈Bk
L(1, sym2f)af (d
2
1d
2
2) ‖F‖44 =
6
π
+O(K−δ).(1.46)
1.7. Bessel functions. For ℓ > 0 an integer, the J-Bessel function
Jℓ(x) =
∫ 1
2
− 1
2
e(ℓt)e−ix sin(2πt) dt(1.47)
satisfies the bounds (cf. [12, Lemma 4.2-4.3])
Jℓ(x)≪
{
e−ℓ for x < ℓ/10,
min(ℓ−1/3, |x2 − ℓ2|−1/4) for x ≥ ℓ/10.(1.48)
It may be approximated using Langer’s formula below.
Lemma 1.8. For x > ℓ > 0, let
w =
(
x2
ℓ2
− 1
) 1
2
(1.49)
and
z = ℓ
(
w − tan−1 w) .(1.50)
We have
Jℓ(x) =
(
1− tan
−1 w
w
)1/2(
2
πz
)1/2 (
cos
(
z − π
4
)
+O
(
1
z
))
+ O
(
1
ℓ4/3
)
.(1.51)
Proof. See [3, Sections 7.13.1,7.13.4]. 
The value of Jk−1(y) on average over integers k divisible by 4 is well understood. We record only
an upper bound.
Lemma 1.9. Let 0 < y < K2+ǫ and h a smooth, non-negative function supported on (1, 2) such
that
h(B)(u)≪B KǫB(1.52)
for any integer B ≥ 0. We have that
4
∑
k≡0 mod 4
h
( k
K
)
Jk−1(y)≪ h
( y
K
)
+
1
K1−ǫ
+
y
K3−ǫ
.(1.53)
Proof. See [7, Lemma 5.8]. In the result of that lemma, the first main term equals h(y/K), the
second main term is bounded by K−1+ǫ, and the error term is less than yK−3+ǫ. 
We also need to understand the following average value of a product of two Bessel functions:∑
k≡0 mod 2
ikh
( k
K
)
Jk−1(x)J2k−1(y)(1.54)
for 0 < x < K2+ǫ and 0 < y < K3/2+ǫ. A very similar sum was found by Liu and Young in [11,
Theorem 5.3] for x < K2+ǫ and y < K1+ǫ, up to an error of O(K−1+ǫ). We must extend the range
of admissible y and improve the error term of their asymptotic. The next result achieves this for
x < K2−ǫ.
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Lemma 1.10. Let A > 0 and h a smooth, non-negative function supported on (1, 2) with bounded
derivatives. Let x and y belong to the set
{0 < x ≤ K4/3−ǫ, y > 0} ∪ {K4/3−ǫ < x < K2−ǫ, 0 < y < xK−ǫ} ∪ {K4/3−ǫ < x < K2−ǫ, y > xKǫ}.
(1.55)
There exists smooth functions H±(ξ1; ξ2, ξ3, ξ4) depending on A with bounded derivatives in any
compact set, polynomial in ξ2, ξ3, ξ4 and supported on
1≪ |ξ1| ≪ 1,(1.56)
such that
(1.57)
∑
k≡0 mod 2
ikh
( k
K
)
Jk−1(4πx)J2k−1(4πy) =
1√
x
∑
±
e
(
±
(
y2
4x
+ 2x
))(
1± iy
4x
√
1− ( y4x )2
)
H±
(y√1− ( y4x )2
2K
)
+ OA(K
−A),
where
H±
(y√1− ( y4x)2
2K
)
= H±
(y√1− ( y4x )2
2K
;
x(1 − 2( y4x )2)
K2
,
y
√
1− ( y4x )2
2K3
,
y
4x
)
δ y
4x<1
.(1.58)
Property (1.56) implies that H±
(
y
√
1−( y
4x )
2
2K
)
is nonzero only for x, y ≫ K and supported on
K2/y2 ≪ 1− y/4x≪ K2/y2.(1.59)
Remark. The asymptotic (1.57) cannot hold for x > K4/3+ǫ and y ∼ x satisfying (1.59). This is
because the main term on the right hand side of (1.57) would have size about
√
x/K while the left
hand side of (1.57) is less than a constant multiple of K/x, by (1.48).
Proof. The proof is the same as that of [11, Theorem 5.3] until the appearance of the oscillatory
integral (1.73), which we evaluate somewhat differently.
By (1.47) we have that
(1.60)
∑
k≡0 mod 2
ikh
( k
K
)
Jk−1(4πx)J2k−1(4πy)
=
∫ 1
2
− 1
2
∫ 1
2
− 1
2
e(−2x sin(2πt)− 2y sin(2πu)− t− u)
∑
k≡0 mod 2
ikh
( k
K
)
e(k(t+ 2u)) dudt.
By Poisson summation, this equals
K
2
∫ 1
2
− 1
2
∫ 1
2
− 1
2
e(−2x sin(2πt)− 2y sin(2πu)− t− u)
∑
l∈Z
hˆ
(
K
(
t+ 2u+
l
2
+
1
4
))
dudt(1.61)
=
∑
±
∓i
2
∫ ∞
−∞
hˆ(t)
∫ 1
2
− 1
2
e
(
±2x cos
(
2πt
K
− 4πu
)
− 2y sin(2πu)− t
K
+ u
)
dudt,(1.62)
where
hˆ(t) =
∫ ∞
−∞
h(v)e(−vt) dv(1.63)
denotes the Fourier transform of h. Since
hˆ(t)≪B (1 + |t|)−B(1.64)
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for any B > 0 by repeated integration by parts, we may restrict the t-integral in (1.62) to |t| ≪ Kǫ.
By Taylor’s theorem, we have for any A > 0 that
e
(
±2x cos
(
2πt
K
− 4πu
))(1.65)
=e
(
±2x cos 2πt
K
cos 4πu± 2x sin 2πt
K
sin 4πu
)
=e
(±2x cos 4πu± 4πtxK−1 sin 4πu∓ 4π2t2xK−2 cos 4πu∓ 83π3t3xK−3 sin 4πu+ . . . OA(K−A)) ,
where the ellipsis represents finitely many terms of the Taylor expansion. Further, since x < K2−ǫ,
we have that
e(∓4π2t2xK−2 cos 4πu) = 1∓ 4π2t2xK−2 cos 4πu+ 8(π2t2xK−2 cos 4πu)2 + . . .+OA(K−A),
(1.66)
e(∓ 83π3t3xK−3 sin 4πu) = 1∓ 83π3t3xK−3 sin 4πu+ 329 (π3t3xK−3 sin 4πu)2 + . . .+OA(K−A),
(1.67)
and so on. Thus we have that (1.62) equals
(1.68)
∑
±
∓i
2
∫ 1
2
− 1
2
e(u± 2x cos 4πu− 2y sin 2πu)
∫ ∞
−∞
hˆ(t)e
(
t
(−1± 4πx sin 4πu
K
))
×
(
1∓ 8π
3t3x sin 4πu
3K3
+ . . .
)(
1∓ 4π
2t2x cos 4πu
K2
+ . . .
)
· · · dtdu+ OA(K−A),
Now by the identity ∫ ∞
−∞
hˆ(t)(2πit)je(vt) dt = h(j)(v),(1.69)
we have that the main term of (1.68) equals∑
±
∫ 1
2
− 1
2
e(u± 2x cos 4πu− 2y sin 2πu)H±1
(x sin 4πu
K
;
x cos 4πu
K2
,
x sin 4πu
K3
)
du(1.70)
=
∑
±
∫ 1
4
− 1
4
e(u± 2x cos 4πu− 2y sin 2πu)H±2
(x sin 4πu
K
;
x cos 4πu
K2
,
x sin 4πu
K3
)
du(1.71)
for some functions H±1 (ξ1; ξ2, ξ3) and H
±
2 (ξ1; ξ2, ξ3) with bounded derivatives in any compact set,
polynomial in ξ2, ξ3 and supported on
1≪ |ξ1| ≪ 1.(1.72)
Making the substitution v = sin 2πu, we get that (1.71) equals∑
±
∫ ∞
−∞
e(±2x(1− 2v2)− 2yv)ψ±(v) dv,(1.73)
where we define
ψ±(v) =
{
i
4π
(
1 + iv√
1−v2
)
H±2
(
2xv
√
1−v2
K ;
x(1−2v2)
K2 ,
2xv
√
1−v2
K3
)
for |v| ≤ 1,
0 for|v| > 1.
(1.74)
By (1.72), we have that ψ±(v) vanishes unless 0 < |v| < 1 and x≫ K, in which case it is supported
on
K
x
≪ |v| ≪ K
x
(1.75)
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and
1− K
2
x2
≪ |v| ≪ 1− K
2
x2
.(1.76)
For bounds, we have that
∂B
∂vB
ψ±(v)≪B
{(
x
K
)B
if |v| < 1/2,(
x
K
)2B+1
if |v| ≥ 1/2(1.77)
for any integer B ≥ 0.
From this point, our proof differs from [11]. On observing that
e(±2x(1− 2v2)− 2yv) = e
(
∓ 4x
(
v ± y
4x
)2
± y
2
4x
± 2x
)
,(1.78)
we get that (1.73) equals∑
±
e
(
± y
2
4x
± 2x
) ∫ ∞
−∞
ψ±(v)e
(
∓ 4x
(
v ± y
4x
)2)
dv.(1.79)
Case 1: Assume that 0 < x ≤ K4/3−ǫ and y > 0. By Parseval’s theorem we have that∫ ∞
−∞
e
(
∓ 4x
(
v ± y
4x
)2)
ψ±(v) dv =
e(18 )√
8x
∫ ∞
−∞
e
(
± t
2
16x
± yt
4x
)
ψ̂±(t) dt.(1.80)
By (1.77) we may restrict the integral to |t| < x2K2−ǫ , up to an error of OA(K−A). The condition
x ≤ K4/3−ǫ implies that ∣∣∣ t2
x
∣∣∣ < K−ǫ.(1.81)
Taking a Taylor series expansion of e
(
t2
16x
)
and using property (1.69), we get that (1.80) equals, up
to an error of OA(K
−A),
1√
x
(
1± iy
4x
√
1− ( y4x )2
)
H±
(±y√1− ( y4x )2
2K
;
x(1 − 2( y4x)2)
K2
,
±y√1− ( y4x)2
2K3
,
±y
4x
)
δy/4x<1,(1.82)
for some functions H±(ξ1; ξ2, ξ3, ξ4) described in the statement of the lemma.
Case 2: Assume that K4/3−ǫ < x < K2−ǫ and y < xK−ǫ or y > xKǫ. By (1.75-1.76) and
the condition x > K4/3−ǫ, we have ψ±(v) is supported on disjoint sets of size K/x near 0 and size
K2/x2 near 1 and −1. Thus we may split the integrals in (1.79). We have that∫ ∞
−∞
e
(
∓ 4x
(
v ± y
4x
)2)
ψ±(v) dv =(1.83) ∫ ∞
−∞
e
(
∓ 4x
(
v ± y
4x
)2)
ψ±(v)δ|v|<1/2 dv +
∫ ∞
−∞
e
(
∓ 4x
(
v ± y
4x
)2)
ψ±(v)δ|v|>1/2 dv.(1.84)
To the first integral in (1.84) we apply Parseval’s theorem just as in (1.80). Since x < K2−ǫ and the
derivatives of ψ±(v) are not so large for |v| ≪ K/x, by (1.77), we get that (1.81) holds. Then just
as in (1.82) we get that this integral equals, up to an error of OA(K
−A),(
1± iy
4x
√
1− ( y4x)2
)
H±
(±y√1− ( y4x )2
2K
;
x(1 − 2( y4x )2)
K2
,
±y√1− ( y4x)2
2K3
,
±y
4x
)
δy/4x<1/2.(1.85)
If y < xK−ǫ then δy/4x<1/2 = 1. If y > xKǫ, then δy/4x<1/2 = 0 and (1.58) is also zero.
As for the second integral in (1.84), we integrate by parts B times. By (1.77) and the assumptions
on y, we get that this integral is bounded by
x−B
( x
K
)2B+1
.(1.86)
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This is less than any negative power of K for large enough B, since x < K2−ǫ. 
Lemma 1.10 does not cover all the ranges of x and y that we need. In the remaining ranges, we
find suitable upper bounds for (1.54).
Lemma 1.11. For K4/3−ǫ < x < K2−ǫ, xK−ǫ < y < xKǫ and h as in Lemma 1.10, we have that∑
k≡0 mod 2
ikh
( k
K
)
Jk−1(4πx)J2k−1(4πy)≪ K√
xy
.(1.87)
If further x and y satisfy ∣∣∣1− y
4x
∣∣∣ > K2+ǫ
x2
,(1.88)
then we have that ∑
k≡0 mod 2
ikh
( k
K
)
Jk−1(4πx)J2k−1(4πy)≪B x
K
( x2
K2|4x− y|
)B
(1.89)
for any integer B ≥ 0.
Proof. The first estimate (1.87) follows directly from (1.48). For the second estimate, our starting
point is the inequality∑
k≡0 mod 2
ikh
( k
K
)
Jk−1(4πx)J2k−1(4πy) ≤(1.90) ∣∣∣ ∫ ∞
−∞
e
(
∓ 4x
(
v ± y
4x
)2)
ψ±(v)δ|v|<1/2 dv
∣∣∣ + ∣∣∣ ∫ ∞
−∞
e
(
∓ 4x
(
v ± y
4x
)2)
ψ±(v)δ|v|>1/2 dv
∣∣∣(1.91)
which follows from (1.84). The first integral in (1.91) is given by (1.85), up to any negative power
of K. But since y > K4/3−ǫ, we have by (1.59) that (1.85) vanishes unless y/4x ∼ 1. However in
that case it would vanish anyway since then δy/4x<1/2 = 0. The second integral in (1.91) can be
integrated by parts B times. By (1.76) and (1.88), we have that
v ± y
4x
≫
∣∣∣1− y
4x
∣∣∣.(1.92)
By (1.77), we get the bound ( 1
x|1 − y4x |
)B( x
K
)2B+1
.(1.93)

For very large x, we have
Lemma 1.12. For x > K2−ǫ, 0 < y < K2+ǫ and h as in Lemma 1.9, we have that∑
k≡0 mod 2
ikh
( k
K
)
Jk−1(x)J2k−1(y)≪ K−5/6.(1.94)
Proof. The idea here is that Jk−1(x) is well understood for such large x, so that the lemma reduces
to understanding the average of one J-Bessel function, J2k−1(y). Define the following functions of
u for u ∈ (1, 2):
z(u) = x
(
1− (uK − 1)
2
x2
)1/2
+ (uK − 1) tan−1
((
uK − 1
x
)(
1− (uK − 1)
2
x2
)−1/2)
= x+ O(Kǫ)
(1.95)
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and
h2(u) =
sin z(u)− cos z(u)√
z(u)− (k−1)π2
.(1.96)
Note that for any integer B ≥ 1, we have that
h
(B)
2 (u)≪B KǫB.(1.97)
By Lemma 1.8 we have the estimate
Jk−1(x) =
√
2
π(z( kK )− (k−1)π2 )
cos
(
z
( k
K
)
− (k − 1)π
2
− π
4
)
+O(k−4/3)(1.98)
=
ik√
π
h2
( k
K
)
+O(k−4/3).
Thus the left hand side of (1.94) is bounded by∣∣∣ ∑
k≡0 mod 2
h
( k
K
)
h2
( k
K
)
J2k−1(y)
∣∣∣+ 1
K4/3
∑
k≡0 mod 2
h
( k
K
)
|Jk−1(y)|.(1.99)
Using (1.96-1.97) and Lemma 1.9, the first term above is ≪ K1−ǫ. By (1.48), the second term is
≪ K−5/6. 
1.13. Possion summation.
Lemma 1.14. Let N, c ≥ 1 and Ψ(x) a smooth function, compactly supported on (1, 2) and satisfying(N
c
)−B
Ψ(B)(x)≪B ND−ǫB.(1.100)
for some D and any integer B ≥ 0. Let S(x) be a periodic function satisfying S(x) = S(x+ c). We
have that ∑
n≥1
S(n)Ψ
( n
N
)
=
Ψˆ(0)N
c
∑
a mod c
S(a) +OA(N
−A)(1.101)
for any integer A > 0.
Proof. By Poisson summation we have that∑
n≥1
S(n)Ψ
( n
N
)
=
1
c
∑
a mod c
S(a)
∑
m∈Z
e
(ma
c
)∫ ∞
−∞
Ψ
( x
N
)
e
(−mx
c
)
dx.(1.102)
The term with m = 0 constitutes the main term of (1.101). Integrating by parts repeatedly and
using (1.100) shows that the contribution of the terms with m 6= 0 falls into the error term. 
2. Main term
By (1.23) and the approximate functional equation, we have that
‖F‖44 =
2π3
(2k − 1)L(1, sym2f)2
∑
m,n,r≥1
Af (n, r)
(mnr2)1/2
Vk,1(m)Vk,2(nr
2)
∑
g∈B2k
ag(m)ag(n)
L(1, sym2g)
.(2.1)
Now by the Petersson trace formula, we get that
(2.2) ‖F‖44 =
π
L(1, sym2f)2
( ∑
n,r≥1
Af (n, r)Vk,1(n)Vk,2(nr
2)
nr
+ 2π
∑
m,n,r≥1
Af (n, r)Vk,1(m)Vk,2(nr
2)
(mnr2)1/2
∑
c1≥1
S(n,m; c1)
c1
J2k−1
(
4π
√
nm
c1
))
.
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We have that
(2.3)
∑
n,r≥1
Af (n, r)Vk,1(n)Vk,2(nr
2)
nr
=
1
2πi
∫
(2)
1
2πi
∫
(2)
Λk,1(1/2 + s1)
Λk,1(1/2)
Λk,2(1/2 + s2)
Λk,2(1/2)
L(1 + s1 + s2, sym
2f)L(1 + 2s2, sym
2f)
ζ(2 + 2s1 + 2s2)
ds1
s1
ds2
s2
,
on using (1.32) and the identity∑
n,r≥1
Af (n, r)
nsrw
=
L(s, sym2f)L(w, sym2f)
ζ(s+ w)
(2.4)
of Bump (cf. [4, Proposition 6.6.3]), valid for ℜ(s),ℜ(w) > 1. We shift the lines of integration in
(2.3) to ℜ(s1) = ℜ(s2) = −1/4, pick up residues at ℜ(s1) = ℜ(s2) = 0 and bound the new integral
using (1.31). The result is that∑
n,r≥1
Af (n, r)Vk,1(n)Vk,2(nr
2)
nr
=
6
π2
L(1, sym2f)2 +O(k−1/2).(2.5)
Thus
(2.6) ‖F‖44 =
6
π
+
2π2
L(1, sym2f)2
∑
m,n,r≥1
Af (n, r)Vk,1(m)Vk,2(nr
2)
(mnr2)1/2
∑
c1≥1
S(n,m; c1)
c1
J2k−1
(
4π
√
nm
c1
)
+O(k−1/2).
When (2.6) is inserted into (1.46), we see that the constant 6π gives the desired main term of Theorem
1.2, on using Lemma 1.6 again. It remains to prove that the contribution of the second line of (2.6)
falls into the error term.
3. Error term
It remains to prove that for some δ > 0 and any 1 ≤ d1, d2, d3 ≤ kǫ, we have that
(3.1)
1
K2
∑
k≡0 mod 2
w
(
k
K
) ∑
f∈Bk
1
L(1, sym2f)∑
m,n,r,c≥1
Af (n, r)af (d
2
1d
2
2)Vk,1(m)Vk,2(nr
2)
(mnr2)1/2
S(n,m; c1)
c1
J2k−1
(
4π
√
nm
c1
)
≪ K−δ.
Expressing the GL(3) coefficents in terms of GL(2) coefficients, we get∑
n,r≥1
Af (n, r)Vk,2(nr
2)S(n,m; c1)J2k−1(4π
√
nm/c1)Vk,2(nr
2)
n1/2r
(3.2)
=
∑
n,r,α≥1
Af (n, 1)Af (r, 1)S(nα,m; c1)J2k−1(4π
√
nαm/c1)Vk,2(nr
2α3)
n1/2rα3/2
(3.3)
=
∑
n,r,α,β,γ≥1
af (n
2)af (r
2)S(nαβ2,m; c1)J2k−1(4π
√
nαβ2m/c1)Vk,2(nr
2α3β2γ4)
n1/2rα3/2βγ2
.(3.4)
Finally we can combine af (r
2) and af (d
2
1d
2
2) using the Hecke relations (1.11) to see that to establish
(3.1), it is suffices to prove
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Proposition 3.1. For some δ > 0 and any integers α, β, γ, r1, r2 ≥ 1 such that k−ǫ < r1/r2 < kǫ,
we have that
(3.5)
1
K2
∑
k≡0 mod 2
w
(
k
K
) ∑
f∈Bk
1
L(1, sym2f)
∑
n,m,c1≥1
af (n
2)af (r
2
1)
(mn)1/2
S(nαβ2,m; c1)
c1
× J2k−1
(
4π
√
nmαβ2
c1
)
Vk,1(m)Vk,2(nr
2
2α
3β2γ2)≪ K−δ.
The rest of the section is devoted to proving this. By the Petersson trace formula, we have that
(3.5) = E1 + E2,(3.6)
where
(3.7) E1 = 1
2π2K
∑
k≡0 mod 2
w
(
k
K
)
k − 1
K
∑
m,c1≥1
S(r1αβ
2,m; c1)
(mr1)1/2c1
J2k−1
(
4π
√
r1mαβ2
c1
)
× Vk,1(m)Vk,2(r1r22α3β2γ2).
and
(3.8) E2 = 1
πK
∑
k≡0 mod 2
ikw
(
k
K
)
k − 1
K
∑
n,m,c1,c2≥1
1
(nm)1/2
S(n2, r21 ; c2)
c2
S(nαβ2,m; c1)
c1
× Jk−1
(
4πnr1
c2
)
J2k−1
(
4π
√
nmαβ2
c1
)
Vk,1(m)Vk,2(nr
2
2α
3β2γ2).
We split E2 further into three pieces,
E2 = E1 + E2 + E3,(3.9)
where E1 consists of those terms of E2 with
nr1
c2
> K2−ǫ,(3.10)
E2 consists of those terms with
K4/3−ǫ <
nr1
c2
< K2−ǫ and
nr1
c2Kǫ
<
√
nmαβ2
c1
<
nr1K
ǫ
c2
,(3.11)
and E3 is the rest of E2.
We first deal with E1. We have
Lemma 3.2.
E1 ≪ K−1/4+ǫ.(3.12)
Proof. By (1.33), (1.16) and Lemma 1.9 we have that
E1 ≪ 1
K1−ǫ
∑
m<K1+ǫ
c1<K
1/2+ǫ
1
m1/2
1
c
1/2
1
≪ K−1/4+ǫ.(3.13)

As for E2 we first show that
Lemma 3.3.
E1 ≪ K−1/13.(3.14)
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Proof. Since
nr1/c2 > K
2−ǫ,(3.15)
we can assume by (1.32) and (1.48) that nr1 < K
2+ǫ and c2 < K
ǫ. By (1.16), (1.33) and Lemma
1.12, we have that E1 is less than
1
K11/6−ǫ
∑
n<K2+ǫ
m<K1+ǫ
c1<K
1/2+ǫ
1
(nmc1)1/2
≪ K−11/13(3.16)
for ǫ small enough. 
For the second piece we have that
Lemma 3.4.
E2 ≪ K−1/15.(3.17)
Proof. By (1.32), (1.48) and (3.11), we may assume that the terms in E2 satisfy n < K
2+ǫ/r21 ,
m < K1+ǫ, c2 >
√
nr1c1/K
1/2−ǫ√αβ, and c1 < K1/6+ǫ.
For each choice of n, c1, c2, let m0 be the rational number such that
4π
√
nm0αβ2
c1
=
16πnr1
c2
.(3.18)
Consider first the contribution to E2 of the terms with
|m−m0| < m0 ·min
{1
2
,
nr1
c2K199/100
}
= min
{m0
2
,
n2r31c
2
1
c32αβ
2K199/100
}
,(3.19)
so that
1√
m
≪ 1√
m0
=
c2
√
αβ
4c1r1
√
n
.(3.20)
By (1.16) and the bound Kc2/nr1 of (1.87), we see that the contribution of the terms satisfying
(3.19) is less than
1
K
∑
n<K2+ǫ/r21
c1<K
1/6+ǫ
c2>
√
nr1c1/K
1/2−ǫ√αβ
n2r31c
2
1
c32αβ
2K199/100
c2
√
αβ
c1r1
√
n
1√
n
1√
c1
1√
c2
Kc2
nr1
≪ K−11/150+ǫ.(3.21)
Now consider those terms not satisfying (3.19). If
|m−m0| ≥ m0
2
,(3.22)
then ∣∣∣4π√nmαβ2
c1
− 16πnr1
c2
∣∣∣≫ nr1
c2
.(3.23)
By (1.89), we see that the contribution of such terms is bounded by any negative power of K, since
nr1/c2 < K
2−ǫ. Now consider the case
nr1
c2K199/100
<
1
2
(3.24)
and
|m−m0| ≥ m0nr1
c2K199/100
,(3.25)
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for which we have that ∣∣∣4π√nmαβ2
c1
− 16πnr1
c2
∣∣∣≫ nr1
c2
nr1
c2K199/100
.(3.26)
By (1.89), we see that the contribution of these terms is bounded by
nr1
Kc2
K−B/100(3.27)
for any integer B ≥ 0. 
It remains to show that E3 is less than a negative power of K.
Lemma 3.5.
E3 ≪ K−1/4+ǫ.(3.28)
Proof. We set
h(u) = w(u)VuK,1(m)VuK,2(nr
2
2α
3β2γ2),(3.29)
and apply Lemma 1.10 to the sum in E3:∑ S(n2, r21 ; c2)S(nαβ2,m; c1)
(nm)1/2c1c2K
∑
k≡0 mod 2
ikh
(
k
K
)
Jk−1
(
4πnr1
c2
)
J2k−1
(
4π
√
nmαβ2
c1
)
(3.30)
=
∑ S(n2, r21 ; c2)S(nαβ2,m; c1)
(mc2r1)1/2nc1K
∑
±
e
(
±
(
mc2αβ
2
4c21r1
+
2nr1
c2
))
×
(
1± i
√
mαβ2c2
4c1r1
√
n
/√
1− mαβ
2c22
16nc21r
2
1
)
H±
(
2π
√
nmαβ2
c1K
√
1− mαβ
2c22
16nc21r
2
1
)
+OA(K
−A).
We seek cancellation only in the n-sum. To study it in dyadic intervals, let ψ(x) be a smooth,
compactly supported function on (1, 2) with bounded derivatives and let
Ψ(x) =
ψ(x)
x
(
1± i
√
mαβ2c2
4c1r1
√
xN
/√
1− mαβ
2c22
16xNc21r
2
1
)
H±
(
2π
√
xNmαβ2
c1K
√
1− mαβ
2c22
16xNc21r
2
1
)
(3.31)
for K1−ǫ < N < K2+ǫ/r22α
3β2γ2. Using (1.56), we have that
Ψ(B)(x)≪B
(√
Nmαβ2
c1K
)2B+1
(3.32)
for any integer B ≥ 0. Lest Ψ(x) = 0, we may assume by the observation made at the end of Lemma
1.10 that
c2 ≪ Nr1
K
.(3.33)
We may also assume that √
Nmαβ2
c1
< K4/3−ǫ,(3.34)
because if not then Ψ(x) vanishes unless
Nr1
c2
∼
√
Nmαβ2
c1
.(3.35)
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But the terms satisfying (3.35) with
√
Nmαβ2/c1 > K
4/3−ǫ belong to E2 and were treated in
Lemma 3.4. Thus by (1.32) we may assume that(
c1c2
N
Nmαβ2
c21K
2
)B
≪B
(
Nmαβ2r1
c1K3
)B
< K−B/6(3.36)
for any integer B ≥ 0. Applying Lemma 1.14 we get that
(3.37)
∑
n≥1
S(n2, r21 ; c2)S(nαβ
2,m; c1)
N
e
(±2nr1
c2
)
Ψ
( n
N
)
=
Ψˆ(0)
c1c2
∑
a mod c1c2
S(a2, r21 ; c2)e
(
2ar1
c2
)
S(aαβ2,m; c1) + OA(K
−A).
Bounding the rest of the sum in E3 absolutely, we get that
E3 ≪ 1
K1−ǫ
∑
m<K1+ǫ
c1<K
1/2+ǫ
c2<
K1+ǫc1
m1/2αβ2
1
m1/2c23/2c21
∣∣∣∣∣ψˆ(0) ∑
a mod c1c2
S(a2, r21 ; c2)e
(
2ar1
c2
)
S(aαβ2,m; c1)
∣∣∣∣∣ ,(3.38)
where the range of summation in m, c1, c2 is gotten from (1.32) and the fact that (1.58) is nonzero
only for y < 4x.. By (1.59), we have that ψˆ(0)≪ 1.
Write c1 = b1c
′
1 and c2 = b2c
′
2, where (b1, c
′
1) = (b2, c
′
2) = (c
′
1, c
′
2) = 1 and p|b1 ⇔ p|b2. By (1.15),
we have that (3.38) is bounded by
1
K1−ǫ
∑
b1,b2≤K10
p|b1⇔p|b2
∑
m<K1+ǫ
c′1<K
1/2+ǫ
c′2<
K1+ǫc′
1
b2m
1/2αβ2
1
m1/2
|S1S2S3|,(3.39)
where
S1 =
1
c′2
3/2
∑
a mod c′
2
S(a2, r21b2
2
; c′2)e
(
2ar1b2
c′2
)
,(3.40)
S2 =
1
c′1
2
∑
a mod c′
1
S(aαβ2,m; c′1),(3.41)
S3 =
1
b2
3/2b21
∑
a mod b1b2
S(a2, r21c
′
2
2
; b2)e
(
2ar1c′2
b2
)
S(aαβ2,mc′1
2
; b1).(3.42)
Now we provide bounds for these sums. By [9, Lemma 3.3], we have that
S1 ≤ δc′2=,(3.43)
while it is easy to see that
S2 ≤ δc′
1
|αβ2 ,(3.44)
and by Weil’s bound we have that
S3 ≪ K
ǫ
b2b
3/2
1
∑
1≤a≤b1b2
(a2, r21 , b2)
1/2(aαβ2,m, b1)
1/2 ≪ K
ǫ(m, b1)
1/2
b2b
3/2
1
∑
1≤a≤b1b2
(a, r1)≪ K
ǫ(m, b1)
1/2
b
1/2
1
.
(3.45)
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Thus (3.39) is bounded by
1
K1−ǫ
∑
b1,b2≤K10
p|b1⇔p|b2
1
b
1/2
1
∑
m≤K1+ǫ
(m, b1)
1/2
m1/2
∑
c′
1
|αβ2
∑
c′
2
<
K1+ǫc′
1
b2m
1/2αβ2
δc′
2
=(3.46)
≪ 1
K1/2−ǫ
∑
b1,b2≤K10
p|b1⇔p|b2
1
b
1/2
1 b
1/2
2
∑
m≤K1+ǫ
(m, b1)
1/2
m3/4
≪ 1
K1/4−ǫ
∑
b1,b2≤K10
p|b1⇔p|b2
1
b
1/2
1 b
1/2
2
≪ 1
K1/4−ǫ
.

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