Abstract-Quadtree decomposition is a simple technique used to obtain an image representation at different resolution levels. This representation can be useful for a variety of image processing and image compression algorithms. This paper presents a simple way to get better compression performances (in MSE sense) via quadtree decomposition, by using:
I. INTRODUCTION UADTREE (QT) decomposition is a simple technique for image representation at different resolution levels.
This representation is successfully used in binary image compression algorithms. Recently, QT decomposition has been used as a part of image sequence compression algorithms, [ 171-[19] . QT decomposition for coding of gray-level images is attractive for a number of reasons:
Relative simplicity compared to other methods (e.g., DCT-based coding), which makes it an attractive method for applications such as video and HDTV compressions.
The adaptivity of the decomposition. The decomposition divides the image into regions with size depending on the activity in the region. The compression performance is thus adapted to the various image regions. The useful output of the decomposition. The decomposition actually results in a kind of image segmentation. This segmentation can be used for a variety of different image processing applications, e.g., pattern recognition, [ 1 11. However, so far, the rate-distortion (R-D) performance of QT based compression algorithms for gray-level images has been poorer than other popular compression techniques such as transform-based compressions (e.g., DCT).
Little attention has been paid to the study of the threshold and the bit allocation influence on the decomposition performance. This paper tries to fulfill the gap. The results of the present study suggest two modifications in the original QT Manuscript received November 3, 1992 ; revised September 1.5, 1993. The associate editor coordinating the review of this paper and approving it for publication was Prof. Michel Barlaud.
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IEEE Log Number 921.5225. decomposition coding algorithm. The suggested modifications were analyzed for an autoregressive Gaussian field and tested by simulations on real gray-level images. In both cases these modifications significantly improved the R-D performance of the algorithm with a minor increase in its complexity. The simulation results show that a proposed algorithm performs better than transform coding or subband coding [22] , both followed by scalar quantizer. For some images the algorithm performance is competitive even with the two mentioned coding techniques, followed by vector quantizer.
The paper is organized as follows: In Section I1 the standard QT decomposition algorithm is described. Section I11 introduces modifications of the standard QT algorithm, which improve its performance. This is the main contribution of the paper. In Section IV the R-D performance of the improved QT decomposition coding algorithm is calculated for an autoregressive Gaussian field. Section V presents simulation results for real gray-level images and Section VI concludes this work.
QT DECOMPOSITION
A natural gray-level image usually can be divided into different size regions with a variable amount of details and information. Such segmentation of the image is useful for efficient coding of image data. QT decomposition is a powerful technique which divides the image into 2-D homogeneous (in the property of interest) regions, i.e., produces the segmentation.
The decomposition builds a tree. Each tree node has four children and it is associated with a uniquely defined region of the image. It is obvious that the root is associated with the whole image. QT decomposition can be done either by top-down or bottom-up procedures. In Fig. 1 , both top-down and bottom-up QT decomposition procedures are illustrated. It is well known, and also demonstrated by this simple example, that the bottom-up procedure is superior; therefore it is preferred for usage in the suggested algorithm.
When QT decomposition is used for image compression, the resulting tree is coded. The coding procedure includes coding of the tree structure information and coding of the leaf information. Let assign "1" to the parent node and "0" to the leaf. To each leaf a parameter (or parameters) that describes the intensity of the corresponding subimage will also be assigned. Obviously, the image pixels are always leaves, so the tree structure coding can be stopped one level before the bottom level. Fig. 2 demonstrates the tree and the resulting code of the example in Fig. 1 . So far, the general conventions have been briefly explained. Now more specific parts of the QT algorithm will be described.
Suppose the image size is 2" x 2"; it can then be represented at n + 1 levels of resolution. Every pixel at every resolution level has its own intensity level. The parent node intensity is a mean value of its children nodes intensities, and the test examines the error of this representation in the property of interest. At each level, except the bottom, the node intensity Therefore only this test will be referenced. Other tests can be analyzed in the same way. Let T be the threshold. The test
The standard QT decomposition algorithm can be summarized as follows.
Step 1:
Step 2:
are leaves calculate z i ( k , 1) according to ( I ) IF no leaves were produced by Step 2 STOP, E L S E N = : ; i = i + l ; g o t o S t e p 2 . The described algorithm has been used in many image compression applications, e.g., [ 141- [21] ; however, as it will be shown in the next section, by a few modifications the performance of the algorithm for image compression can be significantly improved.
Step 3:
THE IMPROVED COMPRESSION ALGORITHM BASED ON QT DECOMPOSITION

A. General
In contrast to most image compression algorithms, the described QT algorithm does not need much computation power. However, as mentioned before, the so far poor rate distortion performance of the algorithm (for gray-level images) discards all its advantages. In addition to the lack of performance, the algorithm creates blocking in the reconstructed image. To make the algorithm useful, both these problems must be solved. The main result of this paper is that R-D performance can be improved by optimal threshold adjustment in the homogeneity test and by optimal bit allocation for leaves coding.
For further discussion, the following variables are defined: Ni is a number of pixels at level i that did not propagate to level i + 1. Define the empirical probability of finding a pixel at level i as
where zi denotes the pixel intensity at resolution level i. Now the test must be applied. Several homogeneity tests have been introduced in the literature [20] and more tests can be defined, depending on the property of interest in image representation. However, in most applications the simple absolute difference test is used.
The pixel propagation probability to resolution level 0 is defined as qo = 1. The empirical propagation probability from level a -1 to level i is defined by a recursive equation (4) Note that qn = qn-l -p,-l = p,. The compressed tree contains Lqt leaves, where, by definitions above
The uncompressed tree contains nodes, so the tree structure code of the complete tree consists of 9 ones.
During the compression, the propagation from level 0 to level 1 converts a number of nodes to leaves. The code remains
bits but includes zeros in it. During further compression, the Aa &4
-& -B I = -T i pixel propagation to resolution level i reduces the code length by 4n-i+1qi bits. Therefore the compressed tree Contains Nqt nodes and leaves that are sufficient tree structure information, i.e., Nqt bits must be assigned for the tree structure code, where 
i=l
The rate Rqt of the tree structure code, assuming the straight i=l i=l j=1 forward coding, is given by Expressing pi by qi in (4) and substituting pi in (9) gives
In the example of Fig. 2 , n = 3 and i=l i=l j=1
Level n + 1 does not exist, so qn+l = 0. Therefore, the total MSE is bounded by The goal is to choose threshold values {Ti} that minimize the MSE under a constraint of a fixed number of leaves. However, the relation between the threshold values and the MSE is complicated and cannot be expressed in a closed form.
Thus, we suggest to choose threshold values that minimize the MSE bound (11) while the number of leaves is constant or equivalently to minimize the number of leaves while the MSE bound is constant. By substituting (4) in (5) and writing the summation explicity, the expression for Lqt becomes Although this rate may be reduced further by a proper coding, this coding is not really required, since, as evident from the example, this rate is small (would be about 10% -20% of the total rate).
B. How to Choose the Threshold
To improve the algorithm performance it is first suggested to use different threshold values at each resolution level. The procedure to determine the threshold values will be described below. Let T i denote the threshold value at level i. The proof of Lemma 1 is given in the appendix. As a universal bound it is sharp, since, as shown in Fig. 3 , a subimage that achieves the bound can be synthesized. The whole image is represented by a number of leaves at different levels, where each leaf is a representation of The expression for q1 substituted in (1 1) gives 11 each level is an independent source; then according to (1 8) the R-D function of the every source is bounded by
The first term of (14) constraint (21) gives the same solution (22) . Both, the upper and the lower bounds of the R-D function reach their minimum at the same point. Thus, it is a good reason to believe that the function itself reaches the minimum at or near this point. This is the procedure we suggest for threshold selection. It depends on an arbitrary parameter TI that can control the R-D tradeoff. At each level the threshold is a factor of 2 smaller than its value at the previous level. A simple "intuitive" explanation can be given to this result. The contribution of the Finally, the near to optimal bit allocation is -
image area representation by a leaf at level i to total distortion 1
, -2 is proportional to the size of the area (4')). The best MSE is achieved if the distortion is distributed uniformly between all leaves. Thus, at the higher levels, lower distortion is allowable.
C. Bit Allocution
and the leaves rate is n (24) RB = C4-'p,B,.
1=0
So far only distortion due to QT decomposition has been referenced. The additional distortion is created by quantizing the pixel value of the various leaves; the aim of this section is to show how to minimize this distortion by optimal bit allocation. R-D theory provides good solutions to the problem of optimal bit allocation for an independent vector source [6] . Each resolution level can be handled as an independent source, but in fact all levels, except the bottom, are some combination of the previous level, so better performance can be achieved if the dependencies are taken into account.
The rate distortion function of a source (a random variable),
denoted R ( D ) , is bounded [1]-[3] by
D. Summary: The Improved Algorithm for Image Compression
We now summarize the proposed modifications, and introduce the improved algorithm. The homogeneity test of (2) is modified to
The new image compression algorithm via QT decomposition is as follows
Step 2: . . . .
Step 3: IF no leaves were produced by Step 2 goto Step 4,  ELSE N = $ ; i = i + 1 ;~~ = +; goto Step 2.
Step 4:
Step 5:
Step 6:
Step 7:
Step 8:
Step 9:
Code the tree structure information as it was described in Section 2.
Calculate Lqt; Choose a desired distortion level D for leaves quantization; i = 0;
Calculate leaves mean mi and variance CT:.
Allocate bits for level i leaves according to (23). Quantize level i leaves.
Step 6. In this work the Lloyd-Max quantizer [4] , [5] , designed for a Gaussian distribution, was chosen for the quantization in Step 8. The overhead information includes means and variances of all levels. The total rate is given by (26) and the total distortion is upper bounded
D T ( R T ) 5 MSEqt + D.
(27)
IV. EXAMPLE: AN AUTOREGRESSIVE GAUSSIAN FIELD
In this section we assume a specific source statistics, and compare the performance of the proposed improved algorithm to the original QT compression algorithm. If the image statistic is known, in several cases the R-D performance of the original algorithm can be calculated explicitly as described in [21] . We follow the technique in [21] to get the performance of the improved algorithm, as shown bellow.
Specifically, we calculate the R-D performance for the case where the image is supposed to be a 2-D autoregressive Gaussian field with zero mean and the following autocorrelation function where d is the correlation distance. The correlation factor between two adjacent pixels is given by
The autocorrelation function can be expressed in the following matrix form is chosen equal to unity. The correlation factor p varies for real gray-level images in the range of 0.9-0.99. The R-D performance is calculated for: 1) Original quadtree decomposition algorithm.
2) Quadtree decomposition with the logarithmic threshold of (17).
a) --
b) - C) ...
3)
Original quadtree decomposition algorithm. The optimal bit allocation of (23) is performed. 4) Quadtree decomposition with the logarithmic threshold of (17). The optimal bit allocation of (23) is performed. The threshold TI and the correlation factor p are given parameters, the resulting R-D functions are shown in Figs. 4-6 . The examination of these graphs leads to a number of conclusions.
First, the proposed bit allocation significantly improves the R-D performance of the compression for either the constant or the logarithmic threshold assignment. Second, the R-D function of the algorithm with the logarithmic threshold assignment intersects with the R-D function of the original algorithm. Before the intersection, the first algorithm performs better; after the intersection, the second. However the intersection occurs above the distortion range that is allowable for a good image compression algorithm. Therefore the proposed threshold assignment improves the R-D performance in the interesting region. It should be noted that if the threshold TI is low, then most of the pixels do not propagate to levels higher than 1. Thus, if TI is low, the performance does not depend on how the threshold for the next level is chosen.
v. SIMULATION RESULTS FOR TEST (BENCHMARK) IMAGES
A. Distortion Measure
Before presenting the simulation results let us define the distortion measure. Different measures have been used by different researchers. For comparison purpose to other reported work, we use the measure peak signal-to-noise ratio (PSNR) defined as follows: let ~( z , j ) be a pixel at the i , j coordinates of the source image and let y ( i , j ) be a pixel at the i , j coordinates of the reconstructed image. The image size is 2n x Zn pixels and 8 bivpixel.
B. Reconstruction Filter
So far in this work, only the compression procedure was of interest. However, an important part of the algorithm is the reconstruction procedure, which may influence the reconstructed image quality that is not measured directly by SNR value. The goal of the reconstruction procedure is to expand each tree leaf at some level i to a number of leaves at level 0. The reconstruction filter is chosen to be of the following form and the reconstruction of a pixel at resolution level i -1 is done according to for m , n = 0 , l 2 , _ 1 ( 2 k + m, 21 
The reconstruction filter is designed to reduce the blocking in the reconstructed image. The best way to test if the blocking exists is by a visual test. In the results reported below, the filter coefficients are taken from [19] .
C. Results
The proposed compression algorithm is tested on two real gray-level images. The size of the source pictures is 256 x 256 and they are are shown in Fig. 8 .
In the graph of Fig. 7 , the R-D functions for "Lena" of four different quadtree based compression algorithms are plotted (the reported rate includes the overhead information, which is about 10% of the given value). The R-D function of the proposed algorithm is more than 5 db above the R-D function of the original algorithm. Table I compares PSNR values of two quadtree coders for test images at several rates.
These results make obvious the fact that the proposed changes lead to significant performance improvement in the compression algorithm based on quadtree decomposition. Next, it is interesting to ask: whether the proposed improved algorithm is competitive with other compression techniques, e.g., DCT-based techniques. To answer this question the algorithm performance is compared with several popular techniques that are described in [22] . The comparison results are shown in Tables I1 and 111 , and indicate that the proposed algorithm performance is much better than popular transform coding with scalar quantization and is competitive with subband coding with scalar quantization within the bands. Furthermore, for some images (like "Lena") the proposed algorithm is competitive with transform or subband coding with vector quantization. Finally, the resulting images at different compression rates are shown in Figs. 9 and 10.
VI. CONCLUSION
A practical and efficient image compression algorithm is proposed in this paper. This algorithm is based on quadtree decomposition and has all its advantages. On the other hand, it does not suffer from the poor R-D performance of standard QT-based algorithms and its performance is even superior to DCT-based compression algorithms with scalar quantization and competitive with DCT-algorithms with vector quantization. Thus the proposed algorithm is attractive for a variety of applications. The fact that the compression output is useful for image segmentation, edge enhancement and pattern recognition adds to the attractiveness of the algorithm. It is worth mentioning that other improvements of the quadtree decompo- 
