Abstract. This paper extends our graph-based approach to the verification of spatial properties of π-calculus specifications. The mechanism is based on an encoding for mobile calculi where each process is mapped into a graph (with interfaces) such that the denotation is fully abstract with respect to the usual structural congruence, i.e., two processes are equivalent exactly when the corresponding encodings yield isomorphic graphs. Behavioral and structural properties of π-calculus processes expressed in a spatial logic can then be verified on the graphical encoding of a process rather than on its textual representation. In this paper we introduce a modal logic for graphs and define a translation of spatial formulae such that a process verifies a spatial formula exactly when its graphical representation verifies the translated modal graph formula.
Introduction
Spatial logics are formalisms for expressing behavioral and topological properties of system specifications, given as processes of a calculus. Besides the temporal modalities of the Hennessy-Milner tradition, these logics include ingredients for reasoning about the structural properties of a system. The connective 0 represents e.g. the (processes structurally congruent to the) empty system, and the formula φ 1 |φ 2 is satisfied by processes that can be decomposed into two parallel components, satisfying φ 1 and φ 2 , respectively.
The origins of such logics can be tracked back to early work on logics for reasoning about networks of processes (e.g. the multiprocess network logic of [22] ). Recent approaches include logics for concurrent software system specifications given in process calculi like the π-calculus [3, 4] and the ambient calculus [7] , or for data structures such as graphs [5] , heaps [23] , and trees [6] . The approach we proposed in [16] to the verification of (recursion-free) spatial formulae [3] for π-calculus specifications is based on a graphical encoding for nominal calculi [15] . Even if a few articles had been already proposed on the verification of graphically described systems (see e.g [1, 21, 25] ), to the best of our knowledge our approach was the only one that exploited a graphical presentation for the verification of behavioral and spatial properties of (finite) processes of a nominal calculus. A closely related work is the spatial logic for bigraphs [19] introduced in [8] . Since bigraphs are one of the foremost graphical languages for nominal calculi, the resulting logic can express some structural properties of e.g. π-calculus specifications. The resulting bigraphs logic is however quite different from our proposal, which is instead of the tradition of Courcelle's monadic second order logic [12] . In particular, the approach presented in [19] is a static spatial logic that does not consider temporal connectives. An extension to a dynamic bigraph logic by the same authors is under development.
Our graph-based approach was introduced by describing first the encoding of (possibly recursive) processes of the π-calculus [15] and then an algorithm for the verification on such representations of spatial properties expressed by recursionfree formulae [16] . The present paper proposes an encoding of (possibly recursive) formulae in a spatial logic for processes into formulae in a modal graph logic. Our encoding is sound and complete: a process verifies a spatial formula exactly when its graphical representation verifies the translated formula.
The main novelty of this work is the modal graph logic we introduce. Indeed, at first we tried to obtain an encoding of spatial formulae using an existing graph logic. However, the approaches we are aware of turned out not to be expressive enough. For instance, the logics reported in [1, 12, 21] do not properly model notions like freshness, while the spatial logic for graphs in [5] is static and does not consider the temporal dimension. We have thus devised a graph logic equipped with a modal operator that captures the names of those items involved in a graph transformation and that ensures that the new items are fresh, i.e., different from any item in the formula and in the transformed graph.
Our paper provides a mechanism for specifying spatial formulae on the graphical representation of processes. We believe that our approach offers novel insights into the specification of graph formulae, thanks especially to the link with spatial logics; moreover, it offers further evidence of the adequacy of graph-based formalisms for system design and specification; finally, it suggests a rich and flexible formalism for expressing properties of graph transformations.
The structure of the paper is as follows. Section 2 summarizes the π-calculus and the spatial logic proposed in [3] . Sections 3 and 4 recall a few definitions on graphs with interfaces [9] and their rewriting. Section 5 presents an encoding of π-calculus processes into graphs with interfaces, streamlining the proposal in [15] . Section 6 illustrates a set of graph rewriting rules for simulating process reductions as well as for assisting the encoding. Section 7 defines our modal graph logic, and Section 8 proposes our encoding for spatial formulae.
The π-Calculus and a Spatial Logic
This section recalls the basics of one of the foremost calculi for specifying distributed systems, namely the π-calculus [18] , and of a logic [3] for expressing spatial properties of a system specified as a process of that calculus.
Definition 1 (processes).
Let N be a set of names; let X be a set of process variables; and let Δ = {a(b), ab | a, b ∈ N} be the set of prefix operators. A process P is a term generated by the syntax
where a ∈ N , x ∈ X and δ ∈ Δ. We denote by P the set of closed processes, i.e., such that each process variable x occurs inside the scope of a rec x .− operator.
The standard definition for the set of free names of a process P , denoted by fn(P ), is assumed. Similarly for α-convertibility, with respect to the restriction operators (νa)P and the input operators b(a).P : in both cases, the name a is bound in P , and it can be freely α-converted.
Using the definition above, the behavior of a process P is described as a relation over abstract processes, i.e., a relation closed under structural congruence.
Definition 2 (structural congruence).
The structural congruence for processes is the relation ≡⊆ P × P, closed under process construction and α-conversion, inductively generated by the following set of axioms
As usual, P { Q / x } denotes process P after the substitution of each free occurrence of process variable x with process Q.
Definition 3 (reductions).
The reduction relation for processes is the equivalence relation →⊆ P × P, closed under the structural congruence ≡, inductively generated by the following set of axioms and inference rules
The first rule denotes process communication: process ac.Q is ready to communicate the (possibly global) name c along channel a; it then synchronizes with process a(b).P , and the local name b is substituted by c on the residual process P (avoiding the capture of name c). The latter rules state the closure of the reduction relation with respect to restriction and parallel composition.
We now recall the spatial logic for the π-calculus presented in [3] .
Definition 4 (spatial logic).
Let V N be a set of name variables, and V SF a set of propositional variables. A spatial formula is a term generated by the syntax Boolean connectives and fixpoints have the usual meaning; 0 characterizes processes that are structurally congruent to the empty process; φ 1 |φ 2 holds for processes that are structurally congruent to the composition of two subprocesses, satisfying φ 1 and φ 2 ; η φ is true for those processes such that φ holds after the revelation of name η; ∃x.φ characterizes processes such that φ holds for some name in N ; Ix.φ holds for a process P if φ holds for some name of N that is fresh with respect to P and φ; η = η requires η and η to be equal; and 3φ is satisfied by a process P if P can be reduced into Q and Q satisfies φ. The semantics of a (well-formed) formula is given in terms of the domain P S of Psets. A Pset is a family of processes that is closed under structural congruence and name permutations, for all the names outside its support. Intuitively, the support for a Pset is a set of names that are relevant for the property satisfied by the family of processes, i.e., such that any permutation of those names outside the support does not affect the property.
Definition 5 (Pset [4]). Let Y be a set of processes. Then Y forms a Pset if it is closed under structural congruence and there exists a finite set of names
Every Pset Y has a least support [4, Prop. 4.13] , denoted supp(Y). For instance, the set P of all processes is a Pset with empty support. Formulae with open propositional variables are interpreted under an environment σ : V SF → P S . The semantics of Ix.φ requires x to be instantiated with a name that is fresh with respect to φ and to any process in the Psets to which the open propositional variables of φ are mapped, i.e., the name must be different from any name in φ or in the least support of σ(Z) for any open propositional variable Z in φ. Such a set of names is defined as n σ (φ) = n(φ) ∪ Z∈fpv(φ) supp(σ(Z)), where fpv(φ) and n(φ) denote the set of the free propositional variables of φ and the set of names of φ, respectively. Definition 6 (spatial logic semantics). Let φ be a (well-formed) spatial formula and let σ be a mapping for the free propositional variables of φ into Psets. The denotation φ σ , mapping a formula φ into a Pset, is defined by structural induction according to the following rules
The restriction on the use of negation actually guarantees each possible function λY. φ σ[Y /Z] to be monotonic, so that fixed points are well defined.
Graphs and Their Extension with Interfaces
We recall a few definitions concerning (typed hyper-)graphs, and their extension with interfaces, referring to [2, 9] for a more detailed introduction. 
Definition 7 (graphs). A (hyper-)graph is a four-tuple V, E, s, t where
Henceforth, when not explicitly stated the components of a graph G are assumed to be V G , E G , s G and t G . We shall consider typed graphs [10] , i.e., graphs labeled over a structure that is itself a graph.
Definition 8 (typed graphs). Let T be a graph. A typed graph G over T is a graph |G|, together with a graph morphism τ
In the following, a type graph T is chosen. Then, in order to inductively define the encoding for processes, we need to provide operations over typed graphs. The first step is to equip them with "handles" for interacting with an environment.
Definition 9 (graphs with interfaces). A T -typed graph with interfaces
An interface graph morphism f : G ⇒ H is a triple of graph morphisms
preserving the input and output morphisms.
The category of T -typed graphs with interfaces is denoted by I-T -Graph. We
With an abuse of notation, we sometimes refer to the image of the input and output morphisms as inputs and outputs, respectively. An interface graph morphism is interface preserving if it preserves node identity on interfaces.
In order to define our process encoding, we introduce two operators on graphs with discrete interfaces (gwdis), i.e., such that their set of edges is empty. 
Definition 10 (two operators). Let
G = I i − → G j ← J and G = J j − → G o ← O be gwdis. Then, their sequential composition is the gwdi G • G = I i − → G o ← O, for G the disjoint union G G ,Let G = I i − → G o ← O and H = I i − → H o ← O be gwdis with compatible interfaces. 1 Then, their parallel composition is the gwdi G ⊗ H = (I ∪ I ) i − → G o ← (O ∪ O ), for G the disjoint union G H, modulo the equivalence on nodes induced by o(y) = o (y) for all y ∈ N O ∩ N O and i(y) = i (y) for all y ∈ N I ∩ N I ,
and i , o the uniquely induced arrows.
With an abuse of notation, the set-theoretic operators are defined componentwise, and the typing morphism is extended accordingly. Intuitively, the sequential composition G • G is obtained by taking the disjoint union of the bodies of G and G , and gluing the outputs of G with the corresponding inputs of G . The parallel composition G ⊗ H is obtained by taking the disjoint union of the bodies of G and H, additionally gluing the inputs (outputs) of G with the corresponding inputs (outputs) of H. The operations are concretely defined, modulo the choice of canonical representatives for the set-theoretic operations: the result is independent of such a choice, up-to isomorphism of the body graphs.
A graph expression is a term over the syntax containing all graphs with discrete interfaces as constants, and parallel and sequential composition as binary operators. An expression is well-formed if all occurrences of those operators are defined for the interfaces of their arguments, according to Definition 10; its interfaces are computed inductively from the interfaces of the graphs occurring in it, and its value is the graph obtained by evaluating all operators in it.
Rewriting Graphs with Interfaces
This section recalls the basics of the double-pushout (dpo) approach to graph transformation, as presented in [11, 13] . More precisely, it directly introduces the extension of the approach to gwis, which is needed for our modeling purposes.
Definition 11 (graph production). A graph production is a pair of arrows
l : K → L, r : K → R in I
-T -Graph such that l is monic and r is injective on interfaces. A T -typed graph transformation system ( gts) G is a tuple T, P, π where T is the type graph, P is a set of production names and π is a function mapping each name to a T -typed production.
A production π(p) is often denoted by a span L l ←− K r −→ R, and indicated just by the name p. For l to be monic means that all its components are injective. Fig. 4 , where (1) and (2) are actually pushout squares in I-T -Graph. We thus write p/m :
Definition 12 (derivation
Let p be a production, let p/m : G =⇒ H be a direct derivation and let tr(p/m) be the partial function r
, if a graph never occurs twice in a computation.
In the rest of the paper we implicitly restrict our attention to unambiguous sequences of interface preserving derivations.
From Processes to Graphs
We now present an encoding of π-calculus processes into graphs with interfaces, based on the encoding introduced in [15] .
The type graph T π is defined in Fig. 2 . Note that all edges have at most one node in the source, connected by an incoming tentacle; the nodes in the target list are instead always enumerated clock-wise, starting from the only incoming tentacle, unless otherwise specified by an enumerating label. For example, the edge The type graph is used to model processes syntactically, and our encoding corresponds to the usual construction of the tree associated to a term of an algebra: names are interpreted as variables, so that they are mapped to leaves of the tree and can be safely shared. Intuitively, a tree with a node of type • as root corresponds to a process, whilst each node of type • basically represents a name. Clearly, the operators in and out simulate the input and output prefixes, respectively; and operator ν stands for restriction. Furthermore, note that there is instead no explicit operator accounting for parallel composition.
A class of graphs is now needed, such that all processes can be encoded into a graph expression. Let p ∈ N : our choice is depicted in Fig. 3 , for all a, b ∈ N .
• , out}) ; idp, ida, and νa; 0p and 0a
Finally, let id Γ and 0 Γ be a shorthand for a∈Γ id a and a∈Γ 0 a , respectively, for a finite set of names Γ ⊂ N. The encoding of finite processes into gwdis, mapping each finite process into a graph expression, is presented below.
Definition 13 (encoding for finite processes). Let P be a finite process, and let Γ be a set of names, such that fn(P ) ⊆ Γ . The process encoding P Γ , mapping a process P into a gwdi, is defined by structural induction according to the following rules (where {c} Γ implies that c ∈ Γ )
Note the conditional rule for (νa).P : it is required for removing the occurrence of useless restriction operators, i.e., those that bind a name not occurring in the process. The mapping is well-defined, since the resulting graph expression is well-formed, and the encoding P Γ is a graph with interfaces ({p} ∪ Γ, ∅). The mapping · is not surjective: there are graphs with interfaces ({p}∪Γ, ∅) that are not (isomorphic to) the image of any process. Nevertheless, our encoding is sound and complete, as stated by the proposition below (adapted from [15] ).
Proposition 1 (correct process encoding). Let P , Q be finite processes and Γ a set of names such that
The notation G ∼ = H indicates the existence of an interface preserving isomorphism between the gwdis. That notion is used to tackle recursive processes. Clearly, a colimit always exists, and it is uniquely defined, up-to ∼ =. In the following, we postulate a choice for colimits. Hence, in order to encode recursive processes as infinite graphs, a colimit construction is performed. In other terms, each open process P [x] defines a continuous functor on the gwdis with interfaces ({p} ∪ Γ, ∅), for each set of names Γ such that fn(P ) ⊆ Γ , and the colimit is thus calculated evaluating the chain in the standard way.
Definition 14 (colimits of ω-chain). Let
ω = G = G 0 → G 1 → G 2 . . .
Definition 15 (recursive encoding). Let P [x] be an open process, such that the single process variable x may occur free in
Two recursive processes may be mapped to isomorphic gwdis, even if they are not structurally congruent. Nevertheless, the extended encoding is still sound.
Process Reductions vs. Graph Rewrites
This section introduces two rules for simulating the reduction relation as well as a few rules that are useful for the encoding of the logic. These rules form the gts G φ over which encoded formulae are interpreted. Note that, since it suffices for our purposes, all the spans involve only graphs with empty output interfaces.
So, let us start with rule p π (depicted in Fig. 4 ) for simulating the reduction relation over processes. Let us explain our notation. The nodes may be labeled.
If the label is an element in {p} ∪ N , that means that the node is actually in the image of the input interface. Otherwise, the label is a natural number, and it is used just for describing the actions performed by the rule, so that e.g. the • nodes identified by 2 and 3 are coalesced by the rule. These identifiers are of course arbitrary: they correspond to the actual elements of the set of nodes/interfaces, and they unambiguously characterise the (interface preserving) span of functions.
Fig. 4. The rule pπ for synchronization
Another rule p π is needed: it is the same as p π , but with nodes 1 and 3 coalesced. It is noteworthy that two rules suffice to recast the reduction semantics for the π-calculus. The structural rules are taken care of by the embedding of a graph into a larger one, thus simulating the closure of reduction with respect to contexts. Similarly, no instance of the rules is needed, since graph isomorphism takes care of the closure with respect to structural congruence. 
Fig. 6. The rule for revealing a restricted name
We now introduce a set of "house-keeping" rules for performing specific tasks requested by our encoding of the spatial logic. The rule p n for adding nodes to the interface is depicted on the left of Fig. 5 . Since the left-most and middle graphs are empty, the rule can be applied to any graph resulting in the addition of a node to the right-most graph. This rule is going to be used in conjunction with rule p r : it reveals a restricted name (see Fig. 6 ), consuming a restriction-edge and coalescing the attached node with the image of an interface node.
The identity rule p ∃i , on the center of Fig. 5 , tests the presence of a node among the inputs. Finally, the garbage collection rule p gi , on the right of Fig. 5 , removes a name from the interface: note that the dpo formalism ensures that the rule is applied to an isolated node only. Analogous rules p g b and p gr are needed for removing isolated nodes that represent names and are not in the image of the input morphism and for removing useless restriction operators, respectively.
Modal Graph Logic
This section introduces our flavor of graph logic, inspired by [1, 12, 21] and resulting in a monadic second order μ-calculus with a first-order action modality. In particular, our logic recalls [1] , where a fragment of Courcelle's monadic second order logic [12] , combined with the propositional μ-calculus, is considered.
Definition 16 (graph logic syntax).
Let V Z be a set of propositional variables, V n a set of node variables, V e and V E sets of first and second order edge variables, respectively, and finally T, P, π a gts. The set GF of modal graph formulae over the gts T, P, π is the set of terms generated by
For readability sake, in the above definition p indicates an interface preserving rule, and x, x are vectors of node variables indexed over the nodes of the lefthand side L and of the right-hand side R, respectively. The resulting modal operator p( x 1 , . . . , x n , x 1 , . . . , x m ) .φ bounds the n + m variables in φ. In the following we consider closed formulae only, i.e., formulae where each occurrence of a node, edge, edge set or propositional variable is bound.
The logic includes booleans, a first-order node quantifier, first and secondorder edge quantifiers, a modal operator, fixpoints, and equalities of edge identities or nodes (possibly referred to by node variables), the source or k-th target of an edge, or the images of an input, denoted by η, s(y), t[k](y), and i(η) respectively. Note the lack of constraints on the number of tentacles departing from an edge variable, so that a formula as t[i](e) = x might turn out to be always false.
We introduce now the concept of Gsets, sets of gwdis closed under graph isomorphism and permutations of interface nodes outside its support.
Definition 17 (Gset). Let Y be a set of gwdis. Then Y forms a Gset if there exists a finite set of nodes N occurring in the input interface of each graph in Y and such that f (G) ∈ Y for all gwdis G ∈ Y and graph isomorphisms f preserving the identity of the nodes in N .
Each Gset Y has a finite support, denoted by supp(Y); and (the union of) the encoding of (the members of) a Pset turns out to be a Gset. We let n ρ (ψ) denote the set of names of a formula ψ under a valuation ρ, defined as n(ψ) ∪ Z∈fpv(ψ) supp(ρ(Z)), for fpv(ψ) and n(ψ) the set of the free propositional variables and the names of a formula ψ (constants and free name variables).
The formulae of the logic are intended to be interpreted over Gsets. We let S denote the family of gwdis, and V and E the sets of all nodes and edge names used in I-T -Graph, respectively, indexed by the gwdi they belong to. 
Definition 18 (graph logic semantics). Let ψ be a (closed) modal graph formula and let ρ be an environment, i.e., a tuple
where ρ(θ) maps true and false to S M and ∅, respectively; and ρ = tr The total extension tr † (p/m) evaluates a node n to tr(p/m)(n) if n belongs to the domain of tr(p/m), and to n otherwise. Intuitively, the variables in x are assigned to the matched items 2 of the left-hand side of the derivation, and the resulting mapping is composed with the trace of the derivation to get rid of item renaming (no renaming is needed instead for x ). In addition, we require the new interface items in H to be different from those occurring in n ρ (ψ): this ensures the new items to be fresh with respect to the formula and its environment.
Boolean connectives and item comparisons have the expected meaning, and, since the denotation is for closed formulae, the interpretation of the terms generated by θ is obvious. Note however that as in [1] we consider environments ρ that might map variables into items that are indexed over the graph they belong. Thus, a formula like x = y is satisfied by a graph in environment ρ if ρ(x) = ρ(y), independently on whether or not ρ(x) or ρ(y) are nodes of the graph.
The main difference with the approach introduced in [1] is the semantics of the modal operator. Indeed, in order for the formula p(x, x )ψ to hold in an environment ρ we require the existence of a direct derivation from G into a graph H via rule p and match m, such that (1) new items are fresh with respect to n ρ (ψ); and (2) H fulfills ψ in an environment ρ that is obtained from ρ with the application of the trace of the derivation p/m (to get rid of item renaming) and with the addition of the mapping of the variables occurring in the vectors x, x to the items of the left-hand and right-hand side of the match m of rule p. In that way, one can express not only the possibility of applying a graph transformation rule, but we can bind variables with the items involved in the transformation which we can use in the residual formula.
From Spatial to Graph Logic
We can now finally turn our attention to the encoding [·] : SF → GF, mapping spatial formulae into graph formulae over the gts G φ defined in Section 6. Our
Fig. 7. Auxiliary graph formulae
goal is to define a complete and sound encoding such that for any process P we have that
For the sake of readability, for each modal operator we consider only those arguments that are relevant for the encoding. So, p π (x 1 , x 2 ) (resp. p π (x)) binds x 1 and x 2 (resp. x) with the items 1 and 2 of the left-hand side of the rule p π (resp. p π ) depicted in Fig. 4, i. e., the channel on which synchronization occurs and the sent name (and the same occurs for p ). These nodes are relevant for the encoding since they might become isolated and thus need to be garbage collected. Similarly, p n (x a ) binds x a with the item a of the right-hand side of the rule p n (see Fig. 5, right) , i.e., the new interface node; p ∃i (x a ) binds x a with the item a of the rule p ∃i (see Fig. 5, center) , i.e., the checked for interface node p r (x a ) binds x a with the item a of the right-hand side of rule p r (see Fig. 5 , right), i.e., of the deleted interface node; and p g (x a ) binds x a with the item a of the right-hand side of rule p g (see Fig. 6 ), i.e., the revealed interface node.
3 Fig. 7 summarizes some additional abbreviations that provide a more readable and concise presentation of the encoding. First, as a shorthand, ∃y ∈ Y.ψ quantifies over the edges of an edge set Y , while in(x, y) is a shorthand for the formula expressing the occurrence of the node x in either the source or the target of edge y. Since the type graph considers at most three targets, the formula considers only up to the third target. Formula I(x) is used to identify useless nodes. It states that x is not the source or target of any edge, thus characterizing isolated nodes. Another property is that a set of edges (in an acyclic graph, as those representing processes) is connected: In words, C(Y ) requires each edge of set Y to occur consecutively to another edge of Y unless it has the root of the graph (the image of p) as source. Then R(Y, Y ) states the confinement of the target of a restriction operator, i.e., the target of each ν edge of Y cannot be used in Y . We also use a formula P(Y, Y ) to express that two sets of edges Y , Y are disjoint and complementary, i.e., they partition the set of edges. Another abbreviation is that we sometimes want to express the fact that a rule p can be applied for a certain match, denoted by p (x 1 , x 1 
Furthermore, {ψ} Y denotes the formula ψ relativized to the set of edges Y , i.e., {∃y.ψ}
, just to define the most significant cases for ψ (the rest are recursively defined in a straightforward way).
We finally present our encoding of spatial formulae into graph formulae.
Definition 19 (logics encoding).
Let φ be a spatial formula. The logics encoding [φ], mapping a spatial formula φ into a graph formula, is defined by structural induction according to the rules in Fig. 8 .
The encoding of boolean connectives (b1) and fixpoints (μ1) is trivial.
Regarding the encoding of name equalities, it is worth noticing that the encoding works with interface nodes rather than with their images. Because the input morphism is injective in any process encoding, we can safely encode name comparison as the comparison of the corresponding interface nodes (n1). The encoding of an empty process is the graph 0 p depicted in Fig. 3 , i.e., it is a graph with just one node and no edges. Moreover, no other gwdi modeling a process has an empty set of edges. Thus, the encoding of 0 is a graph formula that characterizes graphs without edges (v1).
The encoding of the freshness quantifier exploits Gabbay-Pitts property [14] : it suffices to consider just one fresh name, neither occurring in φ nor previously in the process. We obtain such a name via the freshness rule p n , which binds the variable x as the fresh name it is introduced. The rule ensures that x will be effectively fresh for the process and the formula (f1).
Also the encoding of ∃x.φ relies on Gabbay-Pitts property. Indeed, to check if φ holds for some name x it suffices to consider (e1) a fresh name (thus relying on the encoding of freshness quantification), (e2) all the free names of the process (the nodes of its interface) and (e3) the nodes in n σ ([φ]) (i.e., all the names of φ plus the least support of σ(Z) for any open propositional variable Z in φ).
The encoding of η φ distinguishes two cases: either (r1) the node η occurs in the interface and its image is isolated or (r2) it is not in the interface. The first turns out to be true when η has been introduced by the application of the freshness rule p r . In other words, η φ was nested in a freshness quantification on η (which is a variable rather than a constant). In this case the encoding considers the revelation of a restricted node as η using rule p r . If η does not occur in the interface, then η is not a free name, hence, we introduce it in the interface via rule p r and proceed as in the first case.
The action modality requires either the rules p π or the rule p π to be applicable. The resulting graph must then satisfy φ, but we may need to garbage collect those nodes involved in the synchronization, i.e., names and restrictions might become useless. This is performed by the formula denoted by G: its presentation is neglected, since it is both intuitive and lengthy, as it consists of two large disjunctions where each disjunct corresponds to one different case depending on whether the synchronization name is free/bound and whether the synchronization and communicated names result used/useless/uselessly restricted. For instance, if after the application of p π the node x (the synchronization channel) becomes isolated (i.e, useless), we have to apply either the rule p gi or the rule p g b (depending if x is an input) before evaluating the encoding φ: the resulting formula is
Finally, consider the encoding of composition. The encoding of the parallel composition P of two processes is done via the parallel composition ⊗ of the corresponding graphical encodings. The resulting graph P is a tree with the image of p as root, from where several edges depart. Some of them represent subprocesses and the rest correspond to name restrictions. Thus, the encoding of φ 1 |φ 2 is a graph formula that states whether there is a correct decomposition of a graph into two components, one satisfying φ 1 and the other satisfying φ 2 (c4). A correct decomposition requires (c1) to find two complementary and mutually disjoint sets of edges; each set must form (c2) a connected graph including at least an edge whose source is the image of p; and (c3) any restriction edge has to belong to the right set.
The theorem below states that the proposed encoding is correct.
Theorem 1.
Let P be a process and let φ be a closed spatial formula. Then, P ∈ φ iff P fn(P ) ∈ [φ] .
Conclusions and Future Work
We have extended our graph-based technique for the verification of spatial properties of π-calculus specifications. In previous works we proposed a graphical representation of the π-calculus [15] and an algorithm for the verification of (recursion-free) spatial properties of finite processes in such a graphical representation [16] . In the present paper we tackled possibly recursive processes and formulae. However, instead of providing a new algorithm, we defined an encoding of spatial logic [3] into a modal graph logic. Our first intention was to reuse existing logics and tools for the verification of graph transformation systems, but the approaches we considered turned out not to be sufficiently expressive. This lack of tools gave rise to the need of a new modal graph logic. With respect to other approaches [1, 5, 12, 21] , the main novelty of our logic is a modal operator that binds variables with the items involved in a graph derivation and, in addition, ensures the items created by the rule to be new with respect to the environment in which the formula is interpreted. This operator generalizes node quantification and this is the key to encode spatial ingredients like the revelation of restricted nodes and the creation of fresh names.
Our approach enjoys indeed a few benefits. Besides being intuitively appealing, the graphical presentation offers canonical representatives for abstract processes, since two processes are structurally congruent exactly when they are mapped to the same graph with interfaces (up to interface preserving isomorphism). The encoding has a unique advantage with respect to most of the approaches to the graphical implementation of calculi with name mobility (such as bigraphs [19] ): it allows for the reuse of standard graph transformation theory and tools for simulating the reduction semantics of the calculus [15] .
In addition, the proposed graph logic is very expressive and flexible, as it is parametric with respect to the graph transformation system under consideration. We believe that this can easily provide encodings for various spatial logics and process calculi (in suitable graphical representation). Of course, the model checking problem for our logic is undecidable in general, as the encoded problem of model checking the spatial logic of [3] is decidable only for π-calculus specifications with bounded processes. We shall, thus, identify interesting decidable fragments of our logic and study implementation strategies for some verification problems. The main difficulty relies in the representation of recursive processes as infinite graphs, but we might use the alternative representation of recursion by means of so-called process expression, since constant invocations can be encoded as graph derivations [15] . The path was not chosen here since it results in a more cumbersome encodings of both the processes and the logic.
Nevertheless, setting aside any consideration on the efficiency and usability of our approach, we believe that a main contribution of our paper is a further showcase of the usefulness of graphical techniques as a unifying, intuitive, suitable and flexible formalism for the design and validation of concurrent systems.
