Abstract. We prove the unique solvability of solutions in Sobolev spaces to the stationary Stokes system on a bounded Reifenberg flat domain when the coefficients are partially BMO functions, i.e., locally they are merely measurable in one direction and have small mean oscillations in the other directions. Using this result, we establish the unique solvability in Muckenhoupt type weighted Sobolev spaces for the system with partially BMO coefficients on a Reifenberg flat domain. We also present weighted a priori Lq-estimates for the system when the domain is the whole Euclidean space or a half space.
Introduction
In this paper, we continue our study [10] on stationary Stokes system with rough coefficients, where we considered a system in Sobolev spaces whose coefficients are merely measurable in one direction, i.e., they can be very irregular (no regularity assumptions) in one direction. The stationary Stokes system we consider contains a second-order divergence type operator with variable coefficients:
in Ω, (1.1) where Ω ⊆ R d and L is defined by
(1.2)
for α, β = 1, . . . , d. Throughout this paper, we use the Einstein summation convention on repeated indices. The coefficients A αβ , as functions of x ∈ R d , are bounded and satisfy the strong ellipticity condition. See (2.1).
As mentioned in [10] , besides its mathematical interests, such a system is also partly motivated by the study of inhomogeneous fluids with density dependent viscosity (see, for instance, [25, 26, 1] ), as well as equations describing flows of shear thinning and shear thickening fluids with viscosity depending on pressure (see, for instance, [17, 5] ). It also has a connection to the Navier-Stokes system in general Riemannian manifolds. See, for instance, [9] . Since the coefficients are merely measurable in one direction, they may have jump discontinuities and hence, the system can be used to model, for example, the motion of two fluids with interfacial boundaries.
In [10] , we established a priori L q -estimates, q ∈ [2, ∞), for (1.1) when the domain Ω is the whole Euclidean space R d or a half space R d + under the assumption that A αβ are functions of only one variable with no regularity assumptions. We also proved there an L q -estimate, q ∈ (1, ∞), and the unique solvability of (1.1) in Sobolev spaces when Ω is a bounded Lipschitz domain with a small Lipschitz constant. In this case, the coefficients A αβ are assumed to be merely measurable in one direction, which is almost parallel to the normal direction near the boundary, and have small bounded mean oscillations (BMO) in the other directions. This type of coefficients is called (variably) partially BMO coefficients and was first introduced in [23] . See Assumption 2.2. For other previous results on the Stokes system and discussions about the system with variable coefficients, we refer the reader to [18, 16, 19, 10] and the references therein.
In this paper, we generalize the results of [10] in two respects. First, we consider the stationary Stokes system defined on a more general domain, called a Reifenberg flat domain. See Theorem 2.4. The solution spaces are standard Sobolev spaces (without weights) as in [10] . In this study, we not only deal with more general domains, but also clearly identify the classes of coefficients as well as domains for the existence and uniqueness of solutions to the stationary Stokes system in Sobolev spaces. As is shown, for instance, in [21] , even the Poisson equation on a Lipschitz domain may not be solvable in W 1 q (Ω) with q > 3 (q > 4 if d = 2) unless the boundary is sufficiently flat. Likewise, if coefficients A αβ are in the class of partially BMO functions, the sizes of the mean oscillations of A αβ on small balls need to be sufficiently small. Indeed, suppose that both quantities (the flatness and the mean oscillations) are bounded by a positive number ρ. Then, in elliptic and parabolic cases with partially BMO coefficients on Reifenberg flat domains (see, for instance, [11] ), there exists a unique solution to a given equation in a Sobolev space if ρ is sufficiently small. It is important that the size of ρ is determined only by parameters such as the dimension, the ellipticity constant, and q if solutions are to be found in a L q -based Sobolev space. In the case of the Stokes system, it is more involved to determine ρ because of the divergence equation div u = g. Here, we clarify the dependence of ρ, which amounts to identifying possible coefficients and domains for our main results. See Assumptions 2.1, 2.2, and Remark 2.3. It is worth noting that in a recent work [7] , an a priori estimate of solutions was proved for the stationary Stokes system on a Reifenberg flat domain, and the solvability was mentioned for Lipschitz domains, when the coefficients have small mean oscillations with respect to all the variables.
Second, we extend the results in [10] to the framework of Sobolev spaces with weights (see Theorem 2.6), under the same regularity assumptions on the coefficients and the boundary of the domain as in the unweighted case (see Theorem 2.4). We consider Muckenhoupt weights, ω ∈ A q , q ∈ (1, ∞), which are defined on the same domain as the Stokes system. See (2.5) . In a recent work [6] , the authors studied the stationary Stokes system in Sobolev spaces having BMO coefficients as in [7] . They considered Muckenhoupt weights in A q/2 with q ∈ (2, ∞) defined in the whole Euclidean space. Owing to the fact that A q/2 A q and considering the Hardy-Littlewood maximal function theorem with A q weights, our results are sharp in the sense that we allow A q weights in obtaining L q -estimates for any q ∈ (1, ∞).
Moreover, we consider weights defined on domains, which might be more general as the restriction of a Muckenhoupt weight in R d to a domain with an exterior measure condition, like a Reifenberg flat domain, results in a Muckenhoupt weight on the domain. We remark that we also deal with the stationary Stokes system defined in the whole Euclidean space and on a half space using Muckenhoupt weights, while, as mentioned above, in [10] we only treated this case for q ∈ [2, ∞) without weights. See Theorem 2.6.
The regularity assumptions in this paper on coefficients and domains have also been considered in recent papers, [12, 11] for instance, on elliptic and parabolic equations/systems. In particular, as far as coefficients are concerned, the assumption allowing coefficients to be merely measurable in one direction cannot be relaxed in view of the counterexamples about the unique solvability of elliptic equations in Sobolev spaces (see [28, 15] ) when the coefficients are only measurable functions of two variables. See [11] and the references therein for a comprehensive study on elliptic and parabolic equations/systems in Sobolev space with Muckenhoupt weights.
To prove our main results, we take two different approaches to the unweighted and weighted cases. When dealing with the stationary Stokes system in Sobolev spaces without weights, we use a level-set type of argument as used in [12] to obtain a desired L q -estimate. In short, by measuring the level sets of a solution in L 2 , we show that the solution is indeed in L q , q > 2, if the terms on the right-hand side of the system are in L q . Since the solution is not known to be in L q a priori, the main ingredient of the proof is a reverse Hölder's inequality, for which we utilize the L 2 -estimate of the Stokes system accompanied by that of the divergence equation. Thus, when determining the size of ρ later (see Assumption 2.2), we need to take into consideration the constant in the L 2 -estimate for the divergence equation, which may carry some information about the domain of the system. See the proof of Lemma 3.5 and Remark 3.6.
For the proofs of the main results for Sobolev spaces with weights, we make use of the mean oscillation estimate approach presented, for instance, in [13, 12, 11] . As explained in [13] , mean oscillation estimates are well suited to the perturbation argument for coefficients having small mean oscillations. Moreover, as shown in [11] , they are in an appropriate form to deal with L q -estimates with Muckenhoupt weights via the Hardy-Littlewood maximal function theorem and the FeffermanStein theorem on sharp functions, which are valid for L q spaces with Muckenhoupt weights. The mean oscillation estimates rely on Theorem 2.4, which is for the unweighted case. Hence, this cannot be considered as a simple consequence of our main results for the weighted case, in particular, Theorem 2.7 with the weight ω ≡ 1.
The remainder of this paper is organized as follows. We state the main results of this paper along with some notation description and assumptions in the following section. In Section 3, we prove reverse Hölder's inequality for solutions in L 2 to the Stokes system with general coefficients. In Section 4, we prove interior and boundary L ∞ and Hölder estimates for derivatives of solutions when the system has coefficients measurable in one direction. Using the results obtained in the previous sections, we prove the existence and uniqueness of solutions together with L q -estimates to the Stokes system defined on a Reifenberg flat domain with partially BMO coefficients in Section 5. The solution spaces here are Sobolev spaces without weights. Finally, we devote Section 6 to the proofs of Theorems 2.6 and 2.7, which are for Sobolev spaces with Muckenhoupt weights.
Main results
Before we present our main results, we introduce some notation used throughout the paper and state the assumptions for our main theorems. We fix a half space to be R d + , defined by
We use the abbreviations B r := B r (0), B 
Throughout the paper, the coefficients A αβ are assumed to be bounded and satisfy the strong ellipticity condition, i.e., there exists a constant δ ∈ (0, 1) such that
We assume that Ω is a Reifenberg flat domain in the following sense.
Assumption 2.1. There exists R 0 ∈ (0, ∞) such that, for any x 0 ∈ ∂Ω and 0 < r ≤ R 0 , there is a coordinate system depending on x 0 and r such that in the new coordinate system we have
where x 01 is the first coordinate of x 0 in the new coordinate system.
Next, we state our assumption on the regularity of the coefficients A αβ combined with the flatness of ∂Ω. Let ρ ∈ (0, 1/16) be a small constant to be specified later.
Assumption 2.2 (ρ)
. There exists R 1 ∈ (0, R 0 ] satisfying the following. (i) For x 0 ∈ Ω and 0 < r ≤ min{R 1 , dist(x 0 , ∂Ω)}, there is a coordinate system depending on x 0 and r such that in this new coordinate system we have
(ii) For any x 0 ∈ ∂Ω and 0 < r ≤ R 1 , there is a coordinate system depending on x 0 and r such that in the new coordinate system (2.2) holds, and 2) for a pair of R 1 and ρ if ρ is given by R 1 . With two assumptions as above, uniformly continuous coefficients satisfy the condition (2.2) for any given ρ by choosing a sufficiently small R 1 .
Our first result is the L q -estimate for the Stokes system. 4) where N > 0 is a constant depending only on d, δ, R 0 , R 1 , K, q, and
Remark 2.5. Theorem 2.4 states that the choice of ρ depends not only on d, δ, and q, but also on R 0 and K. Indeed, in the proof of Theorem 2.4 the constant ρ is determined by a set of parameters including K 1 . The latter, in turn, is given by d, R 0 , and K through the L 2 -estimate for divergence equations on John domains. See Assumption 3.1 and Remark 3.3 below.
We also consider the Stokes system in weighted spaces with Muckenhoupt weights. To this end, we introduce some additional notation. For any q ∈ (1, ∞), let A q = A q (Ω) be the set of all nonnegative L 1,loc functions ω on Ω such that
We also use ω(·) to denote the measure ω(dx) = ω dx, i.e., for A ⊂ Ω,
We use the following weighted Sobolev spaces,
The next theorem is a generalization of [10, Theorem 2.1], in which a unweighted L q -estimate with q ≥ 2 was obtained.
where f α , g ∈ L q,ω (Ω), then we have 6) where
Theorem 2.7. Let q ∈ (1, ∞) and K > 0 be constants, Ω be bounded with diam Ω ≤ K, and ω ∈ A q (Ω). Then, there exists a constant
where f α , g ∈ L q,ω (Ω), we have 8) where N > 0 is a constant depending only on d, δ, R 0 , 
Reverse Höder's inequality
Note that in this section we impose no regularity assumptions on the coefficients A αβ of the elliptic operator L in (1.2).
Assumption 3.1. There exists a constant K 1 > 0 such that, for any g ∈ L 2 (Ω) with Ω g dx = 0, there exists Bg ∈W
follows from a scaling argument that the constant K 1 depends only on the dimension d. The same result holds when L 2 is replaced by L q with q ∈ (1, ∞), in which case the constant also depends on q. Note that, in the following two lemmas, we only impose Assumption 3.1 on the domain.
Moreover, we have
where
Proof. If f ≡ 0, the lemma follows from, for instance, [7, Lemma 3.1] . To have a non-zero f , we obtain w ∈ W 2 q1 (B R ) satisfying the Laplace equation ∆w = f 1 Ω in B R ⊃ Ω with the zero boundary condition on ∂B R . Then, we solve the above Stokes system by replacing the right-hand side f + D α f α by D α (D α w + f α ), which makes N 2 depend on K and q 1 .
The main objective of this section is to prove a reverse Hölder's inequality for Du and p.
Lemma 3.5. Let q 1 ∈ (1, 2) with q 1 ≥ 2d/(d + 2), and Ω ⊂ R d be a bounded domain with diam Ω ≤ K satisfying Assumption 2.1 with a constant K 1 in the estimate (3.1).
where f α , g ∈ L 2 (Ω). Then we have the following.
(i) For x 0 ∈ ∂Ω and r ∈ (0, R 0 ],
Ωr (x0) ,
Recall that in this case Ω r (x 0 ) = B r (x 0 ). Case (i). For any x 0 ∈ ∂Ω and r ∈ (0, R 0 ], set
Without loss of generality, we assume that x 0 = 0. Then, it follows from (3.2) that (û,p) satisfies
We can extendf to B r , so that (f ) Br = 0 and f L2(Br) is comparable to f L2(Ωr ) . Indeed, by Assumption 2.1, we have
where N = N (d) ∈ (0, 1). Now we set
and define the extension off , still denoted byf , to bê
Then, (f ) Br = 0 and
By the Sobolev-Poincaré inequality and (3.5), we get
We extend
Using integration by parts, we check that
Now we apply the W 1 2 -estimate in Lemma 3.4 to (3.7) and use (3.6) to get
, which implies that
Since u vanishes on ∂Ω, by the boundary Sobolev-Poincaré inequality,
Ωr . Combining the above two inequalities and using Hölder's inequality, we get
Ωr , where the last N depends only on d, δ, q 1 , and K 1 . This proves (3.3).
Case (ii). For x 0 ∈ Ω and r > 0 such that B r (x 0 ) ⊂ Ω, we set
Again, we assume that x 0 = 0. Then, (û,p) satisfies
in Ω, u = 0 on ∂Ω,
Note that (f ) Br = 0 by the weak formulation of the equation and the fact that η r is supported on B r ⊂ Ω.
By the Sobolev-Poincaré inequality and (3.9), we get
We extend w i , i = 1, . . . , d, to be zero outside B r . Then, it follows from (3.
. Now, we apply the W 1 2 -estimate in Lemma 3.4 to (3.11) and use (3.10) to get
. This implies that
The Sobolev-Poincaré inequality shows that
Br .
Combining the above two inequalities and using Hölder's inequality, we get
Br , where the last N depends only on d, δ, q 1 , and K 1 . This proves (3.3) when B r (x 0 ) ⊂ Ω.
The following proposition can be found, for instance, in [20, Ch. V].
for every x 0 ∈ Q and r ∈ (0, R 2 ] such that B 8r (x 0 ) ⊂ Q, where R 2 and θ are constants with R 2 > 0 and θ
for all B 8r (x 0 ) ⊂ Q, r < R 2 , where N and ε depend only on d, q 0 , q 1 , θ, and N 0 , and ε satisfies 0 < ε < q 1 − q 0 .
Lemma 3.8 (Reverse Hölder's inequality).
Let Ω ⊂ R d be a bounded domain with diam Ω ≤ K satisfying Assumption 2.1 with a constant K 1 in the estimate (3.1).
(Ω), q 1 > 2, and (g) Ω = 0. Then, there exist constantsq ∈ (2, q 1 ) and N > 0, depending only on d, δ, K 1 , and q 1 , such that
for any x 0 ∈ R d and r ∈ (0, R 0 /8], whereū,p,f α , andḡ are the extensions of u, p, f α , and g to R d so that they are zero on
Proof. We fix a constant q 1 ∈ (2d/(d + 2), 2). We first prove that
B4r (x0) (3.12) for any
Once this is proved, we apply Proposition 3.7 to obtain the desired estimate.
To prove (3.12), we consider the following three cases:
Case 1: B r (x 0 ) ⊂ Ω. In this case, by the second assertion of Lemma 3.5, we have
B4r (x0) ,
Recall that r ≤ R 0 /8. By the first assertion of Lemma 3.5 and the fact that
By the definitions ofū andp, the inequality (3.12) trivially holds.
L ∞ and Hölder estimates
In this section, we prove L ∞ and Hölder estimates of certain linear combinations of Du and p, which are crucial in proving our main results. We set
are functions of only x 1 ∈ R. Note that we do not impose any regularity assumptions on A αβ (x 1 ). In this case, if a sufficiently
tr , where
That is,
Throughout the paper, we write DD
where ϑ is a multi-index such that ϑ = (ϑ 1 , . . . , ϑ d ) with ϑ 1 = 0, 1 and |ϑ| = k + 1. As usual, we denote by C τ (Ω), τ ∈ (0, 1), the Hölder space equipped with the norm
is the Hölder semi-norm of u defined by
First, we prove the following lemma, a version of which was proved in [10] for the case r = 1 and R = 2. The objective is to ensure that the right-hand sides of the inequalities depend only on (R − r), instead of r or R.
Lemma 4.1. Let 0 < r < R and let ℓ be a constant.
( 6) where 10) where
Proof. We first prove (4.4) and (4.5) when r = 1 and R = 2. By Lemma 4.3 of [10] , we have 11) where N = N (d, δ). Then using the relation
we obtain
By the ellipticity condition, [A
is nondegenerate. Hence, using (4.11) and (4.12), we deduce that
To estimate the L ∞ -norm of p, we use the interpolation inequality
the definition of U 1 , and (4.11) to obtain
This inequality, along with the definition of U 1 and (4.11), (4.12), and (4.13) gives
From this, (4.11), (4.12), and (4.13), we conclude that (4.4) and (4.5) are satisfied when r = 1 and R = 2.
To prove (4.4) for general 0 < r < R, we use a scaling argument. For x ∈ B r , we see that B (R−r)/2 (x) ⊂ B R−r (x) ⊂ B R . Then, by using the following scaling with a translation
and (4.4) for r = 1 and R = 2, we have
which implies (4.4) for general 0 < r < R. Similarly, we obtain (4.5) for general 0 < r < R. For the proof of (4.6), see below that of (4.10). Now, we consider (4.8) and (4.9). By using Lemma 4.4 in [10] and following the same steps as in the proof of (4.4) and (4.5) for the case r = 1 and R = 2, we obtain (4.8) and (4.9) for r = 1 and R = 2. For general 0 < r < R, let x = (x 1 , x ′ ) ∈ B + r . We consider two cases:
R . Then, we use (4.8) for r = 1 and R = 2 and a scaling as in (4.14) to obtain
From (4.15) and (4.16), we arrive at (4.8). We similarly prove (4.9) for general 0 < r < R.
To prove (4.10), let x, y ∈ B + r . We consider two cases: |x − y| ≥ (R − r)/8 and |x − y| < (R − r)/8.
If |x − y| ≥ (R − r)/8, from the estimate (4.8) it follows that
for any constant c, where
. Since the system (4.7) is satisfied by (u, p − c) in place of (u, p), from (4.9) with (u, p − c) we have 
In this case, we use [10, Lemma 4.4] with a scaling and translation to get The lemma below shows that the estimates in Lemma 4.1 also hold under the assumption that (u,
, where q ∈ (1, ∞).
Lemma 4.2. Let 0 < r < R and 1 < q < ∞, and let ℓ be a constant.
where (
That is, they are the mollifications of (u, p) with respect to the variables
Since the coefficients of L 0 are functions of only x 1 , we see that (u (ε) , p (ε) ) satisfies the equation in (4.7) with B + r1 in place of B + R . We first claim that (
Note that, for i = 0, 1 and for any non-negative integer k, 
This together with the relation div u (ε) = ℓ in B + r1 shows that
Next, by the definition of U i , i = 1, . . . , d, we see that, for any non-negative integer
. From (4.22) and the relation (4.1) we also see that for any non-negative integer k,
Again by the anisotropic Sobolev embedding theorem, we obtain that
By the ellipticity of A αβ , (4.23), (4.24), and (4.25), we have
Finally, from the definition of U 1 and the fact that U 
where N 0 is the constant in Lemma 4.1 that depends only on d and δ. On the other hand, for any ε 0 > 0 we have
By combining the above two inequalities, it follows that
where N = N (d, δ). We multiply both sides by ε m 0 and make summations with respect to m = 0, 1, . . . to get
Take a sufficiently small ε 0 > 0 so that ε 0 2 d/2 < 1. Then we see that the summations above are all finite and, by removing the same terms from both sides of the inequality, we get 26) where N = N (d, δ). Similarly, we also obtain
) .
This together with (4.26) and Lemma 4.1 applied to (u (ε) , p (ε) ) implies the desired inequalities in the lemma with u (ε) , p (ε) , and U (ε) in place of u, p, and U . To finish the proof, we let ε → 0. Indeed, we check that Du (ε) → Du and
). Then, from the estimates for (u (ε) , p (ε) ), it follows that {Du (ε) } and {p (ε) } are Cauchy sequences in L ∞ (B + r ), and {D x ′ u (ε) } and {U (ε) } are Cauchy sequences in C 1/2 (B + r ). By letting ε → 0, we finally obtain the L ∞ -estimates for Du and p, and the Hölder semi-norm estimates for D x ′ u and U .
L q -estimates for Stokes system
Let L be the elliptic operator from (1.2) and Ω be a bounded Reifenberg flat domain satisfying Assumption 2.1. We consider
where f α , g ∈ L q (Ω), (g) Ω = 0, and q ∈ (1, ∞).
Proposition 5.1. Let ρ ∈ (0, 1/120), q ∈ (2, ∞), and Ω be a bounded domain with diam Ω ≤ K. Suppose that (L, Ω) satisfies Assumptions 2.1 and 2.2 (ρ) with a constant K 1 in the estimate (3.1), and (u,
where f α , g ∈ L q (Ω) and (g) Ω = 0. Then, we have the following.
(i) For x 0 ∈ Ω and r ∈ (0,
2)
where N > 0 and µ, ν > 1 are constants depending only on d, δ, K 1 , and q, and µ satisfies 2µ < q and 1/µ + 1/ν = 1. (ii) For x 0 ∈ ∂Ω and r ∈ (0, R 1 ], there exist
Ωr (x0) , (5.4)
Ωr (x0) , 5) where N > 0 and µ, ν > 1 are constants depending only on d, δ, K 1 , and q, and µ satisfies 2µ < q and 1/µ + 1/ν = 1.
Proof. Case (i).
Without loss of generality, we assume that x 0 = 0. By Assumption 2.2, there is a coordinate system such that
Let L 0 be the elliptic operator with the coefficientsĀ αβ . Recall that for B r , Assumption 3.1 is satisfied with K 1 depending only on d. See Remark 3.2. By Lemma 3.4, there exists a unique solution (w,
on ∂B r , and
where N = N (δ, d), 1/µ + 1/ν = 1, 2µ =q ∈ (2, ∞) is a number from Lemma 3.8 that depends only on d, δ, K 1 , and q. We used Hölder's inequality in the last inequality. This together with (5.6), the boundedness of A ij by δ −1 , and Lemma 3.8 implies (5.2). Here, we use the fact that r ≤ R 1 /8 ≤ R 0 /8 and inequalities such as (|Dū| 2 )
Ω8r , whereū is the zero extension of u outside Ω. Now, set (v, p 2 ) = (u, p) − (w, p 1 ), which satisfies
Then, by Lemma 4.1 (i) with r = r/2 and R = r we have
Br , where N = N (δ, d). From this, the fact that (v, p 2 ) = (u − w, p − p 1 ), and (5.2), we obtain (5.3).
Case (ii). Again, we assume that x 0 = 0. Owing to Assumption 2.2, we can find an orthogonal transformation to obtain
as well as (5.6). Take a smooth function χ on R such that χ(x 1 ) ≡ 0 for x 1 ≤ ρr, χ(x 1 ) ≡ 1 for x 1 ≥ 2ρr, and |χ ′ | ≤ 2(ρr) −1 . Letû = χu, which vanishes on B r ∩ {x 1 ≤ ρr}. We see that (û, p) satisfies
where Moreover, it holds that
(ρr,0)) and N = N (d, δ). Since χ − 1 is supported on {x 1 ≤ 2ρr}, Hölder's inequality and (5.6) imply that where 1/µ + 1/ν = 1 and 2µ =q ∈ (2, ∞) is a number from Lemma 3.8 depending only on d, K 1 , and q. Using Hölder's inequality again with the same µ and ν, along with the fact that χ ′ is supported on {ρr ≤ x 1 ≤ 2ρr}, we have
(ρr,0))
where the last inequality follows from Hardy's inequality, using the boundary condition u = 0 on ∂Ω and the observation that
for (x 1 , x ′ ) ∈ Ω r . Here, φ(x ′ ) is the largest number such that (φ(x ′ ), x ′ ) ∈ ∂Ω. Inserting (5.12), (5.13), and (5.14) into (5.11) gives
where N = N (d, δ). We extendŵ to be zero in Ω 7r/60 (ρr, 0) ∩ {x 1 < ρr} so that w ∈ W 1 2 (Ω 7r/60 (ρr, 0)), and we set w =ŵ + (1 − χ)u.
We also set
in Ω 7r/60 (ρr, 0) ∩ {x 1 < ρr}.
By the same reasoning as in (5.12) and (5.14), using (5.8) we have
and
where N = N (d). From these inequalities and (5.15), we deduce that
where N = N (d, δ). This combined with Lemma 3.8 and the inequality 7r/60 ≤ 7R 1 /60 ≤ R 0 /8 shows that
Ωr , ( 
Ωr . Hence, the inequality (5.5) is proved.
Corollary 5.2. Let ρ ∈ (0, 1/320), q ∈ (2, ∞), and Ω be a bounded domain with diam Ω ≤ K. Suppose that (L, Ω) satisfies Assumptions 2.1 and 2.2 (ρ) with a constant K 1 in the estimate (3.1), and (u,
where f α , g ∈ L q (Ω) and (g) Ω = 0. Then, for any x 0 ∈Ω and r ∈ (0,
Ωr (x0) , where N > 0 and µ, ν > 1 are constants depending only on d, δ, K 1 , and q, and µ satisfies 2µ < q and 1/µ + 1/ν = 1.
Proof. Without loss of generality, we may assume that x 0 = 0. We consider the following two cases.
B r/40 ⊂ Ω, B r/40 ∩ ∂Ω = ∅. If B r/40 ⊂ Ω, then by Proposition 5.1 (i) with the fact that r/40
Ω r/5 (x0) , where N = N (d, δ). These and an inequality similar to those in (5.18) below show the desired inequalities above. From Proposition 5.1 (ii) with 3r/4 in place of r it follows that there exist
in Ω 3r/40 (y 0 ) and
Ω 3r/4 (y0) , where (N, µ) = (N, µ)(d, δ, K 1 , q), 1/µ + 1/ν = 1. From the above inequalities, (5.17), and (5.18), we obtain the desired conclusion.
The maximal function of f in R d is defined by
|f (y)| dy.
Throughout this paper, by
where µ, ν ∈ (1, ∞) are from Corollary 5.2 satisfying 2µ < q and 1/µ + 1/ν = 1.
Lemma 5.3. Let ρ ∈ (0, 1/960), q ∈ (2, ∞), and Ω be a bounded domain with diam Ω ≤ K. Suppose that (L, Ω) satisfies Assumptions 2.1 and 2.2 (ρ) with a constant K 1 in the estimate (3.1), and (u,
where f α , g ∈ L q (Ω) and (g) Ω = 0. Then, there exists a constant κ = κ(d, δ, K 1 , q) > 1 such that the following holds: For x 0 ∈Ω, if
Proof. By scaling and translating the coordinates, we may assume that s = 1 and x 0 = 0. We prove by contradiction. Suppose that there exists z 0 ∈ Ω R/240 such that z 0 / ∈ B(1). That is, z 0 ∈ Ω R/240 and
This implies that, for all r > 0,
By Corollary 5.2, there exist
ΩR(z0) , (5.23) Next we show that for sufficiently large κ > 0, that depends only on d, K 1 , and q, we have
To prove this, let y be a point belonging to
By the triangle inequality, we have B r (y) ∩ Ω ⊂ Ω r+R/120 (z 0 ). For r ≥ R/240, by (5.22),
For r < R/240, by the triangle inequality, we have Ω r (y) ⊂ Ω R/80 (z 0 ). Since (5.27) means that
for any r > 0, we have
. From this, (5.29), and (5.20), it follows that 1 30) where 
provided that κ is sufficiently large depending only on d, δ, K 1 , and q. This contracts the assumption (5.19). The lemma is proved.
We are now ready to complete the proof of Theorem 2.4.
Proof of Theorem 2.4. We may assume that f ≡ 0. Indeed, for B R ⊇ Ω, we find w ∈ W 2 q1 (B R ) such that ∆w = f 1 Ω in B R and w| ∂BR = 0. Then, we consider
for which from the Sobolev embedding theorem and the well-known L q1 -estimate for the Laplace equation we have
. Also, owing to Lemma 3.4, we only need to consider the case when q = 2.
Case 1: q > 2. Note that Ω is bounded and, owing to Assumption 2.2 (also see Remark 3.3), satisfies Assumption 3.1 with
and satisfies (2.4). Let κ = κ(d, δ, K 1 , q) be the constant in Lemma 5.3. Then, for any s > 0, by the Hardy-Littlewood inequality, Lemma 5.3 , and a result from measure theory on the "crawling of ink spots," which can be found in [30] By using (5.31) when
and (5.32) otherwise, we get for any sufficiently large S > 0,
where we used the Hardy-Littlewood maximal function theorem in the last inequality (recall q > 2µ), and N 2 depends only on d, δ, K 1 , and q, and N 1 depends also on R 1 . Note that since Ω is bounded, we have κS 0 |A(s)|s q−1 ds < ∞.
Then by replacing S by κS in the last integral in (5.34) and taking ρ sufficiently small depending on d, δ, K 1 , and q, we obtain from (5.34) that
where N depends only on d, δ, K 1 , q, and R 1 . Now, let S → ∞, and use the identity (5.33) and Lemma 3.4 to obtain
(Ω) and satisfies (2.4) because by Lebesgue differentiation theorem
for a.e. x ∈ Ω. Case 2: q ∈ (1, 2). First we prove (2.4) by using a duality argument. Let
where A αβ tr is the transpose of the matrix A αβ for each α, β = 1, . . . , d. We also have 36) where
From this and (5.36), we get
and h ∈ L q ′ (Ω) are arbitrary, we obtain (2.4). For the solvability, for k > 0, we consider the equation with
. By the a priori estimate, we have
By the weak compactness, there is a subsequence (u kj , p kj ), u ∈W
Taking the limit of the equations of (u kj , p kj ), it is easily seen that (u, p) satisfies (5.1). In particular, div u = g in Ω because for any ψ ∈ L q ′ (Ω), 1/q + 1/q ′ = 1,
The uniqueness follows from the a priori estimate (2.4). The theorem is proved.
Weighted case
We consider Ω and the operator L with general coefficients A αβ satisfying Assumptions 2.1 and 2.2. 6.1. Mean oscillation estimates. In this subsection, we establish mean oscillation estimates for D x ′ u and U (see (4.2) for the definition of U ) in the L q setting.
Lemma 6.1. Let q ∈ (1, ∞), R > 0, c > 1, and x 0 ∈ R d , and let the coefficients
where N = N (d, δ, c, q), but is independent of R.
Proof. See the proof of Lemma 6.2 below.
Lemma 6.2. Let q ∈ (1, ∞), R > 0, c > 1, and x 0 ∈ R d , and let the coefficients Proof. Without loss of generality, we assume that x 0 = 0. Set η to be an infinitely differentiable function defined on R d such that
Now, we fix a domain Ω with a smooth boundary such that 
and using Theorem 2.4, we find (û,p)
in Ω, u = 0 on ∂Ω, and where N = N (d, δ, c, q) . Then, we see that (u,
, where u(x) = R 2û (x/R) and p(x) = Rp(x/R) satisfy (6.1) and (6.2).
Lemma 6.3. Let q ∈ (1, ∞), µ, ν ∈ (1, ∞), 1/µ + 1/ν = 1, and κ ≥ 4. Then under Assumptions 2.1 and 2.2 (ρ), for any r ∈ (0, R 1 /κ], x 0 ∈ R d , and
Proof. We assume that x 0 = 0. By Assumption 2.2, there is a coordinate system such that
Let L 0 be the elliptic operator with the coefficientsĀ αβ . By Lemma 6.1, there exists (w,
in B κr/2 ,
This estimate implies 6) where N = N (d, δ, q). Note that by the boundedness of A αβ , Hölder's inequality, and (6.4), we have
where N = N (δ, µ, q).
Then, by Lemma 4.2,
Then, it follows from the triangle inequality, (6.8), and Hölder's inequality that
where N = N (d, δ). Together with the estimates (6.5), (6.6), (6.7), and the fact that u = v + w, this shows that
Bκr . Finally, it is easy to check (6.3) using the definition of U . The lemma is proved.
Recall Ω r (x 0 ) = Ω ∩ B r (x 0 ).
Lemma 6.4. Let q ∈ (1, ∞), µ, ν ∈ (1, ∞), 1/µ + 1/ν = 1, and κ ≥ 64. Then, under Assumptions 2.1 and 2.2 (ρ) such that ρκ ≤ 1/4, for any r ∈ (0, R 1 /κ], x 0 ∈ Ω, and
where 11) and 12) where N = N (d, δ, µ, q).
Proof. Letx ∈ ∂Ω be such that |x 0 −x| = dist(x 0 , ∂Ω). We consider two cases. Case 1: |x 0 −x| ≥ κr/16. In this case, we have
Since κ/16 ≥ 4, (6.12) follows from Lemma 6.3. Case 2: |x 0 −x| < κr/16. In this case, the proof is similar to that of Proposition 5.1. Without loss of generality, one may assume thatx is the origin. Note that
Denote R = κr/2 (≤ R 1 /2). Due to Assumption 2.2, we can perform an orthogonal transformation to obtain
Take a smooth function χ on R such that
Denote L 0 to be the elliptic operator with the coefficientsĀ αβ from (6.14). Let u = χu, which vanishes on B R ∩ {x 1 ≤ ρR}. From (6.10), it is easily seen that 
16) and
Since χ − 1 is supported on {x 1 ≤ 2ρR}, Hölder's inequality implies that
Using Hölder's inequality again, together with the fact that χ ′ is supported on {ρR ≤ x 1 ≤ 2ρR}, we have
Note that in the last inequality above we used Hardy's inequality, the boundary condition u = 0 on ∂Ω, and the observation that
The inequalities (6.18), (6.19) , and (6.20) , together with (6.17), imply that
We extendŵ to be zero in Ω 3R/4 (ρR, 0)∩{x 1 < ρR}, so thatŵ ∈ W 1 2 (Ω 3R/4 (ρR, 0)), and we let w =ŵ + (1 − χ)u. We also set
By the same reasoning as in (6.19) and (6.20), we have
From these inequalities and (6.21), we deduce that
Note that, because κρ ≤ 1/4, it holds that
Thus, from (6.22) we also obtain that
ΩR . (6.23) Next, we set v = u − w (= χu −ŵ) and p 2 = p − p 1 in Ω 3R/4 (ρR, 0). From (6.15) and (6.16), it is easily seen that (v, p 2 ) satisfies
. We see that D 2 ⊂ D 3 and |D 1 | ≤ N κρ|Ω r (x 0 )|, where the latter follows from the fact that D 1 = Ω r (x 0 ) ∩ {−ρR ≤ x 1 ≤ ρR}. We set
where the coefficientsĀ 1β (x 1 ) are taken from (6.14). Note that v = V = 0 in D 1 . Then, by applying Lemma 4.2, we get (6.9) . Note that U satisfies (6.11). From the triangle inequality and (6.24), we have
To estimate the terms on the right-hand side of the last inequality above, we note the following. First, by the fact that u = w + v and p = p 1 + p 2 , and (6.22) we have
(ρR,0)
ΩR . Now, we use (6.23) and the fact that |Ω R | ≤ N κ d |Ω r (x 0 )| by the condition κρ ≤ 1/4 to obtain
Combining the inequalities above, we get
ΩR . Since Ω R = Ω κr/2 ⊂ Ω κr (x 0 ) and the volumes of these two sets are comparable, we finally obtain (6.12). The lemma is proved.
6.2. Proofs of Theorems 2.6 and 2.7. First we note that a bounded Reifenberg flat domain is a space of homogeneous type, see [11, Remark 7.3] , which is endowed with the Euclidean distance and a doubling measure µ that is naturally inherited from the Lebesgue measure. From a result in Christ [8, Theorem 11] , there exists a filtration of partitions of Ω in the following sense. For each n ∈ Z, there exists a collection of disjoint open subsets C n := {Q n α : α ∈ I n } for some index set I n , satisfying the following properties:
(1) For any n ∈ Z, µ(Ω \ α Q n α ) = 0; (2) For each n and α ∈ I n , there exists a unique β ∈ I n−1 such that Q We also use the following filtration of partitions of R d :
where n ∈ Z and C n (i 1 , . . . , i d ) = [i 1 2 −n , (i 1 + 1)2 −n ). Proof of Theorem 2.6. We only treat the case when Ω = R d + , as the whole space case is similar. By the reverse Hölder's inequality for A q weights, we have ω ∈ Aq for someq ∈ (1, q) which depends on d, q, and [ω] Aq . Let q 0 = q/q ∈ (1, q). Then clearly, for any function f ∈ L q,ω (Ω), we have |f | q0 ∈ Lq ,ω (Ω), and by Lemma 3.1 of [10] , f ∈ L q0,loc (Ω).
For x ∈ R d + and C n ∈ C n such that x ∈ C n , find x 0 ∈ R Under the conditions of the theorem, Assumption 2.2 is satisfied with ρ = 0 and
κr (x 0 )), it follows from Lemma 6.4 that for any κ ≥ 64 and r > 0, (6.12) holds with q replaced by q 0 and ρ = 0, where U is a function defined on C n and satisfies (6.11) . Clearly, each term in the right-hand side of (6.12) is bounded by its maximal function at x. From this and (6.26), we have (|U − (U) Cn |) Cn ≤ N κ Proof of Theorem 2.7. As in the proof of Theorem 2.6, we have ω ∈ Aq for somẽ q ∈ (1, q) which depends on d, q, R 0 , K, and [ω] Aq . Let q 0 = µ = (q/q) 1/2 ∈ (1, q 1/2 ). Then, for any function f ∈ L q,ω (Ω), we have |f | q0µ ∈ Lq ,ω (Ω), |f | q0 ∈ Lq µ,ω (Ω), and by Lemma 3.1 of [10] , f ∈ L q0µ (Ω). We first prove the a priori estimate (2.8). Let (u, p) ∈ W By the properties (3) and (4) stated before Lemma 6.5, for each Q ∈ C n in the partitions, there exist r ∈ (0, ∞) and x 0 ∈Ω such that Q ⊂ Ω r (x 0 ) and |Ω r (x 0 )| ≤ N |Q|, (6.27) where N depends on d, R 0 , and K. To apply Lemma 6.5 (ii), we take where F = |f α | + |g|. For f Q , we consider two cases. When κr ≤ R 1 , we choose f Q = U, where U is from Lemma 6.4. Thanks to (6.11), (6.12) with q replaced by q 0 , and (6.27), we have that (6.25) holds. Otherwise, i.e., if r > R 1 /κ, we take f Q = |Du| + |p|. Then, by (6.27), we have 
