In this paper, we describe a novel and robust feature descriptor that is invariant to any complex brightness changes. Firstly, the local maxima is detected with recursive DOG scale space as candidate interesting points. Secondly, the main orientation is determined statistically according to the oriented gradients histograms in a circular neighborhood around interest point. Thirdly, the 128-bit descriptor is structured statistically according to the gradient magnitude in a circular neighborhood around the feature point. And then, the 64 bit descriptor is structured by extracting the texture information of the interest point neighborhood with the proposed Uniform Symmetric-Local Binary Pattern (US-LBP). Finally, combined two kinds of texture statistics form 192 bit descriptor. The experimental results show that the proposed algorithm has the excellent features of scale invariance, rotation invariance, affine invariance and illumination invariance in the process of image matching. And this method matching accuracy is much higher than SIFT, SURF, ORB, BRISK, FREAK algorithms, especially the experiments finally show the superiority of our descriptor compared to existing ones under complex illumination changes.
INTRODUCTION
Illumination has a strong influence on images. Especially when the scene is non-uniformly lighted, they are not easy to handle with computer for machine vision applications. Many descriptor such as SIFT, GLOH, SURF to some extent for various types of image distortion to maintain a certain stability, but these methods cannot handle non-linear illumination changes. Complex illumination change is a common phenomenon in realworld applications or scenarios. Thus the process deal with all kinds of illumination change issues such as the continuing to mushroom, following this period we will have more representative results briefly.
The authors use normalized cross-correlation or adaptive normalized cross-correlation to remove luminance mutation, but light intensity normalized complex illumination change is very challenging (Heo and Lee, 2008) . Another method is estimated by light and color constancy to against complex illumination changes, which decompose the image into light, reflected component, the reflected image, fall into this category includes research Retinex, gamut mapping and color-by-correlation algorithm (Land, 1986; Forsyth, 1990; Finlayson, Hordley and Hubel, 2001) . However, these methods rely on accurate estimation of light and one image or multiple image reflectance, which are constantly changing, such methods are not stable (Weiss, 2001) . In addition, there is a class method attempts to estimate the brightness variation algorithm. For example, Jin et al. assumptions affine illumination change model, and optimize the illumination feature tracking and motion parameters (Jin, Favaro and Soatto, 2001) . However, a simple illumination model such as affine model may be insufficient to describe the situation of non-linear illumination changes.
There is also a class called "brightness" the same algorithm is based on a gradient or image edge features. For example, Scale Invariant Feature Transform (SIFT) with a gradient amplitude weighted histogram as a feature descriptor, and the shape context using the edge as a feature descriptor (Lowe, 2004; Mori and Belongie, 2005) . Although the image gradient magnitude histogram is generally considered to remain constant illumination changes, but they are only meant to light changes slowly or change a flat. In addition, since the edge detection process is dependent on the lighting conditions (obtained from the gradient threshold edge map), thus obtaining an edge feature of the method determines the light is not the true meaning of the same.
Image pre-processing steps can be used as a method of reducing complex illumination change issues, such as histogram equalization (HE). However, it is used to estimate the histogram, the pixel range is very sensitive, so when the scene or background changes, prone to failure.
To counter the more general complex lighting variations, one depends on the relative pixel intensity order statistical methods have been proposed, such methods are based on improvement of the original pixel illumination order. Many experimental results show that corresponding pixel gray value may be due to changes in lighting or exposure parameters, but the relative order of the size of the pixel illumination described in the local area remains unchanged, provided that the brightness variation monotonic function. Use the relative order of magnitude of the pixel brightness ideas have been studied in feature matching task and exploration, that given two images of the same size area, using the pixel brightness relative order instead of the original pixel illumination order. Statistical deformation and improved local binary pattern method and compares its adjacent pixel to create a vector, then use the conversion vector image matching (Ojala and Pietikainen, 1996) . However, such methods depend largely on the central pixel, because any slight change of the luminance of the central pixel may cause descriptors significant changes. Bhat and Nayar using the distance measure to adjust the two images relative jump pixel order. Scherer et al (Bhat and Nayar, 1998) . Scherer and Werth on the basis of the design has a more discriminating matching scheme (Scherer,Werth and Pinz, 1999) . Mittal and Ramesh for better robustness increases the pixel brightness changes, combining with the original brightness value sequence (Mittal and Ramesh, 2006) . Gupta and Mittal select areas extreme points and designed a new distance function (Gupta and Mittal, 2008) . The authors use the brightness comparison feature point detection (Lepetit, Lagger and Fua, 2005) . The above methods typically have several limitations, their original brightness order is processed, and there are many restrictions (for example, two image areas in order to make the pixel sequence match, a window must be the same number of pixels), in addition, it is highly dependent on illumination invariant distance metric, requiring careful design and consider pixel sequence. Detailed analysis of the above algorithm to improve the performance of its main focus when faced with the general situation, the strong overall performance, but there is little research on the stability of the complex changes in illumination. In the feature point based on the accuracy of matching fields, heikkil et al proposed center-symmetric local binary pattern operator that combines the advantages of scale invariant feature transform algorithm and LBP algorithm, the algorithm improves the image matching and computing speed. However, SIFT feature point detection method based on still occupy most of the computation, the computing speed is still greatly affected.
This paper adopts the recursive Gauss differential detection of feature points in scale space, combined with the SIFT feature descriptor and an improved US-LBP algorithm. We propose a new scale invariant feature transform texture feature point matching algorithm. Retaining SIFT feature point scale invariance while reducing the computational complexity, and further strengthened descriptors in underexposed, overexposed, weather changes, the recording time (day, night) and different light and uneven lighting changes complex case stability. The method uses gamma correction to pre-processing image, and then using the recursive difference of Gaussian scale space detecting local maxima. By this time using circular neighborhood HOG statistics to determine the main direction of the feature points, and then statistical sampling points feature point neighborhood gradient magnitude to obtain a 128-bit descriptors. At the same time using the improved US-LBP texture operator to calculate the texture information of the feature point neighborhood to get 64-bit descriptors. The last step is combined with two types of joint formation of a 192-bit texture statistics descriptor.
PRE-PROCESSING AND FEATURE DETECTION

Images Pre-processing
Nonlinear light image preprocessing algorithm research is analyzed and tested by light and dark highlight information, the edge information and the impact of image texture color space for color images. Traditional methods such as histogram equalization and cannot achieve the desired effect, which is evident because of the relatively high light and low light, the image will always be balanced after a lot of discontinuous plaques, reduce the image quality of the after-step feature detector produces more big impact. Homomorphism filtering can be achieved to overcome the non-uniform illumination, but the boundary effect and time-frequency conversion time overhead is too large, it is not suitable for real-time processing. Therefore, this paper proposes a method based on pretreatment gamma correction. The literature proposed an automatic gamma correction methods (Hongyu, Yanhua and Zhenjie, 2011) . This paper analyzes the presence of three major non-linear light image area, namely highlight, shadow, and between the two, often the transition region is a texture feature the most stable places, excessive handling will lose detail texture information, thus need a selective correction. The automatic correction method is adopted in this paper.
First of all image pixels is divided into five equal portions, each decile ratio statistic the number of pixels. Let the number of the pixel b is the ratio of the minimum value, then a = b-1, c = a + 0.05, wherein the weighting function is a nonlinear function of the components f1, c is a linear function of the amplitude component f3, and f3 is defined on the gamma value of the maximum extended range. Secondly, according to the value determined f1 a, b, c f1, f2, f3, and h (x) = 1 + f1 + f2 + f3 + a + b + c. Finally, after the correct function of G (x) obtained by multiplying adjustment and then adaptive gradation correction on the image.
Recursive Gaussian Scale Space
Lindeberg, who has proved to the Gaussian convolution kernel is the only nuclear transformation to achieve scale transformation, and is the only linear kernel (Lindeberg, 1990) . However, Hale pointed out that FIR Gaussian filter calculation of the size and scale σ still has a linear relationship was obtained by experiments is calculated for each pixel needs 4σ + 1 multiplications and 8σ additions that the larger the scale σ the greater the amount of computation (Hale, 2006) . Therefore, to universal Gaussian filter to optimize its performance has placed enormous demands. Deriche, who proposed a recursive implementation of the Gaussian filter in 1992, called Recursive Gaussian Filters(RGF) (Deriche, 1992) . Young and others show that this method than the direct use of two-dimensional Gaussian template volume product realization speed and decomposed into two onedimensional Gaussian convolutions and frequency domain Gaussian faster (Young and Van, 1995) .
While in-depth study found that, IIR filter impulse response can be very accurate on approximate FIR filter, IIR alternative use SIFT algorithm convolution filter operation in the FIR, the feature points can be detected repetition rate basically the same, but the amount of computation there significantly reduced. On the basis of pre-theoretical analysis, collect a lot of diverse image of the sample feature point detection comparative experiments, respectively, using FIR, IIR filters, etc. detecting image feature points to calculate various feature point detection performance indicators, such as repetition rate, difference, feature point quantity, accuracy and efficiency of detection. SIFT characterized by a large number of experiments obtained from the measurement point detection performance graph / table a comprehensive analysis, we selected Deriche's recursive Gaussian filter to construct a Gaussian scale-space eventually.
Feature Detection
Scale space includes Gaussian scale-space and Gaussian difference of scale-space, feature point detection in the difference of Gaussian scale space. So read each row of each layer image Difference of Gaussian scalespace of the feature point detection. Extreme point is adjacent to three images to determine the DOG scale space, extracting the extreme point of the vertical and horizontal pixel value comparison upper and lower layers and the intermediate layer, as shown in Figure 1 . By then, Taylor obtains accurate extreme point position, that if the extreme point coordinates relative to the initial value of the distance over 0.5 pixels, then the extreme point of instability, deletes it. If greater than 0.03, indicating that the extreme points and neighbor pixel discrimination is not large, but also deleted. Figure 1 .Key-point of the difference-of-Gaussian images are detected by comparing a pixel (marked with X) to its 26 neighbors in 3x3 regions at the current and adjacent scales (marked with circles).
Orientation Assignment
Based on the gradient orientations of sample points to form an orientation histogram. Dominant directions of the keypoint depend on peaks in the orientation histogram statistics. This paper adopts 36bins histogram and quantized 360 degree range of gradient orientations and calculate each sample point's gradient magnitude to form orientation histogram. Then the highest peak in the histogram is detected and the dominant direction of the keypoint is within 80% of the highest peak.
US-LBP DESCRIPTOR
Recursion Gaussian SIFT Descriptor
In feature point neighborhood statistics gradient information, since the image viewing angle changes and affine changes lead to the relative positions of the pixels in the neighborhood has changed and so far from the feature point pixel shift is large, nearly offset a small distance. In order to ensure descriptors affine invariant when the feature point feature information statistics neighborhood, neighborhood features information statistical values are weighted by a Gaussian weighting algorithm such that makes from the distance near the feature point feature information with larger, from the feature point distance feature information contribute little to improve descriptor change in perspective and affine transformation robustness. In this paper, in order to enhance the robustness of the matching, using 4 × 4 each critical point of 16 seed points to describe. So for a critical point can produce a 128 bit feature vector and specific steps are as follows:
First, the coordinate axis are rotated as the key point to ensure the rotation invariance. Take the key point as the center to take 8 * 8 of the window. The blue circles in the graph on behalf of the Gaussian-weighted (the larger the contribution of the pixel gradient direction information the key points).
Figure 2.
Right picture is weighted to the 8 main directions. The left picture is the central portion of the current key position, each small cell represents a pixel neighborhood where the key point scale space, each pixel's gradient magnitude and gradient direction is obtained by the formula, the direction of the arrow represents the pixel's gradient direction, length of the arrow represents the gradient magnitude, then its Gaussian window weighted calculation.
Secondly, the gradient direction histogram of 8 directions is calculated on each of the 4 * 4 small pieces, and drawing the accumulated value of each gradient direction can form a seed point, as shown in the right part of the display. A key point in this figure by a total of four 2 × 2 seeds, each seed point there is eight direction vector information. This idea Neighborhood directional information cooperation enhances the ability of the anti -noise algorithm, and also provides a good fault tolerance for the feature matching with the localization error.
Uniform Symmetric-Local Binary Pattern
When we construct a statistical texture features of the key points 8x8 pixel neighborhood, extract each critical point neighborhood US-LBP form the feature vector of a 64bit. Local binary patterns (LBP) is a type of visual descriptor used for classification in computer vision. LBP is the particular case of the Texture Spectrum pattern proposed in 1990 (He and Wang, 1990; Wang and He, 1990) . LBP was first described by Ojala and Harwood(Ojala, Pietikäinen and Harwood, 1994; . It has significant advantages rotation invariance and gray invariance.
Since a LBP operator can produce different binary patterns. For a circular area with a radius of R contains P sampling points. LBP operator will have P2 patterns. Obviously, with the increase in the Neighborhood sampling points, the type of binary pattern is the dramatic increase. For example, 5 × 5 neighborhood of 20 sampling points, there are 220 = 1,048,576 kinds of binary pattern. So many binary pattern both for the extraction of texture or texture for identification, classification and access information is detrimental. Meanwhile, the expression of texture is disadvantageous because too many pattern types. Therefore, researchers continue to put forward its various improvements and optimizations. As Ojala proposed adopting a Uniform Pattern to reduce the dimension of the LBP operator pattern species (Ojala, Pietikäinen and Mäenpää, 2002) . LBP patterns contain up only twice from 1 to 0 or from 0 to 1 transition in the vast majority of the actual image. Therefore, Ojala definition of "Uniform Pattern" as follows: When a LBP corresponding cycle binary number from 0 to 1 or from 1-0 up to twice transition, the LBP corresponding binary is called an equal price pattern class. Such as 00000000 (0 transitions), 00000111 (containing only one transition from 0 to 1), 10001111 (start with 1 jump to 0, then skip to 1 from 0, a total of two transitions) is an uniform pattern class. Another pattern is a mode other than the uniform pattern class called mixed pattern categories, such as 10010111 (total of four jumps). With such modifications, the type of the binary pattern is greatly reduced without losing any information. The number of patterns is reduced from the original 2P to P (P-1) +2 species, where P represents the sampling points in the neighborhood. For the 3 × 3 neighborhood eight sampling points, the binary pattern decreased from 256 to 58, which makes the lower dimension feature vector, and can reduce the effect of high frequency noise.
Based on the above ideas (Uniform Pattern) proposes a symmetrical local binary pattern, shown in Figure  3 , construct a 3 × 3 sub-neighborhood, extracted median pixel adjacent dots. The point with a diagonal one by one comparison, meets the following judgment standard
Among them, P = 8 and th1 is a threshold determination. Meanwhile, combined with the central point of symmetry brightness difference code that encode gradient sign four directions, so that the descriptor has better lighting robustness. And finally a four bit space is generated to store the US-LBP operator. Finally, we chose based on the location of the feature point to extract the feature point neighborhood of 8 * 8 size US-LBP "coding", namely the neighborhood texture features. The descriptor based on this feature point texture information that could be improved the matching accuracy. (1) complex illumination change image preprocessing with gamma correction (2) extract SIFT features (3) for each pixel in the image, generating a neighborhood 4bit "code" to get the original US-LBP feature "code" of the entire image, which is the texture feature vectors of the whole image.
(4) extraction 8x8 neighborhood US-LBP "code" of each feature point to form a 64-bit size of the feature vector.
The novel feature point descriptor is 192bit which construction by the 128bit gradient magnitude and 64bit US-LBP features. It is seen from the algorithm design process, the descriptor with scale invariant by building scale space to extract the feature point. Rotational invariance be determined by the main gradient direction histograms. In addition, US-LBP descriptors have light and dark invariance. The algorithm has scale invariance, rotation invariance, affine invariant and illumination invariance and other fine features. Euclidean distance as the two key points in the image similarity measure determination, when two images generated feature vectors. Select a key point of the image 1, and find its nearest Euclidean distance of two key points in image 2. The two key points, if the threshold which is the closest distance divided second nearest distance, that is less than a certain percentage threshold, then accept this matching point.
In this paper, in order to improve the accuracy of matches, after the initial matching complete, using the ratio test and symmetry test to eliminate one to many and many to many matching points. Cosine angle to further exclude one to many matching points. If the accuracy rate has been achieved practical application requirements, you can complete the matching process. If still cannot meet the actual needs of the application, it can take RANSAC algorithm to further improve the matching accuracy.
EXPERIMENTS
We test our descriptor's ability to complex illumination changes in local image matching and compare its performance with that of several state-of-the-art ones including SIFT, SURF, ORB, BRISK and FREAK. We adopt the performance evaluation scheme which is based on sets of true and false image patch pairs and use the OpenCV code. And the dataset is downloaded from the website linked to (http://www.robots.ox.ac.uk/~vgg/research/affine/) (Heinly, Dunn and Frahm, 2012) . And this article mentioned algorithms are extracted using the default parameters. We evaluate each of the method flavors for different lighting conditions and also evaluate our method in image blur, viewpoint changes, JPEG compression, and large scale changes.
The first test set is the "day-to-night" test set that shows the complex illumination changes of a city during the course of a full day. The dataset consists of seven images in total where the first image of this dataset and the remaining six images with increasing amount of brightness changes. These test images have different brightness changes at different times and we extract pairs of features corresponding to the same point from the first image to the seventh image. The second test set is the "Leuven" test set that shows the car in different lighting conditions. Their experimental results are depicted in figure 6 and figure 7 . Two pairs of images of illumination change are tested, as shown in figure 8. As can be observed, we note that our descriptor are the top performing descriptors in these tests. 
CONCLUSIONS
In this paper, we have proposed a novel brightness robust feature descriptor that is invariant to any nonlinear illumination changes. The descriptor that extracts the histograms of gradient magnitude and Uniform Symmetric-Local Binary Pattern (US-LBP) features for each feature point neighborhood in the scale space. We evaluate our method's ability on several dataset and extensive experimental results show that it's a significant superiority over general purpose descriptors under complex brightness changes. Finally, we also test descriptor capacity on another image transformation. So we believe the proposed descriptor may be a solution to nonuniform illumination in outdoor environments in computer vision and encouraged to continue working on illumination invariant local descriptor for excellent point matching performance.
