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ABSTRACT
The primary aim o f the work described in this tliesis was to assess the feasibility 
o f performing functional magnetic resonance imaging (fM RI) o f the brain at low 
magnetic field strengths, that is, at 1.5T or below.
A thorough review of the current theories, techniques and applications of 
functional M RI o f the brain is presented. fM R I can potentially provide a noninvasive 
technique which combines imaging o f brain function and anatomy in a single modality, 
with high spatial resolution and intermediate temporal resolution. It is hoped that fM RI 
w ill increase understanding o f both normal and abnormal brain function, and aid 
diagnosis and monitoring o f brain pathology.
The technical requirements for the performance o f fM R I were analysed, and the 
feasibility o f performing fM RI at low field strengths was assessed. It is most desirable 
to observe functional signal changes which are closely localised to regions o f activated 
brain tissue. To observe such changes at low fields requires signal-to-noise -100-200, 
system stability during imaging better than -0.3%, and good magnetic field 
homogeneity.
The inhomogeneous magnetic fie ld o f the 0.15T resistive magnet, which formed 
part o f the original University o f Surrey whole-body MRI system, was measured and 
analysed in terms of its spherical harmonic components. The dominant tesseral 
components o f the inhomogeneity in the central imaging plane were reduced by the 
strategic placement o f ferromagnetic rods within the magnet bore. The homogeneity in 
this plane was improved by a factor o f seven. The stability o f the 0.5T superconducting 
whole-body magnet (which superseded the 0.15T magnet) was investigated.
It was concluded that fM R I is, in principle, feasible on low field M RI systems. 
This should enable the implementation o f fM R I on most research and clinical MRI 
systems, leading to a much wider availability at substantially lower cost, and thus assist 
in furthering understanding o f brain function.
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127 line 20 flow should read flow effects.
142 lines 30,32 retina should read visual field.
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147 line 10 993 should read 1993.
162 line 6 /«crease should read decrease.
171 line 1 Phys. Rev. 70, 474-485 should read Phys. Rev. 69, 127.
CHAPTER 1; NUCLEAR M A G N E TIC  RESONANCE THEO RY
1.1 INTR O D UCTIO N
In the phenomenon o f nuclear magnetic resonance (NMR), nuclei such as 'H  
with non-zero spin angular momentum are placed in a static magnetic field. Application 
o f a time-varying magnetic field stimulates transitions between nuclear energy levels, 
resulting in the generation o f an NMR signal.
The phenomenon of NMR was first seen independently by Bloch (1946a) and 
Purcell (1946). Soon afterwards Proctor (1950) and Dickinson (1950) discovered that 
nuclei in different surroundings have different NMR resonance frequencies, NMR 
spectroscopy has since become a very powerful analytical technique.
Magnetic resonance imaging (MRI) became possible when Lauterbur (1973) and 
Mansfield (1973) discovered that spatial information could be extracted from an NMR 
signal by the application o f magnetic field giadients. New M RI techniques continue to 
be developed and are used widely in the field o f medicine and industry.
The basic theory o f NMR and M R I is set out below. More detail may be found 
in standard texts such as Abragam (1961), Slichter (1978) and Mansfield (1982).
1.2 TH E CLASSICAL M O D E L OF NU CLEAR M AG N ETIC  RESONANCE
Quantum mechanics is required to give a complete description o f nuclear 
magnetic resonance, but many features o f the phenomenon are visualised more easily 
using classical theory.
1.2.1 Nuclear precession
According to classical theory, a nucleus with angular momentum J possesses a 
magnetic moment |i, due to the rotation o f the charge distribution o f the nucleus. J and 
j i  are related by the equation
| l = y j
where y is a scalar quantity called the gyromagnetic ratio.
In the presence o f a static magnetic field the nucleus experiences a torque, 
j l  X  B„, which is equal to the rate o f change of its angular momentum:
(1.2)
Hence, using Equation L I ,
^  = HxCyBJ. (1.3)
Equation 1.3 is the Larmor equation, describing the precession o f the nuclear magnetic 
moment p. about the static magnetic field B^ with angular velocity
(1.4)
as shown in Figure 1.1, taking the convention that B„ lies along the z-axis.
^  X
y
Figure 1.1 Precession o f a nuclear magnetic moment p about a static magnetic 
field B„.
In a system consisting o f many nuclei, the macroscopic magnetisation M  is 
given by the vector sum o f the individual nuclear magnetic moments:
M  = E n ,. (1.5)
i
Hence, using Equation 1.3, the rate o f change of M  is given by Equation 1.6 which 
again describes Larmor precession at a frequency o f y B„:
^  = M x(yB  ). (1.6)dt ”
1.2.2 The Bloch equations
Bloch (1946b) proposed a set o f equations based on classical theory, now known 
as the ‘Bloch equations’ , to describe the behaviour o f the macroscopic magnetisation 
M  in the presence o f applied magnetic fields.
The equation o f motion o f M  in a static magnetic field B is given by equation
1.6 above. In general, B is the sum of the static magnetic field B^ (along the z-axis) and 
an applied oscillating magnetic field Bj. The frequency of Bj is in the radiofrequency 
(RF) range for nuclear magnetic resonance (NMR) measurements, and so Bj is termed 
the RF field. I t  can be considered to be a field rotating about the z-axis at angular 
velocity co, with x and y components BjCoscot and -B^sinmt respectively.
The equation o f motion o f M  is thus given by (Slichter (1978))
= T[(MyB^ + M^BjSincot)i + (M^BjCoscot -  M ^B J j ^
-  (M^B^sinCût + M  BjCosœt)k].
This equation is not complete, since it does not account for relaxation effects. 
Relaxation is the process by which the magnetisation M  returns to its equilibrium value 
in the static magnetic field B„, after removal o f the RF field B,, and is described in
section 1.3. and My decay back to their equilibrium values o f zero, while M^ returns 
to its equilibrium value, M„. Bloch assumed that this decay was exponential, and that 
the decay o f the component o f Ml paiallel to M ,^ (M^, the longitudinal magnetisation) 
occurred at a rate different from that o f the component o f M  perpendicular to (M^ 
and My, the transverse magnetisation). Relaxation o f M  to its equilibrium value can thus 
be characterised by two time constants: the longitudinal relaxation time Tj, and the 
transverse relaxation time Tg.
Separating Equation 1.7 into x, y, and z-components, and including the RF field 
B j and the effects o f relaxation, gives the complete Bloch equations:
dM M,+ M^BjSinœt) -
dM M I  = y(M B,coscot -  M B  ) -  _ I  (1.8)dt '  ' '  ° T,
dM, (M, -M J  = -r(M  B.sincot + M  B.coscot) -  -----:----- —dt "  ^ y t ^
1.2.3 The rotating frame and the effect o f RF pulses on M
It is often helpful to describe the behaviour o f the magnetisation M  in a frame 
o f reference (x',y',z') which rotates about the z-axis at an angular frequency o). Since 
M  precesses about B,, with frequency Cû, M  is stationary with respect to B^ in this 
frame. The RF field B  ^ is nomrally applied on resonance, at frequency O), so that Bj 
also appeal's stationary (but in the xy-plane), and M  precesses about it, as shown in 
Figure 1.2, assuming B, lies along the x-axis.
In a time tp the M  precesses through an angle a, given by
a  = cOjtp. (1.9)
An RF pulse that causes M  to precess through an angle o f 90° is called a 90° pulse, and
y> -  X
Figure 1.2 Precession o f the macroscopic magnetisation, M , about an RF field in 
the rotating frame (x%y%z').
similarly an RF pulse causing precession o f M  through an angle o f 180° is called a 
180° pulse.
The return o f the magnetisation to its equilibrium value after application of an 
RF pulse can be described by the Bloch equations in the rotating frame. From Equations
1.6 and 1.8 , using the time constants and to characterise relaxation, the equation 
o f motion o f M  in the rotating frame can be written
"dM " = yM x B +—dt 01 v ” V IF T,
where i% j '  and k ' are the unit vectors in the rotating frame, and M /,  My' and M^' are 
the components o f the magnetisation in the rotating Fame. Note that since the rotating 
frame rotates about the z-axis, k '=  k and M /=  M^.
1.2.4 The free induction decay
In the basic NMR experiment, the sample is placed in a coil in a static magnetic 
field Bq, and irradiated with RF radiation B,, perpendicular to B .^
5
The simplest experiment is the application o f a single 90° pulse which, i f  applied 
along x ' in the rotating frame, w ill cause M  to rotate away from its equilibrium position 
(along z') onto the y'-axis. This induces a voltage in the coil, the magnitude o f which 
depends on the size of M^y, the component o f M  in the x 'y ' plane.
Due to the interactions described later in 1.3.3, the individual magnetic moments 
precess at slightly different frequencies, and become out o f phase, causing M^y to decay 
exponentially to its equilibrium value o f zero, reducing the amplitude o f the observed 
signal. In a perfectly homogeneous magnetic field this decay has a time constant Tj. 
The presence o f inhomogeneities causes the magnetic moments o f nuclei in different 
parts o f the field to precess at different frequencies (since B J so that M^y decays 
at a faster rate, characterised by the time constant Tg*.
The resulting voltage signal is called a ‘ free induction decay’ (FID) and is 
shown in Figure 1.3(a).
Amplitude(a)
FT
f
Figure 1.3 The free induction decay (FID) and its Fourier transform, (a) the FID: 
NMR signal voltage as a function o f time t. (b) The frequency spectrum 
as a function o f frequency f.
1.2.5 Fourier transform NMR
There are two main modes o f detection for NMR signals: continuous wave NMR 
and Fourier transform NMR.
In continuous wave NMR, an RF field is continuously applied to the sample, its 
frequency being swept through a range o f values. Thus a plot o f the NMR signal 
strength versus frequency, or spectrum, is obtained for the sample. This method has 
now been superseded by the Fourier transfomi mode of detection in clinical NMR 
studies.
In the Fourier transform (FT) mode of detection, short pulses o f RF radiation 
aie applied to the sample, as described in section 1.2.3. The RF pulses have to be 
sufficiently short so that the bandwidth is large enough to excite all the resonances in 
the sample. The resulting NMR signal is then Fourier transformed to yield the 
frequency spectmm o f the sample, as shown in Figure 1.3(b).
1.3 TH E Q UANTUM  M E C H A N IC A L M O D EL OF NUCLEAR M AG N ETIC  
RESONANCE
1.3.1 The interaction o f a nucleus with a magnetic field
According to quantum mechanical theory, a nucleus possesses spin angular 
momentum J, where J is a vector operator. The spin angulai" momentum operator J is 
related to the angular momentum operator I  by the equation
J = h i ( I ' l l )
where h = h/27i: and h is Planck’s constant. The magnitude o f the spin angular
momentum J is given by
|J| = h [I( I+ l) ]  (1-12)
where I is the nuclear spin quantum number.
The positive charge o f the nucleus and the possession o f spin give rise to a 
nuclear magnetic moment |i. This magnetic moment is parallel to the spin angular 
momentum J, such that
|L i =  y j  ( 1 - 13 )
where y is a scalar quantity called the gyromagnetic ratio, defined as the ratio o f the 
magnetic moment o f the nucleus to its spin angular momentum.
I f  a magnetic field B is now applied, the nucleus has an interaction energy B
and the Hamiltonian, H, for the interaction is given by
H = -H 'B.
Assuming the magnetic field to be static and along the z-axis, B = B„k, combining 
Equations 1.11, 1.13 and 1.14 gives the following expression for the Hamiltonian:
H = - y h iA  (1-15)
where is the z-component o f I. The energy eigenvalues o f this Hamiltonian are given 
by
= -yhB^mj (1.16)
where m^ , the magnetic spin quantum number, is the eigenvalue o f I ,^ and can take the 
values -I,-(I+1),...,(I-1),I. There are thus (21+1) possible energy levels equally spaced 
by the amount
AE = yfaB .^ (1.17)
The hydrogen nucleus is spin-l/z, that is I=Vz, so there are two energy levels for 
and mf=-Vz as shown in Figure 1.4.
Transitions between the energy levels can be induced by supplying an amount 
o f energy equal to the separation between the levels. In NMR, this energy is in the form 
o f an oscillating magnetic field B  ^ perpendicular to the static magnetic field B^, for 
example along the x-axis:
Bj = BjCoscoti, (1.18)
where co is the angular frequency o f the field, in the radiofrequency (RF) region o f the 
electromagnetic spectrum.
Energy
= - 1/2
A B =7  fiB
0
- 1/27  hB
Figure 1.4 Energy levels o f a spin-Va nucleus in a magnetic field B, for magnetic spin 
quantum number m^=+"'/2, separated by AE=7hB .
For a transition to occur,
hco =
.-.(a = 7B . (1.19)
This is the condition for resonance, and is identical to Equation 1.4 derived from 
classical mechanics.
1.3.2 The magnetisation o f a system o f isolated nuclei in a magnetic field
Considef a system containing many nuclei, which for simplicity are assumed to 
be spin-V2 like the hydrogen nucleus. Application of a magnetic field along the z- 
axis gives rise to two possible energy states ±V27hB„ for m^  = -V2 and +V2, using Equation 
1.16. The population o f nuclei in each state is given by the Boltzmann distiibution, so 
that the ratio o f populations N"^  and N‘ in the two states m, = +V2 and m = -Va is
f
-AB.= exp kT = exp kTV /
(1.20)
Since (y h BykT) > 0, exp(y h B^kT) > 1 and N"^  > N', so that there are more nuclei 
in the lower energy state mp+Vz. A t the field strengths and temperatures typically used 
for NMR measurements, (y h B /kT ) < 1 and thus N'*' « N‘. That is, there are only a few 
more nuclei in the lower energy state than in the upper, giving NMR measurements a 
low sensitivity.
The system has a net macroscopic magnetisation M  in the direction o f the 
magnetic field, since there ai'e more nuclei with magnetic moments aligned with the 
field than against it. It can be shown that (Abragam (1961))
M  = N fh " B J ( I+ l)3kT
( 1-21)
and for hydrogen nuclei where I=V2,
M  = N fh ^B ^4kT
(1.22)
1.3.3 The interactions o f a system o f nuclei
The nuclei have so far been considered to be non-interacting, but there are 
several mechanisms by which the nuclei can interact with each other and with the 
‘ lattice’ (the term given to the environment o f the nuclei). These interactions enable the 
energy exchange which is responsible for relaxation to take place. Any interaction 
which causes a fluctuating magnetic field at the nuclei is a possible relaxation 
mechanism. The interactions affecting the nuclei are discussed briefly below.
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(i) The magnetic dipole-dipole interaction
The magnetic dipole-dipole interaction is the dominant interaction for spin-16 
nuclei such as hydrogen, and is caused by the interaction o f the magnetic moment of 
each nucleus with those o f the nuclei surrounding it. Each nucleus experiences a total 
magnetic field due to the applied field B^, and a local field caused by the magnetic 
moments of the surrounding nuclei. The coupling between the nuclear magnetic 
moments depends upon the size o f the magnetic moments, the distance between the 
nuclei, and their relative orientation.
The classical interaction energy E between two nuclei 1 and 2 with magnetic 
moments jUj and is given by
E = 4tz
(1.23)
where r  is the vector from nucleus 1 to nucleus 2. The quantum mechanical 
Hamiltonian for the interaction is obtained by expressing |Hi and m  terms of the 
angular momentum operators and I 2: |ii = TiMi. two identical nuclei,
Yi=^2=% tind thus
H. . (1.24)
I f  the X and y components o f are expressed in temis o f the raising and lowering 
operators T  and I  , then using spherical polar coordinates (r,0,({)) (see Figure 3.1), the 
dipolar Hamiltonian can be written
H. = [a +b +c +d +e +f ]. (1.25)4ti
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where A = I 1J 2Z (1 - 3cos^0)
B = -1/4 (!,%■ + I i 'V )  (1 - 3008^6) 
C = -3/2 ( Ii^ Ï2z + Iizlg^) sinGcosG e'“^  
D = -3/2 ( I i ‘l 2z + Iizlz") sinGcosG e'* 
E = -3/4 ( I / I 2+) sin'G e'^*
F = -3/4 ( I 1I 2 ) sin^ G e"‘^
For two identical spin-Va nuclei (such as hydrogen nuclei) in a magnetic field there 
are four possible energy levels corresponding to the four different states, which can be 
written as | niimj). The two states | +Vz -Va) and | -Va +Va) are degenerate with zero 
energy due to interaction with the magnetic field; the states | +Va +Va) and | -Va -Va) have 
energy and +'yhBo respectively, as shown in Figure L5. The six terms of the
Hamiltonian in Equation 1.25 are time dependent, since r and 0 vaiy with time due to 
thermal motion. Thus transitions can occur between the different energy levels, as 
shown in Figure 1.5.
Energy
■ + 7 % 1-1/2 - l/2>
1-1/2 + l/2>l-H/2 - l/2>
-  - 1+1/2 + l/2>
Figure 1.5 Energy level diagram for a two spin system in a magnetic field B„ showing 
possible transitions due to the dipole-dipole interaction.
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The effect of each o f the terms A to F in the Hamiltonian given by Equation 
1.25 can be considered separately. Term A is effectively a static field which changes 
all the energy levels simultaneously, so that the net energy o f the system and the spin 
populations o f the energy levels remain unchanged. Term B is known as the "flip-flop" 
term, causing one spin to flip  up and the other to flip down. Terms A and B do not 
result in any net change o f the magnetisation o f the system, and so although they 
contribute to Tg relaxation, they do not contribute to T^ relaxation. Terms C and D flip  
one spin only, inducing transitions between states o f energy difference ThBo, whereas 
terms E and F flip  both spins together, inducing transitions between states o f energy 
difference 2')feBo. Terms C, D, E, and F contribute to both T, and T% relaxation. 
(Relaxation is described in sections 1.4.2 and 1.4.3.)
(ii) The chemical shift interaction
The electrons surrounding each nucleus partially shield the nucleus from the 
applied magnetic field by generating a field in the opposite direction. The effective field 
experienced by the nucleus can therefore be written as
= B, -  aB„ = B„(l -a), (1.26)
where a  is called the shielding factor and depends on the distribution of electrons 
around the nucleus. I f  this distribution is anisotropic, the nucleus experiences 
fluctuations in the local magnetic field due to molecular motion, which provides a 
mechanism for relaxation. For biological tissue, a  is small and this interaction is not an 
important relaxation mechanism.
The electronic shielding also causes a shift in the resonance frequency of the 
nuclei: the chemical shift. Using Equation 1.4 and Equation 1.26, gives the resonance 
frequency o f the nuclei:
CO = co^(l - g ), (1 .27)
so that nuclei in different environments have different resonance frequencies.
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(iii) The electric quadrupole interaction
This is the most important interaction for nuclei with I>V2 which possess an 
electric quadiupole moment Q due to their non-spherical charge distribution. It is the 
interaction between the nuclear spin I (for I>V2) and the electric field gradient at the 
nucleus due to the electric quadrupole moment.
(iv) The spin-spin coupling and spin-rotation interactions
Spin-spin coupling is the indirect interaction between two chemically bonded 
nuclei via the electrons constituting the bond.
The spin-rotation interaction is that o f the nuclear spin I  with the field produced 
by the rotation o f the molecule containing it, and arises from the electronic structure of 
the molecule.
These interactions are relatively small for spin-Va nuclei.
1.4 R E LA X A T IO N
Relaxation is the name given to the processes by which the macroscopic 
magnetisation M  returns to its equilibrium value following application o f radiofrequency 
(RF) radiation. There are two types o f relaxation, longitudinal (or spin-lattice), and 
transverse (or spin-spin) relaxation.
1.4.1 Longitudinal relaxation
Longitudinal relaxation is the return o f the longitudinal component o f the 
magnetisation to its equilibrium value M„, and is characterised by the time constant 
Ti. This process is also temied spin-lattice relaxation because it involves interactions 
between the spin system and its environment, the lattice. The return of to 
equilibrium is exponential, and can be described by the equation
dt T,
Longitudinal relaxation is caused by transitions between the spin states of the
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nuclei. Such transitions can be induced by a fluctuating magnetic field which has a 
component in the xy-plane that oscillates at the resonance frequency of the nuclei. I f  
the fluctuating field is associated with the lattice, energy w ill be exchanged between the 
spin system and the lattice until thermal equilibrium is reached.
The fluctuating magnetic fields necessary for longitudinal relaxation are 
generated by the interactions described in section 1.3.3, the fluctuation being caused by 
molecular motion. The longitudinal relaxation time T^ depends on the magnitude and 
frequency o f the fluctuating field. Relaxation w ill be most efficient, and Tj a minimum, 
when the characteristic frequency of the molecular motion is equal to the resonance 
frequency co^ .
1.4.2 Transverse relaxation
Transverse relaxation is the return o f the transverse magnetisation M^y to its 
equilibrium value of zero, and is characterised by the time constant T%. Transverse 
relaxation is also termed spin-spin relaxation because it involves interactions between 
neighbouring nuclei without any exchange of energy with the lattice. The exponential 
return o f M,.y to equilibrium can be described by the equation
(1.29)
dt T,
Transverse relaxation occurs because of the dephasing of the individual nuclear 
magnetic moments due to a spread of nuclear resonance frequencies, caused by two 
processes.
Firstly, the magnetic dipole-dipole interaction (section 1.3.3(i)) generates a static 
component o f magnetic field which is different for nuclei in different environments. 
Thus the nuclei w ill not all experience the same static field, and w ill process at slightly 
different frequencies.
Secondly, as a result o f longitudinal relaxation processes, the nuclei have a finite 
lifetime i  in any state. This gives rise to an uncertainty in the energy levels, and hence 
in the resonance frequency, causing a spread of resonance frequencies Ao3„ = 1/x = l/T j. 
Thus all processes which cause longitudinal relaxation also contribute to transverse 
relaxation, and T^ is always less than or equal to T,.
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Inhomogeneities AB in the applied static magnetic field B^ also cause nuclei in 
different pai'ts of the field to precess at different frequencies, further dephasing the 
nuclear magnetic moments. This shortens the apparent transverse relaxation time to T^*, 
where
T,- T, (1.30)
1.4.3 Measurement o f the longitudinal relaxation time
The RF pulse sequence usually used to measure the longitudinal relaxation time 
T i of a sample is the inversion recoveiy (IR) sequence illustrated in Figure 1.6(a). The 
sequence consists o f a 180° pulse, a delay o f x, a 90° pulse and a delay TR before the 
sequence repeats, written as (180°-x-90°-TR)^.
In itia lly M  lies in its equilibrium position along the z-axis: M  = MJ. 
Application o f a 180° pulse along x ' inverts the magnetisation (Figure 1.6(b)). 
Longitudinal relaxation then occurs, and M  decays back along the z-axis. Application 
o f a 90° pulse during this relaxation period, after a time x, rotates the magnetisation into 
the x'y^-plane. This induces a voltage in the receiver coil, and hence samples the value 
to which the magnetisation has relaxed in the time x. A delay o f TR (>5TJ following 
the 90° pulse ensures that the magnetisation has relaxed completely before the sequence 
is repeated.
Integration of Equation 1.28 subject to the initial condition = -M^ yields the 
following expression for M^:
M /x )  = M J l-2 e x p (-x /T j) ],  (131)
shown in Figure 1.6(c). T, can be estimated by finding the value of x (T,ln2) required 
to null the signal, but a more accurate value is obtained by plotting ln [M „-M 2(x)] versus 
X , which should produce a straight line o f gradient -l/T^.
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Figure 1.6 Inversion recovery sequence, (a) RF pulse sequence, (b) The effect of the 
RF pulses on the magnetisation M  in the rotating frame, showing M  at 
four points (i) to (iv) in the sequence, (c) The variation o f with r.
1.4.4 Measurement o f the transverse relaxation time
The transverse relaxation time Tg is usually measured with the Carr-Purcell- 
Meiboom-Gill sequence, illustrated in Figure 1.7(a). The sequence consists of a 90° 
pulse and a delay x, followed by a train o f 180° pulses separated by intervals o f 2x, 
written as 90°-x-(180°-2x)„.
The 90° pulse, applied along the x'-axis, rotates the magnetisation M  into the 
x'y'-plane along the y'-axis (Figure 1.7(b)). As a result of T% relaxation processes and 
inhomogeneities in the static magnetic field B„, the nuclear magnetic moments become 
out o f phase, resulting in a free induction decay. Application o f a 180° pulse along 
-y' after a time x inverts the components o f M. After a further time x, provided each
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Figure 1.7 Carr-Purcell-Meiboom-Gill sequence, (a) RF pulse sequence, (b) The 
effect o f the RF pulses on the magnetisation M  in the rotating frame.
(c) The NMR signal as a function o f time, showing T^ and T^* decay.
component continues to precess at the same frequency, they w ill arrive at the y'-axis 
simultaneously, forming a ‘spin echo’ . The effects of the inhomogeneities on the 
magnetisation are cancelled out, whereas the effects of transverse relaxation processes 
are not, due to their random nature. Applications o f 180° pulses after times 3t, 5x, ... 
generate further spin echoes at time 4t, 6t, and so on (Figure 1.7(c)). The envelope of 
the peak amplitudes o f the echoes decays with time constant T^, enabling Tg to be 
found. The amplitude o f the echo envelope is given by integrating Equation 1.29 subject 
to the initial condition M^y = M^:
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= M^exp(-2i:/T2). (1.32)
Note that the 180° pulses are applied alternately along the x'- and y^-axes, ensuring that 
any inaccuracies in the pulses tend to cancel out.
1.5 N U C LEA R  M A G N E T IC  RESONANCE IM A G IN G  (M R I)
The possibility o f using NMR to provide spatial information about a sample was 
first proposed in 1973 by Lauterbur, and independently by Mansfield (1973). The 
method o f image formation used by Lauterbur was projection reconstruction, but the 
most common technique now used in medical imaging is the two-dimensional Fourier 
transform (2DFT) method. Three-dimensional NMR images are obtainable, but due to 
the large quantities o f data produced, imaging is usually limited to one or more planes, 
or slices, through the sample.
1.5.1 Slice selection
Selective excitation o f the nuclei in only a slice o f the sample is attained by the 
application o f a linear- magnetic field gradient and a frequency selective RF pulse. 
Consider the sample shown in Figure 1.8, placed in a static magnetic field along z. 
To selectively excite a thin slice o f the sample transverse to the z-axis, a linear 
magnetic field gradient is applied as shown, so that the magnetic field B(z) varies 
with distance z along the z-axis:
B(z) = B„ + G^z. (1.33)
Therefore the resonance frequency o f the nuclei w ill also be dependent on the distance 
along the z-axis:
Cù(z) = yB(z) = + yG.^z. (1.34)
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Figure L8 Selective excitation o f a slice o f thickness Az, perpendicular to within
a sample, by application o f a linear magnetic field gradient G .^
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Û)
Figure 1.9 Selective RF pulse, (a) The envelope of a Gaussian-weighted sinc-shaped 
RF pulse in the time domain, and (b) its Fourier transform in the 
frequency domain.
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Thus, i f  the sample is irradiated with an RF pulse containing the narrow band 
of frequencies Acü which corresponds to the range of resonance frequencies of the 
nuclei in the slice Az, then only the nuclei within that slice w ill be excited.
In order to produce a rectangular slice within the object, the RF pulse must 
produce a rectangular envelope o f frequencies. This is achieved by modulating the pulse 
with a sine shape in the time domain, since the Fourier transform o f a sine shape is a 
rectangular pulse. For a perfectly rectangular envelope in the frequency domain, the sine 
shape must be infinite. Truncation o f the sine results in ripples in the frequency 
envelope, which can be minimised by weighting the sine shape with a Gaussian 
function, as shown in Figure 1.9.
Different slices in the sample may be excited by altering the frequency content 
o f the selective RF pulse. Multislice imaging can therefore be performed in the same 
time taken for a single slice image, by exciting the second slice whilst the first is 
relaxing back to equilibrium, and so on.
The resonance frequency o f the nuclei within a slice w ill vary with z across the 
slice due to the presence of the gradient. This causes the individual magnetic moments 
to dephase with time, resulting in a loss of signal. The magnetic moments can be 
rephased by application o f a second giadient pulse in the negative z-direction. The 
strength o f this ‘rephase’ gradient is determined empirically, by maximising the 
resulting FID.
1.5.2 Projection reconstruction
Consider two tubes of water placed in a homogeneous static magnetic field 
along z, placed at positions x  ^ and x% along the x-axis as shown in Figure 1.10(a). The 
spectrum, produced by either FT or continuous wave NMR, w ill contain only a nanow 
band of frequencies centred on the Larmor frequency co^ .
Application o f a linear magnetic field gradient along the x-direction, causes 
the resonance frequency of the nuclei to be proportional to the distance along the x-axis. 
The spectrum acquired in the presence o f this gradient has the form shown in Figure 
1.10(b), and is called a ‘projection’ o f the sample in the x-direction. The frequencies 
o f the centres of the projections of the two tubes, co, and CDj, may be found from 
Equation 1.34, replacing z with x:
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(a) B. (b) Amplitude
œ0) CÛ,2
Figure 1.10 Formation o f a projection. (a) Geometry o f two water samples in a 
(b) The corresponding 
projection in the frequency domain, showing the projections o f the two 
tubes centred at frequencies and CO2.
magnetic field gradient G* at positions x, and x^
Reconstructed
image
Projections
Figure 1.11 Formation o f an image by projection reconstruction, showing the two water 
samples depicted in Figure 1.10.
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= yB , + yG^x, 
cûj = yB  ^ + yO^Xj (135)
The height o f the projection at each frequency is proportional to the number o f nuclei 
which are resonant at that frequency.
By rotating the direction o f the gradient, a number o f projections in different 
directions may be obtained (Figure 1.11), which can be reconstructed to form an image 
using backprojection (see for example Mansfield (1982)).
1.5.3 2D Fourier transfoim imaging
Two-dimensional Fourier transform (2DFT) imaging was introduced by Kumar 
(1975). A  simple 2DFT imaging sequence is shown in Figure 1.12 overleaf. A selective 
90° RF pulse and slice select gradient defines a slice within the sample, and the 
spatial information within the slice is encoded with additional gradients G% and Gy as 
described below.
(i) Phase encoding
Encoding o f spatial information in the y-direction is achieved by allowing the 
FED to evolve under the influence o f a phase encoding gradient Gy, applied for a 
variable length o f time ty. This intioduces a phase shift into the received signal which 
is a function o f the displacement along the y-axis. The phase encoding period ty is 
stepped through n values, where n is the number of image points required in the 
y-direction.
Alternatively, as in the spin-warp imaging sequence of Edelstein (1980), the 
amplitude of the phase encoding gradient can be varied whilst keeping its duration fixed 
as in Figure 1.12.
(ii) Frequencv encoding
For each step in the phase encoding gradient, a frequency encoding gradient is 
applied during data acquisition to encode the FID in the x-direction. Application of a 
gradient G^ causes the resonance frequency o f the nuclei in the sample to be
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Figure 1.12 Gradient echo (GE) imaging sequence.
90° 180°
RF RF Pulses
Slice
selection
Phase
encoding
Data accjuisition
Frequency
encoding
Signal- Spin echo
Figure 1.13 Spin-echo (SE) imaging sequence.
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proportional to their position along the x-axis, and a Fourier transform o f the signal in 
the presence o f this gradient produces a projection o f the sample in the x-direction. The 
frequency encoding gradient is often termed the read-out gradient, because it is applied 
during data acquisition.
In this way, a 2D data set is built up, on which a 2D Fourier transform is 
performed to produce the spatial distribution o f nuclei in the x- and y-directions.
(iii) Common imaging sequences
In the imaging sequence shown in Figure 1.12, the acquired signal is in the form 
o f a gradient echo. The spins are dephased with a negative gradient pulse in the 
x-direction, and then rephased by the read-out gradient producing a gradient echo. 
A  phase encoding gradient Gy o f variable amplitude encodes the spatial information in 
the y-direction.
The spin-echo sequence (Figure 1.13) is the other most commonly used 
sequence, and employs a 180° refocusing pulse to produce a spin echo. The 180° pulse 
may be non-selective or selective, in which case dephasing o f the magnetic moments 
due to the 180° slice select gradient is counteracted by applying a further gradient pulse 
along z. This is in practice a continuation of the slice select pulse, having the same 
polaiity since it is applied after the 180° pulse. Similaily, the dephasing effects o f the 
read-out gradient are refocussed by application o f a positive gradient pulse in the 
x-direction.
The basic 2DFT sequences described above can be adapted for use in a wide 
range of imaging sequences.
1.5.4. Fast Magnetic Resonance Imaging
The time taken to acquire a 2DFT image with n phase encoding steps, N 
averages and repetition time TR is nNTR. Thus for a typical image with n=256, N=2 
and TR=1 second, the acquisition time is 512s, or 8.5 minutes. Thus a clinical 
examination requiring several or more images becomes impractical. Recently two types 
o f fast imaging have been developed which enable images to be acquired in under a 
minute, improving patient comfort and throughput.
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(i) FLASH-based sequences
The basic FLASH (fast low-angle shot) sequence was proposed by Haase (1986), 
and consists o f a gi'adient-echo sequence as shown in Figure 1.12 with reduced RF 
pulse angle a  and repetition time TR. The longitudinal magnetisation is reduced 
since it  does not have time to fu lly  recover between RF pulses, but reaches a steady 
state (Carr (1958)) where the reduction is compensated by longitudinal relaxation. The 
signal obtained is a maximum when cos a  = exp(-TR/Ti) (Waugh (1970)).
I f  T2 > TR, there w ill be residual transverse magnetisation at the end of 
each repetition which produces unwanted stimulated echoes (Frahm (1987)), causing 
image artifacts. Several modified sequences have been developed to overcome this 
problem. Gradient-spoiled (Frahm (1987)) and RF-spoiled (Zur (1991)) FLASH destroy 
the residual transverse magnetisation, leaving a Tj-weighted image. Refocussed FLASH 
(Darasse (1986)) refocusses the components o f M^y, and image contrast depends on 
T 1/T2.
FLASH sequences are relatively simple to implement, and do not require any 
extra hardware. It is possible to reduce TR to around 10ms so that an image may be 
acquired in several seconds.
RF
90°
- W ------------------------------------------- II-
Gy
-II-
Data acquisition ^
Figure 1.14 Echo-planar (EPI) imaging sequence.
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(ii) Echo-planar imaging
Echo-planar imaging (EPI) is was proposed by Mansfield (1977a), and is very 
fast since only one repetition o f the sequence is required. The sequence (Figure 1.14) 
employs an oscillating gradient Gy, which produces a train o f gradient echoes which are 
acquired in the presence o f the read-out gradient G .^ The image is reconstructed with 
a single Fourier transform and re-ordering o f the data points. (For more detail, see 
Mansfield (1982).)
The imaging time can be as short as 100ms. EPI is not as yet commonly used 
since it is not easy to implement, EPI images have reduced signal-to-noise, and has 
stringent hardware requirements because o f the fast gradient switching required.
1.5.5. M R I o f flowing blood
Flowing blood can be imaged with MR I, without the use of contrast media. The 
two main types o f sequence which can produce contrast between flowing blood and the 
surrounding tissue are discussed briefly below.
(i) Time o f flight techniques
This is the simplest method o f flow detection, and relies on the variation of 
signal intensity between static and flowing spins (M ills (1984)). The flowing blood may 
show increased or decreased signal intensity relative to the surrounding tissue.
The process which causes increased signal from flowing blood is shown in 
Figure 1.15(a). The signal intensity o f the imaging volume decreases due to saturation 
effects. In-flow o f unsaturated spins from outside the imaging volume causes relative 
enhancement o f the signal from the blood vessel. This is also known as the in-flow 
effect.
However i f  presaturation pulses are applied outside the imaging volume as 
shown in Figure 1.15(b), in-flowing blood w ill show signal loss relative to the 
surrounding tissue. This is known as a flow void.
(ii) Phase-shift techniques
Phase-shift techniques for blood flow imaging use the fact that spins flowing in 
the presence o f a gradient w ill acquire a phase shift relative to static spins. Application 
o f a bipolar gradient as shown in Figure 1.16 w ill result in static spins having no net
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Figure 1.15 Time of flight techniques for imaging blood flow, (a) In-flow of 
unsaturated spins causes NMR signal enhancement, (b) Pre-saturation o f 
in-flowing spins causes a flow void. (The shaded areas represent static 
spins.)
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Figure 1.16 Flow dephasing: application o f a bipolar gradient pulse causes flowing 
spins to acquire a net phase shift (]), while static spins acquire no net phase 
shift.
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phase shift, while flowing spins acquire a phase shift (J) proportional to the flow 
velocity, gradient strength and time between the two gradient pulses. This is known as 
flow dephasing, and flowing blood w ill appear dark relative to surrounding tissue.
The flowing spins may be rephased by using further gradients, the complexity 
of which depends on the type o f flow, for example, the effects of flow of constant 
velocity can be refocussed with a technique known as even-echo rephasing (Waluch 
(1984)). These techniques are known as flow compensation, and can be used to suppress 
image artifacts due to flow.
I f  a flow dephased image is subtracted from a flow compensated image (Figure 
1.17), static tissues are cancelled out leaving only the vessels containing flowing blood: 
this is the basis o f Magnetic Resonance Angiography (MRA).
Flow compensated 
image
Static tissues + vessels
Flow dephased 
image MR angiogram
Static tissues Vessels only
Figure 1.17 Subtraction o f a flow dephased image from a flow compensated image 
yields an MR angiogram, showing blood vessels but no surrounding static 
tissues.
1.6 C L IN IC A L  A P P LIC A TIO N S  O F M R I
1.6.1 Introduction
The clinical use of MR I was first suggested by Lauterbur (1973), with the first 
images o f live human anatomy (fingers) published several years later by Mansfield 
(1977b). Within a decade of Lauterbur’s original suggestion, MRI scanners were able 
to produce good quality images o f all parts of the human body, and MRI was being
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applied in a wide variety o f clinical circumstances.
M R I had the immediate advantage over X-ray CT (computed tomography) in 
that it did not employ ionising radiation, allowing repeat examinations with no known 
effects on the patient, and imaging o f radiation-sensitive areas such as the eyes and 
reproductive system. M R I is considered safe provided the static magnetic field, gradient 
switching, and use o f RF radiation is kept within the limits specified by the NRPB
(1991). The other main advantage o f M R I over CT was that imaging was not restricted 
to the transaxial plane. However it  was slow and expensive.
The development o f new M R I techniques means that physiological as well as 
anatomical infoimation can now be obtained, and fast imaging sequences allow 
examinations to be carried out in a reasonable time. Fast imaging techniques, together 
with developments in MR I instrumentation, mean that M R I is not so expensive and 
therefore a more practical imaging option.
1.6.2 Anatomical applications o f M R I
MRI produces images with good soft tissue contrast, due to the different NMR 
parameters (relaxation times and proton density) of different tissues. The contrast can 
be varied by using different pulse sequences, to give for example T^- or T%-weighted 
images. Liquids, such as that within cysts, and stationary blood, have long relaxation 
times and are easily distinguishable from soft tissues. Compact bone, which is a solid 
and thus has a very short Tg, is undetectable with conventional clinical MRI.
MRI is used to detect a wide variety o f anatomical abnonnalities, such as 
tumours, although the relaxation timqs o f normal and abnormal tissues are not unique, 
with wide ranges o f values that overlap, so that it  is not always possible to distinguish 
between different abnormalities. M R I is particularly useful in the diagnosis of disorders 
o f the central neiwous system (CNS), the musculoskeletal system, and the abdomen 
(see for example Bisese (1988)).
(i) The brain and CNS
MRI can produce images o f the brain with good contrast between grey and white 
matter, and has proved sensitive to pathological changes over a wide range of 
neurological disorders. These include cerebrovascular disorders such as cerebral 
infarction, haemorrhage and haematoma; intracranial infections such as encephalitis;
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demyelinating diseases such as multiple sclerosis in which the cerebral lesions are well 
demonstrated; and changes in the brain due to trauma.
MR I is an important tool in the diagnosis of brain tumours, although due to the 
wide ranges of relaxation times in normal and pathological tissue, it is not always 
possible to ascertain the exact nature o f the tumour.
MR I is also useful in the diagnosis o f disorders and lesions o f the spinal cord, 
such as those due to multiple sclerosis, because o f its good soft tissue contrast and its 
capability o f imaging in the sagittal plane.
(ii) The musculoskeletal system
Magnetic resonance spectroscopy (MRS) has long been used to study the 
metabolism of healthy and diseased muscle, but M R I is also widely used to image the 
musculoskeletal system (Peterfy (1994)). M R I is useful in diagnosing disorders such as 
bone-marrow disorders (using fat-suppression techniques), spinal abnomialities like 
‘slipped’ discs and degenerative disc diseases, and cartilage and tendon problems in 
joints. M R I of joints is very effective because of the good contrast between the different 
parts o f the joint: muscle, cartilage, tendon, compact bone, bone-marrow, fat and 
synovial fluid; and because of its multiplanar imaging capabilities.
Kinematic MR I, in which a series o f rapidly acquired images is obtained o f a 
jo in t (such as the knee or finger) in different static positions and then displayed in the 
form of a cine loop, can be used to investigate the function o f joints such as the knee 
(but see also section 1.6.3(i)).
( iii) The abdomen
MR I is very effective in the diagnosis o f disorders o f the abdomen, again due 
to the good soft tissue contrast (see for example Bisese (1988)). Disorders o f the liver 
including carcinoma, hepatic cysts and chronic liver disease are well demonstrated 
(Kanzer (1991)). MR I is also used in diagnosis o f disorders of the pancreas, kidneys, 
and urinogenital system such as ovarian cysts.
MR I can also be used to diagnose foetal abnormalities (H ill (1988)). Although 
there are no known biological effects o f MR I provided the NRPB guidelines are 
followed (NRPB (1991)), foetal imaging is usually limited to the second and third 
trimesters o f pregnancy. However it is unlikely that MR I w ill ever replace ultrasound
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as the primary obstetric imaging method.
(iv) The breast
X-ray mammography is likely to continue as the main breast imaging technique 
because of its speed and low cost, but MR I can be useful in certain circumstances 
(Powell (1988)). M R I shows cysts clearly, and is effective in diagnosing lesions close 
to the chest wall, and silicone implant problems. Both malignant and benign breast 
tumours are well visualised with MR I, but the overlap in NMR properties does not 
allow conclusive discrimination. In addition, micro-calcifications, which are highly 
indicative o f breast cancer, are not visible on MR images because o f their solid nature.
1.6.3 Physiological applications o f MR I
The development o f new M R I techniques means that physiological as well as 
anatomical information can now be obtained with MRI. I t  is now possible to study 
moving paits o f the body such as joints and the heait, flow ing blood and more recently 
brain function.
(i) Motion
Moving objects can be imaged with the use of fast imaging sequences such as 
FLASH and EPI (see section 1.5.4), and by using gating, in which data acquisition is 
triggered from a particular point in a physiological cycle, for example the heartbeat or 
respiration.
Joints can be imaged during active movement with fast imaging sequences, 
enabling abnormal interactions between the soft tissues to be investigated. Boli o f 
contrast media can be tracked through the alimentary canal, allowing abnormalities of 
digestive function to be studied.
ECG-gating allows the heart to be imaged at any point during the cardiac cycle. 
A series o f images can be obtained at different points in the cardiac cycle, and 
displayed in a cine loop, enabling cardiac function to be evaluated, for example valve 
motion, myocardial wall motion and thickness. Fast imaging techniques mean that the 
heart can be imaged in ‘pseudo’ real time, so that it is possible to image patients with 
an unstable heart rate, and also to assess perfusion of the cardiac muscle by tracking 
a bolus of contrast medium through the heart. 3D imaging means that cardiac function
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can be assessed more easily, by enabling measurement o f the ‘cardiac indices’ : the 
chamber volumes, stroke volume and ejection fraction.
Unwanted motion, for example that due to respiration, can be a problem, causing 
image artifacts. Several techniques exist for the suppression o f motion artifacts (Hunt 
(1992)).
(ii) Blood flow
Many M R I techniques have been developed which allow the detection o f blood 
flow  (Hunt (1992)), thus enabling abnormal blood flow in any part of the body, 
including the heart, to be investigated. The three main types o f blood flow are 
macroscopic flow, diffusion and capillary flow. Blood flow can be affected by a variety 
o f pathological conditions such as tumours which can result in either increased or 
decreased flow to a region o f tissue. MR angiograms, images o f blood vessels, can also 
be produced (see section 1.5.5), enabling conditions such as angina and stenoses to be 
diagnosed.
(iii) Functional imaging o f the brain
It has recently become possible to investigate brain function with MR I (Carswell
(1992)). Functional MR I of the brain is reviewed in Chapter 4. Brain function alters 
many parameters, including blood flow  rate and the oxygen content o f the blood in the 
cerebral blood vessels. The former affects T^, the latter alters the magnetic susceptibility 
% o f the blood, which affects the apparent transverse relaxation time T^*. Thus, by using 
sequences sensitive to Tj or T2*, it is possible to see changes in M R I images when the 
brain is functioning in response to some external stimulus such as flashing lights.
The technique is still in its infancy, but has enormous clinical potential in the 
investigation o f disorders o f the brain (for example, psychiatric conditions such as 
schizophrenia), in addition to increasing understanding o f normal brain function.
1.6.4 Example MR images acquired at Q.15T and 0.5T
A selection o f MR images, mostly acquired in the Physics Department o f the 
University o f Surrey, are shown in Figures 1.18 to 1.120 (overleaf). The images o f a 
normal and traumatised brain shown in Figure 1.18 were acquired in the late 1980s with 
a 0.15T MR I system incorporating a resistive whole-body magnet with home-built
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(a) (b)
Figure 1.18 Images of the brain acquired on the University of Surrey 0.15T system.
Transverse T,-weighted images o f (a) a normal brain, and (b) the brain of 
a 26-year old car accident victim, showing enlarged lateral ventricles due 
to trauma.
Figure 1.19 A sagittal image of a normal brain acquired on the University o f Surrey 
0.5T system.
34
SMIS 0.5T Siipercuiiiliictin» MRI System
AIulü %Ucy Spill Etltu M u lti slice Spill Erlio ( ifT rPtitrp fipM nf view  
Shouldpr
('iiip  arqiiisirinn, I'ii-adiPtit Erim  
S'Kort axis cai'diar image
( "iiiP arqiiisitinn. U: arlipiit F rlio  
Shoit axis cardiac image
V p lrr itj- piicndp imaging 
Iw o  time delays Ihrougli 
ma]ot'vessels of he a it
3 D , C radical Echo Liiagc of 
tiie knee
2D , M u lti slice, Gradient Echo 
Iinase of the knee
VTagiiehsatinii ti'ansfpr image  
of the knee
Figure 1.20 Clinical images acquired at 0.5T with a variety o f pulse sequences; the top 
three images were acquired on the University o f Surrey 0.5T system. 
(Courtesy o f SMIS Ltd.)
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control hardware and software. The image of a normal brain shown in Figure 1.19 was 
acquired recently with a 0.5T M R I system incorporating a superconducting whole-body 
magnet with an SMIS L td console. Figure 1.20 shows MR images o f the brain and 
shoulder (acquired at the University o f Surrey), heart and knee, all acquired at 0.5T 
with various pulse sequences, showing the diversity o f clinical circumstances to which 
M R I can be applied.
There is some debate about the optimum magnetic field strength for clinical 
MR I, but in general, higher field systems (which are more expensive) produce better 
quality images with higher resolution and signal-to-noise. This can be seen in the 
images in Figures 1.18 and 1.19, although recent developments in M R I hardware mean 
that good quality images can now also be produced at lower field strengths. The 
optimum field strength also depends on the particular application, for example 
functional imaging o f the brain gives better results at higher field strengths.
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C H A PTER  2: IN S T R U M E N T A T IO N
2.1 O V E R V IE W  OF M R I SYSTEM
The basic elements o f the University o f Surrey whole-body magnetic resonance 
imaging system. Figure 2.1, are shown schematically in Figure 2.2 overleaf. The current 
system, based on a 0.5T superconducting magnet and a SMIS spectrometer, replaced 
the previous home-built 0.15T whole-body system which was used for the shimming 
work in Chapter 3.
Figure 2.1 The University of Surrey 0.5T whole-body MRI system.
The generation and timing o f radiofrequency (RF) pulses and gradient 
waveforms are controlled by the SMIS console, which also performs the data 
acquisition and processing. Following pre-emphasis, the gradient waveforms are 
amplified and transmitted to the gradient coils. The RF pulses are amplified and 
transmitted to the RF coil, which also receives the NMR signal from the sample and
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Figure 2.2 Schematic diagram o f the University o f Surrey MR I system.
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sends it  via the preamplifier to the spectrometer for digitisation and processing. The 
diplexer serves as a switch so that the RF coil can act either as a transmitter or receiver. 
The elements o f the system are described in more detail below.
2.2 TH E  M AG NET
Initia lly the whole-body M R I system was based on a 0.15T 100cm bore 
resistive magnet consisting o f two Helmholtz coil pairs. A  45kW power supply 
generated the magnet current, and the magnet and power supply unit were water- 
cooled. The field produced by this magnet (used for the work in Chapter 3) was 
relatively unstable and inhomogeneous.
In 1990 the resistive magnet was replaced by an 80cm bore 0.5T self-shielded 
superconducting magnet supplied by Oxford Instruments. This magnet is cooled 
solely by liquid helium, which is recycled by a compressor unit. A Faraday cage 
built around both ends o f the magnet bore screens out RF interference from 
equipment in the surrounding area.
Neither magnet was equipped with a set o f shim coils, although crude 
shimming o f the superconducting magnet could be perforaied with the gradient pre­
emphasis unit (section 2.4).
2.3 SM IS SPECTROMETER CONSOLE
2.3.1 Hardware
The components of the SMIS spectrometer console are shown schematically 
in Figure 2.3 overleaf. The spectrometer is based on a 486 host computer. The 
generation o f pulse sequences is controlled by the pulse programmer, which controls 
output from the waveform generators which store user-defined RF and gradient 
waveforms.
The RF signal is generated by a PTS frequency synthesiser and output to the 
RF amplifier. The received signal is digitised by ADCs and can be rapidly processed 
by the 25 MFlops array processor which performs the image reconstruction and any
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further data processing.
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Figure 2.3 The components o f the SMIS spectrometer console.
2.3.2 Software
The SMIS NMR Imaging and Spectroscopy software package runs on the 486 
host computer from within Microsoft Windows.
Pulse programs are written in a special pulse programming language (PPL), 
which is similar to C. A waveform editor allows RF and gradient waveforms to be 
generated using either preset shapes or user-defined functions. The PPL program is 
compiled into Forth prior to execution. A special header at the top o f each PPL 
program contains the experimental pai*ameters such as pulse lengths and repetition 
times. This header is used by the parameter editor to generate a parameter file, 
allowing parameters to be set before the sequence is executed. The sample editor
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stores information about the sample under investigation.
The scan control program allows the pulse sequence to be run either in setup 
or acquisition mode. In setup mode, the NMR signal can be observed and many 
sequence parameters changed interactively, before actually running the sequence and 
acquiring the data. After data acquisition, images and spectra can be reconstructed, 
displayed and analysed.
2.4 TH E  G RAD IENT C H AIN
The gradient chain is shown in Figure 2.4. The gradient waveforms produced 
by the pulse programmer and waveform generators are transmitted to the gradient 
amplifiers via a pre-emphasis unit, and then transmitted to the gradient coils via low- 
pass filters.
Spectrometer Console
DAG
DAG
DAG
Low Pass 
Filters
Pre-emphasis
Unit
MR3031 
Waveform 
Generator 1
MR3031 
Waveform 
Generator 2
Grown M-600 
X,Y,Z Gradient 
Amplifiers
Gradient Goils
Figure 2.4 The components o f the gradient chain.
The pre-emphasis unit adds corrections to the gradient wavefoiTns, producing 
gradient pulse shapes which compensate for the effect o f eddy currents generated
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within the magnet by the time-dependent gradients used in imaging. The pre­
emphasis unit may also be used for shimming the x, y and z components of the 
magnetic field.
The compensated gradient pulses are amplified by three pairs of Crown M- 
600 IkW  amplifiers, two per axis. Each amplifier is capable o f delivering a peak 
current o f 38A for 5-10ms, and an RMS current o f 16A.
The gradient pulses are then transmitted to the gradient coils in shielded 
coaxial cables, via low-pass filters which eliminate extraneous signals. The gradient 
coils are saddle coils with 19 turns per gradient axis, producing a maximum gradient 
strength o f 6mT/m.
2.5 TH E RF SUBSYSTEM
The elements of the RF subsystem are shown in Figure 2.5 overleaf. The RF 
pulses generated by the PTS synthesiser are transmitted to the transmit-receive RF 
coil via the RF amplifier and diplexer, which acts as a switch. The NMR signal from 
the sample is amplified by the pre-amplifier before being sent to the receiver which 
prepares the signal for digitisation and subsequent processing. The different elements 
o f the RF subsystem are described in more detail below.
2.5.1 Transmitter and RF amplifier
The PTS frequency synthesiser generates a continuous signal of fixed 
frequency (21.245MHz) which is sent to the transmitter. There the signal is gated 
and modulated by the RF waveform generated by the pulse programmer and 
waveform generator boards. The shaped RF pulse is then attenuated or amplified by 
the user before being amplified by the Analogic AN8061 IkW  solid state amplifier, 
which is also gated to reduce transmitted noise.
2.5.2 Diplexer
The amplified RF pulse is transmitted to the RF coil via the diplexer, which 
is effectively a switch allowing a single coil to be used to both transmit the RF 
pulses and receive the NMR signal.
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Figure 2.5 The elements o f the RF subsystem.
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Figure 2.6 The diplexer circuit diagram.
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m
RF CoilPre-amplifier
The circuit diagram o f the diplexer is shown in Figure 2.6. The diplexer 
contains three X/A cables, X being the wavelength o f the RF in the cables. These X/4 
cables convert a low impedance to a high impedance, and vice versa.
In transmit mode, the transmitted RF voltage is much greater than the -0.5V 
needed to activate the diodes D^, which thus act as an open circuit. The XIA cable 
AB transforms this to a very high impedance, and thus the RF power is transmitted 
to the coil.
In receive mode, the voltage o f the NMR signal is not high enough to 
activate either sets o f diodes, so the signal travels directly from the coil to the pre­
amplifier where it  is amplified before entering the receiver. The diodes D, also 
reduce any noise from the transmitter in receive mode.
2.5.3 Receiver
The incoming NMR signal S is amplified on entering the receiver, mixed 
with a reference signal o f frequency IF (2MHz for this system), and passed through 
a low-pass filter. The resulting signal, IF+S, is then passed through a phase-sensitive 
detector where it  is split into two components. One component is mixed with a 
reference signal IF, and the other is mixed with a reference signal also o f frequency 
IF but phase-shifted by 90°. A  further low-pass filter finally results in two signals 
with a 90° phase-shift, in the audiofrequency range.
The two signal components are digitised by sampling at a frequency which 
is at least twice that o f the signal to avoid aliasing. The signal is then ready for 
processing.
2.6 TH E RF C O IL
The coil built by the author and used for the work in section 2.8 was the 
birdcage coil shown in Figure 2.7 overleaf, used for both transmitting the RF pulses 
and receiving the NMR signal. This type o f coil (Hayes (1985)) generates an RF 
field o f high homogeneity, and has a good signal-to-noise ratio.
Figure 2.8 overleaf shows the circuit diagram of the birdcage coil, which is 
cylindrical and has been opened out for clarity. The coil essentially consists of two
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Figure 2.7 The transmit-receive birdcage RF coil.
Coaxial Cable
Figure 2.8 The circuit diagram of the birdcage coil shown in Figure 3.7 above. Cy 
and Cm are the tuning and matching capacitors respectively.
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end-rings connected by a number N o f equally spaced ‘ legs’ (8 in this case) each 
including an identical capacitor C. It can be shown (Hayes (1985)) that, i f  N is 
even, this coil has N/2 resonances at frequencies given by
CO = LC sin.
T im
IT
(2.1)
where m is an integer l ^ ^ / 2 ,  and L  is the inductance o f each end-ring segment 
between two legs. The capacitor Cy allows the coil to be tuned to the resonance 
frequency o f the sample, and allows impedance matching to give maximum RF 
power transfer from the transmitter to the sample.
When the coil is correctly tuned, a standing wave is set up in the end-rings, 
which causes nodes and antinodes in the current flow in the legs. In the 8-leg version 
o f the coil (see Figure 2.9), legs 1 and 5 are antinodes with maximum current, legs 
3 and 7 are nodes with zero current, and the other four legs have intermediate 
current. The net result o f this arrangement is an RF field which is very unifoim over 
a large region within the coil.
1
7
B
Figure 2.9 The RF field Bj, indicated by the arrows, produced by the birdcage coil 
shown in Figure 2.7. Legs 1 and 5 are antinodes carrying maximum 
current, legs 3 and 7 are nodes carrying no current, and legs 2, 4, 6 and 
8 carry intermediate current. (Crosses indicate current into the page, 
circles current out of the page.)
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The legs and end-rings o f the coil consisted o f 1cm wide sti'ips o f copper 
tape, affixed to a clear perspex former o f diameter 25cm, and soldered together. The 
coil was mounted between two perspex end-plates strengthened by three perspex 
bars. The two bars at the base o f the coil had pegs attached which matched holes in 
the base o f the sliding bed, to allow reproducible positioning o f the coil. Two large 
pegs were attached to the variable capacitors to facilitate tuning and matching.
The coil was tested with a network analyser, and the capacitors and C2 
were adjusted to allow tuning and matching at 21.245MHz without interference from 
other unwanted resonances.
2.7 SYSTEM S T A B IL ITY
2.7.1 Introduction
The stability o f the 0.5T whole-body system was investigated with the aim 
o f assessing its capability o f peifoiTning functional imaging o f the brain (reviewed 
in Chapter 4). A t 0.5T, signal changes caused by brain activation would be at most 
-0.5% due to the susceptibility effect (4.2.2(v)(b)), and in the range -0.5% 
(capillaries) to -25% (intermediate-sized vessels) due to the inflow effect 
(4.2.3(ii)(d)). Thus, observation of functional signal changes in the capillaries due 
to either the susceptibility or inflow effect requires the system stability to be much 
less than 0.5%. Observation o f signal changes due to the inflow effect in larger 
vessels does not require such good stability, but such signal changes are not so 
closely localised to actual regions o f activated brain tissue. Large functional inflow 
signal changes could be observed with system stability less than 5%, and smaller 
changes would be observable with system stability less than 1%.
The stability o f the RF system, the gradient chain, and the system as a whole 
was tested with various pulse sequences as described in the methods section (2.7.2). 
These tests were carried out over the duration of a typical functional imaging 
experiment, and also in the long-term. The effects o f temperature on stability were 
investigated for the long-term experiments. The results are given in section 2.7.3, and 
are discussed in section 2.7.4, with conclusions and implications for functional 
imaging on the 0.5T system.
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2.7.2 Methods
The coil used for the stability tests was the birdcage coil shown in Figure 2.7. 
The phantom used for all the stability tests was a perspex cylinder o f diameter 20cm 
and height 4cm, containing distilled water doped with copper sulphate.
(i) RF subsystem stability
The stability o f the RF subsystem was tested with a non-selective 90° RF 
pulse repeated at time intervals TR. The resulting FED was acquired and Fourier 
transformed to give the corresponding frequency spectrum.
Note that in these experiments, the gradient amplifiers were switched on to 
allow simple X, Y and Z shimming, although no gradient pulses were applied. Thus 
the results were a measure o f the stability o f the RF subsystem plus the gradient 
chain electronics.
The experimental procedure was as follows. For the short term stability 
measurements, twenty FIDs were acquired at intervals TR=lsec. For the long-term 
stability measurements, the short-term procedure was repeated twenty times at 
intervals o f either 30 minutes or 10 minutes, thus giving twenty sets o f twenty FIDs. 
In the long-term experiments, the laboratory temperature was measured with a 
thermocouple thermometer connected to a chart recorder.
(ii) Gradient chain stability
Two different sequences were used to test the stability o f the gradient 
chain and the G  ^ and Gy gradient chains.
A slice-selective spin-echo sequence was used to test the stability o f the G  ^
chain. This sequence, shown in Figure 2.10 overleaf, consisted o f a slice-selective 
90° pulse followed after an interval TE/2 by a slice-selective 180“ pulse. The 
sequence was repeated at intervals TR. The resulting spin-echo produced at time TE 
was acquired and Fourier transformed to produce the frequency spectrum of the 
selected slice.
The stability o f the G% and Gy chains was tested with the gradient-echo 
sequence shown in Figure 2.11 overleaf. A gradient-echo sequence was chosen since 
functional imaging generally employs this type of sequence. A slice-selective 90° 
pulse and G., gradient pulse first selected a slice in the z-direction. Application of
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Figure 2.10 Spin-echo pulse sequence used to test stability.
90*
RF
TE
Figure 2.11 Gradient-echo pulse sequence used to test G  ^ and Gy stability; G^ g^ d is 
set to G  ^ and Gy respectively.
a read gradient, either in the x- or y-direction, produced a gradient echo at time TE 
which was acquired and Fourier transformed to give a one-dimensional projection 
in the x- or y-direction respectively. The sequence was repeated at intervals TR.
For these measurements, TR=lsec, TE=40ms, the slice thickness was 15mm 
and the gradient ramp times were 0.7ms, The short- and long-tenn experimental 
protocol was as for the RF subsystem tests (section 2.7.2(i)), with the long-term 
measurements repeated at intervals o f 30 minutes.
Note that these measurements tested the stability o f both the RF subsystem 
and gradient chains, but with the application o f gradient pulses.
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A brief investigation into the effects o f eddy currents resulting from the 
applied gradient pulses was also carried out, using the sequence in Figure 2.12. A 
gradient pulse was followed by a variable delay TD, after which a 90“ pulse 
produced an FID. This sequence was repeated for all three gradient directions with 
four values o f TD (1, 10, 100 and 1000ms), to indicate the effects o f eddy current 
components with long and short time constants. The gradient ramp times were 0.7ms, 
the value used in fast imaging sequences on this system.
Gradient
RF
TD
— I—  1
90°
Figure 2.12 Pulse sequence used to investigate the effect o f eddy currents, 
consisting o f a gradient pulse (in the x-, y- or z-direction), followed by 
a 90“ RF pulse after a delay TD.
(iii) Image stabilitv
The stability o f the whole system was investigated by acquiring images with 
a gradient echo (GE) sequence as shown in Figure 2.13 overleaf, both with a long 
TR ("standard" GE) and a short TR (FLASH).
In the standard GE imaging sequence, the RF pulse angle a=90“, TR=lsec 
and TE=40ms. In the FLASH sequence, TR was reduced to 100ms, and a  was 
reduced to the Ernst angle a^, given by cos(%E=exp(-TR/TJ=44“, where T^ is the 
longitudinal relaxation time o f the phantom (Waugh (1970)). This angle gives the 
maximum signal-to-noise ratio for a sequence with TR less than 5T,.
The standard GE imaging parameters were TR=lsec, TE=40ms, a=90“, slice 
thickness 15mm, resolution 256x256 pixels, NEX=2 (with DC correct). The time to 
acquire one image was thus 8min32sec. For the FLASH images, the parameters were 
the same except TR= 100ms and a=44“, giving the acquisition time per image 
51.2ms. The FLASH imaging parameters were chosen to approximate those likely 
to be used for functional imaging on this system. For both imaging sequences, five 
pairs o f images were acquired with a Isec time delay between.
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RF
TE
Figure 2.13 Gradient-echo pulse sequence used to test the stability o f the whole 
system. For the "standard" GE images, a=90°, TR=lsec and TE=40ms; 
for the FLASH images, a=44% TR=100ms and TE=40ms.
(iv) Temperature measurement
The temperature o f the laboratory was measured during the long-term stability 
experiments with a thermocouple thermometer connected to a chart recorder. The 
thermocouple was calibrated against a mercury thermometer for each experiment. A 
linear regression was then performed on the data set, enabling the temperature at any 
point on the chart recorder trace to be calculated.
2.7.3 Results
(i) Stabilitv of the RF subsystem
Note that these results reflect the stability o f the RF subsystem and the 
gradient chain electronics. The effect o f gradient pulses is given in section 2.7.3(ii).
(a) Short-term stabilitv
Twenty FEDs were acquired at Isec intervals. The variation in height, 
frequency and linewidth (FWHM) of the peak in the resulting real frequency 
spectrum (as a percentage o f the mean value) was plotted as a function of time,
51
(a)
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Figure 2.14 The short-term stability o f the RF subsystem. The deviation in (a) peak 
height, (b) peak frequency and (c) peak linewidth over 19 seconds.
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shown in Figure 2.14.
It can be seen from Figure 2.14(a) that the peak height varied smoothly over 
19sec, with a maximum (peak-to-peak) variation o f 0.99%. The peak frequency 
varied only slightly with a maximum variation o f 0.21%, as expected since 
superconducting magnets are very stable. The peak linewidth appeared to vary 
considerably from one repetition to the next, with a maximum variation o f 3.59%. 
This is more likely to be a result o f the measuring process rather than actual 
instabilities.
(b) Long-term stabilitv
Twenty sets o f twenty FIDs were acquited, twice separated by an interval of 
30mins, and once by lOmins. The temperature o f the laboratory was measured for 
each set o f FIDs. The mean and standard deviation o f the resulting real spectral peak 
heights and frequencies for each set o f twenty FIDs was plotted as a function o f time 
and temperature.
In all three long-term experiments, the peak frequency was stable to within 
0.5% over the duration o f the experiment, as expected for a superconducting magnet.
The variation in peak height and temperature with time for all three long-term 
experiments is shown in Figure 2.15. The maximum variation in peak height for the 
three experiments was (3.50±0.49)% and (2.06±0.65)% over 9.5hrs, and 
(6.74±0.56)% over 190mins. Since the temperature varied during the experiments, 
and the maximum variation in peak height occurred in the third experiment when the 
temperature varied the most, it  appeared that there was a link between stability and 
temperature.
The peak height was plotted against temperature for all three experiments 
(Figure 2.16). A linear regression was performed on each complete data set, and on 
a reduced data set for the second and third experiments. In all three experiments 
there was a significant relationship (at the 5% level) between peak height and 
temperature. '
In the first experiment (Figure 2.16(a)), the lineai' regression gave an increase 
in peak height o f (1.27+0.35)%/°C (correlation coefficient, r=0.64).
In the second experiment (figure 2.16(b)), the complete data set gave a 
decrease in peak height of (-0.84±0.16)%/°C (r=-0.77), whereas disregarding the first
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Figure 2.15 The long-term stability o f the RF subsystem. The deviation in peak 
height with time over (a) and (b) 9.5 hours, and (c) 190 minutes, and 
the variation in temperature during that period.
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Figure 2.16 The stability o f the RF subsystem with temperature. Peak height versus 
temperature for the three experiments shown in Figure 2.15. The lines 
represent linear fits to the data points.
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three points (measured before the laboratory air-conditioning was switched o ff for 
the night) gave a decrease o f (-2.81±0.20)%/°C (r=-0.96).
In the third (Figure 2.16(c)), the complete data set gave an increase in peak 
height o f (1.43±0.13)%/°C (r=0.94), and disregarding the last eight points gave an 
increase o f (2.66±0.18)%/°C (r=0.98).
To summarise, the peak height increased with temperature in the first and 
third experiments, and decreased with temperature in the second. In the second and 
third experiments, the peak height varied linearly with temperature for part of the 
time, but jumped discontinuously to another state which appeared not to depend on 
temperature.
The stability o f the RF subsystem (plus gradient chain electronics) was thus 
found to be sensitive to changes in temperature, although the actual temperature 
dependence of the peak height appeared to be anomalous. The maximum change of 
peak height with temperature was found to be (-2.81±0.20)%/°C.
(ii) Stabilitv o f the gradient chain
These measurements tested the stability of the system when gradient pulses 
were applied, any instabilities thus being due to the use o f gradient pulses in addition 
to those due to the RF subsystem and gradient chain electronics.
(a) Short-temi stabilitv
Twenty measurements were made at Isec intervals. To test the stability of G ,^ 
spin-echoes were acquired from a slice selected in the z-direction. The peak height 
o f the Fourier transformed echo was plotted as a function o f time (Figure 2.17(a)). 
To test the stability o f either G* or Gy (in addition to GJ, a one-dimensional 
projection in the x- or y-direction was formed of a slice in the z-direction. The 
projection heights were plotted as a function o f time (Figure 2.17(b) and (c)).
It can be seen that giadient pulses in all three directions caused erratic 
variations in the measured parameter (spectral peak or projection height). The 
maximum variation in peak height for G  ^was 0.76%, and the maximum variation in 
height of projections along the x- and y-directions were 1.94% and 1.53% 
respectively. (Note that these two values reflect the stability o f G  ^ and G ,^ and Gy 
and Gg respectively).
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(a )
(b)
(c)
Time (s)
Figure 2.17 The short-term stability o f the gradient chain. The deviation in 
(a) spectral peak height (with on), (b) x-projection height and 
(c) y-projection height over 19 seconds.
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Gradient pulses in the z-direction do not have any significant effect on 
stability, since the maximum variation in peak height (0.76%) was actually smaller 
than with no gradient pulses (0.99%). It was estimated that the maximum variations 
in projection height due to G  ^and G  ^were 1.78% and 1.33% respectively, assuming 
that the instabilities due to gradient pulses in the three directions x, y and z add 
orthogonally. Thus it appeared that the stability o f the system was more sensitive to 
gradient pulses in the x- and y-directions than in the z-direction. The gradient chain 
electronics were unlikely to be responsible for this difference, since the electronics 
for each gradient direction are identical. It was possible that eddy currents were the 
cause, and this was briefly investigated further (section (c) below).
(b) Long-term stabilitv
The short-term measurements were performed twenty times at intervals o f 30 
minutes, and the temperature o f the laboratory measured for each set. The mean and 
standard deviation o f the resulting, sets of spectral peak and projection heights were 
plotted as a function o f time and temperature.
The variation in peak and projection height, and temperature with time is 
shown in Figure 2.18. The maximum variation in peak height (with G  ^ on) was 
(2.21±0.42)%/“C. The maximum variation in x-projection height was 
(1.35±0.99)%/“C (with G  ^ and G  ^ on), and the maximum variation in y-projection 
height was (0.99+1.06)%/°C (with Gy and Gj, on). The standard deviations of the 
projection height data are approximately twice that of the peak height data, again 
showing the system to be more sensitive to gradient pulses in the x- and y-directions 
than the z-direction.
The variation in peak and projection height with temperature is shown in 
Figure 2.19. A linear regression was performed on each data set. It was found that 
there was no significant relationship between peak height or y-projection height and 
temperature (even though the RF subsystem had been previously found to be 
sensitive to temperature). However there was a significant relationship between x- 
projection height and temperature, with the deviation in x-projection height 
decreasing with temperature by (-0.71+0.14)%/°C (i--0.76). Thus in imaging 
experiments, use of all three gradients would be expected to lead to temperature- 
dependent instabilities.
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Figure 2.18 The long-term stability o f the gradient chain. The deviation in
(a) spectral peak height (with Gj, on), (b) x-projection height and
(c) y-projection height over 9.5 hours, and the variation in temperature 
during that period.
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Figure 2.19 The stability o f the gradient chain with temperature. The variation of 
(a) spectral peak height (with on), (b) x-projection height and • 
(c) y-projection height with temperature. The line in (b) represents 
a linear fit to the data points.
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(c) The effect o f eddv currents
The effect o f eddy currents caused by gradient pulses in the three different 
directions was investigated briefly. For each gradient direction, a gradient pulse was 
applied and an FID acquired a time TD later. The resulting spectral peak height was 
plotted as a function o f delay time TD, shown in Figure 2.20,
The peak height rises with delay time TD to its maximum value for all three 
gradients, as expected. This rise is theoretically multi-exponential, due to the 
different decay times o f the various eddy currents induced by the gradient pulses. 
The peak height following a pulse appears to stabilise more quickly than that 
after a or Gy pulse, supporting the theory that eddy currents were responsible for 
the G,, and Gy gradients causing more instabilities than the G  ^gradient (see section
(a) above). This could be due to for example differences in the fabrication o f the 
different gradient coils.
4000.0
a
I  3000.0I
2000.0IAIy 1000.0 G o Z GradientG a Y Gradient
A- -  -  A X Gradient
0.00.0 200.0 400.0 600.0 800.0 1000.0
Delay time (ms)
Figure 2.20 Spectral peak height measured after delays o f 1, 10, 100 and 1000 ms 
following G^, Gy and G  ^ gradient pulses.
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(iii) Stabilitv of the whole system during imaging
To test the stability of the whole system during imaging, five FLASH image 
pairs (FLASHl-5) and five standard GE image pairs (STAND 1-5) were acquired. 
Difference images were obtained by subtraction of the first image in each pair from 
the second. Ideally, two consecutively acquired images should be identical, leading 
to a difference image with uniform intensity zero, but this w ill not be the case due 
to noise and instabilities. A typical FLASH image and difference image is shown in 
Figure 2.21.
(a) (b)
Figure 2.21 (a) A typical FLASH image of the cylindrical doped water phantom, the 
first image from the pair FLASH2. (b) The difference between the two 
images in the pair FLASH2.
For each image in the pairs, a region of interest (ROI) was drawn covering 
most of the phantom, containing -15,000 pixels. For each ROI, a histogram was 
plotted o f the number o f pixels versus pixel intensity. The mean intensity and 
standard deviation o f each ROI was also calculated, and a normal distribution 
computed using these values was also plotted.
For each difference image, a histogram was plotted o f the percentage of 
pixels with intensities within ±1%, ±2%, ... o f the mean intensity o f the first image 
in the original pair. A matched pairs t-test was performed for each difference image 
ROI, the t-statistic being given by t=mVn/s, where m is the mean intensity, n is the 
number of pixels, and s the standard deviation. This was repeated for five smaller
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square ROI s in each difference image (evenly spaced across the image), containing 
400, 100 and 16 pixels.
(a) FLASH images
For ROIs covering most o f the phantom in the FLASH image pairs and 
difference images, histograms were plotted as described above. These compared very 
well with the normal distributions computed using the calculated means and standaid 
deviations, as shown for FLASH2 in Figure 2.22 overleaf. The means (m l, m2, md) 
and standard deviations (si, s2, sd) for each image pair and difference image are 
given in Table 2.1 below (to 1 decimal place). For each difference image, a t-test 
was performed; the last column in the Table 2.1 indicates whether the image pair 
was significantly different, at the 1% level (P<0.01). As can be seen from the table, 
with these laige ROIs, three out o f the five image pairs were significantly different. 
The average signal-to-noise o f the FLASH images was 29.
Table 2.1 Statistical parameters for FLASH image pairs.
Image
pair
m l si m2 s2 md sd t-test
FLASH 1 1924.6 88.4 1927.6 91.9 3.0 104.3 Yes
FLASH2 2862.4 122.2 2863.6 118.4 1.2 135.7 No
FLASHS 2887.3 131.8 2886.4 129.4 -1.0 148.0 No
FLASH4 3169.4 119.8 3183.8 125.7 14.4 127.3 Yes
FLASH5 2601.3 115.7 2596.0 110.6 -5.3 134.6 Yes
For each difference image, the percentage o f pixels with intensities in the 
ranges ±1%, ±2%, ±5% and ±10% o f the intensity of the first image in each original 
pair was calculated, and is given in Table 2.2.
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Figure 2.22 (a) and (b) Histograms o f the number o f pixels versus image intensity 
for the image pair FLASH2. (c) Histogram of the percentage o f pixels 
in the difference image versus deviation from the mean intensity of the 
first image of the pair.
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Table 2.2 Percentage o f pixels in FLASH difference images with intensities in the 
ranges ±1%, ±2%, ±5% and ±10% of the in itial image intensity.
Image
pair
Initial image intensity range
±1% ±2% ±5% ±10%
FLASH 1 15.0 28.8 65.1 93.6
FLASH2 17.1 33.7 72.5 96.8
FLASH3 16.4 31.5 68.6 95.0
FLASH4 20.7 39.5 80.7 98.6
FLASH5 15.6 30.6 67.7 94.8
Average 17.0 32.8 70.9 95.7
From Table 2.2 it can be seen that although -96% of pixels lie within the ±10% 
range, only -17% of pixels lie within the ±1% range, and thus such small signal 
changes are unlikely to be detected.
A  t-test was performed on five smaller ROIs in each difference image, 
containing 400, 100 and 16 pixels. Table 2.3 gives the number o f ROIs showing a 
significant difference between the image pairs, at the 1% level (?<0.01). For the 
smallest ROI, containing 16 pixels, four out o f five ROIs showed no significant 
difference. This is encouraging, but it must be remembered that n=16 is a very small 
sample.
Table 2.3 The number o f ROIs in FLASH image pahs showing a significant 
difference at the 1% level, for ROIs containing 400, 100 and 16 pixels.
Image pair 400 pixels 100 pixels 16 pixels
FLASH 1 3 1 0
FLASH2 1 1 1
FLASH3 2 1 0
FLASH4 4 1 0
FLASH5 5 0 0
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(a) Standard GE images
For ROIs covering most o f the phantom in the FLASH image pairs and 
difference images, histograms were plotted as described above. These compared 
reasonably with the normal distributions computed using the calculated means and 
standard deviations, as shown for STANDS in Figure 2.23 overleaf. The comparison 
was not as good as for the FLASH images, probably since the longer imaging time 
led to more instabilities. The means (m l, m2, md) and standard deviations (s i, s2, 
sd) for each image pair and difference image are given in Table 2.4 below (to 1 
decimal place). For each difference image, a t-test was performed; the last column 
in the Table 2.4 indicates whether the image pair was significantly different, at the 
1% level (P<0.01). W ith these large ROIs, two out o f the five image pairs were 
significantly different. The average signal-to-noise o f the standard GE images was 
24.
Table 2.4 Statistical parameters for standard GE image pairs.
Image
pair
m l s i m2 s2 md sd t-test
STANDI 1359.1 74.0 1362.9 70.7 3.7 80.2 Yes
STAND2 1341.6 78.0 1345.5 74.2 3.9 76.7 Yes
STAND3 1334.0 72.7 1335.3 69.4 1.2 75.4 No
STAND4 1320.7 73.7 1322.1 76.0 1.3 75.2 No
STAND5 1386.9 85.6 1386.1 79.0 -0.7 83.3 No
For each difference image, the percentage o f pixels with intensities in the 
ranges ±1%, ±2%, ±5% and ±10% o f the intensity of the first image in each original 
pair was calculated, and is given in Table 2.5. The figures are smaller than the 
corresponding FLASH values (Table 2.2), probably due to greater instabilities; thus 
smaller signal changes would be observable with standard GE imaging.
A t-test was performed on five smaller ROIs in each difference image, 
containing 400, 100 and 16 pixels. Table 2.6 gives the number o f ROIs showing a 
significant difference between the image pairs, at the 1% level (P<0.01). By 
comparison with the FLASH results (Table 2.3), it can be seen that more ROIs are 
significantly different with standard GE imaging.
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Figure 2.22 (a) and (b) Histograms of the number o f pixels versus image intensity 
for the image paii' FLASH2. (c) Histogram of the percentage of pixels 
in the difference image versus deviation from the mean intensity o f the 
first image o f the pair.
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Table 2.5 Percentage o f pixels in STANDARD GE difference images with 
intensities in the ranges ±1%, ±2%, ±5% and ±10% of the initial image 
intensity.
Image
pair
Initial image intensity range
±1% ±2% ±5% ±10%
STANDI 14.6 28.5 62.6 92.1
STAND2 14.1 28.0 62.6 91.5
STANDS 14.4 28.6 63.3 91.8
STAND4 14.6 28.5 63.1 92.3
STANDS 13.9 27.6 62.3 90.8
Average 14.3 28.2 62.8 91.7
Table 2.6 The number of ROIs in standard GE image pairs showing a significant 
difference at the 1% level, for ROIs containing 400, 100 and 16 pixels.
Image pair 400 pixels 100 pixels 16 pixels
STANDI 3 3 1
STAND2 2 2 2
STANDS 2 3 1
STAND4 1 0 0
STANDS 1 1 1
(iv) Summary o f results
(a) Short-term stability o f system components
The maximum variation in the measured parameters (for example, peak 
height) due to different components o f the system in the short-term (over 19sec) are 
given in Table 2.7 overleaf.
It was found that G  ^and Gy gradient pulses caused more instability than Gz. 
It was possible that this was due to the effect o f eddy currents produced by the 
different gradients. Assuming that instabilities add orthogonally, the short-term 
stability of the whole system was estimated to be -2%.
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Table 2.7 Short-term stability.
System components used Maximum variation in measured parameter (%)
RF subsystem 0.99
RF + Gg pulses 0.76
RF + Gg + G,. pulses 1,94
RF + Gg + Gy pulses 1.53
RF + Gx (estimated) 1.78
RF + Gy (estimated) 1.33
(b) Long-term stability o f system components
The maximum variation in the measured parameters due to different 
components o f the system in the long-term are given in Table 2.8. The duration o f 
all long-teim experiments was 9.5 hours, except for the third RF subsystem stability 
experiment which was 190 mins.
Table 2.8 Long-term stability.
System components used Maximum variation in 
measured parameter (%)
RF subsystem (1) 3.50±0.49
RF subsystem (2) 2.06±0.65
RF subsystem (3) 6.74+0.56
RF + Gj, pulses 2,21+0.42
RF + Gj, + Gx pulses 1.35+0.99
RF + Gg + Gy pulses 0.99+1.06
These large variations were found to be due to the temperature dependence 
of the stability o f the system, which seemed to be sensitive to changes in 
temperature, regardless o f what those changes were. The maximum variation in the 
stability of the RF subsystem was found to be (-2.8±0.2)%/“C. The stability of the 
system did not appear to depend on temperature with the application o f G.^  and Gy 
pulses, but did vary by (-0.7±0.1)%/”C when G  ^ pulses were used.
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(c) Stability o f the whole system: imaging
Table 2.9 gives the average percentage o f pixels (in ROIs covering most of 
the phantom) with intensities in the ranges ±1, ±2%, ±5%, and ±10% of the intensity 
o f the first image in each original pair, for both the FLASH and standard GE 
difference images.
Table 2.9 Average percentage o f pixels in FLASH and standard GE difference 
images with intensities in the ranges ±1%, ±2%, ±5% and ±10% of the 
initial image intensity.
Initial image intensity range
Image type ±1% ±2% ±5% ±10%
FLASH 16.6 32.5 70.2 95.5
Standard GE 13.9 27.7 61.8 91.1
The standard GE values are smaller than the corresponding FLASH values, 
as expected due to the longer imaging time (and therefore worse stability). Note that 
for the FLASH images, -33% o f pixels lie within the ±2% range. In subsection 
2.7.3(iv)(a) the short-term stability o f the whole system was estimated to be -2% ; 
these figures show that the short-term stability during imaging is actually 
considerably worse than this, being closer to 10%.
2-7.4 Discussion and conclusions
A t 0.5T, observation o f functional signal changes in and around capillaries 
due to the inflow and susceptibility effects requires the system stability to be much 
less than 0.5% (see section 2.7.1). Signal changes o f this size are far too small to be 
detected on this system at present. For observation of functional signal changes due 
to the inflow effect in larger vessels, it was suggested in 2.7.1 that system stability 
much less than 5%, and preferably less than 1%, would be required. A t present, with 
FLASH imaging, the system would only capable of detecting signal changes greater 
than about 10% with any certainty; only about two-thirds o f changes ^ % ,  and about 
one-sixth o f changes <1% would be detectable. The stability o f the system would 
have to be improved by a factor of about 10 for such functional signal changes to 
be confidently detected.
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The stability of the system was found to be temperature dependent (section 
2.7.3(i)(b)). Over the duration o f a typical functional imaging experiment (a few 
minutes) this effect was likely to be small, but could be reduced with a more 
efficient air-conditioning system i f  necessary. For the system to be stable to 0.5%, 
the temperature would have to be stable to within approximately 0.2“C. The use of 
Gx and Gy pulses caused more instabilities than the use o f G  ^pulses. This could be 
improved by using actively shielded gradient coils, which reduce the effects o f eddy 
currents. Further investigations would be needed to assess the possibility o f reducing 
instabilities caused by the gradient chain electronics, and the RF subsystem.
A t 0.5T, the signal-to-noise (S/N) required to detect functional signal changes 
in and around capillaries due to the inflow  and susceptibility effects is -200, and that 
required to detect functional changes due to the inflow effect in larger vessels is -20. 
The average S/N of the FLASH images acquired for this work (subsection 
2.7.3(iii)(a)) was 29, and although this would be too low for detecting functional 
signal changes due to capillaries, should be sufficient to detect changes due to larger 
vessels. The S/N can be improved by averaging: averaging o f n acquisitions 
improves the S/N by a factor o f Vn. In this case, acquisition of 50 averages would 
increase the S/N to over 200, but the imaging time would then be unacceptable at 
43 minutes. The S/N could be improved by sequence optimisation, for example by 
including RF or gradient spoiling. Also, the need for such high S/N may be reduced 
by the use of sophisticated post-processing techniques to extract the functional 
information (see 4.3.3). Thus functional signal changes due to capillaries should also 
be detectable.
In conclusion, the 0.5T system is not at present capable of performing 
functional imaging o f the brain. This is partly due to the low field strength, leading 
to small functional signal changes, and partly due to the poor stability and low 
signal-to-noise o f the system. W ith some improvements, the system should be 
capable o f observing functional signal changes due to both the inflow and 
susceptibility effects.
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C H A P TE R  3: PASSIVE S H IM M IN G  OF T H E  0.15T M A G N E T
3.1 IN T R O D U C T IO N
An homogeneous applied magnetic field is required to produce good quality 
MR images, since the proton resonance frequency is proportional to the field strength 
(Equation 1.4). Inhomogeneities in the field decrease signal-to-noise and resolution, and 
cause geometric distortion in the images.
There are several methods for improving the homogeneity o f a magnetic field, 
which is known as shimming. The shimming may be performed actively, by adjusting 
the currents in special shim coils, or passively by the appropriate placement of 
ferromagnetic material in the magnetic field.
The first University o f Surrey whole-body magnet was a 0.15T resistive magnet, 
with neither active nor passive shims. Improvement o f the field homogeneity, using 
passive shimming by the method of Roméo and Hoult (1984), was begun by Tingle 
(1992). The magnetic field was plotted and analysed in terms o f its spherical harmonic 
components. Dominant harmonics were then nulled by strategic placement o f pieces of 
ferromagnetic material in the field.
The zonal field was corrected by Tingle (1992). The work was continued by the 
present author who attempted correction o f the tes serai magnetic field (see section 3 .2 ). 
The magnetic field was plotted and analysed, and the contribution to the field o f the 
dominant tesseral field was reduced by passive shimming, resulting in greater magnetic 
fie ld homogeneity.
3.2 M A G N E T IC  F IE L D  A N A LYSIS
3.2.1 Description o f the field in terms o f spherical harmonics
Static magnetic fields satisfy Laplace’s equation V^H=0, to which the solutions 
(for a field that is finite at the origin) are the spherical harmonic functions (Roméo and 
Hoult (1984)):
Tnm = Qmr"P„„(cose)cosm((])-\i/), (3.1)
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using the spherical polar coordinate system as shown in Figure 3.1. n and m are the 
order and degree o f the spherical harmonics respectively. The coefficients are 
constants, are Feirer’ s associated Legendre functions (see Appendix, Table A l) ,  and 
\|f is a phase angle.
X
Figure 3.1 The spherical polar coordinate system.
In NMR the magnetic field lies along one direction (conventionally the z- 
direction). In this case the spherical harmonics may be divided into two orthogonal 
types which may be considered separately; zonal harmonics (for which m=0 ), and 
tesseral harmonics (in^^O).
3.2.2 Zonal harmonics
The zonal harmonics can be described by setting m=0 in Equation 3.1:
T  = C„r"P„(cos0) (3.2)
where are the Legendre functions (Appendix, Table A2). Along the z-axis, 0=0 and 
Pn(cos0)=l so that the zonal harmonics reduce to a Taylor series;
T„ = c y . (3.3)
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A ll tesseral contributions to the field are zero along the z-axis. (O ff axis, both zonal and 
tesseral harmonics contiibute to the field). It follows that an axial field plot provides 
sufficient information for evaluation o f the coefficients C .^
3.2.3 Tesseral harmonics
The contribution o f the tesseral harmonics (m?K)) to the field may be written as 
the sum of T^^ over n and m;
= Ë d .c o s m ((|,-v ) ,
n=l m=l m=l
where d_ = C r T  cos(0). (^.5)nm nm
n=l
Values of d^ can be obtained from azimuthal field plots (in which r  and 0 are fixed), 
by expressing the field as a Fourier series:
52 [a^sinm^ + b^cosm(j)j.
m=l
Equating coefficients in Equations 3.4 and 3.6 allows determination o f and \\f from 
the relationships
dm' = a^' + bm' (3.7)
and m\\f = a /^b^ .^ (3.8)
The final step is to determine the coefficients from the d^ , values. 
Combining the associated Legendre functions P^(cos0) with the coordinate relationships
r2 = r'2^  z^ , sin0 = f / r ,  cos0 = z/r (3.9)
gives expressions for the product E„^ = r"P„^(cos0) solely in terms o f r' (the cylindrical
radius) and z (see Appendix, Table A3).
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To solve Equation 3.5, the infinite sum over n must be truncated, but there must 
still be enough terms to provide significant information about the lower order 
harmonics. It was decided in the previous work (Tingle (1992)) to truncate the sum at 
n=6 , since only harmonics o f the first few orders would be amenable to practical 
correction.
The tesseral components o f the field can now be expressed as
C„EjjCos((j) “ Y) +
C2iE2iCos((j) “ Y) + C22E22Cos2((1)-y ) + ••• (3.10)
which can be rearranged as
C O S (( t)  “ Y ) p i l ^ l l  ^ 2 1 ^ 2 1  ^ 3 1 ^ 3 1  *** ]
+ cos2 ((j) -  y)[C 22E 22 + C32E 32 + . . . ]  + ... (3 1 1 )
Substituting for E ^  (Appendix, Table A3) gives an expression for the tesseral field in 
which the coefficient o f each term is a power series in z, since f  is constant for 
azimuthal plots (see Appendix, Table A4). For each harmonic degree, the values o f d^ , 
are plotted as a function o f z, to which a polynomial in z is fitted. Equating the 
resulting coefficients o f z with those in Equation 3.11 enables the values o f to be 
determined.
3.3 F IE L D  P R O F IL IN G
3.3.1 Field plotting
The aim of the field plotting was to obtain sufficient information about the 
magnetic field to allow the tesseral harmonic strengths to be evaluated as in section 3.2, 
so that the tesseral field could be coirected. The zonal field (already corrected by Tingle
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(1992)) was plotted since it was required for the tesseral field analysis, and was used 
to monitor the effects o f the tesseral corrections on the zonal field.
Since the NMR resonance frequency is proportional to the magnetic field 
strength, the inhomogeneity o f the field can be measured by plotting the variation in the 
resonance frequency o f a small water sample as a function o f its position in the field. 
The apparatus used (Figure 3.2), constructed for the previous work, consisted of
(a) Water sample in 
sealed glass tube
9-turn RF coil
Variable capacitor 
for matching
Variable capacitor 
for tuning
Perspex base
To pre-amplifieiBNC connector
(b) Probe r scale
Pre-amplifier
z scale
Pointer
Front endplate 
(withd) scale)
Magnet bore
Figure 3.2 (a) The field plotting probe, (b) The probe positioning device (side view).
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a probe which could be positioned in the magnetic field at any desired z-value, at a 
cylindrical radius r ' up to 25cm, and at azimuthal angles (|> from 0° to 360° in 15° steps. 
The transmit-receive probe (Figure 3.2(a)) comprised a small water sample placed in 
a 9-tum RF coil, with capacitors for tuning and matching (which was performed with 
a vector impedance meter).
For each position o f the probe in the field, a single RF pulse was applied and 
the resulting FED observed on an oscilloscope. The frequency o f the transmitted pulse 
was varied in steps o f 50Hz until the NM R signal was judged to be on resonance, that 
is, when the beat frequency between the transmitted and received signals was a 
minimum. The field strength was calculated for each point using the relation 0)~yB.
The zonal and tesseral field plotting schemes were determined by the previously 
written computer programs which performed the analysis. The zonal field plots 
consisted o f measurements along the z-axis at 2.5cm intervals between -15cm and 
15cm, 0cm being the physical centre o f the magnet. Each tesseral field plot consisted 
o f azimuthal plots with points separated by 15°, at cylindiical radii 10cm and/or 20cm, 
and at seven positions along the z-axis (from -15cm to 15cm at 5cm intervals).
3.3.2 Field analvsis
The analysis was performed by a computer program written in Fortran?7 for the 
previous work, based on the theory described in section 3.1. The field plot 
measurements were input, and the program computed the values o f d^, \|/„ and the 
coefficients for each azimuthal plot.
3.4 F IE L D  C O R R E C T IO N  BY PASSIVE S H IM M IN G
This section describes only the correction o f tesseral field inhomogeneities as 
carried out in this work. For a description o f zonal field correction, see Roméo and 
Hoult (1984). -
Tesseral spherical harmonics may be generated with small fenomagnetic 
elements, for example, discs or bars o f steel. It can be shown (Roméo and Hoult 
(1984)) that the element o f field dH^ in the z-direction produced by a ferromagnetic 
element o f volume dV at a position (f,a,\j/) in the main field H^ is given by
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dH. = - XH^dV4%f3
r P^ j^ (cos0)cosm((j) -Y)T /
(3.12)
where % is the magnetic susceptibility o f the element, and (the Neumann factor) is 
defined as £^=1, £^,=2 for m?^ 0 .
Since steel placed in the magnet reduces the local magnetic field, it  follows that 
to correct for the unwanted tesseral harmonics, steel elements should be placed at 
azimuthal angles (j) corresponding to the maxima of those harmonics. It can be seen 
from the final term in Equation 3.12, cos m(())-\|/), that two steel elements placed at 
\j/=±7t/2m form a unit which suppresses harmonics o f degree m. Thus it is possible to 
generate a tesseral harmonic while suppressing those o f higher degree. In general, 
suppression o f harmonics o f degrees m^, m%, m ^,... can be achieved by placing identical 
steel elements dV at azimuthal positions
Y  = 7t ± _ L ± ± ± 2 .m. m^ m.
(3.13)
These configurations also introduce some zonal harmonics, which can be removed with 
suitably placed steel rings (Roméo and Hoult (1984)).
Tesseral harmonics which are symmetrical about the xy-plane can also be 
generated with steel rods paiallel to the z-axis. The field produced by such a rod is 
given by integrating Equation 3.12 with respect to z (Hoult and Lee (1985)):
dH_ = -
47t
Ë
n=om=o (n+m)!
(ii.y.v)
P„.i.m(cosa)
• n+2 r T  (cos0 )cosm((j) - y )
(e.P.v)
(3 .14)
where A is the cross-sectional area o f the rod, and the ends o f the rod are at the
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positions (h,y,\j/) and (g,6 ,\}/) in spherical polar coordinates. This is the ‘master equation’ 
for the effects o f a steel rod lying parallel to the z-axis.
As with the steel elements described previously, higher degree tesseral 
harmonics may be suppressed with the use o f equation 3.13. It is also possible to 
suppress a selected higher order harmonic by choosing the end positions o f the rod such 
that the term in square brackets in Equation 3.14 becomes zero for that harmonic.
3.5 CORRECTION OF TH E TESSERAL F IE LD  AT r  =20cm
Coirection o f the tesseral field at azimuthal radius ri=20cm was attempted first, 
since whole-body imaging requires the field to be reasonably homogeneous over this 
radius.
3.5.1 Field plotting
Azimuthal plots at ri=20cm, where the azimuthal angle (}) was varied from 0° to 
360° in 15° steps, were made at seven z-values from -15cm to 15cm at 5cm intervals. 
Two measurements were made for each position o f the probe in the field, and the 
average resonance frequency relative to that at ^= 0° (for each plot) was plotted as a 
function o f (j). The zonal field was plotted since it was required for the field analysis, 
and also enabled the effect of the tesseral field corrections on the zonal field to be 
monitored. The zonal field was measured at 2.5cm intervals from z=-15cm to 15cm, and 
plotted relative to the z=Ocm frequency (Figure 3.3(b) overleaf).
It can be seen from Figure 3.3(b) that there was a slight gradient in the zonal 
field. Within the z-values normally used for imaging in this magnet, ±5cm, the 
inhomogeneity was (16±16)ppm, which was much smaller than the tesseral field 
inhomogeneities. The zonal field had already been passively shimmed to achieve this 
result (Tingle (1992)).
The azimuthal plots (Figure 3.3(a) overleaf) show that the tesseral field is very 
inhomogeneous. The maximum ("peak-to-peak") inhomogeneity for each z-value is 
given in Table 3.1.
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Figure 3.3 (a) Azimuthal field plots at r'=20cm, relative to the frequency at ^=0°.
(b) Zonal field plot, relative to the frequency at z=Ocm. (The error per 
point was ±50 Hz.)
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Table 3.1 Maximum tesseral field inhomogeneities at r'=20cm.
z(cm) Inhomogeneity (ppm)
-15 476 ±  16
-10 224 ±  16
-5 173 ±  16
0 267 ±  16
5 283 ±  16
10 346 ±  16
15 464 ±  16
3.5.2 Field analvsis
The field data was analysed as in section 3.2.3, truncating the infinite sum at 
n=6 . The values o f the coefficients r"C ^, and the products r"C^P^(cos6 ) were 
computed. Table 3.2 gives the latter values for the xy-plane (the central axial imaging 
plane), to which it was decided to lim it the field correction. (Note that the coefficients 
were actually computed to four significant figures.)
Table 3.2 Tesseral field coefficients r"C„„,Pn^(cos0) for z=Ocm, r'=20cm in units o f 
10*^  Tesla.
n m =l m=2 m=3 m=4 m=5 m=6
1 1.0
2 0.0 1.4
3 0.34 0.0 0.26
4 0.0 - 1.1 0.0 0.11
5 -0.10 0.0 -0.09 0.0 0.11
6 0.0 0.53 0.0 -0.03 0.0 0.08
It can be seen from the Table 3.2 that the dominant harmonic components o f the 
field in the xy-plane were T „ , T 2 2 , and T^ -^ The phase angles o f the m =l and m=2
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harmonies were computed to be 74° and 131° respectively. Converting harmonic 
amplitudes from Tesla to Hertz, the tesseral harmonics to be eliminated from the field 
were thus
T „  = 430cos((])-74°)
T 2^ = 616cos2((j)-131°) (3.15)
T42 = -456cos2((j)-131°).
3.5.3 Shimming calculations
Correction o f the harmonic, being the largest, was attempted first. T22 may 
be eliminated by placing steel rods at the two maxima of the unwanted T22 harmonic 
component o f the field. This arrangement also generates higher even degree harmonics 
which may be suppressed by using the arrangement of Roméo and Hoult (1984) shown 
in Figure 3.4.
37.5
->■ X
Figure 3.4 Arrangement o f steel rods (shown end on) to generate the tesseral 
harmonic T22, while suppressing higher degree harmonics.
Steel rods are placed at azimuthal angles (|)=:±(7u/8)±(7c/12) (±7.5° and ±37.5°) relative 
to the T22 maxima, at (j)=131° and 311°.
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Odd function harmonics for which m-n is odd, such as T32, T52, ... and T43,
... are zero in the xy-plane, but the higher even order harmonics T42, Tg2, ... are 
generated by this arrangement, and should be suppressed. In this case, T42 was also to 
be eliminated from the field i f  possible, so the end positions of the rods were chosen 
to suppress T^2. This was done by setting the coefficient o f T 2^ (proportional to T72) in 
Equation 3.14 to zero, giving two possible sets o f end positions: a=39.7° and 140.3°, 
and a=65.1° and 114.9° (see Figure 3.5 below). The ratio o f T22/T42 for each set o f end 
positions was also calculated:
and
for a=39.7° and 140.3% T22/T42 = -3.77 
for a=65.1° and 114.9% T22/T42 = 3.10. (3.16)
From the field analysis, T22/T42 = -1.35. Thus, using rods with ends at a=39.7° and 
140.3° (subtending an angle o f 100.6°) enabled elimination o f T22 and partial 
elimination o f T42, whilst suppressing T@2.
z
magnet
bore
steel rod
Figure 3.5 Geometry of steel rods inside magnet bore to produce the harmonic T 22 -
This aiTangement also generates the harmonic T20, which can be suppressed by 
placing a steel ring in the xy-plane (Roméo and Hoult (1984)). For a rod subtending an 
angle o f 100.6°, T2o=-0.04T22 and was therefore considered small enough to be 
neglected.
Equation 3.14 gives the field generated by this arrangement (in Tesla) as
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H22 = -0.031%H,A(P/a^)cos2((l)-\]/)2xos2(l), (3.17)
where the summation Zcos2(|) (=4.90) is over the eight rods making up the arrangement. 
Thus,
H22 = -0.152%H,A(W)cos2((|)-Y) (3.18a)
and H42 = 0.040%H,A(W)cos2((|)-\)/) ' (3.18b)
where \|r=41°, r=20cm, a=28.9cm (magnet bore radius), and Rj=0.15T.
The material used for the shims was mild low carbon steel welding rods, with 
an approximate saturated induction o f 2.IT  (Kaye and Laby (1988)), giving an estimate 
for % of 13. (This was checked by measuring the actual amplitudes o f the harmonics 
generated.) The rod diameter required to give an H22 amplitude o f 616Hz was calculated 
to be 3.3mm, using Equation 3.18a. The actual diameter used was 3.2mm, that being 
the closest available size. The rod length, 1 was calculated to be 69.3cm, using the 
relationship l=2a/tana (see Figure 3.5). The T22 correction to the field was thus 
calculated to be -429cos2((j)-13r) Hz.
The arrangement o f the steel rods for the T22 correction is shown in Figure 3.6 
overleaf. The rods were fixed to a plastic sheet which was positioned within the magnet 
bore, and would be later attached to the bore itself with tape.
It was predicted that the T22 correction would reduce the field inhomogeneity at 
r'=20cm in the xy-plane from 267ppm to 213ppm; that the inhomogeneity at z=±5cm 
would only decrease slightly, and that the inhomogeneity at z=±10cm and ±15cm 
(outside the usual imaging volume) would increase. I f  the results o f the T22 correction 
were as predicted, correction o f the T^ harmonic would also be attempted.
3.5.4 Results o f the Too correction
Tesseral and zonal plots were made as in section 3.5.1, both before and after 
positioning the shims. Tesseral plots were also made at f=10cm to investigate the effect 
o f the shimming o f the field at r"=20cm at this radius.
The difference in the inhomogeneity o f the zonal field before and after 
positioning the T22 shims was less than the measurement error (±8ppm), confirming that 
production o f the Tgo harmonic was negligible, as assumed in section 3.5.3.
The second set of azimuthal plots without the shims agieed reasonably well with
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z/cm
311131
34.65-
* -  0 /deg
360'180' 270'
34.65-
steel rods
Figure 3.6 Arrangement o f steel rods inside magnet bore for coiTection, showing 
the cylindrical bore ‘opened out’ .
the first (Figure 3.3(a)), any differences being attributed to measurement errors and 
instability o f the magnetic field (see section 3.7). These differences may have reduced 
the efficacy o f the shimming.
Figure 3.7(a) overleaf shows the tesseral field at z=Ocm, K=20cm before and 
after the shimming, together with the predicted shimmed field. The inhomogeneity in 
this plane was reduced from (286±16)ppm to (219±16)ppm, which was better than the 
predicted value o f 241ppm (calculated from the repeated tesseral plot). The discrepancy 
was partly due to changes in the measured field as mentioned above, and to the errors 
mentioned below.
Figure 3.7(b) overleaf shows the predicted and measured effect of the T^ g shims, 
the latter being calculated by subtraction of the unshimmed from the shimmed field. 
The amplitude o f the measured correction ((513±64)ppm) was larger than that predicted 
(439ppm), due to an incorrect value o f % (see section 3.6.3(i)). There was also an error 
in the positioning o f the shims which were inconectly placed 8° from their calculated
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Figure 3.7 (a) Unshimmed, predicted and actual shimmed tesseral field at z=Ocm,
r'=20cm. (EiTor per point ±50Hz.) (b) Predicted T22 correction, 
-429cos2((})-4r), and actual T22 correction. (Error per measured point 
±100Hz.)
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positions; this is evident in Figure 3.7(b).
The inhomogeneities o f the unshimmed field, and the predicted and shimmed 
fie ld are given in Table 3.3. It was predicted that the inhomogeneity o f the tesseral field 
at r'=20cm would decrease at z=Ocm and -5cm, while increasing slightly at z=+5cm, 
and more significantly at z=±10cm and ±15cm. As can be seen from Table 3.3, the 
inhomogeneity at z=Ocm and z=+5cm was reduced, with the measured values being 
smaller than predicted. A t all other z-values, the inhomogeneity increased (as was 
predicted in section 3.5.3), with all measured inhomogeneities being larger than 
predicted. The discrepancies are due to changes in the measured fie ld and the errors 
mentioned above.
Table 3.3 Unshimmed, predicted and T%2 shimmed inhomogeneities at r'=20cm. (A ll 
inhomogeneities are quoted in ppm with error ±16ppm.)
z (cm) Unshimmed
inhomogeneity
Predicted shimmed 
inhomogeneity
Measured shimmed 
inhomogeneity
-15 329 457 645
-10 215 282 346
-5 211 174 230
0 286 241 219
5 313 323 304
10 395 • 463 464
15 485 589 747
The amplitude o f the T22 harmonic produced by the shims was theoretically 
proportional to r^ , so that i f  the field in the xy-plane was also proportional to i*^ , some 
reduction in the inhomogeneity at r'=10cm would have been expected. This was not the 
case; the inhomogeneity at r '= 10cm was not significantly affected by the shims, being 
either about the same or slightly greater. Thus it was concluded that the field in the xy- 
plane was not proportional to r .^ Since it was therefore not easily possible to correct the 
field in the xy-plane at r '= 10cm and 20cm simultaneously, coirection at r'=20cm was
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abandoned in favour o f conecdon at r'=10cm. This smaller volume could not be used 
for whole-body imaging, but would be sufficiently large for phantom studies and some 
clinical applications, for example imaging o f the head and limbs.
3.6 CORRECTION OF THE TESSERAL F IE LD  A T K=10cm
3.6.1 Field plotting
Field plotting was canied out as before, with a zonal plot and seven tesseral 
plots at r'=10cm, as shown in Figure 3.8. The maximum inhomogeneity for each z-value 
is given in Table 3,4 overleaf.
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Figure 3.8 Azimuthal field plots at r'=10cm, relative to the frequency at ^=0°. (Error 
per point ±50Hz.)
Table 3.4 Maximum tesseral fie ld inhomogeneitdes at r'=10cm.
z(cm) Inhomogeneity (ppm)
-15 157 ±  16
-10 86 ±  16
-5 98 ±  16
0 110+16
5 130 + 16
10 149 ±  16
15 208 ±  16
It can be seen that the inhomogeneity is smaller at z=-5cm and -10cm than at z=Ocm. 
However the xy-plane is the central axial imaging plane where the gradient coils are 
centred, so that it is the field in this plane which was to be corrected.
3.6.2 Field analvsis
The field data was again analysed as in section 3.2.3, and the coefficients r"C ^ 
and the products r"Cn„,Pnn,(cos0) computed. Table 3.5 gives the latter values for the xy- 
plane. (N.B. The coefficients were computed to four significant figures.)
Table 3.5 Tesseral field coefficients r"C^Pm„(cos0) for z=Ocm, r=10cm in units o f 
10’  ^Tesla.
n m = l m=2 m=3 m=4 m=5 m=6
1 7.9
2 0.0 1.4
3 -0.01 0.0 0.47
4 0.0 -0.34 0.0 0.07
5 0.09 0.0 -0.01 0.0 0.08
6 0.0 0.01 0.0 -0.01 0.0 0.07
The dominant hannonics at r'=10cm were thus T,,, T 22 and T33, with phase
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angles \|/'i=43°, \}/2=7 5 .8° and \j/3=3 .6° respectively. Converting the harmonie amplitudes 
from Tesla to Hertz gives the harmonics to be eliminated as
T „  = 335.0cos(({)-43.0°) 
T22 = 57.5cos2((})-75.8°) (3.19)
•33 -20.0cos3((})-3.6°).
3.6.3 Shimming calculations 
3.6.3(i) Elimination o f T ,i
The T „  harmonic can be eliminated by placing a steel rod parallel to the z-axis 
(since T^ is symmetric about the xy-plane), at the maximum of the unwanted T,, 
harmonic. Higher order harmonics are generated by this arrangement, but higher degree 
harmonics may be suppressed by use of Equation 3.13. Suppression of second, third and 
fourth degree harmonics is achieved by placing rods at angles (j)=7r/2 (± l/2± l / 3± l/ 4 ) 
(±82.5°, ±127.5°, ±142.5° and ±172.5°) relative to the maximum o f the unwanted 
harmonic, as shown in Figure 3.9.
82.5'
157
>  X
Figure 3.9 Arrangement of steel rods (shown end on) to generate the hamionic T^ 
while suppressing higher degree harmonics.
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Steel rods placed parallel to the z-axis generate no even order, first degree 
harmonics (T21, ...), but higher odd order harmonics (T31, T51, T^j, are generated
and may be suppressed by appropriate choice o f the end positions o f the rods. In this 
case T71 was assumed to be negligible, and T51 was suppressed by setting the coefficient 
o f T51 in Equation 3.14 to zero. This gave two possible sets o f end positions o f the rods: 
a=62.0° and 112.0°, and a=33.9° and 146.1°.
The T31 harmonic produced by rods with ends at a=62.0°, 112.0° is o f opposite 
sign to that produced by rods with ends at a=33.9°, 146,1°. The cross-sectional areas 
o f the two sets of rods can then be chosen such that equal but opposite amounts o f T3; 
are generated, so that T31 is suppressed. In this case, the cross-sectional area o f the 
second set o f rods was a factor o f 7.13 greater than that o f the first set.
This arrangement also generates the harmonic Tgg, but it was considered small 
enough to be neglected. Hence T^  ^may be generated while suppressing higher order and 
higher degiee harmonics.
The field produced in the xy-plane by this arrangement o f rods is given by 
Equation 3.14 (in Tesla), multiplying by Zcos(j) to take account o f the eight sets o f rods:
H ji = 1.156%Acos(^-43.0°). (3.20)
Using %=13 as before, the rods at a=62.0°, 118.0° were calculated to have diameter 
0.8mm and length 30.7cm, and those at a=33.9°, 146.1° to have diameter 2.2mm and 
length 86 .0cm.
On implementation o f this correction it was found that the T^ generated was too 
large by a factor o f 1.3. Thus the value o f % for these shims was actually 13x1.3-17. 
The rod diameters required were recalculated to be 0.7mm and 1.9mm respectively.
3.6.3(ii) Elimination o f Too
The procedure followed for the coiTcction o f the T22 haimonic at r'=10cm was 
as described in section 3.5.3, using the arrangement o f steel rods shown in Figure 3.4 
(relative to the phase angle \|/2=7 5 .8°) to suppress higher degree harmonics. T 2^ may be 
suppressed with rods at end positions a=39.7° and 140.3°, or at a=65.1° and 114.9°:
for a=39.7° and 140.3“, T22/T42 = -15.08
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and for a=65.1° and 114.9“, T22/T42 = 12.39. (3 21)
Since from the field analysis T22/T^2=-4 .0 2 , a small amount o f T42 may also be 
eliminated by using rods with ends at a=39.7° and 140.3° to produce T42 with opposite 
sign to T22.
The fields produced are given (in Tesla) by Equation 3.14, taking into account 
the eight rods used:
H22 = -0.033xAcos2((j)-75.8°) 
and H42 = 0.002% Acos2((t)-75.8°). (3.22)
Using the new value o f % (17), the diameter and length o f the rods required to give an 
H22 amplitude o f 57.5Hz were calculated to be 1.75mm and 69.6cm respectively.
3.6.3(iii) Elimination o f T^^
T33 may be eliminated from the field by placing steel rods at the three maxima 
of the unwanted T33 hamionic, in this case at 3.6°, 123.6° and 243.6°. Sixth degree 
harmonics can be suppressed by placing rods at ±7t/12  (15°) relative to these maxima,
120
30°/
+  X
Figure 3.10 Arrangement o f steel rods (shown end on) to generate the harmonic T 3 3 
while suppressing higher degree hamionics.
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as shown in Figure 3.10 (Brateman (1988)). The end positions o f the rods were chosen 
to suppress T53, which is zero when a=58.5° and 121.5°. Equation 3.14 gives the field 
produced, taking into account the six rods in the arrangement by multiplying by Zcos3(j):
H33 = -0.032xAcos3((|)-3.6°). (3.23)
The rod length and diameter to give an H33 o f amplitude 20Hz was calculated to be 
1.0mm and 35.4cm respectively.
3.6.4 Shimming geometrv and predictions
The positions o f the T^, T22 and T33 shims are shown in Figure 3.11; they were 
attached to the magnet bore with tape. Apart from the 0.7mm diameter rods, it was not 
possible to obtain rods o f the exact diameter required, so the necessary cross-sectional
z/cm
40“
30-
20 “
10 “
211
-10  -
-20 -
-40
steel rods
Figure 3.11 Arrangement o f steel rods inside the magnet bore (shown opened out) for 
T ,j, T22 and T42, and T33 corrections o f the tesseral field at f=10cm. The 
longest rods are for the T^ correction, the shortest for the T33 conection, 
and the intermediate rods for the T22 and T42 correction.
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areas were made up using combinations of rods o f smaller diameter. For example, two 
0.7mm diameter rods were equivalent to one o f diameter 1.0mm.
The sets o f shims were added one at a time to observe the effect o f each 
correction in turn. The predicted inhomogeneities to be achieved with these shim 
arrangements at z=Ocm and z=±5cm are given in Table 3.6.
Table 3.6 Unshimmed and predicted tesseral field inhomogeneities at r'=10cm (in 
ppm, with error ±16ppm).
z (cm) Measured
inhomogeneity
Added shims Predicted
inhomogeneity
0 110 T „ 31
0 31 T22 24
0 24 Tu + T22 + T33 20
-5 98 T il T 22 + T33 32
+5 130 Tu + T 22 + T33 37
3.6.5 Results
The field before and after shimming (with all shims) at z=Ocm and ±5cm is 
shown in Figures 3.12 and 3.13. There is a marked improvement o f the homogeneity 
at all three z-values. The measured inhomogeneities before and after shimming are 
shown in Table 3.7 overleaf, and are in good agreement with the predicted values 
(Table 3.6). The inhomogeneity o f the field in the xy-plane at r"=10cm was reduced 
from (110±16)ppm to (16±16)ppm, a factor o f approximately seven. The final value for 
the inhomogeneity is only an estimate since the lim it o f the field plotting method has 
been reached with the inhomogeneity approximately the same size as the measurement 
error.
The predicted and measured corrections introduced by each set o f shims are 
shown in Figure 3.14, and the predicted and measured peak-to-peak amplitudes o f each 
correction are given in Table 3.8. The measured amplitude o f the T,j correction agrees 
well with that predicted, but the enors are too large for the T 2^ and T33 corrections to 
make any meaningful comparisons.
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Figure 3.12 The tesseral field at z=0cm, r'=10cm, before and after shimming. (Error 
per point ±50Hz.)
Table 3.7 Unshimmed and measured tesseral field inhomogeneities at /=10cm  (in 
ppm, with eiTor ±16ppm).
z (cm) Measured
inhomogeneity
Added shims Shimmed
inhomogeneity
0 110 Tn 31
0 31 T il + T22 24
0 24 T il + T22 + T33 16
-5 98 T il T22 + T33 28
+5 130 T il T22 + T33 39
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Figure 3.13 The tesseral field at (a) z=+5cm and (b) z=-5cm, r'=10cm, before and after 
shimming. (Enor per point ±50Hz).
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Figure 3.14 Predicted and measured tesseral corrections at z=Ocm, r'=10cm.
(a) T „ . (b) T22. (b) T33. (Error per measured point ilOOHz.)
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Table 3.8 Predicted and measured peak-to-peak amplitudes (in Hz) of T^, T jj and T33 
corrections at r '= 10cm.
Harmonic Predicted amplitude Measured amplitude
T „ 670 700 ± 200
T22 115 175 ±  200
T33 40 100 ±  200
Tesseral field plots were also made at r'=20cm to evaluate the effects of the 
corrections to the field at r'=10cm on the field at this larger radius. The tesseral field 
inhomogeneities before and after shimming are given in Table 3.9, and it can be seen 
that the homogeneity o f the field at r'=20cm was improved by a factor of -1.5.
Table 3.9 Tesseral field inhomogeneities (in ppm) at r'=20cm before and after 
shimming.
z (cm) Inhomogeneity before 
shimming
Inhomogeneity after 
shimming
-5 196 ±  16 126 ± 16
0 282 ±  16 177 ±  16
+5 297 ±  16 153 ± 16
Three tesseral plots were made at K=5cm, showing that the homogeneity o f the 
field at this small radius was also good: the inhomogeneity o f the field at z=-5, 0 and 
5cm was measured to be (31±16)ppm, (16±16)ppm and (28±16)ppm respectively.
Finally, a zonal plot confirmed that the effect o f the shimming on the zonal field 
was negligible. The zonal inhomogeneity in the range -5cm<z<+5cm was (16±16)ppm 
before shimming and (8±16)ppm afterwards.
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3.7 ERRORS
The main sources o f eiTor in the shimming were the frequency measurement in 
the field plotting, and the field analysis. These and other possible sources of error are 
discussed below.
3.7.1 Frequency measurement
The errors in the frequency measurement arose from the difficulty in detecting 
the exact resonance frequency o f the NMR signal. Although the frequency could be 
varied in IH z steps, changes in the signal were only visible with steps of 50Hz or more. 
Noise was also a problem due to the weakness o f the NMR signal, which was less than 
50mV peak-to-peak. However since only differences in the resonance frequency were 
important, the exact criterion for considering the signal to be on resonance was not 
critical, provided that it  was the same for all measurements in each field plot.
The error per point in the field plots was thus quoted as ±50Hz (8ppm), and the 
error in the maximum inhomogeneity o f each plot was therefore ±100Hz (16ppm), 
being the difference of two measurements. The error per point in the plots o f the 
corrections introduced by the shims was also ±100Hz, and thus the error in the 
amplitude o f the corrections was ±200Hz (32ppm).
The measurements could only have been made more precisely by using a more 
accurate method to measure the resonance frequency, such as writing a computer 
program to generate the spectrum for each point in the field. The method used was 
precise enough for this work, its lim it only being reached when all the shims were in 
position and the field homogeneity became comparable with the error itself.
The actual resonance frequencies were affected by the instability of the magnetic 
field due to instabilities in the magnet cuirent. The magnet was switched on for several 
hours (preferably overnight) before taking any measurements, but the field was still 
slightly unstable after this time. The resonance frequency o f each point in the field was 
measured twice to reduce this effect, more averages being too time-consuming. This 
error was not thought to be very significant compared to the large field 
inhomogeneities.
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3.7.2 Field analvsis
In performing the field analysis, the infinite sum over n in Equation 3.5 was 
ti’uncated at six terms. This was a compromise between the accuracy required and the 
complexity o f the computer program written to perfoim the analysis. The truncation 
results in errors in the computed values o f the coefficients and phase angles \|/„, 
which are used to calculate the shim parameters. The analysis o f the first field plot (at 
r '= 20cm) was carried out with two, three, four, five and six terms in the sum over n, 
and in this case the coefficients computed agreed well.
These enors could have been reduced by obtaining more data points, but the 
extra time needed was not thought to be justifiable, especially considering the large 
errors in the field measurement itself.
3.7.3 Shimming
Inaccurate diameters, lengths and positioning o f the shims would lead to errors 
in the production o f the desired harmonic corrections. Inaccurate shim length and 
positioning (made more difficu lt because the magnet bore was not perfectly cylindrical) 
would lead to errors in the harmonics produced and possibly the introduction of 
unwanted higher order and degree harmonics, whereas inaccuracies in the shim cross- 
sectional areas would lead to errors in the amplitudes o f the harmonics produced. An 
incorrect value of % would also lead to errors in harmonic amplitudes, as seen in section 
3.6.3(i).
3.8 CO NCLUSIO NS
The homogeneity o f the central axial imaging plane o f the 0.15T resistive 
magnet was improved using passive shimming by the method of Roméo and Hoult 
(1984). The tesseral inhomogeneity o f this plane, at a radius of 10cm, was reduced by 
a factor o f approximately seven from (110±16)ppm to (16±16)ppm (see Figure 3.13). 
The homogeneity of the tesseral field was also improved ±5cm either side o f the central 
slice, and at the larger radius o f 20cm. The homogeneity o f the zonal field was not 
significantly affected by the tesseral shimming.
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C H A PTE R  4: F U N C T IO N A L  M R I O F T H E  B RA IN
4.1 IN T R O D U C T IO N
The brain is the most complicated organ in the body, and even now little is 
understood about the functioning o f the normal and diseased brain. It has been known 
since the work o f Broca over a century ago that distinct regions o f the cerebral cortex 
are responsible for specific operations (see Figure 4.1 overleaf). Several cerebral regions 
normally combine to perform different cognitive functions, and thus a knowledge of 
which cerebral regions perform which operations (known as ‘brain mapping’) improves 
understanding o f brain function. Brain mapping may also increase understanding o f how 
complex tasks (such as reading and memory) are performed, and o f the relationship 
between the brain and the mind.
M RI is already well established as a high-resolution imaging modality for 
studying the normal and pathological anatomy o f the human brain in vivo, but until 
recently, has not been able to provide information on brain function. Other techniques 
for the investigation o f brain function include EEG (electroencephalography), MEG 
(magnetoencephalography) and PET (positron emission tomography). EEG and MEG 
have very high temporal resolution, but rely on an array of detectors for detecting 
voltage and magnetic fields respectively, and thus have inherently low spatial resolution. 
PET detects the approximate position o f a positron emission through the back-to-back 
y-rays produced when the positron annihilates with an electron. Thus, although the 
spatial resolution o f PET is higher than EEG and MEG, it  is limited to the range of the 
positron in tissue, which can be several millimetres. PET also has low temporal 
resolution, and requires the use o f radioactive tracers. Functional M RI o f the brain now 
has the potential to offer a method o f imaging brain function with high spatial 
resolution and intermediate resolution, which is also completely non-invasive.
Belliveau (1991) was the first to show that MRI could be applied to the in vivo 
study o f human brain function. His technique consisted of imaging the cerebral blood 
volume (CBV) with the use o f a paramagnetic contrast agent, and he showed that the 
regional cerebral blood volume (rCBV) o f the primary visual cortex increased during 
photic stimulation. Techniques involving the use o f a toxic contrast agent are not ideal, 
and a noninvasive method of imaging brain function with MRI was soon discovered.
101
PRIMARY 
SOMATOSENSORY 
AREA SI
PRIMARY MOTOR 
AREA M l
Somatosensory 
association area
Central
sulcusParietal 
lobe . Premotor area
Frontal eye 
 ^ field areaVisual 
association 
areas K /
'Frontal
lobe
PRIMARY 
VISUAL 
AREA VI
Broca’s
area
PRIMARY
AUDITORYOccipital Temporal Auditory
lobe lobe association
area
AREA
Figure 4.1 Functional areas o f the brain, showing the right cerebral hemisphere. (Note 
that Broca’s area is located in the left hemisphere o f most people.)
Based on earlier work by Pauling (1936) on the magnetic properties o f haemoglobin, 
and Thulbom (1982) who investigated the effect of these properties on the NMR signal, 
Ogawa (1990) had suggested that blood itself could be used as an endogenous contrast 
agent. Kwong (1992) demonstrated the first activation maps o f the human brain in vivo 
without the use o f external contrast agents, closely followed by Ogawa (1992) and 
Bandettini (1992).
Since 1992 there has been an enormous amount o f interest in this field, both 
from M RI researchers keen to try this exciting new technique, and neuroscientists 
hoping to move nearer to achieving their ambition of understanding how the brain 
works. Functional MRI o f the brain (now commonly known as fM RI) promises to be
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a highly useful technique for the investigation o f nomial and diseased brain function. 
Early studies tended to concentrate on observing the response of the normal brain to 
visual and motor stimuli (for example, flashing lights and finger tapping), but recent 
studies have investigated more complex brain functions such as language and memory. 
fM R I has just begun to be applied to clinical situations, with potential applications 
including presurgical mapping o f brain function, monitoring recovery from stroke or 
head injuries, and the study o f seizure disorders such as epilepsy.
fM R I holds high promise for the future, in its ability to combine both high- 
resolution anatomical information o f the brain with functional information in a single 
technique. However, despite the large number of fM R I studies which have already been 
canied out, the technique is still relatively new, and there are many theoretical, practical 
and methodological problems to be solved before fM RI proves its u tility  in the field of 
neuroscience.
4.2 T H E O R Y  OF F U N C T IO N A L  M R I OF T H E  B R A IN
In functional magnetic resonance (fMRI) o f the brain, activation o f a particular 
region o f the cerebral cortex in response to some stimulus results in an increase in 
intensity o f the NMR signal from that region.
The physiological processes underlying brain activation (section 4.2.1) are still 
not well understood, and how these processes lead to the contrast mechanisms utilised 
by fM R I is under investigation. There appear to be two main contrast mechanisms 
involved, a susceptibility effect and a blood flow effect, which cause the NMR signal 
to increase on brain activation. The theory behind these two contrast mechanisms and 
the basic techniques for observing these effects are described in sections 4.2.2 and 4.2.3, 
together with a discussion on the optimum experimental parameters for fMRI. Some 
other relevant considerations for fM R I are discussed in section 4.2.4.
4.2.1 The phvsiology of brain activation
Over a century ago the English physiologists Roy and Shemngton (1890) 
suggested that local cerebral blood flow  is intimately related to brain function. The 
actual physiological mechanisms which occur when the brain is activated are still not
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completely understood; the current understanding is summarised below, but note that 
it  is still the subject of much debate (see for example, Buxton (1993)).
When the electrical activity o f neurons in a region o f the brain is increased, for 
example in response to some external stimulus, there is an increase in cerebral blood 
flow  (rCBF) to that region, caused either by the production o f metabolites or due to a 
more direct (but poorly understood) effect on nearby blood vessels (DeYoe (1994)). 
This leads to an increase in local cerebral blood volume, rCBV. The exact mechanism 
for this increase in rCBF and rCBV is not fu lly understood, and may be due to blood 
vessel dilation and/or recruitment o f additional blood vessels (capillaries).
The large increase in blood flow  (of the order of 30%) so far exceeds the small 
increase in oxygen utilisation (-5% )  by the activated region o f the brain that the 
fraction o f available oxygen extracted (OEF) by that region actually decreases, as 
discovered with PET studies (Fox (1986)). This means that the blood in the veins 
draining an activated region o f the cerebral cortex contains more oxygen (in the form 
o f oxyhaemoglobin), and proportionately less deoxyhaemoglobin (haemoglobin from 
which the oxygen has been extracted), than in the resting state.
This proposed, "uncoupling" o f the blood flow and oxygen utilisation o f the brain 
during focal physiological increases o f neuronal activity can be explained by an increase 
o f glucose uptake during activation similar to the increase in blood flow (Fox (1988)). 
I t  is postulated that although the resting energy needs o f the brain are supplied by 
aerobic glycolysis (the breakdown o f glucose by enzymes with the liberation o f energy), 
requiring oxygen, the energy required for transient increases in neuronal activity is 
preferentially supplied by anaerobic glycolysis, which does not require oxygen.
This physiological picture o f brain activation (shown schematically in Figure 4.2 
later) is rather simplified, and the actual processes involved are more complex, for 
example increases in blood flow in one region may result in reduced flow in another, 
because the total blood flow  rate is kept approximately constant by autoregulation. Also, 
during autoregulation, rCBV can increase by vessel dilation, but when this is at its 
maximum, blood flow  actually decreases despite continued activation. The issue is 
further complicated by the fact that an increase in rCBF may reflect inhibitory as well 
as excitatory processes, and an absence o f change in rCBF does not necessarily imply 
no change in cerebral activity. Also, a region with a higher increase in rCBF does not 
necessarily contribute more to a pai'ticular function than a region with a lower rCBF
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increase. (For a more detailed discussion, see for example Sergent (1994) and Costa 
(1991).)
Finally, with regard to cerebral mapping, functional anatomy cannot always be 
directly inferred from images o f cerebral activity, since such images represent 
physiology which can be affected by factors (such as drugs and state o f mind) which 
are unrelated to anatomy.
The physiology underlying fM R I is thus beset with complications, so that 
interpretation o f fM R I images must be performed with great care before making any 
definite conclusions about brain function on the basis o f their evidence.
However, despite these uncertainties, a simplified evaluation o f the expected 
effect of brain activation on the NMR signal can still be carried out by considering the 
two physiological effects mentioned above, namely that on brain activation:
(i) the oxygen content o f cerebral venous blood increases 
and (ii) regional cerebral blood flow (rCBF) increases.
These effects (known as the susceptibility and inflow effects respectively) lead to two 
different NMR contrast mechanisms which can be exploited with fM RI; these w ill be 
treated separately in sections 4.2.2 and 4.2.3 below. The two effects are not necessarily 
independent (Su (1994)), but it  is simpler to consider them separately, at least initially.
4.2.2 fM R I based on the susceptibility effect
One o f the effects o f brain activation, mentioned above, is the increase in 
oxygen concentration in cerebral venous vessels. This is thought to lead to a change in 
the magnetic susceptibility difference between blood and the surrounding tissue. T he  
bulk magnetic susceptibility % o f a material in a magnetic field is defined as the ratio 
o f the applied magnetic field B and the resultant magnetisation M  established within 
that material. Susceptibility differences A% between materials cause local variations in 
the magnetic field, ABi^^ («cA%), which reduce the apparent transverse relaxation time 
Tg* ( 1A ’2*=1A ’2+YAB|oc/2), and thus reduce the NMR signal intensity at a given time 
following an RF pulse. Hence, any susceptibility change causes changes in T^*, and thus 
changes in the NMR signal intensity. This is described in more detail below.
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(i) The basic susceptibility effect
As described in the previous section, it is postulated that brain activation causes 
a large increase in cerebral blood flow  to the activated region, which far exceeds the 
increase in oxygen utilisation by that region. This leads to an increase in the 
concentration o f oxyhaemoglobin in the cerebral blood vessels draining the activated 
region, which causes the NMR signal to increase in intensity. It is postulated by most 
authors that the mechanism for this signal increase acts as described below.
The magnetic susceptibility o f oxyhaemoglobin (oxyHb), which is diamagnetic 
(as is normal brain tissue), is different from that o f deoxyhaemoglobin (deoxyHb), 
which is slightly paramagnetic (Pauling (1936)). Hence an increase in the oxyHb 
concentration, or conversely a decrease in the deoxyHb concentration, in the blood 
vessels draining a region o f activated brain tissue causes a reduced susceptibility 
difference between blood and the surrounding tissue. Local magnetic field variations in 
and around these blood vessels are therefore reduced, and NMR signals from nearby ‘H 
nuclei have increased phase coherence. The apparent transverse relaxation time T%* thus 
becomes longer resulting in an increase in the NMR signal from that region. This chain 
o f events is shown schematically in Figure 4.2 overleaf. This mechanism has no effect 
on Tj.
The effects o f this susceptibility difference can extend to twice the vessel 
diameter, causing an increased signal from the tissue surrounding the vessel, and a 
smaller contribution from blood water, in which rapid exchange tends to cancel effects 
due to T2* changes (Weisskoff (1993a)).
The apparent transverse relaxation rate R%* is thus proportional to the blood 
deoxyHb density, which is affected by blood volume and haematocrit (the percentage 
o f red blood cells by volume) as well as by oxygen saturation (the percentage of 
haemoglobin molecules canying oxygen). Note that blood oxygenation w ill decrease 
along the path from the capillary bed (where oxygen extraction takes place) to the 
venules and veins, so that the blood-tissue susceptibility difference w ill depend on the 
position within the vasculature. The vasculature geometry is also important, since the 
size o f the susceptibility effect depends on the orientation o f the blood vessels relative 
to the magnetic field B^.
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Figure 4.2 Flow chart showing the postulated mechanism for the susceptibility effect.
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(ii) The effects o f diffusion
The relatively simple model above describing the effectively static effects o f 
susceptibility differences is somewhat complicated by the effects o f the diffusion o f 
water molecules through the local magnetic fie ld gradients so created in the tissues 
surrounding the blood vessels.
From the literature it  is not clear whether diffusion enhances the NMR signal 
change due to blood oxygenation variations (Bandettini (1992)), or whether diffusion 
acts to moderate this signal increase (Ogawa (1993a), Kennan (1994)). Moreover, the 
susceptibility and diffusion effects may not be independent, and it may be inappropriate 
to consider them separately, although this at least provides a starting point for 
theoretical simulations.
The effect o f the diffusion o f water molecules through areas o f varying local 
magnetic field depends on the size o f the diffusion distance o f the molecules relative 
to the spatial vaiiation o f the field inhomogeneities. Diffusion can be considered a 
random walk, and the diffusion distance x^ is then the average distance travelled by a 
diffusing water molecule. Xg is related to the diffusion coefficient D and the time % for 
diffusion to occur; for isotropic diffusion in three dimensions, Xd^=2Dt (Ogawa 
(1993b)). The diffusion distance thus depends on blood velocity, vessel size (smaller 
vessels may lim it diffusion), and i  which for an NMR imaging experiment is the echo 
time TE.
According to Kennan (1994), when diffusion through local field variations is 
slow (i.e. Xg is short compared to the spatial variation o f the local field 
inhomogeneities), the resulting phase dispersion between signals from neighbouring 
protons causes a decrease in T% (Hahn (1950)), and also in T%* which depends on Tg. 
However i f  diffusion is sufficiently fast (xg long compared to the spatial variation o f 
the local field inhomogeneities), there is a motional averaging o f the effectively static 
field inhomogeneities caused by susceptibility differences, which actually increases the 
apparent transverse relaxation time T2*. Essentially, the field experienced by the moving 
water molecules-is smoothed out so that the phase coherence between signals from 
neighbouring protons increases.
Hence, the effect of diffusion on the functional signal increase due to the 
susceptibility effect depends on the rate o f that diffusion. The functional decrease in T2* 
w ill be greatest i f  diffusion is slow, while fast diffusion w ill moderate that decrease.
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(The actual signal change observed w ill depend on the sequence used to observe that 
change - see subsection (v)).
( iii)  A  simplified model o f the effect o f brain activation on T,*
The effects o f susceptibility changes and diffusion on the apparent transverse 
relaxation rate (I/T 2*) were simulated by Ogawa (1993a) with the use o f a relatively 
simple model o f cerebral vasculature and haemodynamic changes accompanying brain 
activation. The model makes several simplifying assumptions.
Each image voxel was considered to consist o f a set o f oriented compartments, 
each containing one blood vessel; this was considered to be a reasonable assumption 
since the diffusion distance is small relative to the average intervessel distance.
The blood vessels were considered to be impenetrable; vasculai' permeability 
does not significantly affect transverse relaxation rates at normal physiological values 
(Boxerman (1994)). Only the effects on tissue signal were investigated; the signal 
contributions from blood water were considered to be insignificant (since rapid 
exchange in blood tends to cancel any effects due to changes in T^* (Weisskoff 
(1993a)).
Increases in blood volume caused by both vessel dilation and capillary 
recruitment were considered. In the recruitment model, capillaries can exist in two 
functional states, active (carrying plasma and blood cells) and inactive (carrying plasma 
only). An increase in cerebral blood volume is thus brought about by an increase in the 
number o f active capillaries with no change in vessel geometry. In the vessel dilation 
model, all vessels are considered to be active, increasing in diameter on brain activation.
The simulation resulted in approximate expressions for the effective transverse 
relaxation rate R2* in the presence of susceptibility-induced fie ld  gradients and diffusion, 
which may be used to estimate the changes in signal intensity on brain activation. The 
relaxation rate due to susceptibility effects, R2*(X)> was found to dominate near larger 
blood vessels (venules and veins), whereas that due to diffusion effects, R2*(D), was 
found to be dominant near smaller vessels (capillaries). This is because for smaller 
vessels, the local field gradients in tissue due to susceptibility changes are greater, so 
that the effect o f diffusion of water molecules through the surrounding tissue are more 
important. The Tg* relaxation rates o f tissue surrounding large and small vessels were 
found to be given by:
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Rz'(%) = ot(YAxB„)bL
R,-(D) = p(YA%B,y(b;)"p (4-2)
where a  and B are constants, and and bg are the blood volume fractions (the fraction 
o f voxel volume occupied by blood) for large and small vessels respectively. In the 
recruitment model, p is the fraction o f active capillaries, and bg is the maximum blood 
volume (when p= l). In the dilation model, p= l and bg is the blood volume fraction. For 
free diffusion q=0.5, and for constrained diffusion q~ l; in both the recruitment and 
dilation models, the simulation for small vessels fît well with q= l.
These two contributions must be "appropriately summed" to give the total effect 
on the transverse relaxation rate Rj*. It has been suggested that the two contributions 
cannot simply be added, because o f possible interdependence o f the susceptibility and 
diffusion effects (Kennan (1994)), but i f  this is the case, a more sophisticated model, 
combining the two effects, is required.
A simple model o f the cerebral vasculature and haemodynamic changes 
accompanying brain activation can therefore give an estimate o f the expected NMR 
signal change; a more accurate evaluation would require a realistic representation o f 
vessel geometry and populations, and should also consider the effects o f red blood cell 
motion, and the exchange o f water molecules at blood cell and blood vessel boundaries.
(iv) The dependence o f the susceptibilitv/diffusion effects on blood vessel size 
and orientation, and blood volume
(a) Magnetic field B..
The effects o f susceptibility-induced local field variations, and diffusion through 
those variations results in two components o f the effective relaxation rate Rg*, as 
described by the-simplified model o f subsection (iii). Equations 4.1 and 4.2. The first 
o f these two terms, due to susceptibility effects (primarily large vessels), is proportional 
to Bg, while the second, due to diffusion (primarily small vessels) is proportional to the 
square o f B„.
Assuming then that the total contribution to Rj* is given by a combination of
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these two terms, the dependence o f the total effective transverse relaxation rate on Bg 
w ill range from linear to quadratic, depending on the relative size o f the two 
contributions. In a voxel dominated by "static" effects around large vessels (venules and 
veins), the dependence o f on Bg is expected to be approximately linear, while in a 
voxel dominated by motional effects around small vessels (capillaries), R%* is expected 
to vary with the square o f Bg.
Hence the expected signal change occurring on brain activation w ill also vary 
with Bg with a dependence that is somewhere between linear and quadratic.
(b) Blood vessel size
The effect o f blood vessel size on R *^ has already been noted (subsection (iii) 
and above). In tissue surrounding small blood vessels such as capillaries, local field 
gradients due to susceptibility differences are large. Thus in this case diffusion o f water 
molecules through such gradients is important, and changes in Rg* are dominated by 
diffusion effects. In tissue surrounding larger blood vessels, local field gradients due to 
susceptibility differences are relatively small. Diffusion o f water molecules through 
these smaller gradients is therefore not so important, and changes in Rg* are dominated 
by the effectively static susceptibility-induced field variations.
Thus, because of the dependence on Bg discussed above, at low field strengths 
(e.g. 1.5T and below), susceptibility-induced signal changes from the larger 
extracerebral vessels dominate, whereas at high fields (e.g. 4T), signal changes due to 
diffusion originate primarily in the microvasculature (the capillary bed).
(c) Blood vessel orientation
The size o f the susceptibility effect depends on the orientation o f the blood 
vessels relative to the magnetic field Bg. The effect o f blood vessel orientation can be 
estimated by considering a vessel to be an infinite cylinder o f inner radius a. The 
susceptibility-induced variation o f the magnetic field AB can be expressed as (Ogawa 
(1993a)):
outside the vessel AB = 27cA%(l-Y)B^ sin^G cos2(|)
inside the vessel AB = 2 jiA x ( l-Y )B ^  (3cos^0 - 1)/3, (4*3)
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where A% is the difference in susceptibility between blood and the surrounding tissue, 
(1-Y) is the degree o f blood deoxygenation, 0 is the angle between and the cylinder 
axis, r  is the distance between the point o f interest (r) and the centre o f the cylinder, 
and (j) is the angle between the position vector r  and the component o f B„ in the plane 
normal to the cylinder, as shown in Figure 4.3.
I I
I I
I II I
Tissue
Blood
vessel II II
Figure 4.3 The geometry o f a blood vessel (considered to be an infinite cylinder) 
relative to the main magnetic field B„ and the point o f interest at position 
r, used in Equation 4.3.
Outside the blood vessel: for a vessel parallel to B„, 0=0° and the magnetic field 
variation which is proportional to sin^O is therefore zero. As the angle 0 between the 
vessel axis and B„ increases, the frequency shift increases, becoming a maximum when 
the vessel is perpendicular to B^ (0=90°). Thus cerebral blood vessels parallel to the 
magnetic field w ill show no signal change due to susceptibility effects on brain 
activation, while those perpendicular to the field w ill show a maximal change.
Inside the blood vessel: the magnetic field variation AB is positive when 0 is 
less than cos \ l / 3 ) \  at which angle AB=0; at greater angles AB is negative.
In reality, the cerebral blood vessels have a variety o f orientations relative to
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each other, and this has to be taken into account by averaging over all possible 
orientations in any estimate o f signal change.
(d) Blood volume
The effect o f blood volume on the Rg can be seen by considering Equations 4.1 
and 4.2. For large blood vessels, R2* is proportional to the blood volume fraction o f 
large vessels b ,^ and for small vessels, R%* is proportional to (bg)4, where bg is the blood 
volume fraction for small vessels, and q « l (assuming constrained diffusion - see 
subsection (iii)). Thus it  can be seen that the effective transverse relaxation rate R *^ 
increases linearly with blood volume for both small and large blood vessels.
On brain activation, regional cerebral blood volume (rCBV) increases, R%* 
increases and thus Tg* decreases, theoretically resulting in a signal ûfecrease. However 
the effect o f the large increase in venous blood oxygenation overwhelms that of 
increased rCBV, causing a net increase in signal (Ogawa (1993a)).
(v) Observation o f the susceptibilitv effect with MRI
This sub section considers the basic M RI sequences which can be used to 
observe the susceptibility effect induced by brain activation, and the optimum sequence 
parameters for observing that effect.
(a) M RI sequence
On brain activation, the effects o f susceptibility differences and diffusion cause 
changes in both T^ and T^*.
Gradient echo (GE) sequences are sensitive both to changes in Tg due to 
motional effects (such as diffusion) and to changes in T%* due to "static" effects 
(including susceptibility-induced field variations); it is thought that diffusion reduces the 
effects of susceptibility changes on GE images (Kennan (1994)).
Spin echo (SE) sequences are sensitive to the changes in T^ due to motional 
effects, whereas the effects o f static field inhomogeneities are refocused at the echo 
time TE. (However i f  TE is long enough to allow substantial diffusion, the effect o f 
susceptibility-induced field inhomogeneities becomes essentially a dynamic 
phenomenon, and can thus also affect the intensity o f a spin echo image (Rosen (1990)). 
In addition, SE sequences are insensitive to susceptibility variations at interfaces
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between different tissues, allowing fM RI to be performed in all regions o f the brain 
without susceptibility aitifacts.
From the previous discussions it  is therefore expected that smaller vessels w ill 
dominate functional contrast changes in SE images, whereas GE images w ill be 
sensitive to susceptibility changes in vessels o f any diameter.
(b) Echo time TE
So far, most functional imaging studies have used fast GE sequences (FLASH 
or EPI) to study the effects o f brain activation. In a GE sequence the echo time TE 
affects the magnitude o f the signal change between images obtained with brain 
activation and at rest.
The maximum functional signal change possible can be estimated by neglecting 
the effects o f diffusion, which tends to decrease the observed signal change (Kennan 
(1994)). Consider first the haemodynamic parameters involved in brain activation. The 
venous blood oxygenation level depends on the supply o f oxygen to the tissue, and 
its oxygen utilisation. The oxygen extraction fraction (OEF) can be expressed in temis 
o f the cerebral blood flow  (CBF) and the difference in oxygenation between the arteries 
and veins (Y^-Y^) by using Fick’s principle (Ogawa (1993b)):
OEF = aC BFH c t(Y^-Y^) (4.4)
where a  is a constant, and Hct is the haematocrit (the percentage o f red blood cells by 
volume in the blood). Under normal conditions, Ya=l. Physiological changes in the 
brain lead to changes in these parameters, which can be related by the equation
AY ACBF AOEF 4^ 5 ^
(1 -Y )  CBF OEF
where Y=Y^. It is postulated that the fractional change in oxygen extraction is negligible 
compared to that in blood flow (section 4.2.1), and thus the right hand side in Equation 
4.5 is dominated by ACBF/CBF.
For a GE image, the signal S at time TE is S^exp(-TER2*), where is the
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maximum signal when TE=0. The fractional functional signal change for a GE image 
can then be approximated by expanding the exponential terms and assuming that TER^* 
is small:
AS/S = -TEA R /. (4.6)
The Tg* relaxation rate for the susceptibility effect can be written (Ogawa (1993b))
R / = A B /1  -Y )b /p , (4.7)
where A=27tA% and 13 is a numerical factor. Thus on functional activation,
AR%' -AY Ab (4.8)
It is now possible to express the fractional signal change in terms of TE, cerebral blood 
flow  CBF and cerebral blood volume b:
—  = -TEAR2* = -TE B  ( l - Y ) b A  S p
-ACBF Ab
TCBF (4.9)
Thus, changes in blood volume Ab act to decrease the signal changes caused by the 
susceptibility effect, unless the venous blood is completely oxygenated and Y«1 (in 
which case the fractional change in blood volume is negligible compared to the 
fractional change in oxygenation (Equation 4.8)). It can also be seen from Equation 4.9 
that the fractional change in signal increases with linearly with B„; i f  diffusion effects 
are taken into account, this dependence is somewhere between linear and quadratic.
An estimate o f the magnitude o f the signal change due to the susceptibility 
effect, disregarding diffusion, can now be made. I f  it is assumed that: there is no 
significant change in blood volume; the effective venous blood volume fraction b~ l-2%;
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the venous blood oxygenation is Y=0.7; the fractional change in blood flow is 50%; and 
AB(/G=510 at 4T (Ogawa (1993b)), then for TE=40ms, the fractional change in signal 
due to the susceptibility effect is -3-6%. Since this signal change is proportional to 
at a lower field strengths this signal change is diminished to -1-2% at 1.5T, and to only 
-0.3-0.7% at 0.5T.
For imaging it  is more appropriate to consider the contrast-to-noise ratio AS/N 
for the effect:
A S  ^  S
IT  N= TER,-exp(-TER;) -AY Ab(1 -Y )  b (4.10)
where S^  is the signal when TE=0. By setting the differential o f AS/N with respect to 
TE equal to zero, it is found that with this model, the maximum contrast-to-noise ratio 
is obtained when TE=1/R2*=T2*. For grey matter, T2* vai’ies between approximately 30- 
70ms (Ugurbil (1993)), and thus most fM R I studies have used a TE in this range.
(c) Image spatial resolution
The size o f the fractional signal increase due to the susceptibility effect depends 
on voxel size, that is, the in-plane resolution and the slice thickness. Because o f the 
microscopic nature o f the effect, a voxel size o f approximately the same size as the 
range of the effect should give maximum contrast-to-noise by reducing partial volume 
averaging due to non-activated brain tissue (although Frahm (1994b) noted that a thicker 
slice enhances signal change while reducing the effects o f flow  and motion). Reducing 
voxel size reduces signal-to-noise and increases imaging time, so that the choice of 
voxel size is a compromise between these factors.
The optimum voxel size thus depends on the vessel diameter, since susceptibility 
effects extend to approximately twice the vessel diameter. The diameters of capillaries, 
venules and small veins are approximately 5-lOp.m, 15|xm and 90p.m respectively 
(Constable (1994)). Thus for observing the microvasculature, which is most localised 
to the activated area o f cortex, the voxel size should be as small as possible consistent 
with a reasonable signal-to-noise and imaging time. However the predicted optimum 
voxel size is not necessarily optimal in practice, and may have to be determined 
empirically.
It has been suggested that vascular responses are localised to columns of cortex
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of size -0.1mm (Cohen (1994)), so this would be the optimum voxel size for 
investigating columnar anatomy. In addition, the cortex is -3mm thick; positioning the 
slice to include mostly cortex would also reduce the partial volume effect, but this is 
difficu lt because the cortex is highly folded.
(d) Image temporal resolution
Although neuronal electrical responses to stimuli begin typically within 40- 
100ms o f stimulus presentation, the functional increase in the NMR signal takes 
approximately five seconds to reach its peak (DeYoe (1994), Kwong (1992)). This 
relatively long activation response rise time is due to the delay between neuronal 
electiical activation and the ensuing vascular changes. It is not yet known which 
vascular response in particular causes this delay, but it  is probable that the change in 
Tg* does not reach its peak until the influx o f fresh blood has traversed the capillary bed 
and entered the venules and veins.
M RI should be able to resolve functional changes occurring within 100ms, so 
the time resolution o f fM R I is limited by physiological rather than technical factors. 
(EPI techniques can be used to plot signal changes with time with a temporal resolution 
-100ms, whereas such plots using FLASH, with imaging times -Isec at best, have 
much coarser temporal resolution.)
4.2.3 fM R I based on the inflow effect
(i) The effect o f increased flow  on the NM R signal
In comparison with the susceptibility effect, the theory o f the "inflow" effect is 
relatively simple. As described in section 4.2.1, brain activation leads to an increase in 
regional blood flow rCBF to the activated area o f cerebral cortex. That is, there is an 
increase in both regional blood flow rate and regional blood flow velocity (Yamada 
(1994)) in the arterial blood vessels supplying the activated cortical region. This is 
accompanied by either blood vessel dilation and/or recruitment o f blood vessels that are 
not active in the brain’s resting state.
When the brain is "at rest", unsaturated spins flowing into an image slice 
containing blood vessels cause a signal enhancement (see section 1.5.5). When a region
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of the brain is activated, the resulting increase in rCBF leads to an increase in the 
number of unsaturated spins entering the slice, and there is greater signal enhancement. 
Thus, i f  flow-sensitive MRI sequences are used, subtraction of images obtained in the 
activated and resting states o f the brain w ill emphasise the blood vessels supplying the 
activated region of cerebral cortex. Note that signal changes due to inflow effects can 
also occur in venous vessels due to changes in flow rate (Duyn (1994)).
The images shown in Figure 4.4 (acquired at the University of Grenoble) 
demonstrate the inflow effect at 1.5T due to brain activation. Figure 4.4(a) shows a 
conventional MR angiogram of a normal human brain, depicting cerebral blood vessels. 
Figure 4.4(b) shows a corresponding functional image obtained during a bilateral hand 
motor task. The activated areas in the functional image clearly correspond to some of 
the cerebral blood vessels seen in the angiogram. (For more details, see Belle (1995). 
Note that these images are maximum intensity projection (MIP) images, obtained by 
summing a set of contiguous 2D images.)
(a) (b)
Figure 4.4 (a) A conventional MR angiogram of a nomial brain, depicting cerebral 
blood vessels, (b) A corresponding functional image obtained during a 
bilateral hand motor task. Both images are maximum intensity projections 
(MlPs), and were acquired at 1.5T. (Courtesy o f Valérie Belle, INSERM 
U.318, Centre Hospitalier, Universitaire de Grenoble, France.)
The signal increase which occurs on brain activation is brought about by an 
increase in the apparent longitudinal relaxation time T,,pp, which is observable as a
1 1 8
signal increase with Ti-weighted sequences (Kwong (1992)), such as the inversion 
recovery (IR) sequence. Detre (1992) showed that is related to the true tissue 
longitudinal relaxation time Tj (the T, relaxation time of brain water in the absence of 
flow  and exchange between blood and brain water) and the blood flow rate f  (in 
ml/g/unit time) by the equation:
1 I f
^ l a p p  ^ 1 ^
where X  is the blood:brain partition coefficient o f water; ?t'=«0.95ml/g (Raichle (1976)). 
X  is defined as the ratio of the quantity o f "contrast agent" (unsaturated spins, in this 
case) to that in blood. Assuming that the true tissue Tj and the blood:brain partition 
coefficient X  do not change on brain activation, then a change in blood flow Af leads 
to a change in the observed T^ p^p:
A f (4.12)
X '
I t  is therefore possible to quantify the changes in blood flow  which occur on brain 
activation.
(ii) A simple model o f the functional inflow effect
The effect o f increased inflow on the NMR signal can be estimated by using a 
simple model o f plug flow at velocity v in a cylindiical blood vessel perpendicular to 
an imaging plane o f thickness d, as shown in Figure 4.5(a) overleaf (Wehrli (1990)).
Consider the effect o f a train o f equidistant slice-selective RF pulses of pulse 
angle a, separated by TR. I f  the flow velocity v>d/TR, all saturated spins in the 
imaging plane are replaced by inflowing unsaturated spins in the time TR; thus the 
resultant longitudinal magnetisation M is a maximum, M=M„. I f  v<d/TR, then there are 
two populations o f spins which contribute to the signal:
1 = A ■ f "T_ lapp X_
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Figure 4.5 (a) Plug flow in a cylindrical blood vessel perpendicular to the imaging 
plane (of slice thickness d), at times t=0 and t=TR. The hatched areas 
represent saturated spins, (b) The resulting longitudinal magnetisation M 
as a function o f the flow velocity v.
(a) a fraction vTR/d o f unsaturated spins o f maximum magnetisation M„, 
and (b) a fraction (1-vTR/d) o f saturated spins o f magnetisation
M  = 1 -e
-TRrr,
^1 -cosae
M (4.14)
The denominator in the above expression for M applies to pulse angles a<90° and is 
equal to 1 for a=90°. Thus for v<d/TR the total magnetisation M is given by Equation 
4.15 overleaf, where C is equal to the term in brackets in Equation 4.14, and is the 
value of M/M„ for v=0.
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M = M vTR ^ % v T R ^ = Md d
V 1 -cosae
0 C + ( l-C ) vTR (4.15)
Thus the longitudinal magnetisation M  increases linearly with flow velocity v 
until v=d/TR, after which M=Mq since all in-plane saturated spins have been replaced 
by inflowing unsaturated spins (see Figure 4.5(b)).
For fM R I it is necessary to know how the longitudinal magnetisation M  (and 
thus the NMR signal S) changes on brain activation, which leads to a regional increase 
in blood flow velocity. There are three situations to be considered: (a) v>d/TR both 
before and after activation; (b) v<d/TR both before and after activation; and (c) v<d/TR 
before activation but v>d/TR aftei-wards. Each o f these situations w ill be discussed 
briefly, followed by an estimation o f the expected functional signal change for each 
situation.
(a) v>d/TR both before and after activation
In this case, all in-plane saturated spins are refreshed both before and after 
activation. Thus the magnetisation M^ before activation equals that afterwards: 
M 2=Mi=Mq, and there is no signal change. This is likely to be the case for very large 
blood vessels where blood flow is fast, for example large arteries and veins.
Note that by choosing d and TR such that v^d/TR both before and after 
activation, M RI sequences become insensitive to inflow effects (Belle (1995)). EPI 
sequences are relatively insensitive to inflow effects compared to FLASH sequences, 
because of the longer time between RF excitations.
(b) v<d/TR both before and after activation
This situation is shown graphically in Figure 4.6(a). I f  the blood flow velocities 
before and after activation are v^  and v% respectively, then using Equation 4.15, it  can 
be shown that the change in magnetisation AM=M%-Mi is given by:
TR TRAM = M ^ _ ( 1 -C ) (v 2 -Vj) = M „ _ ( l - C ) A v ,  d d (4.16)
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where Av=V2-Vi is the functional increase in blood flow velocity. Since the signal S is 
proportional to the magnetisation M, the fractional change in signal AS/S is thus given 
by the expression
AS _ AM _ ( l -C )A v T R /d
S M l  C + ( 1 - O v J R / d (4.17)
The fractional change in signal is thus proportional to Av, and also depends on 
repetition time TR, slice thickness d, RF pulse angle a  and the T j o f blood.
This situation is likely to occur in small blood vessels such as capillaries where 
blood flow is slow.
(a) M (b) M
M 2
v V
Figure 4.6 Graphs showing the change in magnetisation induced by a change in flow 
velocity from Vj to v% for (a) v^  and V2<d/TR, and (b) Vi<d/TR but V2>d/TR.
(c) v<d/TR before activation but v>d/TR after activation
This situation is shown graphically in Figure 4.6(b), In this case, the change in 
longitudinal magnetisation AM is given by
AM = M „( l -C ) v.TR1 -_J__ (4.18)
and the fractional change in signal is given by
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^  = (1 - 0 ( 1  -^ )T R /d  (4.19)
S c  + (1 -C)VjTR/d
Hence although AM (and AS also) decreases linearly with v, and TR/d, the dependence 
o f AS on these variables is more complicated.
This situation is likely to occur in blood vessels o f intermediate size, for 
example the smaller arteries and veins, arterioles and venules.
(d) Estimated signal changes due to brain function
The mean blood flow velocity in humans ranges from -0.07cm/s in capillaries 
up to 40cm/s in the aorta, with flow velocity in the venules and arterioles ranging from 
~6-28cm/s (Zijlstra (1981)).
For a typical fast functional image, the slice thickness d=5mm and repetition 
time TR=100ms, and therefore d/TR=5cnVs. A typical value o f a  is a^, the Ernst angle, 
which gives the greatest signal-to-noise for sequences with reduced TR (Waugh (1970)). 
This is given by cosag=exp(-TR/Tj); for TR= 100ms and a blood Tj o f 840ms (Brooks 
(1987)), C=0.5. Assuming also that Av=50% (Ogawa (1993b)), the fractional signal 
changes due to the increased in flow  effect occurring on brain activation can be 
estimated.
For large and some intermediate sized blood vessels, v>5cm/s both before and 
after activation (situation (i)), and there w ill therefore be no signal change.
For other (smaller) vessels o f intermediate size, v may be <5cm/s before but 
>5cm/s after activation (situation (iii)). For example i f  v,=4cm/s (and .*. Vj-ôcm/s), the 
fractional signal change is estimated to be =25%.
For very small vessels such as the capillaries, v<5cm/s both before and after 
activation (situation (ii)); for Vi=0.07cm/s the estimated fractional signal change is 
=0.7%.
These estimations suggest that functional images based on the inflow effect are 
likely to be dominated by smaller intermediate sized vessels such as arterioles, with 
capillaries only making a small contribution to the functional signal change.
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(iii) The dependence of the inflow effect on blood vessel size and orientation, 
and blood volume
(a) Magnetic field B„
The change in the observed T^ p^p relaxation rate due to the functional inflow 
effect is essentially independent o f the magnetic field strength B^ (Ogawa (1993a)), and 
is likely to be the dominant functional effect at relatively low field strengths (-1.5T and 
below) and short TE when the susceptibility effect is small (Ugurbil (1993)).
(b) Blood vessel size
The inflow effect is greatest for the larger intermediate sized vessels (for 
example arterioles), but the microvasculature (capillaries) are also affected to a lesser 
extent (see subsection (ii) above). Large vessels show no functional signal changes. 
Flow-sensitive functional images would therefore be expected to predominantly show 
signal increases in voxels containing the smaller arterial (and venous) blood vessels, 
with smaller signal increases from voxels containing capillaries.
(c) Blood vessel orientation
The signal change caused by the inflow effect occurs for vessels o f all 
orientations, except those which lie within the imaging plane. For such vessels there is 
no signal change, since spins flowing into a given voxel are already saturated.
Vessels oriented obliquely to the imaging plane may give rise to the "oblique 
flow  artifact" (Frank (1993)), in which vessels are displaced from their true position on 
an image due to spins flowing in from areas experiencing different spatial encoding 
gradients. This displacement may be larger on activation due to increased velocity, 
causing artifacts in functional images (Yamada (1994)).
(d) Blood volume
Brain activation results in an increase in cerebral blood volume (CBV), caused 
by vessel dilation and/or capillary recruitment. Recruitment w ill have little effect on 
signal increases due to inflow, since capillaries contribute very little to the signal 
change (see subsection (ii)). Vessel dilation, that is an increase in vessel diameter, may 
cause apparent increased signal change in the area around the vessel.
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(iv) Observation of the inflow effect with MRI
(a) M RI sequences
The inflow effect causes variations in the observed longitudinal relaxation time 
Tiapp, so Tj-weighted sequences w ill be most sensitive to any changes in flow. Inversion 
recovery (IR) sequences are Tj-sensitive but relatively slow, but fast gradient echo 
sequences (EPI and FLASH) can be made sensitive to Tj. This is achieved by using a 
low RF pulse angle (but high enough for a reasonable signal-to-noise) and short TR for 
greater T  ^ saturation, and a short TE relative to T^* for increased signal.
(b) Image spatial resolution
Intermediate sized vessels (diameter ~15p.m) on the surface o f the grey matter 
should give the greatest functional signal increase due to the inflow effect. Thus 
reducing the voxel size reduces the partial volume effect and should increase the 
functional signal change, while keeping the voxel size large enough for reasonable 
signal-to-noise and imaging time.
(c) Image temporal resolution
As for the susceptibility effect, the temporal resolution o f fM R I based on the 
inflow effect is limited by the delay o f several seconds between neuronal activation and 
vascular changes (section 4.2.2(v)). I t  has been reported that slightly longer response 
times are observed with flow-sensitive techniques than with susceptibility-sensitive 
techniques (Cohen (1994)), but i f  the inflow effect is seen mainly in the arterial vessels, 
then a shorter response time would be expected than for the susceptibility effect which 
is seen in the capillaries and venous vessels.
4.2.4 Other factors relevant to fM R I
(i) Hardware and software requirements
Functional imaging based on the susceptibility effect requires a high field 
strength magnet (e.g.3-4T) with good magnetic field homogeneity. Functional imaging 
based on the inflow effect can be perfomied with lower field magnets such as 1.5T
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clinical systems, and is relatively insensitive to field inhomogeneities.
The stability o f the MRI system must be good in order to detect small functional 
changes, especially when attempting to observe the susceptibility effect which is small 
even at high field strengths. Instabilities can be caused for example by fluctuations in 
RF power or receiver gain.
Fast imaging is also a necessity for fMRI; this requires fast gradient switching 
(for which shielded gradient coils may be necessary), and powerful gradient amplifiers 
i f  EPI is to be performed.
On the software side, functional imaging has severe data storage requirements 
due to the large number o f images generated, especially i f  3D imaging is used. Fast 
imaging and 3D data display requires substantial computer speed and graphics 
capabilities. A data processing package is also required, to produce functional images 
from the raw data.
(ii) Physiological noise
In addition to system instabilities and thermal noise, physiological noise 
contributes significantly to the noise in areas o f functional interest. Physiological noise 
can be described as the noise due to fluctuations in physiological processes which are 
unrelated to the stimulus, hardware stability and gross subject movement, such as 
pulsatile flow o f blood and cerebrospinal flu id  (CSF), and respiratory motion. These 
fluctuations are greater in giey than white matter, probably due to pulsatile blood flow 
in the more extensive vasculature in grey matter (Jezzard (1994)). Physiological noise 
may dominate over system and thermal noise (Bandettini (1994a)), but its effect on the 
detection o f functional areas o f activation depends on the data processing technique 
used. For example, i f  spectial analysis is used to identify activated areas (see 
4.3.3(iii)(b)), spectral peaks corresponding to periodic physiological fluctuations may 
be accounted for.
(iii) The effect o f motion
Motion o f any kind can reduce signal-to-noise and degrade image quality, and 
in fM R I may cause artificial signal increases. This motion could be subject motion (for 
example when performing a motor task), pulse- and respiration-induced motion o f the 
brain and its vasculature, and pulsatile motion o f CSF.
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Misregistration due to motion between images obtained during activation and at 
rest can create significant artifacts in subtracted images, especially when functional 
signal changes are small. These artifacts are likely to be greatest at interfaces between 
types o f tissue which have different NMR properties, e.g. brain/CSF, and grey/white 
matter.
Thus some foiTU of motion compensation is desirable when performing fMRI. 
The methods that can be used include restraining, gating with stimulus presentation, 
reordering o f phase-encoding steps and gradient moment nulling (see Hunt (1992) for 
example). Flow compensation may also be necessary when attempting to observe the 
susceptibility effect, especially at low field strengths where functional signal changes 
are small.
(iv) Functional localisation
Functional localisation is the determination of which particular region o f the 
cortex is activated by a given stimulus. For functional localisation by fMRI, it is most 
desirable to observe functional effects within the microvasculature, since these are most 
likely to correspond to areas o f neuronal activation than effects due to larger vessels.
Hence fM R I which observes the susceptibility effect in the microvasculature 
alone is most useful; this can be achieved i f  susceptibility effects from larger vessels 
and flow can be removed or compensated for, e.g. by using spin-echo sequences and 
flow compensation. Inflow fM R I reflects changes in larger vessels and is thus not so 
localised to activated cortical regions, but may be useful in low-field systems where the 
susceptibility effect is small.
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4.3 fM R I TECHNIQUES
4.3.1 Inti'oduction
This section is concerned with the particular techniques that have so fai' been 
used for fMRI. Although the field o f fM R I is barely four years old, there seem to be 
almost as many sequences and data processing techniques as there are research groups 
investigating fMRI. Ideally there should be a "standard" method for performing fM RI 
so that results from different research groups (and later, clinical institutions) can be 
directly compared. The most commonly used techniques are discussed and compared 
in sections 4.3.2 and 4.3.3 below. The various stimulus paradigms used in fM R I studies 
w ill be considered along with fM R I applications in section 4.4.
4.3.2 fM R I sequences
The RF pulse sequence employed for fM R I depends on a number o f factors: for 
example whether the susceptibility or inflow is being investigated, the capability o f the 
particulai' M RI system, and time constraints. Fast sequences are desirable for a number 
o f reasons. A greater number o f images can be acquired leading to greater signal-to- 
noise after averaging, and higher temporal resolution o f time-course activation data (i.e. 
a plot o f the signal as a function o f time). With faster sequences the imaging time is 
less, reducing motion artifacts; also the duration o f each stimulus condition (e.g. "on" 
or "off") can be reduced, so that the response to stimuli o f shorter duration can be 
studied.
(i) Basic RF pulse sequences for fM RI
The basic fM R I sequence used depends on which functional effect is to be 
studied. Investigation o f the susceptibility effect requires a sequence sensitive to 
changes in Tg* and/or T^. Gradient-echo (GE) or spin-echo (SE) sequences may be used 
(see subsection 4.2.2(v)). GE sequences with TE^Tg*, low pulse angle a  and relatively 
long TR are sensitive to changes in T2*, and demonstrate susceptibility effects from 
vessels o f all sizes, whereas Tj-weighted SE sequences are predominantly sensitive to 
the smaller vessels and microvasculature, which is more localised to the activated brain 
tissue. SE sequences have the added advantage o f being relatively insensitive to large
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changes in susceptibility at tissue interfaces, for example brain/cerebrospinal fluid, and 
so can be used to investigate function in any part o f the brain.
Investigation o f the inflow effect requires a sequence sensitive to changes in the 
apparent longitudinal relaxation time Tj^pp, such as an inversion recovery (IR) sequence, 
or a T)-weighted GE sequence with short TE, and relatively large pulse angle a  and 
short TR for greater T  ^ saturation.
In general, most sequences are sensitive to a combination o f the susceptibility 
and inflow effects. Because o f the poorer spatial correspondence of inflow effects with 
actual sites o f neuronal activation, it is usually desirable to obseiwe the susceptibility 
effect alone. Thus flow effects are usually either suppressed, or imaged so that large 
vessels can be identified and accounted for in images displaying susceptibility-induced 
changes.
(ii) FLASH fM R I sequences
FLASH-based sequences (subsection 1.5.4(i)) have so far been the most 
commonly used sequences for fM RI, because o f their easy implementation on standard 
clinical systems with no special hardware requirements. In general FLASH sequences 
are relatively slow, with a typical FLASH image acquisition taking several seconds, 
although newer variations such as Turbo-FLASH may allow subsecond imaging.
The basic FLASH sequence employs a gradient-echo, and can be made sensitive 
to changes in T%* or T  ^ as mentioned in subsection (i) above. In the Tg*-weigh ted 
version, maximum functional contrast-to-noise for the susceptibility effect is obtained 
when TE is approximately equal to the T%* o f brain tissue, ~40-70ms, and thus TR and 
the imaging time is relatively long. For Tj-weighted FLASH, TE is short relative to T^*, 
and TR is relatively short. There is also a spin-echo version o f FLASH, the fast spin- 
echo (FSE, Constable (1994)), which is predominantly sensitive to functional changes 
in small vessels.
There are four main reasons for modifying the basic FLASH sequences: to 
remove unwanted magnetisation, to reduce imaging time and so increase temporal 
resolution, to improve the sensitivity to functional effects, and to suppress or 
compensate for flow and reduce motion artifacts (the latter w ill be discussed in 
subsection (v) below).
FLASH sequences can cause the build-up o f unwanted magnetisation due to the
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closely spaced RF pulses, causing artifacts. This magnetisation can be dephased with 
the use o f refocussing or spoiling gradients, or by RF spoiling (Zur (1991)). Such 
methods have been used by Frahm (1993), Menon (1992), Thompson (1994) and Le 
Bihan (1993a), for example.
As mentioned above, FLASH is a relatively ‘ slow’ fast imaging sequence. 
Several faster versions o f FLASH have been used for fM R I including echo-shifted 
FLASH (ES-FLASH) and spiral-scan imaging. In ES-FLASH, the echo is shifted and 
refocussed in the subsequent TR period, allowing TR<TE (e.g. Duyn (1994)). The data 
acquisition method in spiral-scan imaging allows faster imaging than with normal 
FLASH (Cohen (1993b)), Noll (1995)).
It is also possible to improve sensitivity to functional effects by sequence 
modifications. For example T^* spin-preparation prior to FLASH acquisition can 
increase Tg* sensitivity (Hu (1993)), and multi-echo sequences allow semi-quantitative 
Tz*-maps (Norris (1994), Menon (1993a)).
(iii) EPI fM R I sequences
EPI imaging techniques (subsection 1.5.4(ii)) have the advantage of speed, with 
imaging times o f the order o f 100ms possible, since all the data is acquired in a single 
"shot" with the use o f multiple echoes. Thus higher temporal resolution can be obtained 
in time-course activation studies. EPI sequences are also less sensitive to flow effects 
(Belle (1995)). However EPI images have low signal-to-noise compared to FLASH 
images, and EPI is less widely available than FLASH because o f its more demanding 
hardware requirements; the fast gradient switching requires shielded gradient coils and 
powerful amplifiers.
As with FLASH, EPI can be used in either GE or SE mode, and GE EPI can be 
made sensitive to either T2* or T^ by altering sequence parameters.
Although many groups have used basic EPI sequences for fM R I investigations, 
there aie relatively few variations, partly because there is no build-up o f unwanted 
magnetisation, and the imaging time is usually satisfactory.
Imaging time can be reduced by using an offset echo, allowing the effective TE 
to be shorter than the actual TE; Blamire (1992) reduced imaging time to 65ms 
although the effective TE was 70ms to retain contrast-to-noise o f the susceptibility 
effect. Combined GE/SE EPI imaging allows changes in T2* and T j to be
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simultaneously observed, permitting discrimination o f larger and smaller vessels 
(Bandettini (1994b)). The sensitivity o f EPI to inflow effects can be increased with the 
EPISTAR sequence, in which a selective inversion pulse is used to presaturate 
inflowing spins (Edelman (1994)). However this sequence requires prior knowledge 
about the location o f activation, since the inversion pulse is applied proximal to the 
arterial supply o f the region o f activation.
(iv) 3D fM R I
Although 3D fM R I is comparatively slow with poorer spatial resolution (and 
thus reduced contrast-to-noise due to increased partial volume averaging), and has 
greater computer power and memory requirements, it  does have the advantage of 
covering a larger volume o f brain tissue. Localising the activated cortical region can be 
d ifficu lt with 2D fM R I due to intersubject variations and cortical folding, especially 
with thin slices to reduce partial volume effects. 3D functional imaging removes the 
need for accurate slice position, facilitates observation o f responses involving several 
cortical regions such as memory, and also permits observation o f responses in unknown 
or unexpected regions for example due to disease. 3D fM R I can also seive as a guide 
for higher resolution and more sensitive 2D studies.
By their nature 3D sequences are relatively insensitive to flow effects, flow 
signal attenuation being provided by RF excitations covering the whole volume of 
interest, so that within the imaging volume all spins are equally saturated.
3D fM R I images have been obtained by several research groups, for example 
Schad (1994) whose 3D imaging time was about 4 minutes. Such slow imaging times 
lead to poor temporal resolution and increased susceptibility to motion artifacts. 3D 
imaging time can be reduced; for example 3D hybrid EPI reduces imaging time without 
stringent hardware requirements (Gati (1994)), and 3D echo-shifted FLASH (Duyn 
(1994)) can reduce imaging time to -20s. The interleaved SUNBURST imaging 
sequence can acquire 3D images in 2s with the potential for subsecond imaging (Wong 
(1994)), so 3D imaging time may soon no longer be a drawback fo r fMRI.
(v) Artifact suppression in fM RI
The main artifacts affecting the quality o f fM RI data are those due to gross 
motion and physiological fluctuations unconelated to the stimulus, such as pulsatile
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flow  o f blood and cerebrospinal flu id (CSF), pulsatile brain motion and respiratory 
motion. These physiological fluctuations can cause spurious signal changes due to for 
example ghosts and misregistration.
In general, faster sequences are less susceptible to artifacts due to motion and 
pulsatile flow, there are also many methods available for suppression o f such artifacts 
(see Hunt (1992) for example). Methods that have been applied to fM R I include motion 
compensation (Boecker (1994)); triggering o f data acquisition with the cardiac cycle 
(Chien (1994)); navigator echoes to reduce the effects o f physiological motion (Hu 
(1994)); and FLAIR in which an inversion pulse is applied to null the CSF signal 
(Hajnal (1993)). (Note that the CSF artifact is not seen i f  the sagittal sinus is parallel 
to Bg (Menon (1993a)).) Also, data processing techniques such as spectral analysis 
(section 4.3.3(iii)(b)) may allow the effects o f periodic physiological fluctuations to be 
filtered out.
For functional imaging o f the susceptibility effect, it  is also desirable to suppress 
signal changes due to inflow, especially at low magnetic field strengths where inflow 
effects may be dominant. The oblique flow artifact may also cause problems in fMRI. 
The suppression o f flow effects may be achieved with a variety o f methods, including 
(for fM RI) the use o f flow compensation gradients (Chien (1994), Frank (1993), Menon
(1994)); flow  rephasing gradients (Schad (1994)); reordering o f phase-encoding steps 
(K im  (1994), Menon (1993a)); and presaturation o f inflowing spins from neighbouring 
slices (Duyn (1994), Frahm (1994a)). This latter method does not ensure elimination o f 
effects due to slow and in-plane flow, and also may not be as effective when blood 
flow  velocity increases on activation. Flow effects may also be suppressed by 
appropriate choice o f slice thickness and repetition time (see section 4.2.3(d)).
(vi) Conclusions
An ideal fM R I sequence would be a 3D sequence capable of imaging the whole 
brain which is sensitive to either the susceptibility or inflow effect as desired with good 
contrast-to-noise,- which is very fast with high temporal and spatial resolution, and 
produces artifact-free images. So far the implementation o f such a sequence has not 
been achieved, but many sequences currently employed for fM RI contain at least one 
of the features above; therefore it may not be long before a sequence is developed 
which approaches the ideal fM R I sequence.
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4.3.3 fM R I data processing techniques
fM R I experiments usually consist o f sets o f images obtained during alternating 
periods o f rest and brain activity. As an alternative to image display, the signal intensity 
from a pixel or group o f pixels may be plotted as a function o f time, generating a time- 
course o f functional activation. The faster the imaging time, the greater the temporal 
resolution o f such a time-course.
Having acquired the functional data, the next problem is the interpretation o f the 
data in order to obtain meaningful and reliable information about brain function. The 
main aim o f functional neuroimaging at present is the reliable identification o f areas of 
brain activation. The temporal response o f activated areas is also o f interest.
Signal changes accompanying brain activation are usually small and may be 
within the range o f NMR noise, and hence may not be seen in the raw images. 
Mathematical techniques are therefore required to extract the functional information 
from the raw data. Most o f the techniques that have so far been employed in the 
analysis o f functional data can be grouped into two categories: those based on 
subtraction, and those using correlation methods. These and other miscellaneous 
techniques w ill be described and discussed below.
(i) Subtraction techniques
(a) Simple subtraction
Simple subtraction is the easiest technique to implement, involving only 
subtraction o f an image acquired in the resting state from one acquired during 
activation. Usually a set o f images acquired during each state is averaged prior to 
subtraction, to improve signal-to-noise.
(b) Scaled subtraction
Scaled subtraction is a more ‘ statistical’ version o f the subtraction method, and 
involves the use o f  a statistical test or formula in addition to subtraction.
The most common variation of the scaled subtraction method employs the paired 
t-test (see for example Hoel (1976)), which tests whether the mean signal intensity 
during activation is statistically significantly different from that during rest. This method 
can be used when the sample is statistically small, which is usually the case in fMRI.
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A "t-map" is produced, where the t-value for each pixel is given by the difference 
between the mean signal intensity during activation and at rest, divided by the standard 
deviation (SD) o f the measurements. Pixels where the t-value is above a certain 
threshold (e.g. 3SD) are set to one and all others are set to zero. This t-map is then 
multiplied by the activation image to give an image of the activated areas.
This technique helps to reduce spurious signal changes in functional images due 
to motion and physiological fluctuations, but due to the large number o f pixels, it  is 
possible that some pixels w ill appear to show a significant signal increase purely by 
chance.
Scaled subtraction techniques may be refined, for example by the use o f a 
median filter (Constable (1994)) which reduces spurious signal changes. Another 
technique assumes the area o f activation to be a contiguous region o f pixels with signal 
changes above a certain threshold (Schneider (1993), Forman (1995)); the probability 
that contiguous pixels w ill have a significant t-value is substantially less than the 
probability that each alone is significant. Although this reduces spurious signal changes, 
it  assumes that areas o f activation are above a certain size, and therefore activated areas 
smaller than this w ill not be detected.
(c) Comments
Subtraction techniques are fast and relatively simple to implement, but suffer 
from a number o f problems. They are sensitive to gross motion and physiological 
fluctuations, which can cause spurious signal changes due to misregistration and 
artifacts. Baseline signal d iift, i f  not corrected, can cause errors in subtracted functional 
images. Subtraction techniques also make no use o f the information contained in the 
temporal response of the activation-induced signal changes, i f  available.
In addition, subtraction techniques rely on assumptions about brain function. It 
is assumed that the functional signal changes are due to an increase in blood flow on 
activation, and a decrease during rest, but the functional response may not always be 
that straightforward (Cohen (1994)). It is also assumed that all functions subtracted out 
are firstly irrelevant to the stimulus being studied, and secondly that they are performed 
identically both during rest and activation (Cohen (1993a)), which may not necessarily 
be the case.
Functional changes o f reasonable quality can easily be observed with subtraction
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techniques, but post-processing can greatly improve both the quality o f functional 
images and confidence in their interpretation.
(ii) Correlation techniques
Correlation techniques, unlike subtraction techniques, make use o f the temporal 
response o f activation-induced signal changes to identify regions o f activation, and 
reduce or eliminate artifacts in functional images.
(a) Cross-correlation
In the cross-correlation method, functional images are produced by determining 
the correlation between the temporal response o f each pixel in an image of brain 
activation and a "reference waveform", several forms of which w ill be discussed below. 
The cross-correlation coefficient is calculated for each pixel, and is a measure o f the 
correspondence of the shapes o f the temporal activation response and the reference 
waveform. Pixels for which the cross-correlation coefficient is greater than a certain 
threshold value (i.e. those with temporal responses similar to the reference waveform) 
are set to one and all others are set to zero. This cross-correlation map is then 
multiplied by the activation image to give an image of the activated areas.
The simplest reference waveform for cross-correlation is the ideal temporal 
response to the stimulus, which may be a rectangular or sinusoidal function. This can 
be improved by adding a fixed delay to allow for the haemodynamic response time 
(Bandettini (1994c)). Cross-correlation with such reference waveforms w ill tend to 
remove artifacts due to motion, physiological fluctuations, signal drift and chance 
correlations since i f  these factors are absent in the reference wavefonn, they w ill be 
automatically suppressed in the resulting functional image.
The use o f these simple reference waveforms is not ideal since it is assumed that 
the activated areas w ill respond in a particular way (even though the temporal response 
o f the NMR signal to brain function is not fu lly  understood) and areas responding 
differently w ill not be detected. The functional image w ill be improved i f  the reference 
waveform more closely approximates the response of activated cortical regions. A 
higher correlation with activated areas may be obtained i f  the reference wavefonn used 
is the actual temporal response of one or more pixels in the activated area (Bandettini
(1993)). A disadvantage with this method is that any artifactual signal changes due to
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motion or pulsatility may also be present in this empirical reference waveform, together 
with noise, thus degrading the cross-correlation image. A time-averaged reference 
waveform derived from the actual response may reduce such effects.
The above cross-correlation techniques have the disadvantage that selection of 
the reference waveform requires some a priori knowledge and/or assumes that all 
activated areas respond temporally in the same way. Areas with similar response 
frequency but different phases to the reference waveform w ill not be detected unless a 
variable phase is built into the analysis (Binder (1993a)). (However note that functional 
changes in the microvasculature tend to cause changes only in the magnitude o f the 
response, whereas larger vessels give rise to both magnitude and phase changes and 
very large vessels to phase changes only (Wen (1993)); thus responses closest to the 
stimulus waveform should be more localised to areas o f activation.)
Cross-correlation methods in which a basis set of arbitrary reference functions 
is used to model the signal changes has the advantage that no a priori information is 
required (Sobering (1993)), but the function(s) from the basis set that best model the 
functional signal changes still need to be identified and combined to produce the 
functional image.
(b) Autocorrelation
Analysis by the autocorrelation technique involves calculation o f the 
autocorrelation coefficient, which measures the similarity o f a function F(t) with a time- 
shifted copy o f itself F(t+x) (Sobering (1993): the only report o f this method). 
Autocorrelation analysis has the advantage that no a priori information about the 
temporal response o f the activation is required.
(iii) Miscellaneous analytical techniques
(a) Neural network techniques
Ding (1994) used a neural network technique to analyse functional data, in 
which clustering methods were used to classify pixels on the basis o f their temporal 
responses. This technique has the advantage o f not requiring a reference waveform or 
any prior information about either the temporal response or the location o f the 
activation. Activated cortical regions are ‘ naturally extracted simultaneously’ . This
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approach w ill therefore be valuable in studies where the temporal response and exact 
location o f the activation is unknown; this is after all what is being investigated with 
fMRI.
(b) Spectral analysis
In this method for the analysis o f functional data, the time-course of the 
activation response is Fourier transformed to yield a frequency spectrum o f the response 
as shown in Figure 4.7 (Bandettini (1993)). Examination o f the frequency and relative 
intensity o f the spectral peaks can give information on the temporal response of the 
activation. Most o f the power o f the resulting spectrum is at the frequency o f the 
stimulus. Peaks uncorrelated to the stimulus are likely to be artifacts, and low frequency 
components due to periodic physiological fluctuations can be filtered out to enhance 
true activation-related signal changes (Weisskoff (1993b)).
Biswal (1994) used a novel technique to filter physiological fluctuations from 
the functional signal. A pulse oximeter was used to obtain a waveform o f blood 
oxygenation during functional imaging; this waveform was Fourier transformed to 
obtain the frequency o f the heai't-rate and respiration, which were then filtered out of 
the time-course fM RI signal before cross-correlation analysis.
(a) (b)
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Figure 4.7 (a) A typical temporal response of brain activation to periodic stimulation.
(b) The corresponding frequency spectrum, with most o f the energy at the 
frequency o f the stimulus.
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(c) Non-parametric statistical mapping
Parametric statistical techniques such as the t-test (subsection (i)(b)) which 
assume a normal distribution o f functional signal intensities are not optimal because 
temporal undersampling o f physiological fluctuations can lead to non-normal signal 
distributions. A  statistically valid, quantitative approach to fM R I signal analysis requires 
more complex statistical methods such as that used by Baker (1994).
(d) Real-time fM R I analysis
The analytical methods described so far require that all the data is acquired 
before processing. Real-time or near real-time processing o f functional responses would 
be highly desirable, allowing monitoring o f data quality during the experiment, and also 
allowing the possibility o f interactive stimulus paradigms, thus making fM R I more 
flexible.
A near real-time processing technique for fM RI has been developed by Cox
(1995), based on the cross-correlation method; the cross-correlation coefficient is 
recursively calculated and any undesired time series (e.g. a linear trend) is 
simultaneously rejected. Thus as the experiment progresses, and more images are added 
to the data set, the activated area gradually becomes apparent. I f  real-time image 
reconstruction is available, this method makes little extra demands on computational 
power.
Although useful, real-time fM R I processing and display is unlikely to totally 
replace the statistical techniques that may be applied to a complete data set.
(iv) Conclusions
As with fM R I sequences, the ideal fM R I processing technique is yet to be found. 
There is still much work to done in this area to ensure that areas o f brain activation can 
be accurately and reliably identified. Future possibilities may include the reconstruction 
and display o f 3D functional images in near real-time.
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4.4 APPLICATIONS OF fM R I OF TH E BR AIN
4.4.1 Introduction
Since the first functional MR images o f the brain, using no external contrast 
agent, were produced by Kwong (1992), a large number o f fM R I studies have been 
published. Most o f the early fM R I studies observed the response o f the normal brain 
to basic stimuli such as flashing lights and finger tapping. Recent studies have used 
more complex stimulus paradigms, and in addition to investigating the response o f the 
normal brain to visual and motor stimuli in more detail, the response to stimulation o f 
the other senses (touch, hearing, smell and taste) and higher brain functions such as 
language and memory have been investigated. fM R I has also now been applied in a few 
clinical situations, and some possible future clinical applications are being investigated.
It is probably fair to say that many early fM RI studies were relatively crude, 
seeking only to replicate results obtained with other methods (such as PET) using basic 
stimuli and data processing techniques. However, it was soon realised that more 
carefully designed stimulus paradigms and more refined methods for identifying areas 
o f brain activation are needed, i f  fM R I is to provide meaningful information about brain 
function. Thus it is now possible to have more confidence in the validity o f fM RI 
results, although there is still much work to be done in improving fM R I techniques.
It is also important to note that at first, the mechanisms o f brain activation- 
induced MR signal changes were poorly understood. Thus early reported functional MR 
signal changes may have been due to either the susceptibility effect or the inflow effect, 
or a combination o f both. The same stimuli should cause the same brain areas to 
respond, but the areas appearing to be activated on fM RI images would not necessarily 
be identical for studies biased towards the susceptibility or inflow effects. In general, 
fM R I studies demonstrating the susceptibility effect yield activation areas that 
correspond more closely to actual areas o f activated neurons. Increased understanding 
o f the mechanisms that give rise to the functional MR signal change should further 
increase confidence in fM RI results.
Since it  is not always clear which mechanism gave rise to the fM RI signal 
change in early results, and also since many different field strengths and pulse 
sequences have been used in fM RI studies, the magnitude o f functional signal changes 
w ill not be mentioned below, since they cannot be directly compared. Suffice it to say
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that signal changes up to -40%  have been observed in response to visual and motor 
stimuli, and in general smaller signal changes have been obseived for higher brain 
functions such as language.
fM R I studies o f the normal and abnormal brain w ill be reviewed in sections
4.4.2 and 4.4.3, with concluding remarks in section 4.4.4.
4.4.2 fM R I o f the normal brain
There are two main reasons for studying the functional response o f the normal 
human brain with fM RI. Firstly, fM R I techniques can be tested and validated by 
utilising reasonably well-known responses o f the normal brain to certain stimuli. 
Secondly, fM R I has the potential to increase knowledge about normal brain function. 
For example, it should be possible to localise functional areas in more detail, provide 
information on the temporal response of brain activation, and study the coordination o f 
different brain regions involved in more complex functions.
The most commonly studied brain functions so far studied with fM R I are the 
response to visual and motor stimuli (subsections 4.4.2(i) and (ii) respectively). Other 
brain functions that have been studied with fM RI are somatosensory responses (e.g. 
touch, 4.4.2(ii)), hearing, smell and taste (4.4.2(iii)), and higher brain functions such as 
language and memory (4.4.2(iv)). The temporal response o f the nonnal brain to stimuli 
is also discussed (4.4.2(v)). (For more details on brain anatomy and physiology, see for 
example Tortora (1987) and Liebman (1983).)
(i) fM R I o f the visual cortex
In the process o f vision, light entering the eye forms an inverted mirror image 
on the retina, where it  is converted to electrical impulses by light-sensitive neurons. 
These impulses are conducted to the visual area o f the cortex (see Figure 4.1), via the 
optic nerve, optic chiasma (where some nerves cross to the opposite side), and the optic 
tracts.
The visual cortex is located in the occipital lobes at the back o f the brain, and 
interprets shape, colour and motion. It is already known that the primary visual cortex 
V I  is responsible for the spatial localisation o f visual information, and that certain areas 
o f the visual field project onto areas o f V I,  as shown in Figure 4.8 (this is known as
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Figure 4.8 Diagram showing the retinotopic organisation o f the primary visual cortex 
V I. (a) The visual field o f the eye. (b) Transverse section through V I 
(below the calcarine fissure), (c) Sagittal section through V I (right 
hemisphere).
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retinotopic organisation). The left and right visual fields project onto the right and left 
cerebral hemispheres respectively; the upper and lower visual fields project onto regions 
o f V I  below and above the calcarine fissure; and visual processing o f areas in the 
centre o f the visual field occurs in the most posterior part o f V I,  whereas information 
from more peripheral areas o f the visual field are processed in more anterior regions o f 
V I. Other areas o f the visual cortex are responsible for the processing o f other visual 
information such as colour and motion.
The response of the visual cortex to visual stimulation paradigms has proved a 
useful method for testing the validity o f fM R I techniques, partly because PET has 
already shown robust activation due to simple photic stimulation, and also because 
much is known about the neurophysiology o f vision through primate studies.
Basic photic stimulation (such as flashing lights) has been shown to cause an 
increase in NMR signal in the primary visual cortex V I  (for example Frahm (1993)). 
This signal change is greatest when the frequency o f the stimulation is -8H z (Belliveau 
(1992)), consistent with results from PET studies (Fox (1984)). The photic stimulation 
is usually provided by an array o f LEDs mounted in light-proof goggles. (Note that any 
such apparatus has to have no magnetic parts and produce negligible RF interference.)
It has been demonstrated that fM R I can be used to map the retinotopic 
organisation o f V I,  that is show activation in the different areas o f V I which respond 
to stimuli in different areas o f the visual field (e.g. Belliveau (1992), Ogawa (1992), 
Cohen (1993a)) and DeYoe (1994)). A  vaiiety o f visual stimuli have been used for this 
purpose, most commonly a black/white or red/green checkerboard semicircle alternating 
at 8Hz, presented in different areas o f the visual field, or an annulus o f varying radius. 
Such stimuli can be viewed by the subject during imaging on a screen via a system of 
lenses and/or mirrors (see for example DeYoe (1994)). Thus it has been shown that 
fM R I is capable of refined mapping o f functional brain regions. Such a study is shown 
in Figure 4.9 overleaf, which was carried out at 3T at the University of Nottingham. 
The figure shows two sets o f eight functional images from consecutive slices in a 
normal brain, superimposed (in red) onto corresponding anatomical images. The top set 
o f images were acquired during stimulation o f the left lower quadrant o f the retina, and 
show mainly activation o f the upper right visual cortex, whereas the bottom set of 
images were acquired during stimulation o f the right lower quadrant o f the retina, and 
show mainly activation of the upper left visual cortex.
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RIGHT LOWER QUADRANT VISUAL STIMULATION
Figure 4.9 Functional imaging o f the visual cortex, carried out at 3T. Two sets of 8 
functional images from consecutive slices in a normal brain are shown (in 
red), superimposed onto the corresponding anatomical images. The top and 
bottom sets of images were acquired during stimulation o f the left lower 
and right lower quadrants o f the retina respectively. (Courtesy of Jonathan 
Hykin, Department of Physics, University o f Nottingham.)
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While the location o f V I has long been known, the location o f other subsidiary 
aieas o f the visual coitex is more controversial. During visual stimulation, significant 
activation is often observed in areas o f the visual cortex other than V I (Belliveau
(1992)). It has been shown that some o f these areas correspond to the visual cortices 
V4, which is responsible for pattern recognition, and V5, which processes colour and 
motion (Malach (1993) and Tootell (1993)). However, detailed functional localisation 
may not always be possible. As an example, the neurons that process different 
directions o f visual motion are intermingled on a microscopic scale, and thus it may not 
be possible to distinguish between areas responsible for processing motion in different 
directions (DeYoe (1994)).
It has also been shown using fM R I that the areas o f V I  which are activated by 
visual stimulation are also activated during mental representation o f the same stimulus, 
although the signal change is smaller (Le Bihan (1993a)). The role o f the visual cortex 
in mental imagery is uncertain, and this finding strongly indicates that both visual 
perception and visual imagery share some physiological mechanisms.
(ii) fM R I o f the motor and somatosensory cortices
The functions o f the motor and somatosensory cortices are connected, and 
therefore w ill be considered together.
Sensory information (due to stimuli such as touch, pressure, pain and 
temperature changes) fiom  receptors in one side o f the body is conducted via the spinal 
cord to the primaiy somatosensory cortex 81 in the postcentral gyrus of the opposite 
cerebral hemisphere (see Figure 4.1). Different areas in SI represent different areas o f 
the body (somatotopic organisation), with the size o f the S1 area for a particular part 
o f the body being determined by the functional importance o f that body part, and its 
need for sensitivity (Figure 4.10(a) overleaf). For example the lips and thumb are 
represented by large areas o f SI, while the trunk is represented by a relatively small 
area.
After receiving and interpreting sensory infoimation, the central nervous system 
generates impulses to direct motor responses to that input, resulting in muscle 
movement. The primary motor cortex M l,  in the precentral gyrus (see Figure 4.1), can 
also be divided into separate areas responsible for controlling muscles in different parts 
o f the body (Figure 4.10(b)). The size o f the M l area representing a particular part of
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Figure 4.10 Somatotopic organisation o f (a) the primary somatosensory cortex SI, and
(b) thé primary motor cortex M 1.
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the body is proportional to the precision o f movement required o f that body part; thus 
the lips, tongue and hands are represented by large areas o f M l,  and the trunk is 
represented by a relatively small area. (Note that the somatosensory and motor 
representations are not identical for the same part o f the body.) Most motor neurons 
cross over in the spinal cord and therefore control the opposite side o f the body, so that 
the left motor cortex controls the right side o f the body and vice versa. However 10- 
15% o f motor neurons remain uncrossed (Nyberg-Hansen (1963)); thus motion o f the 
right side o f the body w ill primarily activate the motor cortex in the left hemisphere (on 
the co/irralateral or opposite side), with minor activation in the right motor cortex (on 
the z/?5ilateral or same side).
Other brain areas involved in the control o f motion are the premotor area (PMA) 
anterior to M l,  and the supplementary motor area (SMA). These areas may be involved 
in the generation and programming o f complex movements (Sadato (1995)).
As with visual stimuli, motor stimuli have been shown to produce robust 
activation in fM R I studies, and have widely been used to test fM RI techniques. The 
response to somatosensory stimuli alone has seldom been investigated, but in 
performing even a simple motor task such as finger tapping, which activates the motor 
hand area, the corresponding somatosensory ai*ea w ill also be activated due to touch and 
pressure.
A  variety o f stimuli have been used in fM R I studies o f the motor cortices, the 
most common stimulus being repetitive touching o f the fingers to the thumb in turn 
(e.g. K im  (1993a)). Other motor stimuli include finger tapping (Boecker (1994)), hand 
squeezing (Kwong (1992)), flexion and extension o f the wrists (Ellermann (1994)) and 
toes (Fried (1994)), mastication (Buonocore (1994)), and a kissing movement o f the lips 
(Jassoy (1994)). (The latter paradigm was used to investigate the effect o f mouth motion 
during speech.)
Extreme care must be taken during fM R I motor studies that the subject’s head 
does not move during imaging, since motion artifacts and misregistration can cause 
spurious activation in functional images. This not only applies to motion o f facial 
muscles, but also motion in other parts o f the body which may cause involuntary head 
movement.
The somatotopic organisation o f the primary motor and somatosensory cortices 
M l and SI has been demonstiated with fMRI. Many fM RI studies have shown that
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motion o f a particular part o f the body causes the relevant areas o f M l (and S I) to be 
activated (e.g. Boecker (1994), Lai (1993), K im  (1993a)), and one study has shown that 
sensory stimulation o f the fingers, toes and tongue activates the relevant aieas o f SI 
(Sakai (1995)).
Motion-induced activation in the premotor area (PMA) and supplementary motor 
area (SMA) has also been demonstrated with fM RI, in response to a simple motor task 
(Boecker (1994)) as well as to a more complex task (Rao (1993)), suggesting that these 
areas are not reserved exclusively for the control o f complex motor tasks. Motion- 
induced activation has also been observed in the cerebellum (Ellermann (1994)) and 
spinal cord (Yoshizawa (993)).
The magnitude o f motion-induced NMR signal changes have been shown to 
depend on stimulus rate; the signal change in itia lly increases with repetition rate of 
motor tasks, but tends to decrease at higher frequencies, possibly due to a "saturation" 
effect (Sadato (1994)).
Most fM R I motor studies have found that performance o f a motor task activates 
the relevant contralateral aiea o f M l,  and also the relevant ipsilateral area o f M l to a 
lesser extent. That is, motion o f for example the right hand predominantly activates the 
hand motor area in the left hemisphere, but also activates the right hand motor area 
(Boecker (1994), K im  (1993a), Rao (1993)). (However, some studies have shown no 
such ipsilateral activation for example. Fried (1994).) K im  (1993a) found that areas of 
contralateral activation were -20  times larger than areas o f ipsilateral activation, and 
that the signal increase in contralateral activation was -2.3 times greater than in 
ipsilateral activation. K im  (1993b) also suggested that the degree o f ipsilateral activation 
may be related to the whether the subject is right- or left-handed.
It has also been found that the imaginary performance of a motor task activates 
the same areas o f M l as during actual motor task performance, though less strongly 
(Sadato (1995), Rao (1993)). Fieldman (1993) additionally observed activation in the 
premotor and supplementary motor aieas during ideation o f a motor task; activation was 
seen in regions overlapping or close to those activated during actual motion.
There have only been two reported fM RI studies o f the somatosensory cortex 
other than that by Sakai (1995) mentioned above. Hammeke (1994) observed signal 
increase in SI due to tactile stimulation of the hand, and Russell (1993)) investigated 
the perception o f pain. This study used passive tactile stimulation (including pressure
147
and a pin-prick) and also thermal stiess applied to the hand, and observed small 
activated regions in the frontal lobe of the brain which were not active during innocuous 
tactile stimulation or motor task performance. (Note that such studies have to be 
interpreted carefully, since restraining the hand to prevent the withdrawal reflex may 
cause activation o f brain areas associated with inhibition (Sergent (1994).)
(iii) fM R I o f hearing, smell and taste
There have as yet only been a few reported fM R I studies investigating the 
functional areas associated with hearing, smell and taste.
(a) Hearing
The primary auditory cortex, in the temporal lobe o f the brain, interprets the 
basic characteristics o f sound such as pitch and rhythm. The adjacent auditory 
association cortex determines the type o f sound (e.g. speech, music, noise), and also 
interprets the meaning o f speech. (See Figure 4.1.)
fM R I studies o f hearing are hampered by the noise generated by gradient 
switching during MR imaging, which places constraints on the type o f auditory stimuli 
that can be used. The noise problem can be reduced by using headphones and sound 
tubes to present the stimulus to the subject, and it  may be possible to mask gradient 
noise with antinoise. Imaging with no auditory stimuli can be considered a control task, 
in which case the effects o f gradient noise should be subtracted out after imaging during 
the presence o f "true" auditory stimuli.
Auditory stimuli used in fM R I studies have included pure tones, speech and 
nonsense "words", and a note played on a descant recorder (e.g. Binder (1993b), Singh
(1993), Turner (1993a), Rao (1993)), demonstrating activation o f the auditory cortex 
despite the relatively suboptimal conditions. Rao (1993) observed activity in both the 
primary and association auditory cortices in response to a wide range of speech and 
non-speech auditory stimuli, finding that speech stimuli activate a larger region o f 
auditory cortex than unmodulated noise, and that different speech stimuli produce 
similar activation patterns.
The stimulus rate dependence of auditory cortex was investigated by Dhankar
(1994), who observed rate-dependent increases in functional signal change. These 
changes appeared to be less pronounced than increases in the volume o f activated tissue,
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suggesting dynamic neuronal recruitment in response to increased auditory processing 
demands.
(b) Smell
Sensations related to smell are interpreted in the olfactory cortices, which are 
located in the temporal lobe o f the brain. The neural mechanism o f the sense o f smell 
is not well understood, and fM R I using odour stimulation may be able to clarify the 
location o f the olfactory cortices.
Several fM R I studies o f olfaction have been reported. Koizuka (1994) observed 
significant activation in three brain areas corresponding to olfactory cortices, in response 
to B-phenylethyl alcohol (a rose-like ffagiance). Levy (1994) and Ramsey (1994) also 
detected significant activation in the olfactory cortices in response to odour stimulation.
(c) Taste
Sensations related to taste are interpreted in the gustatory cortex, which is 
located at the base o f the postcentral gyrus (SI). Gustatory sensation has been 
inconclusively localised by previous functional techniques; fM R I may help to improve 
understanding o f the sense o f taste.
So far only one fM R I study o f the sense o f taste has been reported. DeLaPaz
(1994) identified focal regions o f activation in response to salt and sugar solutions. 
Areas activated by salt or sugar alone, and by both salt and sugar, were identified. This 
activation was predominantly in the left hemisphere o f right-handed subjects, and vice 
versa.
(iv) fM R I o f higher brain functions
Higher brain functions include language, memory, reasoning and emotions, and 
their neurophysiology is as yet poorly understood. Such brain functions tend to involve 
the interaction o f several distinct brain regions; fM R I can potentially provide better 
localisation o f these regions, and investigate how they cooperate.
fM R I has only recently been applied to studies o f higher brain functions, which 
as well as being poorly understood tend to produce relatively small NMR signal 
changes. The higher function studied most frequently with fM RI so far is language, with 
several investigations also into memory, visual and motor imagery, sustained attention
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and emotion.
(a) Language
The exact roles o f the various regions o f the brain associated with the processing 
and generation o f language are not well understood, and fM R I may be able to add to 
the understanding o f language. Areas in the frontal lobe o f the brain are known to be 
associated with language, including Broca’s area (the motor speech area, see Figure 4.1) 
which is responsible for translating thoughts into speech. In most people the frontal lobe 
in the left hemisphere is dominant for the processing o f spoken and written language, 
although for some people the right frontal lobe is dominant.
The design o f suitable stimulus paradigms for fM R I studies o f language is not 
as straightforward as for other studies such as vision. In addition to "pure" language 
stimuli, stimulus paradigms may also involve visual stimuli (reading), auditory stimuli 
(listening to speech) and motor stimuli (movement o f mouth, tongue and vocal cords). 
The effects o f these additional stimuli must be accounted for when detemiining the 
brain regions solely responsible for language.
By building up the stimulus from rest through simple language tasks to ones o f 
greater complexity, it may be possible to separate the brain regions involved in different 
parts o f language processing. Different levels o f stimulus that have been used in fM RI 
language studies include passive listening to noise, nonsense "words" and real words, 
repetition o f a well-known word sequence (e.g. the days o f the week), repetition o f a 
presented word, generation o f a word from a presented word (e.g. an opposite or related 
verb), and word matching tasks.
Passive word presentation (reading or listening) may activate the visual and 
auditory cortices (which translate words and speech into thoughts), and some language 
areas o f the brain, while not activating Broca’s area. Language tasks such as covert 
word repetition or generation may also activate language areas but not Broca’s area; it 
is likely that this area is only activated in tasks requiring actual speech.
In practice, most fM R I studies o f language have observed activation in areas of 
the left frontal lobe during passive word presentation, with little or no activation o f 
Broca’s area (e.g. McCarthy (1993), Rao (1992)). During covert word generation, 
McCarthy found activation in the regions o f the left frontal lobe, with little or no 
activation o f Broca’s area, whereas Cuénod (1993) did observe activation in Broca’s
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area; it  was concluded that covert word generation relies on some of the same 
mechanisms as overt verbal production. Language tasks requiring speech (word 
repetition or generation) have been found to activate Broca’s area in addition to other 
areas o f the left frontal lobe (McCarthy (1993), Benson (1993), Hyder (1994)), with 
significantly higher signal increase due to word generation than repetition.
Shaywitz (1995) found a difference between brain activation due to language in 
males and females. During a rhyming task, activation in males occuiTed in a region o f 
the left hemisphere, while activation in females was bilateral and more diffuse.
fM R I can also be used to determine which hemisphere is dominant in the 
processing o f language, since it  is not always the left hemisphere. McCarthy (1993) 
reported reduced activation in the right hemisphere accompanying left hemisphere 
activation, but concluded that this result may not have been significant.
(b) Memorv
There are two types o f memory: short-term memory, which provides temporary 
storage o f information for cognitive functions such as comprehension and reasoning, 
and long-term memoiy. Many areas o f the brain are thought to be associated with 
memory, including the association cortex o f the frontal, parietal, occipital and temporal 
lobes, and the limbic system.
So far there have only been a couple o f fM R I studies investigating the areas of 
the brain associated with memory. Stern observed activation in the frontal and temporal 
lobes during a picture recognition memory task (see David (1994)). McCarthy (1994) 
investigated short-term memory using a spatial memory task, in which a visual stimulus 
occupied different positions, and the subject had to judge whether the cunent stimulus 
position had been previously occupied. Significant activation was observed in a 
particular area o f the frontal lobe and two other interconnected areas, with activation 
greater and more consistent in the right hemisphere than in the left, presumably 
reflecting the role o f the right hemisphere in processing spatial information. Activation 
was also observed during control tasks (colour or dot detection), but was smaller than 
during the memory task; further studies would be needed to separate the different 
factors contributing to the activation.
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(c) Other higher brain functions
Some other higher brain functions that have been investigated with fM R I are 
mentioned below.
Activation o f the visual and motor cortices during visual imagery and ideation 
o f a motor task has already been mentioned in subsections (i) and (ii). Such activation 
was demonstrated by Le Bihan (1993a), Menon (1993b) and Rao (1993), who observed 
activation in brain areas similar to those activated during actual task performance, but 
with smaller signal increase.
The response o f the brain to sustained attention was studied by Lewin (1994) 
using a visual vigilance stimulus paradigm; asymmetric activation o f a frontal lobe area 
was observed. A complex neural system is thought to be responsible for sustained 
attention, allowing the brain to focus on subtle sensoiy stimuli while minimising 
distraction and sustaining alertness.
The response o f the brain to experimentally induced emotion was investigated 
by Grodd (1994); the stimulus used was photographs o f people with happy and sad 
facial expressions. During sad mood induction, there was significant activation in the 
left basal ganglia, with no comparable effect during happy mood induction. This study 
suggested the possible use o f fM R I in the investigation o f psychiatric disorders.
Activation has also been observed in the cerebellum during the performance of 
cognitive tasks (Ellermann (1994b) and Kim  (1994b)).
Future possibilities for fM R I o f higher brain functions include long-term Studies, 
for example o f long-term learning and memory, and cognitive development. It may also 
be possible to study transient states o f mind such as hallucinations and dreams.
(iv) The temporal response o f brain activation
Although the temporal resolution o f fM R I is not as high as EEG and MEG, it 
is possible to study the temporal response to stimuli of activated brain regions with a 
temporal resolution o f -1  second with FLASH sequences, and ~ 100ms with EPI 
sequences.
A ll fM R I studies that have investigated the temporal response of brain activation 
(for example Kwong (1992) and DeYoe (1994)) have observed similar responses. 
Following stimulus onset, there is a delay o f several seconds before the NMR signal 
starts to increase, and a further few seconds are required to reach maximum signal
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change. The response to stimulus cessation is similar, except that the time taken to 
decay to the pre-stimulus baseline is longer than the rise time (see Figure 4.11). Some 
studies have also observed an ‘undershoot’ o f signal intensity below pre-stimulus 
baseline following stimulus cessation (for example Menon (1992, 1993a), Ogawa
(1992), Le Bihan (1993b), Turner (1993b)).
Signal
intensity
Undershoot
Time
Stimulus nresentation
Figure 4.11 A typical temporal response of the NMR signal due to brain activation, 
showing a time lag in the response to stimulus onset and cessation, and an 
undershoot below baseline following stimulus cessation. (Noise is not 
shown.)
It is believed that the time lag between stimulus onset or cessation and the 
activation response is due to the delay between neuronal electrical activation and the 
ensuing vascular changes (section 4.2.2(v)). The reason for an undershoot following 
stimulus cessation is not so clear, but it may represent an undershoot in blood flow 
following activation, or continued higher metabolism and oxygen consumption by the 
tissue after the blood flow has returned to normal (Le Bihan (1993b)).
While some authors (including Lai (1993)) have reported a strong response even 
after extended activation, a detailed study by Hathout (1994) revealed a gradual 
decrease in signal change with sustained stimulation, with progression towards an 
apparent steady state, in agreement with other reports (e.g. Frahm (1992)). The type 
and duration o f the stimulus appear to be critical (but incompletely understood) factors 
affecting signal response. Hathout postulated that the initial haemodynamic changes
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accompanying neuronal activation may be a transient phenomenon, which may then 
proceed to an equilibrium state with gradual normalisation o f haemodynamic variables 
(such as deoxyhaemoglobin concentration), leading to the obseiwed functional signal 
response.
The relatively poor temporal resolution o f fM RI compared to EEG and MEG 
could be seen as a disadvantage, but fM R I may be able to provide useful information 
on the temporal response o f brain function long after stimulus onset. For example, EEG 
detects the voltage generated by a large number of neurons which are activated 
simultaneously, but the voltages generated by individual neurons quickly become out 
o f phase and indétectable. fM R I is able to observe effects long after stimulus onset, and 
for example, study o f the delays in functional responses from different regions o f the 
brain may help to elucidate how these regions coordinate to perform complex functions.
4.4.3 fM R I o f the abnormal brain
Functional imaging o f the abnormal brain can be potentially useful in three main 
ways. Firstly, functional imaging can be used to study how the brain is affected by 
certain conditions such as disease, trauma and congenital brain disorders. Secondly, 
functional imaging can be used to monitor the recovery o f the brain from for example 
disease or trauma, and/or the effectiveness o f any treatment. Thirdly, in patients 
undergoing brain surgery or other invasive treatments, functional imaging can be used 
to localise normally functioning essential brain areas, so that these areas can be 
preserved i f  possible. Despite the novelty o f the technique, there have already been 
several investigations using fM R I in each o f these categories.
(i) fM R I o f abnormal brain function
fM R I studies have investigated the effects on brain function o f a variety o f brain 
abnormalities due to disease and other conditions, including epilepsy, schizophrenia, 
vascular diseases and visual defects.
(a) Epilepsy
Epilepsy covers a group o f disorders characterised by seizures, in which 
disorganised and excessive activity in some part o f the brain causes disturbances of
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sensation, movement or consciousness, depending on the area o f the brain involved. 
Functional imaging techniques may provide new insight into the underlying 
neurophysiological basis o f epileptic seizures, and the relation o f functional 
abnormalities to brain structure.
In an fM R I study to investigate the functional response to motor and language 
stimuli in patients with partial epilepsy, Morris (1994) found that both epileptic patients 
and normal volunteers showed similar functional NMR signal changes. An fM RI study 
o f a patient experiencing frequent partial motor seizures was carried out by Jackson
(1994). In five seizures and one clinically indétectable seizure which occurred during 
the study, activation was obseiwed in specific brain areas in the left hemisphere which 
included structurally abnormal areas.
(b) Schizophrenia
Schizophrenia encompasses a group o f severe emotional disorders, characterised 
by symptoms such as withdrawal froth reality, delusions and hallucinations. 
Schizophrenic subjects are known to have substantial abnormalities o f brain structure 
and function.
In fM R I studies o f schizophrenic subjects, Renshaw (1994) observed increased 
activation-induced signal changes relative to normal subjects during photic stimulation, 
whereas Yurgelun-Todd (1994) observed relatively reduced signal changes in response 
to word production tasks. These differences could be due to an altered vascular 
distribution in schizophrenic subjects.
Schizophrenic patients receiving neuroleptic medication were studied with fM RI 
by Wenz (1994). In response to a motor task, reduced contralateral and ipsilateral signal 
changes were observed (relative to normal subjects), possibly indicating an abnormality 
in the connection between the left and right cerebral hemispheres. However, in this 
study it  was not possible to separate the effects o f the disease and the neuroleptic 
medication, which is known to decrease spontaneous cortical activity and therefore 
might cause reduced activation-induced signal changes.
(c) Vascular disorders o f the brain
fM R I would appear to be an ideal modality for studying the effect of vascular 
brain diseases, since it utilises the vascular responses to neuronal activation. So far there
155
have only been a few such studies.
Patients with carotid occlusive disease, blockage o f a carotid artery which often 
leads to a stroke, were studied with fM R I by Kleinschmidt (1994). In response to a 
motor task, activation-induced signal changes were diminished, delayed or lacking 
altogether in tissue in the vascular temtory o f the occluded artery.
Other fM R I studies have investigated recovery from stioke (sudden neurological 
impairment due to a cerebrovasculai* disorder, usually with some permanent brain 
damage) - see subsection (ii) below.
(d) Disorders o f the senses
fM R I should be useful in the investigation o f disorders o f vision and hearing, 
since normal responses to visual and auditory stimuli are reasonably well understood.
Visual defects have been investigated with fM R I by Sorensen (1993) who 
observed defects in V I  activation which appropriately matched subjects’ visual field 
deficits, and Hedera (1994) observed abnormalities in V I activation in albinos, 
consistent with an abnormal connectivity o f the visual pathways.
The brain areas activated in congenitally deaf subjects using sign language were 
investigated with fM R I by Turner (1994), who observed activation in some of the same 
regions o f the brain (but not in others) activated by reading in hearing subjects. These 
results suggested that some cortical areas may be involved in language processing, 
independent o f the modality through which the language is acquired, and that the 
specialisation o f other cortical areas may be partly determined by the nature o f early 
language experiences.
(e) Other brain disorders
Other disorders o f the brain which have been investigated with fM RI include 
Huntington’s disease, obsessive-compulsive disorder and hemiplegia.
In a study o f patients with Huntington’s disease (a genetic disorder), Jenkins
(1993) observed an abnormal temporal response to stimulation which suggests that the 
disease could be a metabolic disorder. The response o f subjects with obsessive- 
compulsive disorder to provocative stimuli was investigated by Breiter (1993), who 
observed focal areas o f activation induced by these stimuli. The activation o f the motor 
cortices o f a subject with congenital hemiplegia (paralysis o f one side) was studied by
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Rimmington (1994), who observed normal and reduced activation in the motor cortices 
o f the undamaged and damaged hemispheres respectively.
(ii) Monitoring o f recoverv and treatment
fM RI is a possible modality for monitoring the recovery o f the brain from 
disorders such as stroke and trauma, and also could be used to investigate the effects 
o f drugs and other treatments on brain function. fM RI may also be potentially useful 
in monitoring the progression o f brain disorders such as Alzheimer’s disease.
fM R I was able to demonstrate reorganisation of the hand sensorimotor cortex 
following unilateral brain injury close to the time of birth (Cao (1994)). The results 
suggested that the intact hemisphere o f such subjects was much more strongly linked 
to the ipsilateral hand, to compensate for the damaged hemisphere.
Motor recovery following stroke was investigated by Faiss (1994). Since stroke 
patients can recover from the resulting paralysis despite persisting brain damage, it  is 
possible that some reorganisation o f brain areas occurs to compensate. Faiss found that 
a motor task induced activation in a rim  around the damaged tissue, and also activated 
additional motor areas and ipsilateral motor cortices, suggesting the recruitment of 
different brain areas to compensate for damaged areas.
The effects o f neuroleptic drugs (which are known to decrease spontaneous 
cortical activity) on motor cortex activity were studied by Wenz (1993)). The subjects 
studied were schizophrenic patients in stable clinical remission who were taking 
neuroleptic medication, in whom there was a tendency for reduced activation-induced 
signal changes compared to nonnal subjects.
(iii) Pre-surgical brain mapping
In patients undergoing brain surgery or other invasive treatments (for example 
to remove tumours or epileptic lesions), it  is important to localise normally functioning 
essential brain areas, such as those involved in language processing or motor function, 
so that damage ta these areas can be minimised. Pre-surgical localisation o f functionally 
essential brain areas is not so important for patients with serious and life-threatening 
conditions such as brain tumours, but is critical in (for example) patients whose only 
symptom is epilepsy, since such lesions tend to be benign, and a post-operative 
neurological deficit may be an unacceptable risk.
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fM R I has the potential to replace cunent methods for pre-surgical brain 
mapping, such as electrical brain mapping by direct cortical stimulation, which is 
invasive and risky, especially in children.
There have been several reports o f pre-surgical brain mapping with the use of 
fM RI, in conjunction with standard electrical methods, to localise mptor, sensory and 
language areas o f the brain in adults (Connelly (1993), Howard (1994), Jack (1994), 
Yousry (1995)) and children (Hertz-Pannier (1994)). fM R I seems to provide similar 
results to standard methods of pre-surgical mapping. Note that with fMRI, the area 
appearing to be activated is not the actual area o f neuronal activation, but this does not 
appear to significantly hamper the use o f fM R I in pre-surgical mapping (Jack (1994)).
4.4.4 Comments and conclusions
Many brain functions are not well understood, and fM R I is potentially a very 
powerful tool for increasing knowledge about both normal and abnormal brain function. 
However despite constant improvements in fM R I techniques, the utility of fM RI still 
needs to be properly validated. Early on researchers were keen to demonstrate brain 
function with the use o f relatively crude stimuli and fM RI techniques. It has since been 
realised that, to provide meaningful results, the stimulus paiadigms must be more 
carefully designed, in addition to using statistically valid techniques for the 
identification o f areas o f significant activation. The relevance o f fM R I results has also 
been confused by the incomplete understanding o f the physiological mechanisms 
underlying brain activation, and how they affect the NMR signal - these areas require 
further investigation.
Although fM R I should be capable o f high-resolution mapping o f functional brain 
areas, functional localisation cannot necessarily provide information about other areas 
relevant to the study o f brain function, such as the mechanisms that subserve different 
brain functions, and may not be sufficient to explain complex functions (such as 
cognition) and conditions (such as psychiatric disorders). That said, the use o f fM RI in 
conjunction with other techniques for the study o f brain function (other neuroimaging 
techniques, human behavioural studies and animal studies) should be beneficial to 
neuroscience, and validation o f fM R I in clinical situations should enable it to become 
an effective technique in the diagnosis and monitoring o f treatment o f brain disorders.
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4.5 THE FUTURE OF fMRI
Since the first demonstration o f fM R I o f the human brain without external 
contrast agents, the use o f fM R I to investigate brain function has grown rapidly, and 
thus it  is d ifficu lt to say how the technique is likely to progress even in the next few 
years. Although the theory o f brain activation-induced NMR signal changes is more 
clearly ( if  not completely) understood, and fM RI imaging and data processing 
techniques are constantly being refined, there are still many theoretical, methodological 
and technical problems to be solved before fM R I can prove its worth as a useful and 
valid neuroimaging technique.
In comparison with other "brain mapping" techniques, fM R I has several 
advantages. fM R I is non-invasive, and is believed to be completely safe, thus allowing 
repeated studies o f the same subject. fM R I has higher spatial resolution than other 
imaging and non-imaging techniques, thus allowing more detailed functional 
localisation. Although the temporal resolution o f fM R I is not as high as with EEG and 
MEG, it  is better than other tomographic techniques such as PET, and thus may still 
provide useful information on the temporal response of brain activation. fM RI has the 
further advantage o f combining both high-resplution anatomical information o f the brain 
with functional information in a single technique.
Although PET has lower spatial and temporal resolution than fMRI, and is far 
less widely available, this technique has the advantage of not being limited to imaging 
effects due to oxygenation changes. Imaging o f any positron emitter is possible 
provided it  can be incorporated into a substance that can be injected into the body. This 
allows investigation o f chemical processes in the any part o f the body, such as 
neurotransmission in the brain.
fM R I is not superior to any other brain mapping technique in all respects, and 
is more likely to complement rather than supersede other techniques. It is probable that 
most w ill be learnt about brain function by the use of fM RI in conjunction with PET, 
EEG and MEG studies.
With regard to fM R I techniques, near real-time 3D fM R I is a distinct possibility 
in the next few years (Cox 1995), removing the need for accurate slice localisation and 
prior knowledge about brain regions involved in a particular function, and reducing 
(3D) imaging time. However the generation o f enormous data sets and data processing
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required is likely to stretch current data storage and computer processing capabilities.
It is hoped that fM R I w ill increase knowledge o f both normal and abnormal 
brain function. With careful experimental design, it is hoped that in addition to 
providing detailed (and hopefully accurate) localisation o f functioning brain areas, fM RI 
may also be able to clarify how complex brain functions are performed. fM R I w ill also 
enable longitudinal studies to be carried out, for example the investigation o f the 
development o f cognitive brain functions such as language.
fM R I should also become a useful method for the investigation o f abnormal 
brain function, thus potentially increasing understanding o f the origin and effect o f brain 
disorders, and recovery from such disorders. In clinical use, fM RI may prove to be an 
invaluable modality in the management o f patients suffering from brain diseases and 
other disorders, allowing such conditions to be diagnosed and monitored.
These thoughts are summarised by DeYoe (1994), who suggests that even i f  
fM R I is only partially successful, it  w ill provide a significant advancement in our 
understanding o f normal brain function, and also provide a powerful tool for the 
assessment o f brain pathology.
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CHAPTER 5: SU M M AR Y AND CONCLUSIONS
5.1 FU N C TIO N A L M R I OF TH E  BR AIN
Since its inception in 1991, functional M RI (fMRI) o f the brain has generated 
a large amount o f interest in the fields o f both M RI and neuroscience. Conventional 
neuroimaging techniques such as EEG and MEG have high temporal resolution but low 
spatial resolution, while PET has increased spatial resolution but low temporal 
resolution, and requires the use o f radioactive tracers. In comparison, fM R I is non- 
invasive, and has the best spatial resolution o f any functional neuroimaging technique, 
with intermediate temporal resolution. fM R I also has the major advantage of combining 
both anatomical and functional imaging in one modality.
5.1.1 Applications o f fM R I
Many applications o f fM R I have already been identified, in the study o f both the 
normal and abnoimal brain (section 4.4).
The brain is the most complex organ in the body, and brain function is still not 
well understood. fM R I o f the normal brain has the potential to increase knowledge of 
normal brain function, for example by more detailed localisation o f functional areas of 
the brain, by study o f the coordination o f brain regions involved in complex functions, 
and by providing information on the temporal response of brain activation. The aieas 
o f the normal brain so far most widely studied with fM R I are the visual and 
sensorimotor cortices, with some studies o f other senses and higher brain functions such 
as language and memoiy.
fM R I o f the abnormal brain has three potential applications. Firstly, the effect 
o f brain abnormalities on brain function may be studied with fMRI. Such abnormalities 
include disease, trauma and congenital disorders. Secondly, recovery o f the brain from 
disease and tiauma, for example, and the effect o f any treatment, could be monitored 
with fMRI. Thirdly, fM R I could be used for localisation o f essential brain areas before 
invasive treatments such as surgery, so that these areas may be preserved i f  possible. 
fM R I has the potential to become an effective technique in the diagnosis and monitoring 
o f treatment o f brain disorders.
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5.1.2 fM R I contrast mechanisms
There are two contrast mechanisms by which brain function can be observed in 
vivo with M RI (section 4.2).
Firstly, it is postulated that the increase in regional cerebral blood flow to a 
region o f activated brain tissue far exceeds the increase in oxygen utilisation by that 
region. This causes an increase in the concentration o f paramagnetic deoxyhaemoglobin 
in the blood vessels draining the activated region o f the brain, which leads to a 
reduction in the susceptibility difference between the blood and the surrounding tissue 
and thus to an increase in NMR signal intensity. This model o f the ‘susceptibility 
effect’ is complicated by the effects o f diffusion, which may moderate the functional 
increase in NMR signal. The functional NMR signal change varies with the main 
magnetic field with a dependence that is between linear and quadratic. Signal 
changes due to the susceptibility effect can be detected with pulse sequences sensitive 
to Tg*, such as gradient echo sequences.
Secondly, the increase in regional cerebral blood flow causes an ‘ inflow effect’ . 
When the brain is ‘at rest’ , unsaturated spins flow ing into an image slice causé a signal 
enhancement. Increased blood flow  due to brain activation leads to increased 
enhancement o f the NMR signal. The functional change in NMR signal is essentially 
independent o f B^, and can be observed with pulse sequences sensitive to T,.
5.1.3 M R I system requirements for the performance of fM R I
(i) Magnetic field strength and homogeneity
Functional NMR signal changes due to the susceptibility effect increase with B„, 
from -0.5% at 0.5T up to -3-6%  at 4T, and thus a high field is desirable i f  such effects 
are to be observed. Good magnetic field homogeneity is also necessary for observation 
o f the susceptibility effect. Functional NMR signal changes due to the inflow effect are 
essentially independent o f B„, with signal changes ranging from -0,5% in capillaries 
to 25% or more in intemiediate-sized blood vessels. The inflow effect is relatively 
insensitive to magnetic field inhomogeneities.
A high signal-to-noise is desirable for fMRI, since signal changes o f about the 
same size as or smaller than image noise cannot be confidently detected. Signal-to-noise 
increases with the strength and homogeneity o f the magnetic field.
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(ii) System stability
Functional signal changes are likely to be small, requiring the stability o f an 
M RI system used to detect such changes to be yery high. Most fM RI data processing 
techniques that haye been used so far are based on subtraction (section 4.3), and 
instabilities can cause spurious signal changes. The stability requirements are seyere for 
observation o f the susceptibility effect, and even more so at low fields; stability of 
-0.1% would be desirable. For the inflow effect, a stability o f -1%  would enable 
functional signal changes in intermediate-sized blood vessels to be observed, but a 
stability much better than this would be required to observe signal changes in the 
capillaries.
(iii) M RI sequences and resolution
Fast imaging is a necessity for fMRI, and 3D imaging may also be desirable. 
The faster the sequence, the better the temporal resolution, enabling the temporal 
response of brain activation to be studied. Fast imaging requires fast gradient switching, 
which may necessitate shielded gradient coils. Powerful gradient amplifiers may also 
be required for the performance of EPI.
Some form of motion compensation is required in fM R I sequences, since the 
effects o f gross subject motion, and physiological motion due to pulsation o f blood and 
CSF and respiration, can degrade image quality and cause spurious signal changes in 
functional images.
The choice o f spatial resolution is a compromise between signal-to-noise and 
imaging time, and the partial volume effect. The voxels must be as small as possible 
to reduce partial volume effects, consistent with good signal-to-noise and reasonable 
imaging time. For example, a slice thickness o f 5mm and an in-plane resolution of 
Im m xlm m  should be reasonable.
(iv) Computer and softwaie requirements
The fast, and possibly 3D, imaging used in fM RI requires substantial computer 
speed and graphics capabilities. The production o f functional images from the raw data 
requires an image processing package, preferably with some tools for statistical analysis. 
fM R I also generates large quantities o f data in a short time, especially i f  3D imaging 
is used, and therefore has severe data storage requirements.
163
5.2 fMRI AT LOW FIELD
5.2.1 Why perform fM R I at low field?
In this context, Tow’ field means ~1.5T and below. The ability to perform fM R I 
at low field would be advantageous, because low field systems aie only approximately 
half the cost o f high field systems, and are much more widely available in both research 
and" clinical M RI departments. However, the system requirements for fM R I are more 
severe at low field.
5.2.2 System requirements for fM R I at low field
Table 5.1 shows the approximate size o f functional signal changes expected due 
to the susceptibility effect and inflow effect (in both capillaries and intermediate-sized 
blood vessels) at 0.5T, l.OT and 1.5T, and the estimated signal-to-noise (S/N) and 
system stability required to detect such changes.
Table 5.1 Signal-to-noise (S/N) and stability requirements for fM R I at low field.
Effect Field strength Effect size S/N Stability
Susceptibility 0.5T ~0.3-0.7% 200 -0.1%
(capillaries) l.OT -0.7-1.3% 100 -0.2%
1.5T -1.0-2.0% 70 -0.3%
Inflow (capillaiies) all fields -0.5% 200 -0.1%
Inflow (int. vessels) all fields up to -25% 20 -1.0%
It is more desirable to observe functional signal changes in the capillaries, rather 
than in the larger cerebral blood vessels, since these changes are more closely localised 
to actual regions o f activated brain tissue. As can be seen from Table 5.1, observation 
o f such effects at low field has severe signal-to-noise and stability requirements.
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5.2.3 Is it possible to perform fM R I on a low field system?
The feasibility o f performing fMRI at low field can be infened by comparing 
the signal-to-noise and stability o f low field clinical MRI systems with the values given 
in Table 5.1. The signal-to-noise obtainable with a FLASH sequence on a clinical MRI 
system is typically in the region o f 200, 350 and 500 at 0.5T, l.OT and 1.5T 
respectively. The signal-to-noise obtainable with EPI sequences is much lower than with 
FLASH, but this can be improved with averaging. The stability o f clinical MRI systems 
is not usually specified, since it is likely to vary from system to system.
Detection o f functional signal changes due to the inflow effect in intermediate­
sized cerebral blood vessels does not require particularly high signal-to-noise and 
stability, and should not be difficu lt at low field strengths. Detection o f functional 
signal changes due to capillaries at low field strengths has more demanding system 
requirements, but the signal-to-noise o f low field clinical M RI systems should be 
adequate to detect such small signal changes, even at 0.5T, provided the system stability 
is good enough. Signal changes due to the susceptibility effect increase with field 
strength, and therefore would be more easily detectable at 1.5T.
Thus, it should be possible to perform fM RI on a low field M RI system, 
provided the stability is high enough. Particular attention should be paid to the effects 
o f motion, which can obscure small signal changes, and also to the use o f sophisticated 
image processing techniques for the reliable identification o f small signal changes, 
which can reduce the signal-to-noise required.
5.2.4 Future work
Ideally, for accurate functional localisation, it is desirable to observe functional 
effects in and around capillaries, but the inflow effect in larger vessels may still provide 
some useful information on brain function. The usefulness o f such fM RI should be 
investigated further, since the system requirements are not so severe, and it could thus 
be more easily implemented, especially at lower field strengths such as 0.5T.
I f  fM R I o f effects in larger vessels does not prove to be particularly useful, the 
probability o f observing functional effects due to capillaries at low field can be 
maximised in the following ways.
(i) The system should have as high a magnetic field as possible, e.g. 1.5T.
(ii) The signal-to-noise should be maximised by, for example, sequence
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optimisation and improved RF coil design.
(iii) The stability o f the system should be maximised, by investigating and 
hopefully removing the causes o f any instabilities.
(iv) Methods for reducing or compensating for the effects o f motion should be 
investigated and implemented.
(v) Sophisticated image processing techniques using statistical methods should 
be implemented in order to increase the probability o f reliably detecting small signal 
changes.
5.3 CONCLUDING REMARKS
In conclusion, fM R I is in principle feasible on low field M RI systems. The 
performance o f fM RI at low field requires especially high system stability and signal-to- 
noise, the elimination or reduction o f motion artifacts, and sophisticated image 
processing techniques. The ability to perform fM R I at low field should enable its 
implementation on most research and clinical systems, leading to much wider 
availability at substantially lower cost. This, in turn, should assist in furthering 
understanding o f brain function.
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APPENDIX
Table A l: Ferreras associated Legendre Functions
Pn(cos9) = sin0
P2i(cos0) = 3 sin0 cos0 
p22(cos0) = 3 sin^0
P3i(cos0) = 3/2 sin0 (5cos^0 - 1)
Pg2(cos0) = 15  sin^0 cos0 
P33(cos0) =15  sin^0
P4i(cos0) = 5/2 sin0 (7cos^0 - 3cos0)
P42(cos0) = 15/2 sin^0 (7cos^0 - 1)
P43(cos0) = 105 sin^0 cos0 
p44(cos0) = 105 sin^ 'O
P5i(cos0) = 15/8 sinO (21cos''0 - 14cos^0 + 1) 
Pg2(cos0) = 105/2 sin^O (3cos^0 - cos0)
P53(cos0) = 105/2 sin^O (9cos^0 - 1)
Ps4(cos0) = 945 sin^ ’O cos0 
Pgs(cosO) = 945 sin^O
PfiiCcosO) = 21/8 sin0 (33cos^0 - 3Ocos^0 + 5cos0) 
Pg2(cos0) = 105/8 sin^O (SScos'^ O - 18cos^0 + 1) 
Pg3(cos0) = 315/2 sin^O (llcos^O - 3cos0)
Pg4(cos0) = 945/2 sin'^ O (llcos^O - 1)
PgsCcosO) = 10395 sin^O cos0 
PggCcosO) = 10395 sin"0
Table A2: Legendre functions
Po(cos0) = 1 
Pi(cos0) = COS0 ■
P2(cos0) = 1/2 (3cos^0 - 1)
P3(cos0) = 1/2 (5cos^0 - 3cos0)
P4(cos0) =  1/8 (35cos"0 - 3Ocos^0 + 3)
PjCcosO) =  1/8 (63cos^0 - 7Ocos^0 + 15cos0)
PgCcosO) = 1/16 (231cos®0 - 315cos"0 + 105cos"9 - 5)
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Table A3: E.._ -  r" P._(cos9). in terms of r' and z
E„ = r'
E ji = 3 r'z
E,, = 3/2 r'(4z^ - r'^)
E4, = 5/2 r'(4z" - 3zr'^)
Es, = 15/8 i^ (8z“ - 12zV'  ^+ r"*)
Es, = 2 1 / 8  r '(8 z^  - 2 0 z’ r'^ + 5zr'")
n
/2„
E22 = 3r 
E32 = 15 r"z  
E« = 15/2 i " ( 6 z  ^- r'^)
E52 = 105/2 r'\2z^ - zr'^)
Es, = 105/8 A lô z "  - lôz^r'^ + r"*)
E33 = 15 r'=
E43 = 105 r'^z
E53 = 105/2 r '’ (8 z^  - r'^)
Es3 = 315/2 r'"(8z’  - 3zr")
E44 = 105 r'"
E54 = 945 r'"z
Es4 = 945/2 r"(10z^ - r " )
Ess = 945 r "
Ess = 10395 r'"
Ess = 10395 r"*
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Table A4: Tessera 1 harmonie coefficients expressed as a power series in z
Coefficients o f cos((j)-\{f) term:
z°: q y  - 3/2C31I'' + 15/8C5,r''
z‘: 3C,,r' - 15/2Q,r'" + 105/8Q,r'*
6C„r' - 45/2Cs,r'" 
z’ : 10C4,r' - 105/2Cs,r'^
■é-, I5C ;,r'
2 Q ,r 'z^ :
Coefficients o f cos2(({)-\j/) term:
z°; 3C^,r'^ - 15/204/ “ + 1 0 5 /8 Q /“
z': 15C3,r'" - 52C;,/
z": 4 5C4/ "  - 210C s/“
z’ : 105C;,r'^
z“: 2 1 0 Q / '“
Coefficients o f cos3(({)-\j/) term:
z": I 5C33/  - IO5/2C33/
z‘: IO5C43/  - 945/2C53/
z^: 4 2 O C 5 3 /
z": I26OCS3/
Coefficients o f cos4((j)-\|f) term:
z": IO5C44/  - 9 4 5 /2 C „ /
z'; 945C54/
z": 945/2C«r'“
Coefficients o f cos5($-\;;) term:
z": 945033/ '
z‘: 10395045/ '
Coefficients of cos6 (({)-\}/) temr:
z°: 10395C,/^
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