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Abstrat
Analytial periodi solutions for weakly Coupled Map Latties are
shown in an expliit form as well as in a reurrene relation. The re-
sults establish a link between a matriial representation and reurrene
relations of the solutions.
1
1 Introdution
Regular higher order strutures, haoti or not, are very ommon in nature.
They an be found in physis, hemistry, biology, soial sienes and, in gen-
eral, in any sytem with interating elements. Regularity emerges as a on-
sequene of the interation among diverse elements of the system, therefore,
to desribe them properly, two things should be onsidered: the dynamis of
every element in the system and the interations among them.
A ommon model used to simulate this situation is Coupled Map Latties
(CML), dynamial systems with disrete spae and time, and ontinous state
variables. Their origin is in the seminal work of Turing about morphogenesis
[1℄. Later, Kaneko and oworkers studied them extensively [2, 3, 4, 5, 6℄.
CML have proved to be very good in desribing olletive behaviors observed
in many elds: physis, hemistry, soial sienes, biology [7, 8℄, that is why
they are so extensively studied. On the other hand a ontinous non linear
system an be studied by disretizing it [9℄, what yields a CML. A side eet
of the disretization proess is time-omputer saving, that plays an important
role when many equations are involved in olletive phenomena. CML have
also been used to study the ontrol of spatiotemporal haos [10℄.
Mathematially speaking, a one-dimensional CML [11℄ is a 1-dimensional
lattie where eah site evolves in time aording to
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
m
∑m
j=1 f(Xj(n))
i = 1, ..., m
where Xi(n) denotes the state variable for the site i at time n. The parameter
2
α weights the oupling among sites. Here, periodi boundary onditions are
asumed
Xi(n) = Xi+m(n) ∀i
For weak oupling, we write
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
p
∑p
j=1 f(Xj(n))
i = 1, · · · , p ε≪ 1
(1)
where α is the ontrol parameter.
In spite of the big amount of results in CML very few of them are an-
alytial [12℄. Therefore, patterns, periodi solutions, topologial entropy or
any other number that measures the omplexity of a dynamial system an
not be expliitly dedued. The goal of this paper is to nd the analytial
solution of (1), using perturbative methods and reurrene relations. The
solution will be seeked in the form Xi(n) = x
∗
i + εAi where x
∗
i i = 1, · · · , p
are xed points of f p and Ai is a perturbation term that we will expliitly
alulate.
2 Theoretial results
In order to nd the solution of (1) we will use perturbative methods, beause
the system (1) is weakly oupled. So, we will seek a solution in the form
Xi(n) = x
∗
i + εAi where f
p(x∗i ) = x
∗
i i = 1, · · · , p.
If we an nd an expresion allowing us to know how the osilator Xi(n)
is turned into Xi(n+ q) after q-iterations, then we will take advantage of the
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periodiity of the solution to get Ai. We will rstly obtain this expression to
reah our goal.
Substituting x∗i + εAi into (1) gives
Xi(n+ 1) = (1− εα)f(x
∗
i + εAi) +
αε
p
p∑
j=1
f(x∗j + εAj) (2)
and expanding in powers of ε (2) beomes
Xi(n+ 1) = f(xi) + ε

Aif ′(x∗i )− αf(x∗i ) + αp
p∑
j=1
f(x∗j)

+O(ε2)
or
Xi(n+ 1) = f(x
∗
i ) + εti1 +O(ε
2)
ti1 = Aif
′(x∗i )− αf(x
∗
i ) +
α
p
∑p
j=1 f(x
∗
j)
(3)
By using (3) we obtain:
Xi(n + 2) = (1− εα)f(Xi(n+ 1)) +
αε
p
∑p
j=1 f(Xj(n+ 1))
= (1− εα)f (f(x∗i ) + εti1) +
αε
p
∑p
j=1 f(f(x
∗
j)) +O(ε
2)
= f 2(x∗i ) + εti1f
′(f(x∗i ))− εαf
2(x∗i ) +
αε
p
∑p
j=1 f
2(x∗j ) +O(ε
2)
= f 2(x∗i ) + ε
(
ti1f
′(f(x∗i ))− αf
2(x∗i ) +
α
p
∑p
j=1 f
2(x∗j)
)
+O(ε2)
= f 2(x∗i ) + εti2 +O(ε
2)
That is
Xi(n + 2) = f
2(x∗i ) + εti2 +O(ε
2)
ti2 = f
′(f(x∗i ))ti1 − αf
2(x∗i ) +
α
p
∑p
j=1 f
2(x∗j )
(4)
4
The former result sugests that
Xi(n+ q) = f
q(x∗i ) + εtiq +O(ε
2)
tiq = f
′(f q−1(x∗i ))tiq−1 − αf
q(x∗i ) +
α
p
∑p
j=1 f
q(x∗j )
This will be proven in the following theorem.
Theorem 1 The CML
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
p
∑p
j=1 f(Xj(n))
i = 1, · · · , p ε≪ 1
beomes
Xi(n+ q) = f
q(x∗i ) + εtiq +O(ε
2) (5)
after (q − 1)-iterations, where tiq satises the reurrene relation
tiq =


Aif
′(x∗i )− αf(x
∗
i ) +
α
p
∑p
j=1 f(x
∗
j ) q = 1
f ′(f q−1(x∗i ))tiq−1 − αf
q(x∗i ) +
α
p
∑p
j=1 f
q(x∗j ) q ≥ 2
(6)
Proof. We will prove the theorem by indution.
i) By examination of (3) and (4) the validity of (5) and (6) is obtained
for q = 1 and q = 2.
ii) We assume the expression of tip is valid for p = q and we will prove it
is valid for p = q + 1.
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Let us assume the indution hypothesis
Xi(n+ q) = f
q(x∗i ) + εtiq +O(ε
2)
Therefore, it results
Xi(n+ q + 1) = (1− εα)f(Xi(n+ q)) +
αε
p
∑p
j=1 f(Xj(n+ q))
= (1− εα)f(f q(x∗i ) + εtiq +O(ε
2)) + αε
p
∑p
j=1 f(f
q(x∗j ) + εtiq +O(ε
2))
= (1− εα)
(
f(f q(x∗i )) + f
′(f q(x∗i ))εtiq
)
+ αε
p
∑p
j=1 f(f
q(x∗j )) +O(ε
2)
= f q+1(x∗i ) + f
′(f q(x∗i ))εtiq − εαf
q+1(x∗i ) +
αε
p
∑p
j=1 f
q+1(x∗j ) +O(ε
2)
= f q+1(x∗i ) + ε
(
f ′(f q(x∗i ))εtiq − αf
q+1(x∗i ) +
α
p
∑p
j=1 f
q+1(x∗j )
)
+O(ε2)
= f q+1(x∗i ) + εtiq+1 +O(ε
2)
as we wanted to prove.
To get a omplete solution of the problem we need an expliit (non-
reursive) expression for tiq . This is obtained in the following theorem.
Theorem 2. The solution of the reurrene relation
tiq = f
′(f q−1(x∗i ))tiq−1 − αf
q(x∗i ) +
α
p
p∑
j=1
f q(x∗j ) q ≥ 2
is given by
tiq = Ai (f
q(x∗i ))
′
− α
(∑q−1
n=1 f
n(x∗i )
∏q−1
k=n f
′(fk(x∗i ))
)
+
+α
p
∑q−1
n=1
(∑p
j=1 f
n(x∗j)
∏q−1
k=n f
′(fk(x∗i ))
)
− αf q(x∗i ) +
α
p
∑p
l=1 f
q(x∗l )
(7)
Proof. We will prove the theorem by indution.
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i) Let us see that the expression is valid for q = 2.
By using (6) results
ti2 = f
′(f(x∗i ))ti1 − αf
2(x∗i ) +
α
p
∑p
j=1 f
2(x∗j )
ti2 = f
′(f(xi))
(
Aif
′(x∗i )− αf(x
∗
i ) +
α
p
∑p
j=1 f(x
∗
j)
)
−αf 2(x∗i )+
α
p
∑p
j=1 f
2(x∗j)
ti2 = Aif
′(x∗i )f
′(f(x∗i ))−αf(x
∗
i )f
′(f(x∗i ))+
α
p
f ′(f(x∗i ))
p∑
j=1
f(x∗j )−αf
2(x∗i )+
α
p
p∑
j=1
f 2(x∗j )
(8)
Subtituting q = 2 into (7) gives
ti2 = Ai (f
2(x∗i ))
′
− α (f(x∗i )f
′(f(x∗i ))) +
α
p
(∑p
j=1 f(x
∗
j)f
′(f(x∗i ))
)
−
αf 2(x∗i ) +
α
p
∑p
l=1 f
2(x∗l )
This result oinides with the one obtained in (8).
ii) We assume the indution hypothesis and substituting into
tiq+1 = f
′(f q(x∗i ))tiq − αf
q+1(x∗i ) +
α
p
∑p
j=1 f
q+1(x∗j )
results
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tiq+1 = f
′(f q(x∗i ))
[
Ai (f
q(x∗i ))
′
− α
(∑q−1
n=1 f
n(x∗i )
∏q−1
k=n f
′(fk(x∗i ))
)]
+ f ′(f q(x∗i ))
[
α
p
∑q−1
n=1
(∑p
j=1 f
n(x∗j )
∏q−1
k=n f
′(fk(x∗i ))
)
− αf q(x∗i ) +
α
p
∑p
l=1 f
q(x∗l )
]
− αf q+1(x∗i ) +
α
p
∑p
j=1 f
q+1(x∗j )
= Aif
′(f q(x∗i )) (f
q(x∗i ))
′
− α
(
f ′(f q(x∗i ))
∑q−1
n=1 f
n(x∗i )
∏q−1
k=n f
′(fk(x∗i ))
)
+ α
p
∑q−1
n=1 f
′(f q(x∗i ))
(∑p
j=1 f
n(x∗j)
∏q−1
k=n f
′(fk(x∗i ))
)
− αf ′(f q(x∗i ))f
q(x∗i )
+ α
p
f ′(f q(x∗i ))
∑p
l=1 f
q(x∗l )− αf
q+1(x∗i ) +
α
p
∑p
j=1 f
q+1(x∗j )
= Ai (f
q+1(x∗i ))
′
− α
(∑q−1
n=1 f
n(x∗i )
∏q
k=n f
′(fk(x∗i ))
)
+ α
p
∑q−1
n=1
(∑p
j=1 f
n(x∗j)
∏q
k=n f
′′(fk(x∗i ))
)
− αf ′(f q(x∗i ))f
q(x∗i )
+ α
p
f ′(f q(x∗i ))
∑p
l=1 f
q(x∗l )− αf
q+1(xi) +
α
p
∑p
j=1 f
q+1(xj)
= Ai (f
q+1(x∗i ))
′
− α
(∑q
n=1 f
n(x∗i )
∏q
k=n f
′(fk(x∗i ))
)
+ α
p
∑q
n=1
(∑p
j=1 f
n(x∗j)
∏q
k=n f
′(fk(x∗i ))
)
− αf q+1(x∗i ) +
α
p
∑p
j=1 f
q+1(x∗j )
As we have previously indiated, now we an obtain Ai by using theorems
1 and 2 and the periodi boundary onditions.
Theorem 3. Let
{
x∗1, x
∗
2, ..., x
∗
p
}
be a p-periodi orbit of a C2 funtion f
suh that f p
′
(x∗i ) 6= 1 i = 1, · · · , p then the CML given by
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
p
∑p
j=1 f(Xj(n))
i = 1, · · · , p ε≪ 1
(9)
has a p-periodi solution, given by
Xi(n+ j) = x
∗
i+j + εAi+j
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i = 1, · · · , p
j = 0, · · · , p− 1
where
Ai =
α
1− (f p(x∗i ))
′

p−1∑
n=1



−x∗i+n + 1p
p∑
j=1
x∗j

 p−1∏
k=n
f ′(x∗i+k)

+
(
−x∗i +
1
p
p∑
l=1
x∗l
)
i = 1, . . . , p
with periodi boundary onditions
Ai+p = Ai
x∗i+p = x
∗
i
∀i
Proof Xi(n) = x
∗
i + εAi is p-periodi orbit when Xi(n+ p) = x
∗
i + εAi.
By using theorem 2 it turns out that
Xi(n+ p) = f
p(x∗i ) + ε
[
Ai (f
p(x∗i ))
′
−α
(∑p−1
n=1 f
n(x∗i )
∏p−1
k=n f
′(fk(x∗i ))
)
+α
p
∑p−1
n=1
(∑p
j=1 f
n(x∗j )
∏p−1
k=n f
′(fk(x∗i ))
)
−αf p(x∗i ) +
α
p
∑p
l=1 f
p(x∗l)
]
+O(ε2)
As 

f p(x∗i ) = x
∗
i
fn(x∗i ) = x
∗
i+n∑p
j=1 f
n(x∗j) =
∑p
j=1 x
∗
j
the following equality is obtained:
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x∗i + εAi = x
∗
i + ε
[
Ai (f
p(x∗i ))
′
−α
(∑p−1
n=1 x
∗
i+n
∏p−1
k=n f
′(fk(x∗i ))
)
+α
p
∑p−1
n=1
(∑p
j=1 x
∗
j
∏p−1
k=n f
′(fk(x∗i ))
)
−αx∗i +
α
p
∑p
l=1 x
∗
l
]
+O(ε2)
Eliminating x∗i and separating terms of Ai yields
[
1− (f p(x∗i ))
′
]
Ai = −α
∑p−1
n=1 x
∗
i+n
∏p−1
k=n f
′(fk(x∗i ))
+α
p
∑p−1
n=1
(∑p
j=1 x
∗
j )
∏p−1
k=n f
′(x∗i+k)
)
−αx∗i +
α
p
∑p
l=1 x
∗
l
=
∑p−1
n=1
[(
−αx∗i+n +
α
p
∑p
j=1 x
∗
j
)∏p−1
k=n f
′(x∗i+k)
]
−αx∗i +
α
p
∑p
l=1 x
∗
l
and it is nally obtained that
Ai =
α
1− (f p(x∗i ))
′

p−1∑
n=1



−x∗i+n + 1p
p∑
j=1
x∗j

 p−1∏
k=n
f ′(x∗i+k)

+
(
−x∗i +
1
p
p∑
l=1
x∗l
)

(10)
The result is valid while 1− (f p(x∗i ))
′
is O(1), so that (3), obtained after
expanding in powers of ε, holds. The solution given by theorem 3 represents a
propagating wave in the CML. Traveling waves in CML may explain ordered
strutures observed in nature [13℄.
The expresion (10) oinides with the one obtained in [17℄ (see theorem
4 therein), thus providing an alternative way of faing CML. In [17℄ a ma-
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trix representation was given, meanwhile here the solution is obtained from
a reurrene relation. Therefore a link between both representation is es-
tablished. Two dierent approahes to the same problem provide a powerful
framework to draw theoretial onlusions, in partiular in areas like CML
where most of the published results are numerial.
The analytial approah allows to derive theoretial expressions for syn-
hronizated states, travelling waves, period doubling asades, intermitteny,
and so on [17℄. However, depending on the problem, reurrene relations or
matriial representation may beome a more or less useful tool in their anal-
ysis.
3 Disussion and onlusions
We have found analytial periodi solutions for weakly Coupled Map Latties,
using reurrene relations. From reurrene relations an expliit solution
is dedued, that oinides with the one obtained using matriial approah,
therefore, the link between both tehniques is established. The solution is
very general beause the result is valid for an arbitrary number of osillators,
and furthermore the individual dynamis of every osillator is assumed to be
ruled by an arbitrary C2 funtion.
Analytial reults are partiularly important for two reasons:
First.- Analytial expressions an obviously be managed with mathematial
tools and new physial phenomena an be dedued from them.
Seond.- Spurious results, due to nite preision in omputer simulations,
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are avoided [14, 15, 16℄.
Another ouple of interesting fats must be pointed out. On the one hand,
the reurrene relation allows for an exat and eient numerial solution in
a omputer. On the other hand, as the solution is obtained for an arbitrary
number of osillators, limits tending to innity an be alulated. This is
an important point in the study of bifuration asades and of the onset the
turbulene in uids, where a nite number of elements is not adequate to
desribed the phenomena.
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