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La ciencia está hecha de datos, como 
una casa de piedras. Pero un montón 
de datos no es ciencia más de lo que 





























El campo que estudia las propiedades y comportamiento de las proteínas 
así como las interacciones entre ellas es tan complejo que a día de hoy resulta 
complicada su caracterización en detalle, sea utilizando herramientas experimen-
tales o mediante análisis de modelización, como la homología o las técnicas  ‘ab 
initio’. Debido a su importancia en las funciones biológicas y el amplio rango de 
actividades que desempeñan las proteínas, resulta indispensable la creación y uti-
lización de nuevos modelos/programas que sirvan como herramientas eficaces 
para su estudio. Esto ha hecho que se haya desarrollado una serie de modelos de 
baja resolución que permiten realizar simulaciones cuando no es necesario un gran 
detalle estructural pero se requieren tiempos de simulación elevados.  
En el presente trabajo hemos desarrollado un modelo propio y hemos ex-
plorado su viabilidad en dos casos de relevancia biológica.  
 El objetivo principal de este trabajo ha sido el desarrollo de un programa 
versátil que pueda utilizarse en diferentes tipos de estudios; se basa en un modelo 
simplificado de la estructura de la proteína que utiliza únicamente los carbonos 
alfa de la proteína y discretiza su espacio conformacional.  
Las aplicaciones constituyen el segundo objetivo de este trabajo, y van en-
caminadas a valorar la aplicabilidad del programa. En un primer estudio hemos 
desarrollado un protocolo específico para el estudio de las mutaciones de las re-
giones de baja complejidad en las proteínas (LCRs), y extraemos conclusiones bio-
lógicamente relevantes sobre la patogenicidad de sus mutaciones.  
En el segundo estudio hemos obtenido un bloque de resultados donde  he-
mos analizado el efecto del volumen excluido sobre las correlaciones entre resi-
duos.  Esto nos ha permitido identificar la existencia de un efecto no biológico en el 
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CAPÍTULO I: INTRODUCCIÓN GENERAL 
1.- LA IMPORTANCIA Y DIFICULTAD DE LA COMPRENSIÓN ESTRUCTURAL 
 Las proteínas son macromoléculas biológicas hechas de cadenas lineales de 
aminoácidos que se pliegan en una estructura tridimensional, formada a su vez por 
diferentes elementos de estructura secundaria [1]. Juegan papeles esenciales en los 
sistemas biológicos [1], actuando como material de estructura, catalizadores, trans-
portadoras y almacenadoras de otras moléculas (e.g. el oxígeno asociado a la respi-
ración), proporcionan soporte y protección inmune, generan movimiento, trans-
portan impulsos nerviosos, controlan el crecimiento, la diferenciación celular, etc.   
 Varias son las propiedades que permiten a las proteínas participar en este 
amplio rango de funciones. Una de ellas es su gran variedad estructural, sorpren-
dente si consideramos el número limitado de bloques de monómeros -los aminoá-
cidos-, y que se explica por el orden que adoptan estos aminoácidos en la secuencia 
de la proteína. De hecho la estructura de las proteínas está directamente relacio-
nada con su función en los procesos biológicos.  Otra propiedad que explica la va-
riedad de roles que desempeñan las proteínas es su capacidad para interactuar con 
otras macromoléculas biológicas, formando ensamblajes complejos con nuevas 
propiedades, no observadas en los componentes individuales. Estos ensamblajes, o 
complejos, participan en la precisa replicación del ADN (fig. 1.1), la transmisión de 
señales dentro de las células y otros muchos procesos esenciales.  Finalmente, otra 
característica destacada de las proteínas es la rigidez/flexibilidad de sus estructu-
ras. Aquellas más rígidas pueden funcionar como elementos de la estructura de los 
citoesqueletos  o en la conexión de tejidos [53]. Las proteínas más flexibles pueden 
actuar como bisagras, resortes y palancas, cruciales para ciertos procesos funcio-
nales como pueden ser los procesos alostéricos, la transmisión de información en-
tre células (fig. 1.2), etc. 





Fig. 1.1 Ilustración del complejo proteico que constituye la maquinaria de replicación del ADN, interaccionan-
do con esta macromolécula.  
 
 
Fig. 1.2  Las proteínas detectan los cambios en el entorno. Aquí vemos cómo, en presencia de hierro, la proteí-
na lactoferrina cambia su conformación estructural de forma que otras moléculas pueden distinguir entre las 
dos formas y participar en el transporte y regulación del hierro en las células [54]  
 
 Debido a la estrecha relación que une estructura y función en proteínas, se 
han hecho grandes esfuerzos para determinar con precisión la estructura de las 
proteínas. Los tres principales métodos para determinarla experimentalmente son: 
la cristalografía de rayos X, la espectroscopia de resonancia magnética nuclear 
(RMN) y la microscopia electrónica [55-57].    
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 La cristalografía de rayos X usa el patrón de difracción que producen los 
rayos X al incidir en un cristal de la proteína de interés [94]. Este es un fenómeno 
físico complejo [58] en el que dicho patrón queda determinado por la densidad elec-
trónica dentro del cristal irradiado. De forma más precisa, la difracción resulta de 
la interacción de los electrones con el haz de rayos X altamente energéticos; proce-
so en el que los electrones primero se activan, y al volver a su estado inicial emiten 
rayos X.  Estos se superponen, amplificándose o cancelándose según si están en 
fase o no, lo que da lugar a un conjunto de interferencias, que constituyen del pa-
trón de difracción. Este es recogido por un detector, y se utiliza para deducir la es-
tructura tridimensional de la molécula, mediante diferentes técnicas numérico-
computacionales. Las estructuras resultantes proporcionan una información muy 
rica de la proteína, a nivel atómico, mostrando detalles de ligandos, inhibidores, 
iones y otras moléculas presentes en el cristal.  Sin embargo, esta técnica también 
tiene ciertas limitaciones [59]. Primero, el proceso de cristalización es difícil y no 
siempre es posible obtener cristales aptos para su uso. Segundo, la precisión de la 
estructura atómica obtenida depende de la calidad de los cristales, y esta puede 
variar bastante. Tercero, existen también limitaciones en la determinación estruc-
tural de las partes flexibles de las proteínas, ya que dichas partes no contribuyen al 
patrón de difracción obtenido.  
 La resonancia magnética nuclear también genera estructuras de alta re-
solución, pero utilizando una estrategia muy diferente [95]. En lugar de obtener la 
densidad electrónica de una molécula, RMN mide la distancia entre núcleos atómi-
cos.  La proteína es purificada y colocada en un campo magnético de alta intensi-
dad, y luego se la somete a radio ondas. Los núcleos atómicos poseen una propie-
dad mecánico-cuántica denominada spin y es característico para cada tipo de nú-
cleo. Si el valor es distinto de cero, entonces tendrá una diferencia en la distribu-
ción de la carga y por tanto un momento magnético nuclear que interaccionará con 
el campo magnético al que se vea sometido. Así, cuando el núcleo se somete a un 
campo magnético externo y se irradia con una radiofrecuencia, se produce un efec-
to de resonancia (desplazamiento de la orientación del spin respecto del equili-
brio). Las resonancias resultantes son recogidas y analizadas, y dan lugar a una 
lista de distancias interatómicas que caracterizan la conformación local de los 
átomos enlazados o en contacto.  Esta lista permite construir un modelo de la pro-
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teína con la localización espacial de cada átomo. Una ventaja de esta técnica res-
pecto a los rayos X es que utiliza proteínas en solución, en lugar de cristales; adi-
cionalmente, las mediciones se realizan en rangos de tiempo muy cortos, lo que 
permite resolver la estructura de las partes flexibles de las proteínas. Por contra, 
esta técnica está normalmente limitada al estudio de proteínas pequeñas o media-
nas, ya que las proteínas grandes presentan problemas de solapamientos de picos 
en los espectros de RMN. 
 Finalmente, la microscopia electrónica utiliza haces de electrones para 
obtener imágenes directas, que después se integrarán para extraer la estructura  
3D de la proteína [57]. Se suele utilizar para obtener la estructura de grandes com-
plejos moleculares. Como normalmente las técnicas de microscopia electrónica no 
permiten obtener detalles alta resolución, se suelen combinar con técnicas de ra-
yos X o RMN para generar detalle a nivel atómico. 
 Las dificultades técnicas de los tres procedimientos descritos anteriormen-
te hacen que determinar una estructura molecular sea un proceso mucho más len-
to que el de secuenciación. De hecho, la aparición en los últimos años de técnicas 
de secuenciación de alto rendimiento [60] ha incrementado exponencialmente el 
número de secuencias de genes disponibles, creando una diferencia cada vez ma-











Fig. 1.3 El gráfico de arriba muestra el crecimiento en el número de estructuras obtenidas de forma experi-
mental con las diferentes técnicas. El gráfico inferior describe el crecimiento de las secuencias depositadas en 
el Gene Data Bank. 
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 Así, el número total de estructuras conocidas es mínimo, en relación al nú-
mero de secuencias disponibles, lo que limita el uso de la información tridimensio-
nal a un reducido número de problemas biológicos. Ello ha hecho que los métodos 
de predicción de la estructura de las proteínas adquieran un papel relevante de 
cara a resolver este problema [61]. Estos métodos utilizan diferentes técnicas para 
modelar la estructura de las proteínas. Por ejemplo, pueden hacerlo utilizando in-
formación previamente disponible: es lo que conocemos como la modelización por 
homología [62]. O bien, pueden generar modelos para las proteínas sin homólogos 
conocidos [63], aquellas para las que aún no existe ninguna estructura tridimensio-
nal válida como plantilla.  A continuación describo la esencia de estas técnicas. 
 La modelización por homología [62] se basa en la suposición de que dos 
proteínas homólogas tienen una estructura similar.  Debido a que la estructura de 
las proteínas está más conservada que sus secuencias de aminoácidos, podemos 
modelar la estructura de una secuencia nueva con una buena precisión, siempre 
que exista una similitud apreciable entre sus secuencias  [64]. Una de las dificultades 
en esta técnica es la de encontrar alineamientos de secuencia correctos [3] y otra es 
la de encontrar candidatos adecuados, que posean una estructura conocida, para 
poder utilizarlos de plantilla. 
 En ausencia de estructuras conocidas que nos puedan servir de plantillas en 
el proceso de predicción estructural, los métodos de predicción utilizados son 
los llamados  ‘ab initio’ [65]. Están basados en un modelo físico empírico de la 
energía libre del sistema proteína-medio y en unos potentes mecanismos algorít-
micos adecuados para simular el proceso de plegamiento. En esta familia de méto-
dos encontramos los cálculos de minimización de energía y los de dinámica mole-
cular [66]. A pesar de su valor, todavía presentan grandes limitaciones debido al 
extraordinario tiempo de cálculo requerido para identificar la conformación nativa 
de la proteína con precisión experimental [52,2]. 
 Las dificultades con las que se han encontrado los métodos de predicción 
estructural anteriores, han dado lugar paulatinamente a una nueva forma de abor-
dar el problema, en la que se eliminan de la representación de la proteína aquellos 
aspectos no relacionados con nuestro objetivo científico. Los modelos resultantes 
son los que se denominan modelos simplificados o de baja resolución (en inglés se 
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suele utilizar la expresión "coarse-grained") [67]. Estos modelos constituyen una 
alternativa práctica a las simulaciones que incluyen todos los átomos. El interés 
por las representaciones de baja resolución de las proteínas, como fuente de simu-
laciones teóricas de la estructura y dinámica de las proteínas, ha aumentado rápi-
damente [4-6]. Ello es debido a que requieren mucho menos esfuerzo computacio-
nal, lo que facilita la rapidez de las simulaciones de la dinámica temporal, de las 
vías de plegamiento, etc. De hecho presentan una ganancia computacional de unos 
cuatro órdenes de magnitud, aproximadamente, en comparación con las simula-
ciones  que incluyen todos los átomos y el solvente [7]. Ello permite alcanzar la es-
cala de milisegundos al realizar simulaciones de procesos biomoleculares. Otra 
aplicación de los modelos simplificados, es la predicción de la estructura de la pro-
teína a partir de su secuencia de aminoácidos, debido a la enorme reducción del 
espacio conformacional que conllevan.  
 Por los motivos citados, el desarrollo y la aplicación biológica de los mode-
los simplificados de las proteínas es todavía un problema sin resolver, y constitu-
yen el objetivo principal de esta tesis. A continuación describo con mayor detalle la 
situación actual de dichos métodos. 
 
2.-  LOS MODELOS SIMPLIFICADOS 
 Muchas de las dinámicas e interacciones relevantes dentro de las células 
(acoplamiento entre proteínas, reorganización sobre uniones de ligandos o des-
pués de reacciones bioquímicas, plegamiento) ocurren en la escala de  los microse-
gundos o milisegundos e incluyen grandes conglomerados de macromoléculas. En 
estos procesos, el número de grados de libertad y la escala de tiempo son muy su-
periores a lo que podemos simular a nivel atómico con la actual potencia de cálcu-
lo.  Además, en algunos casos la simulación a nivel atómico puede no ser lo más 
apropiado, tal como muestran los estudios experimentales a baja o media resolu-
ción de conglomerados de biomoléculas [8,9]. Los modelos de baja resolución sur-
gen así como alternativa práctica al análisis estructural. Se han propuesto varios 
tipos de modelos basados en la simplificación de diferentes aspectos estructurales 
de la proteína. En estos modelos no se consideran explícitamente todos los grados 
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de libertad del sistema. Teóricamente, ello se basa en las diferentes escalas tempo-
rales presentes en los sistemas de macromoléculas. Es decir, si nos referimos como 
‘variables’ a las coordenadas de ciertos tipos de átomos (e.g. hidrógenos, carbonos, 
etc) o grupos de átomos (cadenas laterales, cadena principal de los amino ácidos, 
etc) de una proteína, se sabe que la dinámica de las variables ‘lentas’ regula el 
comportamiento del sistema sobre escalas de tiempo largas, mientras que las res-
tantes variables, con fluctuaciones mucho más rápidas, se equilibran rápidamente 
a cada nuevo valor de las variables lentas. Generalmente, las variables rápidas co-
rresponderán a átomos ligeros o a pequeños grupos de átomos, dependiendo de la 
escala del análisis. Habitualmente, los modelos simplificados se basan en represen-
taciones de la proteína que excluyen las variables rápidas. Sin embargo, ello entra-
ña un problema técnico importante: la visión físicamente realista de la proteína se 
ve afectada, y se requiere una nueva parametrización del campo de fuerzas que 
rige en el modelo simplificado de la proteína. Es decir, hay que modelar enlaces 
químicos entre átomos virtuales, o pseudo-enlaces entre amino ácidos que carecen 
de cadenas laterales, etc. En los últimos años, se han generado una amplia colec-
ción de modelos simplificados, que representan diferentes compromisos entre 
precisión y transferibilidad, tal como veremos a continuación.  
 
2.1-  Los diferentes tipos de modelos simplificados 
2.1.1- Modelos de redes elásticas 
 En estos modelos se representa la proteína como una red cuyos nodos es-
tán conectados por enlaces modelados como muelles elásticos. Cada nodo repre-
senta un aminoácido, aunque también hay modelos de redes en los que cada nodo 
representa un átomo [10] (fig. 1.4c). Las longitudes de equilibrio de los enla-
ces/muelles corresponden a las distancias interatómicas (o interresiduo) observa-
das en la estructura experimental y las fuerzas suelen depender de la distancia de 
forma cuadrática. Hay otras aproximaciones más sofisticadas en las que las cons-
tantes de fuerza dependen de la distancia según una distribución Gaussiana [12] o 
se calculan en base a simulaciones de dinámica molecular [13].  En el extremo 
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opuesto, tenemos los modelos ultra-simplificados [11], en los que la fuerza es una 
función escalón igual a cero si la distancia excede 7 Å, y a uno, en caso contrario.  
Generalmente, los modelos de redes elásticas generan correctamente la to-
pología del sistema y son capaces de reproducir los patrones de los modos de mo-
vimiento principales de las proteínas. Entre sus aplicaciones fundamentales, se 
encuentran el estudio de movimientos globales de baja frecuencia, incluyendo fluc-
tuaciones térmicas [11], movimientos de dominios [12], cambios conformacionales 
sobre estructuras [14] e interacciones entre proteínas. [15].  
  
 
Fig. 1.4 Representación de modelos de la lisozima: A- Modelo de átomos pesados (C-cian, 0-rojo, N-azul, S-
amarillo) B- Cadena de átomos Cα C- Átomos Cα (nodos) conectados por líneas (pseudo enlaces) representando 
de forma esquemática la interacciones entre nodos dentro de un rango menor de 8 Å. 
 
2.1.2. – Modelos basados en la estructura 
 Los modelos basados en la estructura (también llamados modelos Gō, por 
ser Nobuhiro Gō el primero en proponerlos [96]) se basan en la asunción de que la 
topología de la estructura nativa de la proteína determina la mayor parte de las 
características de su cinética y sus caminos de plegamiento. Esto es debido a que el 
proceso de plegamiento ha evolucionado de forma general a satisfacer el principio 
de mínima frustración [16]. De esta forma la superficie de energía de la proteína 
puede ser descrita como un embudo débilmente rugoso, que apunta hacia la es-
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tructura nativa (fig. 1.5). Esto implica que los contactos de la estructura nativa i.e. 
residuos que interactúan cuando la proteína está totalmente plegada juegan un 
importante papel en el proceso de plegamiento. Dicho de otro modo, las contribu-
ciones energéticas de las interacciones de la estructura nativa actúan como las 
fuerzas motrices principales en el proceso de plegado.   
 En las primeras versiones de estos modelos [68], la proteína se representaba 
como una cadena de nodos cada uno de los cuales correspondía a un aminoácido.  
En estos planteamientos iniciales, las interacciones entre nodos reflejaban la es-
tructura nativa final que se iba a alcanzar. Se observó, sin embargo, que dicho ses-
go no permitía la reproducción de estados meta estables intermedios en el plega-
miento. Para corregir este problema, se han desarrollado nuevos modelos, más 
sofisticados, en los que se añaden más términos de energía con el consiguiente 
aumento en la frustración de la energía, apareciendo así nuevos estados interme-
dios que aumentan la complejidad de la superficie de energía por la que se despla-
za la proteína. Por ejemplo, la inclusión de una barrera de solvatación–
desolvatación a las interacciones no-covalentes hace que aparezcan estados inter-
medios parcialmente desolvatados [17,18]. 
 Los modelos basados en la estructura han sido útiles para investigar esce-
narios complejos de plegamiento [19] y movimientos funcionales de proteínas [20,21]. 
Así, hemos podido entender estos mecanismos como la resultante de unos pocos 
factores generales como son la simetría, frustración, competición entre plegamien-
to y ensamblaje, etc.  Por ejemplo, estos modelos se han utilizado para desentrañar 
la función de las grandes máquinas moleculares [22.23], mostrando que efectos esté-
ricos, frustración localizada, plegamiento parcial son los que cuentan para el fun-
cionamiento de los grandes complejos de proteínas motoras. 
 




Fig. 1.5 Superficie de energía libre en el plegamiento de proteínas. El plegamiento ocurre a través del ensam-
blaje progresivo  de elementos estructurales, siguiendo una superficie de energía con forma de embudo. 
 
2.1.3.- Modelos basados en mecánica molecular 
 Como hemos visto anteriormente, los modelos de redes flexibles y los 
basados en estructuras utilizan una conformación de referencia que determina el 
campo de fuerzas, dando lugar a que los estudios predictivos resultantes tengan un 
valor únicamente académico, y restringido a la proteína considerada. La falta de 
descripciones de interacciones físico-químicas como la hidrofóbica, o los enlaces 
de hidrógeno que se pueden formar en el curso de la dinámica de la proteína está 
en los orígenes de esta falta de generalidad. Para superar esta limitación, se han 
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desarrollado otros modelos, basados en una descripción fina de la forma en que los 
átomos interaccionan entre sí, y excluyendo el sesgo hacia interacciones 
determinadas. Estos modelos, basados en una descripción de los mecanismos 
moleculares de interacción [69], fueron inicialmente desarrollados para el estudio 
del plegamiento de las proteínas, y son más fiables para simular su dinámica 
molecular [70]. 
 Los primeros intentos para construir estos modelos datan de la década de 
los 70 con el trabajo de Levitt [24], que presentó una aproximación a la obtención de 
los parámetros energéticos de la proteína que inspiró muchos trabajos posteriores.  
La fiabilidad de estas representaciones reducidas depende de un fino equilibrio 
entre los diferentes términos de los campos de fuerza [97]. Estos campos de fuerza 
suelen combinar contribuciones de largo alcance (no-covalentes), que incluyen 
interacciones Van-der-Waals y electrostáticas, y de corto alcance (covalentes), que  
determinan la geometría y flexibilidad de la cadena polipeptídica [25.27].  Presenta-
mos aquí tres tipos de modelos que se distinguen por el nivel de resolución de la 
descripción de la proteína.  
 
 2.1.3.1. Modelos de alta resolución  
 En este tipo de modelos se trabaja con una representación detallada de la 
cadena principal de la proteína y otra más simple para la cadena lateral. Los mode-
los más complejos utilizan cuatro unidades atómicas para la cadena principal, que 
representan: el nitrógeno y su hidrógeno, el Cα, el C carbonilo y el oxígeno [25,28]. En 
otras representaciones se agrupan el carbón carbonilo y su oxígeno en un sólo 
pseudo-átomo, reduciendo a tres el número de unidades [29,30]. En muchos casos, 
los átomos de la cadena lateral se agrupan en un pseudo-átomo único por aminoá-
cido, aunque a veces se llegan a utilizar hasta 4 unidades por aminoácido [31]. 
 Con estas descripciones, los parámetros que determinan la geometría de la 
cadena principal, y por lo tanto su ordenamiento en el espacio, deben definirse con 
cuidado. Por ejemplo, en las representaciones completas de la cadena principal se 
utilizan los ángulos torsionales convencionales: 
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   Φk -> Ck-1 – Nk – Ckα – Ck 
   Ψk -> Nk – Ckα – Ck – Nk+1 
 Una vez definida la representación geométrica, se le asocia una parametri-
zación del campo de fuerza deseado, i.e. una fórmula funcional con unos paráme-
tros establecidos que nos permitan el cálculo de la energía potencial entre los áto-
mos/pseudo-átomos definidos.  
Las funciones de energía asociadas a los valores de los torsionales se inclu-
yen en el campo de fuerza global de la simulación. Los parámetros correspondien-
tes (esencialmente los valores de equilibrio de los ángulos y la energía que requie-
re su deformación) pueden ser extraídos de una colección de estructuras conocidas 
o mediante simulaciones de dinámica molecular. De hecho, incluso pueden ser re-
calibrados de forma que reproduzcan el mapa de energías de Ramachandran.  
 Una ventaja de estos modelos es que los dos pares de átomos agrupados de 
la cadena principal, NH y CO, permiten introducir de forma natural los enlaces de 
hidrógeno que estabilizan la estructura secundaria de la proteína, mediante el uso 
de interacciones atractivas [30] (fig. 1.6) 
 Normalmente, estas representaciones se han desarrollado para simular el 
proceso de plegamiento de las proteínas, usando dinámica molecular o dinámica 
Langevin [29.30], aunque en teoría también se pueden utilizar para el estudio de la 
dinámica conformacional de las proteínas alrededor de la estructura nativa.  
 
 




Fig. 1.6 Modelo de alta resolución. La cadena lateral de los aminoácidos se representa con un solo pseudo-
átomo; las flechas indican los enlaces de hidrógeno que se pueden formar entre las partículas de la cadena 
principal [78] 
 
2.1.3.2. Modelos de resolución intermedia 
  Una característica de estos modelos, es que simplifican la representación de 
la cadena principal utilizando un sólo pseudo-átomo (generalmente localizado en 
el Cα) por cada residuo. Una consecuencia importante de esta descripción, es que 
ya no pueden definirse con exactitud los ángulos torsionales que determinan la 
geometría de la proteína; deben redefinirse, utilizando en su lugar pseudo-ángulos 
basados en los Cα (fig. 1.7 y 1.8): 
  Θk -> Ck-1α – Ckα – Ck+1α 
  τk -> Ck-1α – Ckα – Ck+1α – Ck+2α 
 
 
Fig. 1.7 Ejemplos de representación de la estructura en tres modelos a resolución intermedia: a) Levitt [24], b) 
Ha-Duong [34], c) Liwo [33]  (tomado de [78]) 
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  Una vez dado este paso, la función de energía para estos pseudo-
torsionales deja de tener un origen físico; en su lugar, viene derivada por un análi-
sis estadístico de estructuras de proteínas conocidas [32] (fig. 1.8). Estas funciones 
de energía son obviamente insuficientes por si solas para estabilizar la cadena 
principal de la proteína, pero permiten definir los elementos de estructura secun-
daria propios de las proteínas tanto en su estado nativo, como durante su dinámi-
ca.  
 
Fig. 1.8 En las figuras de la izquierda vemos la distribución de valores del ángulo θ en las estructuras almace-
nadas en el PDB (Protein DataBank [71]) y el perfil de energía correspondiente (figura inferior izquierda). A la 
derecha vemos lo mismo para el ángulo de torsión τ. Las leyendas ‘helical’ y ‘extended’ indican dos conforma-
ciones secundarias preferenciales (hélices y hojas beta). El paso de frecuencia (gráficas superiores) a energía 
(gráficas inferiores) se realiza aplicando la transformación matemática que aparece en mitad de la figura  
(tomado de [78]) 
 
Algunos de estos modelos introducen uno o dos átomos virtuales en la re-
presentación de la cadena principal para simular puentes de hidrógeno que estabi-
licen las estructuras secundarias como hélices alfa y hojas beta. Esto se realiza me-
diante interacciones estilo dipolo-dipolo.  Lo podemos ver, por ejemplo, en el tra-
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bajo de Levitt [24] donde introduce dos átomos para tal fin, localizados uno de ellos 
(N’k) entre los dos carbonos alfa Ck-1α – Ckα y el otro (O’i) desplazado 1 Å de N’k y 
colocado perpendicularmente al plano que forman los carbonos alfa Ck-1α – Ckα – 
Ck+1α. A estos átomos se les asigna una carga parcial y se les hace interaccionar a 
través de la ley de Coulomb (fig. 7a). 
 La presencia de estas representaciones de los puentes de hidrógeno permi-
te simular varios aspectos de la dinámica de las proteínas, como los procesos de 
plegamiento, las transiciones entre diferentes conformaciones y la diversidad y 
amplitud de las fluctuaciones conformacionales alrededor de la estructura nativa
  
2.1.3.3. Modelos ‘One-Bead’ 
 En esta categoría de modelos de baja resolución se incluyen aquellos que 
representan cada residuo mediante un único pseudo-átomo, o bien un pseudo-
átomo para la cadena principal y otro para la cadena lateral. La conformación más 
usual es la que utiliza los dos pseudo-ángulos:  
  Θk -> Ck-1α – Ckα – Ck+1α 
  τk -> Ck-1α – Ckα – Ck+1α – Ck+2α 
extraídos de análisis estadístico de estructuras de proteínas conocidas (fig. 1.8).  
Sin embargo, al carecer de interacciones de puentes de hidrógeno, estos modelos  
no son capaces de producir trayectorias realistas en las simulaciones de dinámica 
molecular. Por este motivo, se introducen variaciones en las funciones de energía 
que ayuden a mantener los elementos de estructura secundaria en su estado 
inicial.  Por ejemplo, en el modelo utilizado por Tozzini et al [35] (fig. 1.9) los 
potenciales asociados al pseudo-ángulo Θk tienen dos mínimos, correspondientes a 
las dos conformaciones preferenciales observadas: las hélices alfa y las hojas beta. 
Sin embargo, los cambios del pseudo-ángulo torsional τk se describen mediante el 
uso de funciones armónicas. De esta manera los autores fueron capaces de generar 
largas trayectorias estables de la estructura nativa de  la HIV-1 proteasa [35]. 
 





Fig. 1.9 Ejemplo de modelo ‘One bead’. Las flechas indican las variaciones de los potenciales efectivos introdu-
cidos para mantener la estructura secundaria [78] 
 
3. APLICACIONES DE LOS MODELOS SIMPLIFICADOS DE PROTEÍNAS 
 A lo largo de la sección anterior hemos mencionado las aplicaciones, a nivel 
molecular, más frecuentes de los diferentes modelos de la estructura de las proteí-
nas. Concretamente, hemos visto que los modelos simplificados pueden utilizarse 
en un amplio rango de problemas, desde la predicción del plegamiento de las pro-
teínas hasta el estudio de su dinámica y termodinámica en numerosos  sistemas 
biológicos. En esta sección describimos en mayor detalle algunas de dichas aplica-
ciones, para proporcionar una idea más precisa del valor de estos modelos. 
 
3.1 Plegamiento de proteínas 
 El principio fundamental en el que se basa la predicción de la estructura de 
proteínas es la hipótesis termodinámica de Anfinsen [36] según la cual, la estructura 
nativa de una proteína corresponde al mínimo global de energía libre del sistema 
proteína + solvente. Ello da lugar a que la predicción de la estructura de la proteína 
puede ser formulada como un problema de optimización global [37]. Desde un pun-
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to de vista técnico, debido al gran número de grados de libertad involucrados, el 
problema es todavía intratable. Ello hace que a nivel de resolución difícilmente 
puedan incluirse todos los átomos del sistema, excepto para pequeñas proteínas, y 
aún y así, se requieren importantes recursos computacionales. Debido a esta im-
portante limitación, los modelos simplificados han sido usados de forma frecuente 
para la predicción estructural.  Por ejemplo, el modelo UNRES (UNited RESidue) 
desarrollado por Liwo et al. [38] y que modela la cadena principal a partir de dos 
pseudo-átomos, uno para el grupo peptídico localizado entre dos átomos Cα y otro 
para el Cα. La cadena lateral se modela con pseudo-átomos elipsoidales. Tanto el 
grupo peptídico como la cadena lateral actúan como puntos de interacción, mien-
tras que el Cα solo sirve para definir la geometría de la cadena principal en el mo-
delo y no interacciona (fig. 1.10). 
 
 
Fig. 1.10 El modelo UNRES de la cadena polipeptídica. Los grupos peptídicos están representados como círcu-
los grises y la cadena lateral está representada como elipsoides grises de diferentes tamaños, dependientes del 
tipo de residuo. Los Cα son los círculos blancos. La geometría de la cadena se puede describir por los vectores 
de enlace virtuales dCi y SCi (representados por líneas de puntos) o en términos de longitudes de enlace virtua-
les, ángulos virtuales de la cadena principal (θi, γi) y ángulos que describen la localización de la cadena lateral 
respecto al marco de coordenadas definido (α ,βi) [79]. 
 
 El potencial de interacción entre pseudo-átomos utilizado en UNRES es una 
función de energía en la que todos los grados de libertad (incluida la interacción 
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con el solvente) participan y están promediados, dando lugar a potenciales efecti-
vos. Las interacciones covalentes incluyen enlaces, ángulos y diedros para la cade-
na principal y un potencial rotacional que define el rotámero de la cadena lateral. 
Las interacciones no-covalentes (van der Waals y Coulomb) incluyen términos pa-
ra los pares de pseudo-átomos cadena lateral/grupo peptídico y cadena late-
ral/cadena lateral. Los términos no-covalentes se derivan a partir de modelos físi-
cos, o de cálculos semi-empíricos realizados en pequeños sistemas modelo, o de 
potenciales de fuerza media extraídos de simulaciones de dinámica molecular de 
pares de cadenas laterales análogos. La función de potencial final de UNRES tam-
bién incorpora términos dependientes de  la temperatura.  
El modelo UNRES ha ido desarrollándose durante veinte años y ha sido uti-
lizado durante este tiempo para estudios de plegamiento de proteínas [39], predic-
ción de estructuras [40], ensamblajes entre proteínas [41] y mecanismos de fibrila-
ción de proteínas [42].  En la fig. 1.11a vemos dos predicciones realizadas con UN-
RES: la proteína diana T0215 con tres hélices predicha con un crmsd Cα de 3.5 Å  
respecto la estructura nativa,  y  la T0281, una proteína α/β predicha con un crmsd 
Cα de 5,5 Å respecto la estructura nativa [43]. UNRES también ha descrito la vía de 
plegamiento de varias proteínas, constituidas por una o varias cadenas. Por ejem-
plo, en la fig. 11b vemos el proceso de plegamiento del dominio de 48 residuos 
Lysm [44[. Dicho proceso se inicia partiendo de una conformación inicial arbitra-
riamente establecida en forma de hélice α; se observa un desplegamiento posterior 
y a continuación un replegamiento de las regiones N-terminal y C-terminal hasta 
que alcanzan la estructura nativa en forma de hoja β antiparalela. Otro ejemplo es 
el plegamiento ab initio de la proteína 1C6U en la fig. 11c donde las dos cadenas 
pliegan independientemente a su estructura nativa y posteriormente se ensamblan 
en una estructura predicha, que está a 2.4 Å de crmsd Cα respecto a su estructura 
nativa [45]. 
 




Fig. 1.11 Ejemplos de predicciones de plegamiento de proteínas con el modelo UNRES a) Proteínas T0215 
(izquierda) y T0281 (derecha). La estructura nativa se muestra en rojo y la estructura predicha de color amari-
llo. b) Instantáneas predichas del proceso de plegamiento del dominio de 48 residuos Lysm. c) Proceso de 
plegamiento de dos cadenas de 48 residuos de la proteína 1C6U [80] 
 
3.2 Modelado de los canales mecánico-sensitivos de apertura / cierre 
 Los canales mecánico-sensitivos de gran conductancia (Mscl) son un com-
ponente de la envoltura de la célula bacteriana que prevé ajustes rápidos de la pre-
sión de turgencia en respuesta a reducciones osmóticas.  Cuando la tensión de la 
membrana se acerca al punto de ruptura (límite lítico), el Mscl forma un gran poro 
no selectivo que libera los osmolitos sobrantes, actuando de esta forma como una 
válvula [46]. La comprensión y descripción de este mecanismo mediante simulacio-
nes computacionales es particularmente costosa debido al enorme número de 
átomos involucrados. Por ello, y a pesar de su interés, el proceso de apertura / cie-
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rre de  Mscl no había podido ser reproducido a escala atómica sin utilizar potencia-
les fuertemente sesgados. Recientemente este proceso ha podido ser simulado de 
forma no sesgada utilizando el modelo simplificado Martini [47,48]. 
 El modelo Martini usa un mapeo de 4:1 en su representación atomística, 
esto quiere decir que en promedio cuatro átomos más sus hidrógenos asociados se 
representan por un simple centro de interacción  o pseudo-átomo. A estos pseudo-
átomos se les asigna un tipo específico con un carácter más o menos polar, depen-
diendo de la naturaleza de su estructura química subyacente. El modelo de Martini 
tiene cuatro tipos de pseudo-átomos: polar (P), no polar (N), apolar (C) y cargado 
(Q). Dentro de cada uno de ellos, se distinguen varios subtipos indicando su capa-
cidad para formar puentes de hidrógeno o el grado de polaridad (fig. 1.12).  Las 
interacciones no covalentes como la de van der Vaals y la electrostática se descri-
ben mediante potenciales de Lennard-Jones (LJ) [49], basando su parametrización 
en datos experimentales de origen termodinámico.  Por ejemplo, cada par de partí-
culas i y j a una distancia rij interactúan por según el potencial LJ 











La fuerza de cada interacción entre pares viene dada por el valor del potencial LJ y 
depende de los tipos de partículas. Los valores del parámetro eij varían según la 
interacción, e.g.  𝑒𝑖𝑗=5.6 kJ mol-1 para interacciones grupos fuertemente polares a 
valores de 𝑒𝑖𝑗=2.0 kJ mol-1 para interacciones entre grupos polares y apolares (imi-
tando en efecto hidrofóbico).  El parámetro 𝜎𝑖𝑗 representa la distancia más cercana 
de aproximación entre dos partículas, siendo su valor de 4.7 Å para las partículas 
normales. 
   Para las interacciones covalentes, los enlaces y ángulos se describen me-
diante potenciales armónicos cuyos parámetros dependen de la conformación de 
estructura secundaria del residuo (fig. 1.13).  
  
 





Fig. 1.12 Representación en el modelo de Martini [72] de los residuos de una proteína. Cada residuo está 
formado por un único pseudo-átomo para la cadena principal, y de 0 a 4 para la cadena lateral, dependiendo 




Fig. 1.13 Ejemplo de representación de la cadena principal de una proteína (partículas B) y la cadena lateral 
(partículas S) en el modelo de Martini [72]. La estructura queda determinada por los enlaces, ángulos de enlace 
(θ) y ángulos de torsión (ψ). Los ángulos de la cadena principal, θBBb y ψbbb, dependen de la estructura 
secundaria. 
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Los trabajos realizados sobre Mscl utilizando el modelo Martini confirman 
que el mecanismo de apertura del canal es parecido al mecanismo del iris, y pro-
porcionan información valiosa sobre cómo los cambios en la forma de las proteínas 
influyen en su equilibrio conformacional preferido. Para llegar a este resultado, se 
siguió un protocolo de simulación específico: primero, se equilibró el canal en un 
entorno de solvente dividido en dos capas durante unos pocos microsegundos; 
posteriormente, se le aplicó rápidamente una tensión lateral. En  los 10 – 100 na-
nosegundos posteriores, se observó cómo las hélices transmembrana del Mscl se 
inclinaron, extendiendo de esta forma la cavidad extracelular del canal.  La puerta 
del canal hidrofóbico tarda unos 0.2-2 microsegundos adicionales antes de exten-
derse y abrir así el canal (fig. 1.14). 
 Para esta simulación se necesitó una computadora con 12 CPUs y se tarda-
ron unos 5-10 días en completarla, lo que nos da una idea de la utilidad de estos 
modelos, ya que un modelo que incluyese todos los átomos habría tardado años en 
completar la simulación, utilizando el mismo sistema computacional.  
 
Fig. 1.14 Mecanismo reversible de apertura / cierre de Mscl utilizando el modelo simplificado Martini [47,48]. En 
la parte superior-izquierda de la figura vemos el Mscl equilibrado en un solvente entre dos capas. En la figura 
superior-central se ve como el canal se abre de forma permeable al agua, tras aplicar una tensión a las capas. 
Finalmente, cuando se quita la tensión, el canal recupera su posición original, cerrando el paso al agua. (Figura 
superior-derecha). En la parte inferior de la figura se muestra la tensión superficial aplicada (rojo) y el flujo de 
agua (negro) en función del tiempo 
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3.3 La proteína de membrana auto-ensamblada 
 Las membranas biológicas tienen una organización supramolecular comple-
ja y dinámica que juega un papel importante en muchos procesos fundamentales 
[73]. La naturaleza transitoria de estos procesos ha hecho que su estudio mediante 
métodos convencionales, tanto experimentales como computacionales sea un gran 
desafío. Las simulaciones con el modelo de Martini, cuya simplicidad se refleja en 
un menor coste computacional, se han utilizado para intentar esclarecer las fuer-
zas involucradas a nivel molecular.  Un conjunto reciente de estudios [81-85,90-93] han 
aprovechado esta visión a nivel casi atomístico para revelar algunos papeles signi-
ficativos de la interrelación entre proteínas y lípidos. Por ejemplo, en la predicción 
de modos de unión de las proteínas a las membranas, así como la adaptación de la 
membrana alrededor de las proteínas [81-85]. 
Podemos ver en la fig. 1.15 un sistema típico utilizado en estos estudios. 
Consiste en 64 receptores visuales de rodopsina dentro de una membrana bicapa 
de dioleoyl-fosfatidilcolina (DOPC) en una proporción 1/100 molar de proteína / 
lípido.  
- La membrana lipídica responde a la presencia de la proteína con una de-
formación anisotrópica que permite una coincidencia entre la superficie 
hidrofóbica de la proteína y la parte lipídica de la bicapa membranosa 
[90]. 
- El grado de deformación de la membrana determina la propensión de la 
proteína a auto-organizarse [90]. 
- Las propiedades de la superficie de las proteínas determinan sitios es-
pecíficos de unión a la membrana lipídica [91], induciendo además la 
formación de interfaces entre proteínas que a su vez desembocan en la 
formación de complejos altamente organizados [92] donde  las proteínas 
se ordenan mediante las propiedades de los lípidos en parches de mem-
brana multidominio [93].  




Fig. 1.15 Proteína de membrana auto-ensamblada. Los receptores se pusieron inicialmente en una rejilla 8x8 y 
se les dejó libres para que se auto-ensamblaran en un periodo de 100 μs. Las hélices del receptor transmem-
brana se presentan como tubos de  color naranja. Los grupos de cabeza de lípidos se muestran en azul claro, 
los grupos de glicerol en blanco, y las colas en gris 
 
  
4. APLICACIONES DE LOS MODELOS DE BAJA RESOLUCIÓN REALIZADAS EN 
ESTE ESTUDIO: DE LA BIOLOGÍA FUNDAMENTAL A LOS ANÁLISIS TÉCNICOS 
DE LAS SIMULACIONES 
 En los apartados anteriores hemos descrito diferentes tipos de modelos 
simplificados, y hemos comprobado cómo pueden aplicarse con provecho al estu-
dio de procesos biológicos a nivel molecular. Todos estos modelos se basan en una 
reducción de los grados de libertad de las estructuras macromoleculares, para ali-
viar el coste computacional de las simulaciones, pero manteniendo intactos aque-
llos aspectos relacionados con el problema biológico estudiado. En esta tesis he-
mos querido ahondar en este tipo de aplicaciones, y para ello implementamos un 
modelo reducido original, que por su uso de las coordenadas internas tiene la vir-
tud de permitir una exploración muy rápida de vastas zonas del espacio conforma-
cional, particularmente de sub-estructuras determinadas de la proteína, como son 
los giros/loops de varios amino ácidos. Esta propiedad nos ha permitido aplicarlo 
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al estudio del espacio conformacional de las denominadas "low-complexity re-
gions" o LCRs. Por otra parte, nuestro modelo conserva uno de los aspectos fun-
damentales para la existencia de la estructura de las proteínas: el efecto de volu-
men excluido, o de la no interpenetrabilidad atómica. Esta característica nos ha 
permitido estudiar un tema de interés en las simulaciones masivas destinadas a 
identificar correlaciones entre diferentes sub-estructuras proteicas, con la finali-
dad de desvelar mecanismos alostéricos o relacionados. A continuación, se propor-
ciona una breve descripción de ambos temas, explicación que será ampliada en el 
capítulo correspondiente.  
 
4.1 Las "low-complexity regions" o LCR 
 Las regiones de baja complejidad en las proteínas son fragmentos de la se-
cuencia de las proteínas que muestra una diversidad reducida en su composición 
aminoacídica [74,75]. Este fenómeno se manifiesta de diferentes maneras; a veces las 
regiones están compuestas por unos pocos aminoácidos, y otras veces están com-
puestas por solo uno (fig. 1.16). Las posiciones de los aminoácidos en estas regio-
nes pueden estar dispuestas de diferentes maneras, ya que la baja complejidad es 
un fenómeno composicional, no secuencial: 
- Agrupadas sin un orden definido 
  
 
- Dispuestas de forma periódica 
 
 
- Dispuestas de forma irregular  
 
 
PDB Posiciones Seq: 290-308 
2r0y LAIGGGGPAAAGALAISAL 
PDB Posiciones Seq:  123-130 
1i7w DQDQDYDY 
PDB Posiciones Seq:  133-142 
2it2 SNIKSISNKK 




       
 
Fig. 1.16 Dos ejemplos de LCR. A la izquierda tenemos la cadena A de la proteína 2ERY y en naranja la región 
de secuencia repetitiva compuesta por dos tipos de aminoácidos (Valina y Glicina): VVVGGGGVG.  En la figura 
de la derecha, la cadena B de la proteína 2OGX cuyo LCR (en rojo) está formada por un solo tipo de aminoácido 
(Alaninas): AAAAAAA.  
 
 Las LCRs son comunes en las secuencias de las proteínas aunque es difícil 
saber su abundancia real debido a que no hay una sola forma de definirlas, y cada 
programa crea su propia definición de LCR. A pesar de ello sabemos que son nu-
merosas, pero que debido a su estado generalmente desordenado, no se observan 
en el experimento de difracción de rayos X.  
 Se cree que las LCRs juegan un importante papel en un amplio rango de 
funciones biológicas [50], mediante mecanismos que han sido ampliamente docu-
mentados, aunque los modelos funcionales propuestos permanecen sin verificar 
[51].  Como ejemplos de posibles funciones tenemos la mediación entre proteínas 
[86], la unión entre dominios de proteína [87] y  la adaptación genética [88]. Aunque 
sus mutaciones han sido asociadas a diferentes enfermedades, todavía descono-
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cemos los mecanismos moleculares de estos procesos. Nuestro objetivo será anali-
zar qué ocurre a nivel estructural cuando las LCR mutan. 
 
4.2  El uso de la correlación en el estudio de las trayectorias de dinámica mo-
lecular 
 La dinámica molecular es un método que nos ayuda a simular el comporta-
miento temporal de las proteínas (y otras macromoléculas) a lo largo del tiempo, 
basándose en la mecánica de Newton. Su descripción de las proteínas es detallada, 
a nivel atómico, y por ello nos permite obtener una visión muy fina de los sistemas 
moleculares.  Aunque proporciona abundante información sobre los movimientos 
atómicos, esta información debe de sintetizarse en un número reducido de pará-
metros que permitan su interpretación. Uno de los parámetros más utilizados, es la 
correlación interatómica, también conocida como correlación dinámica condicio-
nal (DCC), 
 
que es un método popular para estudiar las simulaciones de dinámica molecular. 
Dicho método permite realizar análisis sobre el grado de coordinación que hay en 
los movimientos entre las diferentes partes de los sistemas moleculares (fig.  1.17).  
Esta información en forma de correlación puede utilizarse para comprender cier-
tos procesos biológicos que ocurren a nivel molecular como son la señal alostérica 
[76] o el transporte mecánico entre regiones de las proteínas [77]. Sin embargo, cier-
tos factores triviales, y no relacionados con el problema de estudio, pueden dar 
lugar a la existencia de correlaciones espurias sin valor interpretativo. Nuestro 
objetivo será identificar el rol que juega el volumen excluido como fuente de ruido 
en el cálculo de las correlaciones interatómicas. 
 
 





 Fig. 1.17 Dos ejemplos de matrices DCC (DCCM) representando las correlaciones entre pares de residuos e 
ilustradas según códigos de colores. Colores rojos corresponden a correlaciones positivas y colores azules a 
correlaciones negativas. Estudio realizado para la estructura del dímero PpSB1-LOV (PDB-ID: 3SW1) sensible 
a la luz y corresponde a la transición de estados ‘oscuridad’ – ‘luz’. En la figura de la izquierda vemos la DCCM 
entre los residuos de la secuencia 90-134 y la cadena A. En la figura B vemos la DCCM entre las cadena A y B 
del dímero [89]. 
 
5.  OBJETIVOS 
 Los objetivos de la presente tesis son los siguientes: 
- Diseñar y desarrollar un programa de simulación estructural basado en la 
representación de Ca de la proteína. 
- Estudiar la variabilidad de secuencia y estructural de las LCR utilizando la 
capacidad del programa para la simulación local de cambios estructurales. 
- Estudiar el impacto del volumen excluído sobre las correlaciones entre re-
















 Bajo circunstancias apropiadas una proteína se pliega espontáneamente 
desde un estado desnaturalizado a una estructura tridimensional definida. Este 
proceso tiene un elevado valor biológico, ya que en la estructura final radica la fun-
cionalidad de la proteína. Por lo tanto, los estudios experimentales de dicha estruc-
tura y de su plegamiento son valiosos para comprender el rol biológico de la pro-
teína. Desgraciadamente, no siempre es fácil hacer dicho estudio; en tales circuns-
tancias debemos recurrir a las simulaciones, que nos proporcionan una primera 
solución para el problema estructural. Normalmente, se utilizan cálculos energéti-
cos detallados, que nos permiten aumentar nuestro entendimiento acerca de este 
proceso  [104], de la estabilidad intrínseca de la proteína en su estado nativo y de 
cómo todo ello se relaciona con  su flexibilidad global y local [101]. Sin embargo, una 
mirada precisa a nivel atómico sobre los cambios conformacionales a gran escala 
de las proteínas todavía nos resulta computacionalmente inaccesible. Las razones 
de esta dificultad residen en: (i) el enorme número de conformaciones viables para 
cada cadena polipeptídica, (ii) la cantidad de mínimos locales de energía que difi-
cultan la identificación del mínimo absoluto y (iii) los pequeños pasos requeridos 
para atravesar energías de superficies detalladas (1-2 fsec) en comparación con los 
tiempos utilizados en la construcción de las cadenas ( > 1msec).  
 Por todas estas razones, se ha hecho necesario el desarrollo de modelos 
simplificados para el entendimiento y predicción de la estructura de proteínas.  Un 
claro ejemplo es el trabajo de Ramachandran [98] donde se utilizaron modelos de 
esferas rígidas para enumerar las conformaciones admitidas/preferentes de un 
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dipéptido. Este estudio, que ahora nos parece sencillo, reveló la  estabilidad  local 
intrínseca de las estructuras secundarias fundamentales, la ‘hélice alfa’ y la ‘lamina 
beta’.  El estudio de Ramachandran muestra como unos modelos simplificados bien 
escogidos en relación al problema que queremos abordar permiten sacar lecciones 
valiosas, sin recurrir a grandes esfuerzos computacionales. Como hemos adelanta-
do en la Introducción, la simplificación de la estructura de proteínas se puede 
abordar mediante modelos de redes o mediante la discretización de ángulos dié-
dricos.  A continuación los describo con mayor detalle. 
Una forma sencilla de reducir el espacio conformacional consiste en su dis-
cretización. En esta aproximación sólo permitimos un pequeño número de estados 
por cada residuo, de tal manera que el espacio conformacional pasa de ser conti-
nuo a ser numerable. Una estrategia seguida habitualmente consiste en construir 
un modelo de redes (lattice), donde cada residuo se modela como un simple punto 
en el espacio. Cada punto puede ser de un tipo determinado, por ejemplo, se pue-
den diferenciar por tipos de aminoácidos o según su carácter hidrofóbico o hidrofí-
lico; la posición de estos puntos está restringida a aquellas posiciones que definen 
una red determinada (usualmente una trama cúbica). Para garantizar la conectivi-
dad de la cadena de la proteína, los residuos adyacentes de la cadena deben ocupar 
vértices adyacentes de la red y se impone la condición de que dos o más residuos 
no pueden ocupar el mismo vértice (correspondiente al concepto de volumen ex-
cluido).  Las interacciones energéticas entre residuos  se modelan mediante  una 
función que reproduce la interacción energética entre los vecinos. Esta función 
simula, de forma aproximada, las interacciones entre residuos observadas en pro-
teínas reales, tales como efectos  hidrofóbicos y enlaces de hidrógeno.  El efecto 
estérico no se incluye en dicha función ya que se trata mediante una condición de 
volumen excluido, explícitamente programada en el software de simulación. Uno 
de los modelos de red  más populares son los HP (fig. 2.1) donde solo hay dos tipos 
de ‘puntos’: hidrofóbico (H) y polar (P) y se simula la interacción hidrofóbica asig-
nando valores negativos (atracción) a la energía de interacción entre dos ‘puntos 
H.   
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       a       b         c                                    
Fig. 2.1: Ilustraciones de conformaciones para distintos modelos de red: a) modelo standard HP; b) modelo  
HP con cadenas laterales; c) modelo HP de esferas tangentes con cadenas laterales.  Los colores negros indican 
residuos hidrofóbicos, los blancos hidrofílicos y los azules son elementos de la cadena principal [108-110]. 
 
 Otra estrategia habitual para simplificar la representación de la estructura 
proteica, consiste en discretizar los ángulos diédricos de la proteína [105,106] princi-
palmente los de la cadena principal,  y ψ. Estos ángulos y sus valores permitidos, 
así como la correlación que existe entre ellos, fueron perfectamente descritos por 
Ramachandran y Sasisekharan en su influyente estudio de 1963 [107]. En el proceso 
habitual de discretización, lo que se hace es describir las diferentes regiones de la 
distribución (, ψ) mediante un reducido número de puntos representativos. El 
número de puntos utilizados determinará la calidad del modelo, tal como muestran 
Levitt & Park [100] en un trabajo donde comparan la precisión de las estructuras 
reconstruidas utilizando diferentes modelos de estados discretos (destaca por su 

















Tabla 2.1: Comparativa de diferentes modelos de tipo’ lattice’ y ‘off-latice’ de estados discretos con diferente 
complejidad. Según el modelo, se utilizan diferentes sistemas de coordenadas internas, e.g. el par (α,τ) (fig. 3) o 
el par ( y ψ) (fig.2). La precisión se representa por los parámetros crmsd y drmsd. (Apartado 3.). La tabla se 
ha construido utilizando un set de 149 proteínas de entre 36 y 753 residuos.  
 
  El aspecto global de las proteínas puede ser representado razonablemente bien 
mediante los modelos anteriores. Sin embargo, en algunos casos, y buscando una 
mayor velocidad de exploración del espacio conformacional, se han buscado repre-
sentaciones más simplificadas, aunque inspiradas en la geometría real de las pro-
teínas. Estas representaciones [101] se benefician de la planaridad del enlace peptí-












Fig. 2.2: Los péptidos solo pueden cambiar de conformación mediante el giro en torno a los enlaces φ y ψ, 
adyacentes a los Cα: φ es la rotación en torno al enlace  N - Cα y el ángulo ψ es la rotación en torno al enlace C’ – 
Cα. Los enlaces peptídicos (cuadro amarillo) son planares. 
 
 Esta aproximación fue introducida inicialmente por Levitt [99] que propuso 
una representación de la cadena principal basada en el pseudodiedro τ. Dicho án-
gulo, que corresponde al torsional entre cuatro Cα consecutivos, se obtiene me-
diante la siguiente fórmula: 
 
τ𝑖(𝜙𝑖 , 𝜓𝑖, 𝜙𝑖+1, 𝜓𝑖+1) = 180° +  𝜙𝑖+1, 𝜓𝑖 + 20°[sin(𝜙𝑖) +  sin( 𝜓𝑖+1)] 
 
 Esta representación permite reconstruir y estudiar la traza (la estructura 
tridimensional definida por los átomos Cα) de la proteína. También nos permite 
una gran reducción en el número de grados de libertad, requisito necesario para 
las simulaciones estructurales en las que se exploran grandes regiones de espacio 
conformacional de la proteína. En la presente tesis utilizamos esta representación 
de la proteína basada en los ángulos pseudodiédricos. Para obtener una descrip-
ción completa de la cadena polipeptídica, además del ángulo torsional τ, se necesi-
tan también dos pseudo-ángulos de enlace, θ1  y  θ2, definidos tal como se describe 













Fig. 2.3 Definición de los ángulos θ1, θ2 y  τ. Los segmentos de  líneas conectan 4 átomos Cα  consecutivos. 
  
 Un aspecto fundamental que nos llevó a escoger esta descripción es que las 
estructuras secundarias principales, hélice alfa y lámina beta, se expresan natu-
ralmente mediante el uso de cuatro residuos, o equivalentemente, de la tripleta de 
ángulos  θ1 -  τ - θ2.  Efectivamente, cálculos preliminares (Figura 2 en de la Cruz et 
al. [101]) muestran que los valores de esta tripleta se distribuyen de acuerdo con 
la estructura secundaria que representan. Una vez escogida esta representación, y 
comprobado que efectivamente reproduce los aspectos esenciales de la estructura 
de las proteínas, consideramos diferentes particiones del espacio (θ1, τ, θ2) que 
corresponden a diferentes niveles de complejidad en la familia de modelos basados 
en la traza. Para esta parte nos guiamos por los trabajos previos de Park B & Levitt 
M. [100] y de De la Cruz et al. [101] 
 En la tabla 2.2 podemos ver los valores que corresponden al modelo utili-













ϴ1(min,rango) ϴ2(min,rango) τ(min,rango) tipo estructura  
secundaria 
A  93( 80, 30)  93( 80, 30)  51( 20, 60) alpha 
g  93( 85, 20) 121(100, 30)  99( 90, 20) a-b link 1*/ 
h  93( 85, 20) 121(130, 30) 115(105, 20) a-b link 2*/ 
d  93( 90, 10)  93( 90, 10) 106( 80, 50) 3 
B 121(100, 40) 121(100, 40) 200(170, 60) big beta 
b 121(100, 40) 121(100, 30) 248(230, 50) small beta 
i 121(100, 25)  93( 90, 10) 190(180, 20) b-a link 1*/ 
j 121(100, 25)  93( 90, 10) 216(205, 20) b-a link 2*/ 
f  93( 90, 10)  93( 90, 10) 246(230, 30) left h.hel 
1 121(110, 20)  93( 90, 10)  15( 5, 25) turn 2 
2  93( 90, 10) 121(110, 20)  43( 40, 10) turn 7 
3  93( 90, 10)  93( 90, 10) 308(300, 20) turn 1' 
4 121(110, 20)  93( 90, 10) 344(340, 10) turn 2' 
5 121(110, 20)  93( 90, 10)   4( 0, 10) turn 6a1 
6 121(110, 20)  93( 90, 10) 346(340, 10) turn 6a2 
7 121(110, 20)  93( 90, 10)  30( 26, 10) turn 6b 
C 117(75,  85) 117( 75, 85) 180( 0, 360) coil 
 
Tabla. 2.2 Tabla ‘ds.table’ utilizada en nuestro programa que contiene un listado de diferentes estados discre-
tos que representan el espacio (θ1,  τ, θ2). Cada estado corresponde a un tipo de estructura secundaria de los 
habitualmente conocidos [101]. 
 
En este capítulo se presenta un programa de simulación de la estructura de 
las proteínas y de su plegamiento, basado en la representación (θ1,  τ, θ2) de la ca-
dena Cα de la proteína. Se describe la estructura lógica del programa e implemen-
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2.- ASPECTOS GENERALES DEL PROGRAMA DE SIMULACIÓN  
2.1 Diseño y subrutinas del programa de modelización 
 El programa presentado en esta tesis fue diseñado para muestrear, al nivel 
de complejidad escogido, el espacio conformacional de una proteína. Se ha conce-
bido, para hacerlo alrededor de una estructura de referencia, aunque también es 
posible utilizarlo sin esta, con funciones de energía estadísticas. Los aspectos prin-
cipales del programa son: 
• Modelo de la proteína basado en la simplificación del espacio conformacio-
nal mediante el uso de tripletas de torsionales (θ1,  τ, θ2) para la cadena principal 
Cα. 
• Utilización de funciones de energía simplificadas que reflejan diferentes 
propiedades estructurales, basadas en tomar una estructura de referencia deter-
minada; por ejemplo, crmsd, drmsd, etc. 
 Además de estas dos funcionalidades principales, también se han imple-
mentado herramientas de manipulación manual de ciertos aspectos estructurales. 
Finalmente, el programa dispone de subrutinas encargadas de los controles de en-
trada / salida, para facilitar su manejo. Todo ello se describe más abajo, con más 
detalle. 
 El diseño del programa (Tabla 2.3 y fig. 2.4) es modular para hacer más in-
teligible su lectura y facilitar el desarrollo de versiones posteriores, en las que se 
mejoren subrutinas ya escritas y/o  programen nuevas funcionalidades. El lenguaje 
escogido para su desarrollo es el lenguaje C, ya que se ha querido primar la veloci-
dad de cálculo y la portabilidad del código entre computadores que pueden tener 
capacidades de cálculo muy heterogéneas, desde estaciones de trabajo sencillas 
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SUBRUTINAS DE CONTROL PRINCIPAL 
main.c Programa principal que gestiona la ejecución global e invoca las subrutinas necesa-
rias 
 
ci.c Intérprete de comandos. Se utiliza para controlar internamente la ejecución 
man.c Subrutinas que fijan aspectos principales de la ejecución y que dependen de pará-
metros proporcionados por el usuario, están relacionadas con dpar.c 
dpar.c Subrutinas para el establecimiento de los parámetros que definen la dinámica 
SUBRUTINAS DE ENTRADA / SALIDA DE INFORMACIÓN 
io.c Subrutinas que regulan la entrada / salida de las estructuras que se están manejan-
do y simulando 
enq.c Subrutinas de información que permiten al usuario saber qué está ocurriendo en 
cierto punto de la ejecución 
SUBRUTINAS DE EJECUCIÓN DE LA SIMULACIÓN 
dyn.c Subrutinas de dinámica de Monte Carlo. Controla los diferentes aspectos de la evo-
lución en la simulación temporal. Realiza los cálculos de viabilidad estructural y 
energética 
 
energy.c Subrutinas de cálculo de energía en cada conformación. Se utilizan para aceptar / 
rechazar estructuras generadas 
kab.c Subrutinas para la superposición de moléculas y cálculo del crms 
ds.c Subrutinas relacionadas con la gestión de la representación de la proteína en coor-
denadas internas 
move.c Subrutinas para los diferentes tipos de movimientos de la cadena principal 
SUBRUTINAS DE CALCULO 
vec.c Subrutinas encargadas de realizar cálculos vectoriales rutinarios 
misc.c Subrutinas de cálculos matemáticos y gestión de entrada / salida 
geom.c Subrutinas del cálculos de ciertos aspectos geométricos de la estructura  
 
Tabla. 2.3 Las principales subrutinas del programa de modelado, clasificadas por tipo de función 
 





















Fig. 2.4 Diagrama de la estructura del programa con las subrutinas y su interrelación. Los colores correspon-











Capítulo 2: Descripción del programa de simulación 
41 
 
2.2. Generación de conformaciones 
2.2.1- Algoritmo de metrópolis: Descripción 
 El método utilizado para la obtención y evaluación de nuevas conformacio-
nes de las cadenas de proteínas está basado en el algoritmo de Metrópolis. Este 
popular algoritmo se ha utilizado para obtener valores de las propiedades de equi-
librio en un amplio rango de sistemas clásicos.  Desde su publicación por Metrópo-
lis, Rosenbluth, Teller [102], el aumento en potencia de cálculo de los computadores 
ha hecho cada vez más popular y exitosa la utilización de este algoritmo.   
 El algoritmo de Metrópolis consiste en muestrear de forma aleatoria la con-
figuración de un sistema partiendo de una conformación dada y repitiendo un gran 
número de pasos. En su versión general, cada paso consiste en intentos de transi-
ción hacia una nueva conformación, escogiendo entre una serie de movimientos 
permitidos y aceptando la nueva conformación únicamente si cumple una deter-
minada condición. En nuestro caso, el muestreo se obtiene perturbando de forma 
aleatoria una configuración inicial de la estructura tridimensional de la proteína 
(Xo), generando una configuración de prueba (Xo’). Esta nueva configuración se 
aceptará, pasando a formar parte de la trayectoria (X1 = X’o)  si su energía es más 
pequeña o igual que la de la configuración inicial (U(Xo’) ≤ U(Xo)). En caso contra-
rio, la probabilidad de aceptación dependería de la función de  probabilidad de 
Boltzman  para una temperatura dada:  
 
𝑃𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑐𝑖𝑜𝑛 = min ⌊1,




donde U es la energía potencial y KoT es la temperatura absoluta en unidades de 
constante de Boltzman.  Cuando el intento de nueva configuración no es aceptado, 
la nueva configuración se considera igual a la previa (X1 = Xo). Este proceso se repi-
te millones de veces para garantizar un muestreo adecuado para todos los grados 
de libertad.  En la fig. 2.5 se puede ver claramente el proceso seguido. 







Xo  , U(Xo)
Definimos conf. De trabajo
X1 = Xo
Generamos un movimiento aleatorio
X’t  , U(X’t)
Calculamos la probabilidad de aceptación
Paccept. = min [1, exp(-ΔU/KoT)]
¿se acepta?X1 = Xo X1 = X’1
Se almacena X1 Se almacena X1
Xt = X1
Xt = X1




Fig. 2.5 Diagrama de flujo del proceso de elección de conformaciones en una simulación de Montecarlo, cuan-
do la energía de la nueva conformación es mayor que la de la conformación original. 
 
 




2.2.2. Elección de conformaciones: Términos de energía 
 Para los términos de energía consideramos varios, relacionados con la es-
tructura tridimensional de la proteína en relación a la estructura de referencia.  A 
continuación exponemos los más utilizados, que nos permiten realizar simulacio-
nes controladas, en las que la función minimizada corresponde a la desviación res-
pecto a la estructura de referencia de la proteína.  
- crmsd  
 ‘Coordinate root mean-square deviation’ (crmsd) es una métrica que se uti-
liza para cuantificar la similaridad de dos conformaciones [111,112]. El crmsd compa-
ra dos conjuntos de coordenadas cartesianas correspondientes a los átomos de dos 
conformaciones de una molécula y calculando su desviación promedio, o rmsd 
(root mean-square deviation). El resultado final requiere encontrar la superposi-
ción óptima (eliminando la rotación/translación entre las dos moléculas) de las 
conformaciones comparadas.   
Para exponerlo mejor veamos el siguiente ejemplo: consideramos los si-
guientes parámetros: molécula M con n átomos r1,…., rn, supongamos dos confor-
maciones t y t’ de M, y sean ri(t) y ri(t’) las posiciones del átomo ‘i’ en las conforma-
ciones t y t’, respectivamente. Definimos el rmsd entre dos conformaciones como: 
rmsd(t, t’)  = √
1
𝑛





 crmsd es el rmsd mínimo sobre las transformaciones rígidas T entre t y t’.          
         
crmsd(t, t’)  = 𝑚𝑖𝑛𝑇√
1
𝑛
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En la Fig. 2.6 se observa mejor como influye la orientación relativa entre las 





Fig. 2.6 Representación esquemática de dos conformaciones de una estructura. El cálculo de rmsd depende de 
la orientación de estas dos conformaciones. En la imagen de la derecha se ha realizado una traslación y rota-
ción de una de las conformaciones para minimizar el rmsd y obtener así el crmsd. 
 
  
 Para la obtención de la superposición se utilizó el algoritmo Kabsch [117] que 
emplea un método de diagonalización para calcular la matriz de rotación óptima 
que minimiza el rmsd entre dos series de puntos. 
Una de las desventajas del crmsd es que no considera explícitamente las distancias 
entre pares de átomos en la misma conformación. Esto hace que el crmsd no esté 
necesariamente relacionado con la energía, la cual es una función de las distancias 
interatómicas [113]. Otra desventaja del crmsd reside en que el resultado depende 
de un proceso de optimización que es más costoso en tiempo computacional que el 
propio cálculo del rmsd. 
- drmsd   
 Otra métrica basada en la geometría frecuentemente utilizada es la ‘distan-
ce root-mean square deviation’ (drmsd), basada en las distancias entre los átomos 
de las dos conformaciones [114-116]. Se define a continuación: sea la molécula M y 
sus conformaciones t y t’, y sean [dij(t)] y [dij(t’)]  las matrices n x n de las distan-
cias entre los átomos de la molécula M en las conformaciones t y t’, respectivamen-
te, definimos drmsd(t, t’) como:  




drmsd(t, t’)  = √
2
𝑛(𝑛 − 1)







 Esta métrica no necesita un alineamiento estructural entre las dos confor-
maciones y, por lo tanto, es menos sensible a los átomos que presentan grandes 
desviaciones estructurales entre t y t’. Adicionalmente, muestra una más alta rela-
ción con la energía [113].  En su contra,  hay que señalar que el resultado del drmsd 
suele estar bastante influenciado por el peso de las distancias interatómicas más 
grandes. Para reducir este efecto se suele considerar solo las distancias más pe-
queñas que un cierto valor [115].  
 Una desventaja del drmsd respecto al crmsd es que utiliza más memoria 
para el almacenamiento de las matrices de distancia.  
 El programa desarrollado permite la utilización de estas dos métricas 
(crmsd y drmsd) como función de energía asociada al proceso de Montecarlo, para 
el cálculo de nuevas conformaciones. También permite el uso de variantes de di-
chas métricas, como por ejemplo el cálculo del drmsd utilizando solo los átomos 
vecinos. De la misma forma se pueden combinar estás métricas añadiéndoles un 
peso determinado a cada una de ellas, para el cómputo total de energía.   
 
2.2.3 Construcción de conformaciones: Método de ‘loop clousure’ 
 Uno de los aspectos a tener en cuenta en las simulaciones de plegamiento 
de proteínas, es la necesidad de refinar localmente las conformaciones generadas, 
para minimizar mejor su energía. Para este proceso local es necesario aplicar algún 
método que no sea computacionalmente muy costoso y permita explorar el espacio 
conformacional de partes concretas de la proteína, dejando inalterado el resto.  
Para esto el programa se basa en  el algoritmo SPC [103] (Stochastic Partial Closure), 
que definimos a continuación.  
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 El algoritmo se describe en la fig. 2.7 y se explica de la siguiente manera. 
Supongamos 5 átomos consecutivos de la cadena. Si al mover el quinto áto-
mo, su distancia de enlace con el cuarto átomo queda fuera del rango tenemos dos 
posibilidades para reparar la cadena: 
a) Si las esferas centradas en los átomos 3 y 5 con radio –d- tienen  intersec-
ciones, simplemente basta colocar el átomo 5 en una de las intersecciones 
(fig. 2.7a) 
b) Si no se produce dicha intersección  se procede de la siguiente manera (fig. 
2.7b): 
1- Se encuentra el punto de intersección (IP) entre la línea que une los áto-
mos 4 , 5  y la esfera de radio –d- centrada en el átomo 5 (S) 
2- En el punto de intersección IP se construye un plano tangente a la esfera 
S (ST) 
3- Se escoge un punto aleatorio PT  de la superficie tangencia ST usando 
una distribución normal bidimensional de media centrada en el punto IP 
y desviación estándar σspc. La nueva posición del átomo 4 se obtiene pro-
yectando PT en la esfera S. Este procedimiento se realiza de forma recur-
siva en una cadena de átomos hasta que llegamos a una zona donde las 
dos esferas tienen intersecciones (fig. 2.7c) 
 
 




Fig. 2.7 Ilustración bidimensional del método utilizado para los movimientos locales de la cadena polipeptídi-
ca. En la figura superior izquierda vemos la aplicación del DFC (Deterministic Full Closure) cuando las esferas 
de prueba tienen intersecciones. En la figura inferior derecha se muestra el método SPC (Stochastic Partial 
Closure) y en la figura de la derecha se aplica el RPC (Recursive Stochastic Closure)  
 
 
3.- ILUSTRACIÓN DEL FUNCIONAMIENTO  
 Como se ha visto en la sección anterior, el programa realizado ofrece al 
usuario diferentes opciones para las simulaciones. Para ilustrar las tres más rele-
vantes consideraremos una estructura de referencia como ejemplo: la cadena A de 
la proteína 1SPH, a la que aplicaremos nuestro programa y veremos los diferentes 
resultados que podemos obtener. 
 




Fig. 2.8  En la imagen de la izquierda representamos la estructura tridimensional de la cadena A de la proteína 
1SPH resaltando su estructura secundaria. En la imagen de la derecha representamos solo los átomos Cα de la 
cadena principal de la misma proteína. 
 
 En las opciones escogidas, se muestra cómo el programa permite explorar 
el espacio conformacional de las proteínas bajo diferentes restricciones geométri-
cas, utilizando la representación simplificada de los residuos mediante el único uso 
de los Cα. Veremos la estrategia de muestreo del espacio conformacional, basada 
en modificar al azar una o varias de las coordenadas internas de la proteína, recal-
cular la estructura resultante, evaluar su viabilidad de acuerdo con los criterios del 
usuario, y si es aceptada, repetir el ciclo. El primer ejemplo consiste en generar 
variaciones estructurales en torno a la estructura cristalográfica de la proteína; el 
segundo elimina esta restricción, permitiendo variaciones libres de la cadena poli-
peptídica; finalmente, el tercero se centra en las variaciones estructurales de una 
sola parte de la proteína, un loop exterior (o sea, expuesto mayoritariamente al 
solvente). Esta última parte involucra una aproximación ligeramente diferente a la 
generación de conformaciones, ya que corresponde a un movimiento estrictamen-
te local. 
 
 3.1 Variaciones alrededor de la estructura nativa de la proteína 
 En este caso se utiliza como restricción el crmsd global, y se permiten fluc-
tuaciones en los valores de los torsionales de cada átomo Cα, pero sin abandonar la 
zona de estructura secundaria que ocupa en la estructura nativa. En el script de la 
Capítulo 2: Descripción del programa de simulación 
49 
 
fig. 2.9  se muestran los grandes bloques de comandos mediante los cuales se cons-












Fig. 2.9 Script ejemplo utilizado por el programa para la generación de modelos donde se ilustran los diferen-
tes parámetros y su función 
 
Los ‘dscode’ corresponden a las coordenadas internas asociadas a cada re-
siduo, que el programa obtiene de la tabla ‘ds.table’ (Tabla 2.2.), la cual almacena 
todos los estados discretos admitidos por el programa. Cada estado tiene asociada 
su frecuencia, tal como se ha calculado (de la Cruz et al. [101]) a partir de las es-















io; rs ./1SPHA.seq; rr ./1SPHA.pdb; sstr -a ./1SPHA.ds;q;    E/S de ficheros 
dpar; seed h20t10; nstep 500; nspb 10;                                  generación de semilla aleatoria 
        R 1.0; T 2.5 0.005; bump 2; enmps 1;                              Definición de diversos parámetros  
        wet  0 0 0 0 0 0 0 0 0 0                                             Pesos relativos de términos energéticos 
        mxenr 9 3                                                                              limitación del crmsd respecto a la ref.            
        trj -n 10 1SPHA.trj                                                                fichero de salida de la trayectoria 
        mtf 0. 0. 1. 0. 0. 0. 0. 0                                                        Movimientos sin alterar estructura sec.   
io; wcc 1SPHAf1.pdb; wic 1SPHAf1.int; wds 1SPHAf1.ds      Salida de resultados 
 
# 1SPHA.seq - Reference structure 
# rcode, seq.no., dscode, ba(deg.), ta(deg.) 
 
 A          1                 C       117          180 
 Q          2                 C       143          182 
 K          3                 B       132          217 
….. 
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En la fig. 2.11 podemos comprobar cómo los modelos generados se distri-
buyen en torno a la estructura original, sin exceder el crmsd especificado por el 
usuario en el script. 
 
                                   
 
Fig. 2.11 En la imagen de la izquierda se muestra un movimiento sencillo, que da lugar a la generación de una 
nueva estructura en la simulación, con un crmsd de 3 Å respecto a la nativa. En la imagen de la derecha se 




3.2 Variaciones estructurales libres, sin restricciones conformacionales 
 En el capítulo IV de los resultados, realizamos un estudio que requiere un 
muestreo del espacio conformacional de la proteína libre de restricciones confor-
macionales. Es decir, se permitirá a la proteína variar su estructura sin necesidad 
de que mantenga un determinado grado de similitud con la estructura experimen-
tal. Para ello eliminaremos las restricciones conformacionales impuestas por el 
crmsd (o drmsd), preservando únicamente la integridad covalente de la proteína 
(es decir, no se romperá la cadena polipeptídica). Las estructuras generadas cons-
tituirán una muestra al azar del espacio conformacional de la proteína. Respecto a 
la sección anterior, aquí se utilizan también variaciones en el muestreo de las 
coordenadas internas, pero se permitirá que los residuos de la proteína cambien su 
estado de estructura secundaria. Para realizar este tipo de simulación libre, basta 
con modificar los siguientes comandos en la simulación anterior. 




        mxenr 9 3                                            se elimina la limitación por crmsd 
        mtf 0. 0. 0. 0. 0. 0. 0. 0                     mismo peso relativo de tipos de movimiento  
 
Fig. 2.12 Representación gráfica en la que vemos la estructura de referencia en color verde y dos modelos 
generados sin restricciones de crmsd.  Esta aproximación se utilizó en el capítulo IV. 
 
3.3 Modelización de un loop 
 En el capítulo III describimos el uso de nuestro programa para el muestreo 
del espacio conformacional de las regiones altamente repetitivas de las proteínas, 
con la finalidad de averiguar la sensibilidad de este espacio a las mutaciones po-
tencialmente dañinas. En este caso, el muestreo del espacio conformacional se li-
mitó a los residuos que pertenecían a dicha región. Para ello se implementó una 
solución sencilla al conocido problema del loop-closure anteriormente explicado. 









 dpar; loop 65 69 5 m             Definición del loop 
 mtf 0. 0. 1. 0. 0. 0. 0. 0          Generación de movimientos tipo loop 
 
           
Fig. 2.13 Representación gráfica en la que vemos la estructura de referencia  en color verde y 3 loops genera-
dos (la representación de la derecha muestra los CA). Esta aproximación se utilizó en el segundo capítulo de 













CAPITULO  3: LAS REGIONES DE BAJA COMPLEJIDAD 
(LCRs) 
 En este capítulo se presenta una primera aplicación del programa de simu-
lación presentado. Nos centramos en un problema de claro interés biológico como 
son las regiones de baja complejidad de las proteínas y las variaciones estructura-
les que presentan sus mutaciones. La aplicación del programa nos permite caracte-
rizar de forma rápida el espacio conformacional de las LCRs y el de sus posibles 
mutaciones.   
 
1.- INTRODUCCION 
 Las LCR (Low Complexity Regions) son secuencias de aminoácidos que con-
tienen repeticiones de un solo aminoácido o de pequeños motivos de aminoácidos 
[118]. Este tipo de secuencias son muy abundantes en las proteínas de los eucariotas 
[119]. De hecho, en muchas especies eucariotas la mayoría de sus proteínas mues-
tran una tendencia a la repetición mayor de lo esperado, dada su composición de 
aminoácidos [120]. 
 
1.1. LCRs: origen 
 Desde el punto de vista de secuencia, un aspecto interesante de las LCRs es 
que son altamente variables, es decir que su secuencia puede ser diferente entre 
individuos de la misma especie. Ello se explica a nivel de ADN por la acción combi-
nada del "replication slippage" y de la recombinación [121]. Una consecuencia de 
esta inestabilidad de secuencia es que en algunos casos, la expansión incontrolada 
de motivos de secuencia corta se ha visto asociada a ciertas enfermedades huma-
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nas [122]. Dado este potencial dañino que tienen las LCRs puede parecer paradójica 
su abundancia. Se postula [12] que dicha abundancia sería consecuencia de su capa-
cidad para incrementar la variación fenotípica dentro de las poblaciones, lo que 
favorecería su adaptación. A nivel molecular, ello sería consecuencia de la capaci-
dad de las LCRs para modular las interacciones entre proteínas [124]  y/o su locali-
zación celular [125].  Otra hipótesis alternativa sobre la abundancia de LCRs es que 
facilitan la formación de nuevas funciones [119]: los motivos cortos tienen mayor 
probabilidad de expandirse lo cual favorece la extensión de  motivos “semillas” 
para formar motivos repetitivos mayores. Este mecanismo, unido a la posterior 
acumulación de mutaciones en las subsecuencias repetidas, podría dar lugar a la 
aparición de nuevas funciones. 
 
1.2. LCRs y estructura de proteínas  
 En algunos casos estas regiones pueden ser usadas como señalizadores, 
ayudando a mediar en las  interacciones entre proteínas. En este caso, las LCR pue-
den estar más estructuradas al producirse la unión a un ligando específico o al 
formar un complejo con otra proteína [126]. En la misma línea, se ha observado 
también que las LCRs pueden ser usadas para unir diferentes dominios dentro de 
una proteína [127]. 
 Tal como se ha mencionado anteriormente, son muchas las proteínas que 
presentan LCRs; pero entre ellas destaca un caso particularmente interesante: las 
proteínas del parasito de la malaria humana Plasmodium falciparum. En estas pro-
teínas, las LCRs tienen un tamaño inusual y son muy abundantes [128]. Este hecho 
ha sido relacionado con una de las características más dañinas de este parásito, su 
capacidad de adaptación a los fármacos y al sistema inmune humano [129]. Son va-
rios los trabajos [130,131]  que han destacado la significancia adaptativa de las LCRs 
en relación a la respuesta inmune que suscita el parasito. Es decir, se detecta en P. 
falciparum una variabilidad substancial de las secuencias de las LCRs entre dife-
rentes individuos y que dificultaría la acción efectiva del sistema inmune. A nivel 
biomédico, esta variabilidad en las LCR hace muy difícil el desarrollo de vacunas 
efectivas [140]. 
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  Como acabamos de ver, parte del impacto biológico de la variabilidad de 
secuencia de las LCR es de origen estrictamente bioquímico. Es debido a que la 
substitución de un aminoácido por otro cambia la composición atómica de forma 
local y, por consiguiente, cambia la capacidad de la molécula afectada de interac-
cionar con su entorno. Pero es indudable también, que asociado a la variación de 
secuencia se producirá un cambio de las propiedades estructurales de la molécula 
afectada: tanto a nivel de conformación atómica, como a nivel de la dinámica de 
esta conformación. A pesar de su posible impacto funcional, no hay ningún estudio 
conocido que trate este aspecto de las LCRs y de sus variantes. En este capítulo 
abordamos este problema, y nos planteamos dar una primera respuesta a la pre-
gunta siguiente: ¿cuál es el impacto de la variabilidad de secuencia de las LCRs so-
bre sus propiedades estructurales?  Para responderla, nos hemos centrado en el 
caso de las LCRs de estructura desordenada, cuyo estudio es difícil de plantear ex-
perimentalmente, pero es abordable mediante el tipo de simulación computacional 
extensa obtenida con el programa desarrollado en esta tesis. 
    
2. – MATERIALES Y MÉTODOS 
        Los métodos presentados a continuación tienen como finalidad la descrip-
ción, para un conjunto representativo de LCRs, de la influencia de los cambios de 
secuencia (substituciones, inserciones y deleciones) en el espacio conformacional 
de las LCRs. Con el fin de realizar nuestro estudio, utilizamos cinco LCRs que pu-
diesen ser representativas de los diferentes comportamientos, y para las que su 
estudio pudiese ejecutarse con los recursos computacionales disponibles. La prin-
cipal característica de las LCRs escogidas era su falta de estructura definida, total o 
parcial, en el experimento de difracción de rayos X de la proteína que las contenía. 
      A las LCRs escogidas les aplicamos un protocolo de selección y modeliza-
ción basado en el esquema de la fig. 3.1 que procedemos a explicar en los siguien-
tes apartados 
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Elección de 5 LCRs a estudiar
Generación de mutantes:
                   - Deleción
                   - Inserción




Cálculo de energías 




Fig. 3.1 Representación esquemática del proceso seguido para la caracterización de las distribuciones de las 
LCRs escogidas.  
 
2.1   Criterios de Selección 
      Primero obtuvimos una lista de  posibles candidatos utilizando como fuente la 
base de datos del Protein Data Bank que contiene todas aquellas proteínas con es-
tructura elucidada experimentalmente. Procedimos a un primer filtrado  utilizando  
las secuencias en formato FASTA y  el programa PSEG [132].  Dicho programa permi-
te encontrar las secuencias que tienen LCRs, aplicando una ventana deslizante a lo 
largo de la secuencia y utilizando medidas basadas en la entropía para determinar 
el grado de repetitividad de un segmento. El cálculo realizado se realiza mediante 
el algoritmo SEG, que a su vez se basa en la siguiente fórmula [141]: 
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 N = número de aminoácidos (= 20) 
 n
i
 = n número de aminoácidos (= 20), que  
 L = tamaro de aminoácido 
     0 <= K <= 1 
 
En la fig. 3.2 podemos ver dos ejemplos de LCR donde se ve su naturaleza 
repetitiva. Como muestra dicho ejemplo, el tamaño y composición de las LCR pue-
de variar substancialmente, así como los aminoácidos que las constituyen 
 
 Tandem-repeat insertion 
 PLABE  480 NPPETP  gssvvtnpdnvascqnd                    EDCY  506 
 PLAFA  502 KPEENP  epvekpnpeenpnpvekptpeenpnpvekptpeenpnpvekpepknpcinm   EDCY  
563 
 
 Homopolymer  runs 
 PLABE  1379 CSEWGEWSACPQ  lcdra                         ISKRERKRPyYTIKEEG  1413 
 PLAFA  1510 CSEWEEWSPCPE  tcptinnnnnnssgnnssrtnirtyfpq    LSKRERKGP YTLKGEE  1566 
 
     Fig. 3.2 Ejemplo de secuencia de dos LCR de distinto tamaño. En colores se señala la parte de la secuencia 
que corresponde a la LCR 
 
 Una vez obtenido el listado base de LCRs, lo restringimos a aquellos casos 
que tuviesen una estructura parcial o totalmente desordenada [133]. Siguiendo este 
procedimiento obtuvimos un total de 585 PDBs que almacenamos junto con el 
nombre del PDB, los lugares de inicio y final en la secuencia de la proteína, así co-
mo la secuencia de la propia LCR: 
 
 
















A partir de este listado aplicamos un segundo filtrado, más restrictivo, basán-
donos en los siguientes criterios:  
- Se eliminan las LCRs con algún residuo no standard 
- Se eliminan aquellas LCRs que están al principio o final de la cadena (el 
criterio es que la LCR tiene que empezar al menos en el tercer residuo de 
la cadena y acabar antes del penúltimo residuo) 
- Se eliminan aquellas LCRs para las que el programa modeller no consiguió 
modelizar bien los gaps 
- Se impone una proporción máxima entre ‘longitud secuencia 
LCR/longitud secuencia Proteína’ más adecuada (=10%) 
- Eliminamos los no-monómero, i.e, aquellas para los que la estructura de la 
proteína completa formaba a su vez parte de una estructura mayor 
- Se examinaron visualmente y se escogieron las mejores estructuralmente 
hablando. Los criterios visuales se basaron sobretodo en la posición de la 
LCR respecto al resto de la proteína. Si la LCR, o parte de ella, se encontra-
  No      PDB       InLcr   FinLcr    SecLcr 
 0001   1zwyA       6        17          IIKRRVMRKIII 
 0002   2qguA     16        35          VAAVAAVPAHAQEADAQATV 
 0003   1x1kF        1        30          PPGPPGPPGPPGPPGPPGPPGPPGPPGPPG 
 … 
   PDB: Nombre de la proteína en  formato PDB (4 primeras letras) y la cadena (úl-
tima letra) 
    InLcr: Numero de inicio del residuo en secuencia de la proteína del LCR 
   FinLcr: Numero de fin del residuo en secuencia de la proteína del LCR 
     SecLcr: Secuencia de los residuos del LCR (formato 1 letra por residuo) 
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ba inmersa en el resto de la estructura de la proteína se descartó, ya que 
el programa tenía más dificultades para encontrar conformaciones dife-
rentes. Ello es debido a la restricción de grados de libertad que presenta-
ba la LCR. También se descartaron aquellos casos en los que había una 
gran distancia geométrica (en relación al tamaño de la proteína) entre los 
extremos de la LCR 
 
2.2   Modelizado y distribución de conformaciones 
   En un segundo paso, como las LCRs seleccionadas no tenían estructura y, 
para explorar su espacio conformacional, se necesitaba una estructura de partida, 
se procedió a asignarles una  estructura inicial arbitraria. Para ello utilizamos el 
programa Modeller [134] que permite crear modelos a  partir de la estructura origi-
nal de rayos X y de la secuencia extraída de la información SEQRES del propio PDB 
(y, en casos posteriores, de la de aquellas variantes de secuencia de la LCR que va-
yamos a generar). 
   En el siguiente paso, procedemos a explorar el espacio conformacional de 
la LCR. Para ello obtenemos una colección  de posibles conformaciones por cada 
modelo.  Este proceso conlleva varias fases: 
   1.-  Para cada LCR modelizada se construyen 1000 conformaciones de la cadena 
Cα con nuestro programa (ver capítulo anterior), variando únicamente la estructu-
ra correspondiente a la secuencia de la LCR. El resto de la proteína no se modifica. 
   2.- Para cada una de las conformaciones anteriores se construye la cadena prin-












     
 
    
 
 
   3.- Se construyen las cadenas laterales mediante  el programa SCWRL4 [136] (fig. 
3.3) 
 
 Fig. 3.3 Generación de 5 conformaciones de la LCR de la proteína 2plw. La secuencia de aminoácidos de la 
LCR es: KDNMNNIKNINYIDNMNNN. 
 
 Al final de este protocolo, para cada LCR hemos obtenido una colección de 
1000 conformaciones posibles que proporcionan una muestra de su espacio con-
formacional 
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2.3 Generación de mutantes y distribución estructural 
      Con el objetivo de estudiar el efecto de los cambios de secuencia sobre el 
espacio conformacional de las LCRs, en el siguiente paso nos proponemos generar 
una serie de mutantes para cada una de las 5 LCRs escogidas. Dichos mutantes co-
rresponden a tres categorías diferentes: deleción, inserción y sustitución. Una vez 
construida la secuencia correspondiente a cada mutante, se obtiene la muestra de 
su espacio conformacional siguiendo el método explicado en el apartado 2.1.  
 
2.3.1 Modificación de secuencias de las LCR     
     Las secuencias de las LCRs se modifican para obtener 3 tipos de mutantes: 
 a.-  Mutantes de sustitución 
       Se sustituye cada aminoácido de la LCR por otro en base a la siguiente matriz 
de sustitución  
 
 Esta matriz derivada a partir de la matriz  BLOSUM62 [137], que comprende 
criterios de similitud funcional y de probabilidad de ocurrencia de las diferentes 
substituciones. 
b.- Mutantes de inserción 
    Se introducen sistemáticamente Alaninas entre cada par de residuos de la LCR. 
Al final de este proceso habrá tantas LCR mutantes como posiciones tenga la LCR 
c.- Mutantes de deleción 
   Se eliminan, sucesivamente, todos los amino ácidos generándose así tantas LCRs 
como posiciones tenga la LCR nativa.  
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Si dos o más mutantes dan lugar a la misma secuencia se deja solo uno (e.g. 
en TGGGA,  la eliminación de cualquiera de las tres G dará lugar a tres mutantes 
con la misma secuencia: TGGA).  
 
2.3.2. Generación de distribuciones estructurales 
    Una vez obtenidos los mutantes se procederá a crear una colección de es-
tructuras para cada uno de ellos siguiendo el procedimiento del apartado 2.1.  
    Para cada una de las distribuciones estructurales resultantes, se calcula la 
energía de todas las conformaciones generadas mediante el programa CalRW ba-
sado en un potencial estadístico dependiente de la distancia [136].  Para facilitar la 
comparación de resultados, las energías calculadas se ponderan en función del va-
lor medio obtenido. Igualmente se realizan cálculos de los crmsd (descrito en el 
apartado 2.2.2 del capítulo 2) entre las conformaciones de cada distribución y  
crmsd entre conformaciones mutante–nativa (fig. 3.4) 
 
Mutante X
Distribución de 1000 conformaciones
Cálculo energia
Calculo rmsd entre 
todos los pares de 
conformaciones
Nativa X
Distribución de 1000 conformaciones
Cálculo energia
Calculo rmsd entre 
todos los pares de 
conformaciones
Calculo de rmsd 





Fig. 3.4 Esquema ilustrativo del proceso seguido para los cálculos de las distribuciones de energía y crmsd de 
los mutantes y la LCR nativa de cada una de las proteínas estudiadas  
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 Para el cálculo de los crmsd únicamente hemos utilizado  la parte de estruc-
tura  correspondiente a las LCR y no el PDB entero.  Para ello hemos utilizado el 
programa PofitV3 [139]. 
 Para dar más consistencia a nuestros resultados y reducir la posibilidad de 
que estos presenten un sesgo debido a la estructura de rayos X de las nativas, du-
plicamos el proceso de la fig.3.4 partiendo de unas estructuras nativas alteradas, 
con un crmsd un poco diferente del original. A partir de estas nuevas nativas se 
repite todo el proceso, volviéndose a generar la serie de mutantes, los cálculos de 




                   - Deleción
                   - Inserción
                   - Sustitución
Cálculo de energías y 
caracterización de las 
distribuciones (fig. 3)
Estructuras Nativas modificadas (2 grupos)
Generación de mutantes:
                   - Deleción
                   - Inserción
                   - Sustitución
Cálculo de energías y 




Fig. 3.5 Esquema  del proceso de  caracterización de distribuciones y energías para cada una de las 5 proteínas 
seleccionadas. Las estructuras nativas modificadas nos sirven para comprobar la robustez de nuestros resul-
tados 
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3.-  RESULTADOS  
      Siguiendo el proceso de selección explicado en el apartado 2.1 obtuvimos 
5 proteínas con LCRs de interés con los que empezamos a trabajar (fig.3.6): 
- Native Cytokinin Dehydrogenase (PDB: 1w1o) 
- Deinococcus radiodurans maltooligosyltrehalose trehalohydrolase 
(PDB:2bhu) 
- Flagellar motor switch protein FliM (PDB: 2hp7) 
- Cholesterol Oxidase from Brevibacterium sterolicum - His121Ala Mutant 
(PDB: 2i0k) 
- Ribosomal RNA methyltransferase, putative, from Plasmodium falciparum 
(PDB: 2plw) 
                            
                                1w1o                                                                   2bhu 
                                  
                 2hp7                                                 2i0k                                                           2plw    
Fig. 3.6 Representación gráfica de las 5 proteínas escogidas para su estudio y el nombre PDB correspondiente. 
En cada caso, el LCR se identifica por su color diferente al resto de la estructura. 
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 En la siguiente tabla podemos ver las secuencias de las LCR así como los 
mutantes construidos para la caracterización de las distribuciones (D: deleción; I: 




LCR EN PDB 
SECUENCIA LCR MUTANTES CONSTRUI-
DOS   
 D/I/S                   Total 
1w1o 339 - 345 ATAAAAA 3  /  2  /  6              11 
2bhu 466 - 481 EGRKKEFGGFSGFSGE 14 / 15 /  16          45 
2hp7 89 - 100 GGPGENPPNRPP 9 / 11 /  12            32 
2i0k 287 -  298 VGSLGSAGSLVG 12 / 10  / 9            31 
2plw 74  - 92 KDNMNNIKNINYIDNMNNN 16 / 18 / 19          53 
Total mutantes: 172                      
    
  
 En la  fig. 3.7 podemos ver un ejemplo de dos conformaciones, una con la 
LCR con su secuencia nativa (en amarillo) y otra con la LCR con la secuencia muta-










Fig. 3.7 2bhu con LCR nativa y una conformación mutante con inserción de Alanina. Las secuencias de aminoá-
cidos son las siguientes: EGRKKEFGGFSGFSGE  (Nativo, amarillo), EAGRKKEFGGFSGFSGE (Mutante, azul) 
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 A continuación presentamos los resultados correspondientes a tres tipos de 
cálculo (Figuras 3.8 a 3.12): energías, crmsd auto-comparación y crmsd de la com-
paración con la nativa. Los primeros representan la energía de cada una de las 
1000 conformaciones para una LCR, normalizada por la media del total. El crmsd 
de la auto-comparación proporciona una medida del espacio conformacional po-
blado por cada LCR (mutante o nativa); se obtiene, comparando entre si las 1000 
conformaciones generadas para cada LCR y calculando el crmsd. El crmsd de la 
comparación con la nativa nos proporciona una medida complementaria del espa-
cio conformacional poblado por las LCR mutantes (nos dice si es similar o diferente 
al de la estructura nativa); se obtiene, comparando las 1000 conformaciones gene-
radas para cada LCR mutante con las 1000 conformaciones de la LCR nativa, y cal-
culando el crmsd (se obtienen 1,000,000 de valores).  En las figuras 3.8 a 3.12 mos-
tramos un cuadro resumen de los resultados obtenidos. En el eje vertical represen-
tamos la frecuencia en millares y en las gráficas de energía se muestra en el eje 
horizontal la energía relativa a la energía máxima obtenida. En la leyenda de las 
gráficas se muestra el número de mutantes utilizados en los cálculos. Para una des-
cripción más completa de los resultados, en el apéndice I se han añadido las gráfi-
cas más detalladas así como las tablas que permiten identificar a cada mutante (in-
cluyendo el cambio a nivel de  secuencia de aminoácidos), con las modificaciones 
respecto a la secuencia nativa señalado en color rojo. Por simplicidad, en la des-
cripción posterior nos referiremos a las proteínas simuladas mediante su código 















Fig. 3.8  Resultados 1w1o. Primera línea: Cálculo de Energías; segunda línea: Cálculo 















































































































Mut. 1 a 2 
 
Mut. 1 a 7 
 
Mut. 1 a 7 
 
Mut. 1 a 2 
 
Mut. 1 a 3 
 
Mut. 1 a 7 
 
Mut. 1 a 2 
 
Mut. 1 a 3 
 







Fig. 3.9  Resultados 2hp7. Primera línea: Cálculo de Energías; segunda línea: Calculo 




















































































































Mut. 1 a 9 
 
Mut. 1 a 12 
 
Mut. 1 a 11 
 




M. 1- 11 
 
Mut. 1 a 12 
 
Mut. 1 a 11 
 
Mut. 1 a 9 
 






Fig. 3.10  Resultados 2bhu. Primera línea: Cálculo de Energías; segunda línea: Calculo 




























































































































Mut. 1 a 15 
 
Mut. 1 a 16 
 
Mut. 1 a 14 
 
Mut. 1 a 16 
 
Mut. 1 a 15 
 
Mut. 1 a 14 
 
Mut. 1 a 15 
 
Mut. 1 a 16 
 






Fig. 3.11  Resultados 2i0k. Primera línea: Cálculo de Energías; segunda línea: Calculo 
























































































































Mut. 1 a 12 
 
Mut. 1 a 12 
 
Mut. 1 a 10 
 
Mut. 1 a 12 
 
Mut. 1 a 12 
 
Mut. 1 a 10 
 
Mut. 1 a 12 
 
Mut. 1 a 10 
 
Mut. 1 a 12 
 








Fig. 3.12  Resultados 2plw. Primera línea: Cálculo de Energías; segunda línea: Calculo 



















































































































   Mut. 1 a 19 
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    En general, para todas las LCRs vemos que las distribuciones de cada pará-
metro (energía, crmsd auto comparación y crmsd comparación con la nativa) glo-
balmente tienen un aspecto similar, en forma de campana simétrica o asimétrica. 
Ello nos indica que en general, las LCR visitan con más frecuencia ciertos confór-
meros que otros; en general, no observamos que este hecho cambie entre las LCRs 
nativas y las mutantes. Este es un carácter general, que observamos tanto en las 
curvas de energía como en los dos crmsd. Esta tendencia general debe, sin embar-
go modularse. En efecto, vemos que hay LCRs que presentan desviaciones aprecia-
bles para algunos de sus mutantes y para la función de energía. Por ejemplo, para 
la LCR de la proteína 2plw (Fig. 3.12), las curvas de energía presentan fluctuacio-
nes claras en la altura de su máximo; un fenómeno que también se observa para 
2bhu y para las otras, en mayor o menor medida. Este efecto contrasta con un 
comportamiento menos irregular para los crmsd, que tienen un aspecto no tan 
‘discontinuo’. Ello se explica por la naturaleza diferente de estos parámetros: mien-
tras que la energía depende principalmente de las cadenas laterales, el crmsd se 
calcula para los átomos de la cadena principal. Así la energía recoge aspectos más 
sutiles de la estructura de las LCRs, mientras que los crmsd son más sensibles a los 
aspectos geométricos generales. De la comparación de estas gráficas, vemos que 
las LCRs mutantes no pueblan, generalmente, partes del espacio conformacional 
muy diferentes al de la nativa aunque, de forma local y alrededor de cada residuo, 
sí que puede haber diferencias destacables. Estas desviaciones reflejan la secuen-
cia específica de cada LCR.   
 El objetivo principal de este estudio era ver si podíamos determinar la exis-
tencia de una relación entre cambios de secuencia y cambios estructurales signifi-
cativos que nos pudieran dar una pista del porqué las mutaciones en las LCRs pue-
den dar lugar a efectos patogénicos [122]. Observamos que globalmente, el estado 
desordenado de las LCRs es muy robusto frente a los cambios de secuencia (Figs.  
3.8 a 3.12). Este hecho sugiere que la variabilidad funcional introducida en las 
LCRs por las mutaciones podría ser debido a los cambios locales en las propieda-
des físico-químicas de la LCR, aspecto apoyado por las fluctuaciones mencionadas 
en las gráficas de energía, y por el hecho, obvio, de que las diferentes LCRs tienen 
diferente composición atómica. 
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4.- CONCLUSIONES  
En primer lugar, hemos puesto a punto un protocolo para estudiar las 
propiedades estructurales generales de las LCRs desordenadas, y comprender el 
impacto que tienen sobre estas las variantes de secuencia más habituales 
(substituciones/inserciones/deleciones). En segundo lugar, hemos aplicado este 
protocolo a cinco LCRs, para las cuales hemos generado una elevada cantidad de 
variantes de secuencia. En general, el aspecto más destacado de estos resultados es 
que no hay diferencias substanciales en el comportamiento global de las LCRs, 














CAPITULO  4: USO DE LA CORRELACIÓN EN EL ESTUDIO 
DE LAS TRAYECTORIAS DE DINÁMICA MOLECULAR 
En este capítulo presentamos la segunda aplicación del programa presen-
tado en esta tesis. Para esta aplicación escogimos un tema más fundamental que el 
de las LCR: establecer el efecto que tiene el volumen excluido (VE) de los átomos 
sobre las correlaciones que hay en sus movimientos. Como veremos en lo que si-
gue, este tema nos permite explotar la capacidad del programa para explorar am-
plios sectores del espacio conformacional de las proteínas de forma rápida, gracias 
a la representación simplificada que se utiliza.  
 
1.- INTRODUCCIÓN 
En el estudio de la dinámica de las biomoléculas a lo largo del tiempo se han 
utilizado las correlaciones interatómicas (ver sección 4.2 del capítulo de  Introduc-
ción para la fórmula) como herramienta para identificar la existencia de movi-
mientos colectivos de pares o de grupos de átomos [150]. Se ha visto que estas co-
rrelaciones, concretamente en el caso de las proteínas, son esenciales para deter-
minar las características de su funcionalidad [151]. Ejemplos de ello son la transduc-
ción de señales alostérica [144-146]  (mecanismo por el cual un estímulo que actúa en 
una zona de regulación de una proteína causa una respuesta conformacional en 
otra zona distante, provocando un movimiento coordinado entre partes de la pro-
teína, fig. 4.1) o el transporte mecánico / termodinámico de la energía [149]. Adicio-
nalmente, sabemos también que las correlaciones interatómicas dominan la parte 
entrópica de la función de energía de las proteínas [152]. En un plano más técnico, se 
ha establecido que la cuidadosa caracterización de los correlaciones de movimien-
tos podría mejorar la interpretación de los experimentos de resolución de estruc-
turas con resonancia magnética nuclear (NMR) y rayos X [142-143]. En resumen, en-
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tender la naturaleza y los diferentes factores que pueden contribuir a las correla-
ciones entre átomos en la dinámica de las proteínas es un problema biológicamen-
te y biofísicamente relevante.  
  
 
Fig. 4.1. Ejemplo de regulación alostérica: la calmodulina cambia su conformación estructural cuando se le 
unen cuatro Ca2+. Una vez cambiada su conformación tiene la capacidad de unirse a otro péptido, generalmen-
te CaM Kinasas, enzimas que necesitan  unirse a la calmodulina para ser activas. 
 
La aproximación habitualmente utilizada para el estudio de las correlacio-
nes en proteínas es el uso de simulaciones de dinámica molecular (MD: Molecular 
Dynamics) [153-154]. Tal como hemos visto anteriormente, dichas simulaciones son 
técnicamente muy sofisticadas y computacionalmente costosas. Se basan en el uso 
de modelos atómicos que requieren, a nivel técnico, la discretización del movi-
miento en una serie de pasos sucesivos, cuya escala temporal es del orden de fem-
tosegundos. Ello impide que las simulaciones exploren los eventos que tienen lugar 
en escala temporales que vayan más allá de los nanosegundos. Como consecuencia 
de esto, una simulación habitual de dinámica molecular no detectará aquellos mo-
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vimientos y correlaciones de baja frecuencia que ocurran en una escala temporal 
mayor. Además, la correlación cruzada entre los desplazamientos de los diferentes 
átomos de una proteína dada no puede ser recogida de  forma precisa [147]. En este 
contexto, pensamos que la aplicación de nuestro programa, que explora grandes 
volúmenes del espacio temporal de forma computacionalmente muy eficiente, 
puede aportar información adicional para la comprensión de la correlación entre 
residuos de las proteínas 
 La segunda aplicación del programa presentada en esta tesis se ha centrado 
en el estudio del impacto que tiene el volumen excluido [155] (fig. 4.3) en el valor de 
las correlaciones entre residuos. Como hemos apuntado, las correlaciones entre 
residuos se utilizan habitualmente en el estudio de las simulaciones de macromo-
léculas, para identificar efectos funcionales o estructurales relevantes [148]. Sin em-
bargo, la complejidad de las estructuras moleculares, así como el elevado número 
de correlaciones que pueden definirse hacen que los valores de estas puedan verse 
afectados por efectos espurios, sin valor biológico real. En esta parte de la tesis, 
nos centramos en un factor cuyo efecto todavía no ha sido estudiado: el volumen 
excluido. Por volumen excluido nos referimos al hecho de que dos átomos no pue-
den ocupar simultáneamente la misma posición, o volumen, del espacio. Estricta-
mente hablando, este efecto introduce una correlación entre las posiciones de los 
átomos de la proteína, afectando directamente a la función de distribución de pro-
babilidad de las distancias inter-residuales. Efectivamente, dicha distribución tien-
de a cero cuando la distancia entre átomos/residuos tiende a cero, en contra de lo 
que esperaríamos si no hubiese relación entre las posiciones de los átomos (se es-
peraría una distribución uniforme, con la misma probabilidad para cualquier dis-
tancia).  
 A nivel técnico, para cuantificar el impacto del volumen excluido sobre las 
correlaciones inter-residuo, hemos seguido una estrategia que se puede implemen-
tar fácilmente con nuestro programa: 
1- hemos variado sistemáticamente el radio de los pseudo-átomos Ca, entre 
0 y 3.8 Å 
2- Para cada valor, hemos generado 1000 modelos;  
3- Hemos calculado la correlación entre todos los pares de residuos posibles.  
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Este estudio se ha realizado para 200 estructuras de longitudes comprendi-
das entre los 100 y los 300 aminoácidos, a fin de tomar en consideración el efecto 
separación de secuencia entre residuos. 
2.- MATERIALES Y MÉTODOS 
2.1 Selección de estructuras para el estudio 
 Para construir el conjunto de proteínas empleadas en el estudio, escogimos 
al azar una serie de proteínas con estructura determinada experimentalmente, que 
cumpliesen con las siguientes características: 
 - Resolución (medida de calidad estructural estándar [156]): entre 0 y 3 angs-
troms 
- R-value (medida de calidad estructural estándar [157]): 0.3 
- Longitud cadena: entre 100 y 300 
- Método experimental: difracción de rayos X 
 Del conjunto resultante de estructuras, seleccionamos 200 de ellas, distri-
buidas de la siguiente manera: 50 estructuras de longitud entre 101-150, 50 entre 
151-200, 50 entre 201-250 y 50 entre 251-300. En la tabla 4.1 se proporciona la 
lista final de estructuras seleccionadas. 
   
 
101-150 residuos 151-200 residuos 201-250 residuos 251-300 residuos 
    
1AYOA 1AEPA 1EUVA 1EG4A 
1B3TA 1DVOA 1JSSA 1FS2A 
1GAKA 1FJRA 1K0MA 1FTRA 
1GMUA 1GPRA 1K3YA 1G6HA 
1GU2A 1JHSA 1OTKA 1HI9A 
1HUFA 1LQVA 1RP3A 1K5NA 
1IFRA 1O6DA 1SX5A 1KI0A 
1IJYA 1QFTA 1XTTA 1NZJA 
1J24A 1T4WA 2FB5A 1O9IA 
1LKKA 1WDJA 2IIEA 1RWIA 
1MG4A 2B99A 2IZWA 1UEKA 
1MNMA 2FJRA 2PETA 1WLGA 
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1OO0A 2GDMA 2YPHA 1XQOA 
1P57A 2O70A 3AOTA 1YT5A 
1PSRA 2QDLA 3BGYA 2A14A 
1S5UA 2W68A 3BPZA 2GB4A 
1SLUA 2XI7A 3C5WA 2GTRA 
1TU1A 2YOPA 3C6AA 2H26A 
1VBVA 2Z0XA 3ETOA 2P26A 
1XIWA 3DI2A 3SHGA 2RBKA 
1XS0A 3FFVA 3UMHA 2X9KA 
1YOZA 3FLDA 3W1DA 2XJ4A 
2ASKA 3H6RA 3ZMLA 2Y3CA 
2D59A 3HA4A 4BP0A 3DBYA 
2E9XA 3OG6A 4BS6A 3DHAA 
2F5GA 3QHPA 4BVXA 3GNEA 
2G64A 3RGQA 4C47A 3R6UA 
2GRCA 3RY4A 4C55A 3RKGA 
2GU9A 3TOWA 4CT7A 3T9WA 
2GUDA 3UB6A 4DOXA 3TCAA 
2H1CA 3US6A 4F01A 3TDSA 
2HY5A 4A7UA 4GJZA 3WK2A 
2IGPA 4BTHA 4INKA 3ZNYA 
2IP6A 4C0NA 4J3MA 4BKUA 
2NPTA 4CVPA 4JGIA 4CS5A 
2NSZA 4FDKA 4JXHA 4D1UA 
2NUHA 4GFXA 4JZ5A 4E4WA 
2OXOA 4GHTA 4KNKA 4HNOA 
2PIEA 4H9WA 4LDZA 4HV3A 
2PK8A 4IBQA 4LW5A 4ILLA 
2QFEA 4IJTA 4M6GA 4JJPA 
2VZCA 4JNBA 4M9CA 4JMWA 
2WJ5A 4KDZA 4N67A 4JQXA 
2XPPA 4MBUA 4N9JA 4K2AA 
2YXYA 4MZIA 4NQTA 4KNBA 
2ZHPA 4N1FA 4NUIA 4LAXA 
3C5KA 4N1UA 4NUJA 4LO0A 
3CTRA 4NAVA 4O6JA 4M76A 
3D7AA 4O0NA 4OMVA 4MXDA 
3DM3A 4O96A 4QMHA 4O46A 
 
Tabla 4.1. Listado de las 200 estructuras utilizadas para el estudio, clasificadas según el número de residuos. 
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2.2 Protocolo de simulación 
 Para analizar el impacto del volumen excluido, para cada proteína de nues-
tro conjunto (Tabla 4.1) obtenemos una colección de simulaciones libres utilizando 
nuestro programa (Fig. 4.2). En estas simulaciones no se impone ninguna restric-
ción geométrica, ni estructural, excepto la distancia de contacto mínima permitida 
(Fig. 4.3) que es la que determina el volumen excluido. Los valores de selecciona-
dos para dicha distancia fueron: 0/1/2/3/3.2/3.4/3.6/3.8. El último valor corres-
ponde a valor mínimo permitido entre Cα. Utilizando nuestro programa, hicimos 
una simulación (por proteína) de 1000 modelos estructurales para cada valor de la 
distancia de contacto.  
                                          
Fig. 4.2. Ejemplo de dos conformaciones de la cadena A de la proteína 1RP3 utilizada en el estudio. En color 
azul podemos ver una tripleta de átomos Cα para cada conformación correspondiente a la misma secuencia  
                       
Fig. 4.3. Representación simplificada de situaciones de contacto entre átomos Cα.  a) corresponde a la situación 
más normal donde los átomos están separados a una distancia dw. B) Situación correspondiente a la distancia 
mínima de contacto. C) Situación prohibida físicamente en la que se superponen las esferas de contacto. 
 
 




                                                    c) 
 
 
 dw  dmc 
overlap 
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2.3 Cálculo de la correlación 
 Utilizamos los 1000 modelos de cada una de las simulaciones para calcular 
la correlación entre todos los pares de residuos a partir de la matriz de covarianza 
normalizada según se detalla a continuación [158]: 
 - Supongamos n conformaciones de una molécula M:  M(1) ….  M(n).  
 - Definimos el vector posición de los átomos i y j en la t-ésima conformación 
de la molécula M:  ri(t), rj(t). 
 - El  elemento de la matriz de covarianza cij  se define como: 
 


















 El estudio se realiza utilizando matrices de covarianza normalizada. Cada 
elemento de la matriz Cij se define como:  
 












2.4 Cálculo de la distribución de distancias interresiduo 
Las distribuciones de distancias interresiduo corresponden a la distribución 
radial que se utiliza habitualmente en termodinámica estadística para estudiar las 
correlaciones entre las posiciones de diferentes partículas [159-161]. Para ello se cal-
cularon las distancias entre pares de átomos Cα de cada proteína y se realizó en 
mismo cálculo para cada uno de los 1000 modelos de cada proteína. Posteriormen-
te se realizó una representación gráfica de la frecuencia de las distancias calcula-
das para cada proteína y sus respectivos modelos. A fin de tener en cuenta las limi-
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taciones impuestas por la estructura covalente de la proteína, tratamos por sepa-
rado los pares de residuos situados a diferentes ‘distancias’ en la secuencia (Fig. 
4.4). En este caso, la ‘distancia’ de secuencia entre dos residuos, corresponde al 
número de amino ácidos que hay entre ellos. Se  introdujeron las siguientes cate-
gorías:   
- Distancia entre secuencia <=3 
- Distancia entre secuencia <=4 
- Distancia entre secuencia <=5 
- Distancia entre secuencia  entre 6 y 10 
- Distancia entre secuencia  entre 11 y 20 
- Distancia entre secuencia  >= 21 
 
                 
Fig. 4.4. Representación esquemática del cálculo de distancias entre Cα con una separación máxima en se-
cuencia determinada   
 
3.- RESULTADOS 
 Para este estudio calculamos dos descriptores que reflejan el efecto del vo 
 
 





















dist. seq. res. 
                 n 
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lumen excluido sobre la correlación entre las posiciones de los átomos: las correla-
ciones entre movimientos atómicos y la distribución de distancias entre residuos. 
3.1 Correlaciones entre movimientos atómicos 
 Para cada simulación, se obtuvieron las matrices de correlación según la 
ecuación [B]. En la figura 4.5 representamos su distribución respecto a  la distancia 
mínima de contacto. Recordemos que estas distancias cubren un rango de valores 
comprendido entre 0 y 3.8 angstroms, y que los valores mayores están asociados a 
un mayor efecto de volumen excluido. 
  
             
Fig. 4.5  Distribuciones de la correlación Cij entre residuos, representadas en función de la distancia mínima de 
contacto. Las gráficas corresponden a cuatro proteínas representativas de cuatro rangos de tamaño diferentes: 
1ayoA (grupo tamaño  101-150), 1fjrA (grupo tamaño 151-200), 1komA (grupo tamaño 201-250), 1eg4A  
(grupo tamaño 251-300).   
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En la figura 4.5 no se aprecia ninguna tendencia conspicua que nos permita 
establecer un vínculo entre volumen excluido y valores de la correlación; de hecho, 
para las cuatro proteínas vemos que la distribución de valores crece y decrece sin 
una relación aparente con la distancia mínima de contacto. Este resultado es par-
cialmente debido a que el rango de distancias interresiduo es muy amplio, e.g se 
dan distancias de 10, 20, 30, 40 o más angstroms y hay un gran número de confor-
maciones para las que se dan estas distancias, y en diferentes orientaciones relati-
vas de los residuos. Frente a ello, el rango de distancias en el cual se manifiesta el 
volumen excluido es pequeño, con menos conformaciones posibles asociadas a él. 
Por lo tanto, este término tendrá un peso menor en el cálculo de las correlaciones, 
y su efecto queda diluido. Adicionalmente, pensamos que hay un efecto técnico 
debido al promediado implícito en el cálculo de la correlación (que se obtiene a 
partir de una nube heterogénea de estructuras, fig. 4.2), que puede distorsionar 
aspectos estructurales de la proteína, afectando parcialmente al cálculo de la co-
rrelación.  
3.2 Distribución de distancias interresiduo 
Para obtener un punto de vista diferente, libre de los problemas anteriores, 
decidimos trabajar con la distribución de distancias interresiduo. Para ver el efecto 
del volumen excluido (VE), utilizamos como referencia la curva obtenida para la 
distancia  mínima de contacto igual a cero, ya que es el único caso en el que no se 
espera ver efecto VE. Para otras distancias mínimas de contacto esperamos ver un 
efecto VE creciente. 
En la figura 4.6 mostramos los resultados de las distancias interresiduo sin 















Fig. 4.6. Función de distribución de las distancias espaciales, organizada por separación entre residuos a lo 
largo de la cadena (dist.seq.res). Como vemos, presenta el comportamiento esperado, tendiendo a cero cuando 
la distancia tiende a cero, o bien cuando alcanza el máximo que permite la integridad de la estructura covalen-
te. (Continua en página siguiente). 
 
 








 Cuando normalizamos las distribuciones respecto al caso en el que no hay 
efecto VE (Fig. 4.7), vemos que a medida que aumenta dicho efecto (para valores 
crecientes de distancias de contacto mínimas) se pueblan cada vez más las distan-
cias grandes, y simultáneamente se deprime la población en las distancias cortas, 
más próximas a cero. Ello muestra la existencia de una desviación respecto al caso 
de no correlación (distancia mínima de contacto=0) que aumenta según crece la 
distancia de contacto. Este comportamiento indica que incluso en ausencia de in-
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teracciones entre residuos de una misma cadena, existe una correlación que es 
únicamente debida al hecho de que dos, o más, átomos no pueden ocupar simultá-
neamente el mismo lugar. Esta correlación, es además mayor para aquellos pares 
de residuos que están a grandes distancias. Este aspecto es interesante, ya que 
normalmente en los estudios de correlación no se incluyen correcciones por efecto 




Fig. 4.7 Funciones de distribución de las distancias interresiduo, normalizadas utilizando la distribución co-
rrespondiente distancia mínima de contacto 0 y organizadas por separación a lo largo de la cadena 
(dist.seq.res). Vemos como las distancias geométricas elevadas entre residuos aumentan en frecuencia a medi-
da que incrementamos la distancia mínima de contacto. (Continua en pg. Siguiente) 
















 El uso de nuestro programa, y concretamente la facilidad con la que se pue-
den realizar simulaciones con diferentes parámetros atómicos, nos ha permitido 
identificar y cuantificar la existencia de un término en las correlaciones interresi-
duo que se debe al efecto del  volumen excluido. Este efecto es de origen meramen-
te estructural, y no tiene ningún valor funcional, por lo tanto debe de tenerse en 
cuenta en los análisis de simulaciones moleculares en los que se utiliza sistemáti-











CAPITULO 5: DISCUSION Y CONCLUSIONES 
1.- DISCUSIÓN 
En esta tesis se describe el desarrollo de un programa para la simulación de 
la estructura de las proteínas y su aplicación a dos problemas biológicos de interés. 
El programa está basado en el uso de una representación simplificada de las pro-
teínas desarrollada en el grupo del Dr. Xavier de la Cruz [101]. Científicamente, este 
trabajo se sitúa en el campo del análisis estructural orientado a responder pregun-
tas biológicamente relevantes [172].  Este campo es realmente complejo y las apro-
ximaciones disponibles, tanto experimentales [94,95,57]  como computacionales [62,65] 
tienen todavía limitaciones claras. A nivel experimental, el estudio estructural se 
ve dificultado por diferentes problemas técnicos; por ejemplo, la obtención de cris-
tales adecuados para la difracción estructural [59], el límite en el tamaño de la pro-
teína o complejos estudiados [170], la dificultad de analizar los aspectos dinámicos 
de la estructura [171], etc. Ello ha llevado a la creación de modelos simplificados de 
baja resolución o ‘coarse-grained’ [5,80] que nos permiten obtener simulaciones de 
comportamiento y estructura a escalas de tiempo cada vez mayores, a un coste 
computacional asumible, aunque sea con un menor nivel de detalle. En este senti-
do, es importante tener en cuenta que es precisamente el balance entre detalle y 
objetivo científico el que debe determinar el uso de este tipo de modelo.    
Como hemos visto en la Introducción, existen varias formas de simplificar la 
estructura de las proteínas [10,25-30,70,96]. La aproximación presentada en esta tesis 
se basa en utilizar un único átomo por residuo, el carbono Cα, definiendo ángulos 
pseudo-torsionales, que confieren al modelo de la proteína una flexibilidad estruc-
tural análoga a la de una proteína real, y que de forma implícita recogen parte de 
las propiedades estéricas asociadas a cada amino ácido. A continuación se discute 
más en detalle la aportación concreta de este trabajo, siguiendo el orden de pre-
sentación de los capítulos. 
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1. El programa 
Como se ha visto anteriormente, el primer paso de esta tesis fue el desarro-
llo de un programa que implementase nuestro modelo de la estructura de las pro-
teínas y permitiese explorar, de forma computacionalmente eficiente, el espacio 
conformacional de estas.  
Como se ha descrito en el capítulo 2, el programa utiliza el algoritmo de Me-
tropolis para ir encontrando nuevas conformaciones, partiendo de una proteína de 
referencia. Nos decantamos por el algoritmo de Metropolis porque ha mostrado su 
valor en programas de simulación similares. Un aspecto interesante de nuestro 
trabajo, es que nos permite definir varias funciones de energía (ver capítulo 2), que 
permiten analizar diferentes aspectos estructurales de los problemas considerados 
por el usuario. Por ejemplo, podemos representar el espacio conformacional de los 
estados desnaturalizados combinando un término de quiralidad (chirmsd) y otro 
del radio de giro (rdgrmsd); o bien, permitir fluctuaciones conformacionales res-
pecto a una estructura promedio restringiendo las distancias de contacto entre 
residuos; etc. Una ventaja del programa de cara al usuario, es que las diferentes 
funciones de energía se pueden utilizar de forma individual o en combinación, 
dándoles un peso específico a cada una de ellas.  
 De la misma manera que existe una cierta flexibilidad al escoger la función 
de energía, también se han definido tipos de movimientos consistentes con la es-
tructura local de las proteínas, que permiten explorar grandes volúmenes de espa-
cio conformacional natural, no artificial como en el caso de otros modelos. Los ti-
pos de movimientos implementados nos permiten modificar las conformaciones 
tanto de forma global, como de forma local, lo que facilita el estudio de diferentes 
problemas. Por ejemplo, hemos analizado los movimientos globales para com-
prender el rol del volumen excluido en el cálculo de las correlaciones, y los movi-
mientos locales para estudiar el espacio conformacional de las LCRs.  
 Dentro de la clasificación de los modelos simplificados expuesta en el capí-
tulo 2, podemos considerar que el modelo que hemos utilizado pertenece a la cate-
goría de modelos basados en la estructura. Este tipo de modelos han sido útiles 
para investigar escenarios de plegamiento y movimientos funcionales de proteínas 
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[19-21] aunque en nuestro caso lo hemos utilizados como una herramienta para ex-
plorar el espacio conformacional de la estructura de la proteína. Una ventaja res-
pecto a los modelos basados en mecánica molecular [69.70] es su rapidez de ejecu-
ción y la capacidad para explorar una gran cantidad de conformaciones en tiempos 
comparativamente menores. Ello queda demostrado por la enorme cantidad de 
simulaciones realizadas en el capítulo 3. Por el contrario, la falta de descripción de 
las interacciones fisicoquímicas limita el tipo de problema estudiado a aquellos 
casos en los que no se requiere una ponderación energética de las estructuras ge-
neradas.   
 Un aspecto positivo de nuestro modelo, si lo comparamos con otros mode-
los basados en estructura como las redes cúbicas [108-110], su capacidad para gene-
rar estructuras secundarias plausibles, lo que hace que sea más eficaz para las con-
formaciones generadas.  
 Por todo ello, consideramos la validez de nuestro modelo para aplicaciones 
en las que se requiera explorar el espacio conformacional de la proteína con un 
gran número de conformaciones a generar, y poder deducir propiedades estadísti-
cas de las conformaciones. De entre las aplicaciones posibles, escogimos dos que 
cumplen estas condiciones: el estudio del espacio conformacional de las LCR y el 
análisis de las correlaciones 
2. Las LCR y sus variantes 
Nuestra primera aplicación se encaminó a esclarecer un problema biológico 
de interés: el impacto de las mutaciones sobre el espacio conformacional de las 
LCRs. Como se explica en el capítulo 3, las regiones de baja complejidad o LCRs son 
zonas de la secuencia de la proteína especialmente ricas en uno o unos pocos ami-
noácidos. Estas regiones se caracterizan en muchos casos por ser altamente ines-
tables, o estructuralmente desordenadas, habiéndose asociado su expansión (ge-
neralmente cuando corresponden a motivos pequeño de secuencia) a diferentes 
tipos de enfermedades humanas [122]. Por ejemplo, un grupo de factores de trans-
cripción que contienen motivos en secuencia ricos en Glutamina (GLN) han sido 
implicados en enfermedades de poliglutamina [162].  También se ha visto que las 
proteínas humanas tienen numerosos tramos de regiones de muy baja complejidad 
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(muchos de ellos enriquecidos en GLN, SER o residuos ácidos) que están relacio-
nadas con enfermedades neurodegenerativas y cáncer [163]. En general, se han des-
crito varias propiedades  de las regiones desordenadas que contribuirían a la apa-
rición de enfermedades: 1- su habilidad para plegarse al entrar en contacto con 
otra proteína o ácido nucleico [165], 2- su regulación funcional vía splicing alternati-
vo o vía modificaciones postraduccionales [166,167]  y 3- su plasticidad y promiscui-
dad a la hora de formar interacciones[164] (una región desestructurada puede unir-
se a diferentes moléculas).  
Por todo lo anterior, resulta hasta cierto punto paradójica la abundancia de 
las LCRs, dado el potencial daño que pueden causar. Para explicar esta situación, se 
ha postulado que las LCRs tendrían un valor adaptativo, ya que mutaciones en su 
secuencia podrían generar fácilmente nuevas estructuras/funcionalidades de las 
proteínas, con valor adaptativo [119]. En este contexto, decidimos aplicar nuestro 
programa para estudiar, de forma sistemática, el impacto de las mutaciones en el 
espacio conformacional de las LCRs. Los resultados de este estudio nos muestran 
que los mutantes de las LCRs, aunque tienen un comportamiento similar al de las 
LCR nativas, pueden efectivamente explorar nuevas regiones del espacio confor-
macional. Ello apoyaría la idea de que las variantes de secuencia de las LCRs tienen 
el potencial de crear novedades estructurales, de acuerdo con la hipótesis de 
(Green et al. [119]). También detectamos algunas diferencias en los términos de 
energías, atribuibles a la dependencia de estos de la composición de la cadena late-
ral. Este último aspecto es relevante desde el punto de vista funcional, ya que la 
energética de estas regiones puede afectar a su capacidad de unión con otras pro-
teínas.  
 Nuestro estudio sugiere que las mutaciones en las LCRs podrían inducir 
cambios estructurales locales más que generales, siendo este tipo de cambios los 
que afectarían a su funcionalidad. Adicionalmente, este trabajo confirma la utilidad 
de nuestro programa en el estudio de problemas estructurales de interés biológico, 
sobre todo de aquellos en los que prima la exploración global del espacio confor-
macional sobre el estudio detallado de un pequeño número de estructuras.  
3. El efecto del volumen excluido sobre las correlaciones interresiduo 
Capítulo 5: Discusión y conclusiones 
95 
 
Finalmente, hemos querido mostrar que nuestro programa también permite 
abordar problemas técnicos del campo de la bioinformática estructural. Para ello, 
lo aplicamos al estudio del efecto del volumen excluido sobre las correlaciones en-
tre residuos. Este es un problema interesante, porque las correlaciones son una 
herramienta que se utiliza habitualmente en el análisis de las simulaciones de ma-
cromoléculas [168,169], con la finalidad de identificar movimientos colectivos asocia-
dos a la función de las proteínas. De hecho, la correlación de movimientos entre 
diferentes partes de la proteína puede mediar procesos bioquímicos fundamenta-
les como la transducción de señales y el alosterismo [144-146]. Estos procesos son 
estudiados frecuentemente mediante el uso de simulaciones de dinámica molecu-
lar, combinadas con el análisis de correlaciones. Para este último, se calcula la ma-
triz de covarianzas o más recientemente la correlación generalizada [169].  La co-
rrecta utilización de estas herramientas es fundamental para la interpretación bio-
lógica de los resultados computacionales, siendo particularmente importante la 
identificación de los posibles efectos de origen técnico, ajenos a la función biológi-
ca que queremos estudiar. En este contexto, la identificación de un posible artefac-
to en el cálculo de estas correlaciones es relevante, ya que puede ayudar a inter-
pretar más correctamente la información que contienen. 
En el estudio, aprovechamos la capacidad de nuestro programa para gene-
rar rápidamente grandes cantidades de conformaciones, gracias a su representa-
ción simplificada de la proteína. De hecho, generamos 1000 modelos para una 
muestra de 200 proteínas del PDB. Sobre estos modelos, realizamos dos tipos de 
cálculos de correlación: utilizando las coordenadas cartesianas de los átomos y 
utilizando la distribución de distancias interresiduo. En el primer caso, no apre-
ciamos ninguna relación entre los valores de la correlación y el volumen excluido. 
Sin embargo, sí que detectamos un efecto del volumen excluido al estudiar la dis-
tribución de distancias interresiduo. Efectivamente, para estas distribuciones ve-
mos como, a medida que aumentamos el efecto de volumen excluido, las distancias 
interresiduo grandes tienden a poblarse más que las pequeñas, mostrando así un 
efecto de correlación. En base a este resultado, pensamos que sería interesante 
utilizar alguna medida complementaría a la correlación convencional, como el uso 
de funciones de distribución radial, en el análisis de problemas biológicos, para 
evitar la inclusión de efectos exclusivamente de origen técnico.   




En la presente tesis presentamos un programa para la simulación rápida de estruc-
turas de proteínas, y su aplicación a dos problemas de interés biológico y técnico 
en bioinformática estructural. Las principales conclusiones de este trabajo son: 
1.- El programa desarrollado presenta una implementación efectiva de la represen-
tación de las proteínas basada en los Cα. 
2.-  Este programa nos permite generar una gran cantidad de conformaciones en 
un tiempo reducido. 
3.-  La rapidez y flexibilidad en su parametrización permiten su aplicación a una 
gran variedad de problemas en los que se requiere explorar el espacio conforma-
cional de las estructuras de proteínas. 
4.-  En el estudio de las LCRs hemos desarrollado un protocolo específico para el 
análisis de sus mutaciones con nuestro modelo 
5.-  El espacio conformacional que exploran los mutantes de las LCRs no es esen-
cialmente muy diferente del que exploran las LCRs nativas 
6.- Las funciones biológicas que se observan en estos mutantes no serían debidas a 
cambios globales en su estructura general sino a cambios locales en esta. 
7.- La forma convencional de analizar las correlaciones entre residuos no permite 
detectar el efecto del volumen excluido sobre estas. 
8- El uso de la función de distribución radial permite detectar la existencia de un 












APENDICE I – GRAFICAS EN DETALLE DE RESULTADOS 
DEL CAP. 3 
En este apéndice se proporciona una versión más detallada de los resulta-
dos correspondientes a las figuras 3.8 a 3.12 del capítulo 3, así como unas tablas 
explicativa de las leyendas. En estas tablas se pueden identificar los cambios de 
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Tablas de equivalencia mutante-secuencia 
 
1w1o    
    
Nativa ATAAAAA   
    
Mutantes Deleciones Inserciones Sustituciones 
    
Mut: 1 _TAAAAA AATAAAAA STAAAAA 
Mut: 2 A_AAAAA ATAAAAAA ASAAAAA 
Mut: 3 AT_AAAA  ATSAAAA 
Mut: 4   ATASAAA 
Mut: 5   ATAASAA 
Mut: 6   ATAAASA 
Mut: 7   ATAAAAS 
 
Tabla I.1  Secuencia mutantes proteína 1w1o 
 
 
2hp7    
    
Nativa GGPGENPPNRPP   
    
Mutantes Deleciones Inserciones Sustituciones 
    
Mut: 1 G_PGENPPNRPP GAGPGENPPNRPP AGPGENPPNRPP 
Mut: 2 GG_GENPPNRPP GGAPGENPPNRPP GAPGENPPNRPP 
Mut: 3 GGP_ENPPNRPP GGPAGENPPNRPP GGDGENPPNRPP 
Mut: 4 GGPG_NPPNRPP GGPGAENPPNRPP GGPAENPPNRPP 
Mut: 5 GGPGE_PPNRPP GGPGEANPPNRPP GGPGQNPPNRPP 
Mut: 6 GGPGEN_PNRPP GGPGENAPPNRPP GGPGEDPPNRPP 
Mut: 7 GGPGENPP_RPP GGPGENPAPNRPP GGPGENDPNRPP 
Mut: 8 GGPGENPPN_PP GGPGENPPANRPP GGPGENPDNRPP 
Mut: 9 GGPGENPPNR_P GGPGENPPNARPP GGPGENPPDRPP 
Mut: 10  GGPGENPPNRAPP GGPGENPPNKPP 
Mut: 11  GGPGENPPNRPAP GGPGENPPNRDP 
Mut: 12   GGPGENPPNRPD 
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2bhu    
    
Nativa EGRKKEFGGFSGFSGE   
    
Mutantes Deleciones Inserciones Sustituciones 
    
Mut: 1 _GRKKEFGGFSGFSGE EAGRKKEFGGFSGFSGE QGRKKEFGGFSGFSGE 
Mut: 2 E_RKKEFGGFSGFSGE EGARKKEFGGFSGFSGE EARKKEFGGFSGFSGE 
Mut: 3 EG_KKEFGGFSGFSGE EGRAKKEFGGFSGFSGE EGKKKEFGGFSGFSGE 
Mut: 4 EGRK_EFGGFSGFSGE EGRKAKEFGGFSGFSGE EGRRKEFGGFSGFSGE 
Mut: 5 EGRKK_FGGFSGFSGE EGRKKAEFGGFSGFSGE EGRKREFGGFSGFSGE 
Mut: 6 EGRKKE_GGFSGFSGE EGRKKEAFGGFSGFSGE EGRKKQFGGFSGFSGE 
Mut: 7 EGRKKEF_GFSGFSGE EGRKKEFAGGFSGFSGE EGRKKEYGGFSGFSGE 
Mut: 8 EGRKKEFGG_SGFSGE EGRKKEFGAGFSGFSGE EGRKKEFAGFSGFSGE 
Mut: 9 EGRKKEFGGF_GFSGE EGRKKEFGGAFSGFSGE EGRKKEFGAFSGFSGE 
Mut: 10 EGRKKEFGGFS_FSGE EGRKKEFGGFASGFSGE EGRKKEFGGYSGFSGE 
Mut: 11 EGRKKEFGGFSG_SGE EGRKKEFGGFSAGFSGE EGRKKEFGGFAGFSGE 
Mut: 12 EGRKKEFGGFSGF_GE EGRKKEFGGFSGAFSGE EGRKKEFGGFSAFSGE 
Mut: 13 EGRKKEFGGFSGFS_E EGRKKEFGGFSGFASGE EGRKKEFGGFSGYSGE 
Mut: 14 EGRKKEFGGFSGFSG_ EGRKKEFGGFSGFSAGE EGRKKEFGGFSGFAGE 
Mut. 15  EGRKKEFGGFSGFSGAE EGRKKEFGGFSGFSAE 
Mut. 16   EGRKKEFGGFSGFSGQ 
 
Tabla I.3  Secuencia mutantes proteína 2bhu 
 
2i0k    
    
Nativa VGSLGSAGSLVG   
    
Mutantes Deleciones Inserciones Sustituciones 
    
Mut: 1 _GSLGSAGSLVG VAGSLGSAGSLVG IGSLGSAGSLVG 
Mut: 2 V_SLGSAGSLVG VGASLGSAGSLVG VASLGSAGSLVG 
Mut: 3 VG_LGSAGSLVG VGSALGSAGSLVG VGALGSAGSLVG 
Mut: 4 VGS_GSAGSLVG VGSLAGSAGSLVG VGSIGSAGSLVG 
Mut: 5 VGSL_SAGSLVG VGSLGASAGSLVG VGSLASAGSLVG 
Mut: 6 VGSLG_AGSLVG VGSLGSAAGSLVG VGSLGAAGSLVG 
Mut: 7 VGSLGS_GSLVG VGSLGSAGASLVG VGSLGSSGSLVG 
Mut: 8 VGSLGSA_SLVG VGSLGSAGSALVG VGSLGSAASLVG 
Mut: 9 VGSLGSAG_LVG VGSLGSAGSLAVG VGSLGSAGALVG 
Mut: 10 VGSLGSAGS_VG VGSLGSAGSLVAG VGSLGSAGSIVG 
Mut: 11 VGSLGSAGSL_G  VGSLGSAGSLIG 
Mut: 12 VGSLGSAGSLV_  VGSLGSAGSLVA 
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2plw    
    
Nativa KDNMNNIKNINYIDNMNNN   
    
Mutantes Deleciones Inserciones Sustituciones 
    
Mut: 1 _DNMNNIKNINYIDNMNNN KADNMNNIKNINYIDNMNNN RDNMNNIKNINYIDNMNNN 
Mut: 2 K_NMNNIKNINYIDNMNNN KDANMNNIKNINYIDNMNNN KENMNNIKNINYIDNMNNN 
Mut: 3 KD_MNNIKNINYIDNMNNN KDNAMNNIKNINYIDNMNNN KDDMNNIKNINYIDNMNNN 
Mut: 4 KDN_NNIKNINYIDNMNNN KDNMANNIKNINYIDNMNNN KDNLNNIKNINYIDNMNNN 
Mut: 5 KDNM_NIKNINYIDNMNNN KDNMNANIKNINYIDNMNNN KDNMDNIKNINYIDNMNNN 
Mut: 6 KDNMNN_KNINYIDNMNNN KDNMNNAIKNINYIDNMNNN KDNMNDIKNINYIDNMNNN 
Mut: 7 KDNMNNI_NINYIDNMNNN KDNMNNIAKNINYIDNMNNN KDNMNNVKNINYIDNMNNN 
Mut: 8 KDNMNNIK_INYIDNMNNN KDNMNNIKANINYIDNMNNN KDNMNNIRNINYIDNMNNN 
Mut: 9 KDNMNNIKN_NYIDNMNNN KDNMNNIKNAINYIDNMNNN KDNMNNIKDINYIDNMNNN 
Mut: 10 KDNMNNIKNI_YIDNMNNN KDNMNNIKNIANYIDNMNNN KDNMNNIKNVNYIDNMNNN 
Mut: 11 KDNMNNIKNIN_IDNMNNN KDNMNNIKNINAYIDNMNNN KDNMNNIKNIDYIDNMNNN 
Mut: 12 KDNMNNIKNINY_DNMNNN KDNMNNIKNINYAIDNMNNN KDNMNNIKNINFIDNMNNN 
Mut: 13 KDNMNNIKNINYI_NMNNN KDNMNNIKNINYIADNMNNN KDNMNNIKNINYVDNMNNN 
Mut: 14 KDNMNNIKNINYID_MNNN KDNMNNIKNINYIDANMNNN KDNMNNIKNINYIENMNNN 
Mut. 15 KDNMNNIKNINYIDN_NNN KDNMNNIKNINYIDNAMNNN KDNMNNIKNINYIDDMNNN 
Mut. 16 KDNMNNIKNINYIDNM_NN KDNMNNIKNINYIDNMANNN KDNMNNIKNINYIDNLNNN 
Mut. 17  KDNMNNIKNINYIDNMNANN KDNMNNIKNINYIDNMDNN 
Mut. 18  KDNMNNIKNINYIDNMNNAN KDNMNNIKNINYIDNMNDN 
Mut. 19   KDNMNNIKNINYIDNMNND 
 























APENDICE II – MANUAL DE FUNCIONAMIENTO DEL PRO-
GRAMA DE SIMULACIÓN 
 
Menú principal 
go Empieza una ejecución dinámica 
revu Revisa los parámetros dinámicos establecidos 
rorg Cambia el residuo origen (origen del sistema de coordenadas) 
Una vez establecido, esta posición no cambia durante la ejecución dinámica 
sprob Establece probabilidades para los estados discretos de cada residuo 
Solo tiene una opción disponible: establece las probabilidades igual a los pesos relati-
vos dados con cada estado ds (puede verse con el comando-ds- dentro del menu –enq-
) 
Se ha de ejecutar antes de la ejecución dinámica 
sstr     (igual que en el menú -io-) 
Menú –io-    (invoca al menú de Entrada / Salida) 
rref / rr Lee una estructura de referencia de un fichero 
El fichero tiene que estar en formato PDB 
Se lee después de 'rs'. Si la secuencia es diferente de la introducida en 'rs' da error 
Solo se consideraran los átomos Ca  
Parámetros: 
-b: Se construye una estructura de referencia usando los estados discretos con el 
método descrito en : Park & Levitt, JMB, 249, 493-507 
-c:  Se usará el 'COIL state' en la simulación 
-bt: Se asume que la estructura ha sido construida a partir de un set de puntos de 
referencia ds 
 
rseq / rs Lee una secuencia de aminoácidos de un fichero 
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Las líneas encabezadas por el símbolo # se consideran comentarios y se ignoran 
Se ignoran los  espacios, tabulaciones y saltos de línea 
La secuencia de aminoácidos es una cadena de 1-letra en mayúsculas por cada ami-
noácido    
Ejemplo:  
#2CRO  1   65 
MQTLSERLKKRRIALKMTQTELATKAGVKQQSIQLIEAGVTKRPRFLFEIA-
MALNCDPVWLQYGT   
sstr / ss Establece la estructura inicial. Puede ser la dada inicialmente o se puede usar para 
establecer la de una estructurar arbitrariamente escogida de una ejecución anterior 
Parámetros: 
-d (default): Establece la estructura por defecto (conformación beta) 
Este parámetro se asume por defecto si no se le da ninguno 
-s: Establece cada residuo de la estructura a un estado especificado por un fichero 
El fichero tiene el mismo formato que el que saca el comando 'wds' 
-r: Igual que la opción -s. Sin embargo se selecciona los IC como los puntos repre-
sentativos 
de cada estado en lugar de escoger un ángulo aleatorio de la zona continua que di-
cho 
estado discreto pertenece 
-a: Establece las coordenadas internas de la estructura a los valores especificados 
por un fichero. 
El formato del fichero es el mismo que el que saca el comando 'wic' 
-b: Igual que -d  pero se asume que la estructura ha sido construida a partir de un 
set de puntos de referencia 'ds' 
wcc Escribe las coordenadas cartesianas en formato PDB a un fichero 
Parámetros: 
-r: Escribe la estructura de referencia 
wds Escribe la estructura en símbolos de estado discreto a un fichero 
Parámetros: 
        -r: Escribe la estructura de referencia 
 
wic Escribe en coordenadas internas (ángulos y distancias) a un fichero 
Parámetros: 
        -r: Escribe la estructura de referencia 
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Menú –dpar-   (se invocan los parámetros dinámicos) 
bump Establece la distancia de mínima de contacto entre dos Ca   
La distancia de mínima de contacto es la distancia más cercana permitida para un par 
de átomos de Ca 
Los Ca tiene que tener una distancia en secuencia >=3 
Valor por  defecto: 3.8 
dbmax Establece el máximo permito cambio en magnitud de los cambios de ángulo  'bond' 
 Parámetros: 
         angle: valor del ángulo en grados (180 por defecto) 
 
dbor Establece el parámetro dbor, que define el espacio de vecinos. 
El espacio de vecinos de un residuo -i- son todos los residuos -j- que están dentro de la 
esfera de radio -dbor- centrado en i. 
Este parámetro se utiliza para calcular -ldrms- 
Parámetros: 
        d: valor de dbor (8.0 por defecto) 
dtmax Establece el máximo permito cambio en magnitud de los cambios de ángulo torsional 
Parámetros: 
        angle: valor del ángulo en grados (180 por defecto) 
enmps Establece el número efectivo de movimientos de Monte Carlo que define un paso de 
Montecarlo 
Un número efectivo de movimientos de Monte Carlo es el número de residuos que es 
movido en un movimiento  de Monte Carlo 
Un paso de MC se devine como la sucesión de movimientos de MC (enm) tales que la 
suma de todos estos enm's para todos los movimientos esta justo más allá del enmps 
Ejemplos de movimientos  de MC (enm) 
         enm = 1 : movimiento que rota el residuo -i- sobre el eje que lo une con el i-1 y i+1 
         enm = 2:  movimiento que rota residuos sobre el eje que une los residuos i  e i+3 
         enm = i  o nres -i -1 (el más pequeño): movimiento que cambia el ángulo tau para 
el                                                               residuo i  
Notas: 
         El chequeo de la distancia mínima de contacto se realiza después de cada movi-
miento (enm) 
         El energy check se realiza solo después de cada paso de MC              
eout Establece los parámetros de escritura de la energía 
Parámetros: 
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-  :  no escribe nada 
-s:   escribe para cada paso 
-B:  escribe para cada batch 
-b:   escribe para cada batch pero sin estadísticas de movimientos  
fname: nombre del fichero de salida (si no se pone se coge el del parámetro 'seed') 
filename.eo 
ereout Establece los parámetros de escritura de la energía por residuo 
Parámetros: 
-  : no escribe nada 
-r : escribe la energía promedio de cada residuo por cada batch 
fname: nombre del fichero de salida (si no se pone se coge el del parámetro 'seed') 
filename.ero             
loop Establece los Parámetros de modelado de loops 
Solo se puede modelar hasta 5 loops al mismo tiempo 
Parámetros: 
(sin Parámetros): Muestra el número de loops a modelar, el primer loop y últimos 
residuos y el máximo número de variaciones de ángulos diédricos 
-  : Elimina todos los loops almacenados 
n1: Primer residuo del loop. No ha de ser mayor que 3 
n2: Último residuo del loop: Tiene que ser menor que 'nres -3' 
thr: umbral de variación del ángulo diédricos 
m: Indica que el loop será modelado de forma aleatoria "with a clousure condition" 
 
mout Establece  Parámetros para la salida de la información referentes a los movimientos. 
Parámetros: 
 (sin argumentos): Muestra los Parámetros actuales 
- : no muestra la salida 
filename: fichero de salida (*..mo).  
 
* (nombre por defecto (ver 'seed' comando para nombre por defecto) 
El fichero de salida está en formato GPLOT 
mtf Establece la frecuencia relativa de cada tipo de movimiento Mc  
Se establece por orden:  
primera frec. --> movimiento tipo 0 
segunda frec --> movimiento tipo 1 
# tipos de movimientos: 
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#   0. NBT /* cambio de los ángulos de enlace y torsión en el ‘N-terminus’ */ 
#   1. TBC /* cambio de los ángulos de enlace y torsión en el ‘C-terminus’ */ 
#   2. BTB /* cambio ‘ba-ta-ba’ dentro del mismo  ds */ 
#   3. DSJ /* salto entre estados discretos */ 
#   4. LOOP  /* fixed ends loop move */ 
#   5. LOC  /* nov. aleatorio local combinado con la condición de ‘loop closure’  */ 
 
mxenr Establece un umbral para un término de energía durante el la ejecución MC 
Si la energía es mayor que el umbral la ejecución se detendrá 
Parámetros: 
       mxe: término de energía 
       mxthr: umbral de energía 
nbor Establece el parámetro -nbor- que define los vecinos de secuencia 
Los vecinos de sec. de un resido -i- son:  (i - nobor) a (i + nbor). 
Se utiliza para calcular -sdrms- 
Valor por defecto: 8 
 
nspb Agrupa los pasos de Montecarlo de forma que en cada agrupamiento la temperatura se 
mantiene constante y cambia al siguiente agrupamiento 
nstep Establece el número total de pasos de Monte Carlo 
El valor por defecto es 5000 
R Establece la constante de gas R. Se usa en el chequeo de Metrópolis: (new E - old E)/ 
R*T 
De esta forma R actúa solo como factor de escala de energía.  
Las unidades de R son las mismas que las usadas para el cálculo de energías 
revu Revisa los Parámetros dinámicos establecidos 
seed Semilla de generador de números aleatorios ( cadena de 6 caracteres -> número 48 
bits) 
Si no se ponen todos los caracteres se rellena con ceros por la derecha 




Establece el principio y final de la temperatura. 
Parámetros: 
T1: temperatura inicial 
T2: temperatura final 
-l: La temperatura varia de forma logarítmica (por defecto es lineal) 
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Cuando la temperatura varia linealmente, esta cambia cada batch 
dT= (T2-T1/num. batches 
Cuando varía logarítmicamente la temperatura cambia por un factor -f- cada batch: 
f=(T2-T1)^(1/num. batches) 
thenr Establece un umbral para cada término de energía.  
Si el término de energía es más bajo que el umbral, la ejecución se parará 
 
trj Establece los Parámetros de salida de la trayectoria 
Parámetros: 
- : no escribe el output de la trayectoria 
-B:  escribe antes del chequeo de la distancia mínima de contacto 
-b:   escribe después del chequeo de la distancia mínima de contacto 
-M:  escribe antes del Metrópolis check 
-m: escribe después del Metrópolis check (i.e.  después de cada paso MC) 
-n:   escribe de cada n-ésimo paso MC 
nombre de fichero de salida .trj (si no se especifica se pone el de la semilla) 
wet Pesos de cada término de la energía. Los números especifican los pesos relativos 
La energía se da como suma de los términos siguientes: 
drmsd: drmsd desde la estructura de ref.  
crmsd:  rmsd después de superposición utilizando el procedimiento  Kabsch  
w1drmsd: drmsd ponderado por  1/(distancia en la estructura de ref.). 
w2drmsd: drmsd ponderado por  1/(distancia en la estruc. de ref..)^2 
sdrmsd:  drmsd entre vecinos en secuencia  
lndrmsd: drmsd entre vecinos espaciales en la nueva estructura 
lrdrmsd: drmsd entre vecinos espaciales en la estructura de referencia 
dihrmsd: rmsd de ángulos diédricos (entre la nueva estruc. y la de ref.) 
chirmsd: rmsd que refleja la desviación de la quiralidad en cada residuo 
       rdgrmsd: rmsd del radio de giro  (entre la nueva estruc. y la de ref.) 
Menú enq (comandos de informaciones varias) 
aofn Muestra el nombre del fichero actual de salida acumulado 
dij Calcula y muestra las distancias entre Ca (excepto las i -> i+1) que son más pequeñas 
que un umbral dado 
Parámetros: 
-r: Se calcula para la estructura de referencia 
dmax: umbral de distancias Ca 
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ds Muestra la información de los estados discretos usados (fichero -ds.table-) 
fname Muestra el actual nombre de fichero de secuencia 
mt Lista los tipos de movimientos disponibles 
nres Muestra el número de residuos 
prob Muestra las probabilidades de un estado discreto para un residuo dado 
Parámetros: 
r: número del residuo 
 
rorg (igual que en el menú principal) 
 
seq Muestra la secuencia (1 letra por aminoácido) de la estructura actual 
Menú man (comandos de manipulación manual) 
1ba Cambia un ángulo de 'bond' de un residuo 
Parámetros:  
r: número del residuo 
ba: ángulo a cambiar (número entero) 
 
1bt Cambia el ángulo de 'bond' y el torsional (r -> r+1) de un residuo 
Parámetros: 
r: número del residuo 
ba: ángulo de 'bond' a cambiar (número entero) 
ta:  ángulo de torsión a cambiar (número entero)            
 
1ta Cambia el ángulo torsional (r -> r+1) de un residuo 
Parámetros: 
r: número del residuo 
ta:  ángulo de torsión a cambiar (número entero 
1tb Cambia el ángulo de 'bond' y el torsional (r -1 -> r) de un residuo 
Parámetros: 
r: número del residuo 
ba: ángulo de 'bond' a cambiar (número entero) 
ta:  ángulo de torsión a cambiar (número entero) 
 




btb Cambia los ángulos 'bond' de r y r+1 y el torsional (r -> r+1) 
Parámetros: 
r: número del residuo 
ba1: ángulo de 'bond' a cambiar de r  (número entero) 
ta:  ángulo de torsión a cambiar (número entero) 
ba2: ángulo de 'bond' a cambiar de r+1  (número entero) 
 
dsj Cambio el estado discreto de un residuo. 
Si el residuo es 0, el último o penúltimo el comando aborta 
El comando cambia los ángulos 'bond' de r y r+1 y el ángulo  torsional (r -> r+1) a los 
valores por defecto de la tabla -ds- escogida 
Parámetros: 
r: número del residuo 
dscode: nombre (1 letra) del estado discreto 
 
 
rorg (igual que en el menú principal) 
 
sstr (igual que en el menú -io-) 
w2ic Escribe dos coordenadas internas para cada residuo: una es la almacenada y la otra la 
calculada a partir de las coord. cartesianas 
Se realiza un test para comprobar la consistencia entre las dos coord. 
Parámetros: 
fname: fichero de salida 














- Campo de fuerzas (modelos moleculares): Se refiere a la funcio n de forma y los 
para metros  que se establecen para calcular el potencial de energí a de un sistema 
de a tomos o de partí culas ‘de grano grueso’. Los campos de fuerzas se utilizan para 
simulaciones de meca nica molecular y dina mica molecular. Los para metros pueden 
ser derivados de trabajos experimentales o establecidos de forma teo rica.  
- Superficie de Energía potencial (PES):   Describe la energí a de un sistema, i.e. 
coleccio n de a tomos, en te rminos de ciertos para metros, normalmente la posicio n 
de dichos a tomos. La superficie puede definir la energí a como funcio n de una o 
ma s coordenadas. Si solo hay una coordenada, la superficie se llama curva de 
energí a potencial. La PES se utiliza como herramienta para el ana lisis de la 
geometrí a molecular y dina mica de reacciones quí micas.  
- Potencial efectivo: Se refiere a una expresio n matema tica que combina mu ltiples 
efectos un potencial simple. Se usa de forma comu n para el ca lculo de o rbitas de 
planetas y para ca lculos semi-cla sicos de sistemas compuestos por a tomos. 
Permite muchas veces reducir el nu mero de grados de libertad de dichos sistemas. 
- Potencial estadístico: Tambie n llamado  ‘knowledge-based potential’, es una 
funcio n de energí a basada en el ana lisis de estructuras de proteí nas conocidas. 
Existen muchos me todos para obtener dichos potenciales como la aproximacio n 
‘quasi-quí mica’ o el potencial de fuerzas medias. Los potenciales estadí sticos se 
utilizan como funciones de energí a en la evaluacio n de un conjunto de modelos 
estructurales producidos por modelaje por homologí a, así como en modelos de 
caminos de plegamiento de proteí nas.  
- Proteínas homólogas: Son aquellas cuyas secuencias de aminoácidos son 
similares entre si debido a que presentan un mismo origen evolutivo. En 
bioinformática se utilizan las proteínas homólogas para determinar qué partes de 




con otras proteínas. Esta información también se utiliza en modelaje por 
homología para predecir la estructura de una proteína una vez conocida la 
estructura de la proteína homóloga 
 - Frustración de la energía: La frustración en física estadística se trata de la 
incapacidad de un sistema de hacer mínimos todos los términos de la energía de 
simultáneamente. En el plegamiento de proteínas se introduce el principio de 
‘mínima frustración’. Este principio dice que la naturaleza ha escogido aquellas 
secuencias de aminoácidos de forma que el estado plegado de la proteína es muy 
estable. Igualmente, las interacciones entre aminoácidos a lo largo del proceso de 
plegamiento son reducidos de forma que la llegada al estado plegado se convierte 
en  un proceso muy rápido.  
- Volumen excluido: Se refiere a la idea que una parte de la cadena molecular no 
puede ocupar espacio que ya está ocupado por otra parte de la misma molécula. 
Esto hace, por ejemplo, que los extremos de una cadena en solución están en 
promedio más separados de lo que estarían si no existiera el fenómeno del 
volumen excluido.  
- Efecto estérico: En química orgánica, es un impedimento causado por la influen-
cia de un grupo funcional de una molécula en el curso de una reacción química. 
Existen diferentes clases: 1. Impedimento estérico: porque el volumen ocupado 
por una parte de la molécula impide que la otra parte reaccione; 2. Repulsión esté-
rica: porque un grupo de una molécula es aparentemente debilitado o protegido 
por grupos funcionales menos cargados o con carga eléctrica opuesta; 3.  Atracción 
estérica: cuando las moléculas tienes formas o geometrías optimizadas para sus 
interacciones 
 - Replication slippage: Es un mecanismo por el que se produce una expansión o 
contracción de  los trinucleótidos o dinucleótidos durante la replicación de ADN. 
Esto normalmente ocurre cuando se encuentran secuencias repetitivas de 
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