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Abstract
We propose a copula based method to handle missing values in
multivariate data of mixed types in multilevel data sets. Building
upon the extended rank likelihood of Hoff (2007) and the multinomial
probit model, our model is a latent variable model which is able to
capture the relationship among variables of different types as well as
accounting for the clustering structure. We fit the model by approx-
imating the posterior distribution of the parameters and the missing
values through a Gibbs sampling scheme. We use the multiple impu-
tation procedure to incorporate the uncertainty due to missing values
in the analysis of the data. Our proposed method is evaluated through
simulations to compare it with several conventional methods of han-
dling missing data. We also apply our method to a data set from a
cluster randomized controlled trial of a multidisciplinary intervention
in acute stroke units. We conclude that our proposed copula based
imputation model for mixed type variables achieves reasonably good
imputation accuracy and recovery of parameters in some models of
interest, and that adding random effects enhances performance when
the clustering effect is strong.
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1 Introduction
Multivariate analysis often involves understanding the relationship among
variables of different types. Our motivating data set is from the Quality in
Acute Stroke Care (QASC) study, which implemented a multidisciplinary
intervention to manage fever, hyperglycaemia and swallowing dysfunction
in acute stroke patients (Middleton et al., 2011). This study was one of the
largest rigorously evaluated clinical trials which showed that organised stroke
unit care significantly reduced death and disability among stroke patients.
There were 19 acute stroke units in New South Wales, Australia that par-
ticipated in the study, and they were randomly assigned to an intervention
group (10 units) and a control group (9 units). A pre-intervention and a
post-intervention cohort of patients were recruited , their demographic vari-
ables such as age, gender and marital status were obtained, and process of
care variables such as temperature, time from onset to hospital and length
of stay in hospital were recorded. The researchers were interested to see
if the implementation of the protocols reduced death and dependency, and
improved physical and mental health scores. The four primary outcome vari-
ables considered were: (1) modified Rankin Scale (an ordinal variable ranging
from 0 to 6, measuring the degree of disability or dependence in daily activ-
ities); (2) Barthel index (an ordinal variable ranging from 0 to 100, which
also measures performance in activities of daily living. It is usually reported
as a dichotomised variable with 60 or more and 95 or more as cut points);
(3) mean SF-36 mental component summary score; (4) mean SF-36 physical
component summary score. Mental and physical component summary scores
were measured on continuous scales between 0 and 100.
In the QASC study, all the four outcome variables had moderate amounts
of missing data and most of the explanatory variables had missing values as
well (Table 1). Ignoring all the patients with missing values, which is known
as complete case analysis, is a commonly used approach to handle missing
data but may lead to biased estimates and reduced statistical power. In other
words, the remaining cases may not be representative of the target popula-
tion if we ignore them completely. The smaller sample size also decreases
the power to detect significant treatment effects. Due to the potential for
positive dependence among units within the same cluster, this is especially
serious in multilevel data sets. Case-wise deletion reduces the sample size
of patients within hospitals and the number of hospitals at the same time if
any information at the hospital level is missing. As a consequence, both the
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Variable group Variable Names Variable Type Missing Percentage
Outcomes
modified Rankin Scale ordinal 9.48%
Bartell Index ordinal 15.14%
physical health score continuous 15.74%
mental health score continuous 15.74%
Allocations
hospcode indicator 0%
id indicator 0%
treatment binary 0%
period binary 0%
Demographic
gender binary 0%
age continuous 5.89%
marital Status nominal 14.8%
highest education level ordinal 15.95%
ATSI binary 17%
Process of
Care
time to presentation continuous 1.69%
length of stay count 4.53%
mean temperature continous 4.73%
Table 1: Summary of variables in the QASC
variations between and within hospitals may not be accurately estimated.
An alternative approach is to ‘impute’ missing values, so that after impu-
tation complete data analysis can be performed using standard software.
Some ad-hoc procedures include mean imputation and last observation car-
ried forward. More principled imputation methods are model-based, such as
joint modelling (Little and Rubin, 2002, chapter 11) and fully conditional
specification (Raghunathan et al., 2001; Van Buuren, 2007).
Current methods to handle missing data are potentially inadequate to
apply to the QASC study which is complicated by the clustering effect and
the mix of variable types. Hoff (2007) proposed using a semiparametric
copula model based on the extended rank likelihood to analyse multivariate
data of mixed types. We extend the work of Hoff (2007) by adding random
effects to introduce correlation among individuals within clusters. The model
in (Hoff, 2007) can only be used for continuous and ordinal variables, so we
consider a multinomial probit model to handle nominal variables. We then
evaluate our model by its ability to recover missing data and estimate the
true parameters in some models of interest in both a simulation study and a
real data study.
The structure of this manuscript is as follows. In section 2 we briefly
summarize some popular multivariate techniques to perform missing data
imputation and review the general Gaussian copula model and the extended
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rank likelihood for semiparametric copula estimation as discussed in Hoff
(2007). In section 3 we describe this extended rank likelihood with random
effects and combine the copula model with a multinomial probit model. We
outline our algorithm to impute missing data in a multilevel data set using
our proposed copula model. In section 4, we present and discuss the results
of our simulation and real data studies to evaluate our model. The proposed
model is compared against several conventional methods using readily avail-
able software packages. Section 5 provides concluding remarks and discusses
some future research.
2 Background of Missing Data Imputation
Let Y = (Yobs, Ymis) denote the ‘complete’ data, with observed part Yobs and
missing part Ymis. Let θ denote the parameter describing the ‘complete’
data Y . Throughout this paper we assume the data are Missing at Random
(MAR)(Rubin, 1976), meaning that the probability of missing an entry only
depends on the observed data, not on the entry value itself, so that infer-
ence about (Ymis, θ) can be made based on only the observed data Yobs, and
no extra effort is needed to model the missing data process (Schafer, 1997,
p.12). The MAR assumption cannot be tested except in artificial simulation
settings, however, it is a simplifying assumption which can be made more rea-
sonable by expanding the model to include more variables that are related
to the missing data. Data augmentation (Tanner and Wong, 1987) is often
used as a simulation based computational algorithm to approximate the joint
posterior distribution of p(θ, Ymis|Yobs). It draws Ymis from p(Ymis|Yobs, θ) and
θ from p(θ|Y ) iteratively. The θ can be treated as coming from the marginal
distribution p(θ|Yobs) and the Ymis can be treated as coming from p(Ymis|Yobs),
if our interest lies in filling in the missing values to create complete data sets.
2.1 Multiple Imputation
Having obtained guesses for the missing data from an imputation model
(which will be discussed further below), we cannot treat them as the ‘true’
data because of the uncertainty due to nonresponse. Rubin (1987) pro-
posed multiple imputation (MI) to obtain M independent draws of Ymis
from p(Ymis|Yobs) to create M complete data sets. Combining rules are then
applied to the parameter estimates from each of the M complete data sets
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to obtain a single inferential result, as follows.
Let Q be the target population quantity of interest, for example, the
coefficients of a regression model. Suppose qˆm is the point estimate of Q
from the mth imputed complete data set and wˆm is an associated measure of
sampling variance, m = 1, ...,M . Three quantities are required for inference
on Q:
q¯ =
1
M
M∑
m=1
qˆm
B =
1
M − 1
M∑
m=1
(qˆm − q¯)2
W¯ =
1
M
M∑
m=1
wˆm
(1)
The analyst uses q¯ as the point estimate of Q. The sampling variance of q¯
is estimated by T = W¯ + (1 + 1
M
)B. The total variance associated with q¯
is a function of the within imputation variance and the between imputation
variance.
Next we discuss common approaches to impute missing values.
2.2 Approaches to Generate Imputations for Missing
Values
A good imputation method aims to preserve relationships among survey vari-
ables of interest. The joint modelling (JM) approach usually assumes the
data follow an elliptical joint distribution, for example, a multivariate nor-
mal or a multivariate t distribution. For continuous variables, some trans-
formations may be needed to approximate the assumed distribution (Gold-
stein et al., 2009). Discrete variables are treated as if they were generated
from the underlying continuous variables and then discretized. Most soft-
ware packages implement the joint modelling approach by first transforming
any variables with missing values into responses that follow a multivariate
normal distribution. The transformed responses are then regressed against
the fully observed variables. The software packages that implement this ap-
proach include norm (Fox, 2013) and Amelia (Honaker et al., 2011) in R and
PROC MI in SAS. Other joint modelling techniques include loglinear models
and general location models specifically designed for categorical data and
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mixed data respectively (Little and Rubin, 2002). Another useful package
in R - pan (Schafer and Yucel, 2002) is designed to impute missing values
in panel data, assuming a multivariate Gaussian distribution with random
effects. Goldstein et al. (2009) further extended Schafer’s multilevel imputa-
tion model by allowing for multivariate response variables at all levels of a
data hierarchy, and used Box-Cox type normalizing transformations for con-
tinuous non-Gaussian responses. Although elliptical distributions allow for
parsimonious description of data, they are restrictive in the marginal distri-
butions which are fully determined by the parent joint distribution and are
restrictive in capturing complex dependencies among variables.
The fully conditional specification (FCS) (Raghunathan et al., 2001; Van Bu-
uren, 2007) approach breaks the joint model into a series of univariate regres-
sion models. Generalized linear models are often specified to accommodate
different types and shapes of variables as well as adding constraints among
variables. This method has been implemented by many software packages, for
instance, mice (Buuren and Groothuis-Oudshoorn, 2011) and mi (Su et al.,
2011) in R, ice in STATA (Royston et al., 2005) and a SAS-based software
IVEware (Raghunathan et al., 2002). To the best of our knowledge, there
are no available packages to implement the multilevel fully conditional speci-
fication except for the ‘mice.impute.2l.norm’ function in the mice package in
R, which fits mixed effects linear regression models for variables with miss-
ing values. Because of the lack of packages for practitioners, some authors
have investigated including indicator variables for clusters (Drechsler, 2015;
Eddings and Marchenko, 2011) in the imputation models or ignore the clus-
tering effects. The main criticism of the fully conditional methods, however,
is the lack of theoretical justification to ensure the univariate conditional
distributions converge to a proper joint distribution.
Several papers have compared JM and FCS MI, but there is no clear
conclusion under which circumstances practitioners should favour one over
the other. Lee and Carlin (2010) performed simulations under three missing
data mechanisms and their results showed that JM and FCS produce similar
results despite the data not being multivariate normal. Kropko et al. (2013)
not only assessed the accuracy of the coefficients fitted to models of interest,
but also the accuracy of imputed values. Their study found that FCS im-
puted more accurately for categorical variables than JM but the differences
were small for continuous variables. Zhao and Yucel (2009) studied the per-
formance of JM and FCS in multilevel settings, and showed using simulations
that FCS MI outperforms JM MI in having less bias, and when the intra-
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class corrlation is small, more accurate parameter estimates are obtained
from both JM and FCS.
2.3 Copulas
To provide more flexibility in the marginal distributions while at the same
time ensuring a proper joint distribution, we consider copula modelling ap-
proaches to impute missing values. The word ‘copula’ means ‘a link, tie,
bond’. In mathematics and statistics, it means joining together one-dimensional
distribution functions to form a multivariate distribution function. Specifi-
cally, the distribution functions for the random variables y1, ..., yp are F1(y1), ..., Fp(yp).
Sklar’s theorem (Sklar, 1959) shows that there always exists a function C,
such that, F (y1, ..., yp) = C(F1(y1), ..., Fp(yp)), where the function C is called
the copula function. Each of the variables is modeled by the marginal dis-
tribution Fl(yl) = ul, l = 1, ..., p, which is uniformly distributed, and their
dependence is captured by the copula function C. Copula modelling has
proven to be very powerful for modeling variables of different types and
shapes, when there is an underlying dependence among them. It adopts a
‘bottom-up’ strategy where the starting point is the marginal distributions
Fl, which are then glued together by the copula function C. In the ‘top down’
joint modelling approach, the marginal distributions are fully determined by
their parental joint distribution so that there is no flexibility to model them.
In addition, copula models guarantee the existence of a compatible joint
distribution which is not guaranteed by the fully conditional specification
approach. Existing models, like multinomial (ordered) probit models for (or-
dered) categorical data can be treated as special cases of copulas, because
the underlying latent variables corresponding to each category are assumed
to follow a multivariate Gaussian distribution (Chib and Greenberg, 1998).
In a copula model, the parameters are the marginal distributions Fl and
the copula function C. Pitt et al. (2006) developed a fully Bayesian estima-
tion procedure to model the joint distribution of both sources of parameters.
However, specifying each of the marginal distributions is labour intensive and
variables in real data sets may not be accurately represented without a large
number of parameters. Some authors suggested transforming the variables
using the empirical distribution Fˆl to get pseudo data (Genest et al., 1995)
and avoid the parametric estimation of marginal distributions. However,
this only applies to continuous variables. To link the discrete variables with
continuous latent variables, Hoff (2007) provided a simple way of analysing
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the correlation among variables with meaningful ordering (continuous and
ordered categorical variables), via the extended rank likelihood. This makes
use of the fact that the order of the underlying latent variable is consistent
with the observed data, and inference about the association parameters can
be drawn from the ‘rank-based’ latent variables through a simple paramet-
ric form. The extended rank likelihood has already been applied to other
closely related models, for example, a general Bayesian Gaussian copula fac-
tor model proposed by Murray et al. (2013) and a bifactor model considered
by Gruhl et al. (2013), can be treated as imposing a special structure on the
correlation matrix of a Gaussian copula.
Using the copula model as an imputation engine is relatively new but
has drawn some attention in the literature. Ka¨a¨rik and Ka¨a¨rik (2009) were
among the first authors to consider imputation using a Gaussian copula where
the missing data pattern was monotone. Lascio (2015) found that copula
based imputation from the Archimedian family compared favourably with
nearest neighbour donor imputation and regression imputation by the EM
algorithm. Hollenbach et al. (2014) compared the performance of imputa-
tion by the copula model using the extended rank likelihood approach (Hoff,
2007) with JM (as implemented in Amelia) and FCS (as implemented in
MICE) and concluded that the copula imputation approach maintained the
prediction accuracy at least as well as the other two approaches but with
faster convergence of the sampling algorithm.
3 Semi-parametric Gaussian copula model
3.1 The Extended Rank Likelihood with Random Ef-
fects
Among a variety of copulas, we focus on the Gaussian copula in this paper.
For further theoretical details of copulas, see Nelsen (2007) and for a good
summary of some applications of copulas, see Trivedi and Zimmer (2007).
Rather than assuming a Gaussian distribution on the data Y directly, the
Gaussian copula specifies a joint multivariate Gaussian distribution on the
corresponding latent variables as defined next. Let l = 1, ..., p denote the
index of the lth random variable. Then the lth latent variable is zl = Φ
−1(ul),
where ul = Fl(yl). That is, C(u1, ..., up|Γ) = Φp(Φ−1(u1), ...,Φ−1(up)|Γ) =
Φp(z1, ..., zp|Γ), where Φp(·|Γ) is the cumulative distribution function of the
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p-variate normal distribution, with mean zero and correlation matrix Γ. Note
that the Gaussian copula can reach the full range of pairwise correlation (-1,1)
and the parameters that need to be estimated only come from the correlation
matrix Γ.
Hoff (2007) derived a rank-based likelihood to estimate the correlation
matrix Γ so that there is no need to specify the marginal distributions Fl.
The idea is that since we know Φ−1(F (·)) is a monotone transformation, the
ordering of data Y provides partial information about what z should be, that
is, yi1l < yi2l implies zi1l < zi2l. Suppose we have in total N observations,
n = 1, ..., N . Observing y = (y1, ..., yN) tells us that z = (z1, ..., zN) must lie
in the set:
{
z ∈ RN×p : max{zhl : yhl < ynl} < znl < min{zhl : yhl > ynl}
}
.
Let ‘D’ denote the set of all possible z which is consistent with the ordering
of y. Then the event ‘z ∈ D’ can be treated as the observed event upon
which inference of Γ is made. The full likelihood can be decomposed as
p(y|Γ, F1, ..., Fp) = p(z ∈ D, y|Γ, F1, ..., Fp)
= p(z ∈ D|Γ)× p(y|z ∈ D,Γ, F1, ..., Fp).
(2)
Hoff (2007) proved that it is partial sufficient (in the sense of G-sufficient
and L-sufficient) to carry out inference about Γ based on the density p(Z ∈
D|Γ) and he referred to it as the ‘extended rank likelihood’. In doing so, we
lose the information about Γ from the density p(y|z ∈ D,Γ, F1, ..., Fp), but
we do not need to estimate the potentially complicated marginal distribu-
tion functions and the extended rank likelihood provides a more general and
flexible framework for joint modelling.
To take into account clustering effects, we extend Hoff’s work by adding
random effects to the Gaussian copula model at the latent variable level.
The idea is that the clustering of the observed data is carried through to the
latent variable level. Our model can be described as
zij|bi1 ∼ Np(bi1,Γ1), bi1 ∼ Np(0,Ψ1), (3)
where i = {1, ...,m} is the group index, j = {1, ..., ni} is the individual index
within group i, Γ1 is a correlation matrix and Ψ1 is a variance-covariance
matrix for zij and bi1. Both zij and bi1 are vectors of length p, because we
are considering l = {1, ..., p} variables jointly. In this model, the parame-
ters that need to be estimated are in (Γ1,Ψ1), which can be thought of as
splitting the total correlation into two parts, the variability within groups
and the variability between groups. However, like any model that relies on
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the ordering of the data but not their magnitude, model (3) suffers from an
identifiability problem without constraints on Γ1. To see this, if we shift the
location of the latent variable zl by µl and scale it by σl, the model remains
unchanged because the new latent variables satisfy the order of the observed
data as well. The extended rank likelihood contains only the information
about the relative ordering of z but no information about their location and
scale. To solve the identifiability problem of scale, we fix Γ1 to be a correla-
tion matrix instead of a covariance matrix. In other words, there is no need
to estimate the variances of z conditional on the random effects, so we fix
them as 1. Because the marginal distributions of z have mean equal to 0,
there is no identifiability issue for location. We will briefly describe how to
add covariates in the discussion section so that the mean of z is no longer 0.
3.2 Copula Model for Mixed Type Variables
Notice that the extended rank likelihood described above only applies to con-
tinuous and ordinal variables, since it makes no sense to consider meaningful
numeric values for nominal variables (categorical variables without order-
ing). To include nominal variables in the copula model as well, we consider
a multinomial probit model (Aitchison and Bennett, 1970; Chib and Green-
berg, 1998) which can be treated as a Gaussian copula. The idea is to relate
a nominal variable to a vector of latent variables which can be thought of as
the unnormalized probabilities of choosing each of the categories. Suppose a
single nominal variable y has K categories, and we define K − 1 latent vari-
ables for unit i as wi = (wi1, ..., wi,K−1) which follow a multivariate Gaussian
distribution. Since all the variables appear on one side and we model them
jointly, there are no covariates as predictors for now, therefore we only in-
clude the intercept term β vector to represent the relative differences between
each category 1, ..., K − 1 compared with the baseline category K. To add
a second level to the hierarchy, again we have the random effects bi2 in the
model
wij =β + bi2 + ij
bi2 ∼NK−1(0,Ψ2), ij ∼ NK−1(0,Γ2)
yij =
{
k if wijk > wijk′ and wijk > 0, for k
′ 6= k
K if wijk < 0, for all k = 1, ..., K − 1.
(4)
The rule of deciding the category is a mapping from the latent variables
vector to the observed category. The category k = 1, ..., K − 1 is observed
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if the kth element of the vector wi is the largest and greater than 0; the last
category K is observed if the largest element in wi is smaller than 0. We also
fix the diagonal elements of Γ2 equal 1 to be identifiable.
To provide a unified framework of multivariate analysis for mixed type
variables, we combine model (3) for variables with ordering and model (4)
for variables without ordering as follows
zij|bi1 ∼ Np(bi1,Γ1), wij ∼ NK−1(β + bi2,Γ2),
bi = (bi1, bi2) ∼ Np+K−1(0,Ψ),Ψ =
(
Ψ1 Ψ12
Ψ21 Ψ2
)
,
(zij, wij)|bi ∼ Np+K−1((0, β) + bi,Γ),Γ =
(
Γ1 Γ12
Γ21 Γ2
)
.
(5)
The correlations between variables y1, ..., yp and yp+1 are modelled through
the off-diagonal matrices Ψ12 and Γ12 at the group level and the individual
level respectively. Since both Γ1 and Γ2 have diagonal elements fixed to be
1, the big matrix Γ is an identifiable correlation matrix.
3.3 A Gibbs Sampler
A Gibbs sampling scheme is constructed to approximate the joint poste-
rior distribution p(β,Ψ,Γ, b, z, w, ymis|yobs) where the unknown quantities in
model (5) are the parameters (β,Ψ,Γ) and the latent variables (b, z, w) as
well as missing data ymis. A simple conjugate prior does not exist for a corre-
lation matrix, and we follow the idea in Hoff (2007) of employing a parameter
expansion approach (Liu and Wu, 1999) to facilitate the MCMC sampling.
Specifically, we put an Inverse Wishart prior on the matrix Γ˜ which is the
semi-conjugate prior in a multivariate Gaussian sampling model. Then the
full conditional distribution of Γ˜ can be derived analytically. After updat-
ing Γ˜ in each iteration, we rescale it to be a correlation matrix Γ. For ease
of computation, we put an improper flat prior on β and a semi-conjugate
Inverse Wishart prior on Ψ, where the hyperparameters are the degrees of
freedom ν and the scale matrix Λ
p(β) ∝ 1,
Ψ ∼ Inv Wishart(ν1,Λ1),
Γ˜ ∼ Inv Wishart(ν2,Λ2).
(6)
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Under these priors, it is straightforward to derive the full conditional
distributions for the parameters (β,Γ,Ψ) as follows
1. p(β| . . . ) ∼ N( 1
N
∑m
i=1
∑ni
j=1(wij−b2i−Γ21Γ−11 (zij−bi1)), 1N (Γ2−Γ21Γ−11 Γ12));
2. p(Γ˜| . . . ) ∼ Inv Wishart(ν1 − 1 + N,Λ1 +
∑m
i=1 
T
i i), where i =
(zi, wi)− (0, β)− bi
Γ[g,h] = Γ˜[g,h]/
√
Γ˜[g,g]Γ˜[h,h], g, h = 1, ..., p, Γ is rescaled from Γ˜ after each
sampling;
3. p(Ψ| . . . ) ∼ Inv Wishart(ν2 +m,Λ2 +BTB), where B = (b1, ..., bm).
From the joint Gaussian distribution of (z, w), we can derive the fol-
lowing conditional distributions for the latent variables z, w, b:
4. p(zij| . . . ) ∼ N(b1i + Γ12Γ−12 (wij − β − bi2),Γ1 − Γ12Γ−12 Γ21);
5. p(wij| . . . ) ∼ N(β + b2i + Γ21Γ−11 (zij − bi1),Γ2 − Γ21Γ−11 Γ12);
zij and wij should be sampled from a truncated Gaussian distribution
and a Gaussian distribution under the observed category constraint
respectively, see below for details.
6. p(bi| . . . ) ∼ N(Ui(Γ−1⊗1Tni)vec((zi, wi)−(0, β)), Ui),where Ui = (Ψ−1+
niΓ
−1)−1.
The operator ⊗ is the Kronecker product and vec() is the operator that
vectorizes a matrix by stacking its columns. Updating the latent variable z
is achieved by sampling from a truncated multivariate Gaussian distribution,
where the lower and upper bounds for each single entry zijl are determined
by: lw = max(zhl : yhl < yijl) and up = min(zhj : yhj > yijl) respectively,
and h is the index that searches over all the rows in the lth variable. For
example, the lower bound for zijl is the maximum value of the latent variable
z in the lth column whose corresponding y is smaller than yijl and the upper
bound can be defined accordingly. Updating the latent variable w is achieved
by sampling from a multivariate Gaussian distribution under the constraint
of the observed category by an acceptance and rejection algorithm (Albert
and Chib, 1993). Specifically, we sample a w vector from the multivariate
Gaussian distribution and accept this draw if and only if the maximum ele-
ment of w occurs at the place of the observed category and is greater than 0,
12
or all the elements in w are smaller than 0 and we observe the reference cat-
egory K. We continue to sample w until a draw is accepted. When there are
missing values in (y1, ..., yp), the lower and upper bounds in z are undefined,
and/or any missing value occurs in yp+1, the observed category in yp+1 does
not exist. In these cases, we just sample z and/or w from the multivariate
Gaussian distributions without the constraints.
To sample missing values for variables with ordering, we apply the mono-
tone transformation on z: yijl = Fˆ
−1
l [Φ(zijl)], l = 1, ..., p, where Fˆl is the
univariate empirical distribution function of variable yl. To sample the miss-
ing values in nominal variables, we choose the category corresponding to the
largest element in w if it is greater than 0, and choose the reference category
if the largest element in w is smaller than 0.
4 Simulations and Real Data Analysis on the
QASC
We evaluated the performance of the proposed model through two simula-
tion studies: (i) simulated artificial data with missing values and (ii) the
QASC data set with randomly deleted records. We compared the proposed
imputation model with other commonly used procedures to treat missing
data.
4.1 Simulation Based on Artificial Data
We generated 100 complete multilevel data sets with correlated variables of
different types, and then deleted some entries under the MAR assumption.
The total number of clusters in each data set was 20, the cluster size was
50, and the five variables X1, X2, X3, X4, X5 had Gamma, binary, nominal,
ordinal, and normal distributions respectively. The variable X1 followed a
skewed Gamma distribution: X1 ∼ Gamma(3, 0.5). We assumed all the
subsequent variables were generated depending on the previous ones, to in-
troduce correlation among variables. Specifically, X2 was a binary variable
such that logit(pX2) = X1 + ij, where pX2 is the probability that X2 equals
1 and ij ∼ N(0, 1). The nominal variable X3 had 4 categories and was
generated by a multinomial probit model, so that 3 latent variables were
needed: (lX3,1, lX3,2, lX3,3) ∼ N((X1, x2)BX3 , CX3), where BX3 is a randomly
generated coefficient matrix of dimension 2 × 3 and CX3 is a correlation
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matrix of dimension 3 × 3. The category in X3 was chosen to be k (for
k=1,2,3) if lX3,k was the largest component and was greater than 0; and
was chosen to be 4 if max(lX3) < 0. Because we aimed to create a data
set with a multilevel structure, we let the ordinal variable X4 be generated
from a random intercept model, lX4 = bX4,i + X1 + X2 + βX3X3 + ij, with
ij ∼ N(0, 1), bX4,i ∼ N(0, ρX4), and βX3 a vector of length 3, correspond-
ing to the 3 categories in X3. Three thresholds were used to determine
four levels, they were the 20%, 30%, 50% quantiles of lX4 . Lastly, the nor-
mally distributed variable X5 was also generated from a random intercept
model, X5 = bX5,i + X1 + X2 + βX3X3 + βX4x4 + ij, where ij ∼ N(0, 1),
bX5,i ∼ N(0, ρX5), and βX3 and βX4 are vectors of length 3.
To create missing data under the MAR assumption, we assumed X5
was completely observed and that the probabilities of missingness in Xj
(j = 1, ..., 4) depended on X5. Specifically, let pmis,ij be the probability
that observation i is missing its value for the Xj variable and we assumed
that logit(pmis,ij) = αjX5. By adjusting the parameters αj, we can control
the missingness in each variable.
We varied the parameters that generated the data to consider different
scenarios: (1) missing rates for each variable from low (10%), median (30%)
to high (50%); (2) clustering effect from low (ρX4 = ρX5 = 0.2) to high (ρX4 =
ρX5 = 1), corresponding to intra-class correlation coefficients of 0.17 and 0.5
respectively. In the imputation step, we set the number of imputations to be
M = 10 (Graham et al., 2007).
4.2 Simulation Results Summary
To compare the performance of the proposed method with others, we consid-
ered six competing methods, some of which have already been implemented
in some software packages. These methods are listed in Table 2. We used
the package mitools in R (Lumley, 2014) to implement the combining rules
(1) after M complete data sets had been generated.
The assessment of the relative performance of each method was based
on the comparison of the imputation accuracy as well as the 95% coverage
rates of the coefficients in the following random intercept logistic regression
as a model of interest. We chose this model arbitrarily, and believe that the
results would also hold for other models of interest.
For each of the 100 simulated complete data sets, we fitted the model
logit(p(X2 = 1)) = bi + β0 + β1X1 + β2X3,2 + β3X3,3 + β4X3,4, bi ∼ N(0, σ2).
14
Method Description Software Package
Complete Case Analysis
(Cluster CC )
Fits an analyst’s model by using
the fully observed cases only.
NA
Joint modelling ignoring
clustering effects
(JM )
A multivariate Gaussian distribu-
tion is used to approximate the
joint distribution of data.
Amelia (Honaker et al., 2011)
Fully conditional specifica-
tion ignoring clustering ef-
fects (FCS )
The sequential method fits gener-
alized linear models to each of the
variables with missing values and
iterates among these variables to
approximate the joint distribu-
tion.
mi (Su et al., 2011)
Joint modelling with clus-
tering effects
(Cluster JM )
A multivariate Gaussian distribu-
tion is specified for all the vari-
ables with missing values, re-
gressed against the completely
observed variables as covariates
with random effects.
pan (Schafer and Yucel, 2002)
Fully conditional specifica-
tion with clustering effects
(Cluster FCS )
Adds random effects to each of
the univariate regression models
in the fully conditional specifica-
tion method.
lme4 (Bates et al., 2014)
Copula model ignoring clus-
tering effects
(Copula Hoff )
Fits the extended rank likelihood
copula.
sbgcop (Hoff, 2007)
Copula model with cluster-
ing effects
(Cluster Copula)
Our proposed method. See supplementary materials.
Table 2: Summary of different methods to handle missing data used in sim-
ulations.
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We used the glmer() function in the lme4 package in R to obtain parameter
estimates for β = (β0, β1, β2, β3, β4). These are our ‘true’ parameter val-
ues. After deletion of records by MAR, we applied each of the missing data
methods listed in Table 2, and calculated point and variance estimates for β,
using the combining rules. We reported the average of the squared bias of
the coefficient estimates over the 100 data sets as well as the coverage rates
of 95% confidence intervals.
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Table 3 summarizes the results of the simulation experiments under the
three missingness rates (10%, 30% and 50%) using the seven methods, when
the ICC used to generate the variables X4 and X5 is 0.17. When the miss-
ingness rate is 10%, all the approaches give reasonably good results in terms
of achieving the nominal coverage rate - 95%, though CC and the two joint
modelling approaches (JM and Cluster JM ) do worse than the others. A pos-
sible reason for this is that in the joint modelling approaches, multivariate
Gaussian distributions were specified and this is clearly not true in our data
generating process, whereas in the sequential imputation approaches (FCS
and Cluster FCS ) more flexible univariate imputation models were allowed
to best accommodate different variable types. For the copula-based meth-
ods, the empirical distribution function transformations were applied before
fitting a multivariate Gaussian distribution on the latent variable scale where
the dependence among the variables was captured. In addition, the squared
bias increases with an increase in missingness rate as expected. With a mod-
erate to high level of missingness, Cluster FCS and our proposed method
(Cluster Copula) tend to outperform FCS and Copula Hoff. While all the
methods suffer from under-coverage when the missing rates are 30% and
50%, CC seems to be the worst, producing the most biased results. The
results meet our expectation because as the percentage of missing data in-
creases, there is less observed data available to capture the complex depen-
dency among variables. Under the MAR assumption, CC causes the most
biased results by only using the complete records while its alternatives make
use of all the observed data.
Table 4 is similar to Table 3 except that the performance is evaluated at
ICC=0.5. In other words, the data sets exhibit higher levels of clustering.
Compared to the results in Table 3, the results are worse across all methods
for the higher ICC value. The imputation methods which take into account
clustering effects almost always do better than their counterparts, which
is not that obvious in Table 3 when ICC=0.17. Conditional imputation
methods do better than joint modelling approaches, and the two copula-based
methods tend to achieve the best results, for almost half of the simulation
settings with the smallest squared bias.
We also compared the imputation accuracy. That is, for each data value
we calculated the discrepancy between the average of the 10 imputed values
and the before-deletion true values. Note that this comparison is not ap-
plied to the CC method. The Euclidean distance was used to measure the
imputation accuracy in the continuous variable X1 and the ordinal variable
18
X3:
1
10
∑10
m=1
∑N
i=1(Xi,true−X(m)i,imp)2
#miss X
, and the misclassification rate was used to
measure the imputation accuracy in the binary variable X2 and the nominal
variable X4: 1− 110
∑10
m=1
∑N
i=1 1(Xi,true=X
(m)
i,imp
)
#miss X
.
Figure 1 shows the results of the imputation accuracy for each simulation
study. The points are the means of the Euclidian distances/misclassification
rates over the missing observations in a single data set, and the error bars
show the 5% and 95% quantiles over the 100 data sets. For variable X1
which follows a Gamma distribution, there is not much difference in im-
putation accuracy over the six methods. For the nominal variable X3 our
proposed Cluster Copula method always performs the best except for the
top-left panel, while the JM approach is always the worst. The misclassifi-
cation rates for the binary variable X2 are smallest in all the scenarios when
using our proposed Cluster Copula model but do not differ much from those
of the other methods. The misclassification rates for the ordinal variable X4
are again highest for JM and the rates for the copula-based methods are
smaller than the others when the missing rates are 30% and 50%. Gener-
ally speaking, the copula based methods tend to impute more accurately for
categorical variables but also do no worse than other methods for contin-
uous variables. The joint modelling methods, especially JM, give the least
accurate imputation as the multivariate Gaussian distribution assumption
does not hold. As the missingness rate and/or ICC increase, all the methods
for every variable perform comparatively worse in terms of having a larger
disparity compared with the true values and higher misclassification rates,
but the patterns of relative performance between the six methods remains
broadly the same.
4.3 Simulation Based on the QASC Data Set
We also ran simulation studies using the QASC data set to evaluate our
proposed method and other competing methods. Here we treated all the
complete cases in the QASC data set (75.34% of the original data set) as
the ‘true’ data, and sub-sampled 300 patients, 100 times to create 100 sub
data sets. Then for each of the sub data sets, missing values were created,
trying to mimic the missing data pattern in the original data set. We dis-
tinguish between the demographic variables which we treat as MCAR and
the process of care variables which we treat as MAR. Specifically, for the
demographic variables: ‘ATSI’, ‘age’, ‘education’ and ‘marital status’, val-
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Figure 1: Prediction accuracy of the simulated data sets, with the points
stand for the means of the Euclidian distances/misclassification rates, and
the error bars stand for the 5%− 95% quantiles over the 100 data sets.
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ues were randomly deleted to roughly match the missingness percentages in
Table 1. For the process of care variables and outcome variables, we as-
sumed their missingness depended on the completely observed variables. A
missing indicator variable was associated with every variable with missing
data which equaled 1 if an entry was missing. For the missing indicators,
we fitted logistic regression models on the original data set for ‘time taken
to hospital’, ‘mean temperature’, ‘modified Rankin Scale’, ‘Bartell Index’,
‘physical health score’ and ‘mental health score’ respectively against ‘gen-
der’, ‘period’ and ‘treatment’, and the probabilities of missingness for the
sub-sampled data sets were decided by the predicted values of these logistic
regression models. We noticed that 9.39% of ‘Bartell Index’, ‘physical health
score’ and ‘mental health score’ were missing together, and we also took this
into account when creating missing data.
The relative performance for each method was also compared based on
the average imputation accuracy and the squared bias and 95% coverage rate
of interval estimates of parameters for some models of interest. Ten impu-
tations were created for all the six imputation methods. The accuracy is
shown in Table 5. All the discrepancies between the imputed values and the
true values were measured by Euclidean distance except for the nominal vari-
ables ‘marital status’ and ‘ATSI’ which used the misclassification rates. Our
proposed imputation model achieves the smallest disparity more than half
of the time (7/11) and Copula Hoff is superior in performance to the other
four methods. It is interesting to note that joint modelling methods perform
better than their FCS counterparts (JM vs.FCS and Cluster JM vs.Cluster
FCS ) and adding clustering effects enhances the imputation accuracy.
The models of interest are based on the models fitted in Middleton et al.
(2011). They fitted logistic regression models for the dichotomous outcomes
- ‘Bartell Index’ with cut points equal to 60 and 95, and ‘modified Rankin
Scale’ with cut point equaled to 2; and linear models for the continuous vari-
ables ‘physical health score’ and ‘mental health score’, including as predictors
the variables ‘treatment’, ‘period’ and the interaction between ‘treatment’
and ‘period’. The models are
21
Variable JM FCS Cluster JM Cluster FCS Copula Hoff Cluster Copula
time taken to hospital 349.87 368.66 144.57 224.46 145.82 135.22
education 2.69 4.3 2.74 3.79 2.79 2.69
age 336.37 511.35 301.54 249.43 290.48 254.84
modified Rankin Scale 2.78 5.12 2.84 4.16 2.87 2.72
Bartell Index 535.38 849.1 594.52 654.67 548.47 443.1
physical health score 163.23 302.81 177.68 186.11 171.54 161.42
mental health score 286.34 451.16 260.27 344.57 253.36 241.71
length of stay 126.4 350 172.88 196.01 169.54 158.15
mean temperature 0.19 0.27 1.83 0.19 0.14 0.13
marital status 0.51 0.61 0.53 0.55 0.46 0.5
ATSI 0.014 0.122 0.015 0.02 0.027 0.024
Table 5: Imputation accuracy in QASC with randomly deleted records, mea-
sured by the average Euclidean distances between the imputed values and
the true values for the first nine variables and misclassification rate for the
last variable.
logit(mrs2) = bi + β0 + β1period+ β2treatment+ β3treatment ∗ period,
logit(bi60) = bi + β0 + β1period+ β2treatment+ β3treatment ∗ period,
logit(bi90) = bi + β0 + β1period+ β2treatment+ β3treatment ∗ period,
mcs = bi + β0 + β1period+ β2treatment+ β3treatment ∗ period+ ,
pcs = bi + β0 + β1period+ β2treatment+ β3treatment ∗ period+ .
The coefficient β3 and its p-value were used to see if the pre-post change in the
intervention group was statistically significant to the change in the control
group. All the models included a random intercept term, bi, to capture the
clustering effects.
We first fitted the five models of interest on the completely observed pa-
tients in each of the 100 sub data sets, and obtained the parameter estimates
β = (β0, β1, β2, β3) and treated them as the true values. Then the parameter
estimates from all the seven competing methods were compared against the
true parameters, and the 95% coverage rates were obtained from the 100
repetitions. The results are reported in Table 6. The CC approach has the
largest bias and the smallest coverage rate. This is not unexpected because
the missing data were generated under the MAR assumption and by CC
22
only about 40% of the data were used to fit the models so that the coefficient
estimates are biased with large uncertainty. The proposed method Cluster
Copula and Copula Hoff outperform the other methods with Copula Hoff
doing marginally better than Cluster Copula for the first and second logistic
models ‘mrs2’ and ‘bi60’, and Cluster Copula doing better for the fifth lin-
ear model for ‘pcs’. There is little difference between the two copula based
methods, because the clustering effects were small in the QASC data set
(ICC in the models of interest lay between 0.009 and 0.026), and only one
nominal variable (marital status) was considered in the imputation models
but did not enter into the models of interest later. In other words, taking
the clustering effect into account and giving special treatment to the nominal
variable does not affect the inference too much in this case. However, we do
observe that when ICC is higher in the variable ‘pcs’, our proposed model
achieves better imputation accuracy.
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4.4 Application to QASC Data Set
We now apply our proposed method to impute missing data in the original
QASC data set with a total of 1480 patients. Unlike in Section 4.3 where we
deliberately deleted some records so that we knew the true values, we do not
know the true missing values here and therefore cannot measure imputation
accuracy. We check the imputation quality by using diagnostics discussed
in Abayomi et al. (2008) and Su et al. (2011). Specifically, we examined
the trace plots of the parameters and convergence in our proposed model
(not shown here) and plotted the univariate densities/frequencies of the fully
observed values (in black) and the average imputed values (in six colors) for
some variables (see Figure 2). All the imputation methods generally agree
with the complete data for the continuous variables ‘length of stay’ and ‘age’
and there are small disagreements for the variables ‘mental health score’ and
‘physical health score’. The imputed values seem to be more spread out
for ‘Bartell Index’ than the observed data which is concentrated around 0.
Overall, the frequencies of the categorical variables match the observed data
with a few exceptions, for example, FCS imputes significantly more at level
4 for ‘Marital status’; and JM does not have any imputed values that fall
into level 6 for ‘Modified Rankin Scale’. The departure from the observed
data does not necessarily mean the imputation is poor, rather it may mean
that the distribution of the missing data is different from what is observed,
probably because of the missing data process is MAR rather than MCAR,
lack of fit in the imputation model, etc.
We also report the point estimates of coefficients as well as the standard
deviations and p-values of the five models of interest in Table 7, by CC and
the six imputation methods. While there are differences in the parameter
estimates, the p-values across all the methods generally agree with each other,
leading to the same clinical conclusions. There are some exceptions, for
example in the random intercept logistic regression model for ‘Bartell Index
60’, the coefficient of the interaction term β3 is significant at the 0.1 level
for the methods CC, FCS and our proposed Cluster Copula method, but
significant only at the 0.05 level for the methods JM, Cluster JM, Cluster
FCS and Copula Hoff.
25
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Figure 2: Univariate densities/frequencies of the fully observed values (in
black) and the average imputed values (in six colors) of eight variables in the
original QASC data set.
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5 Discussion
In this paper, we developed a copula based imputation model for multi-
level data sets with mixed data. Copula based imputation models have a
sound theoretical foundation and we have shown through simulations that
copula based imputation models achieve reasonably accurate predictions of
the missing values and recovery of parameters in some models of interest.
The copula based imputation models outperform the competing meth-
ods, especially when the variable distributions depart from normality. We
also recommend taking into account clustering effects to incorporate infor-
mation from the grouping structure in the analysis. This is confirmed from
our simulation results, that when the ICC is high, imputation models with
random effects added achieve better results.
One extension to our models is to add some ‘fixed’ covariates. For the
copula models in Section 3, all the variables appear on one side of the equa-
tions in (5) and we model their relationship through the correlation matrices
on the latent variable scale. But it is often of interest to see both the relation-
ship among variables on the response side and the relationship between the
responses and some covariates. For example in the QASC data set, ‘treat-
ment’ is fixed by design at hospital level, so we can treat it as a regressor. By
doing so, the treatment effects on some process of care variables can be de-
tected directly through the copula model on the latent variable scale. Here
we consider variables with ordering, and extension to nominal variables is
straightforward. Let i = 1, ...,m be the group index, j = 1, ..., ni be the indi-
vidual index within group i, and l = 1, ..., p be the variable index. Suppose
the first k variables have common covariates xi1, ..., xiq at the group level,
in other words, they are fixed within group i. The correlation matrices for
residual and random effects bi are Γ and Ψ respectively as before, but the
mean of the latent variables z is no longer zero. Again we use the monotone
transformation zijl = Φ
−1(F (yijl)) to obtain the extended rank likelihood,
then the model becomes:
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zij ∼ N(bi + xi(β, 0),Γ), bi ∼ N(0,Ψ)
m
(zij1, ..., zijk, ..., zijp) ∼ N
(
bi + (xi1, ..., xiq)
β11 · · · β1k 0 · · · 0... ... ... ...
βq1 · · · βqk 0 · · · 0
 ,Γ))
(7)
It is straightforward to derive the full conditional distributions for the Gibbs
sampler, and we omit the details here.
Choosing the form of copula is another issue which is a critical yet com-
plicated task. Kole et al. (2007), Trivedi and Zimmer (2007) provide some
guidance on choosing among existing copulas or creating new families of cop-
ulas. In this paper, we focused on the Gaussian copula because it is easy to
extend to higher dimensions and computationally convenient. However, the
main drawbacks of the Gaussian copula are the symmetry assumption and
absence of tail dependence (Demarta and McNeil, 2005). Therefore, some
goodness-of-fit tests should be examined to check for a need to use other
forms of copulas, for example, a (mixture of skewed) t-copulas.
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