A model-based task transfer learning (MBTTL) method is presented. We consider a constrained nonlinear dynamical system and assume the availability of state-input pair datasets which solve a task T 1. Our objective is to find a feasible state-feedback policy for a second task, T 2, by using stored data from T 1. Our approach applies to tasks T 2 which are composed of the same subtasks as T 1, but in different order.
I. INTRODUCTION
Control design for systems repetitively performing a single task has been studied extensively. Such problems arise frequently in practical applications [1] , [2] and examples include autonomous cars racing around a track [3] - [5] , robotic system manipulators [6] - [9] , and batch processes in general [10] . Iterative learning controllers (ILCs) aim to autonomously improve the closed-loop performance of a system with each iteration of a repeated task. ILCs are initialized using a suboptimal policy, and at every subsequent task iteration the system uses data from previous iterations to improve the performance of the closed-loop system.
However, the ILCs are not guaranteed to be feasible, let alone effective, on tasks even slightly varied from the original task. Typically, if the task changes, a new ILC must be trained from scratch. This can be problematic for two reasons: (i) it can be very difficult to design a suboptimal policy for complex tasks with which to initialize an ILC algorithm [11] - [13] , and (ii) if a suboptimal policy is found, the ILC convergence to a locally optimal trajectory may be slow, depending on how suboptimal the initial policy is.
Task transfer learning refers to methods that allow controllers to make use of their experience solving a task to efficiently solve variations of that task. These approaches aim to reduce computation or convergence time, with respect to planning from scratch (PFS), when designing a reference trajectory for a task that is similar to previously seen tasks.
The authors in [14] propose running a desired PFS method in parallel with a retrieve and repair (RR) algorithm that adapts trajectories collected on previous tasks to those of *This research was sustained in part by fellowship support from the National Physical Science Consortium and the National Institute of Standards and Technology. 1 Charlott Vallon, and Francesco Borrelli are with the Department of Mechanical Engineering, University of California, Berkeley, Berkeley, CA 94701, USA {charlottvallon, fborrelli} @ berkeley.edu the new task. In [15] , environment features are used to divide a task and create a library of trajectories in relative state space frames. In [16] , a locally optimal controller is designed from Differential Dynamic Programming (DPP) solutions from previous iterations using k-nearest neighbors. While these methods decrease planning time, they verify or interpolate saved trajectories at every time step which might be inefficient.
The authors in [17] propose piecing together trajectories corresponding to discrete system dynamics only at states of dynamics transition, rather than at every time step. However, this method only applies to discontinuities in system dynamics, and does not generalize to other task variations.
Task transfer learning is also well-explored in the featurebased reinforcement learning (RL) literature, where methods attempt to transfer policies by considering shared features between tasks. The authors of [18] estimate the reward function of a new task by using a set of transition sample states from a previous task. However, this only applies for tasks that have different reward functions, but are otherwise identical. In [19] , a method to learn a model-free mapping relating shared features of two tasks is proposed, and uses probability trees to represent the probability that actions taken in a previous task will also be useful in the new task. Similar strategies are proposed in [20] , [21] . The authors in [22] propose learning a feature-based value function approximation in the space of shared task features. The learned function then provides an initial guess for the new task's true value function, and can be used to initialize an RL method. But these mappings must be learned and applied separately for each saved state, scaling poorly to long horizon tasks. Furthermore, these methods offer no guarantees for safety in the new task.
In this paper, a Model-Based Task Transfer Learning (MBTTL) algorithm is presented. We consider a constrained nonlinear system and assume that a dataset of state and input pairs that solve a task T 1 is available. The dataset can be stored explicitly (for example, by human demonstrations [23] or an ILC) or generated by roll out of a given policy (for example, a hand-tuned controller). Our objective is to find a feasible policy for a second task, T 2, by using stored data from T 1. Specifically, MBTTL applies to tasks T 2 composed of the same subtasks as T 1, but in different sequences. In the first part of this paper we formally introduce the definition of subtask and provide examples of MBTTL in the fields of autonomous cars and manipulators.
The contributions of this method are twofold. First, we present the MBTTL algorithm. MBTTL improves upon past work by reducing the complexity to adapt policies from T 1 to the new task T 2. Specifically, MBTTL breaks tasks into different modes of operation, called subtasks. The policy is adapted to T 2 only at points of subtask transition, by solving one-step reachability problems.
Second, we prove that when MBTTL is applied to linear systems with convex constraints, the output policies are feasible for T 2, and reduce iteration cost compared to PFS. Next we start by formally defining the MBTTL problem.
II. PROBLEM DEFINITION

A. Tasks and Subtasks
We consider a system
where f (x k , u k ) is the dynamical model, and X and U are the state and input constraint sets, respectively. The vectors x k and u k collect the states and inputs at time step k.
A task T is an ordered sequence of M subtasks
where the ith subtask S i is the four-tuple
X i ⊆ X is the subtask workspace and U i ⊆ U the subtask input space. O i ⊆ X i is the subtask obstacle space. R i represents the set of transition states and inputs from the current subtask S i workspace into the subsequent one S i+1 workspace:
where T j [1→i] is the duration of the first i subtasks during the j-th task iteration. When the state reaches a subtask transition set, the system has completed subtask S i , and it transitions into the following subtask S i+1 . The task is completed when the system reaches the last subtask's transition set, considered to be the control invariant target set for the task.
After J successful executions of task T , we define the sampled safe state set and sampled safe input set as:
SS J [1→M ] contains all states visited by the system in all previous successful iterations of task T , and SU J
[1→M ] the inputs applied at each of these states. Thus, for any state in SS J
[1→M ] there exists a feasible input sequence contained in SU J
[1→M ] to complete the task while satisfying constraints. We also define the sampled cost set
where q j is the vector containing the costs associated with each state and input pair (x, u) of the j-th task iteration, calculated according to the user-defined cost function Q:
].
q j k ≥ 0 is the realized cost-to-go from state x j k at time step k of the j-th task execution.
B. Safe-Set Based Policies
The sets
, and SQ J [1→M ] induce policies to control the system in a task execution.
1) Interpolated Policies: For linear systems with convex constraints, we can define an interpolated policy. At a state x in the convex hull of SS J
[1→M ] , we first solve the LP where λ = [λ 1 0 , . . . , λ 1
]. Q(·) interpolates the realized cost-to-go over the safe set.
Let λ * be the optimal solution to (13) . Then
The interpolated based policy (13) and (14) computes the control input as a weighted sum of stored inputs.
2) MPC-based Policies: For nonlinear systems, we can define an MPC-based policy as
where h(x, u) is a chosen stage cost. Problem (15) searches for an input that controls the current state x to the state in the safe state set with the lowest cost-to-go. The policy prediction horizon can be extended as necessary.
Next we provide two examples for how to formulate tasks using the introduced task-subtask notation.
C. Task Formulation Example 1: Autonomous Racing
Consider an autonomous racing task, in which a vehicle is controlled to minimize lap time driving around a race track with piecewise constant curvature ( Fig. 1 ). We model this task as a series of ten subtasks, where the i-th subtask corresponds to a section of the track with constant radius of curvature c i . Tasks with different subtask order are tracks consisting of the same road segments in a different order.
The vehicle system is modeled in the curvilinear abscissa reference frame [24] , with states and inputs at time step k
where v x k , v y k , andψ k are the vehicle's longitudinal velocity, lateral velocity, and yaw rate, respectively, at time step k. s k is the distance travelled along the centerline of the road, and e ψ k and e y k are the heading angle and lateral distance error between the vehicle and the path. The inputs are longitudinal acceleration a k and steering angle δ k . Accordingly, the system state and input spaces are
(17b)
The system dynamics (1a) are described using an Euler discretized dynamic bicycle model:
where ∆t the discretization step and I Z and m the moment of inertia and mass of the vehicle, respectively. l f and l r are the distances from the center of gravity to the front and rear axles. F yf , F yr are the Pacejka functions for the front and rear tire forces, respectively. For more detail, we refer to [5] .
We formulate each subtask according to (3), with: 1) Subtask Workspace X i :
where s i−1 and s i mark the distances along the centerline to the start and end of the curve, and l is the lane width. s 10 = s end is the total length of the track. These bounds indicate that the vehicle can only drive forwards on the track, up to a maximum velocity, and must stay within the lane.
2) Subtask Input Space U i :
where a min , a max are the acceleration input bounds, and δ min , δ max the steering input bounds. The input limits are a function of the vehicle, and do not change between subtasks.
3) Subtask Obstacle Space, O i : In the absence of other vehicles or roadblocks on the track, the subtask obstacle space in this example is empty:
4) Subtask Transition Set, R i : Lastly, we define the subtask transition set to be the states along the subtask border where the track's radius of curvature changes:
where x + = f (x, u). 
D. Task Formulation Example 2: Robotic Path Planning
Consider a task in which a robotic arm needs to move an object to a target without colliding with obstacles ( Fig. 2) . The obstacles are modeled as extruded disks of varying heights h i . Here, each subtask corresponds to the workspace above an obstacle. For this example, different subtask orderings correspond to a rearranging of the obstacle locations.
The robotic manipulator is modeled as a six-joint robotic arm, with states and inputs
where q i k andq i k are the angle and angular velocity of the ith joint, respctively, at time step k. The inputs are the torques τ i k applied at each of the joints.
The system state and input spaces are
The continuous-time system dynamics are given by:
where M is the mass inertia matrix, C the matrix of Coriolis and centrifugal forces, and g the vector of gravity terms. We refer to [13] for details and the discretized form of (25) . We formulate each subtask according to (3), with: 1) Subtask Workspace X i :
where θ i−1 and θ i mark the cumulative angle to the beginning and end of the i-th obstacle, as in Fig. 2 .
where τ jmin , τ jmax are the minimum and maximum allowed torques for the j-th joint.
3) Subtask Obstacle Space, O i : The subtask obstacle space is those states where the robot end-effector collides with the subtask obstacle:
where h i is the height of the obstacle defining the i-th subtask, and F (x) the kinematic mapping from a state x to the z-position of the robot end-effector, given in [25] . 4) Subtask Transition Set, R i : We define the subtask transition set to be the states along the subtask border where the next obstacle begins:
where x + = f (x, u).
III. MODEL-BASED TASK TRANSFER LEARNING
In this section we describe the intuition behind MBTTL and provide an algorithm for the method. We prove feasibility and iteration cost reduction of policies output by MBTTL for linear systems with convex constraints. We conclude this section by analyzing MBTTL from two other perspectives: hybrid systems and feature-based aggregation.
A. MBTTL
Let Task 1 and Task 2 be different orderings of the same M subtasks:
where the sequence [l 1 , l 2 , ..., l M ] is a reordering of the sequence [1, 2, ..., M ]. Assume non-empty sampled safe sets
. The goal of MBTTL is to use the state trajectories stored in the sampled safe sets in order to find feasible trajectories for Task 2, ending in the target set R l M . The key intuition of the method is that all successful subtask executions from Task 1 are also successful subtask executions for Task 2, as this definition only depends on properties (5) of the subtask itself, not the subtask sequence.
Based on the above intuition, the algorithm proceeds backwards through the new subtask sequence. Consider subtask S l M . We know that all states from S l M stored in our Task 1 executions are controllable to R l M using the stored policies (Alg.2, Lines 4-5). We then look for stored states from subtask S l M −1 controllable to R l M . Only reachability from the sampled guard set will be important in our approach.
Define the sampled guard set subtask l M −1 as
The sampled guard set for subtask l M −1 contains the states in S l M −1 from which the system transitioned into another subtask during the previous J task executions. We search for the set of points C in SG l M −1 that are controllable to stored states in S l M (Alg.2, Lines 9-14). This reachability problem can be solved using a variety of numerical approaches.
Then, ∀x ∈ SG l M −1 \C, we remove all backward reachable states from x stored in SS J [l M −1 ] as candidate controllable states for Task 2 (Alg.2, Lines 15-17). All remaining stored states from S l M −1 are control invariant to R l M . Fig. 3 : Alg. 2 checks reachability from states in the sampled guard set (in green) to the convex hull of safe trajectories through the next subtask (plotted in light red). If the reachability fails for a point in the sampled guard set, the backwards reachable states are removed from the safe set (shown in grey). The track centerlane is plotted in dashed yellow.
Alg. 2 iterates backwards through the remaining subtasks, or until no states in a subtask's sampled guard set can be shown to be controllable to R l M . The algorithm returns sampled safe sets for Task 2 that have been verified through reachability to contain feasible executions of Task 2. Fig. 3 depicts this process across three subtasks with sample data from the autonomous racing task detailed in Sec. IV. update StateSet, InputSet, CostSet
Algorithm 1 MBTTL Method
8: end
In this paper, we implement the search for controllable points by solving a one-step reachability problem:
where h(x, u) is a user-defined stage cost, z a state trajectory through the next Task 2 subtask, and q the cost vector associated with the trajectory. (32) aims to find an input u ∈ U i that connects the sampled guard state x to a state in the convex hull of a previously verified state trajectory through the next subtask. We note that solving the reachability analysis to the convex hull is a method for reducing computational complexity of MBTTL and is exact only for linear systems with convex constraints. MBTTL improves on the computational complexity of the surveyed transfer learning methods in two key ways: (i) by verifying the stored trajectories only at states in the sampled guard set, rather than at each recorded time step, and (ii) by solving a data-driven, one-step reachability problem to adapt the trajectories, rather than a multi-step or set-based reachability method.
for x ∈ SG i do 10:
initialize empty Q *
12:
for j :
if Q * not empty then 16: j * = arg min j Q * 
B. Properties of MBTTL-derived Policies
Assumption 1: The dynamics of a system (1a) are f (x k , u k ) = Ax k + Bu k , and the system's state and input constraint sets (1b), X and U, are convex.
Assumption 2: Task 1 and Task 2 are as in (30) , where the subtask workspaces and input spaces are given by 
For any such x k+1 ∈ Co{SS 0 [l1→l M ] , the interpolated policy applies input
, . . . ,λ J 0 , , . . . ,λ J T J
[1→M ]
] satisfies
It follows from convexity of X and U that the policy π int
is feasible ∀k ≥ 0.
The proof that the linear system (1a) in closed-loop with π int [l1→l M ] converges to R l M follows from [26] . The above Theorem 1 implies that the safe sets output by the MBTTL algorithm induce an interpolating policy for linear systems that can be used to successfully complete Task 2 while satisfying all input and state constraints. The safe sets can also be directly used to initialize an ILC for Task 2 [5] .
Assumption 3: Consider Task 1 and Task 2 as defined in (30) . The trajectories stored in SS J
[1→M ] and SU J
correspond to executions of Task 1 by the linear system in closed-loop with an ILC. At each iteration j, the ILC executes the feedback policy u k = π j (x k ). The ILC is initialized with a policy π 0 (·) that is feasible for both Task 1 and Task 2.
An example of a control policy π 0 (·) feasible for two different tasks for the autonomous racing task is a low speed center-lane following controller. For the robotic manipulation task, a policy which always controls the end-effector to h max is feasible for any subtask order.
Theorem 2: (Cost Improvement) Let Assumptions 1-3 hold. Then, Alg. 2 will return non-empty sets SS 0
, the interpolated MBTTL policy π int [l1→l M ] (·) as defined in (14) will incur no higher iteration cost than π 0 (·) during an execution of Task 2.
Proof: Define the vectors
(37b) to be the stored state and input trajectory associated with the implemented policy π 0 (·).
Since π 0 (·) is also feasible for Task 2, when Alg. 2 is applied, the entire task execution [x j , u j ] can be stored as a successful execution for Task 2 without adapting the policy.
, and the returned sample safe sets are non-empty. Next, note that π 0 (x) = π int
Trivially, min λ≥0 (13) ≤ (13)|λ * ,
and it follows that the cost incurred by a Task 2 execution with π int [l1→l M ] is no higher than an execution with π 0 (·).
C. A Hybrid Systems Perspective
The MBTTL algorithm performs backwards reachability between points in different subtasks. If each subtask is viewed as a different mode of operation, the algorithm can be analyzed from a hybrid systems reachability perspective.
Hybrid systems refer to a class of dynamical systems that switch among several discrete operating modes, with each mode governed by its own dynamics [27] . This includes systems such as automobile powertrains, analog alarm clocks, and walking robots.
Hybrid systems reachability considers whether a feasible trajectory exists between a set of initial states and a set of goal states in a potentially different mode. The extensive literature on hybrid systems reachability mainly focuses on two approaches: set-based methods and simulation [28] . Setbased methods are exhaustive methods that use reach set computation to verify feasibility of entire sets of initial conditions and bounded inputs, and many algorithms have recently been proposed [29] - [32] . While effective, set-based methods suffer from the "curse of dimensionality", and do not scale well with state dimension. In order to handle complex systems, these methods often approximate sets as polyhedral or ellipsoidal, which can affect solution accuracy. The authors of [33] propose splitting the system state into independent substates for combatting the curse of dimensionality, but this is not guaranteed to work for complex systems.
Sampling-based simulation methods check the feasibility of a trajectory beginning from an initial condition under sampled input sequences. These methods are less limited to low-dimensional systems, but are certainly not an exhaustive search and can miss subtle phenomena that a particular model may generate [34] - [37] .
In contrast, MBTTL only solves reachability problems between discrete points in the sampled guard set. This ensures the algorithm scales well with state dimension and number of subtasks without requiring drastic approximations. Additionally, even if set-based methods are computationally feasible for a particular system, in contrast to the MBTTL algorithm they only provide sets of reachable states, rather than a complete policy. An additional problem with traditional sampling-based hybrid systems reachability methods is that sampled trajectories are propagated with random inputs without any check on whether the trajectory is promising, or will inevitably lead to eventual infeasibility. MBTTL explicitly only checks for controllability to feasible points. Lastly, MBTTL views the transitions between subtasks as particular to the task instance, rather than a permanent. The authors are aware of no previously published work in which the transitions of a hybrid system change.
D. A Feature-Based Aggregation Perspective
Dynamic Programming (DP) methods provide exact solutions to constrained optimal control problems. However, DP can incur tremendous cost and is therefore not implementable for high-dimensional systems. Recent work [38] proposes forming aggregate (or representative) features out of system states in order to reduce the problem dimension. These reduced-dimension problems can provide approximate solutions to the original task.
In spatio-temporal aggregation, coarse space and time states are chosen as aggregate features. Space-time barriers serve as transition sets between these aggregate features, and the shortest path problem is solved only between points immediately adjacent to the barriers. This is an analog to MBTTL performing reachability only at points in the sampled guard sets. While, unlike MBTTL, spatio-temporal aggregation does not explicitly consider a notion of reordering, it provides an additional perspective on the utility of task segmentation for computationally effective policy instantiating.
IV. SIMULATION RESULTS
We demonstrate the utility of MBTTL on the autonomous racing task introduced in II-C, taking Task 1 to be the track in Fig. 1 . An ILC using Learning Model Predictive Control (LMPC) is used to complete J = 5 executions of Task 1, with the vehicle beginning each task iteration at standstill on the centerline at the start of the track. These executions and their costs are stored in SS [1→M ] , SU [1→M ] , and SQ [1→M ] . An initial policy for the ILC is provided by a centerlinetracking, low-velocity PID controller. For more details on the LMPC implementation, we refer to [5] .
MBTTL is then used to design initial policies for reconfigured tracks from these sampled safe sets. resulting from two different initialization methods. While the PID-initialization tracks the centerline, the MBTTL policy makes use of the previous ILC's experience solving Task 1 to traverse the new track more efficiently, for example by traveling along the insides of curves. As shown in the bottom row of figures, this results in an improvement in the time required to traverse the tracks when compared with the conservative PID-initialization.
MBTTL can also be applied repeatedly if the subtask sequence changes multiple times. If an MBTTL-initialized ILC completes J iterations of a related Task 2 ("one MBTTL application"), and MBTTL is then applied again to design an initial policy for another related Task 3 ("two MBTTL applications"), the algorithm draws on subtask executions collected over two different tasks in order to build safe sets for Task 3. This increases the variability of trajectories contained in the subtask safe sets, which means more subtask sequences may become viable task executions, leading to better initial policies. Figure 5 compares the cost (lap time) incurred by executions of a PID-initialized ILC with the cost incurred by executions of three different levels of MBTTLinitialized ILCs. For the example shown, after three applications the MBTTL-initialized ILC is 26% faster than the PIDinitialized ILC over J = 5 laps. The MBTTL-initialized ILC leads to quicker convergence to local optimum than the PIDinitialized ILC, with the latter being two iterations slower than the MBTTL controller (see Fig. 5c ).
MBTTL was run offline here. For real-time feasibility, the set computation time must be shown to be sufficiently low that an ILC could transition seamlessly between tasks. This remains to be explored in future work, along with application of the method to robotic manipulation tasks.
Note: Since the curvilinear abscessa state s is a cumulative state that integrates distance traveled along the centerline, its value depends on the order of subtasks, and stored trajectories must first be preprocessed.
V. CONCLUSION A model-based task transfer learning method is presented. The MBTTL algorithm uses stored state and input trajectories from executions of a particular task to design safe policies for executing variations of that task. The method breaks each task into subtasks and performing reachability analysis at sampled safe states between subtasks. MBTTL improves upon other task transfer learning methods by only verifying and adapting the previous policy at points of subtask transition, rather than along the entire trajectory.
We test the proposed algorithm on an autonomous racing task. Our simulation results confirm that MBTTL allows an ILC to converge to an optimal lap trajectory faster than planning from scratch. Future work is needed to validate the real-time feasibility of the method in experimental setups.
Initial safe sets for two initialization methods MBTL-initialized PID-initialized start end Initial safe sets for two initialization methods MBTL-initialized PID-initialized start end Initial safe sets for two initialization methods Fig. 4 : MBTTL-initialized ILC controllers converge to locally optimal trajectories faster than PID-initialized ones for three different Tasks 2 shown here. Total Iteration Cost corresponds to seconds required to traverse the track. Because the reachability is performed to the convex hull of a trajectory, the green MBTTL states appear disconnected when plotted.
