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Kapitel 1
Einleitung
Seit Entstehung der Informations- und Codierungstheorie im Jahre 1948
durch die Arbeiten von Shannon [Sha48a, Sha48b] haben die algebraischen
Blockcodes und die Blockcodes in euklidischen Vektorra¨umen zwei unter-
schiedliche Entwicklungsrichtungen genommen.
Die algebraischen Blockcodes werden ha¨uﬁg mit folgenden Konzepten in
Verbindung gebracht [FV96]:
• Symbole aus endlichen Ko¨rpern,
• Hammingabstand,
• q-stuﬁge symmetrische Kana¨le,
• Hard–Decision,
• Begrenzte–Minimalabstand–Decodierung (BMD–Decodierung, Bound-
ed–Minimum–Distance Decoding) und
• algebraische Decodierverfahren.
Im Gegensatz dazu sind die Blockcodes in euklidischen Vektorra¨umen
normalerweise verbunden mit:
• Symbolen aus euklidischen Vektorra¨umen,
• euklidischem Abstand,
• gaußschen Rauschkana¨len,
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• Soft–Decision,
• Maximum–Likelihood–Decodierung (MLD, Maximum–Likelihood De-
coding) und
• nicht algebraischen Decodierverfahren.
Der Vorteil des algebraischen Ansatzes ist, daß dieser die Konstruktion
von langen und leistungsfa¨higen Blockcodes mit komplexen mathematischen
Strukturen erlaubt. Diese Blockcodes ko¨nnen dann mit algebraischen De-
codieralgorithmen bis zum halben Minimalabstand decodiert werden, wobei
die Komplexita¨t einer Decodierung in Abha¨ngigkeit vom Minimalabstand
des Codes nur polynomial zunimmt.
Die algebraischen Decodierverfahren haben jedoch Nachteile. Bei gauß-
schen Kana¨len betra¨gt der Verlust durch Ausnutzung von Hard–Decision
anstatt Soft–Decision u¨blicherweise 2 bis zu asymptotisch 3 dB [Fri95]. Wa¨h-
rend kurze algebraische Blockcodes normalerweise optimal sind, werden sie
allma¨hlich schlechter als zufa¨llig gewa¨hlte Codes bei wachsender Blockla¨nge
[Bos98].
Außerdem ist bekannt [FV96], daß eine Hard–Decision–Begrenzte–Mini-
malabstand–Decodierung (HDBMD–Decodierung, Bounded–Minimum–Dis-
tance Hard–Decision Decoding) asymptotisch wesentlich schlechter ist als ei-
ne Soft–Decision–Maximum–Likelihood–Decodierung (SDMLD, Maximum–
Likelihood Soft–Decision Decoding). Das hat zur Folge, daß die Kanalkapa-
zita¨t mit einem HDBMD–Decodierprinzip nicht erreicht werden kann [Fri95].
Wegen dieser Nachteile werden heutzutage stets ha¨uﬁger Blockcodes mitt-
lerer La¨nge bei gaußschen Kana¨len mit SDMLD benutzt. Diese Blockcodes in
euklidischen Vektorra¨umen ermo¨glichen eine Fehlerkorrektur u¨ber den halb-
en Minimalabstand hinaus, und somit ko¨nnte die Kanalkapazita¨t theoretisch
mit der Anwendung eines sehr langen Blockcodes erreicht werden.
Dagegen steigt die Komplexita¨t einer SDMLD exponentiell. Falls sie fu¨r
lange Blockcodes verwendet wird, ist sie mit so erheblichemDecodieraufwand
verbunden, daß sie undurchfu¨hrbar wird.
Trotz dieses Nachteiles hat Evseev im Jahre 1983 fu¨r Hard–Decision
Kana¨le bewiesen [Evs83], daß der gro¨ßte Teil des Decodieraufwandes ein-
gespart werden ko¨nnte, wenn lediglich eine na¨herungsweise optimale Deco-
dierung durchgefu¨hrt wu¨rde. Dieser wichtige Beitrag war der einfu¨hrende zu
einem ganz neuen Forschungsgebiet, na¨mlich der Suche nach Prozeduren zur
na¨herungsweisen optimalen Decodierung mit geringer Komplexita¨t.
1.1 Motivation 3
Das Ergebnis von Evseev hat Dumer spa¨ter fu¨r Soft–Decision Ka¨nale
verallgemeinert [Dum96b]. Kurz danach hat er in einer Reihe von Artikeln
[Dum96a, Dum97a, Dum97b, Dum98a, Dum98b, Dum98c, Dum] einen pro-
babilistischen Algorithmus vorgeschlagen, der bei na¨herungsweiser SDMLD
die gewu¨nschte Einsparung der Decodierkomplexita¨t im asymptotischen Fall
ermo¨glicht.
1.1 Motivation
Ziel der vorliegenden Arbeit ist, ein allgemeines Soft–Decision Decodierver-
fahren vorzustellen, das geeignet ist, einen beliebigen linearen Blockcode weit
u¨ber den halben Minimalabstand hinaus mit einer akzeptablen Komplexita¨t
zu decodieren.
Durch einen leicht a¨nderbaren Parameter wird der Aufwand des Decodier-
verfahrens gesteuert, das sich schrittweise in wiederholten Iterationen dem-
selben Ergebnis wie dem einer SDMLD na¨hert. Dieser Parameter begrenzt
die maximale Anzahl der Iterationen, die durchgefu¨hrt werden ko¨nnen, und
somit die gesamte Decodierkomplexita¨t der Methode bzw. die Gu¨te der De-
codierung im Vergleich zu einer SDMLD. Wird ein großer Aufwand erlaubt,
so wird beinahe eine SDMLD durchgefu¨hrt und umgekehrt.
Als Ausgangspunkt fu¨r den Entwurf dieses Algorithmus waren die oben-
erwa¨hnten theoretischen U¨berlegungen von Dumer im asymptotischen Fall.
Einer der wesentlichsten Beitra¨ge dieser Arbeit ist zu zeigen, wie der pro-
babilistische Ansatz von Dumer nicht nur im asymptotischen Fall, sondern
auch fu¨r konkrete Codes (d. h. Codes endlicher La¨nge) benutzt werden kann.
Daru¨ber hinaus werden einige allgemeine Bedingungen, sogenannte Ak-
zeptanzkriterien hergeleitet, die es erlauben, daß eine iterative Decodierung
mo¨glicherweise fru¨her abgebrochen werden kann. Genaugenommen sind die-
se Bedingungen unabha¨ngig von der Decodiermethode und somit in anderen
denkbaren Decodieralgorithmen anwendbar. Sie erweisen sich als sehr eﬃzi-
ent bei der Decodierung kurzer Codes. Insbesondere bei langen und komple-
xen Codes werden diese Bedingungen hingegen sehr streng.
Deshalb wird eine Lo¨sung zur Bewa¨ltigung dieses Nachteiles vorgeschla-
gen und genauer untersucht, die eine betra¨chtliche Verminderung der Anzahl
der Iterationen fu¨r lange Codes ermo¨glicht, ohne die Leistungsfa¨higkeit des
Decodieralgorithmus in der Praxis sichtbar zu beeintra¨chtigen. Damit kann
die durchschnittliche Anzahl der Iterationen fu¨r lange Codes drastisch ver-
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ringert werden.
Da ein Mangel an zuverla¨ssigen Ergebnissen zu Vergleichszwecken bei den
Simulationen langer Codes bisher vorhanden ist, wurden einige Referenzkur-
ven fu¨r solche Codes in dieser Arbeit dargestellt, die erstmals so pra¨zis erzeugt
wurden.
1.2 Gliederung der Arbeit
Im einzelnen wird der Aufbau dieser Arbeit folgendermaßen gegliedert:
• Das na¨chste Kapitel fa¨ngt mit einer mathematischen Darstellung al-
ler Begriﬀe der Kanalcodierung an, die fu¨r das Versta¨ndnis des weite-
ren Verlaufes der Arbeit notwendig sind. Danach werden sowohl die
wesentlichsten Grundlagen fu¨r eine Decodierung mithilfe von Infor-
mationsmengen vermittelt als auch das in den Simulationen von Ka-
pitel 5 verwendete U¨bertragungssystem vorgestellt. Der darauﬀolgen-
de Abschnitt befaßt sich mit Zuverla¨ssigkeitsmaßen fu¨r Soft–Decision.
Dann wird eine SDMLD kurz diskutiert und mittels des Begriﬀes der
Voronoi–Regionen geometrisch interpretiert. Es folgt eine Erla¨uterung
von Zufallsvariablen, die als ein anderer Beitrag dieser Arbeit durch
extrem schnelle Zufallszahlengeneratoren implementiert wurden. Da-
bei werden einerseits gleichverteilte Zufallszahlengeneratoren, die im
Decodieralgorithmus von Kapitel 4 no¨tig sind, und andererseits gauß-
verteilte Zufallszahlengeneratoren, die fu¨r die Simulationen von Kapitel
5 benutzt werden, in Betracht gezogen. Ferner wird eine Methode im
vorletzten Abschnitt vorgeschlagen, die fu¨r Simulationen langer Codes
bei kleinen Fehlerwahrscheinlichkeiten geeignet ist. Schließlich wird ei-
ne untere Simulationsschranke fu¨r SDMLD angegeben.
• Im ersten Abschnitt von Kapitel 3 werden zuna¨chst die wichtigsten
Akzeptanzkriterien auf Basis eines Codewortes hergeleitet. Die umfas-
sendsten Herleitungen werden im Anhang durchgefu¨hrt. Im zweiten
Abschnitt wird eine vereinheitliche Notation bereitgestellt, die die Be-
schreibung eines allgemeinen Akzeptanzkriteriums basierend auf meh-
reren Codewo¨rtern ermo¨glicht. Daraus wird anstelle einer sehr aufwen-
digen Herleitung eine algorithmische Darstellung eines Akzeptanzkri-
teriums gezeigt, das auf zwei Codewo¨rtern beruht. Danach werden die
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Akzeptanzkriterien auf Basis von mehr als zwei Codewo¨rtern kurz be-
schrieben. Im Abschluß des Kapitels werden weitere Akzeptanzkriterien
diskutiert.
• In Kapitel 4 wird auf das Hauptproblem der aufwandsgu¨nstigen De-
codierung in Soft–Decision Kana¨len eingegangen. Zuerst wird das Er-
gebnis von Evseev [Evs83] ero¨rtert sowie einige probabilistische Hard–
Decision Decodierverfahren pra¨sentiert. Nachher wird die Verallgemei-
nerung der Ergebnisse fu¨r Soft–Decision Kana¨le durch den Beitrag von
Dumer [Dum96b] erwa¨hnt und nicht zuletzt sein probabilistischer Al-
gorithmus [Dum96a, Dum97a, Dum97b, Dum98a, Dum98b, Dum98c,
Dum] genauer beru¨cksichtigt. In Abschnitt 4.4 wird schließlich die all-
gemeine iterative Soft–Decision Decodiermethode dargelegt, die einen
beliebigen linearen Blockcode endlicher La¨nge mit einer akzeptablen
Komplexita¨t decodieren kann. Dieser wesentliche Abschnitt wird wei-
ter in drei Unterabschnitte gegliedert: Im ersten Unterabschnitt wird
die theoretische probabilistische Methode von Dumer modiﬁziert, um
eine eﬃzientere Erzeugung von Informationsmengen zu erzielen. Die
eigentliche Erzeugung von Informationsmengen wird im nachfolgenden
Unterabschnitt betrachtet und durch ein Beispiel verdeutlicht. Unter-
abschnitt 4.4.3 bescha¨ftigt sich mit der algorithmischen Beschreibung
des gesamten Decodierverfahrens unter Verwendung eines der Akzep-
tanzkriterien von Kapitel 3. Letztendlich werden die bedeutsamsten
Punkte des Kapitels in zusammengefaßter Form wiederholt.
• Ausgehend vom in Abschnitt 4.4 angegeben Decodierverfahren werden
schwerpunktma¨ßig die Simulationsergebnisse in Kapitel 5 behandelt.
Da Bewertungen des Decodierverfahrens mit langen Codes bei kleinen
Fehlerwahrscheinlichkeiten angestrebt werden, wird ein großer Wert
auf die Ausfu¨hrungszeiten der Simulationsprogramme gelegt. Deswe-
gen werden einige Techniken zur Optimierung von Programmen im er-
sten Abschnitt erkla¨rt. Dann werden Implementierungsaspekte, die die
Simulationszeiten betra¨chtlich beeinﬂussen ko¨nnen, sowie die Realisie-
rung aller Schritte des Algorithmus von Unterabschnitt 4.4.3 detailliert.
Einer der wichtigsten Beitra¨ge dieser Arbeit ist, durch die in Abschnitt
5.3 durchgefu¨hrten Untersuchungen deutlich zeigen zu ko¨nnen, daß die
korrekte Auswahl einer geeigneten sogenannten Normierung, die fu¨r
die Berechnung einiger Wahrscheinlichkeiten im Decodieralgorithmus
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notwendig ist, eine entscheidende Rolle hinsichtlich Verkleinerung der
Fehlerwahrscheinlichkeit bzw. Decodierkomplexita¨t spielt. Im darauf-
folgenden Abschnitt werden alle in Kapitel 3 hergeleiteten Akzeptanz-
kriterien ausfu¨hrlich analysiert. Erwa¨hntermaßen werden die Akzep-
tanzkriterien allma¨hlich schlechter mit der wachsenden Steigerung der
La¨nge des angewendeten Codes. Als Beitrag zur Verminderung dieses
Nachteils folgt ein suboptimales Akzeptanzkriterium, das die Anzahl
der Iterationen fu¨r lange Codes erheblich reduziert. Im na¨chsten Ab-
schnitt werden hauptsa¨chlich vollsta¨ndige Simulationsergebnisse eines
langen Codes evaluiert und mit sowohl einer HDBMD–Decodierung als
auch theoretischen bzw. praktischen Grenzen verglichen. Zum Schluß
werden die wichtigsten Ergebnisse nochmals rekapituliert.
• Letztlich werden sowohl die wesentlichsten Untersuchungen und Er-
gebnisse zusammengefaßt als auch ein Ausblick auf mo¨gliche Erweite-
rungen und Verbesserungen des entwickelten Decodierverfahrens sowie
andere verwandte Forschungsarbeiten gegeben.
Kapitel 2
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Im folgenden werden zuna¨chst einige fu¨r das Versta¨ndnis der Kapitel 3 und
4 notwendige Begriﬀe vermittelt und Vereinbarungen zur Bezeichnungsweise
getroﬀen. In Abschnitt 2.2 werden Grundbegriﬀe der Decodierung mit Hilfe
von Informationsmengen behandelt, und eine allgemeine Decodiermethode
basierend auf Informationsmengen wird vorgestellt. Danach wird das U¨bert-
ragungssystem dargestellt, das als Ausgangspunkt fu¨r die U¨berlegungen die-
ser Arbeit dient. Die Zuverla¨ssigkeitsmaße fu¨r Soft–Decision werden in Ab-
schnitt 2.4 angegeben, auf denen einige Herleitungen der Akzeptanzkriterien
in Kapitel 3 beruhen. Es folgt eine kurze Erla¨uterung einer SDMLD, die geo-
metrisch mit dem Begriﬀ der Voronoi–Region in Abschnitt 2.6 erkla¨rt wird.
Sowohl die gleichverteilten als auch die gaußverteilten Zufallszahlengenera-
toren werden in Abschnitt 2.7 beru¨cksichtigt, wobei ein großer Wert auf sta-
tistische Eigenschaften sowie Geschwindigkeit gelegt wurde. Dann wird eine
Simulationsmethode im vorletztenAbschnitt vorgeschlagen, die besonders fu¨r
lange Blockcodes mit kleiner Wortfehlerwahrscheinlichkeit geeignet ist. An-
schließend wird eine Simulationsschranke fu¨r SDMLD ero¨rtert. Sie ermo¨glicht
die Beurteilung der Leistungsfa¨higkeit eines beliebigen Decodieralgorithmus.
2.1 Grundbegriﬀe der Kanalcodierung
In diesem Abschnitt werden grundlegende Begriﬀe der algebraischen Kanal-
codierung deﬁniert, die eine zentrale Stellung in dieser Arbeit einnehmen.
Weitere Begriﬀe und Eigenschaften werden beispielsweise in [Bos98, Fri95]
behandelt.
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2.1.1 Galoisfeld
Ein Galoisfeld F q (GF, Galois Field , ebenfalls endlicher Zahlenko¨rper ge-
nannt [Fri95]) ist eine Menge mit q Elementen, zwischen denen zwei Rechen-
operationen (auch boolesche Verknu¨pfungen [Sto¨99] oder Junktoren [Bar97]
genannt) erkla¨rt sind, die u¨blicherweise als Addition + (ebenfalls Exklusiv–
Oder, ausschließendes Entweder–Oder oder Antivalenz genannt [Bar97]) und
als Multiplikation · (auch logisches Produkt, logisches Und oder Konjunktion
genannt [Bar97]) geschrieben werden [Fri95].
Die Theorie von Galoisfeldern spielt keine zentrale Rolle in dieser Ar-
beit, weil die hier verwendeten Codes bina¨r sind. Fu¨r eine mathematische
Einfu¨hrung in Galoisfelder wird auf [Fri95] verwiesen.
Mit F nq wird die Menge aller q
n verschiedenen n-Tupel (bzw. Wo¨rter der
La¨nge n bzw. (Zeilen-)Vektoren bzw. Blo¨cke) mit Komponenten aus F q be-
zeichnet:
F
n
q = {(a0, . . . , an−1) | a0, . . . , an−1 ∈ F q}. (2.1)
Entsprechend steht F k,nq fu¨r die Menge der (k, n)-dimensionalen Matrizen
mit Elementen aus F q .
2.1.2 Blockcode
Ein Blockcode C der La¨nge n mit q-stuﬁgen Symbolen ist eine Menge von
Vektoren, die aus n Komponenten c0, . . . , cn−1 ∈ F q bestehen und als Code-
wo¨rter c = (c0, . . . , cn−1) ∈ C, C ⊆ F nq bezeichnet werden.
Bei einem (n, k)q-Blockcode C gilt u = (u0, . . . , uk−1) ∈ F kq fu¨r das Info-
wort sowie c = (c0, . . . , cn−1) ∈ F nq fu¨r das Codewort.
2.1.3 Identische Blockcodes
Zwei Blockcodes C1 und C2 heißen identisch, falls die Codemenge C1 identisch
mit der Codemenge C2 ist [Fri95].
2.1.4 A¨quivalente Blockcodes
Zwei Blockcodes C1 und C2 der La¨nge n mit q-stuﬁgen Symbolen heißen
a¨quivalent, falls nach einer bestimmten Vertauschung der n Komponenten
c0, . . . , cn−1 ∈ F q aller Codewo¨rter c ∈ C1 diese vertauschte Codemenge iden-
tisch mit der Codemenge C2 ist [Fri95].
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2.1.5 Linearer Code
Ein Code C u¨ber F q heißt linearer Code (oder Gruppe–Code [CS99]), wenn
jede Linearkombination von Codewo¨rtern wieder ein Codewort ergibt [Fri95]:
c1, . . . , cj ∈ C, a1, . . . , aj ∈ F q =⇒
j∑
i=1
ai ci ∈ C. (2.2)
2.1.6 Systematische Codierung
Vorausgesetzt wird ein (n, k)q-Code C. Die Zuordnung zwischen Infowo¨rtern
u ∈ F kq und Codewo¨rtern c ∈ C heißt systematische Codierung, wenn die k
Stellen eines Infowortes u explizit ein Teil des Codewortes c sind. Die u¨brigen
n−k Stellen von c heißen dann Pru¨fstellen [Fri95], Redundanzstellen [Bos98]
oder Kontrollstellen [Pet67].
2.1.7 Generatormatrix
Eine (k, n)-dimensionale Matrix G ∈ F k,nq heißt Generatormatrix fu¨r den
linearen (n, k)q-Code C, wenn
C = {uG ∣∣u ∈ F kq } (2.3)
gilt, wobei
G =

 g0...
gk−1

 =

 g0,0 · · · g0,n−1... ...
gk−1,0 · · · gk−1,n−1

 (2.4)
ist. Die Generatormatrix G erzeugt den Code C und liefert gleichzeitig eine
Codiervorschrift, durch die ein Infowort u auf das Codewort c in folgender
Form abgebildet werden kann:
c = uG. (2.5)
2.1.8 Pru¨fmatrix
Eine (n − k, n)-dimensionale Matrix H ∈ F n−k,nq heißt Pru¨fmatrix (Parity
Check Matrix) fu¨r den linearen (n, k)q-Code C, wenn
C = {c ∈ F nq ∣∣ cHT= 0} (2.6)
gilt, wobei das Nullwort 0 = (0, . . . , 0) die La¨nge n− k besitzt.
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2.1.9 Syndrom
Vorausgesetzt wird ein (n, k)q-Code C mit einer Pru¨fmatrixH ∈ F n−k,nq . Ein
Syndrom s ∈ F n−kq wird deﬁniert als Multiplikation eines Vektors v ∈ F nq mit
der transponierten Pru¨fmatrix H :
s = vHT. (2.7)
Das Syndrom s besitzt somit die La¨nge n−k und ist genau dann das Nullwort
0, wenn der Vektor v ein Codewort aus C ist.
Die Ausdru¨cke Pru¨fvektor und Korrektor werden ebenfalls anstatt Syn-
drom verwendet [Pet67].
2.1.10 Hamminggewicht
Das Hamminggewicht wH(v) eines Vektors v wird deﬁniert als die Anzahl
der Komponenten, die ungleich Null sind:
wH(v) =
∑
i | vi =0
1. (2.8)
Es wird auch Hammingnorm genannt [Bos98].
2.1.11 Hammingabstand
Der Hammingabstand dH(v,v
0) zwischen zwei Vektoren v und v0 wird deﬁ-
niert als die Anzahl der Komponenten, in denen sich diese Vektoren unter-
scheiden:
dH(v,v
0) =
∑
i | vi =v′i
1. (2.9)
Er wird ebenfalls als Hammingdistanz bezeichnet [Fri95, Bos98].
Fu¨r den Zusammenhang zwischen Hamminggewicht und Hammingab-
stand gilt:
wH(v) = dH(v, 0) mit 0 = (0, . . . , 0). (2.10)
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2.1.12 Minimalgewicht
Das MinimalgewichtwHmin eines Codes C wird deﬁniert als das kleinste Ham-
minggewicht aller Codewo¨rter aus C, außer dem Nullwort 0:
wHmin = min{wH(c) | c ∈ C \ {0}}. (2.11)
2.1.13 Minimalabstand
Der Minimalabstand dHmin eines Codes C wird deﬁniert als der kleinste Ham-
mingabstand zwischen allen Codewo¨rtern aus C:
dHmin = min{dH(c, c0) | c, c0∈ C, c )= c0}. (2.12)
Da lineare Codes einen Vektorraum darstellen, ist bei diesen Codes das
Minimalgewicht wHmin gleich dem Minimalabstand dHmin.
Der Minimalabstand dHmin wird auch Minimaldistanz [Fri95] oder Min-
destdistanz [Bos98] genannt und ist ein wichtiger Parameter, der die Gu¨te
eines Codes C bestimmt. Je gro¨ßer der Minimalabstand dHmin ist, und je
sta¨rker sich also die Codewo¨rter voneinander unterscheiden, um so besser ist
der Code C.
Ein Code C mit La¨nge n, Dimension k, Minimalabstand dHmin und q-
stuﬁgen Symbolen wird dann als (n, k, dHmin)q-Code C bezeichnet.
2.1.14 Rate
Als Rate R eines (n, k)q-Codes C wird das Verha¨ltnis von k zu n bezeichnet
[Fri95]:
R =
k
n
≤ 1, (2.13)
wobei R = 1 eine uncodierte U¨bertragung bedeutet.
2.1.15 Gewichtsproﬁl
Ein Gewichtsproﬁl (Weight Proﬁle) W eines linearen Codes C der La¨nge
n mit Minimalabstand dHmin ist eine geordnete Menge aller verschiedenen
Hamminggewichte der Codewo¨rter aus diesem Blockcode C:
W = {w0, w1, . . . , wl}, w0 < w1 < · · · < wl, (2.14a)
w0 = 0, w1 = dHmin, · · · , wl ≤ n. (2.14b)
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Als Beispiel besitzt ein (7, 4, 3)2-Code C 1 Codewort mit Hamminggewicht
0, 7 Codewo¨rter mit Hamminggewicht 3, 7 Codewo¨rter mit Hamminggewicht
4 und 1 Codewort mit Hamminggewicht 7. Daraus folgt W = {0, 3, 4, 7}.
2.1.16 Kugel
Als Kugel S(r,v) mit Hammingradius r um einen Vektor v ∈ F nq wird die
Menge aller Vektoren v0 verstanden, die einen Hammingabstand dH zu v
kleiner oder gleich r aufweisen:
S(r,v) = {v0 ∈ F nq | dH(v,v0) ≤ r}. (2.15)
Selbstversta¨ndlich ist S(0,v) = {v} und S(n,v) = F nq .
Aus der Kombinatorik [Fri95] folgt
|S(r,v)| =
r∑
i=0
(q − 1)i
(
n
i
)
, (2.16)
wobei |S(r,v)| die Anzahl von Elementen der Menge S(r,v) (die Ma¨chtigkeit
oder Kardinalzahl) bezeichnet.
Wird eine Kugel um ein Codewort c eines (n, k)q-Codes C betrachtet,
dann wird sie Korrekturkugel [Bos98], Korrigierkugel oder Korrigierbereich
genannt [TH93].
2.1.17 Packungsradius
Der Packungsradius (Packing Radius) t eines Codes C mit Minimalabstand
dHmin ist der gro¨ßtmo¨gliche Radius, so daß sich keine Korrekturkugeln u¨ber-
lappen. Alle Vektoren, die innerhalb einer Korrekturkugel S(t, c) liegen, ko¨n-
nen eindeutig einem Codewort c ∈ C, das dem Mittelpunkt dieser Kugel ent-
spricht, zugeordnet werden [Bos98]. Somit ermo¨glicht der Code C die Kor-
rektur von
t =
⌊
dHmin − 1
2
⌋
(2.17)
Fehler, wobei ς	 die gro¨ßte ganze Zahl bezeichnet, die kleiner oder gleich ς
ist. Ist dHmin ungerade, so gilt
t =
dHmin − 1
2
, (2.18a)
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und falls dHmin gerade ist, dann ist
t =
dHmin
2
− 1. (2.18b)
2.1.18 U¨berdeckungsradius
Der U¨berdeckungsradius (Covering Radius) ρ eines (n, k)q-Codes C ist der
kleinstmo¨gliche Radius, so daß alle Vektoren v aus F nq in einer der Korrek-
turkugeln S(ρ, c) um ein Codewort c ∈ C liegen [TH93]:
ρ = max
v∈Fnq
{
min
c∈C
dH(v, c)
}
. (2.19)
Somit ist ρ der maximale Hammingabstand dH eines Vektors v zum na¨chst-
liegenden Codewort c.
Der U¨berdeckungsradius ρ ist gro¨ßer oder gleich dem Packungsradius t.
Fu¨r perfekte Codes gilt die Gleichheit, weil die Korrekturkugeln S(ρ, c) in
diesem Fall den gesamten Raum u¨berdecken [Bla83].
2.1.19 Gilbertabstand
Der Gilbertabstand dG [Bar98] eines nicht linearen Codes C mit La¨nge n, q-
stuﬁgen Symbolen und Ma¨chtigkeit M (Anzahl der Codewo¨rter) wird durch
die Gilbert–Schranke [Gil52, Bos98] folgendermaßen deﬁniert:
dG = max
{
d
∣∣∣∣∣M
d−1∑
i=0
(q − 1)i
(
n
i
)
≤ qn
}
. (2.20)
Somit bedeutet dG die gro¨ßte ganze Zahl, fu¨r die die Multiplikation von M
mit der Summe kleiner oder gleich qn ist.
Im allgemeinen Fall gilt der Gilbertabstand dG fu¨r nicht lineare Codes. Ist
der Code C jedoch linear, dann ist ihre Ma¨chtigkeit M = qk und Gleichung
(2.20) kann in Gleichung (2.21a) vereinfacht werden [Dum96b, Dum97b]:
dG = max
{
d
∣∣∣∣∣
d−1∑
i=0
(q − 1)i
(
n
i
)
≤ qn−k
}
. (2.21a)
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Des weiteren kann Gleichung (2.21a) zu Gleichung (2.21b) umgeformt
werden [Dum98a, Dum98c]:
dG = min
{
d
∣∣∣∣∣
d∑
i=0
(q − 1)i
(
n
i
)
> qn−k
}
. (2.21b)
2.1.20 Varshamovabstand
Der Varshamovabstand dV [Dum96b] eines (n, k)q-Codes C kann mittels der
Varshamov–Schranke [CC81, Fri95, Bos98] wie folgt geschrieben werden:
dV = max
{
d
∣∣∣∣∣
d−2∑
i=0
(q − 1)i
(
n− 1
i
)
< qn−k
}
. (2.22a)
Der Varshamovabstand ist eigentlich eine Verfeinerung des Gilbertabstan-
des speziell fu¨r lineare Codes. Nach [Bos98] handelt es sich dabei um leicht
unterschiedliche Ansa¨tze derselben Idee.
Gleichung (2.22a) ist a¨quivalent zur folgenden Gleichung [Bos98]:
dV = min
{
d
∣∣∣∣∣
d−2∑
i=0
(q − 1)i
(
n − 1
i
)
≥ qn−k−1
}
. (2.22b)
Oﬀensichtlich ist der Varshamovabstand immer gro¨ßer als der Gilbertab-
stand:
dV ≥ dG + 1. (2.23)
Im asymptotischen Fall gilt die Gleichheit.
2.1.21 Nebenklasse
Vorausgesetzt wird ein (n, k)q-Code C. Eine Nebenklasse Ni (Coset) eines
beliebigen Vektors v ∈ F n2 wird deﬁniert als die Summe dieses Vektors v und
aller Codewo¨rter c des Codes C [Fri95]:
Ni = v + C = {v + c | c ∈ C}. (2.24)
Folgende Eigenschaften gelten fu¨r Nebenklassen N [Dor97, Bos98]:
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• Jede Nebenklasse Ni besteht aus qk verschiedenen Vektoren.
• Die Diﬀerenz zweier beliebiger Vektoren aus Ni ergibt stets ein Code-
wort c aus C.
• Es existieren insgesamt qn−k Nebenklassen N , die eine eindeutige dis-
junkte Zerlegung von F nq bilden:
F
n
q =
qn−k−1⋃
i=0
Ni
= C ∪ {v1 + C} ∪ {v2 + C} ∪ · · · ∪ {v
q
n k
 1 + C}.
(2.25)
Dabei gilt v
i
/∈ C, außer v0 = 0.
Aus der letzten Eigenschaft folgt, daß zwei Nebenklassen entweder gleich
oder verschieden sind (keine teilweise U¨berlappung), und jeder beliebige Vek-
tor v in einer und nur einer Nebenklasse Ni auftaucht.
Eine Nebenklasse wird ebenfalls Restklasse genannt [Bos98].
2.1.22 Nebenklassenfu¨hrer
Vorausgesetzt wird die obenerwa¨hnte Deﬁnition von Nebenklasse. Eine Ne-
benklasse Ni wird geordnet, so daß der Vektor an der ersten Stelle von Ni als
Nebenklassenfu¨hrer (Coset Leader) dienen kann [Fri95]. Jeder Vektor einer
Nebenklasse Ni kann als Nebenklassenfu¨hrer verwendet werden. Dies a¨ndert
an den Vektoren von Ni nichts, es permutiert sie nur [Dor97].
Damit die Fehlerwahrscheinlichkeit einer Decodierung verringert werden
kann, ist es u¨blich, den wahrscheinlichsten Fehlervektor einer Nebenklasse
Ni als Nebenklassenfu¨hrer auszuwa¨hlen. Werden die Nebenklassenfu¨hrer al-
ler Nebenklassen N auf diese Weise festgelegt, dann wird eine MLD nach
Abschnitt 2.5 durchgefu¨hrt.
Bei dem in dieser Arbeit verwendeten U¨bertragungssystem, das in Ab-
schnitt 2.3 dargestellt wird, haben die wahrscheinlichsten Fehlervektoren die
geringsten Hamminggewichte:
Pr(v
j
) ≥ Pr(v
l
) =⇒ wH(vj) ≤ wH(vl), ∀ vj,vl ∈ C. (2.26)
Deswegen wird als Nebenklassenfu¨hrer derjenige Vektor v
i
einer Neben-
klasse Ni festgelegt, der das kleinste Hamminggewicht besitzt [Fri95]:
Ni = vi + C, wH(vi) ≤ wH(v), ∀ v ∈ Ni. (2.27)
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Diese Nebenklassenfu¨hrer v
i
kleinsten Hamminggewichtes sind nicht not-
wendigerweise eindeutig in einer NebenklasseNi bestimmt. Falls mehrere mit
kleinstem Hamminggewicht existieren, wird einer davon beliebig ausgewa¨hlt.
In der ersten Nebenklasse N0 = C ist v0 = 0 dagegen selbstversta¨ndlich ein-
deutig. In der vorliegenden Arbeit wird die Menge der Nebenklassenfu¨hrer
mitM bezeichnet.
Ein Nebenklassenfu¨hrer wird auch als Restklassenfu¨hrer [Bos98] oder als
Anfu¨hrer [Fri95] bezeichnet.
2.2 Grundbegriﬀe der Decodierung mit In-
formationsmengen
Im folgenden werden einige Deﬁnitionen hinsichtlich der Decodierung mit
Informationsmengen diskutiert. Diese Deﬁnitionen werden besonders zur Be-
schreibung der Algorithmen in Kapitel 4 verwendet.
2.2.1 Elementare Zeilenoperationen
Vorausgesetzt wird ein (n, k)q-Code C mit einer Generatormatrix G ∈ F k,nq .
Die folgenden sogenannten elementaren Zeilenoperationen in G sind erlaubt,
ohne daß der Code C gea¨ndert wird [Fri95, Bar97, BSMM99]:
• Vertauschen von Zeilen.
• Multiplikation einer Zeile mit einem von Null verschiedenen Skalar.
• Addition einer mit einem Skalar multiplizierten Zeile zu einer anderen
Zeile.
2.2.2 Kanonische Staﬀelform
Es sei G ∈ F k,nq eine Generatormatrix fu¨r den (n, k)q-Code C. Die kanoni-
sche Staﬀelform (Echelon Canonical Form) wird erreicht, wenn G mit den
obenerwa¨hnten elementaren Zeilenoperationen in folgende Form u¨berfu¨hrt
werden kann:
G = (I P ), (2.28)
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wobei I ∈ F k,kq eine Einheitsmatrix ist und P ∈ F k,n−kq eine (k, n−k)-dimen-
sionale Matrix bezeichnet.
Gema¨ß Unterabschnitt 2.1.6 entspricht diese Form einer systematischen
Codierung und wird ebenfalls reduzierte Staﬀelform [Pet67], Zeilennormal-
form oder gaußsche Normalform [Fri95] genannt.
2.2.3 Informationsmenge
In einem (n, k)q-Code C wird eine Informationsmenge (IS, Information Set)
deﬁniert als eine beliebige Menge I von k Stellen eines Codewortes c ∈ C,
so daß die dazugeho¨rigen k Spalten der Generatormatrix G ∈ F k,nq linear
unabha¨ngig sind. Aus der Kenntnis dieser k Stellen ko¨nnen die restlichen
n− k Stellen dann eindeutig bestimmt werden [CG90].
Wenn die Generatormatrix G des Codes C in die kanonische Staﬀelform
nach (2.28) u¨berfu¨hrt werden kann, dann bilden die k ersten Stellen eine
Informationsmenge I [CC81]. Eine andere beliebige Menge I ′ von k Stel-
len kann eine Informationsmenge bilden, wenn G mit elementaren Zeilen-
operationen gema¨ß Unterabschnitt 2.2.1 in eine andere Generatormatrix G0
u¨berfu¨hrt werden kann, so daß das Hamminggewicht wH ihrer entsprechen-
den k Spalten gleich Eins wird.
Normalerweise bilden k beliebig ausgewa¨hlte Stellen eines Codewortes
c ∈ C nicht stets eine Informationsmenge I.
Als Beispiel sei G folgende Generatormatrix eines (7, 4, 3)2-Codes C:
G =


1 1 0 1 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1

. (2.29)
Mit elementaren Zeilenoperationen wirdG in die kanonische Staﬀelform nach
(2.28) u¨berfu¨hrt:
G0(I) =


1 0 0 0 1 1 0
0 1 0 0 0 1 1
0 0 1 0 1 1 1
0 0 0 1 1 0 1

, (2.30)
wobei die Informationsmenge I = {0, 1, 2, 3} ist. Hingegen bilden die Stellen
{0, 1, 2, 5} keine Informationsmenge, denn diese vier Spalten von G ha¨ngen
linear voneinander ab.
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2.2.4 MDS-Code
Maximum–Distance–Separable–Codes (MDS-Codes) sind eine wichtige Klas-
se von (n, k, n − k + 1)q-Codes C, bei denen ein Codewort c ∈ C durch k
beliebig ausgewa¨hlte Stellen eindeutig bestimmt werden kann [Fri95]. Das
hat zur Folge, daß alle beliebig ausgewa¨hlten Blo¨cke von k Stellen in diesem
Code C immer eine Informationsmenge I bilden.
Die einzigen bina¨ren MDS-Codes sind die trivialen: die (n, 1, n)2-Wieder-
holungscodes, die (n, n − 1, 2)2-Parity–Check–Codes und der (n, n, 1)-Code
ohne Redundanz [Bos98]. Im Gegensatz dazu bilden die q-stuﬁgen MDS-
Codes eine breite Klasse von wesentlich praktischerer Bedeutung. Beispiels-
weise besitzen die Reed–Solomon–Codes (RS-Codes) [LC83, Bla83, ML85,
Fri95, Bos98] diese MDS-Eigenschaft.
2.2.5 Pru¨fmenge
Basierend auf dem obengenannten Konzept von Informationsmenge wird eine
Pru¨fmenge (PS, Parity Set) deﬁniert als die Menge P der nicht zur Infor-
mationsmenge I geho¨renden restlichen n− k Stellen eines Codewortes c ∈ C
[CC81].
2.2.6 Allgemeine Decodierung mit Informationsmen-
gen
Vorausgesetzt werden ein (n, k)q-Code C mit einer Generatormatrix G und
ein Vektor v, der decodiert werden soll. Eine allgemeine Prozedur zur Deco-
dierung mit Hilfe von Informationsmengen kann folgendermaßen formuliert
werden [Bar91a, Bar93]:
• Schritt 1: Bilde eine Menge von verschiedenen Informationsmengen
gema¨ß einer beliebigen Methode.
• Schritt 2: Wa¨hle eine Informationsmenge I aus der oben gebildeten
Menge aus.
• Schritt 3: U¨berfu¨hre die Generatormatrix G mit elementaren Zeilen-
operationen in eine andere Generatormatrix G0(I), so daß die durch I
bestimmten Spalten von G0(I) Hamminggewicht Eins besitzen.
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• Schritt 4: Bilde ein Infowort u[I], das diejenigen k Komponenten aus
dem Vektor v entha¨lt, die durch I bestimmt werden.
• Schritt 5: Berechne ein Codewort c0(I) durch eine a¨hnliche Codier-
vorschrift wie Gleichung (2.5): c0(I) = u[I]G0(I).
• Schritt 6: Erzeuge eine Liste von Codewo¨rtern c0(I) nach Schritten 2
bis 5 mittels der im Schritt 1 gebildeten Menge.
• Schritt 7: Suche in dieser Liste dasjenige gescha¨tzte Codewort cˆ, das
den geringsten Hammingabstand zum Vektor v aufweist.
• Schritt 8: Decodiere v als cˆ.
Gema¨ß [CC81, Bar93] kann anstelle der Codiervorschrift im Schritt 5
auch das Syndrom anhand der Pru¨fmatrix nach Gleichung (2.7) verwendet
werden.
Wie die Menge von verschiedenen Informationsmengen in Schritt 1 er-
zeugt wird, damit die Codewo¨rter c0(I) in Schritt 5 mit großer Wahrschein-
lichkeit nahe an Vektor v liegen, ist sicherlich die schwierigste Aufgabe bei
der Decodierung mit Informationsmengen.
2.2.7 U¨berdeckungsmenge
Vorausgesetzt werden drei positive ganze Zahlen n, k und t, wobei n ≥ k ≥
t > 0 gilt. Es seien F eine Menge mit n Elementen und K eine Menge von
Teilmengen B von F , jede Teilmenge B habe k Elemente. Gema¨ß [CG81]
wird eine (n, k, t)-U¨berdeckungsmenge (Covering Set) deﬁniert als ein Paar
(F ,K), so daß es fu¨r jede Teilmenge T ⊆ F mit t Elementen mindestens ein
B ∈ K mit T ⊆ B gibt.
Normalerweise werden die Elemente von F als Punkte, die Elemente von
K als Blo¨cke B und die Teilmenge T als t-Teilmenge bezeichnet [Bar93].
Wenn alle t-Teilmengen in exakt einem Block B ∈ K enthalten sind, dann
wird eine (n, k, t)-U¨berdeckungsmenge ein (n, k, t)-Steiner–System genannt
[CS99].
In dieser Arbeit wird eine (n, k, t)-U¨berdeckungsmenge mit U(n, k, t) be-
zeichnet. Entsprechend steht |U(n, k, t)| fu¨r die Anzahl von Blo¨cken B einer
(n, k, t)-U¨berdeckungsmenge (Ma¨chtigkeit oder Kardinalzahl).
Eine einfache untere Schranke fu¨r |U(n, k, t)| wird im folgenden beschrie-
ben: Bei n Stellen ist die Gesamtanzahl unterschiedlicher Fehlermuster
(
n
t
)
.
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Da ein Block B k Elemente besitzt, betra¨gt die Anzahl von unterschiedlichen
Fehlermustern, die durch einen einzigen Block B u¨berdeckt werden ko¨nnen,
ho¨chstens
(
k
t
)
. Somit kann die untere Schranke wie folgt angegeben werden
[CC81]:
|U(n, k, t)| ≥
(
n
t
)
(
k
t
) . (2.31)
Fu¨r die Ma¨chtigkeit einer (n, k, t)-U¨berdeckungsmenge gilt folgender Zu-
sammenhang [Bar98]:
k |U(n, k, t)| ≥ n |U(n− 1, k − 1, t− 1)|. (2.32)
Speziell fu¨r t = 1 gilt
|U(n, k, 1)| =
⌈n
k
⌉
. (2.33)
Damit kann die untere Schranke (2.31) etwas verbessert werden [Sch64]:
|U(n, k, t)| ≥
⌈
n
k
·
⌈
n− 1
k − 1 · · · · ·
⌈
n− t+ 1
k − t+ 1
⌉
· · ·
⌉⌉
, (2.34)
wobei 
ς die kleinste ganze Zahl bezeichnet, die gro¨ßer oder gleich ς ist.
Falls eine gleichverteilte Auswahl von Blo¨cken B durchgefu¨hrt wird, kann
eine obere Schranke fu¨r |U(n, k, t)| durch folgende Gleichung berechnet wer-
den [ES74, ASE92]:
|U(n, k, t)| ≤
(
ln
(
k
t
)
+ 1
) (n
t
)
(
k
t
) . (2.35)
2.3 U¨bertragungssystem
Abbildung 2.1 zeigt ein vereinfachtes digitales U¨bertragungssystem, das auf
der Darstellung in [Fri95] basiert. Sowohl die Quellencodierung als auch die
Kryptographie werden in der vorliegenden Arbeit nicht beru¨cksichtigt.
2.3 U¨bertragungssystem 21
Diskreter Kanal (DC)
Quelle Codierer Modulator
strecke
DemodulatorDecodiererSenke
Übertragungs-
u c
y, vuˆ
cˆ, xˆ
x
r
z, β
Abbildung 2.1: Das digitale U¨bertragungssystem.
U¨berdies sei der (zeit)diskrete Kanal (DC, Discrete Channel) wertkonti-
nuierlich, zeitinvariant, geda¨chtnislos, symmetrisch und bina¨r [Bos98, Fri95].
Er kann als eine Zusammenfassung von Modulator, U¨bertragungsstrecke und
Demodulator gesehen werden. Er la¨ßt sich erzeugen durch
• eine bina¨re Phasenumtastung (BPSK, Binary Phase Shift Keying) als
Modulationsverfahren [Kam96],
• einen additiven weißen gaußschen Rauschkanal (AWGN–Kanal, Addi-
tive White Gaussian Noise Channel) [Pro95] und
• eine Soft–Decision Demodulation.
Das Infowort u = (u0, . . . , uk−1), uj ∈ F 2, 0 ≤ j < k wird durch den Co-
dierer eines (n, k)2-Codes C in das Codewort c = (c0, . . . , cn−1) ∈ C, ci ∈ F 2,
0 ≤ i < n umgewandelt. Im Modulator wird dem Codewort c eine Sendefol-
ge x = (x0, . . . , xn−1) ∈ X , xi = (−1)ci ∈ {±1} zugeordnet. Der modulierte
Code X ist die Menge der Codewo¨rter C nach der Modulation und kann als
eine Abbildung des Codes C aus F n2 in die Menge {±1}n aus dem euklidi-
schen Vektorraum R n verstanden werden. Durch die auftretenden Sto¨rsignale
in der U¨bertragungsstrecke wird x zum Empfangsvektor r = (r0, . . . , rn−1),
ri ∈ R mo¨glicherweise verfa¨lscht.
Mit N0 wird die einseitige Rauschleistungsdichte des Sto¨rsignals, und mit
Ec wird die mittlere Energie pro empfangenem Codebit bezeichnet. Die Va-
rianz σ2 = N0 / 2 entspricht also der Varianz des Rauschens, und Ec wird auf
Eins normiert.
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Der Demodulator liefert dem Decodierer einen Vektor y = (y0, . . . , yn−1),
yi ∈ R , der durch das Log–Likelihood–Wahrscheinlichkeitsverha¨ltnis deﬁniert
wird:
yi = κ ln
(
Pr(ri | 1)
Pr(ri | −1)
)
, (2.36)
wobei κ ∈ R + eine Konstante ist, die ausschließlich vom Signal zu Rausch-
verha¨ltnis (SNR, Signal–to–Noise Ratio) pro empfangenem Codebit Ec/N0
abha¨ngt.
Das Vorzeichen jeder Komponente yi des Vektors y kann als Hard–De-
cision interpretiert und in einem Vektor v = (v0, . . . , vn−1) zusammengefaßt
werden, wobei vi ∈ F 2 folgendermaßen angegeben wird:
vi =
{
0 fu¨r yi > 0
1 fu¨r yi ≤ 0.
(2.37)
Entsprechend kann der Betrag jeder Komponente yi als Zuverla¨ssigkeits-
information βi verstanden und als ein Vektor β = (β0, . . . , βn−1), βi = |yi| ∈
R
+
0 geschrieben werden, wobei R
+
0 die Menge der positiven reellen Zahlen mit
Null bezeichnet.
Außerdem entspricht das Vorzeichen jeder Komponente yi ebenfalls der
Komponente zi eines Vektors z = (z0, . . . , zn−1), zi = sign(yi) ∈ {±1} im
euklidischen Vektorraum R n, wobei
sign(ς) =
{
+1 fu¨r ς > 0
−1 fu¨r ς ≤ 0 (2.38)
die Signumfunktion bezeichnet [Bar97].
Da zi nur entweder −1 oder +1 sein kann, bestehen folgende Zusam-
menha¨nge zwischen den Komponenten der Vektoren β und z:
yi = zi βi, (2.39a)
βi = zi yi, (2.39b)
und oﬀensichtlich gelten folgende Gleichungen fu¨r vi:
vi =
1− sign(yi)
2
, (2.40a)
=
1− zi
2
. (2.40b)
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Aufgrund der eindeutigen Zuordnung zwischen Infowo¨rtern, Codewo¨rtern
und Sendefolgen kann anstelle des Infowortes u auch das Codewort c ∈ C
oder die Sendefolge x ∈ X auf der Empfangsseite gescha¨tzt werden.
Der Decodierer verwendet y, um ein mo¨glichst fehlerfreies Infowort bzw.
Codewort oder eine mo¨glichst fehlerfreie Sendefolge an seinem Ausgang lie-
fern zu ko¨nnen.
2.4 Zuverla¨ssigkeitsmaße fu¨r Soft–Decision
In diesem Abschnitt werden u. a. einige Maße fu¨r die Berechnung des Ab-
standes zwischen Codewo¨rtern vorgestellt. Diese Maße ziehen die Zuverla¨ssig-
keitsinformation des Empfangsvektors in Betracht. Weitere Maße werden in
[Bos98, Kab91] ero¨rtert.
2.4.1 Eigenschaften von Indexmengen
Mit D0(x,y) wird eine Indexmenge von Stellen bezeichnet, an welchen eine
Sendefolge x mit einem Vektor y im Vorzeichen u¨bereinstimmt [KTK+95,
KKTL95a, KKTL95b]:
D0(x,y) = {i | sign(xi) = sign(yi), 0 ≤ i < n}. (2.41)
Entsprechend bezeichnet D1(x,y) eine Indexmenge von Stellen, an welchen
sich eine Sendefolge x von einem Vektor y durch das Vorzeichen unterscheidet
[KTK+95, KKTL95a, KKTL95b]:
D1(x,y) = {i | sign(xi) )= sign(yi), 0 ≤ i < n}. (2.42)
Als Beispiel kann die Deﬁnition des Hammingabstandes dH(v,v
0) nach
Gleichung (2.9) ebenfalls wie folgt angegeben werden:
dH(v,v
0) =
∑
i∈D1(v,v0)
1
= |D1(v,v0)|,
(2.43)
wobei | · | die Ma¨chtigkeit (Kardinalzahl) einer Menge bezeichnet.
In Anhang A.1 wird gezeigt, daß folgender Zusammenhang zwischen zwei
beliebigen Codewo¨rtern c, c0 ∈ C, den entsprechenden Sendefolgen x,x0 ∈ X
24 Grundlagen
und einem beliebigen Vektor y ∈ R n gilt:
dH(c, c
0) = |D1(x,x0)|
= |D1(x,y) ∩ D0(x0,y)|+ |D0(x,y) ∩ D1(x0,y)|. (2.44)
Oﬀensichtlich gelten folgende Eigenschaften fu¨r D0(x,y) und D1(x,y):
D0(x,y) = D1(x,y) bzw. D1(x,y) = D0(x,y), (2.45a)
D0(x,y) ∩ D1(x,y) = ∅, (2.45b)
D0(x,y) ∪ D1(x,y) = {0, 1, . . . , n− 1}, (2.45c)
|D0(x,y)|+ |D1(x,y)| = n, (2.45d)
wobei (·) fu¨r das Komplement einer Menge (Komplementa¨rmenge) steht.
Fu¨r zwei beliebige Indexmengen J (x,y) und J ′(x,y) gilt:∣∣∣J (x,y) ∩ J ′(x,y)∣∣∣ + ∣∣∣J (x,y) ∩ J ′(x,y)∣∣∣ = ∣∣∣J (x,y)∣∣∣. (2.46)
2.4.2 Indexmenge der unzuverla¨ssigsten Stellen
Vorausgesetzt werden eine beliebige Indexmenge J (x,y) ⊆ {0, 1, . . . , n− 1}
und eine beliebige Zahl δ ∈ Z , wobei Z die Menge der ganzen Zahlen bezeich-
net. Mit J (x,y)(δ) wird die Indexmenge der δ unzuverla¨ssigsten Stellen von
J (x,y) bezeichnet, wobei J (x,y)(δ) = J (x,y), wenn δ ≥ |J (x,y)| und
J (x,y)(δ) = ∅, wenn δ ≤ 0 [KTKL99]. Dabei steht ∅ fu¨r die leere Menge.
Basierend auf einer Idee in [Lie93] kann diese Deﬁnition durch die drei
folgenden Forderungen mathematisch angegeben werden:
∅ ⊆ J (x,y)(δ) ⊆ J (x,y) ⊆ {0, 1, . . . , n− 1}, (2.47a)∣∣J (x,y)(δ)∣∣ = max{min{δ, |J (x,y)|}, 0}, (2.47b)
i ∈ J (x,y)(δ), j ∈ J (x,y) \ J (x,y)(δ) =⇒ βi ≤ βj. (2.47c)
2.4.3 Gewichtetes Hamminggewicht
Das gewichtete Hamminggewicht wβ(y) eines Vektors y wird deﬁniert als:
wβ(y) =
∑
i | zi=−1
βi, (2.48)
wobei βi = |yi| ∈ R +0 die Zuverla¨ssigkeitsinformation jeder Komponente yi
des Vektors y bezeichnet und zi = sign(yi) ∈ {±1} das Vorzeichen jeder
Komponente yi des Vektors y.
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2.4.4 Gewichteter Hammingabstand
Der gewichtete Hammingabstand dβ(x,y) zwischen einer Sendefolge x und
einem Vektor y wird deﬁniert als:
dβ(x,y) =
∑
i∈D1(x,y)
βi, (2.49)
wobei βi = |yi| ∈ R +0 die Zuverla¨ssigkeitsinformation des Vektors y bezeich-
net und D1(x,y) die Indexmenge gema¨ß Gleichung (2.42).
2.4.5 Euklidische Norm
Die euklidische Norm ‖y‖ ∈ R eines Vektors y wird deﬁniert als:
‖y‖ =
√∑
i
yi2. (2.50)
Sie wird auch euklidisches Gewicht wE(y) [God91], Betrag, La¨nge von y
[Sto¨99] oder einfach Norm ‖y‖2 [BSMM99] genannt.
2.4.6 Maximumnorm
Die Maximumnorm ‖y‖∞ ∈ R eines Vektors y wird deﬁniert als:
‖y‖∞ = max0≤i<n βi, (2.51)
wobei βi = |yi| ∈ R +0 die Zuverla¨ssigkeitsinformation ist.
Die Maximumnorm wird ebenfalls als sup–Norm bezeichnet [Bar97].
2.4.7 Einheitsvektor
Einheitsvektor y0 wird ein Vektor der La¨nge n genannt, dessen euklidische
Norm ‖y0‖ gleich Eins ist:
y0 =
y
‖y‖ = (y
0
0, . . . , y
0
n−1), (2.52a)
y0i =
yi
‖y‖ ∈ R , 0 ≤ i < n, (2.52b)
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wobei ‖y‖ nach Gleichung (2.50) angegeben wird:
y0i =
yi√∑
j
yj
2
, 0 ≤ i, j < n. (2.52c)
Der Einheitsvektor wird auch als normierter Vektor [Sto¨99] oder als Eins-
vektor [Bar97] bezeichnet.
2.4.8 Normierter Vektor
Ein normierter Vektor y˜ wird deﬁniert als:
y˜ =
y
‖y‖∞
= (y˜0, . . . , y˜n−1), (2.53a)
y˜i =
yi
‖y‖∞
∈ R , |y˜i| ≤ 1, 0 ≤ i < n, (2.53b)
wobei ‖y‖∞ nach Gleichung (2.51) angegeben wird:
y˜i =
yi
max
0≤i<n
βi
, 0 ≤ i < n. (2.53c)
2.4.9 Skalarprodukt
Das Skalarprodukt 〈x,y〉 von zwei Vektoren x und y wird deﬁniert als:
〈x,y〉 =
∑
i
xi yi. (2.54)
Es wird ebenfalls Punktprodukt x·y [BSMM99], Innenprodukt [Bar97, Sto¨99]
oder einfach Korrelation zwischen x und y [Fri95] genannt.
In Anhang A.2 wird gezeigt, daß Gleichung (2.54) folgendermaßen umge-
formt werden kann:
〈x,y〉 =
∑
i
βi − 2 dβ(x, z). (2.55)
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2.4.10 Winkel
Der zwischen den zwei Vektoren y und y0 eingeschlossene Winkel ϕ(y,y0)
wird deﬁniert als:
cosϕ(y,y0) =
〈y,y0〉
‖y‖ ‖y0‖ , y,y
0 )= 0, 0 ≤ ϕ(y,y0) ≤ π, (2.56)
2.4.11 Euklidischer Abstand
Der euklidische Abstand dE(x,y) zwischen einer Sendefolge x und einem
Vektor y wird deﬁniert als:
dE(x,y) =
√∑
i
(xi − yi)2. (2.57)
Er wird auch als euklidische Distanz ‖y − x‖ bezeichnet [Bos98, God91].
Oﬀensichtlich gilt fu¨r den Zusammenhang zwischen euklidischer Norm
und euklidischem Abstand:
‖y‖ = dE(0,y) mit 0 = (0, . . . , 0). (2.58)
Daru¨ber hinaus gilt folgender Zusammenhang zwischen euklidischem Ab-
stand und Hammingabstand fu¨r zwei Sendefolgen x und x0 und die entspre-
chenden Codewo¨rter c und c0:
dE(x,x
0) = 2
√
dH(c, c
0). (2.59)
2.4.12 Euklidischer Minimalabstand
Der euklidische Minimalabstand dEmin eines modulierten Codes X wird de-
ﬁniert als der kleinste euklidische Abstand zwischen allen Sendefolgen aus
X :
dEmin = min{dE(x,x0) |x,x0∈ X ,x )= x0}. (2.60)
Nach Gleichung (2.59) gilt
dEmin = 2
√
dHmin (2.61)
fu¨r den Zusammenhang zwischen euklidischem Minimalabstand dEmin und
Minimalabstand dHmin.
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2.4.13 Quadratischer euklidischer Abstand
Vorausgesetzt wird ein modulierter Code X der La¨nge n. Der quadratische
euklidische Abstand dE
2(x,y) zwischen einer Sendefolge x ∈ X und einem
Vektor y ∈ R n kann wie folgt umgeformt werden:
dE
2(x,y) =
n−1∑
i=0
(xi − yi)2 (2.62a)
=
n−1∑
i=0
xi
2
︸ ︷︷ ︸
n
−2
n−1∑
i=0
xi yi︸ ︷︷ ︸
〈x,y〉
+
n−1∑
i=0
yi
2
︸ ︷︷ ︸
konstant
. (2.62b)
Daraus folgt, daß eine Minimierung des quadratischen euklidischen Abstan-
des dE
2(x,y) in bezug auf x bei gegebenem y gleich einer Maximierung des
Skalarproduktes 〈x,y〉 ist, weil sowohl der erste Term als auch der letzte
Term in Gleichung (2.62b) unabha¨ngig von x sind. Am Ende des na¨chsten
Unterabschnittes wird dieser Ansatz nochmals diskutiert.
2.4.14 Ellipsoidischer Abstand
Vorausgesetzt wird ein Zuverla¨ssigkeitsvektor β = (β0, . . . , βn−1), βi = |yi| ∈
R
+
0 , 0 ≤ i < n. Der ellipsoidische Abstand dE(β,v,v0) zwischen zwei Vekto-
ren v und v0 aus F n2 wird deﬁniert als [Dum97b, Dum]:
dE(β,v,v0) =
∑
i
βi (vi − v′i)2, (2.63)
wobei vi, v
′
i ∈ {0, 1} hier als reelle Zahlen behandelt werden.
Mittels Gleichung (2.42) kann diese Deﬁnition ebenfalls folgendermaßen
angegeben werden:
dE(β,v,v0) =
∑
i∈D1(v,v0)
βi, (2.64)
Oﬀensichtlich existiert ein enger Zusammenhang zwischen ellipsoidischem
Abstand und gewichtetem Hammingabstand. Wenn v der Sendefolge x zu-
geordnet wird und v0 als Hard–Decision Information von y und β als Zu-
verla¨ssigkeitsinformation von y betrachtet werden, dann ist der ellipsoidische
Abstand dE(β,v,v0) gleich dem gewichteten Hammingabstand dβ(x,y) ge-
ma¨ß Gleichung (2.49).
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2.4.15 Diskretes Ellipsoid
Ein diskretes Ellipsoid E(r,β,v) mit Hammingradius r und Zuverla¨ssigkeits-
vektor β um einen Vektor v wird deﬁniert als die Menge aller Vektoren v0, die
einen ellipsoidischen Abstand dE zu v kleiner oder gleich r aufweisen [Dum]:
E(r,β,v) = {v0 ∈ {0, 1}n | dE(β,v,v0) ≤ r}. (2.65)
Selbstversta¨ndlich ist eine Korrekturkugel S(r, c) nach Gleichung (2.15) ein
spezieller Fall eines diskreten Ellipsoids E(r,β,v) mit v = c und βi = 1,
0 ≤ i < n.
Diskrete Ellipsoide spielen eine wesentliche Rolle bei Soft–Decision we-
gen ihres engen Zusammenhanges mit einer SDMLD, wie in Abschnitt 4.3
deutlich wird.
2.5 Soft–Decision–Maximum–Likelihood–De-
codierung (SDMLD)
Normalerweise ist das gesendete Codewort c auf der Empfangsseite nicht be-
kannt, und die Sto¨rsignale des Kanals fu¨hren zu Fehlern im Empfangsvektor
r. Der Decodierer versucht, das gesendete Codewort c richtig zu scha¨tzen
unter Kenntnis des Vektors r.
Das Ziel einer Decodierung ist also, daß das gescha¨tzte Codewort cˆ mo¨g-
lichst ha¨uﬁg mit dem gesendeten Codewort c u¨bereinstimmt. Diese Forderung
ist das Kriterium, nach dem der Decodierer konstruiert werden soll.
Als Konzept fu¨r eine optimale Decodierung fu¨r Codewo¨rter wird das
Maximum–Likelihood–Prinzip verwendet [Bos98]. Bei Soft–Decision im eu-
klidischen Vektorraum R n kann diese optimale Prozedur wie folgt deﬁniert
werden: Vorausgesetzt wird ein modulierter Code X der La¨nge n, der sich
durch Abbildung eines Codes C aus F n2 in die Menge {±1}n ergibt. Ferner
wird zur Herleitung dieser Decodiervorschrift grundsa¨tzlich angenommen,
daß alle 2k gescha¨tzten Sendefolgen xˆ mit der gleichen A–priori–Wahrschein-
lichkeit Pr(xˆ) = 2−k vom Decodierer abgegeben wurden. Damit ist die wahr-
scheinlichste Sendefolge x
ML
diejenige gescha¨tzte Sendefolge xˆ ∈ X , fu¨r die
Pr(r | xˆ) maximal wird:
x
ML
= argmax
xˆ∈X
Pr(r | xˆ), (2.66)
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wobei Pr(r | xˆ) die A–priori–U¨bergangswahrscheinlichkeit ist, daß r empfan-
gen wurde unter der Voraussetzung, daß xˆ gesendet wurde, und argmax f(ς)
das Argument ς bezeichnet, das eine beliebige Funktion f(ς) maximiert.
Ohne die Annahme gleicher A–priori–Wahrscheinlichkeiten Pr(xˆ) ergibt
sich jedoch ein anderer Decodierer, na¨mlich der Maximum–a–posteriori–De-
codierer (MAP–Decodierer, Maximum–a–posteriori Decoder), der exakt auf
die Quellenstatistik angepaßt ist und bei nicht gleichwahrscheinlichen ge-
scha¨tzten Sendefolgen xˆ zu einer kleineren Fehlerwahrscheinlichkeit fu¨hrt als
die Fehlerwahrscheinlichkeit eines entsprechenden Maximum–Likelihood–De-
codierers (ML–Decodierer,Maximum–Likelihood Decoder) [Fri95, Dor97]. In-
folge dieser Abha¨ngigkeit von der Quellenstatistik wird der MAP–Decodierer
in der vorliegenden Arbeit nicht verwendet.
Die Maximierung von Pr(r | xˆ) gema¨ß Gleichung (2.66) ist gleichbedeu-
tend mit der Maximierung von ln Pr(r | xˆ)− ln Pr(r |−xˆ):
x
ML
= argmax
xˆ∈X
{ln Pr(r | xˆ)− ln Pr(r |−xˆ)}. (2.67)
Da der zeitdiskrete Kanal geda¨chtnislos ist, gilt:
Pr(r | xˆ) =
∏
i
Pr(ri | xˆi). (2.68)
Wie in Anhang A.3 bewiesen wird, ist Gleichung (2.67) bei einem AWGN–
Kanal a¨quivalent zu:
x
ML
= argmax
xˆ∈X
〈xˆ,y〉. (2.69)
Infolgedessen wird als wahrscheinlichste Sendefolge x
ML
diejenige gescha¨tzte
Sendefolge xˆ gewa¨hlt, fu¨r die das Skalarprodukt 〈xˆ,y〉 (d. h. die Korrelation)
mit dem Vektor y maximal wird.
Die SDMLD kann oﬀensichtlich nach Gleichung (2.69) folgendermaßen
ausgeschrieben werden:
〈xˆ,y〉 ≥ 〈xˆ0,y〉, ∀ xˆ0 ∈ X . (2.70)
Anhang A.4 zeigt, daß diese Ungleichung a¨quivalent zur folgenden Unglei-
chung ist:
dE(xˆ,y) ≤ dE(xˆ0,y), ∀ xˆ0 ∈ X . (2.71)
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Somit wird die SDMLD auch durchgefu¨hrt, wenn zum Vektor y ∈ R n ei-
ne gescha¨tzte Sendefolge xˆ ∈ X gewa¨hlt wird, die von y den minimalen
euklidischen Abstand dE(xˆ,y) hat.
Im na¨chsten Abschnitt wird das Konzept von SDMLD durch eine geome-
trische Interpretation verdeutlicht.
2.6 Voronoi–Regionen eines Codes
Die Voronoi–Regionen sind von grundlegender Bedeutung fu¨r die geometri-
sche Analyse der Gu¨te eines Blockcodes bei Soft–Decision–Decodierung. Bei-
spielsweise werden sie fu¨r die theoretische Berechnung der Fehlerwahrschein-
lichkeit bei einem AWGN–Kanal verwendet [Agr96].
Gema¨ß Forney [For91] bestimmt die Form der Voronoi–Region fast alle
Eigenschaften eines Codes, die fu¨r eine U¨bertragung wichtig sind.
Vorausgesetzt wird ein modulierter (n, k)2-Code X mit Minimalabstand
dEmin. Die Voronoi–Region V(x) einer Sendefolge x ∈ X wird deﬁniert als
die Menge aller Punkte (Vektoren) y ∈ R n, die die geringsten quadratischen
euklidischen Absta¨nde zu x aufweisen, verglichen mit allen anderen Sende-
folgen x0 ∈ X [Agr96, Agr98]:
V(x) = {y ∈ R n | dE2(y,x) ≤ dE2(y,x0), ∀ x0 ∈ X}. (2.72)
Somit kann eine SDMLD durch ihre geometrische Interpretation angege-
ben werden:
y ∈ V(x)⇐⇒ xˆ = x. (2.73)
Zum Vektor y wird hier als gescha¨tzte Sendefolge xˆ die Sendefolge x gewa¨hlt,
falls y innerhalb der Voronoi–Region V(x) der Sendefolge x liegt.
Die Sendefolgen x bilden 2k Eckpunkte eines n-dimensionalen Hyper-
wu¨rfels, der um den Koordinatenursprung 0 zentriert ist und durch 2n Hy-
perebenen xi ∈ {±1}, 0 ≤ i < n begrenzt wird. Die Voronoi–Region V(x) ist
eine Hyperpyramide mit einer Spitze am Ursprung 0 und unendlicher Ho¨he.
Ihre entsprechende unendliche Grundﬂa¨che ist um die Sendefolge x zentriert
[Agr98]. Der dreidimensionale euklidische Hyperwu¨rfel und die entsprechen-
de Voronoi–Region V(x) einer Sendefolge x werden fu¨r einen modulierten
(3, 2)2-Code X in Abbildung 2.2 gezeigt.
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x V(x)
0
dEmin
Abbildung 2.2: Dreidimensionaler euklidischer Hyperwu¨rfel und Voronoi–
Region V(x).
2.7 Zufallszahlengeneratoren
Die Anwendung von Zufallszahlengeneratoren in Simulationen anstatt echter
Zufallsdaten hat im allgemeinen den Vorteil, daß die Ergebnisse reproduziert
werden ko¨nnen [Pus96].
Im folgenden werden extrem schnelle Zufallszahlengeneratoren als ein Bei-
trag dieser Arbeit vorgeschlagen. Dabei werden zuna¨chst gleichverteilte Zu-
fallszahlengeneratoren vorgestellt, die sowohl fu¨r den Decodieralgorithmus
von Kapitel 4 als auch fu¨r die Simulationen in Kapitel 5 no¨tig sind. An-
schließend werden gaußverteilte Zufallszahlengeneratoren betrachtet, die als
Sto¨rsignal fu¨r die Simulationsmethode von Abschnitt 2.8 benutzt werden.
2.7.1 Gleichverteilte Zufallszahlengeneratoren
Nach Park und Miller haben beinahe alle gleichverteilten Zufallszahlengene-
ratoren, die von Programmiersprachen bzw. Betriebsystemen zur Verfu¨gung
gestellt werden, so schlechte statistische Eigenschaften, daß sie die Ergebnisse
von sehr langen Simulationen vo¨llig verfa¨lschen ko¨nnen [PM88]. Besonders
betroﬀen in diesem Fall sind alle Arten von gleichverteilten Zufallszahlen-
generatoren, die auf linear ru¨ckgekoppelten Schieberegistern der La¨nge 31
beruhen [DB96, Kam96].
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Da die gesamte Anzahl von gesendeten Codewo¨rtern in den Simulationen
von Kapitel 5 in einzelnen Fa¨llen sogar wesentlich gro¨ßer als 10 Millionen sein
kann, wurde ein besonderer Wert nicht nur auf die statistischen Eigenschaften
sondern auch auf die Geschwindigkeit der gleichverteilten Zufallszahlenge-
neratoren gelegt. Deswegen wurden lediglich linear kongruente Generatoren
(Linear Congruential Generators) in dieser Arbeit verwendet, die in multipli-
kative kongruente Generatoren (Multiplicative Congruential Generators) und
gemischte kongruente Generatoren (Mixed Congruential Generators) unter-
gegliedert werden ko¨nnen [PTVF92, Knu98a].
Park und Miller haben hauptsa¨chlich vier verschiedene gleichverteilte Zu-
fallszahlengeneratoren modulo 231− 1 als Referenzen vorgeschlagen, die her-
vorragende statistische Eigenschaften haben [PM88]. Genauso geeignet sind
die 410 gleichverteilten Zufallszahlengeneratoren, die Fishman und Moore
mu¨hsam untersucht haben [FM86] oder diejenigen, die von L’Ecuyer in sei-
nem Beitrag zu gemeinsamen gleichverteilten Zufallszahlengeneratoren ana-
lysiert wurden [L’E88].
In [PTVF92] wurden viele gleichverteilte Zufallszahlengeneratoren von
[Knu98a] entnommen und in der Programmiersprache C implementiert. In
[Wu97] wurden u. a. alle multiplikativen kongruenten Generatoren modulo
231 − 1 mit einem Multiplikator der Form ±2i ± 2j getestet, wobei 0 < i <
j < 31 ist.
Alle erwa¨hnten gleichverteilten Zufallszahlengeneratoren wurden in der
vorliegenden Arbeit mithilfe der Programmiertechniken von Abschnitt 5.1
sorgfa¨ltig optimiert und nach ihren Geschwindigkeiten bewertet. Schließlich
wurden folgende gleichverteilte Zufallszahlengeneratoren ausgewa¨hlt, weil sie
einerseits ausgezeichnete statistische Eigenschaften besitzen und andererseits
mindestens um den Faktor 15 schneller als die urspru¨nglichen gleichverteilten
Zufallszahlengeneratoren von Park und Miller [PM88] waren:
• Der gleichverteilte Zufallszahlengenerator modulo 232 namens ranqd1
von [PTVF92, S. 284].
• Die gleichverteilten Zufallszahlengeneratoren modulo 231 − 1 mit Mul-
tiplikatoren (231 − 1)− 216 − 211 und 215 − 210 von [Wu97, S. 260].
Der zusa¨tzliche Vorteil dieser linear kongruenten Generatoren im Ver-
gleich zu den gleichverteilten Zufallszahlengeneratoren auf Basis von linear
ru¨ckgekoppelten Schieberegistern [DB96, Kam96] ist, daß ebenfalls besonders
lange Nullfolgen auftreten ko¨nnen [Pus96].
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2.7.2 Gaußverteilte Zufallszahlengeneratoren
Aus demselben im letzten Unterabschnitt angegebenen Grund wurde auch
hier großer Wert auf die statistischen Eigenschaften sowie Geschwindigkeiten
von gaußverteilten Zufallszahlengeneratoren gelegt.
In [PTVF92, S. 289] wurde die originale Polarmethode (Polar Method)
von Box et al. [BMM58] in der Programmiersprache C realisiert. Der Ver-
gleich zwischen allen Methoden zur Erzeugung gaußverteilter Zufallszahlen
von [Knu98a] wurde bereits in einer fru¨heren Arbeit durchgefu¨hrt [Bar91b].
Im Jahre 1992 hat Leva einen schnelleren gaußverteilten Zufallszahlengene-
rator vorgeschlagen [Lev86]. In einem Beitrag von Eck und So¨der wurde ein
noch schnellerer gaußverteilter Zufallszahlengenerator basierend auf einer vor
den Simulationen gespeicherten Tabelle ero¨rtert [ES96].
Dagegen ist die schnellste in der Literatur gefundene Methode zur Erzeu-
gung gaußverteilter Zufallszahlen die Arbeit von Wallace, in der bestimm-
te Transformationen in einer orthogonalen, (256,4)-dimensionalen Matrix
von gaußschen Zahlen durchgefu¨hrt werden [Wal96]. Diese Methode wurde
zusa¨tzlich um 24 % mittels der in Abschnitt 5.1 beschriebenen Programmier-
techniken optimiert, so daß die Erzeugung von gaußverteilten Zufallszahlen
etwa die gleiche Zeit beno¨tigt wie die von gleichverteilten und mindestens
um den Faktor 37 schneller ist als die originale Polarmethode von Box et al.
[BMM58, PTVF92].
2.8 Simulationsmethode
Vorausgesetzt werden ein modulierter (n, k)2-Code X und ein digitales U¨ber-
tragungssystem gema¨ß Abbildung 2.1. Damit Codes unterschiedlicher Raten
R untereinander und mit einer uncodierten U¨bertragung (R = 1) verglichen
werden ko¨nnen, wird die Fehlerwahrscheinlichkeit u¨blicherweise in Abha¨ngig-
keit vom SNR pro empfangenem Infobit Eb /N0 anstelle des SNR pro emp-
fangenem Codebit Ec /N0 angegeben [Fri95], wobei Eb die mittlere Energie
pro empfangenem Infobit bezeichnet. Die Energienormierung auf Eb gewa¨hr-
leistet, daß unabha¨ngig von der Rate R des verwendeten modulierten Codes
X stets gleichviel Energie aufgewendet wird [Bos98].
Zwischen Ec und Eb besteht folgender Zusammenhang:
nEc = k Eb =⇒ Ec
N0
= R
Eb
N0
. (2.74)
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Zur Ermittlung der Fehlerwahrscheinlichkeit existieren verschiedene Ver-
fahren [So¨d93]. Im allgemeinen kann die Fehlerwahrscheinlichkeit Pr(xˆ )= x)
bei einem gegebenen Wert von Eb /N0 wie folgt ermittelt werden:
Pr(xˆ )= x) =
∫
τ
Pr(xˆ )= x | τ ) p(τ ) dτ. (2.75)
Bei der u¨blichen Monte–Carlo–Methode [BSMM99] werden unwesentliche
Ereignisse sehr ha¨uﬁg simuliert, weil die Wahrscheinlichkeit des Auftretens
eines Fehlers bei großen SNR sehr gering ist.
Im folgenden wird der quadratische euklidische Abstand dE
2(x,y) zwi-
schen einer Sendefolge x ∈ X und einem vom Empfangsvektor r abha¨ngi-
gen Vektor y ∈ R n mit ∆2 ∈ R bezeichnet und als Integrationsvariable
τ = ∆2 in Gleichung (2.75) verwendet. Diese Simulationsmethode gestat-
tet, daß die wichtigsten Fehlerereignisse stark beru¨cksichtigt werden. Bei der
U¨bertragung u¨ber einen AWGN–Kanal ist ∆2 eine Zufallsvariable, dessen
Wahrscheinlichkeitsdichte p(τ = ∆2) vom aktuellen SNR pro empfangenem
Infobit Eb /N0 abha¨ngt und analytisch berechnet werden kann.
Das Ziel in diesem Abschnitt ist, Zufallsvektoren zu erzeugen, die einen
bestimmten Betrag ∆ besitzen, wobei alle Winkel gleichverteilt sind. Dies
wird erreicht, indem ein gaußverteilter Vektor erzeugt wird, dessen La¨nge in
nachhinein auf den gewu¨nschten Wert ∆ normiert wird.
Eine Zufallsvariable Φ ∈ R +0 wird deﬁniert als:
Φ =
n−1∑
i=0
φi
2, (2.76)
wobei φi der Zufallswert einer gaußverteilten Zufallsvariablen mit Erwar-
tungswert µφ = 0 bezeichnet. Dabei werden alle n verschiedenen Zufalls-
werte φi ∈ R mittels des gaußverteilten Zufallszahlengenerators des letzten
Unterabschnittes erzeugt.
Im zeitdiskreten Kanal wird zu jeder Komponente xi ∈ {±1} einer Sen-
defolge x eine normierte Zufallsvariable addiert:
ri = xi + Λφi, (2.77)
wobei der Normierungsfaktor Λ folgendermaßen angegeben wird:
Λ =
√
∆2
Φ
. (2.78)
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Am Ausgang des Decodierers werden sowohl eine simulierte Wortfehler-
rate P∆2 (WER, Word Error Rate, auch Blockfehlerrate oder Blockfehler-
wahrscheinlichkeit (im asymptotischen Fall) genannt) als auch eine simulierte
Bitfehlerrate p∆2 (BER, Bit Error Rate, ebenfalls Bitfehlerwahrscheinlichkeit
(im asymptotischen Fall) genannt) gemessen, die vom quadratischen Abstand
∆2 abha¨ngig sind, der u¨ber einen gewissen Bereich variiert wird. Fu¨r Beispiele
von Kurven von P∆2 wird auf Abbildungen 5.1 und 5.5 verwiesen.
Fu¨r die Berechnung von Gleichung (2.75) wurden Werte P∆2 bzw. p∆2
beno¨tigt, die nicht simuliert wurden. Diese Werte wurden im logarithmischen
Maß nach den Methoden von [PTVF92] linear interpoliert bzw. extrapoliert.
Bei einem gegebenen Eb /N0 kann die WER Pσ bzw. BER pσ aus den
Kurven wie folgt berechnet werden:
Pσ =
∫ ∞
0
P∆2 χ(∆
2, n, σ) d∆2, (2.79a)
pσ =
∫ ∞
0
p∆2 χ(∆
2, n, σ) d∆2. (2.79b)
Dabei ist
p(τ = ∆2) = χ(ς, n, σ) =
ς
n
2
−1 e−
ς
2σ2
σn 2
n
2 Γ
(
n
2
) , ς ≥ 0 (2.80)
die χ2-Wahrscheinlichkeitsdichte mit dem Freiheitsgrad n [Pro95], wobei
Γ(ς) =
∫ ∞
0
e−ττ ς−1dτ (2.81)
die Gamma–Funktion [Bar97, BSMM99, Sto¨99] und
σ2 =
N0
2Ec
=
1
2R 10
0.1
Eb
N0
[dB]
(2.82)
die Varianz bezeichnet.
In Kapitel 5 sind Abbildungen 5.7 und 5.6 Beispiele fu¨r die Anwen-
dung von Gleichung (2.79). Fu¨r die Berechnung dieser Integration wurde
ein Romberg–Verfahren [BSMM99] verwendet, das in [PTVF92] in der Pro-
grammiersprache C implementiert wurde.
Der wesentliche Vorteil dieser Simulationsmethode im Vergleich zu einer
gewo¨hnlichen Monte–Carlo–Methode [BSMM99] ist, daß sowohl Interpola-
tionen als auch Extrapolationen hervorragende Ergebnisse bezu¨glich der Ge-
nauigkeit ermo¨glichen, wie in Kapitel 5 gezeigt wird.
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2.9 Simulationsschranke fu¨r SDMLD
Damit die Gu¨te eines beliebigen Decodieralgorithmus Ψ beurteilt werden
kann, sollte seine WER PΨ mit der WER PMLD einer SDMLD verglichen
werden. Weil die SDMLD u¨blicherweise ausschließlich fu¨r relativ kurze Codes
simuliert werden kann, wird eine untere Schranke PLB (LB, Lower Bound) fu¨r
die WER einer SDMLD verwendet.
Die Grundidee fu¨r diese untere Schranke PLB ist folgende: Wird von ir-
gendeinem Decodierer irgendeine gescha¨tzte Sendefolge xˆ gefunden, die bes-
ser ist als die Sendefolge x, dann wu¨rde auch ein ML–Decodierer einen Fehler
begehen. Wird nur diese Fa¨lle als Fehler geza¨hlt, ergibt sich eine untere Si-
mulationsschranke PLB fu¨r die WER PMLD einer SDMLD.
Diese untere Simulationsschranke PLB kann folgendermaßen beschrieben
werden: Vorausgesetzt werden eine Sendefolge x, ein vom Empfangsvektor
r abha¨ngiger Vektor y und ein Decodieralgorithmus Ψ, der eine gescha¨tz-
te Sendefolge xˆ an seinem Ausgang liefert. Gema¨ß [Luc97, Bos98] hat eine
SDMLD eine WER PMLD, die immer gro¨ßer oder gleich ist als die WER PLB
eines Decodierers ΨLB, der unter Kenntnis der Sendefolge x, des Vektors y
und des Ergebnisses xˆ des Decodieralgorithmus Ψ folgende Sendefolge xˆ
LB
an seinem Ausgang liefert:
xˆ = x =⇒ xˆ
LB
= xˆ = x = x
ML
(2.83a)
xˆ )= x, 〈xˆ,y〉 > 〈x,y〉 =⇒ xˆ
LB
= xˆ (2.83b)
xˆ )= x, 〈xˆ,y〉 ≤ 〈x,y〉 =⇒ xˆ
LB
= x (2.83c)
Oﬀensichtlich ist der Decodierer ΨLB lediglich fu¨r Simulationszwecke ge-
eignet, weil die Sendefolge x auf der Empfangsseite in der Praxis u¨blicher-
weise nicht bekannt ist.
Im Fall (2.83a) ﬁndet der Decodieralgorithmus Ψ bzw. der Decodierer
ΨLB die richtige Sendefolge x, und eine SDMLD kann selbstversta¨ndlich nicht
besser sein.
Im Fall (2.83b) ist das Skalarprodukt 〈xˆ,y〉 zwischen xˆ und y gro¨ßer als
das Skalarprodukt 〈x,y〉 zwischen x und y. So ﬁndet eine SDMLD entweder
dieselbe gescha¨tzte Sendefolge xˆ oder eine andere gescha¨tzte Sendefolge xˆ0,
die sogar ein gro¨ßeres Skalarprodukt 〈xˆ0,y〉 zu y aufweist. In den beiden
Fa¨llen begeht eine SDMLD bzw. ein Decodierer ΨLB einen Blockfehler.
Im Fall (2.83c) ist das Skalarprodukt 〈xˆ,y〉 zwischen xˆ und y kleiner oder
gleich als das Skalarprodukt 〈x,y〉 zwischen x und y. Hier wird angenommen,
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daß der Decodierer ΨLB keinen Fehler begeht, obwohl das Ergebnis einer
SDMLD nicht vorhersagbar ist. Damit ist die WER PLB des Decodierers ΨLB
niemals gro¨ßer als die WER PMLD einer SDMLD.
Durch die verschiedenen Simulationen in Kapitel 5 wurde festgestellt,
daß je na¨her der Decodieralgorithmus Ψ an die SDMLD herankommt, um so
dichter und genauer wird die untere Schranke PLB. Fu¨hrt der Decodieralgo-
rithmus Ψ eine SDMLD durch, stimmt diese untere Schranke PLB genau mit
der WER PMLD einer SDMLD u¨berein.
Kapitel 3
Akzeptanzkriterien
Ein Akzeptanzkriterium ist eine Bedingung Ξ, die es erlaubt, daß eine iterati-
ve Decodierung mo¨glicherweise fru¨her abgebrochen werden kann. Eine derar-
tige Bedingung wird ebenfalls Entscheidungskriterium [KNIH94], Abbruch-
kriterium [Nil94, KNH97], Abbruchregel [Bar93, BGW93, BGW97] oder ein-
fach Test [SJ98] genannt.
Falls diese Bedingung Ξ ha¨uﬁg erfu¨llt ist, besteht ein Vorteil eines sol-
chen Tests darin, daß die durchschnittliche Anzahl von Iterationen sowohl
eines optimalen als auch eines suboptimalen Decodieralgorithmus wesentlich
reduziert wird.
Gema¨ß Bossert [Bos98] ist ein Soft–Decision–Maximum–Likelihood–Ak-
zeptanzkriterium eine Bedingung Ξ zwischen einer gescha¨tzten Sendefolge xˆ
und dem Vektor y. Diese Bedingung Ξ gewa¨hrleistet, daß
• es sich um die wahrscheinlichste Sendefolge x
ML
handelt,
• die Bedingung Ξ fu¨r keine andere gescha¨tzte Sendefolge xˆ0 gilt und
• diese wahrscheinlichste Sendefolge x
ML
von einem noch zu deﬁnierenden
Decodieralgorithmus Ψ gefunden wird.
Falls Ξ nicht erfu¨llt wird, dann kann keine Aussage getroﬀen werden.
Im ersten Abschnitt dieses Kapitels werden einige Akzeptanzkriterien ba-
sierend auf einem Codewort fu¨r eine SDMLD hergeleitet. Danach werden
die Akzeptanzkriterien auf Basis von mehreren Codewo¨rtern behandelt. Die
Gu¨te aller Akzeptanzkriterien wird durch Simulationen in Kapitel 5 unter-
sucht. Dort werden die Akzeptanzkriterien zusammen mit den im na¨chsten
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Kapitel vorgestellten Decodierverfahren verwendet, damit die gesamte durch-
schnittliche Komplexita¨t der Decodierung verringert werden kann.
3.1 Akzeptanzkriterien basierend auf einem
Codewort
In den folgenden Unterabschnitten werden fu¨nf verschiedene Akzeptanzkri-
terien auf Basis eines Codewortes fu¨r eine SDMLD hergeleitet. Sie werden in
Kapitel 5 miteinander verglichen.
3.1.1 Syndrom–Test
Das einfachste und sicherlich bekannteste Akzeptanzkriterium ist der soge-
nannte Syndrom–Test [God91], der das bereits in Gleichung (2.7) erwa¨hnte
Konzept eines Syndroms verwendet:
s = vHT. (2.7)
Vorausgesetzt werden ein (n, k)2-Code C mit einer Pru¨fmatrixH ∈ F n−k,n2
und ein Vektor v ∈ F n2 nach Gleichung (2.37). Wenn die Bedingung
ΞSyndrom : vH
T= 0 (3.1)
fu¨r diesen Vektor v gilt, dann ist v das wahrscheinlichste gesendete Codewort
c
ML
.
Dieses Akzeptanzkriterium kann gleichfalls wie folgt verstanden werden:
Wenn das Syndrom s exakt das Nullwort 0 ist, dann ist der Vektor v ein
Codewort aus C, und zwar das wahrscheinlichst gesendete Codewort c
ML
.
Deswegen wird diese Bedingung auch als Codewort–Test bezeichnet [SJ98].
3.1.2 Hyperkugel–Test
Ein anderes Akzeptanzkriterium beruht auf einem Decodierbereich innerhalb
einer Hyperkugel [Ric95]. Fu¨r einen modulierten (3, 2)2-Code X zeigt Abbil-
dung 3.1 die dreidimensionale Darstellung einer solchen Region RS(x).
Jede n-dimensionale euklidische Hyperkugel RS(x) ist durch ihren Mit-
telpunkt x ∈ X und ihren Radius ρS ∈ R +0 deﬁniert. Diese Hyperkugeln
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0
x
RS(x)
dEmin
ρS
Abbildung 3.1: Dreidimensionale euklidische Hyperkugel RS(x).
u¨berlappen sich nicht, wenn:
ρS ≤ dEmin
2
. (3.2)
Zu einem Vektor y wird die Sendefolge x nur dann gewa¨hlt, falls y innerhalb
der Hyperkugel RS(x) liegt:
y ∈ RS(x)⇐⇒ xˆ = x. (3.3)
Der Hyperkugel–Test kann folgendermaßen formuliert werden: Vorausge-
setzt werden ein modulierter Code X mit Minimalabstand dHmin bzw. eu-
klidischem Minimalabstand dEmin, ein vom Empfangsvektor r abha¨ngiger
Vektor y und eine gescha¨tzte Sendefolge xˆ ∈ X . Wird die Bedingung
ΞHyperkugel : 〈y0− xˆ,y0− xˆ〉 ≤ ρS2 (3.4)
erfu¨llt, dann ist xˆ die wahrscheinlichste Sendefolge x
ML
. Dabei wird der Ein-
heitsvektor y0 gema¨ß Gleichung (2.52a) angegeben.
In Anhang A.5 wird gezeigt, daß Bedingung (3.4) wie folgt umformuliert
werden kann:
ΞHyperkugel :
∑
i
(yi − ‖y‖ xˆi)2 ≤ ‖y‖2 dHmin, (3.5)
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wobei ‖y‖ nach Gleichung (2.50) unabha¨ngig von xˆ ist und damit als Kon-
stante betrachtet werden kann:
‖y‖ =
√∑
j
yj2. (2.50)
Als Beispiel fu¨r die Anwendung des Hyperkugel–Tests wird auf [Ric95]
verwiesen.
3.1.3 Hyperkreiskegel–Test
Da die in Abschnitt 2.6 vorgestellte Voronoi–Region V(x) einer Sendefolge x
eine konvexe Hyperpyramide mit einer Spitze am Ursprung 0 ist, kann – wie
in [For66a] vorgeschlagen wurde – der Decodierbereich von einer Hyperkugel
zu einem Hyperkreiskegel erweitert werden.
Die dreidimensionale Darstellung einer solchen RegionRC(x) ist fu¨r einen
modulierten (3, 2)2-Code X in Abbildung 3.2 veranschaulicht. Der Decodier-
bereich ist ein n-dimensionaler euklidischer HyperkreiskegelRC(x) mit Spit-
ze am Ursprung 0 und unendlicher Ho¨he um die Sendefolge x zentriert.
0
RC(x)
x
y0
ϕmax
x0
dEmin
Abbildung 3.2: Dreidimensionaler euklidischer Hyperkreiskegel RC(x).
Zur Herleitung dieses Akzeptanzkriteriums wird dE(x,x
0) = dEmin ange-
nommen. Damit ist der Hyperkreiskegel durch den Winkel ϕmax zwischen x
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und einem im Mittelpunkt zwischen x und x0 liegenden Vektor y0 ∈ R n deﬁ-
niert. Dieser Winkel wird gema¨ß Gleichung (2.56) folgendermaßen bestimmt:
cosϕmax =
〈x,y0〉
‖x‖ ‖y0‖ . (3.6)
In Anhang A.6 wird gezeigt, daß fu¨r einen modulierten (n, k)2-Code X
mit Minimalabstand dHmin aus Gleichung (3.6)
cosϕmax =
√
1− dHmin
n
(3.7)
folgt.
Ein Vektor y liegt innerhalb des HyperkreiskegelsRC(x), falls der Winkel
ϕ(x,y) zwischen x und y kleiner oder gleich als ϕmax ist:
ϕ(x,y) ≤ ϕmax ⇐⇒ y ∈ RC(x). (3.8)
Da
ϕ(x,y) ≤ ϕmax ⇐⇒ cosϕ(x,y) ≥ cosϕmax, ∀ϕ(x,y), ϕmax ∈ [0, π], (3.9)
kann der Hyperkreiskegel–Test wie folgt beschrieben werden: Vorausgesetzt
werden ein modulierter (n, k)2-Code X mit Minimalabstand dHmin bzw. eu-
klidischemMinimalabstand dEmin, eine gescha¨tzte Sendefolge xˆ ∈ X und ein
vom Empfangsvektor r abha¨ngiger Vektor y. Wenn die Bedingung
ΞHyperkreiskegel :
〈xˆ,y〉
‖xˆ‖ ‖y‖ ≥
√
1 − dHmin
n
(3.10)
erfu¨llt wird, dann ist xˆ die wahrscheinlichste Sendefolge x
ML
.
In Anhang A.7 wird diese Bedingung in folgender Form abgewandelt:
ΞHyperkreiskegel :
∑
i
xˆi yi ≥ ‖y‖
√
n− dHmin. (3.11)
Einige Algorithmen, die den Hyperkreiskegel–Test benutzen, werden bei-
spielsweise in [God91, HHC91, Bar93] behandelt.
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3.1.4 GMD–Test
Im Jahre 1966 wurde das Konzept einer verallgemeinerten Minimalabstand–
Decodierung (GMD, Generalized Minimum Distance) von Forney eingefu¨hrt
[For66b]. Seine Arbeit wurde fu¨r q-stuﬁge Symbole in [ES76, YC80] analysiert
und erweitert. Der GMDAlgorithmus verwendet ein Akzeptanzkriterium, das
im folgenden hergeleitet wird.
Vorausgesetzt werden ein (n, k)2-Code C mit Minimalabstand dHmin, ein
gescha¨tztes Codewort cˆ ∈ C bzw. eine gescha¨tzte Sendefolge xˆ ∈ X und zwei
vom Empfangsvektor r abha¨ngige Vektoren v ∈ F n2 nach Gleichung (2.37)
und y ∈ R n nach Gleichung (2.36).
Da der kleinste Hammingabstand zwischen zwei Codewo¨rtern aus C gleich
dem Minimalabstand dHmin ist, gilt folgende Ungleichung fu¨r ho¨chstens ein
gescha¨tztes Codewort cˆ:
dH(cˆ,v) ≤
⌊
dHmin − 1
2
⌋
. (3.12)
Fu¨r einen nach Gleichung (2.53a) normierten Vektor y˜ = (y˜0, . . . , y˜n−1),
|y˜i| ≤ 1, 0 ≤ i < n gilt gema¨ß Gleichung (2.59):
dE
2(xˆ, y˜) ≤ 4 dH (cˆ,v). (3.13)
Damit existiert ho¨chstens eine gescha¨tzte Sendefolge xˆ, fu¨r die
dE
2(xˆ, y˜) ≤ 2 (dHmin − 1) (3.14)
gu¨ltig ist.
Des weiteren gilt nach Gleichung (2.62b) fu¨r den normierten Vektor y˜:
dE
2(xˆ, y˜) ≤ n− 2 〈xˆ, y˜〉 + n ≤ 2 (dHmin − 1). (3.15)
Daraus folgt:
−2 〈xˆ, y˜〉+ 2n ≤ 2 (dHmin − 1)
−〈xˆ, y˜〉 ≤ −n+ dHmin − 1
〈xˆ, y˜〉 ≥ n− dHmin + 1. (3.16)
Schließlich kann das GMD–Akzeptanzkriterium folgendermaßen formu-
liert werden: Wenn die Bedingung
ΞGMD : 〈xˆ, y˜〉 > n− dHmin (3.17)
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erfu¨llt wird, dann ist xˆ die wahrscheinlichste Sendefolge x
ML
.
Unter Anwendung der Gleichungen (2.54) und (2.53c) wird diese Bedin-
gung ausgeschrieben:
ΞGMD :
∑
i
xˆi yi > (n− dHmin) max
0≤i<n
βi. (3.18)
Gema¨ß [Bla83] deﬁniert diese Akzeptanzbedingung einen Decodierbereich
RG(x00) einer Sendefolge x00, die anhand der Abbildung 3.3 fu¨r einen mo-
dulierten (3, 2)2-Code X im dreidimensionalen euklidischen Vektorraum R 3
verdeutlicht ist.
x00
RG(x00)
0
dEmin
Abbildung 3.3: Dreidimensionale euklidische GMD–Region RG(x00).
3.1.5 Akzeptanzkriterium nach Taipale und Pursley
Ein anderes Akzeptanzkriterium wurde von Enns [Enn87] und Taipale und
Pursley [TP89, TP91] unabha¨ngig voneinander vorgeschlagen, dessen von den
Entscheidungsra¨umen u¨berdeckte Fla¨che innerhalb des Hyperwu¨rfels gro¨ßer
als bei dem GMD–Test ist, wie in [HT90, Tol96] ausfu¨hrlich analysiert wurde.
Angenommen werden ein modulierter (n, k)2-Code X mit Minimalab-
stand dHmin, ein gescha¨tztes Codewort cˆ ∈ C bzw. eine gescha¨tzte Sendefolge
xˆ ∈ X , ein vom Empfangsvektor r abha¨ngiger Vektor y bzw. v bzw. z und
ein Konkurrenz–Vektor v0 ∈ F n2 , dessen entsprechender Konkurrenz–Vektor
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z0 ∈ {±1}n im euklidischen Vektorraum R n den geringsten euklidischen Ab-
stand dE(z
0,y) zu y aufweist unter der Voraussetzung, daß:
dH(cˆ,v
0) = |D1(xˆ, z0)| = dHmin. (3.19)
wobei die Indexmenge D1(xˆ, z0) nach Gleichung (2.42) angegeben wird.
U¨berdies wird zur Herleitung dieses Akzeptanzkriteriums angenommen,
daß weniger als dHmin Fehler aufgetreten sind:
dH(cˆ,v) = |D1(xˆ,y)| < dHmin. (3.20)
Damit der euklidische Abstand dE(z
0,y) minimal wird, sollen die klein-
sten Zuverla¨ssigskeiten βi genommen werden. Somit wird die Indexmenge der
dHmin − |D1(xˆ,y)| unzuverla¨ssigsten Stellen, die nicht zu D1(xˆ,y) geho¨ren,
beno¨tigt. Gema¨ß der Notationen der Unterabschnitten 2.4.1 und 2.4.2 kann
diese Indexmenge als D0(xˆ,y)(δ) geschrieben werden, wobei
δ = dHmin − |D1(xˆ,y)| (3.21)
ist.
Aus xˆ und z kann der Konkurrenz–Vektor z0 durch das Umdrehen der
Stellen von D0(xˆ,y)(δ) konstruiert werden [Nil94]. Daraus folgt:
i ∈ D1(xˆ,y) =⇒ xˆi )= zi, zi = z′i, (3.22a)
i ∈ D0(xˆ,y)(δ) =⇒ xˆi = zi, zi )= z′i, (3.22b)
i /∈ D1(xˆ,y) ∪ D0(xˆ,y)(δ) =⇒ xˆi = zi, zi = z′i. (3.22c)
Damit kann dieses Akzeptanzkriterium wie folgt beschrieben werden:
Wenn die Bedingung
ΞTP : dE
2(xˆ,y) ≤ dE2(z0,y) (3.23)
erfu¨llt wird, die a¨quivalent zu Ungleichung (2.71) ist, dann ist xˆ die wahr-
scheinlichste Sendefolge x
ML
.
In Anhang A.8 wird bewiesen, daß diese Bedingung folgendermaßen um-
geformt werden kann:
ΞTP : dβ(xˆ,y) ≤
∑
i∈D0(xˆ,y)(δ)
βi, (3.24)
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wobei dβ(xˆ,y) nach Gleichung (2.49) und δ nach Gleichung (3.21) angegeben
wird.
Ist der Konkurrenz–Vektor v0 ein Codewort aus C, dann ist entweder cˆ
oder v0 das wahrscheinlichst gesendete Codewort c
ML
[Nil94].
Dieses Akzeptanzkriterium wird ebenfalls polyedrischer Hyperkreiskegel–
Test genannt [SJ98].
In der Praxis beno¨tigen viele Algorithmen [GA88, GA89, God91, Bar93,
BGW94, BGW97, BD97] lediglich ein Akzeptanzkriterium, das testen soll,
ob der Vektor v innerhalb der Voronoi–Region V(0) des Nullwortes 0 liegt
[BGW93]. In diesem Fall wird die Berechnung von Gleichung (3.24) verein-
facht, denn die gescha¨tzte Sendefolge xˆ im euklidischen Vektorraum ent-
spricht stets dem Nullwort 0 in F n2 [Bar93].
3.2 Akzeptanzkriterien basierend auf mehre-
ren Codewo¨rtern
Das im vorherigen Unterabschnitt ero¨rterte Akzeptanzkriterium nach Tai-
pale und Pursley [TP89, TP91] ist die bestmo¨gliche Bedingung Ξ zwischen
einer gescha¨tzten Sendefolge xˆ und dem Vektor y, die hergeleitet werden
kann. Somit wa¨re die Suche nach noch besseren Akzeptanzkriterien la¨ngst
abgeschlossen. Trotzdem haben Kaneko et al. im Jahre 1994 ein verbessertes
Akzeptanzkriterium vorgestellt [KNIH94], das auf der Kenntnis von zwei Co-
dewo¨rtern anstelle von nur einem beruht. Damit werden die Entscheidungs-
ra¨ume um die Codewo¨rter gro¨ßer als beim Akzeptanzkriterium nach Taipale
und Pursley [Bos98].
Kurz danach haben Kasami et al. ein neues Akzeptanzkriterium auf Basis
von mehreren Codewo¨rtern vorgeschlagen [KTK+95, KKTL95a, KKTL95b],
so daß das Akzeptanzkriterium nach Taipale und Pursley [TP89, TP91]
als ein spezieller Fall dieses neuen Akzeptanzkriteriums interpretiert wer-
den kann. Außerdem sind die Entscheidungsra¨ume noch gro¨ßer [KTK+95]
als beim Akzeptanzkriterium nach Kaneko [KNIH94].
Im na¨chsten Unterabschnitt wird zuerst eine vereinheitlichte Darstellung
eingefu¨hrt. Es folgt die Herleitung einer allgemeinen unteren Schranke fu¨r den
minimalen gewichteten Hammingabstand bei SDMLD. Diese untere Schran-
ke ist auch als Akzeptanzkriterium nach Kasami bekannt [Bos98]. In Unter-
abschnitt 3.2.3 wird ein Algorithmus fu¨r dieses Akzeptanzkriterium auf der
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Basis von zwei Codewo¨rtern vorgeschlagen. Anschließend wird das Akzep-
tanzkriterium basierend auf mehr als zwei Codewo¨rtern diskutiert.
3.2.1 Notation
Vorausgesetzt werden ein (n, k, dHmin)2-Code C mit euklidischemMinimalab-
stand dEmin nach Gleichung (2.61) und Gewichtsproﬁl W und ein iterativer,
beliebiger Decodierer Ψ, der in jeder Iteration i ein gescha¨tztes Codewort cˆ
i
von C bzw. eine gescha¨tzte Sendefolge xˆ
i
des entsprechenden modulierten
Codes X liefert.
Mit h ∈ N + wird die Anzahl der gescha¨tzten Codewo¨rtern cˆ1, cˆ2, . . . , cˆh ∈
C bzw. Sendefolgen xˆ1, xˆ2, . . . , xˆh ∈ X bezeichnet, wobei N + die Menge der
natu¨rlichen Zahlen ohne Null ist. Dabei steht xˆ
h
fu¨r diejenige gescha¨tzte
Sendefolge, die in der letzten Iteration von Ψ erzeugt wurde und im Moment
getestet wird, xˆ
h 1 fu¨r die beste gescha¨tzte Sendefolge, die von der ersten
Iteration an bis zur vorletzten erzeugt wurde, usw. und xˆ1 fu¨r die beste
gescha¨tzte Sendefolge, die innerhalb aller Iterationen außer den h− 1 letzten
erzeugt wurde [KKTL95a].
Zur Vereinfachung der Notation wird die Menge der h besten gescha¨tzten
Codewo¨rter mit Ch bezeichnet:
Ch = {cˆ1, cˆ2, . . . , cˆh}. (3.25)
Entsprechend steht X h fu¨r die Menge der h besten gescha¨tzten Sendefolgen:
X h = {xˆ1, xˆ2, . . . , xˆh}. (3.26)
Daru¨ber hinaus bezeichnet xˆ ∈ X diejenige gescha¨tzte Sendefolge, die im
Moment getestet wird.
Die Menge der 2h verschiedenen bina¨ren Muster der La¨nge h ∈ N + wird
mit B h bezeichnet:
B
h = {
2h bina¨re Muster︷ ︸︸ ︷
0 · · · 00︸ ︷︷ ︸
h Stellen
, 0 · · · 01, . . . , 1 · · · 11 }, ∣∣B h∣∣ = 2h. (3.27)
Selbstversta¨ndlich ko¨nnen diese bina¨ren Muster als Vektoren v mit Kompo-
nenten aus F 2 verstanden werden. In diesem Fall ist B
h a¨quivalent zu F h2 .
Infolgedessen wird ein bina¨res Muster mit α = α1 · · ·αi · · ·αh ∈ B h be-
zeichnet, wobei αi ∈ F 2, 1 ≤ i ≤ h das Bit an der i-ten Stelle von α bezeich-
net.
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Eine Indexmenge D

wird deﬁniert als:
D

=
h⋂
i=1
Dαi(xˆi,y), D ⊆ {0, 1, . . . , n− 1}. (3.28)
Fu¨r zwei verschiedene bina¨re Muster α und α0 sind die entsprechenden Men-
gen D

und D

0 disjunkt [YKF98]:
α,α0 ∈ B h,α )= α0 =⇒ D

∩ D

0 = ∅. (3.29)
Wie in Anhang A.9 gezeigt wird, ergibt sich folgende Eigenschaft aus
Gleichung (3.28): ∑
∈Bh |αi=0
|D

| = |D0(xˆi,y)|, 1 ≤ i ≤ h. (3.30a)
Entsprechend gilt: ∑
∈Bh |αi=1
|D

| = |D1(xˆi,y)|, 1 ≤ i ≤ h. (3.30b)
Eine Kardinalzahl m

(xˆ,y) ∈ N wird deﬁniert als:
m

(xˆ,y) = |D

∩ D1(xˆ,y)|. (3.31)
Aus dieser Deﬁnition folgt:
∅ ⊆ D

∩ D1(xˆ,y) ⊆ D =⇒ 0 ≤ m(xˆ,y) ≤ |D|. (3.32)
In Anhang A.10 wird bewiesen, daß
|D1(xˆ, xˆi)| =
∑
∈Bh
(−1)αi m

(xˆ,y) + |D1(xˆi,y)|, 1 ≤ i ≤ h. (3.33)
3.2.2 Allgemeines Akzeptanzkriterium nach Kasami
Wie in Abschnitt 2.5 gezeigt wurde, wird als wahrscheinlichste Sendefol-
ge x
ML
diejenige gescha¨tzte Sendefolge xˆ gewa¨hlt, fu¨r die das Skalarpro-
dukt 〈xˆ,y〉 mit dem Vektor y maximal wird. Unter Ausnutzung von Glei-
chung (2.55) kann das Soft–Decision–Maximum–Likelihood–Akzeptanzkrite-
rium wie folgt umformuliert werden: Wenn die Bedingung
ΞSDMLD : dβ(xˆh,y) ≤ min
xˆ
0∈X\{xˆ
h
}
dβ(xˆ
0,y) (3.34)
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erfu¨llt wird, dann ist xˆ
h
die wahrscheinlichste Sendefolge x
ML
.
Dabei kann die Menge X \ {xˆ
h
} verstanden werden als die Menge derje-
nigen gescha¨tzten Sendefolgen xˆ0, die weit entfernt von xˆ
h
liegen und deswe-
gen mindestens einen euklidischen Abstand dEmin zu xˆh aufweisen. Gema¨ß
[KTK+95, MLK95a, MLK95b, MLK97] kann die rechte Seite der obigen Un-
gleichung nicht exakt bestimmt werden, ohne den gewichteten Hammingab-
stand dβ(xˆ
0,y) aller gescha¨tzten Sendefolgen xˆ0 in X \ {xˆ
h
} zu berechnen.
Hingegen kann eine dichte untere Schranke fu¨r die rechte Seite von Unglei-
chung (3.34) berechnet werden, na¨mlich
min
xˆ
h
∈T
dβ(xˆh,y) ≤ min
xˆ
0∈X\{xˆ
h
}
dβ(xˆ
0,y), (3.35)
wenn
• zuna¨chst eine Menge T von gescha¨tzten Sendefolgen deﬁniert wird, die
weit entfernt von den besten, bereits in den vorherigen Iterationen von
Ψ getesteten gescha¨tzten Sendefolgen xˆ1, xˆ2, . . . , xˆh ∈ X h liegen und
• danach der gewichtete Hammingabstand dβ zu allen gescha¨tzten Sen-
defolgen in T minimiert wird.
Diese Menge T von gescha¨tzten Sendefolgen im euklidischen Vektorraum
R
n kann mittels folgender Gleichung deﬁniert werden [YKF98]:
T (h,W,X h) =
h⋂
i=1
{xˆ ∈ X | |D1(xˆ, xˆi)| > wi}, (3.36a)
T (h,W,X h) ⊂ X , h < |W|, (3.36b)
wobeiW das Gewichtsproﬁl des (n, k, dHmin)2-Codes C nach Gleichung (2.14)
bezeichnet.
Da dH(cˆ, cˆi) = |D1(xˆ, xˆi)| gema¨ß (2.44) gilt, entspricht T (h,W,X h) ei-
ner Schnittmenge T ′(h,W, Ch) aller h Mengen derjenigen gescha¨tzten Co-
dewo¨rter um cˆ
i
in F n2 , die einen Hammingabstand dH zu cˆi gro¨ßer als wi
aufweisen:
T ′(h,W, Ch) =
h⋂
i=1
{cˆ ∈ C | dH(cˆ, cˆi) > wi}, (3.37a)
T ′(h,W, Ch) ⊂ C, h < |W|. (3.37b)
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Nach Deﬁnition (3.36) geho¨rt eine gescha¨tzte Sendefolge xˆ zur Menge
T (h,W,X h), wenn
|D1(xˆ, xˆi)| > wi, 1 ≤ i ≤ h < |W|. (3.38)
Unter Verwendung von Gleichung (3.33) kann die obigen Ungleichung
folgendermaßen umgeformt werden [KTK+95, KKTL95a, KKTL95b]:∑
∈Bh
(−1)αi m

(xˆ,y) > δi, 1 ≤ i ≤ h < |W|, (3.39)
wobei
δi = wi − |D1(xˆi,y)| (3.40)
ist.
Zur Vereinfachung der Notation werden 2h beliebige Kardinalzahlen m

in einer Menge m zusammengefaßt:
m = {
2h beliebige Kardinalzahlen︷ ︸︸ ︷
m0···00︸︷︷︸
h Stellen
, m0···01, . . . , m, . . . , m1···11 }, m ∈ N , α ∈ B h. (3.41)
Somit wird die Menge derjenigen Mengenm von 2h Kardinalzahlenm

(xˆ,y)
∈ N , die Gleichung (3.39) erfu¨llen, mit M bezeichnet [KTK+95, KKTL95a,
KKTL95b, YK97a, YK97b, YKF98]:
M =
{
m
∣∣∣∣∣m = {m0···00(xˆ,y), m0···01(xˆ,y), . . . , m(xˆ,y), . . . ,
m1···11(xˆ,y)},
∑
∈Bh
(−1)αi m

(xˆ,y) > δi, 1 ≤ i ≤ h < |W|
}
. (3.42)
Basierend auf Gleichungen (3.41) und (3.42) wird eine Menge M min mi-
nimaler Mengen m ∈ M von 2h Kardinalzahlen m

(xˆ,y) wie folgt deﬁniert
[KTK+95, KKTL95a, KKTL95b, YK97a, YK97b]:
M min = {m |m(xˆ,y)< m′

(xˆ,y), m,m0∈ M , m )=m0, α ∈ B h}, (3.43a)
∅ ⊆ M min ⊂ M . (3.43b)
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Schließlich kann die untere Schranke fu¨r die rechte Seite von Ungleichung
(3.34) unter Beru¨cksichtigung der mittels Gleichungen (3.41), (3.43), (3.27),
(3.28) und (3.31) eingefu¨hrten Notation folgendermaßen berechnet werden
[KTK+95, KKTL95a, KKTL95b]:
min
xˆ
h
∈T (h,W ,Xh)
dβ(xˆh,y) = min
m∈Mmin
∑
i∈ S
∈Bh
D(m(xˆh,y))

βi. (3.44)
Infolgedessen kann das allgemeine Akzeptanzkriterium nach Kasami ba-
sierend auf mehreren Codewo¨rtern wie folgt formuliert werden: Wird die
Bedingung
ΞKasami : dβ(xˆh,y) ≤ min
m∈Mmin
∑
i∈ S
∈Bh
D(m(xˆh,y))

βi (3.45)
erfu¨llt, dann ist xˆ die wahrscheinlichste Sendefolge x
ML
[KTK+95, KKTL95a,
KKTL95b, YK97a, YK97b, YKF98].
Wie diese Bedingung in der Praxis benutzt werden kann, wird in den
na¨chsten Unterabschnitten diskutiert.
3.2.3 Akzeptanzkriterium basierend auf zwei Code-
wo¨rtern
Eine ausfu¨hrliche Herleitung des Akzeptanzkriteriums nach Kasami basie-
rend auf zwei Codewo¨rtern wurde bereits in [KTK+95] durchgefu¨hrt und wird
hier nicht nochmals wiederholt. Stattdessen werden Implementierungsaspek-
te durch eine algorithmische Darstellung als Beitrag dieser Arbeit beru¨ck-
sichtigt.
Vorausgesetzt werden ein modulierter Code X mit GewichtsproﬁlW, ein
vom Empfangsvektor r abha¨ngiger Vektor y und ein iterativer, beliebiger
Decodierer Ψ. Ferner gilt h = 2 in diesem Unterabschnitt. Das bedeutet,
daß zwei gescha¨tzte Sendefolgen xˆ1 und xˆ2 verwendet werden, damit eine
untere Schranke fu¨r die rechte Seite von Ungleichung (3.34) berechnet wird.
Dabei wurde xˆ2 vom Decodierer Ψ in der letzten Iteration erzeugt und wird
im Moment getestet, wa¨hrend xˆ1 die beste gescha¨tzte Sendefolge innerhalb
aller Iterationen außer der letzten bezeichnet.
Dieses Akzeptanzkriterium kann durch folgenden Algorithmus implemen-
tiert werden:
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• Schritt 1: Bilde die Indexmengen D0(xˆ1,y), D0(xˆ2,y), D1(xˆ1,y) und
D1(xˆ2,y) gema¨ß Gleichungen (2.41) und (2.42).
• Schritt 2: Bestimme |D1(xˆ1,y)| und |D1(xˆ2,y)|.
• Schritt 3: Berechne δ1 und δ2 mittels Gleichung (3.40):
δ1 = w1 − |D1(xˆ1,y)|, (3.46a)
δ2 = w2 − |D1(xˆ2,y)|. (3.46b)
• Schritt 4: Falls δ1 < δ2, vertausche δ1 mit δ2 und xˆ1 mit xˆ2.
• Schritt 5: Falls δ1 ≤ 0 ist, dann gehe zum Schritt 11.
• Schritt 6: Berechne die Indexmengen D00 und D01 mittels Gleichung
(3.28):
D00 = D0(xˆ1,y) ∩ D0(xˆ2,y), (3.47a)
D01 = D0(xˆ1,y) ∩ D1(xˆ2,y). (3.47b)
• Schritt 7: Aus Gleichungen (3.46) und (3.47) berechne folgende In-
dexmenge Q [KTK+95, KKTL95a, KKTL95b, KTKL99]:
Q =
(
D00 ∪ D(
δ1−δ2
2 	)
01
)(δ1)
. (3.48)
• Schritt 8: Berechne den gewichteten Hammingabstand dβ(xˆ2,y) nach
Gleichung (2.49):
dβ(xˆ2,y) =
∑
i∈D1(xˆ2,y)
βi. (3.49)
• Schritt 9: Berechne die untere Schranke (entspricht Gleichung (3.44))
fu¨r den Fall h = 2:
min
xˆ2∈T (2,W ,X 2)
dβ(xˆ2,y) =
∑
i∈Q
βi. (3.50)
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• Schritt 10: Wird die Bedingung
ΞKasami(xˆ1,xˆ2) : dβ(xˆ2,y) ≤
∑
i∈Q
βi (3.51)
erfu¨llt, dann ist xˆ2 die wahrscheinlichste Sendefolge xML. Beende den
Algorithmus.
• Schritt 11: Es konnte nicht festgestellt werden, ob xˆ2 tatsa¨chlich die
wahrscheinlichste Sendefolge x
ML
ist. Beende den Algorithmus.
Speziell fu¨r den Fall xˆ1 = xˆ2 = xˆ (d. h. h = 1) gelten:
δ1 = δ = dHmin − |D1(xˆ,y)|, (3.52a)
D00 = D0(xˆ,y), (3.52b)
D01 = ∅. (3.52c)
Q = D0(xˆ,y)(δ). (3.52d)
Somit vereinfacht sich die Bedingung ΞKasami(xˆ1,xˆ2) des Akzeptanzkriteriums
nach Kasami basierend auf zwei Codewo¨rtern in die Bedingung ΞTP des Ak-
zeptanzkriteriums nach Taipale und Pursley:
ΞTP : dβ(xˆ,y) ≤
∑
i∈D0(xˆ,y)(δ)
βi. (3.24)
In [KTK+95] wird ebenfalls bewiesen, daß die Entscheidungsra¨ume des
hier vorgestellten Akzeptanzkriteriums gro¨ßer sind als beim Akzeptanzkrite-
rium nach Kaneko [KNIH94].
Als Beispiele fu¨r die Verwendung des Akzeptanzkriteriums nach Kasa-
mi basierend auf zwei Codewo¨rtern wird auf [KNT+95, KTKL96, KKL98,
KTKL99] verwiesen.
3.2.4 Akzeptanzkriterium basierend auf mehr als zwei
Codewo¨rtern
In [KTK+95] wird auch ein Akzeptanzkriterium basierend auf drei Code-
wo¨rtern hergeleitet. Jedoch zeigen die Simulationsergebnisse mit der zwei-
ten Variante des Algorithmus von Chase [Cha72, Bos98], daß die Entschei-
dungsra¨ume um die Codewo¨rter geringfu¨gig gro¨ßer werden als beim Akzep-
tanzkriterium basierend auf zwei Codewo¨rtern, obwohl die Komplexita¨t we-
sentlich gro¨ßer wird [KTK+95, KKTL95a, KKTL95b]. Der Begriﬀ Komple-
xita¨t kann in diesem Fall hauptsa¨chlich als die Anzahl der Operationen mit
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Skalaren verstanden werden [YKF98]. Aus diesem Grund wurden Akzep-
tanzkriterien nach Kasami basierend auf mehr als zwei Codewo¨rtern in den
Simulationen von Kapitel 5 nicht implementiert. Fu¨r Beispiele von Deco-
dieralgorithmen, die das Akzeptanzkriterium mit h = 3 verwenden, wird auf
[KNT+95, KTKL96, KKL98, KTKL99] verwiesen.
Wa¨hrend die Komplexita¨t der Akzeptanzkriterien fu¨r 1 ≤ h ≤ 3 linear
mit der La¨nge n des Codes C steigt, wa¨chst sie fu¨r h = 4 quadratisch mit
n [YKF98]. Eine ausfu¨hrliche Komplexita¨tsanalyse fu¨r diesem Fall wird in
[KK98a, YKF98] angegeben und eine Methode zur Implementierung dieses
Akzeptanzkriteriums wird in [YK97b, YKF98] vorgeschlagen. Sie wird in
[KK98b] fu¨r einige Decodieralgorithmen ero¨rtert.
Sogar fu¨r den Fall h = 5 werden in [YK97a, YK97b, YKF98] einige theo-
retische U¨berlegungen diskutiert.
3.3 Abschließende Bemerkungen
In diesem Kapitel wurde zuna¨chst das Konzept eines Akzeptanzkriteriums
deﬁniert. Danach wurden die fu¨nf wesentlichsten Akzeptanzkriterien basie-
rend auf einem Codewort vorgestellt: Der Syndrom–Test, der Hyperkugel–
Test, der Hyperkreiskegel–Test, der GMD-Test und das Akzeptanzkriterium
nach Taipale und Pursley.
Das Akzeptanzkriterium nach Dumer [Dum81] wurde nicht erla¨utert,
denn die Gro¨ße seiner Entscheidungsra¨ume um die Codewo¨rter liegen zwi-
schen der eines Hyperkreiskegel–Tests und der eines Akzeptanzkriteriums
nach Taipale und Pursley. Das Akzeptanzkriterium nach Enns [Enn87] wur-
de ebenfalls nicht dargestellt, weil es a¨quivalent zum Akzeptanzkriterium
nach Taipale und Pursley ist.
In einem Beitrag von Kabatyanskii wurden der GMD-Test, das Akzep-
tanzkriterium nach Dumer [Dum81] und das Akzeptanzkriterium nach Enns
[Enn87] (bzw. nach Taipale und Pursley) durch Metriken miteinander ver-
glichen, wobei das letzte die gro¨ßten Entscheidungsra¨umen besitzt [Kab91].
Schranken fu¨r die Wahrscheinlichkeit, daß ein Akzeptanzkriterium eine
Decodierung eines vorgegebenen Codes C nicht abbricht, wurden in [SJ98]
fu¨r den Syndrom–Test, den Hyperkugel–Test, den Hyperkreiskegel–Test und
fu¨r das Akzeptanzkriterium nach Taipale und Pursley hergeleitet.
Des weiteren wurde in Unterabschnitt 3.1.5 erkla¨rt, daß das in [GA88,
GA89, God91, Bar93, BGW94, BGW97, BD97] verwendete Akzeptanzkri-
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terium, das testet, ob ein bestimmter Vektor innerhalb der Voronoi–Region
V(0) des Nullwortes 0 liegt, als ein spezieller Fall des Akzeptanzkriterium
nach Taipale und Pursley mit geringerer Komplexita¨t verstanden werden
kann.
In Abschnitt 3.2 wurden die Akzeptanzkriterien auf Basis von mehreren
Codewo¨rtern beru¨cksichtigt. Das Akzeptanzkriteriumnach Kaneko [KNIH94]
wurde dabei nicht behandelt, weil seine Entscheidungsra¨ume um die Code-
wo¨rter kleiner sind als die des Akzeptanzkriteriums nach Kasami [KTK+95].
Eine einheitliche Notation wurde in Unterabschnitt 3.2.1 eingefu¨hrt, die
die Herleitung des Akzeptanzkriteriums nach Kasami im allgemeinen Fall
ermo¨glichte. Danach wurde als Beitrag der vorliegenden Arbeit ein Algorith-
mus zur Berechnung des Akzeptanzkriteriums nach Kasami basierend auf
zwei Codewo¨rtern vorgeschlagen, der gemeinsam mit dem Decodieralgorith-
mus von Kapitel 5 simuliert wird. Schließlich wurden im letzten Unterab-
schnitt viele Verweise auf Akzeptanzkriterien basierend auf mehr als zwei
Codewo¨rten angegeben.
U¨berdies existieren auch einige Akzeptanzkriterien, die mit einem speziﬁ-
schen Decodieralgorithmus arbeiten. Beispielsweise liefert das Akzeptanzkri-
terium nach Moorthy und Lin zusa¨tzlich eine Region des euklidischen Vektor-
raumes, in der die wahrscheinlichste Sendefolge x
ML
gefunden werden kann,
falls das Kriterium nicht erfu¨llt wird [MLK95a, MLK95b, MLK97].
Wie die urspru¨ngliche Idee von Dorsch [Dor74] arbeiten sowohl der De-
codieralgorithmus von Fossorier und Lin [Fos94, FL95, FL96a, FL96b] als
auch der von Gazelle und Snyders [GS97] mit einer zuverla¨ssigsten Basis
(MRB, Most Reliable Basis). Beide Decodieralgorithmen benutzen dasselbe
Akzeptanzkriterium, das auf einem einzigen Codewort beruht. Wegen der
Anwendung der MRB werden die Entscheidungsra¨ume dagegen gro¨ßer als
beim Akzeptanzkriterium nach Taipale und Pursley.
In [FL97] haben Fossorier und Lin das Akzeptanzkriterium nach Kaneko
[KNIH94] mittels der MRB verbessert. Sogar das im letzten Unterabschnitt
zitierte Akzeptanzkriterium nach Kasami basierend auf drei Codewo¨rtern
[KTK+95, KKTL95a, KKTL95b] kann unter Anwendung der MRB weiter
verbessert werden [FKT+97].
Hingegen sind alle Akzeptanzkriterien, die eine MRB verwenden, inkom-
patibel mit dem in na¨chsten Kapitel vorgestellten Decodieralgorithmus mit-
tels Informationsmengen, weil sich die MRB in diesem Fall sta¨ndig vera¨ndert.
Deswegen wurden diese Klasse von Akzeptanzkriterien in diesem Kapitel le-
diglich zitiert und nicht na¨her untersucht.
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Im na¨chsten Kapitel werden die hier betrachteten Akzeptanzkriterien in
einem Decodieralgorithmus verwendet, der geeignet ist, lange Codes mithilfe
von verschiedenen Informationsmengen zu decodieren.
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Kapitel 4
Decodieralgorithmen mit
Informationsmengen
Wie bereits am Anfang dieser Arbeit erwa¨hnt wurde, kann eine SDMLD von
langen und komplexen Blockcodes nicht aufwandsgu¨nstig durchgefu¨hrt wer-
den, sondern es ist nur eine HDBMDmo¨glich. Damit mu¨ßte u¨blicherweise auf
den in Kapitel 1 genannten zusa¨tzlichen Gewinn von 2 bis zu asymptotisch
3 dB durch Anwendung von Soft–Decision verzichtet werden.
In diesem Kapitel wird jedoch eine allgemeine kombinatorische Methode
namens Informationsmengen–Decodierung ero¨rtert, die eine geringere Kom-
plexita¨t als die einer u¨blichen SDMLD hat und asymptotisch dieselbe WER
wie die einer u¨blichen SDMLD erreichen kann. A¨hnliche Methoden wurden
erstmals fu¨r Hard–Decision Kana¨le verwendet. Die theoretische Begru¨ndung
der Gu¨ltigkeit solcher Methoden wird im ersten Abschnitt beschrieben. Ba-
sierend darauf befaßt sich der zweite Abschnitt mit den Decodierverfahren
mit Hilfe von Informationsmengen in Hard–Decision Kana¨len. Die Theorie
wird dann in Abschnitt 4.3 fu¨r Soft-Decision erweitert. Der na¨chste Abschnitt
bescha¨ftigt sich mit der Decodierung mit Hilfe von Informationsmengen bei
Soft–Decision. Schließlich wird das Kapitel zusammengefaßt.
4.1 Blockfehlerwahrscheinlichkeit bei Hard–
Decision
Im Jahre 1983 hat Evseev bewiesen [Evs83], daß sich die WER PΨ eines
Decodierers Ψ, der mit einem linearen (n, k)2-Code C bei Hard–Decision ar-
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beitet, ho¨chstens verdoppelt, wenn anstelle der Durchfu¨hrung einer vollsta¨n-
digen Hard–Decision–Minimalabstand–Decodierung (HDMDD, Minimum–
Distance Hard–Decision Decoding) lediglich die 2n−k wahrscheinlichsten Feh-
lervektoren beru¨cksichtigt werden:
PΨ ≤ 2PMDD, (4.1)
wobei PMDD die WER einer HDMDD bezeichnet. In Anhang A.11 wird diese
Ungleichung mit der in Kapitel 2 verwendeten Notation hergeleitet.
Gema¨ß Gleichungen (2.16) und (2.21) liegen die 2n−k wahrscheinlichsten
Fehlervektoren innerhalb der Kugel S(dG, 0) mit Hammingradius dG, die um
das Nullwort 0 zentriert ist. Wenn die La¨nge n des Codes C gegen Unendlich
geht, u¨berdeckt S(dG, 0) exakt nur die 2n−k wahrscheinlichsten Fehlervekto-
ren. In diesem Fall befaßt sich der Decodierer Ψ zuna¨chst mit keinem Fehler,
dann mit allen n Fehlermuster vom Hamminggewicht 1, dann mit allen
(
n
2
)
Fehlermuster vom Hamminggewicht 2, usw. bis schließlich mit allen
(
n
dG
)
Fehlermuster vom Hamminggewicht dG.
Wichtig in dieser Arbeit [Evs83] war, daß erheblicher Decodieraufwand
bei na¨herungsweiser HDMDD eingespart wird. Der Beitrag von Evseev war
der erste auf einem ganz neuen Forschungsgebiet, na¨mlich der Suche nach
Prozeduren zur na¨herungsweisen HDMDD mit geringer Komplexita¨t. Einige
Varianten dieser Algorithmen sind beispielweise in [Dum89, Kro89, Dum96b,
BKv97] dargestellt. Fu¨r eine Analyse und einen theoretischen Vergleich dieser
Decodierverfahren wird auf [Bar98] verwiesen.
Wenige Jahre spa¨ter hat Blinovsky gezeigt [Bli87], daß nahezu alle linea-
ren (n, k)2-Codes C einen U¨berdeckungsradius ρ = (1+o(1)) dG haben, wenn
n gegen Unendlich geht. Dabei steht o(·) fu¨r den Landau–Operator
”
klein
o“ [Bar97, BSMM99]. Somit bezeichnet o(1) eine Zahl, die gegen Null geht,
wenn die La¨nge n des Codes C gegen Unendlich geht. Das bedeutet, daß
die Betrachtung von Fehlerereignissen bis zum Hamminggewicht wH wenig
mehr als dG bei fast allen langen linearen (n, k)2-Codes C a¨quivalent zu einer
vollsta¨ndigen HDMDD ist.
Folglich muß ein Decodierer eines langen linearen (n, k)2-Codes C lediglich
etwa die wahrscheinlichsten 2n−k Fehlervektoren beru¨cksichtigen, um nahezu
die WER PMDD einer HDMDD zu erreichen. Sogar bei konkreten (n, k)2-
Codes C mit endlicher La¨nge n liegt PΨ bei der Decodierung nahe an PMDD,
wenn Fehlermuster bis zum Hamminggewicht dG in Betracht gezogen werden
[Bar98].
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Erst mit der Arbeit von Dumer im Jahre 1996 wurde das Ergebnis von
Evseev sorgfa¨ltig interpretiert und durch folgende Ungleichung verallgemei-
nert [Dum96b]:
PΨ ≤ PMDD
(
1 +
2n−k
I
)
, I ≥ 2n−k, (4.2)
wobei I die Anzahl von wahrscheinlichsten Fehlervektoren bezeichnet, die
betrachtet werden sollen. Selbstversta¨ndlich ist Gleichung (4.1) ein Spezialfall
der obigen Gleichung fu¨r I = 2n−k .
4.2 Decodierverfahren mit Informationsmen-
gen bei Hard–Decision
Damit eine Decodierung mit Hilfe von Informationsmengen nach Unterab-
schnitt 2.2.6 durchgefu¨hrt werden kann, soll eine allgemeine Methode zur
Auswahl von Informationsmengen I deﬁniert werden. Dagegen ist es norma-
lerweise zu kompliziert, eine Menge von verschiedenen Informationsmengen
I zu ﬁnden, die fu¨r alle (n, k)2-Codes C eine bestimmte Anzahl von Feh-
lern u¨berdecken. Einige wenige Beispiele dieser Mengen fu¨r konkrete Codes
werden in [Gor82, Wol83, And92, Bar93, MF93, KF95] behandelt.
Oﬀensichtlich ist ein mo¨glicher Ansatz, immer eine gleichverteilte Aus-
wahl von Stellen zu verwenden, damit die Fehlermuster gleichma¨ßig u¨ber-
deckt werden. Um alle Fehlerereignisse bis zum Hamminggewicht dG beru¨ck-
sichtigt zu ko¨nnen, suchen die meisten Algorithmen, die auf dieser Idee beru-
hen, sta¨ndig eine Menge von k fehlerfreien Stellen des Hard–Decision Vektors
v. Mit anderen Worten, sie suchen einen Block B von n − k Stellen, der bis
zu dG Fehler entha¨lt. Formal wird eine (n, n − k, dG)-U¨berdeckungsmenge
gema¨ß Unterabschnitt 2.2.7 beno¨tigt, so daß alle mo¨glichen Fehlermuster
bis zum Hamminggewicht dG durch mindestens einen Block B von n − k
Stellen u¨berdeckt werden. Deshalb wird dieses Decodierverfahren Decodie-
rung mit Hilfe von U¨berdeckungsmengen (Covering–Set–Decoding) genannt
[Kro89, CG90, Bar98].
Nach Gleichungen (2.31) und (2.35) ko¨nnen die untere und die obe-
re Schranke fu¨r |U(n, n− k, dG)| folgendermaßen gescha¨tzt werden [ES74,
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CC81, ASE92, Dum98a, Dum98c]:(
n
dG
)
(
n− k
dG
) ≤ |U(n, n− k, dG)| ≤ (ln(n− k
dG
)
+ 1
) ( n
dG
)
(
n− k
dG
) . (4.3)
Gema¨ß der Deﬁnition in [Dum] haben zwei Funktionen f(n) und g(n) die
gleiche exponentielle Ordnung
f(n)
exp
= g(n), (4.4a)
wenn
lim
n→∞
lnf(n)
ln g(n)
= κ, (4.4b)
wobei κ eine beliebige Konstante ist.
Daraus folgt, daß sowohl die linke als auch die rechte Seite von Unglei-
chung (4.3) die gleiche exponentielle Ordnung
(
n
dG
)
/
(
n−k
dG
)
besitzen [Dum97b,
Dum98a, Dum98b, Dum98c], wobei die obere Schranke nach Gleichung (2.35)
bei der Annahme einer gleichverteilten Auswahl von Blo¨cken B hergeleitet
wurde [ES74, ASE92].
Nachdem ν Blo¨cke B von n− k Stellen ausgewa¨hlt wurden, mit
ν ≥ n lnn
(
n
dG
)
(
n− k
dG
) , (4.5)
ist auch in [ES74, ASE92] bewiesen, daß alle Fehlervektoren bis zum Ham-
minggewicht dG mit einer geringfu¨gigen Wahrscheinlichkeit exp (−n lnn)
nicht u¨berdeckt werden.
Jeder ausgewa¨hlte Block B von n− k Stellen entspricht einer Menge von
k vermutlich fehlerfreien Stellen des Hard–Decision Vektors v, die mo¨glicher-
weise eine Informationsmenge I bilden ko¨nnen. Dementsprechend wird ein
Codewort c0(I) erzeugt. Somit wird dasjenige gescha¨tzte Codewort cˆ am
Ausgang des Decodierers Ψ geliefert, das den geringsten Hammingabstand
dH zum Hard–Decision–Vektor v aufweist, verglichen mit allen anderen er-
zeugten c0(I).
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Im allgemeinen bilden nicht alle Mengen von k Stellen eine Informations-
menge I. Ausnahmen sind die in Unterabschnitt 2.2.4 beschriebenen MDS-
Codes. Es ist hingegen bewiesen, daß eine beliebige Menge von k Stellen
asymptotisch fu¨r nahezu alle linearen (n, k)2-Codes C in den meisten Fa¨llen
eine Informationsmenge I bildet [Dum97b, Dum98a]. Die Anzahl ξ von Co-
dewo¨rtern c, die an k beliebig ausgewa¨hlten Stellen von c u¨bereinstimmen,
kann asymptotisch durch folgende Ungleichung bestimmt werden [BKv99]:
lb ξ ≤
√
lb
(
n
k
)
<
√
n H2
(
k
n
)
, (4.6)
wobei
H2(ς) = −ς lb ς − (1 − ς) lb (1− ς) = − lb
(
ς ς(1 − ς)1−ς) (4.7)
die bina¨re Entropiefunktion [Fri95] und lb ς den bina¨ren (dyadischen) Loga-
rithmus bezeichnet.
Vor kurzem wurde ein neues Decodierverfahren basierend auf dem in
Abschnitt 4.1 erwa¨hnten Prinzip vorgeschlagen [BKv99]. Dieses Decodier-
verfahren namens Supercode–Decodierung stellt die bis jetzt geringste be-
kannte asymptotische Komplexita¨t einer HDMDD dar. Grundsa¨tzlich ist es
eine allgemeine Methode zur Decodierung von Blockcodes und beruht auf
den Konzepten sowohl einer Decodierung mit Hilfe von U¨berdeckungsmen-
gen [Kro89, CG90, Bar98] als auch einer Split–Syndrome–Decodierung (etwa
Decodierung mit Hilfe von Teilen des Syndroms) [Dum89, Bar98]. Fu¨r eine
ausfu¨hrliche Beschreibung dieser Decodiermethoden wird auf [BKv99] ver-
wiesen.
4.3 Blockfehlerwahrscheinlichkeit bei Soft–
Decision
Dumer hat in seiner Arbeit [Dum96b] nicht nur den Hard-Decision Fall gema¨ß
Gleichung (4.2) beru¨cksichtigt, sondern ebenfalls die bereits in Abschnitt 4.1
genannten Ergebnisse von Evseev [Evs83] fu¨r ganz allgemeine symmetrische
Kana¨le erweitert, die kontinuierlich oder diskret, additiv oder multiplikativ
und geda¨chtnislos oder geda¨chtnisbehaftet sein ko¨nnen.
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In [Dum96b] wurde bewiesen, daß die WER PΨ eines Decodierers Ψ, der
mit einem linearen (n, k)2-Code C in Soft–Decision Kana¨len arbeitet, wie
folgt berechnet werden kann:
PΨ ≤ PMLD
(
1 +
2n−k
I − 2n−k
)
, I > 2n−k . (4.8)
Dabei bezeichnet I wieder die Anzahl von wahrscheinlichsten Fehlermustern,
die in Betracht gezogen werden sollen.
Somit hat Dumer allgemeine Soft–Decision Decodieralgorithmen mit ge-
ringer Komplexita¨t vorgeschlagen [Dum96b], die a¨hnliche Ansa¨tze verwenden
wie die seit dem Beitrag von Evseev [Evs83] bekannten Hard–Decision De-
codieralgorithmen [Dum89, Kro89, BKv97, BKv99].
Jedoch ist viel weniger u¨ber eine Soft–Decision Decodierung als u¨ber ei-
ne Hard–Decision Decodierung bekannt. In Hard–Decision Kana¨len liegen
die 2n−k wahrscheinlichsten Fehlervektoren innerhalb der Kugel S(dG, 0) mit
Hammingradius dG um das Nullwort 0, die vo¨llig unabha¨ngig vom Vektor
y ist. Andererseits liegt die wesentliche Schwierigkeit bei Soft–Decision an
der Abha¨ngigkeit der Menge der wahrscheinlichsten Fehlervektoren von der
Zuverla¨ssigkeitsinformation βi, 0 ≤ i < n jeder Komponente yi des Vektors
y = (y0, . . . , yn−1) [Dum96b]. Im allgemeinen bilden diese wahrscheinlichsten
Fehlervektoren in Soft–Decision Kana¨len keine Kugel mehr, und ihr Ham-
minggewicht wH kann mo¨glicherweise deutlich ho¨her als dG sein [Dum97b].
In besonderen Fa¨llen sollen Fehlerereignisse bis zum Hamminggewicht n− k
in einer SDMLD betrachtet werden [Dum].
Außerdem kann eine gleichverteilte Auswahl von Stellen wie in Abschnitt
4.2 bei Soft–Decision nicht benutzt werden, denn jede Stelle i hat ihre ei-
gene Zuverla¨ssigkeit βi. Damit besitzen verschiedene Mengen von k Stellen
unterschiedliche Wahrscheinlichkeiten. Deswegen soll der Decodierer Ψ die
geringste Anzahl von Blo¨cken B verwenden, die die Fehlermuster u¨berdecken,
unter Beru¨cksichtigung der n Zuverla¨ssigkeiten βi.
Wie viele Fehlervektoren bei Soft–Decision beru¨cksichtigt werden sollen,
damit die WER PΨ eines beliebigen Decodierers Ψ nahe an der WER PMLD
einer SDMLD liegt, wurde von Dumer in einem anderen Beitrag [Dum96a]
ausfu¨hrlich untersucht. Ausgehend von der Deﬁnition eines diskreten Ellip-
soids nach Gleichung (2.65) hat er gezeigt, daß die gleiche exponentielle Ord-
nung von 2n−k wahrscheinlichsten Fehlervektoren gema¨ß Deﬁnition (4.4) ge-
nauso wie bei Hard–Decision in Betracht gezogen werden soll, damit der
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Decodierer Ψ im asymptotischen Fall die gleiche WER wie die einer SDMLD
erreicht [Dum96a].
Das wesentliche Problem ist, eine minimale ellipsoidische U¨berdeckungs-
menge zu ﬁnden, die ein beliebiges diskretes Ellipsoid E(r,β, 0) von exponen-
tieller Ma¨chtigkeit 2n−k mit der kleinsten Anzahl von Blo¨cken B der La¨nge
n− k vo¨llig u¨berdeckt [Dum97b].
Dumer hat sich viele Jahre mit diesem Problem bescha¨ftigt. In einer Rei-
he von Artikeln [Dum96a, Dum97a, Dum97b, Dum98a, Dum98b, Dum98c,
Dum] hat er die asymptotische Lo¨sung aufgezeigt. Er hat bewiesen, daß
nur die 2n−k wahrscheinlichsten Fehlervektoren beru¨cksichtigt werden sollen,
damit eine Soft–Decision–Decodierung asymptotisch optimal wird. Daru¨ber
hinaus hat er vorgeschlagen, wie die dazugeho¨rige U¨berdeckung erzeugt wer-
den kann [Dum97b, Dum98a, Dum98c].
4.4 Decodierverfahren mit Informationsmen-
gen bei Soft–Decision
In diesem Abschnitt wird zuna¨chst eine allgemeine Methode zur Konstrukti-
on einer minimalen ellipsoidischen U¨berdeckungsmenge dargestellt. Wie die
bestmo¨gliche Informationsmenge aus einer Menge von geordneten Stellen ge-
bildet werden kann, wird im Unterabschnitt 4.4.2 diskutiert. Es folgt zuletzt
die Beschreibung eines allgemeinen Decodierverfahrens mit Informationsmen-
gen und Akzeptanzkriterium fu¨r Soft–Decision Kana¨le.
4.4.1 Erzeugung ellipsoidischer U¨berdeckungsmengen
Die hier betrachtete Methode beruht hauptsa¨chlich auf den Arbeiten von
Dumer [Dum97b, Dum98a, Dum98c]. Der grundsa¨tzliche Unterschied in den
na¨chstfolgenden Gleichungen ist dagegen, daß die von Dumer beschriebene
Methode sta¨ndig einen Block B von ho¨chstens n−k Stellen sucht, die mo¨gli-
cherweise eine Pru¨fmenge P bilden ko¨nnen, wa¨hrend die hier dargestellte
Methode eine Menge von mindestens k Stellen auswa¨hlt, die mo¨glicherweise
eine Informationsmenge I bilden ko¨nnen. Wie im na¨chsten Unterabschnitt
deutlich wird, ermo¨glicht diese Verbesserung einerseits eine einfachere Erzeu-
gung von Informationsmengen I und andererseits eine eﬃziente Zuordnung
der ausgewa¨hlten Stellen i bezu¨glich ihrer Zuverla¨ssigkeiten βi.
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Vorausgesetzt werden ein (n, k)2-Code C und ein Vektor y ∈ R n, der
decodiert werden soll. Im asymptotischen Fall ko¨nnen die 2n−k wahrschein-
lichsten Fehlervektoren des diskreten Ellipsoids E(r,β, 0) mit der geringsten
Anzahl von Versuchen durch folgende Methode u¨berdeckt werden:
• Jede Stelle i des Vektors y wird mit einer Wahrscheinlichkeit pi aus-
gewa¨hlt, die unabha¨ngig von den anderen Stellen ist.
• Damit durchschnittlich k Stellen ausgewa¨hlt werden ko¨nnen, sollen die-
se Wahrscheinlichkeiten pi folgende Gleichung erfu¨llen:
n−1∑
i=0
pi = k. (4.9)
• Falls eine bestimmte Auswahl weniger als k Stellen entha¨lt, dann wird
sie vernachla¨ssigt und eine neue Auswahl wird durchgefu¨hrt.
• Damit die Anzahl von notwendigen Schritten zur Erzeugung der ellip-
soidischen U¨berdeckungsmenge minimiert werden kann, soll folgende
Gleichung nach dem Parameter λ ∈ R + aufgelo¨st werden [Dum98a,
Dum98c]:
n−1∑
i=0
H2(γi) = k, (4.10a)
γi =
1
1 + 2λ βi
, (4.10b)
wobei H2(·) die bina¨re Entropiefunktion nach Gleichung (4.7) ist.
• Wenn die Wahrscheinlichkeiten pi die Ungleichung
0 < pi ≤ 1 − 2 γi, 0 ≤ i < n (4.11)
erfu¨llen, dann wird das diskrete Ellipsoid E(r,β, 0) mit der minimalen
Anzahl von Durchla¨ufen des Algorithmus u¨berdeckt.
Oﬀensichtlich werden alle Wahrscheinlichkeiten pi durch Gleichung (4.9)
und Ungleichung (4.11) nicht eindeutig bestimmt. Trotzdem ko¨nnen (4.9)
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und (4.11) stets erfu¨llt werden, denn γi < 1 / 2 gilt fu¨r λ > 0. In Abschnitt
5.3 werden die Wahrscheinlichkeiten pi als Funktionen der oberen Grenze
1− 2 γi normiert.
Da jede Stelle i mit Hilfe eines gleichverteilten Zufallszahlengenerators
nach Unterabschnitt 2.7.1 mit einer Wahrscheinlichkeit pi, 0 < pi < 1 aus-
gewa¨hlt wird, liefert die sta¨ndige Wiederholung der obengenannten Methode
jedesmal eine unterschiedliche Menge von Stellen. Somit wird die gewu¨nschte
ellipsoidische U¨berdeckungsmenge zufa¨llig erzeugt.
4.4.2 Bildung von Informationsmengen
In diesem Unterabschnitt wird ein Algorithmus zur Bildung der zuverla¨ssig-
sten Informationsmenge I vorgestellt. Er basiert einerseits auf einer gewo¨hn-
lichen gaußschen Eliminationsverfahren [Bar97, BSMM99, Sto¨99] und ande-
rerseits auf einer Kombination der in [HH92, HHC91] und [Bar91a, Bar93,
BGW97] vorgeschlagenen Methoden. Anschließend wird ein Beispiel mittels
einen (7, 4, 3)2-Codes C angegeben.
Vorausgesetzt werden ein (n, k)2-Code C mit einer Generatormatrix G
gema¨ß (2.4) und eine geordnete Menge L von Stellen, die nach der Methode
von Unterabschnitt 4.4.1 erzeugt wurde und aus der eine Informationsmen-
ge I mo¨glicherweise gebildet werden kann. Diese geordnete Menge L wird
folgendermaßen deﬁniert:
L = {l0, l1, . . .}, βl0 ≥ βl1 ≥ · · · , k ≤ |L| ≤ n. (4.12)
Dabei bezeichnet l0 die zuverla¨ssigste Stelle, l1 die zweitzuverla¨ssigste Stelle,
usw.
Eine Prozedur zur Bildung der bestmo¨glichen, zuverla¨ssigsten Informati-
onsmenge I aus der geordneten Menge L kann wie folgt formuliert werden:
• Schritt 1: Initialisierungsschritt: Setze den Pivotindex " auf Null.
• Schritt 2: Falls das Pivotelement g$,l von G ungleich Null ist, dann
gehe zum Schritt 7.
• Schritt 3: Suche in der Pivotspalte l$ von G, unter der Pivotzeile ",
ein Element ungleich Null, das das neue Pivotelement sein wird.
• Schritt 4: Falls dieses Element gefunden wird, vertausche die ganze
Zeile von G, in der sich dieses Element beﬁndet, mit der Pivotzeile "
und gehe zum Schritt 7.
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• Schritt 5: Falls das Element ungleich Null nicht gefunden werden kann,
dann entferne diese Spalte l$ aus der geordneten Menge L.
• Schritt 6: Falls die neue geordnete Menge weniger als k Elemente
entha¨lt, dann kann eine Informationsmenge I aus der urspru¨nglichen
geordneten Menge L nicht gebildet werden und der Algorithmus wird
beendet. Sonst gehe zum Schritt 2 zuru¨ck.
• Schritt 7: Nach der erfolgreichen Pivotsuche setze alle Elemente der
Spalte l$ mittels elementaren Zeilenoperationen in G auf Null, außer
dem Pivotelement g$,l.
• Schritt 8: Erho¨he den Pivotindex " um Eins und Wiederhole die
Schritte 2 bis 7 solange " < k.
• Schritt 9: Beende den Algorithmus. Somit konnte die urspru¨ngliche
Generatormatrix G in eine andere Generatormatrix G0(I) u¨berfu¨hrt
werden, indem die ersten k Stellen der neue geordnete Menge die best-
mo¨gliche, zuverla¨ssigste Informationsmenge I bilden.
Anhand eines Beispiels wird diese Prozedur deutlicher. Derselbe (7, 4, 3)2-
Code C wird verwendet, der im Unterabschnitt 2.2.3 durch die Generatorma-
trix (2.29) angegeben wird:
G =


1 1 0 1 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1

. (2.29)
Es wird angenommen, daß folgende geordnete Menge L mittels des Algo-
rithmus von Unterabschnitt 4.4.1 vorher ausgewa¨hlt wurde:
L = {2, 1, 3, 6, 0, 5}. (4.13)
Die bestmo¨gliche, zuverla¨ssigste Informationsmenge I wird durch folgen-
de Schritte (a)–(v) gebildet:
(a) Schritt 1: Pivotindex "← 0.
(b) Schritt 2: Pivotelement g0,2 = 0.
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(c) Schritt 3: Neues Pivotelement: g1,2 = 1.
(d) Schritt 4:
G←


0 1 1 0 1 0 0
1 1 0 1 0 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1

. (4.14)
(e) Schritt 7:
G←


0 1 1 0 1 0 0
1 1 0 1 0 0 0
0 1 0 1 1 1 0
0 0 0 1 1 0 1

. (4.15)
(f) Schritt 8: Pivotindex "← 1.
(g) Schritt 2: Pivotelement g1,1 = 1.
(h) Schritt 7:
G←


1 0 1 1 1 0 0
1 1 0 1 0 0 0
1 0 0 0 1 1 0
0 0 0 1 1 0 1

. (4.16)
(i) Schritt 8: Pivotindex "← 2.
(j) Schritt 2: Pivotelement g2,3 = 0.
(k) Schritt 3: Neues Pivotelement: g3,3 = 1.
(l) Schritt 4:
G←


1 0 1 1 1 0 0
1 1 0 1 0 0 0
0 0 0 1 1 0 1
1 0 0 0 1 1 0

. (4.17)
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(m) Schritt 7:
G←


1 0 1 0 0 0 1
1 1 0 0 1 0 1
0 0 0 1 1 0 1
1 0 0 0 1 1 0

. (4.18)
(n) Schritt 8: Pivotindex "← 3.
(o) Schritt 2: Pivotelement g3,6 = 0.
(p) Schritt 3: Ein neues Pivotelement kann in der Pivotspalte 6 nicht
gefunden werden.
(q) Schritt 5:
L ← {2, 1, 3, 0, 5}. (4.19)
(r) Schritt 6: |L| = 5.
(s) Schritt 2: Pivotelement g3,0 = 1.
(t) Schritt 7:
G←


0 0 1 0 1 1 1
0 1 0 0 0 1 1
0 0 0 1 1 0 1
1 0 0 0 1 1 0

. (4.20)
(u) Schritt 8: Pivotindex "← 4.
(v) Schritt 9: Der Algorithmus wird beendet, wobei die Generatormatrix
G0(I) durch (4.20) und die bestmo¨gliche, zuverla¨ssigste Informations-
menge I durch die ersten 4 Stellen von (4.19) angegeben ist:
G0(I) =


0 0 1 0 1 1 1
0 1 0 0 0 1 1
0 0 0 1 1 0 1
1 0 0 0 1 1 0

, (4.21)
I = {2, 1, 3, 0}. (4.22)
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4.4.3 Allgemeines Decodierverfahren mit Akzeptanz-
kriterium
Vorausgesetzt werden ein (n, k)2-Code C mit einer Generatormatrix G, ein
vom Empfangsvektor r abha¨ngiger Vektor y bzw. v bzw. β, der mit Soft–
Decision decodiert werden soll, und eine Zahl Imax ∈ N , die die maximale
Anzahl der gebildeten Informationsmengen I bezeichnet.
Im folgenden bezeichnet die Variable ι die Anzahl der gebildeten Infor-
mationsmengen I und Υ eine Korrelationsschwelle, die die Bewertung ver-
schiedener Iterationsschritte ermo¨glicht.
Eine allgemeine Prozedur zur Decodierung mit Hilfe von Informations-
mengen und eines Akzeptanzkriteriums kann folgendermaßen formuliert wer-
den:
• Schritt 1: fakultativ: Wird der Syndrom–Test gema¨ß Gleichung (3.1)
erfu¨llt, dann setzte das gescha¨tzte Codewort cˆ gleich dem Hard–Deci-
sion Vektor v und gehe zum Schritt 10.
• Schritt 2: Initialisierungsschritt:
• Schritt 2.1: Setze die Variable ι auf Null.
• Schritt 2.2: Setze das gescha¨tzte Codewort cˆ gleich dem Nullwort
0.
• Schritt 2.3: Setze die Korrelationsschwelle Υ gleich dem Skalar-
produkt 〈xˆ,y〉, wobei die gescha¨tzte Sendefolge xˆ aus cˆ bestimmt
wird.
• Schritt 2.4: Berechne die Zuordnung der Komponenten βi des
Zuverla¨ssigkeitsvektors β.
• Schritt 2.5: Lo¨se Gleichung (4.10) nach dem Parameter λ auf.
• Schritt 2.6: Berechne die Wahrscheinlichkeiten pi (genaueres sie-
he Abschnitt 5.3).
• Schritt 3: Erzeuge eine zufa¨llige Menge von mindestens k Stellen nach
der Methode des Unterabschnittes 4.4.1 mit den Wahrscheinlichkeiten
pi und bilde damit die geordnete Menge L gema¨ß Gleichung (4.12).
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• Schritt 4: Bilde eine Informationsmenge I und die entsprechende Ge-
neratormatrix G0(I) nach der Prozedur des vorherigen Unterabschnit-
tes. Falls eine Informationsmenge I aus der geordneten Menge L nicht
gebildet werden kann, dann gehe zum Schritt 3 zuru¨ck.
• Schritt 5: Erho¨he ι um Eins und bilde ein Infowort u[I], das diejenigen
k Komponenten aus dem Hard–Decision Vektor v entha¨lt, die durch
I bestimmt werden. Damit berechne ein Codewort c0(I) mittels einer
a¨hnlichen Codiervorschrift wie Gleichung (2.5): c0(I) = u[I]G0(I).
• Schritt 6: Falls die Korrelationsschwelle Υ ≥ 〈x0(I),y〉 gilt, wobei
x0(I) aus c0(I) bestimmt wird, gehe zum Schritt 9.
• Schritt 7: Setze cˆ gleich dem Codewort c0(I), das bisher die beste
Scha¨tzung des gesendeten Codewortes c ist. Setze die neue Korrelati-
onsschwelle Υ auf 〈x0(I),y〉.
• Schritt 8: Fu¨hre eines der in Kapitel 3 beschriebenen Akzeptanzkrite-
rien zwischen der gescha¨tzten Sendefolge xˆ und y durch. Wird dieses
Kriterium erfu¨llt, dann gehe zum Schritt 10.
• Schritt 9: Falls ι < Imax, gehe zum Schritt 3 zuru¨ck.
• Schritt 10: Beende den Algorithmus. Das gescha¨tzte Codewort cˆ ist
die beste Scha¨tzung des gesendeten Codewortes c.
4.5 Abschließende Bemerkungen
Das Hauptziel dieses Kapitels war die Erla¨uterung einer Informationsmen-
gen–Decodierung bei sowohl Hard–Decision als auch Soft–Decision.
Wie in den beiden ersten Abschnitten vorgestellt wurde, hat die Ar-
beit von Evseev [Evs83] eine Reihe von Untersuchungen u¨ber Prozeduren
zur na¨herungsweisen HDMDD mit geringer Komplexita¨t ermo¨glicht. Seit-
dem wurden viele leistungsfa¨hige allgemeine Decodieralgorithmen in Hard–
Decision Kana¨len entwickelt.
Obwohl Dumer die Ergebnisse von Evseev fu¨r Soft–Decision Kana¨len ver-
allgemeinert hat [Dum96b], wurde in Abschnitt 4.3 besonders betont, daß das
Kernproblem in diesem Fall durch die Abha¨ngigkeit der Menge der wahr-
scheinlichsten Fehlervektoren vom Zuverla¨ssigkeitsvektor β verursacht wird.
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Spa¨ter hat Dumer in vielen Artikeln gezeigt [Dum96a, Dum97a, Dum97b,
Dum98a, Dum98b, Dum98c, Dum], daß die asymptotische Lo¨sung auf dem
Konzept eines diskreten Ellipsoids basiert.
Er hat hingegen in seinen Arbeiten lediglich Codes im asymptotischen
Fall analysiert. Andererseits ist das wesentliche Ziel der vorliegenden Arbeit
die Betrachtung konkreter Codes. Deswegen wurde in Abschnitt 4.4 auf ein
Decodierverfahren mit Hilfe von Informationsmengen im Soft–Decision Fall
eingegangen. Im ersten Unterabschnitt wurde eine Methode zur Erzeugung
einer minimalen ellipsoidischen U¨berdeckungsmenge vorgeschlagen, die ein
beliebiges, diskretes Ellipsoid u¨berdeckt. Der Unterabschnitt 4.4.2 behandelte
eine Prozedur zur Bildung der bestmo¨glichen Informationsmenge, die fu¨r die
Decodierung gebraucht wird. Das Versta¨ndnis dieser Prozedur wurde mittels
eines ausfu¨hrlichen Beispiels vermittelt.
Schließlich entha¨lt der letzte Unterabschnitt ein Decodierverfahren, das
fu¨r alle linearen Codes C verwendet werden kann. Wegen der Anwendung der
in Kapitel 3 hergeleiteten Akzeptanzkriterien wird dieses Decodierverfahren
besonders fu¨r konkrete, lange Codes C sehr leistungsfa¨hig [Bar99], wie im
na¨chsten Kapitel mit Hilfe von Simulationsergebnissen veranschaulicht wird.
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Kapitel 5
Simulationsergebnisse
Hauptziel dieses Kapitels ist, die durchgefu¨hrten Untersuchungen und we-
sentlichen Simulationsergebnisse der im vorherigen Kapitel vorgeschlagenen
Decodiermethode in Verbindung mit den in Kapitel 3 hergeleiteten Akzep-
tanzkriterien darzustellen.
Um Simulationen langer und leistungsfa¨higer Codes C in endlichen Aus-
fu¨hrungszeiten und mit vernu¨nftiger Genauigkeit bei WER in einigen Fa¨llen
sogar kleiner als 10−5 zu ermo¨glichen, wurden die Simulationsprogramme
mithilfe von bestimmten Programmiertechniken optimiert. Die wichtigsten
Techniken werden zuna¨chst in Abschnitt 5.1 kurz zusammengefaßt. Danach
wird die praktische Realisierung des U¨bertragungssystems von Abbildung 2.1
ero¨rtert. Ferner werden einige Implementierungsaspekte genauer betrachtet.
Wie am Ende von Unterabschnitt 4.4.1 kurz darauf hingewiesen wurde,
werden alle Wahrscheinlichkeiten pi durch Gleichung (4.9) und Ungleichung
(4.11) nicht eindeutig bestimmt. Einer der wesentlichsten Beitra¨ge dieser
Arbeit ist, durch Simulationen zu zeigen, daß verschiedene Methoden zur
Berechnung dieser Wahrscheinlichkeiten pi zu ganz unterschiedlichen WER
bzw. Decodierkomplexita¨ten fu¨hren. Diese Methoden, die sogenannten Nor-
mierungen, werden in Abschnitt 5.3 eingefu¨hrt und durch Simulationen nach-
gewiesen.
Insbesondere wird eine Referenzkurve fu¨r die SDMLD eines (128, 64, 22)2-
Codes gezeigt, die erstmals so genau fu¨r kleine BER simuliert wurde. Der
na¨chste Abschnitt befaßt sich mit dem Vergleich der Eﬃzienz der in Ka-
pitel 3 hergeleiteten Akzeptanzkriterien. Es folgt die Darstellung einer we-
sentlichen Verbesserung dieser Akzeptanzkriterien fu¨r lange Codes, wie der
(128, 64, 22)2-Code.
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Im vorletzten Abschnitt werden die vollsta¨ndigen Simulationsergebnisse
eines Codes der La¨nge n = 255 analysiert und mit theoretischen Grenzen wie
Kanalkapazita¨t oder Cutoﬀ–Rate [CC81, Hub92, Fri95, Pro95] verglichen.
Anschließend wird eine kurze U¨berblick u¨ber das ganze Kapitel angegeben.
5.1 Programmieraspekte
Die Simulationen wurden in der Programmiersprache C [KR77] geschrieben
und unter den Betriebsystemen UNIX [Per94] bzw. Linux [JT98] auf SUN
Workstations bzw. PC Rechnern durchgefu¨hrt.
Damit die Decodierung langer Blockcodes mit akzeptablen Ausfu¨hrungs-
zeiten und genu¨gend Genauigkeit simuliert werden konnte, wurden u. a. fol-
gende Programmiertechniken verwendet:
• Ausnutzung von vielen Kompilationsdirektiven des U¨bersetzungspro-
grammes (Compiler),
• Benutzung von Makro–Ersetzungen [KR77] anstelle bestimmter Varia-
blen (z. B. die Parameter des Codes), die wa¨hrend des Durchlaufes
einer Simulation konstant bleiben,
• Ersetzung aller zweidimensionalen Felder (Matrizen) durch Zeiger auf
Zeilen von Zeigern (Pointers–to–Row–of–Pointers) [PTVF92],
• intensive Anwendung von Zeigern (Pointers) [KR77] und
• mo¨glichst Verwendung von Ganzzahl–Variablen (Integer Variables) an-
statt Fließkommazahl–Variablen (Floating Point Variables).
Wenn beispielsweise nur ein paar bestimmte Kompilationsdirektiven be-
nutzt werden, ohne eine einzige Zeile im Programm zu a¨ndern, erho¨ht sich
die Geschwindigkeit der Ausfu¨hrung fu¨r manche U¨bersetzungsprogramme um
100 bis 250 %.
Mit Beru¨cksichtigung aller obengenannten Punkte und einer sorgfa¨ltigen
Programmierung haben sich die Simulationsdauern um den Faktor 10 (fu¨r
kurze Codes) bis 90 (fu¨r lange Codes) verku¨rzt.
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5.2 Implementierung
Im folgenden wird die Implementierung sowohl des in Abschnitt 2.3 vorge-
stellten U¨bertragungssystems als auch des in Unterabschnitt 4.4.3 beschrie-
benen Decodieralgorithmus ausfu¨hrlich erkla¨rt.
Die Informationsquelle wird mit dem gleichverteilten Zufallszahlengene-
rator von Unterabschnitt 2.7.1 realisiert. Bei den Simulationen werden alle
Infowo¨rter u bzw. Codewo¨rter c bzw. Sendefolge x zufa¨llig und gleichwahr-
scheinlich erzeugt.
Fu¨r einen angegebenen (n, k)2-Code C wird eine systematische Codierung
mittels einer Generatormatrix G in der kanonischen Staﬀelform gema¨ß Glei-
chung (2.28) durchgefu¨hrt.
Der zeitdiskrete Kanal verwendet eine antipodische Signalisierung mit
BPSK als Modulationsverfahren, einen mithilfe eines gaußverteilten Zufalls-
zahlengenerators nach Unterabschnitt 2.7.2 erzeugten AWGN–Kanal und
einen koha¨renten Empfa¨nger (d. h. eine ideale Tra¨ger- und Phasensynchro-
nisation) mit Soft–Decision Demodulation.
U¨blicherweise werden Simulationen mit einer begrenzten Anzahl von Co-
dewo¨rtern durchgefu¨hrt. Wa¨hrend in [GS97] 35000 Codewo¨rter c fu¨r jedes
SNR gesendet wurden, ist die Anzahl der Codewo¨rter fu¨r jedes SNR in
[KNIH94] gleich 100000. Diese Anzahl braucht jedoch fu¨r alle simulierten
SNR nicht unbedingt konstant zu bleiben. Beispielsweise wurden 35000 Co-
dewo¨rter fu¨r SNR zwischen 3 und 4 dB und 500000 Codewo¨rter fu¨r SNR
zwischen 5 und 8 dB in [SWHM98] gesendet.
Der Nachteil einer begrenzten Anzahl von gesendeten Codewo¨rtern ist,
daß die Anzahl von Wortfehlern im zeitdiskreten Kanal variiert. Einerseits
werden zu viele Codewo¨rter fu¨r kleine SNR gesendet, so daß die Simulationen
unno¨tigerweise lange dauern. Andererseits werden die Ergebnisse fu¨r große
SNR wesentlich ungenauer als fu¨r kleine. Falls weniger als 10 Wortfehler im
zeitdiskreten Kanal aufgetreten sind, werden die Simulationen so unpra¨zis,
daß ihre Ergebnisse nutzlos werden. Deswegen zeigen die Abbildungen in den
obengenannten Arbeiten keine WER wesentlich kleiner als 10−3.
Aus diesen Gru¨nden werden die Simulationen dieser Arbeit mit der Simu-
lationsmethode von Abschnitt 2.8 und einer unbegrenzten maximalen Anzahl
von Codewo¨rtern durchgefu¨hrt. Sie werden fu¨r jeden quadratischen Abstand
∆2 erst abgebrochen, wenn die Anzahl von Wortfehlern gro¨ßer als 100 wird
und mindestens 1000 Codewo¨rtern gesendet werden. Diese minimale Anzahl
von Codewo¨rtern gewa¨hrleistet, daß die Ergebnisse fu¨r große quadratische
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Absta¨nde ∆2 bzw. kleine SNR ohne großen Aufwand ziemlich pra¨zis bleiben.
Da die vollsta¨ndige Simulation einer einzigen Kurve durch die sta¨ndige
Verkleinerung des quadratischen Abstandes ∆2 durchgefu¨hrt wird, bis die
gemessene WER am Ausgang des Decodierers in einigen Fa¨llen sogar weni-
ger als 10−5 betra¨gt, wird die gesamte Anzahl von gesendeten Codewo¨rtern
manchmal wesentlich gro¨ßer als 10 Millionen.
Im Decodieralgorithmus des Unterabschnittes 4.4.3 wird die Zuordnung
der Komponenten βi des Zuverla¨ssigkeitsvektors β in Schritt 2.4 durch einen
Quicksort–Algorithmus [Knu98b] gema¨ß [PTVF92, VTPF92] implementiert,
obwohl ein Heapsort–Algorithmus [PTVF92, VTPF92, Knu98b] wegen seiner
a¨hnlichen Komplexita¨t fu¨r die La¨nge n der in dieser Arbeit beru¨cksichtigten
Codes auch getestet wurde und anwendbar sein ko¨nnte.
Das Auﬂo¨sen der nichtlinearen Gleichung (4.10) nach dem Parameter λ in
Schritt 2.5 ist lediglich mittels numerischen Verfahren durchfu¨hrbar. Mo¨gli-
che Iterationsverfahren sind die sogenannten Bisektions–, Sekanten–, Regula
falsi– und Newton–Verfahren [PTVF92, VTPF92, BSMM99, Sto¨99], die fu¨r
Gleichungen mit transzendenten Termen geeignet sind. Die in den Simula-
tionen verwendete Methode wurde aus [PTVF92, VTPF92] entnommen und
basiert auf der Arbeit von Brent [Bre73].
Fu¨r die Berechnung der Wahrscheinlichkeiten pi in Schritt 2.6 wird eine
der im na¨chsten Abschnitt vorgeschlagenen Normierungen verwendet.
Wie bereits in Unterabschnitt 4.4.1 erwa¨hnt wurde, wird die Menge von
mindestens k Stellen in Schritt 3 mit Hilfe eines gleichverteilten Zufallszah-
lengenerators nach Unterabschnitt 2.7.1 erzeugt.
Fu¨r jeden Durchlauf einer Simulation werden eins der in Kapitel 3 herge-
leiteten Akzeptanzkriterien und ein bestimmter Wert fu¨r die maximale An-
zahl Imax der gebildeten Informationsmengen I benutzt. Des weiteren wird
eine untere Simulationsschranke PLB fu¨r die WER einer SDMLD gema¨ß der
Methode von Abschnitt 2.9 berechnet.
5.3 Normierungen
In seinen Arbeiten [Dum97b, Dum98a, Dum98c] hat Dumer nicht darauf
hingewiesen, wie die Wahrscheinlichkeiten pi von Unterabschnitt 4.4.1 be-
rechnet werden sollen, weil er nur eine allgemeine Methode zur Konstruktion
einer minimalen ellipsoidischen U¨berdeckungsmenge im asymptotischen Fall
vorgeschlagen hat.
5.3 Normierungen 79
Als wesentlicher Beitrag der vorliegenden Arbeit wurde durch Simulatio-
nen festgestellt, daß verschiedene Methoden zur Berechnung dieser Wahr-
scheinlichkeiten pi zu ganz unterschiedlichen Ergebnissen fu¨hren ko¨nnen, ob-
wohl alle erzeugten ellipsoidischen U¨berdeckungsmengen noch minimal blei-
ben.
Im folgenden werden drei mo¨gliche Methoden dargestellt, in denen die
Wahrscheinlichkeiten pi als Funktionen der entsprechenden γi nach Gleichung
(4.10b) so normiert werden, daß sie sowohl Gleichung (4.9) als auch Unglei-
chung (4.11) erfu¨llen. Daß bei all diesen drei Methoden die obere Grenze
von pi in Ungleichung (4.11) eingehalten ist, wurde bei den Simulationen der
verschiedenen Codes jeweils im Einzelnen u¨berpru¨ft.
• Lineare Normierung:
pi = η1(1 − 2 γi), (5.1)
wobei der lineare Normierungsfaktor η1 Gleichung (4.9) erfu¨llen soll:
n−1∑
i=0
η1(1 − 2 γi) = k. (5.2)
Daraus folgt:
η1 =
k
n−1∑
i=0
(1 − 2 γi)
=
k
n− 2
n−1∑
i=0
γi
. (5.3)
• Quadratische Normierung:
pi = η2(1− 2 γi)2. (5.4)
Gleichung (4.9) soll ebenfalls vom quadratischen Normierungsfaktor η2
erfu¨llt werden:
n−1∑
i=0
η2(1 − 2 γi)2 = k. (5.5)
Daraus folgt:
η2 =
k
n−1∑
i=0
(1 − 2 γi)2
. (5.6)
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• Kubische Normierung:
pi = η3(1− 2 γi)3. (5.7)
Aus Gleichung (4.9) folgt der kubische Normierungsfaktor η3:
η3 =
k
n−1∑
i=0
(1 − 2 γi)3
. (5.8)
Der Zusammenhang zwischen den obengenannten Normierungen und der
WER wurde durch Simulationen untersucht. Der ausgewa¨hlte Code C ist ein
erweiterter Bose–Ray-Chaudhuri–Hocquenghem–Code (eBCH-Code, extend-
ed Bose–Ray-Chaudhuri–Hocquenghem–Code) der La¨nge n = 128, Dimension
k = 64 und Minimalabstand dHmin = 22. Da lediglich bina¨re Codes in dieser
Arbeit betrachtet werden, wurde auf eine formale Deﬁnition von Bose–Ray-
Chaudhuri–Hocquenghem–Codes (BCH-Codes) in Kapitel 2 verzichtet. Fu¨r
eine umfassende Darstellung dieser Codes wird auf [MS83, Fri95, Bos98] ver-
wiesen.
Gema¨ß [BV93] ist die obere Schranke fu¨r den Minimalabstand dHmin eines
linearen (127, 64)2-Codes C gleich 21. Das bedeutet, daß kein anderer linearer
Code mit den Parametern n = 127 und k = 64 existiert, der einen gro¨ße-
ren Minimalabstand dHmin aufweist als den des (127, 64, 21)2-BCH-Codes.
Somit ist der entsprechende (128, 64, 22)2-eBCH-Code der beste Code mit
den Parametern n = 128 und k = 64, falls es keinen anderen, noch zu ent-
deckenden Code gibt, der ein besseres GewichtsproﬁlW besitzt als das dieses
leistungsfa¨higen eBCH-Codes.
Weiterhin wurde der (128, 64, 22)2-eBCH-Code ebenfalls sehr ha¨uﬁg fu¨r
Simulationen ausgewa¨hlt [Dor74, HHC91, HH92, KNIH94, FL95, FL96b,
GS97, KNH97, Han98, SWHM98, Bar99], weil Codes mit Rate R = 1 / 2
den schwierigsten Fall bezu¨glich der Decodierkomplexita¨t darstellen.
Die maximale Anzahl Imax der gebildeten Informationsmengen wurde fu¨r
jede verschiedene Normierung u. a. auf 50, 500 und 5000 begrenzt. Zusa¨tzlich
zu diesen 9 Kurven wurde die untere Simulationsschranke PLB fu¨r SDMLD
von Abschnitt 2.9 mit Imax = 5000 und einer quadratischen Normierung
berechnet. In Abbildung 5.1 wird die Darstellung der WER in Abha¨ngigkeit
vom quadratischen Abstand ∆2 veranschaulicht. Abbildung 5.2 zeigt die ent-
sprechende BER in Abha¨ngigkeit von SNR pro empfangenem Infobit Eb /N0.
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Um Vergleiche mit der Fehlerrate Pu einer uncodierten U¨bertragung zu
ermo¨glichen, wurde diese Kurve in Abbildung 5.2 auch dargestellt und wie
folgt berechnet [Fri95, Pro95, DB96, Kam96]:
Pu =
1
2
erfc
(
10
0.05
Eb
N0
[dB]
)
. (5.9)
Dabei steht
erfc(ς) =
2√
π
∫ ∞
ς
e−τ
2
dτ (5.10)
fu¨r die komplementa¨re Fehlerfunktion [DB96, Kam96] (Complementary Error
Function [Pro95], ebenfalls konjugierte Fehlerfunktion [Sto¨99] genannt).
Wie bereits in Abschnitt 2.8 erwa¨hnt wurde, sind die Simulationen fu¨r
kleine quadratische Absta¨nde ∆2 (entsprechen großen SNR) mit erheblichem
Aufwand verbunden. Deswegen wurden nicht alle Kurven von Abbildung 5.1
bis zu einer WER kleiner als 10−5 durchgefu¨hrt. Stattdessen wurden die feh-
lenden Werte, die zur Berechnung der Kurven von Abbildung 5.2 beno¨tigt
werden, mithilfe der entsprechenden zwei untersten Punkte in Abbildung 5.1
linear extrapoliert. Damit sind die Kurven in Abbildung 5.2 eigentlich obere
Schranken, die unter Umsta¨nden ungenau fu¨r große Eb /N0 werden ko¨nnen,
wie beispielsweise fu¨r Imax = 500 und eine kubische Normierung deutlich zu
erkennen ist. Diese Ungenauigkeiten der Simulationsmethode sollen mit einer
mo¨glichen Eigenschaft des (128, 64, 22)2-eBCH-Codes oder des Decodieralgo-
rithmus nicht verwechselt werden.
Aus den beiden Abbildungen ergibt sich folgende U¨berlegungen:
• Obschon eine lineare Normierung nach Gleichung (5.1) zuna¨chst ganz
logisch erscheint, ist sie keinesfalls die beste Auswahl.
• Wenn eine kleine Decodierkomplexita¨t (beispielsweise mit Imax = 50)
bei einer BER gro¨ßer als 10−5 gewu¨nscht wird, sollte eine kubische Nor-
mierung gema¨ß Gleichung (5.7) verwendet werden. Abbildung 5.2 zeigt
deutlich, daß eine kleinere BER am Ausgang des Decodierers gemes-
sen wird, wenn eine kubische Normierung anstelle einer quadratischen
oder linearen Normierung benutzt wird, obwohl diese BER wesentlich
schlechter ist als die fu¨r eine gro¨ßere Decodierkomplexita¨t.
• Fu¨r mittlere Decodierkomplexita¨t (z. B. mit Imax = 500) ist die kubi-
sche Normierung nur besser bei großem ∆2 bzw. kleinem SNR. Bessere
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Abbildung 5.1: WER in Abha¨ngigkeit von ∆2 bei Imax = 50, 500 und 5000
und verschiedenen Normierungen fu¨r den (128, 64, 22)2-
eBCH-Code.
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Abbildung 5.2: BER in Abha¨ngigkeit von SNR bei Imax = 50, 500
und 5000 und verschiedenen Normierungen fu¨r den (128,
64, 22)2-eBCH-Code.
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Ergebnisse werden erreicht, falls eine quadratische Normierung ange-
wendet wird. Beispielsweise betra¨gt der Decodierungsgewinn bei einer
BER von 10−5 etwa 1.24 dB, wenn Imax = 500 anstatt von Imax = 50
benutzt wird.
• Eine sehr leistungsfa¨hige Decodierung wird durchgefu¨hrt, wenn eine
große maximale Anzahl der gebildeten Informationsmengen (Imax =
5000) mit einer quadratischen Normierung nach Gleichung (5.4) erlaubt
wird.
Obgleich nur eine untere Schranke fu¨r SDMLD in Abbildung 5.1 dar-
gestellt ist, liegt das Simulationsergebnis fu¨r Imax = 5000 und quadrati-
sche Normierung sehr dicht bei dieser Schranke. Da die tatsa¨chliche SDMLD
mo¨glicherweise etwa in der Mitte dieser beiden Kurven liegt, fu¨hrt der De-
codieralgorithmus in diesem Fall praktisch eine reine SDMLD. Aus diesen
Gru¨nden stellt die Kurve fu¨r Imax = 5000 und quadratische Normierung in
Abbildung 5.2 eine Referenzkurve fu¨r die SDMLD eines (128, 64, 22)2-eBCH-
Codes dar, die erstmals so pra¨zis fu¨r kleine BER simuliert wurde.
5.4 Eﬃzienz verschiedener Akzeptanzkriteri-
en
Alle Simulationen dieser Arbeit wurden mit dem Syndrom–Test von Unterab-
schnitt 3.1.1 begonnen, obwohl dieser Test bei den simulierten quadratischen
Absta¨nden ∆2 fu¨r lange Codes C nur selten zum Abbruch fu¨hrt.
Damit die Eﬃzienz der in Kapitel 3 eingefu¨hrten Akzeptanzkriterien
hinsichtlich des durchschnittlichen Prozentsatzes der Abbru¨che miteinan-
der verglichen werden konnten, wurde in einer ersten Untersuchung derselbe
(7, 4, 3)2-Code C von Unterabschnitt 4.4.2 simuliert. Es wurde folgendes fest-
gestellt:
• Selbst wenn der Hyperkugel–Test von Unterabschnitt 3.1.2 sehr leicht
implementiert werden kann, ist er kein gutes Akzeptanzkriterium und
wa¨re deswegen vo¨llig sinnlos fu¨r große Codes C.
• Trotz der etwas besseren Ergebnisse unter Anwendung des GMD–Tests
von Unterabschnitt 3.1.4 anstelle des Hyperkugel–Tests sollte er fu¨r
große Codes C auch nicht benutzt werden.
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• Fu¨r den simulierten Code C zeigte sich der Hyperkreiskegel–Test von
Unterabschnitt 3.1.3 deutlich besser als die beiden vorherigen Akzep-
tanzkriterien. Dieses Akzeptanzkriterium ist eine gute Auswahl fu¨r den
Fall, daß eine kleine Komplexita¨t der Implementierung einer Abbruch-
regel gewu¨nscht wird, denn es verwendet keinerlei Zuordnung der Kom-
ponenten βi des Zuverla¨ssigkeitsvektors β.
• Unter Verwendung des Akzeptanzkriteriums nach Taipale und Pursley
von Unterabschnitt 3.1.5 konnte die durchschnittliche Anzahl der ge-
bildeten Informationsmengen wesentlich verringert werden. Wie bereits
in Abschnitt 3.2 erwa¨hnt wurde, ist dies die bestmo¨gliche Bedingung
Ξ basierend auf einem einzigen Codewort fu¨r eine SDMLD.
• Eine geringere durchschnittliche Anzahl der gebildeten Informations-
mengen kann erreicht werden, falls das Akzeptanzkriterium nach Ka-
sami basierend auf zwei Codewo¨rtern von Unterabschnitt 3.2.3 imple-
mentiert wird. Dieses Akzeptanzkriterium ist besonders attraktiv fu¨r
den Fall, in dem die Komplexita¨t der Abbruchregel keine entscheidende
Rolle spielt, na¨mlich fu¨r Codes C gro¨ßerer La¨nge n.
Um festzustellen, ob die obengenannten Schlußfolgerungen nicht unbe-
dingt von den Eigenschaften der Akzeptanzkriterien, sondern eventuell nur
von den Eigenschaften des (7, 4, 3)2-Codes C abha¨ngig waren, wurde u. a.
auch der (24, 12, 8)2-Golay-Code [MS83, Bos98] simuliert. Wie erwartet, war
der durchschnittliche Prozentsatz der Abbru¨che fu¨r den Hyperkugel–Test
und fu¨r den GMD–Test (nach der Verwendung des Syndrom–Tests) so nied-
rig, daß er fu¨r die simulierten quadratischen Absta¨nde ∆2 praktisch gleich
Null war. Aus diesem Grund wurden lediglich der Hyperkreiskegel–Test, das
Akzeptanzkriterium nach Taipale und Pursley sowie das Akzeptanzkriterium
nach Kasami in Abbildung 5.3 dargestellt.
Es ist ersichtlich, daß das Akzeptanzkriterium nach Kasami basierend auf
zwei Codewo¨rtern zu besseren Ergebnissen fu¨hrt als die des besten Akzep-
tanzkriteriums basierend auf einem einzigen Codewort, na¨mlich des Akzep-
tanzkriteriums nach Taipale und Pursley. Dagegen lohnt sich die Implemen-
tierung von Akzeptanzkriterien basierend auf mehr als zwei Codewo¨rtern
kaum, weil die Komplexita¨t betra¨chtlich steigt, wa¨hrend sich der durch-
schnittliche Prozentsatz der Abbru¨che lediglich geringfu¨gig a¨ndert [KTK+95,
KKTL95a, KKTL95b], wie in Unterabschnitt 3.2.4 besprochen wurde.
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Abbildung 5.3: Durchschnittlicher Prozentsatz der Abbru¨che in Abha¨ngig-
keit von SNR bei verschiedenen Akzeptanzkriterien fu¨r den
(24, 12, 8)2-Golay-Code.
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5.5 Suboptimale Akzeptanzkriterien bei lan-
gen Codes
Oﬀensichtlich werden alle in Kapitel 3 erla¨uterten Soft–Decision–Maximum–
Likelihood–Akzeptanzkriterien strenger, wenn die La¨nge n des verwendeten
Codes C allma¨hlich wa¨chst. Besonders bei langen Codes, die ha¨uﬁg nur we-
nige minimalgewichtige Codewo¨rter c ∈ C verglichen mit der gesamten An-
zahl von Codewo¨rtern des Codes C besitzen, ist es daher sehr unwahrschein-
lich, daß eine gescha¨tzte Sendefolge xˆ ∈ X existiert, die die Soft–Decision–
Maximum–Likelihood–Akzeptanzkriterien erfu¨llen ko¨nnte. In diesen Fa¨llen
wird der durchschnittliche Prozentsatz der Abbru¨che besonders bei großem
quadratischen Abstand ∆2 bzw. kleinem SNR sehr gering.
Deswegen wurde zusa¨tzlich ein Akzeptanzkriterium fu¨r lange Codes un-
tersucht, bei dem bereits dann abgebrochen wird, wenn anstelle von Bedin-
gung ΞKasami(xˆ1,xˆ2) (Gleichung (3.51) des Akzeptanzkriteriums basierend auf
zwei Codewo¨rtern) folgende Bedingung erfu¨llt wird:
Ξ :  dβ(xˆ2,y) ≤
∑
i∈Q
βi, (5.11)
wobei  ≤ 1,  ∈ R + ist und die anderen Parameter bereits in Unterab-
schnitt 3.2.3 erkla¨rt wurden. Selbstversta¨ndlich wird keine SDMLD mehr
durchgefu¨hrt, falls  < 1 ausgewa¨hlt wird. Hingegen wurde durch verschiede-
ne Simulationen festgestellt, daß die Auswahl eines  < 1 bei langen Codes
C eine betra¨chtliche Erho¨hung des durchschnittlichen Prozentsatzes der Ab-
bru¨che ermo¨glicht, ohne die Leistungsfa¨higkeit des Decodierers bezu¨glich der
WER bzw. BER sichtbar zu beeintra¨chtigen. U¨berdies war dieses Verhalten
nahezu unabha¨ngig von der maximalen Anzahl Imax der gebildeten Informa-
tionsmengen.
Beispielsweise wurde der (128, 64, 22)2-eBCH-Code von Abschnitt 5.3 mit
quadratischer Normierung und Imax = 50 fu¨r immer kleinere wachsende Wer-
te von  simuliert, bis sich die WER von der WER fu¨r  = 1 unterscheidet.
Der kleinste Wert von , fu¨r den noch alle Punkte der Kurven identisch ge-
blieben sind, war  = 0.2. Mit anderen Worten, alle Punkte von Abbildung
5.1 wurden mindestens zweimal (mit  = 1 und 0.2) simuliert, um festzu-
stellen, ob tatsa¨chlich die WER (mit elfstelliger Genauigkeit) identisch war.
In Abbildung 5.4 ist deutlich zu erkennen, daß der erreichte Gewinn mit der
Verwendung von  = 0.2 anstatt von  = 1 innerhalb eines großen Berei-
ches etwa 1.5 dB betra¨gt. Deswegen soll in diesem Fall stark betont werden,
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daß dieses suboptimale Akzeptanzkriterium ebenfalls eine SDMLD bei einer
WER gro¨ßer als 10−5 unter der Genauigkeit der Simulationen durchgefu¨hrt.
Der Gewinn ko¨nnte betra¨chtlich vergro¨ßert werden, falls eine winzige Er-
ho¨hung der WER (in der Praxis nahezu Null) tolerierbar wa¨re, was in der
vorliegenden Arbeit nicht genauer untersucht wurde.
5.6 Simulationsergebnisse eines la¨ngeren Co-
des
Um sowohl die hervorragende Leistungsfa¨higkeit des Decodieralgorithmus
von Unterabschnitt 4.4.3 als auch die außerordentliche Geschwindigkeit der in
Abschnitt 2.8 vorgeschlagenen Simulationsmethode unter Beweis zu stellen,
wurde ein (255, 123)2-BCH-Code simuliert. Der Grund fu¨r die Auswahl dieses
Codes ist, daß er eine Rate R = 0.48 und beinahe doppelte La¨nge n besitzt
als der (128, 64, 22)2-eBCH-Code von Abschnitt 5.3. Dies ermo¨glicht, daß die
beiden Codes direkt miteinander verglichen werden ko¨nnen.
Der (255, 123)2-BCH-Code hat einen sogenannten geplanten Minimalab-
stand [MS83] (Designed Distance, auch Entwurfsdistanz [Fri95] oder geplan-
te Mindestdistanz [Bos98] genannt) von 39 und daher einen (zur Zeit noch
unbekannten) wirklichen Minimalabstand dHmin von mindestens 39. Da die
Kenntnis des Minimalabstandes dHmin im Decodieralgorithmus nicht verwen-
det wird, sondern sie lediglich fu¨r die Berechnung der Akzeptanzkriterien von
Kapitel 3 notwendig ist, spielt der exakte Wert von dHmin eine untergeordnete
Rolle, weil das Akzeptanzkriterium des vorherigen Abschnittes als Abbruch-
regel in diesem Fall benutzt wurde.
In allen Simulationen dieses Abschnittes wurde die beste der drei Normie-
rungen von Abschnitt 5.3 angewendet, na¨mlich die quadratische Normierung
und  konnte bis auf dem Wert 0.1 verkleinert werden, ohne die Fehlerwahr-
scheinlichkeit gegenu¨ber der eines Soft–Decision–Maximum–Likelihood–Ak-
zeptanzkriteriums zu verschlechtern. Außerdem wurde die maximale Anzahl
Imax der gebildeten Informationsmengen u. a. auf 100, 500, 5000, 50000 und
500000 begrenzt.
Abbildung 5.5 zeigt die WER in Abha¨ngigkeit vom quadratischen Ab-
stand ∆2 zusammen mit der unteren SimulationsschrankePLB fu¨r die SDMLD
von Abschnitt 2.9. Diese untere Schranke wurde aus den Simulationsergeb-
nissen fu¨r den Fall Imax = 500000 berechnet. Deswegen liegt sie nicht sehr
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Abbildung 5.4: Durchschnittlicher Prozentsatz der Abbru¨che in Abha¨ngig-
keit von SNR bei quadratischer Normierung, Imax = 50
und  = 1 und 0.2 fu¨r den (128, 64, 22)2-eBCH-Code.
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dicht an der tatsa¨chlichen SDMLD.
Basierend auf den gesamten Simulationsergebnissen wurden die entspre-
chenden Kurven von BER in Abha¨ngigkeit von SNR berechnet und in Ab-
bildung 5.6 dargestellt. Zwecks einer Referenz wurde ebenfalls die Fehlerrate
Pu einer uncodierten U¨bertragung nach Gleichung (5.9) hinzugefu¨gt.
Aus Abbildung 5.5 ist ersichtlich, daß selbst mit Imax = 500000 noch
keine SDMLD erreicht wird. Diese Zahl erscheint eigentlich nicht zu groß
verglichen mit der ungeheuren Anzahl von mehr als 1037 Codewo¨rtern des
(255, 123)2-BCH-Codes. Trotzdem betra¨gt der Gewinn in diesem Fall bei ei-
ner BER von 10−5 (Abbildung 5.6) im Vergleich mit einer SDMLD eines
(128, 64, 22)2-eBCH-Codes (Abbildung 5.2) mindestens 0.55 dB. Mo¨glicher-
weise ist die Anwendung der in dieser Arbeit vorgeschlagenen Decodierme-
thode mit Imax = 500000 weniger als 0.2 dB von einer SDMLD fu¨r den
(255, 123)2-BCH-Code entfernt.
In Abbildung 5.7 wird die WER in Abha¨ngigkeit von SNR veranschau-
licht. Wie u¨blich ist die Fehlerrate Pu einer uncodierten U¨bertragung angege-
ben. Zum Zwecke von Vergleichen wurde auch die Wortfehlerrate PBMD einer
HDBMD–Decodierung dargestellt, die durch folgende Gleichung bestimmt
werden kann:
PBMD= 1 −
t∑
i=0
(
n
i
)
pc
i(1 − pc)n−i, (5.12)
wobei der Packungsradius t gema¨ß Gleichung (2.17) und die codierte Fehler-
wahrscheinlichkeit pc folgendermaßen berechnet wird:
pc =
1
2
erfc
(√
R 10
0.05
Eb
N0
[dB]
)
. (5.13)
Aus Abbildung 5.7 folgt, daß eine (Soft-Decision) Decodierung mittels
des Algorithmus von Abschnitt 4.4.3 sogar mit nur Imax = 100 bei einer
WER von 10−5 bereits mindestens 0.75 dB besser ist als die beste (Hard–
Decision) algebraische Decodierung fu¨r den (255, 123)2-BCH-Code. Oﬀen-
sichtlich wa¨chst dieser Gewinn hinsichtlich einer HDBMD–Decodierung we-
sentlich, falls eine gro¨ßere maximale Anzahl der gebildeten Informationsmen-
gen Imax erlaubt wird.
Zusa¨tzlich wurde die WER PCORbasierend auf der Computational Cutoﬀ–
Rate R0 [CC81, Hub92, Fri95, Pro95] ebenfalls in Abbildung 5.7 hinzugefu¨gt.
Diese Kurve wurde wie folgt berechnet [Fri95]:
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Abbildung 5.5: WER in Abha¨ngigkeit von ∆2 fu¨r den (255, 123)2-BCH-
Code.
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PCOR< 2
−n (R0−R). (5.14)
Dabei ist
R0 = 1 − lb
(
1 + e−R 10
0.1
Eb
N0
[dB]
)
(5.15)
die Computational Cutoﬀ–Rate R0 (auch R0–Kriterium [Hub92] oder R0–
Wert [Fri95] genannt) fu¨r einen AWGN–Kanal. Dieser Wert ist in der Pra-
xis von großer Bedeutung, weil er mit realisierbaren Decodierverfahren und
vernu¨nftigem Aufwand erreichbar ist [Fri95]. Beispielsweise ist in Abbildung
5.7 leicht zu erkennen, daß der Decodieralgorithmus mit Imax = 500000 u¨ber
die Cutoﬀ–Rate hinausgeht.
Die Kapazita¨tsgrenze bei dieser Coderate, bina¨ren Sendesignalen und ei-
nem AWGN–Kanal liegt bei Eb /N0 = 0.17. Sie ist eine theoretische Gren-
ze, von der die praktisch angewendeten Decodierverfahren deutlich entfernt
sind [Fri95]. Trotzdem ist die SDMLD eines (255, 123)2-BCH-Codes bei einer
WER von 10−5 wahrscheinlich nicht weiter als 2.5 dB von dieser theoreti-
schen Grenze entfernt, was vermutlich auch fu¨r Imax = 1000000 in diesem
Fall erreicht wird.
Abbildung 5.8 zeigt die durchschnittliche Anzahl der gebildeten Informa-
tionsmengen in Abha¨ngigkeit von SNR. Oﬀensichtlich gehen alle Kurven fu¨r
verschiedene Imax bei großen SNR asymptotisch zusammen, weil dann der
Syndrom–Test von Unterabschnitt 3.1.1, der zuna¨chst ausgefu¨hrt wird, eine
entscheidende Rolle spielt.
Fu¨r lange Codes C kann die gesamte Komplexita¨t des Decodieralgorith-
mus bei einem gegebenen SNR gescha¨tzt werden als die Komplexita¨t zur
Bildung einer Informationsmenge multipliziert mit der durchschnittlichen
Anzahl der gebildeten Informationsmengen, die direkt aus Abbildung 5.8
abgelesen werden kann. Dabei entspricht die Komplexita¨t zur Bildung einer
Informationsmenge etwa der eines gewo¨hnlichen gaußschen Eliminationsver-
fahrens [Bar97, BSMM99, Sto¨99]. Asymptotisch betra¨gt diese Komplexita¨t
ho¨chstens k2 n elementare Operationen [Pet67, FL95].
Gema¨ß [Bar98] kann die Geschwindigkeit einer Decodierung mithilfe von
Informationsmengen fu¨r lange Codes (n > 1000) betra¨chtlich erho¨ht werden,
wenn beru¨cksichtigt wird, daß aufeinanderfolgende Informationsmengen eine
große Schnittmenge haben, die zur Vereinfachung der Berechnung von G0(I)
in Gleichung (2.30) bzw. (4.21) benutzt werden kann.
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Abbildung 5.8: Durchschnittliche Anzahl der gebildeten Informationsmen-
gen in Abha¨ngigkeit von SNR fu¨r den (255, 123)2-BCH-
Code.
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5.7 Abschließende Bemerkungen
In diesem Kapitel wurden die wesentlichsten Simulationsergebnisse darge-
stellt. Einige Techniken zur Optimierung von Programmen wurden im ersten
Abschnitt diskutiert. Sie waren entscheidend zur betra¨chtlichen Verminde-
rung der Ausfu¨hrungszeiten der Simulationen, die in einigen Fa¨llen sogar
u¨ber 150 Stunden gedauert haben.
Im zweiten Abschnitt wurde auf die Implementierungsaspekte eingegan-
gen. Es wurde erla¨utert, wie sowohl das U¨bertragungssystem als auch der De-
codieralgorithmus realisiert wurden. Dadurch, daß solange Codewo¨rter gesen-
det wurden, bis eine bestimmte Anzahl von Decodierfehlern auftratt, wurde
gewa¨hrleistete, daß alle Simulationsergebnisse sogar bei einer WER kleiner
als 10−5 große Genauigkeit hatten. Somit wurden Referenzkurven fu¨r den
(128, 64, 22)2-eBCH-Code bzw. den (255, 123)2-BCH-Code in den na¨chsten
Abschnitten erzeugt, die eventuelle Vergleiche mit der Gu¨te anderer (subop-
timalen) Decodieralgorithmen ermo¨glichen.
In Abschnitt 5.3 wurden drei verschiedene Normierungen vorgestellt, die
in Schritt 2.6 des allgemeinen Decodieralgorithmus von Unterabschnitt 4.4.3
verwendet werden ko¨nnen, na¨mlich eine lineare, eine quadratische und ei-
ne kubische Normierung. Es wurde durch Simulationen festgestellt, daß eine
quadratische Normierung nach Gleichung (5.4) die beste der drei Normierun-
gen fu¨r Codes C großer La¨nge n ist.
Danach wurden die Akzeptanzkriterien von Kapitel 3 miteinander ver-
glichen. Hauptsa¨chlich wurden folgende Schlußfolgerungen gezogen: Da der
Hyperkreiskegel–Test gema¨ß Gleichung (3.11) keinerlei Information u¨ber der
Zuordnung der Komponenten βi benutzt, ist er eine gute Auswahl, wenn eine
kleine Komplexita¨t einer Abbruchregel gewu¨nscht wird. Das Akzeptanzkri-
terium nach Taipale und Pursley nach Gleichung (3.24) stellte sich als die
bestmo¨gliche Bedingung Ξ auf Basis eines einzigen gescha¨tzten Codewortes
cˆ heraus. Sind zwei gescha¨tzte Codewo¨rter cˆ1 und cˆ2 als Referenz verfu¨gbar,
dann erweist sich das Akzeptanzkriterium nach Kasami von Unterabschnitt
3.2.3 als beste Lo¨sung fu¨r Codes C großer La¨nge n.
Im na¨chsten Abschnitt wurde ein suboptimales Akzeptanzkriterium ein-
gefu¨hrt, das eine betra¨chtliche Erho¨hung des durchschnittlichen Prozentsat-
zes der Abbru¨che ermo¨glichte, ohne die Leistungsfa¨higkeit des Decodierers
bezu¨glich der WER bzw. BER sichtbar zu beeintra¨chtigen. Es wurde durch
verschiedene Simulationen beobachtet, daß die Verringerung von  in Glei-
chung (5.11) die Korrekturfa¨higkeit ku¨rzerer Codes C sta¨rker beeinﬂußt als
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die von la¨ngeren. Obwohl  = 0.2 fu¨r den (128, 64, 22)2-eBCH-Code bzw.
 = 0.1 fu¨r den (255, 123)2-BCH-Code ausgewa¨hlt wurde, wurde noch eine
SDMLD bei einer WER gro¨ßer als 10−5 unter der Genauigkeit der Simu-
lationen durchgefu¨hrt. Wu¨rde eine winzige Erho¨hung der WER erlaubt, so
ko¨nnte der durchschnittliche Prozentsatz der Abbru¨che betra¨chtlich steigen.
Anschließend wurden die Simulationsergebnisse fu¨r den (255, 123)2-BCH-
Code dargestellt. Einerseits hat die Berechnung der WER einer HDBMD–
Decodierung gezeigt, daß der Decodieralgorithmus von Abschnitt 4.4.3 mit
einer kleinen Komplexita¨t (Imax = 100) wesentlich leistungsfa¨higer ist als
ein algebraischer Decodierer. Andererseits konnte die Decodiermethode mit
einer großen Komplexita¨t (Imax = 500000) sogar die R0–Werte u¨berschreiten.
Aus den Kurven von Abbildung 5.7 wurde vermutet, daß die Decodierung
eines (255, 123)2-BCH-Codes mit Imax = 1000000 mo¨glicherweise etwa 2.5
dB weit von der Kanalkapazita¨t entfernt wa¨re. In der letzten Abbildung
wurde die durchschnittliche Anzahl der gebildeten Informationsmengen in
Abha¨ngigkeit von SNR in Abbildung 5.8 betrachtet. Aus diesem Abbildung
kann die Komplexita¨t fu¨r lange Codes C berechnet werden.
98 Simulationsergebnisse
Kapitel 6
Zusammenfassung
Motivation der vorliegenden Arbeit war, einen aufwandsgu¨nstigen Soft–Deci-
sion Decodieralgorithmus zu entwickeln, der einen beliebigen linearen langen
Blockcode weit u¨ber den halben Minimalabstand hinaus decodieren kann.
Dazu wurde diese Dissertation folgendermaßen eingeteilt:
• Zuna¨chst wurden hauptsa¨chlich Grundbegriﬀe und Deﬁnitionen in Ka-
pitel 2 vorgestellt, die dem Versta¨ndnis der ganzen Arbeit dienten. An-
schließend wurden sowohl Zufallszahlengeneratoren als auch eine Me-
thode zur Simulation langer Codes betrachtet.
• In Kapitel 3 wurden unterschiedliche Soft–Decision–Maximum–Likeli-
hood–Akzeptanzkriterien hergeleitet, die es erlauben, daß eine iterative
Decodierung mo¨glicherweise fru¨her abgebrochen werden kann. Somit
wird die durchschnittliche Komplexita¨t einer Decodierung wesentlich
reduziert.
• Weiterhin wurden Decodiermethoden zuerst fu¨r Hard–Decision und
dann fu¨r Soft–Decision Kana¨le in Kapitel 4 behandelt. Dabei wurde
ein Decodierverfahren mithilfe von Informationsmengen und Akzep-
tanzkriterien vorgeschlagen, das besonders fu¨r die Decodierung langer
Blockcodes angewendet werden kann.
• Schließlich wurden Simulationsergebnisse in Kapitel 5 pra¨sentiert. Da-
bei wurden drei verschiedene Normierungen sowie die Akzeptanzkri-
terien von Kapitel 3 genauer untersucht und ein suboptimales Akzep-
tanzkriterium fu¨r lange Codes vorgeschlagen. Danach wurden Simula-
tionsergebnisse eines langen Codes dargestellt.
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6.1 Ergebnisse und Beitra¨ge der Arbeit
In den Kapiteln wurden viele theoretische U¨berlegungen beschrieben und Un-
tersuchungen durchgefu¨hrt. Daraus folgen die wichtigsten Ergebnisse, Vor-
schla¨ge und Beitra¨ge der Arbeit:
(a) In Abschnitt 2.7 wurden extrem schnelle Zufallszahlengeneratoren im-
plementiert, die sowohl fu¨r die Decodiermethode als auch fu¨r die Simu-
lationen notwendig sind. Beispielsweise wird die Menge von mindestens
k Stellen in Schritt 3 der Decodiermethode von Unterabschnitt 4.4.3 mit
Hilfe eines gleichverteilten Zufallszahlengenerators erzeugt.
(b) Die Simulationsmethode von Abschnitt 2.8 ermo¨glichte in Kapitel 5
pra¨zise Simulationen langer Blockcodes bei kleiner Fehlerwahrschein-
lichkeit mit akzeptablen Ausfu¨hrungszeiten.
(c) In Unterabschnitt 3.2.3 wurde eine algorithmische Darstellung der Me-
thode zur Berechnung des eﬃzienten Akzeptanzkriteriums nach Kasa-
mi basierend auf zwei Codewo¨rtern pra¨sentiert, die gemeinsam mit dem
Decodieralgorithmus in Kapitel 5 simuliert wurde.
(d) In Kapitel 4 wurde als einer der wesentlichsten Beitra¨ge dieser Arbeit
gezeigt, wie der probabilistische Decodieralgorithmus von Dumer nicht
nur im asymptotischen Fall, sondern auch fu¨r konkrete Codes verwen-
det werden kann. Dabei wurde ein Decodieralgorithmus fu¨r solche Co-
des endlicher La¨nge in den drei Unterabschnitten des Abschnittes 4.4
ausfu¨hrlich erkla¨rt.
(e) Ein weiterer wesentlicher Beitrag der vorliegenden Arbeit ist, mittels
der Simulationen von Abschnitt 5.3 zu beweisen, daß verschiedene Me-
thoden zur Berechnung der Wahrscheinlichkeiten pi in Gleichung (4.9)
bzw. Ungleichung (4.11) zu ganz unterschiedlichen Ergebnissen bezu¨g-
lich der WER und Komplexita¨t der Decodiermethode fu¨hren ko¨nnen.
Die Simulationen zeigen, daß eine quadratische Normierung nach Glei-
chung (5.4) die geeigneteste Normierung fu¨r lange Codes ist.
(f) Dank der hervorragenden Leistungsfa¨higkeit des Decodieralgorithmus
von Unterabschnitt 4.4.3 sowie der außerordentlichen Geschwindigkeit
der in Abschnitt 2.8 vorgeschlagenen Simulationsmethode wurde eine
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Referenzkurve fu¨r die SDMLD eines (128, 64, 22)2-eBCH-Codes in Ab-
schnitt 5.3 dargestellt, die erstmals so pra¨zis fu¨r kleine BER simuliert
wurde.
(g) Daru¨ber hinaus wurde in Abschnitt 5.5 besonders betont, daß die An-
wendung eines suboptimalen Akzeptanzkriteriums bei langen Codes
eine erhebliche Verminderung der durchschnittlichen Decodierkomple-
xita¨t ermo¨glicht, ohne die Leistungsfa¨higkeit des Decodierers bezu¨glich
der WER bzw. BER sichtbar zu beeintra¨chtigen.
(h) Abschließend wurden Simulationen mit einem (255, 123)2-BCH-Code in
Abschnitt 5.6 durchgefu¨hrt. Durch diese Simulationsergebnisse konnte
festgestellt werden, daß die Leistungsfa¨higkeit dieses Codes die eines
zufa¨lligen Codes gema¨ß der Computational Cutoﬀ–Rate R0 u¨bersteigt,
falls eine genu¨gend große Komplexita¨t tolerierbar ist. Die erzeugten
Referenzkurven fu¨r den (255, 123)2-BCH-Code ermo¨glichen eventuelle
Vergleiche mit der Gu¨te anderer (suboptimalen) Decodieralgorithmen.
6.2 Oﬀene Fragen und weiterfu¨hrende Unter-
suchungen
Im folgenden werden sowohl interessante Verbesserungen und Erweiterungen
des entwickelten Decodierverfahrens als auch weiterfu¨hrende Forschungsar-
beiten vorgeschlagen:
• Wird ein Akzeptanzkriterium basierend auf drei Codewo¨rtern anstatt
auf zwei benutzt, werden die Entscheidungsra¨ume um die Codewo¨rter
lediglich geringfu¨gig gro¨ßer, obwohl die Komplexita¨t der Implementie-
rung erheblich steigt. Dies wurde in [KTK+95, KKTL95a, KKTL95b]
mit der zweiten Variante des Algorithmus von Chase [Cha72, Bos98] si-
muliert. Deshalb sollten neue Simulationen mit den Akzeptanzkriterien
basierend auf mehreren Codewo¨rtern [KKTL95a, KKTL95b, KNT+95,
KTK+95, KTKL96, YK97a, YK97b, KKL98, YKF98, KTKL99] durch-
gefu¨hrt werden, damit sichergestellt ist, ob dies ebenfalls fu¨r den De-
codieralgorithmus von Unterabschnitt 4.4.3 gilt.
• Eine interessante und vo¨llig neue Forschungsrichtung wa¨re die Herlei-
tung von Akzeptanzkriterien basierend auf mehreren Codewo¨rtern im
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nicht bina¨ren Fall. Als Ausgangspunkt fu¨r diese Erweiterungen dient
der Beitrag von Kaneko [KNIH94], in dem ein Akzeptanzkriterium auch
fu¨r q-stuﬁge Codes behandelt wurde.
• Falls q-stuﬁge MDS–Codes, wie beispielsweise RS–Codes, mit einer Ver-
allgemeinerung des Decodierverfahrens von Unterabschnitt 4.4.3 ver-
wendet werden, vereinfacht sich Schritt 4 in Unterabschnitt 4.4.3 we-
sentlich, weil alle beliebig ausgewa¨hlten Blo¨cke von k Stellen in einem
MDS–Code immer eine Informationsmenge I bilden. Somit ist der Al-
gorithmus von Unterabschnitt 4.4.2 nicht mehr no¨tig und die gesamte
Komplexita¨t des Decodieralgorithmus wird sich bestimmt sehr stark
verringern.
• Eine Suche nach mo¨glichen besseren Normierungen wird erforderlich.
Wie in Abschnitt 5.3 gesehen, ko¨nnte eine kleine Verbesserung in diese
Richtung die Leistungsfa¨higkeit des Decodieralgorithmus betra¨chtlich
erho¨hen.
• Wie am Ende von Abschnitt 5.5 besprochen, ko¨nnte der Gewinn bei der
Verwendung eines suboptimalen Akzeptanzkriteriums erheblich ver-
gro¨ßert werden, falls eine Erho¨hung der WER tolerierbar wa¨re. Dies
sollte zuku¨nftig genauer untersucht werden.
• Schließlich steigt die Decodierkomplexita¨t bei Erho¨hung der Rate R
des Codes. Bei Anwendung hochratiger Codes (1 / 2 ≤ R < 1) sollte
der duale Decodieralgorithmus oﬀensichtlich benutzt werden, indem
anstelle der Generatormatrix G die Pru¨fmatrix H und anstelle von
Informationsmengen I Pru¨fmengen P verwendet werden.
Anhang A
Herleitungen
A.1 Herleitung von Gleichung (2.44)
Da
sign(xi) )= sign(x′i) =⇒


sign(xi) )= sign(yi) und sign(x′i) = sign(yi)
oder
sign(xi) = sign(yi) und sign(x
′
i) )= sign(yi)
(A.1)
fu¨r 0 ≤ i < n gu¨ltig ist, kann der Hammingabstand dH(c, c0) bzw. die
Ma¨chtigkeit (Kardinalzahl) der Indexmenge D1(x,x0) unter Ausnutzung der
Gleichungen (2.41) und (2.42) wie folgt umgeformt werden:
dH(c, c
0) = |D1(x,x0)|
= |{i | sign(xi) )= sign(x′i), 0 ≤ i < n}|
= |({i | sign(xi) )= sign(yi), 0 ≤ i < n} ∩
{i | sign(x′i) = sign(yi), 0 ≤ i < n}) ∪
({i | sign(xi) = sign(yi), 0 ≤ i < n} ∩
{i | sign(x′i) )= sign(yi), 0 ≤ i < n})|
= |{i | sign(xi) )= sign(yi), 0 ≤ i < n} ∩
{i | sign(x′i) = sign(yi), 0 ≤ i < n}|+
|{i | sign(xi) = sign(yi), 0 ≤ i < n} ∩
{i | sign(x′i) )= sign(yi), 0 ≤ i < n}|
= |D1(x,y) ∩ D0(x0,y)|+ |D0(x,y) ∩ D1(x0,y)|. (2.44)
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A.2 Herleitung von Gleichung (2.55)
Aus Gleichung (2.54) wird Gleichung (2.55) hergeleitet unter Verwendung
der Gleichungen (2.39a), (2.41), (2.42) und (2.49):
〈x,y〉 =
∑
i
xi yi (2.54)
=
∑
i
xi zi βi
=
∑
i∈D0(x,z)
βi −
∑
i∈D1(x,z)
βi
=

∑
i
βi −
∑
i∈D1(x,z)
βi

− ∑
i∈D1(x,z)
βi
=
∑
i
βi − 2
∑
i∈D1(x,z)
βi
=
∑
i
βi − 2 dβ(x, z). (2.55)
A.3 Herleitung von Gleichung (2.69)
Unter Beru¨cksichtigung der Gleichungen (2.68), (2.36) und (2.54) wird be-
wiesen, daß Gleichung (2.67) a¨quivalent zu Gleichung (2.69) ist:
x
ML
= argmax
xˆ∈X
{ln Pr(r | xˆ)− ln Pr(r |−xˆ)} (2.67)
= argmax
xˆ∈X
{
ln
∏
i
Pr(ri | xˆi)− ln
∏
i
Pr(ri | −xˆi)
}
= argmax
xˆ∈X
{∑
i
ln Pr(ri | xˆi)−
∑
i
ln Pr(ri | −xˆi)
}
= argmax
xˆ∈X
{∑
i
ln
Pr(ri | xˆi)
Pr(ri | −xˆi)
}
= argmax
xˆ∈X
{∑
i
ln
(
Pr(ri | 1)
Pr(ri | −1)
)ˆxi}
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= argmax
xˆ∈X
{∑
i
xˆi ln
Pr(ri | 1)
Pr(ri | −1)
}
= argmax
xˆ∈X
{∑
i
xˆi
yi
κ
}
= argmax
xˆ∈X
{
1
κ
∑
i
xˆi yi
}
= argmax
xˆ∈X
∑
i
xˆi yi
= argmax
xˆ∈X
〈xˆ,y〉. (2.69)
A.4 Herleitung von Ungleichung (2.71)
Gleichung (2.70) kann unter Anwendung der Gleichungen (2.54) und (2.57)
folgendermaßen umformuliert werden:
〈xˆ,y〉 ≥ 〈xˆ0,y〉, ∀ xˆ0∈ X (2.70)∑
i
xˆi yi ≥
∑
i
xˆ′i yi, ∀ xˆ0∈ X∑
i
(−2 xˆi yi) ≤
∑
i
(−2 xˆ′i yi), ∀ xˆ0∈ X∑
i
(
1− 2 xˆi yi + yi2
) ≤∑
i
(
1− 2 xˆ′i yi + yi2
)
, ∀ xˆ0∈ X
∑
i
(
xˆi
2 − 2 xˆi yi + yi2
) ≤∑
i
(
xˆ′i2 − 2 xˆ′i yi + yi2
)
, ∀ xˆ0∈ X
∑
i
(xˆi − yi)2 ≤
∑
i
(xˆ′i − yi)2, ∀ xˆ0∈ X√∑
i
(xˆi − yi)2 ≤
√∑
i
(xˆ′i − yi)2, ∀ xˆ0∈ X
dE(xˆ,y) ≤ dE(xˆ0,y), ∀ xˆ0∈ X . (2.71)
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A.5 Herleitung von Bedingung (3.5)
Unter Ausnutzung der Gleichungen (2.54), (2.52b) und (2.61) und von Un-
gleichung (3.2) kann Bedingung (3.4) in Bedingung (3.5) umgewandelt wer-
den:
ΞHyperkugel : 〈y0− xˆ,y0− xˆ〉 ≤ ρS2 (3.4)
ΞHyperkugel :
∑
i
(
y0i − xˆi
)2 ≤ (dEmin
2
)2
ΞHyperkugel :
∑
i
(
yi
‖y‖ − xˆi
)2
≤
(
2
√
dHmin
2
)2
ΞHyperkugel :
1
‖y‖2
∑
i
(yi − ‖y‖ xˆi)2 ≤
(
2
√
dHmin
2
)2
ΞHyperkugel :
∑
i
(yi − ‖y‖ xˆi)2 ≤ ‖y‖2 dHmin. (3.5)
A.6 Herleitung von Gleichung (3.7)
Gleichung (3.6) wird in Gleichung (3.7) unter Verwendung der Gleichungen
(2.54) und (2.50) wie folgt vereinfacht:
cosϕmax =
〈x,y0〉
‖x‖ ‖y0‖ (3.6)
=
n−1∑
i=0
xi y
′
i√√√√ n−1∑
i=0
xi2
√√√√ n−1∑
i=0
y′i
2
.
Da genau dHmin Komponenten des Vektors y
0 Null sind:
cosϕmax =
n−dHmin−1∑
i=0
1√√√√ n−1∑
i=0
1
√√√√ n−dHmin−1∑
i=0
1
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=
n− dHmin√
n
√
n− dHmin
=
√
(n− dHmin)2
n (n − dHmin)
=
√
n− dHmin
n
=
√
1 − dHmin
n
. (3.7)
A.7 Herleitung von Bedingung (3.11)
Zu Gleichung (3.11) kann Gleichung (3.10) umgeformt werden unter Beru¨ck-
sichtigung der Gleichungen (2.54) und (2.50):
ΞHyperkreiskegel :
〈xˆ,y〉
‖xˆ‖ ‖y‖ ≥
√
1 − dHmin
n
(3.10)
ΞHyperkreiskegel : 〈xˆ,y〉 ≥ ‖y‖ ‖xˆ‖
√
n− dHmin
n
ΞHyperkreiskegel :
∑
i
xˆi yi ≥ ‖y‖
√√√√ n−1∑
i=0
xˆ2i
√
n− dHmin√
n
ΞHyperkreiskegel :
∑
i
xˆi yi ≥ ‖y‖
√
n
√
n− dHmin√
n
ΞHyperkreiskegel :
∑
i
xˆi yi ≥ ‖y‖
√
n− dHmin. (3.11)
A.8 Herleitung von Bedingung (3.24)
Bedingung (3.24) wird aus Bedingung (3.23) hergeleitet unter Anwendung
der Gleichungen (2.62a), (2.39a), (3.22) und (2.49):
ΞTP : dE
2(xˆ,y) ≤ dE2(z0,y) (3.23)
ΞTP :
∑
i
(xˆi − yi)2 ≤
∑
i
(z′i − yi)2
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ΞTP :
∑
i
(
xˆi
2 − 2 xˆi yi + yi2
) ≤∑
i
(
z′i2 − 2 z′i yi + yi2
)
ΞTP :
∑
i
1 − 2
∑
i
xˆi yi +
∑
i
yi
2 ≤
∑
i
1 − 2
∑
i
z′i yi +
∑
i
yi
2
ΞTP : −
∑
i
xˆi zi βi ≤ −
∑
i
z′i zi βi
ΞTP : −
∑
i∈D1(xˆ,y)∪
D0(xˆ,y)(δ)
xˆi zi βi −
∑
i/∈D1(xˆ,y)∪
D0(xˆ,y)(δ)
xˆi zi βi ≤ −
∑
i∈D1(xˆ,y)∪
D0(xˆ,y)(δ)
z′i zi βi −
∑
i/∈D1(xˆ,y)∪
D0(xˆ,y)(δ)
z′i zi βi
ΞTP : −
∑
i∈D1(xˆ,y)∪
D0(xˆ,y)(δ)
xˆi zi βi −
∑
i/∈D1(xˆ,y)∪
D0(xˆ,y)(δ)
βi ≤ −
∑
i∈D1(xˆ,y)∪
D0(xˆ,y)(δ)
z′i zi βi −
∑
i/∈D1(xˆ,y)∪
D0(xˆ,y)(δ)
βi
ΞTP : −
∑
i∈D1(xˆ,y)
xˆi zi βi −
∑
i∈D0(xˆ,y)(δ)
xˆi zi βi ≤ −
∑
i∈D1(xˆ,y)
z′i zi βi −
∑
i∈D0(xˆ,y)(δ)
z′i zi βi
ΞTP :
∑
i∈D1(xˆ,y)
βi −
∑
i∈D0(xˆ,y)(δ)
βi ≤ −
∑
i∈D1(xˆ,y)
βi +
∑
i∈D0(xˆ,y)(δ)
βi
ΞTP : 2
∑
i∈D1(xˆ,y)
βi ≤ 2
∑
i∈D0(xˆ,y)(δ)
βi
ΞTP : dβ(xˆ,y) ≤
∑
i∈D0(xˆ,y)(δ)
βi. (3.24)
A.9 Herleitung von Gleichung (3.30a)
Die linke Seite von Gleichung (3.30a) kann folgendermaßen geschrieben wer-
den:∑
∈Bh |αi=0
|D

| =
∑
α1···αi−10αi+1···αh−1αh
|D

|
= |D0···000···00|+ |D0···000···01|+ · · ·
+ |D1···101···10|+ |D1···101···11|, 1 ≤ i ≤ h.
Wird das Bit αi an der i-ten Stelle eines bina¨ren Musters α ∈ B h mit bit(i,α)
bezeichnet, folgt aus Gleichung (3.28):
∑
∈Bh |αi=0
|D

| =
∣∣∣∣∣
h⋂
j=1
Dbit(j,0···000···00)(xˆj,y)
∣∣∣∣∣+
∣∣∣∣∣
h⋂
j=1
Dbit(j,0···000···01)(xˆj,y)
∣∣∣∣∣ + · · ·
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+
∣∣∣∣∣
h⋂
j=1
Dbit(j,1···101···10)(xˆj,y)
∣∣∣∣∣+
∣∣∣∣∣
h⋂
j=1
Dbit(j,1···101···11)(xˆj,y)
∣∣∣∣∣
= |D0(xˆ1,y) ∩ · · · ∩ D0(xˆi 1,y) ∩ D0(xˆi,y) ∩
D0(xˆi+1,y) ∩ · · · ∩ D0(xˆh 1,y) ∩ D0(xˆh,y)|+
|D0(xˆ1,y) ∩ · · · ∩ D0(xˆi 1,y) ∩ D0(xˆi,y) ∩
D0(xˆi+1,y) ∩ · · · ∩ D0(xˆh 1,y) ∩ D1(xˆh,y)|+ · · ·
+ |D1(xˆ1,y) ∩ · · · ∩ D1(xˆi 1,y) ∩ D0(xˆi,y) ∩
D1(xˆi+1,y) ∩ · · · ∩ D1(xˆh 1,y) ∩ D0(xˆh,y)|+
|D1(xˆ1,y) ∩ · · · ∩ D1(xˆi 1,y) ∩ D0(xˆi,y) ∩
D1(xˆi+1,y) ∩ · · · ∩ D1(xˆh 1,y) ∩ D1(xˆh,y)|, 1 ≤ i ≤ h.
Wenn Gleichung (2.46) mit J ′(x,y) = D0(xˆh,y) verwendet wird, vereinfacht
sich die rechte Seite in:
∑
∈Bh |αi=0
|D

| = |D0(xˆ1,y) ∩ · · · ∩ D0(xˆi 1,y) ∩ D0(xˆi,y) ∩
D0(xˆi+1,y) ∩ · · · ∩ D0(xˆh 1,y)|+ · · ·
+ |D1(xˆ1,y) ∩ · · · ∩ D1(xˆi 1,y) ∩ D0(xˆi,y) ∩
D1(xˆi+1,y) ∩ · · · ∩ D1(xˆh 1,y)|, 1 ≤ i ≤ h.
Wird dieselbe Gleichung rekursiv fu¨r alle Terme außer D0(xˆi,y) benutzt,
ergibt sich schließlich Gleichung (3.30a):
∑
∈Bh |αi=0
|D

| = |D0(xˆi,y)|, 1 ≤ i ≤ h. (3.30a)
A.10 Herleitung von Gleichung (3.33)
Zuna¨chst kann Indexmenge |D1(xˆ, xˆi)| gema¨ß Gleichung (2.44) wie folgt ge-
schrieben werden:
|D1(xˆ,xˆi)| = |D1(xˆ,y) ∩ D0(xˆi,y)|+ |D0(xˆ,y) ∩ D1(xˆi,y)|
= |D1(xˆ,y) ∩ D0(xˆi,y)|+ (−|D1(xˆ,y) ∩ D1(xˆi,y)|+
|D1(xˆ,y) ∩ D1(xˆi,y)|) + |D0(xˆ,y) ∩ D1(xˆi,y)|, 1 ≤ i ≤ h.
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Wird Gleichung (2.46) mit J ′(x,y) = D1(xˆ,y) benutzt, vereinfacht sich die
rechte Seite der obigen Gleichung in:
|D1(xˆ,xˆi)| = |D1(xˆ,y) ∩ D0(xˆi,y)| − |D1(xˆ,y) ∩ D1(xˆi,y)|+
|D1(xˆi,y)|, 1 ≤ i ≤ h.
Unter Ausnutzung der Gleichungen (3.30a), (3.30b) und (3.31) ergibt sich
letztlich Gleichung (3.33):
|D1(xˆ,xˆi)| =
∑
∈Bh |αi=0
|D1(xˆ,y) ∩ D| −
∑
∈Bh |αi=1
|D1(xˆ,y) ∩ D|+ |D1(xˆi,y)|
=
∑
∈Bh
(−1)αi |D

∩ D1(xˆ,y)|+ |D1(xˆi,y)|
=
∑
∈Bh
(−1)αi m

(xˆ,y) + |D1(xˆi,y)|, 1 ≤ i ≤ h. (3.33)
A.11 Herleitung von Ungleichung (4.1)
Vorausgesetzt werden ein (n, k)2-Code C und seine 2n−k disjunkten Neben-
klassen N0,N1, . . . ,N2n−k−1. Nach Abschnitt 2.1.22 ist ein Nebenklassenfu¨h-
rer deﬁniert als der wahrscheinlichste Fehlervektor vi in einer Nebenklasse
Ni:
v
i
∈ Ni, Pr(vi) ≥ Pr(v) =⇒ wH(vi) ≤ wH(v), ∀ v ∈ Ni. (A.2)
So bilden die Nebenklassenfu¨hrer eine MengeM = {v0,v1, . . . ,v2n−k−1} ⊂
F
n
2 von 2
n−k Fehlervektoren, die in einer HDMDD ausgewa¨hlt werden.
SeiA die Menge der 2n−k wahrscheinlichsten Fehlervektoren in der ganzen
Menge F n2 :
A = {a0,a1, . . . ,a2n k 1} ⊂ F n2 , |A| = 2n−k,
Pr(a
j
) ≥ Pr(a
l
) =⇒ wH(aj) ≤ wH(al), ∀ aj ∈ A, ∀ al /∈ A. (A.3)
In der HDMDD wird jedes Codewort c ∈ C falsch gescha¨tzt, falls der
Fehlervektor außerhalb der MengeM liegt:
PMDD= Pr{F n2 \M}, (A.4)
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wobei Pr{·} die gesamte Wahrscheinlichkeit einer Menge bezeichnet.
Wird jedoch ein Decodierer Ψ verwendet, der lediglich die 2n−k wahr-
scheinlichsten Fehlervektoren a beru¨cksichtigt, scha¨tzt er jedes Codewort
c ∈ C falsch, nicht nur wenn der Fehlervektor außerhalb der Menge M
liegt, sondern auch wenn der Fehlervektor in der MengeM \A liegt:
PΨ = PMDD+ Pr{M \A}. (A.5)
Nach der obigen Deﬁnitionen der MengenM und A gilt
Pr{A} ≥ Pr{M}. (A.6)
Daraus folgt:
Pr{M \A} ≤ Pr{F n2 \A} ≤ Pr{F n2 \M} = PMDD. (A.7)
Wenn diese Ungleichung in Gleichung (A.5) eingesetzt wird, wird schließlich
Gleichung (4.1) bewiesen:
PΨ ≤ 2PMDD . (4.1)
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