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Résumé
Dans ce papier, nous proposons une nouvelle ap-
proche pour guider la recherche vers la source des
conﬂits. Son principe est le suivant : après chaque
conﬂit, la dernière variable assignée est sélectionnée
en priorité tant que le réseau de contraintes est incon-
sistant. Ceci permet de découvrir la variable coupable
la plus récente (i.e. à l’origine de l’échec) en remon-
tant la branche courante de la feuille vers la racine
de l’arbre de recherche. Autrement dit, l’heuristique
de choix de variables est violée jusqu’au moment où
un retour-arrière sur la variable coupable est effec-
tué et que l’on découvre une valeur singleton con-
sistante. En conséquence, ce type de raisonnement,
qui représente un moyen original d’éviter le thrash-
ing, peut facilement être intégré à de nombreux al-
gorithmes de recherche. Les expérimentations ef-
fectuées sur un large éventail d’instances démontrent
l’efﬁcacité de cette approche.
Abstract
In this paper, we propose an approach to guide
search to sources of conﬂicts. The principle is the fol-
lowing: the last variable involved in the last conﬂict
is selected in priority, as long as the constraint net-
work can not be made consistent, in order to ﬁnd the
(most recent) culprit variable, following the current par-
tial instantiation from the leaf to the root of the search
tree. In other words, the variable ordering heuristic
is violated, until a backtrack to the culprit variable oc-
curs and a singleton consistent value is found. Con-
sequently, this way of reasoning can easily be grafted
to many search algorithms and represents an original
way to avoid thrashing. Experiments over a wide range
of benchmarks demonstrate the effectiveness of this
approach.
1 Introduction
Pour résoudre les instances du problème de satisfaction de
contrainte (CSP pour Constraint Satisfaction Problem), les
algorithmes de recherche arborescente sont couramment
utilisés. Pour limiter l’explosion combinatoire inhérente
à ce type d’approche, de nombreuses améliorations ont
été proposées. Ces améliorations concernent principale-
ment les heuristiques de choix, les techniques de ﬁltrage et
l’analyse des conﬂits, et peuvent être conventionnellement
classées entre méthodes prospectives et rétrospectives [9].
Les méthodes prospectives sont utilisées lors de la progres-
sion de la recherche vers une solution alors que les méth-
odes rétrospectives sont utilisées lors de la régression de la
recherche lorsqu’une impasse est rencontrée.
Au début des années 90, l’algorithme prospectif
Forward-Checking (FC) [13] combiné avec la technique
rétrospective CBJ (pour Conﬂict-directed BackJumping)
[24] était considéré comme l’approche la plus efﬁcace pour
résoudre les instances CSP. Cependant, quelques années
plus tard, il a été montré que l’algorithme prospectif MAC
[25], qui maintient la consistance d’arc durant la recherche
était plus efﬁcace que FC-CBJ pour des instances difﬁciles
de grande taille [3].
Ensuite, la situation devint un peu plus confuse. Tout
d’abord, [2] ont montré qu’incorporer des techniques rétro-
spectives développées pour les CSPs (telles que CBJ) à
la procédure “Davis-Putnam” permettant de résoudre le
problème de satisﬁabilité d’une formule propositionnelle
(SAT) rendait facile la résolution de nombreuses instances
issues de problèmes réels. Ensuite, tandis qu’il était con-
ﬁrmé par des résultats théoriques [7] que plus la phase
de progression était sophistiquée, moins il était utile que
la phase de régression le soit, certaines expériences surdes problèmes structurés difﬁciles montraient qu’associer
CBJ à MGAC (la version généralisée de MAC aux con-
traintes non binaires) pouvait présenter encore des amélio-
rations signiﬁcatives. Enﬁn, afﬁner la technique rétro-
spective [12, 1, 17] en associant une explication à chaque
valeur plutôt qu’à chaque variable donne à l’algorithme de
recherche une capacité de retour-arrière plus importante.
Les résultats empiriques de [1, 17] montrent que MAC
peut être surclassé par des algorithmes mettant en oeuvre
de telles techniques rétrospectives.
Plus récemment, les techniques prospectives ont repris
un certain avantage avec l’introduction de l’heuristique
adaptative dom/wdeg [4]. L’idée est d’associer un poids
à chaque contrainte et d’incrémenter le poids d’une con-
trainte chaque fois que celle-ci est violée pendant la
recherche. Au fur et à mesure de la recherche, le poids
des contraintes le plus souvent impliquées dans des con-
ﬂits augmente, ce qui permet à l’heuristique de sélection-
ner les variables apparaissant dans la partie difﬁcile du
réseau. Ceci respecte le principe “fail-ﬁrst” : “Pour réus-
sir, essayons d’abord là ou l’on est susceptible d’échouer”
[13]. L’heuristique dirigée par les conﬂits dom/wdeg est
un moyen simple d’éviter le thrashing [4, 14] et est une
alternative efﬁcace aux techniques de retours-arrières in-
telligents [20].
Même si une technique prospective sophistiquée est util-
isée, on peut tout de même s’intéresser aux raisons qui ont
conduit à un conﬂit puisque réussir à déterminer l’ordre
idéal d’assignation des variables n’est pas envisageable en
pratique. En fait, une impasse dans l’arbre de recherche
correspond à un conﬂit entre un sous-ensemble de déci-
sions (assignations de variables) préalablement effectuées.
Aussi, est-il pertinent (pour éviter le thrashing) d’identiﬁer
la décision la plus récente (que nous appellerons la déci-
sion coupable) qui participe au conﬂit. En effet, une fois
que cette décision a été identiﬁée, il est possible d’effectuer
un retour-arrière à la hauteur de celle-ci - c’est le rôle des
techniques rétrospectives telles que CBJ et DBT.
Dans ce papier, nous proposons une approche originale
pour effectuer (indirectement) un retour-arrière sur la vari-
able coupable de la dernière impasse rencontrée. Pour
l’atteindre, la dernière variable assignée ayant provoqué
le conﬂit devient en priorité la prochaine variable à sélec-
tionner tant que les assignations successives l’impliquant
rendent le réseau arc inconsistant. Cela correspond alors
à vériﬁer la singleton consistance de cette variable de la
feuille à la racine de l’arbre de recherche jusqu’à ce qu’une
valeur singleton consistante soit trouvée. En d’autres ter-
mes, l’heuristique de choix de variables est violée, jusqu’à
ce que l’on atteigne la variable coupable et qu’une valeur
singleton consistante soit trouvée. Il est à noter que notre
approche est reliée à celle, appelée “quick shaving”, pro-
posée par O. Lhomme [21], puisque le principe de cette
dernière est de tester lors d’un retour-arrière au niveau k
la consistance des valeurs qui étaient singleton arc incon-
sistantes au niveau k + 1. Toutefois, notre approche con-
siste essentiellement à guider la recherche tandis que le
“quick shaving” correspond à un mécanisme d’inférence
(plus puissant que la consistance d’arc).
Pour résumer, l’approche que nous proposons a pour
objectif de guider la recherche de manière à détecter dy-
namiquement la raison du dernier conﬂit rencontré. Il est
important de remarquer que, contrairement aux techniques
sophistiquées de backjumping, notre approche peut être gr-
effée très facilement sur un algorithme de recherche sans
structures de données supplémentaires à gérer.
2 Préliminaires
Déﬁnition 1. Un réseau de contraintes (CN) P est un cou-
ple (X ,C) où :
• X est un ensemble ﬁni de n variables tel que
chaque variable X ∈ X a un domaine associé,
noté dom(X), qui contient l’ensemble des valeurs au-
torisées pour X.
• C est un ensemble ﬁni de e contraintes tel que chaque
contrainte C ∈ C implique un sous-ensemble de vari-
ables de X , noté vars(C), et a une relation associée,
notée rel(C), qui contient l’ensemble des tuples au-
torisés pour les variables de vars(C).
Une solution d’un réseau de contraintes (CN pour
Constraint Network) est une assignation de valeurs à
l’ensemble des variables telle que toutes les contraintes
soient satisfaites. Un réseau de contraintes est satisﬁable
ssi il admet au moins une solution. Le problème de sat-
isfaction de contraintes (CSP pour Constraint Satisfaction
Problem), qui consiste à déterminer si un réseau de con-
traintes donné est satisﬁable, est NP-complet. Une in-
stance CSP est alors déﬁnie par un réseau de contraintes
et le résoudre consiste à trouver une (ou plusieurs) solu-
tions ou alors à prouver son insatisﬁabilité. Pour résoudre
une instance CSP, on peut modiﬁer le réseau de contraintes
en utilisant des méthodes d’inférence ou de recherche [9].
Très souvent, les domaines des variables sont réduits en
supprimant des valeurs inconsistantes, i.e. des valeurs qui
ne peuvent apparaître dans aucune solution. En effet, il est
possible de ﬁltrer les domaines en tenant compte de cer-
taines propriétés du réseau de contraintes. La consistance
d’arc (AC) [22] reste la propriété principale.
Déﬁnition 2. Soit P = (X ,C) un CN. Un couple (X,v),
avec X ∈ X et v ∈ dom(X), est arc consistant (AC)
ssi ∀C ∈ C | X ∈ vars(C), il existe un support de (X,v)
dans C, i.e., un tuple t ∈ rel(C) tel que t[X] = v et t[Y ] ∈
dom(Y ) ∀Y ∈ vars(C)1. P est AC ssi ∀X ∈ X , dom(X)
6= ∅ et ∀v ∈ dom(X), (X,v) est AC.
1t[X] désigne la valeur dans t pour la variable X.La singleton arc consistance (SAC) [8] est une con-
sistance plus forte que AC, i.e. SAC peut identiﬁer
plus de valeurs inconsistantes que AC. SAC garantit que
l’application de la consistance d’arc après toute assigna-
tion de variable ne provoque pas d’inconsistance, i.e., ne
conduit pas à un domaine vide.
Algorithmes de recherche arborescente
L’algorithme de base pour la résolution d’instances
CSP est l’algorithme BT. Il utilise une recherche en
profondeur d’abord aﬁn d’assigner les variables et un
mécanisme de retour-arrière lorsqu’une impasse apparaît.
De nombreux travaux se sont focalisés sur l’amélioration
des phases de progression et de régression en introduisant
des schémas prospectifs et rétrospectifs [9].
MAC [25] est un algorithme prospectif considéré
comme l’approche générique la plus efﬁcace pour la ré-
solution d’instances CSP. L’algorithme maintient simple-
ment la consistance d’arc après chaque assignation de vari-
able. Un échec est découvert si le réseau devient incon-
sistant (à cause d’un domaine vide). Lorsqu’on mentionne
MAC, il est important de préciser le schéma de branche-
ment utilisé. En effet on peut considérer un branchement
binaire (2-way) ou non binaire (d-way). Ces deux sché-
mas ne sont pas équivalents car il a été démontré que le
branchement binaire était plus puissant (notamment pour
réfuter l’insatisﬁabilité des instances) que le branchement
non binaire [15]. En utilisant un schéma de branchement
binaire, à chaque étape de la recherche un couple (X,v)
est choisi où X correspond à une variable qui n’est pas as-
signée et v à une valeur dans dom(X). Deux cas sont alors
considérés : l’assignation X = v et la réfutation X 6= v.
L’exécution d’un algorithme MAC (utilisant un branche-
ment binaire) s’apparente alors à la construction d’un ar-
bre binaire. Pendant la recherche (i.e. quand l’arbre de
recherche est en train d’être construit), nous pouvons dis-
tinguer les noeuds ouverts pour lesquels un seul cas a été
considéré et les noeuds fermés, pour lesquels les deux cas
ont été considérés. Au niveau des décisions, MAC com-
mence toujours par celles qui sont positives (i.e. les assig-
nations de variable) avant les négatives (i.e. les réfutations
de valeur)2.
Par ailleurs, parmi les principaux algorithmes rétrospec-
tifs, on trouve notamment SBT (Standard Backtracking),
CBJ (Conﬂict Directed Backjumping) [24] et DBT (Dy-
namic Backtracking) [12]. Le principe de ces algorithmes
rétrospectifs est d’effectuer, après chaque échec, un retour-
arrière sur l’assignation d’une variable qui doit être re-
considérée. Cette variable est suspectée être la variable
coupable la plus récente impliquée dans l’échec. SBT ef-
fectue simplement un retour-arrière (chronologique) sur la
2De manière rigoureuse, une réfutation de valeur ne correspond
pas à une décision mais représente simplement une conséquence de
l’exploration effectuée avec la décision positive.
variable précédemment assignée alors que CBJ et DBT
peuvent identiﬁer une décision coupable plus pertinente en
exploitant des explications.
Heuristiques de recherche L’ordre dans lequel les
variables sont assignées par un algorithme de recherche
arborescente est une question incontournable depuis
longtemps. L’utilisation de différentes heuristiques de
choix de variables pour résoudre une instance CSP peut
mener à des résultats très différents en terme d’efﬁcacité.
Dans ce papier, nous nous focaliserons sur les heuris-
tiques représentatives suivantes : dom, bz, dom/ddeg
et dom/wdeg. La plus connue des heuristiques dy-
namiques, dom [13], consiste à sélectionner à chaque étape
de la recherche la variable ayant le domaine le plus pe-
tit. Pour départager les variables jugées équivalentes par
l’heuristique dom, on peut utiliser le degré courant de la
variable : on obtient alors bz [6]. L’heuristique dom/ddeg
[3] est obtenue en combinant directement, sous la forme
d’un ratio, la taille du domaine avec le degré courant de
la variable, ce qui permet d’améliorer substantiellement la
performance de la recherche sur certains problèmes. Fi-
nalement, en considérant le degré pondéré (ou poids) d’une
variable, qui correspond à la somme du poids des con-
traintes impliquant cette variable (et au moins une autre
variable non assignée), on obtient dom/wdeg [4] ; le poids
d’une contrainte étant incrémenté chaque fois que la con-
trainte est impliquée dans un échec.
3 Raisonner à partir des conﬂits
Dans cette partie, nous montrons qu’il est possible
d’identiﬁer un nogood à partir d’une séquence de décisions
menant à un conﬂit, et d’exploiter ce nogood pendant la
recherche. Nous discutons ensuite de l’impact de cette ap-
proche par rapport au phénomène du thrashing.
3.1 Identiﬁcation de nogoods
Déﬁnition 3. Soient P = (X ,C) un CN et (X,v) un
couple tel que X ∈ X et v ∈ dom(X). L’assignation
X = v est appelée une décision positive tandis que la réfu-
tation X 6= v est appelée décision négative. ¬(X = v)
représente X 6= v and ¬(X 6= v) représente X = v.
A partir de maintenant, nous considérerons un opérateur
d’inférence φ. Cet opérateur peut être employé à n’importe
quelle étape d’une recherche, notée φ-algorithme de
recherche, utilisant un schéma de branchement binaire.
Par exemple, MAC correspond à un φAC-algorithme de
recherche où φAC est l’opérateur qui permet d’établir AC.Déﬁnition 4. Soient P un CN et ∆ un ensemble de déci-
sions. P|∆ est le CN obtenu à partir de P tel que, pour
toute décision positive (X = v) ∈ ∆, dom(X) est re-
streint à la valeur {v}, et, pour toute décision négative
(X 6= v) ∈ ∆, v est supprimé de dom(X). φ(P) est le
CN obtenu après application de l’opérateur d’inférence φ
sur P.
S’il existe une variable avec un domaine vide dans φ(P)
alors P est clairement insatisﬁable, noté φ(P) = ⊥.
Déﬁnition 5. Soient P un CN et ∆ un ensemble de déci-
sions. ∆ est un nogood de P ssi P|∆ est insatisﬁable. ∆
est un φ-nogood de P ssi φ(P|∆) = ⊥. ∆ est un φ-nogood
minimal de P ssi @∆0 ⊂ ∆ tel que φ(P|∆0) = ⊥.
Il est clair que les φ-nogoods sont des nogoods, mais
que l’inverse n’est pas garanti. Remarquons que les no-
goods sont souvent restreints à des ensembles de déci-
sions positives (i.e. variables assignées). Notre déﬁ-
nition inclut les décisions positives et négatives et peut
être rapprochée de la déﬁnition de nogoods généralisés
[10, 18]. Nous pouvons considérer un φ-nogood ∆ comme
déduit d’une séquence de décisions hδ1,...,δii telle que
∆ = {δ1,...,δi}. Une telle séquence peut correspondre
aux décisions prises le long d’une branche d’un arbre de
recherche menant à une impasse.
Déﬁnition 6. Soient P un CN et Σ = hδ1,...,δii une
séquence de décisions telle que {δ1,...,δi} est un φ-
nogood de P. Une décision δj ∈ Σ est dite coupable
ssi ∃v ∈ dom(Xi) | φ(P|{δ1,...,δj−1,¬δj,Xi=v}) 6= ⊥
où Xi représente la variable impliquée (positivement ou
négativement) dans δi. Nous déﬁnissons la sous-séquence
coupable de Σ comme étant soit la séquence vide si aucune
décision coupable n’existe, soit la séquence hδ1,...,δji où
δj est la dernière décision coupable de Σ.
En d’autres termes, la sous-séquence coupable d’une
séquence de décisions Σ menant à une inconsistance se
termine par la décision la plus récente telle que, quand on
considère la négation de celle-ci, il existe une valeur qui
peut être assignée à la variable impliquée dans la dernière
décision de Σ, sans pour autant aboutir à une inconsistance
avec l’opérateur φ. Nous pouvons montrer que cela corre-
spond à un nogood.
Proposition 1. Soient P un CN et Σ = hδ1,...,δii une
séquence de décisions telle que {δ1,...,δi} soit un φ-
nogood de P. L’ensemble des décisions contenues dans
la sous-séquence coupable de Σ est un nogood de P
Preuve. Soit hδ1,...,δji une sous-séquence coupable de
Σ. Démontrons par récurrence que pour tout entier k tel
que j ≤ k ≤ i, l’hypothèse suivante, notée H(k), est véri-
ﬁée:
H(k): {δ1,...,δk} est un nogood
Tout d’abord montrons que H(i) est vrai. Nous savons
que {δ1,...,δi} est un nogood puisque par hypothèse,
{δ1,...,δi} est un φ-nogood de P. De plus montrons que
pour j < k ≤ i, si H(k) est vrai alors H(k − 1) est égale-
ment vrai. Comme k > j et H(k) est vrai, nous savons que
par hypothèse de récurrence, {δ1,...,δk−1,δk} est un no-
good. De plus, δk n’est pas une variable coupable (car k >
j). En conséquence, grâce à la déﬁnition 6, nous savons
que ∀v ∈ dom(Xi), φ(P|{δ1,...,δk−1,¬δk,Xi=v}) = ⊥. On
en déduit donc que l’ensemble {δ1,...,δk−1,¬δk} est un
nogood. 2
La propriété suivante, qui identiﬁe une sous-séquence
coupablevidenouspermetdeprouverl’insatisﬁabilitéd’un
CN.
Corollaire 1. Soient P un CN et Σ = hδ1,...,δii une
séquence de décisions telle que {δ1,...,δi} soit un φ-
nogood de P. Si la sous-séquence coupable de Σ est vide,
alors P est insatisﬁable.
Lorsque l’on obtient un φ-nogood à partir d’une
séquence de décisions Σ extraite d’une branche constru-
ite par un φ-algorithme de recherche, on peut revenir à la
dernière décision contenue dans la sous-séquence coupable
de Σ qui correspond à un nogood. Nous pouvons égale-
ment remarquer que l’ensemble des décisions de la sous-
séquence coupable n’est pas forcément minimal, et peut
être mis en relation avec la notion de ﬁrst Unique Implica-
tions Point (1UIP) utilisée dans les solveurs SAT [27].
3.2 Raisonner à partir du dernier conﬂit
L’identiﬁcation et l’exploitation des nogoods décrits plus
haut peut facilement être intégré dans un φ-algorithme de
recherche grâce à une simple modiﬁcation de l’heuristique
de choix de variable. Nous appellerons cette approche Le
raisonnement à partir du dernier conﬂit (LC).
En pratique, nous n’exploiterons LC que lorsqu’une im-
passe a été atteinte à partir d’un noeud ouvert de l’arbre
de recherche, c’est-à-dire, à partir d’une décision positive.
En effet, dans une recherche avec branchement binaire,
les décisions positives sont toujours prises en premier lieu.
Cela veut dire que LC sera utilisée si et seulement si δi (la
dernière décision de la séquence mentionné en déﬁnition 6)
est une décision positive. Pour implémenter LC, il est alors
sufﬁsant de (i) enregistrer la variable dont l’assignation
a mené directement à une inconsistance, et de (ii) tou-
jours sélectionner en priorité cette variable dans les déci-
sions suivantes plutôt que de considérer les choix proposés
par l’heuristique de choix de variables – quelle que soit
l’heuristique utilisée. Remarquons également que LC ne
nécessite l’utilisation d’aucune structure de données.
La ﬁgure 1 illustre le raisonnement à partir du dernier
conﬂit. La branche la plus à gauche sur la ﬁgure corre-
spond aux décisions positives X1 = v1, ..., Xi = vi,telles que Xi = vi mène à un conﬂit. A ce stade, Xi
est enregistré par LC pour une utilisation ultérieure. De
plus, vi est supprimé de dom(Xi), c’est à dire Xi 6= vi.
Ensuite, au lieu de poursuivre la recherche avec (poten-
tiellement) une autre variable, Xi est assigné avec une nou-
velle valeur v0. Sur notre illustration, ceci mène une nou-
velle fois à un conﬂit, v0 est supprimé de dom(Xi), et
le procédé est réitéré jusqu’à ce que toutes les valeurs de
dom(Xi) soient supprimées, ce qui nous amène à un do-
maine vide. L’algorithme effectue alors un retour-arrière
sur l’assignation Xi−1 = vi−1, et poursuit la recherche
dans la branche de droite Xi−1 6= vi−1. Comme la variable
Xi est toujours enregistrée par LC, elle reste sélectionnée
en priorité et toutes les valeurs de dom(Xi) sont éliminées
suivant le procédé décrit précédemment. L’algorithme
aboutit ﬁnalement au niveau de la décision Xj = vj, et
poursuit sur la branche de droite Xj 6= vj. Puisque Xi est
toujours enregistrée, celle-ci est encore selectionnée prior-
itairement et les valeurs de dom(Xi) considérées. Comme
l’une d’entre elles (v) ne mène pas directement à un échec,
la recherche peut continuer avec l’assignation Xi = v. La
variable Xi n’est alors plus enregistrée, et le choix des dé-
cisions suivantes est laissé à l’heuristique de choix de vari-
ables (et aussi à l’heuristique de choix de valeurs) jusqu’au
prochain conﬂit.
  ∃v ∈ dom(Xi),
AC(P ′|Xi=v)
  ∃v ∈ dom(Xi),
AC(P ′|Xi=v)
AC(P ′|Xi=v)












Figure 1: Raisonnement à partir du dernier conﬂit illustré
sur une partie d’un arbre de recherche. P0 représente le
réseau de contraintes obtenu à chaque noeud après avoir
effectué les décisions de la branche courante et appliqué
l’opérateur d’inférence φ.
En utilisant un opérateur φAC pour identiﬁer la sous-
séquence coupable comme décrit ci-dessus, nous obtenons
les résultats de complexité suivants.
Proposition 2. Soient P = (X ,C) un CN et
Σ = hδ1,...,δii une séquence de décisions telle que
{δ1,...,δi} est un φAC-nogood de P. Le calcul de la
sous-séquence coupable de Σ est, dans le pire des cas,
O(eid3), oùe = |C|etd = |dom(Xi)|avecXi lavariable
impliquée dans δi.
Preuve. Le pire des cas se produit lorsque la sous-séquence
coupable de Σ est vide. Dans ce cas, nous vériﬁons la sin-
gleton arc consistance de Xi pour chaque décision. Véri-
ﬁer la singleton consistance d’arc d’une variable corre-
spond à appeler d fois l’algorithme de consistance d’arc.
Dans le pire des cas, la complexité temporelle est donc id
fois la complexité de l’algorithme d’arc consistance utilisé.
Comme l’optimalité d’un algorithme établissant la consis-
tance d’arc est O(ed2) [23], nous obtenons alors une com-
plexité temporelle, dans le pire des cas, en O(eid3). 2
Corollaire 2. Soient P = (X ,C) un CN et Σ =
hδ1,...,δii une séquence de décisions correspondant à
une branche construite par MAC menant à un échec. Dans
le pire des cas, la sous-séquence coupable de Σ se calcule
en O(end3), ou n = |X |, e = |C| et d = |dom(Xi)| avec
Xi représentant la variable impliquée dans δi.
Preuve. Tout d’abord, nous savons que les décisions posi-
tives sont choisies en premier lieu par MAC, le nombre de
noeuds ouverts dans une branche de l’arbre de recherche
estdoncauplusn. Deplus, pourchaquenoeudfermé, nous
ne devons pas vériﬁer la singleton consistance de la vari-
able Xi puisque nous devons effectuer un retour-arrière.
Donc, nous obtenons O(end3). 2
De manière intéressante, quand LC est greffé à MAC,
nous obtenons le résultat suivant.
Corollaire 3. Soit P = (X ,C) un CN tel que ∃X ∈ X
| ∀v ∈ dom(X),φ(P|X=v) = ⊥. Si on utilise MAC com-
binéàLC alorsdésqueX estsélectionnéparl’heuristique
de choix de variable, la réfutation de P se termine en temps
polynomial.
Évidemment, P peut être vu comme le CN obtenu à
chaque noeud de l’arbre de recherche. Pour illustrer ceci,
considérons à nouveau la ﬁgure 1, et supposons qu’au
noeud j, Xj soit singleton inconsistant. Dés que Xj est
sélectionnée, la réfutation du sous-arbre dont la racine est
le noeud j se termine en O(end3).
3.3 Prévenir le thrashing avec LC
Le thrashing est le fait d’explorer de façon répétitive les
mêmes sous-arbres. Ce phénomène doit être étudié avec
soin car un algorithme sujet au thrashing peut être vrai-
ment très inefﬁcace. Parfois, le thrashing peut être ex-
pliqué par les mauvais choix effectués au préalable. Pour
chaque valeur supprimée du domaine d’une variable, on
peut trouver une explication (avec plus ou moins de pré-
cision) : il est possible de déterminer les décisions (dansInstance SBT CBJ DBT LC
qk-25-25-5-add cpu > 2h 11.7 12.5 58.9
noeuds − 703 691 10,053
qk-25-25-5-mul cpu > 2h > 2h > 2h 66.6
noeuds − − − 9922
Table 1: Coût de MAC-bz (temps limite ﬁxé à 2 heures)
notre cas, les variables assignées) qui provoquent la sup-
pression de cette valeur. En enregistrant de telles explica-
tions et en exploitant ces informations, on peut espérer ef-
fectuer un retour-arrière au niveau de la variable coupable,
aﬁn d’éviter le thrashing.
Dans certains cas, les techniques de backjumping ne
peuvent identiﬁer des variables coupables pertinentes
même s’il existe bien un phénomène de thrashing. Par
exemple, considérons une instance insatisﬁable du prob-
lème des reines et cavaliers comme proposé en [4]. Quand
les deux sous-problèmes sont fusionnés sans aucune in-
teraction (il n’y a pas de contraintes impliquant à la
fois une variable des reines et une variable des cavaliers
comme pour l’instance qk-25-25-5-add ), une technique
de backjumping telle que CBJ ou DBT permet de prou-
verl’insatisﬁabilité duproblème àpartir del’insatisﬁabilité
du sous-problème des cavaliers. Quand les deux sous-
problèmes sont fusionnés avec des interactions (une reine
et un cavalier ne peuvent pas être placés sur la même
case de l’échiquier comme pour l’instance qk-25-25-5-
mul), CBJ et DBT deviennent sujets au thrashing (quand
elles sont utilisées avec une heuristique de choix de vari-
able classique telle que dom, bz et dom/ddeg) car la
dernière reine assignée est considérée comme faisant par-
tie des raisons de l’échec. Le problème est que, même
s’il existe plusieurs explications pour la suppression d’une
valeur, seule la première explication rencontrée est enreg-
istrée. Notons qu’il est également possible de calculer
après chaque échec un nogood minimal (sans avoir à main-
tenir d’explications) avec, par exemple, une technique telle
que QuickXplain [16].
Le raisonnement à partir du dernier conﬂit est un nou-
veau moyen d’éviter le thrashing tout en étant une tech-
nique prospective. En effet, guider la recherche vers la
dernière décision d’une sous séquence coupable revient à
effectuer une sorte de retour-arrière sur cette décision. Par
exemple, nous pouvons montrer que la décision atteinte par
un retour-arrière effectué selon la technique de Gaschnig
[11] sera au moins atteinte (dans le même contexte) par LC
en temps polynomial.
Le tableau 1 nous montre que LC permet d’éviter le
phénomène de thrashing sur les deux instances citées ci-
dessus. D’un coté, SBT, CBJ et DBT ne peuvent pas
éviter le thrashing pour qk-25-25-5-mul puisque l’instance
n’est pas résolue en moins de 2 heures (même si on utilise
d’autres heuristiques standards). De l’autre, en 1 minute,
LC (avec SBT) permet de prouver l’insatisﬁabilité de cette
instance. La raison est que toutes les variables cavaliers
sont singleton arc inconsistantes. Quand une telle vari-
able est atteinte, LC guide la recherche jusqu’à la racine
de l’arbre de recherche (cf la proposition 3).
4 Expérimentations
Pour montrer l’intérêt pratique de l’approche décrite dans
ce papier, nous avons effectué de nombreuses expérimenta-
tions (sur un PC Pentium IV 2,4GHz 512Mo sous Linux).
Les performances sont mesurées en termes de nombre
de noeuds visités (noeuds) et de temps cpu en secondes
(cpu). Notons que lors de nos essais, nous avons utilisé
MAC (avec SBT, c’est à dire avec la technique de retour-
arrière chronologique), et étudié l’impact de LC avec dif-
férentes heuristiques de choix de variables. Nous avons




Tout d’abord, nous avons testé plusieurs séries de prob-
lèmes. Les résultats obtenus sont indiqués dans le tableau
2. Les instances des séries composées, aléatoires 3-SAT et
QWH équilibrées [5] ont été utilisées lors de la première
compétition de solveurs CSP [26]. Les instances peu-
vent être téléchargées à l’adresse http://cpai.ucc.
ie/05/Benchmarks.html. Chaque instance aléa-
toire composée possède un fragment principal (ici sous-
contraint) et plusieurs fragments auxiliaires, chacun greffé
au fragment principal en introduisant des contraintes bi-
naires. Chaque instance aléatoire 3-SAT possède un noyau
insatisﬁable de petite taille et a été convertie en une in-
stance CSP en utilisant la méthode du “dual encoding”.
Chaque instance QWH équilibrée correspond à une in-
stance satisﬁable “Quasi-group With Holes”. Finalement,
la série des instances surveillance radar a été généré selon
le modèle proposé3 par le Swedish Institute of Computer
Science (SICS). Le problème est d’ajuster la force du sig-
nal (de 0 à 3) d’un certain nombre de radars couvrant 6
secteurs géographiques sachant que chaque cellule de la
3http://www.ps.uni-sb.de/~walser/radar/radar.
htmldom/ddeg dom/wdeg bz
¬LC LC ¬LC LC ¬LC LC
Instances aléatoires composées (10 instances par série)
25-1-40 3600 (10) 0.03 0.05 0.03 0.01 0.01
25-10-20 1789 (4) 0.32 0.09 0.08 1255(3) 0.10
75-1-40 3600 (10) 0.10 0.10 0.90 0.02 0.02
Instances aléatoires 3-SAT (100 instances par série)
ehi-85 1726 2.43 2.21 0.43 1236 1.34
ehi-90 3919 3.17 2.34 0.43 2440 1.37
Instances QWH équilibrées (100 instances par série)
15-106 3.72 2.6 0.27 0.35 3.8 2.9
18-141 528 (4) 267 (1) 4.96 6.87 542 (4) 274 (1)
Instances de surveillance radar (50 instances par série)
rs-24-2 948 (13) 0.28 0.01 0.01 1989 (26) 0.52
rs-30-0 242 (3) 0.35 0.01 0.01 1108 (15) 18
Table 2: Coût moyen (cpu) de MAC sans LC (¬LC) et avec LC sur différentes séries de problèmes
zone géographique doit être couverte par exactement 3
radars, excepté pour certaines cellules qui ne doivent pas
être couvertes. Chaque instance est notée rs-i-j où i et j
représentent respectivement le nombre de radars et le nom-
bre de cellules ne devant pas être couvertes.
Dans le tableau 2, nous pouvons observer l’impact de
LC (en utilisant MAC) sur différentes heuristiques. No-
tons que le temps limite a été ﬁxé à 1 heure (excepté pour
les instances aléatoires 3-SAT, toutes résolues en un temps
raisonnable) et que le nombre d’instances expirées (c’est-
à-dire le nombre d’instances non résolues en moins d’une
heure de temps CPU) est indiqué entre parenthèses. Re-
marquons également que dans le cas d’instances ayant ex-
piré, le temps CPU indiqué doit être considéré comme une
borne inférieure.
Lorsque les heuristiques standards dom/ddeg et bz sont
utilisées, il apparaît clairement que LC améliore l’efﬁcacité
de MAC en temps CPU ainsi qu’en nombre d’instances
résolues, notamment sur les séries composées et surveil-
lance radar. En fait ces instances possèdent une structure
telle qu’une recherche mal guidée est sujette au thrashing.
L’utilisation de LC évite ce phénomène sans perturber le
comportement global des heuristiques. Cependant, quand
l’heuristique dirigée par les conﬂits (dom/wdeg) est util-
isée, LC ne joue plus un rôle si important car le thrashing
est déjà limité par l’heuristique.
Finalement, nous présentons dans le tableau 3 quelques
résultats représentatifs obtenus à partir d’instances de la
première compétition de solveurs CSP. Le temps limite a
été ﬁxé à 1 heure pour les instances académiques et réelles
et 10 minutes pour les instances aléatoires.
En ce qui concerne les instances structurées (i.e.
les instances académiques et réelles), une fois encore,
l’intégration du raisonnement à partir du dernier conﬂit
apporte beaucoup lorsqu’une heuristique standard est util-
isée. En effet, même en utilisant une technique de retours-
arrières intelligents telle que CBJ et DBT, la plupart de
ces instances ne peuvent être résolues rapidement. A ce
propos, il sufﬁt de considérer les résultats obtenus dans
[20]. D’un autre coté, lorsqu’on utilise l’heuristique MAC-
dom/wdeg, LC rend la recherche parfois plus efﬁcace et
parfois moins efﬁcace.
En ce qui concerne les instances aléatoires, nous avons
constaté que LC dégrade le plus souvent les performances
quelle que soit l’heuristique de choix de variables utilisée
(parmi les 4 référencées dans cet article). Ceci est illus-
tré avec quelques résultats représentatifs donnés dans le
tableau 2.
5 Conclusion
Nous avons présenté une approche originale qui peut être
intégrée à n’importe quel algorithme de recherche basé sur
une exploration en profondeur d’abord. Le principe est
de sélectionner en priorité la variable impliquée dans le
dernier conﬂit (c’est-à-dire la dernière assignation menant
directement à un conﬂit) tant que le réseau ne peut être
rendu consistant. Cette façon de raisonner permet d’éviter
le thrashing en effectuant d’une certaine manière un retour-
arrière sur la variable coupable la plus récente impliquée
dans le dernier conﬂit. Cela peut être effectué sans coûtdom/ddeg dom/wdeg dom bz
¬LC LC ¬LC LC ¬LC LC ¬LC LC
Instances académiques
Golomb-11-sat cpu 438 146 584 149 379 134 439 147
noeuds 55,864 19,204 51,055 12,841 58,993 21,858 60,352 21,262
BlackHole-4-4-0010 cpu 3.89 3.60 3.01 5.26 > 1h 36.45 > 1h 28.50
noeuds 6,141 5,573 6,293 9,166 − 162K − 106K
cc-10-10-2 cpu 1238 35.63 3.10 4.11 99.95 8.45 1239 35.50
noeuds 543K 14,656 2,983 3,526 180K 9,693 543K 14,656
qcp-20-balanced−23 cpu > 1h 201 17.11 1.00 26.70 2.62 1.11 3.39
noeuds − 141K 19,835 1,210 100K 6,606 431 3,470
qk-25-25-5-add cpu > 1h 57.30 135 63.64 > 1h 57.72 > 1h 57.35
noeuds − 10,052 24,502 11,310 − 10,053 − 10,053
qk-25-25-5-mul cpu > 1h 66.34 134 68.31 > 1h 65.64 > 1h 66.23
noeuds − 9,922 22,598 9,908 − 9,922 − 9,922
Instances réelles
e0ddr1-10 cpu > 1h 87.47 18.85 30.49 102 1.06 > 1h 52.11
noeuds − 157K 37,515 56,412 307K 1,390 − 94,213
enddr1-1 cpu > 1h 1.35 0.72 0.57 0.20 0.20 > 1h 0.78
noeuds − 2,269 1,239 733 50 50 − 1,117
graph2-f25 cpu > 1h 77.86 29.10 3.53 > 1h 344 > 1h 72.23
noeuds − 54,255 31,492 3,140 − 436K − 51,246
graph8-f11 cpu > 1h 5.00 7.54 0.49 > 1h 57.73 > 1h 49.58
noeuds − 1,893 5,075 152 − 41,646 − 22,424
scen11 cpu 95.84 1.65 0.97 0.96 > 1h 1104 > 1h 2942
noeuds 31,81 905 911 936 − 804K − 1672K
scen6-w2 cpu > 1h 0.45 0.51 0.29 > 1h 0.51 > 1h 0.46
noeuds − 405 741 272 − 706 − 318
Instances aléatoires
geo-19 cpu 494 > 10m 108 491 > 10m > 10m > 10m > 10m
noeuds 338K − 74133 327K − − − −
geo-41 cpu 346 > 10m 241 > 10m > 10m > 10m 377 > 10m
noeuds 237K − 171K − − − 264K −
random-3-forced-8 cpu 180 > 10m 266 > 10m > 10m > 10m 441 > 10m
noeuds 332K − 415K − − − 865K −
random-3-forced-9 cpu 357 > 10m > 10m 490 > 10m 510 > 10m 455
noeuds 782K − − 776K − 869K − 846K
random-23-48021 cpu 204 459 123 > 10m 204 465 203 461
noeuds 276K 618K 168K − 276K 618K 276K 618K
random-24-55021 cpu 202 > 10m 47 275 197 > 10m 205 > 10m
noeuds 245K − 58,919 320K 245K − 245K −
Table 3: Coût de MAC sans LC (¬LC) et avec LC sur des instances académiques, réelles et aléatoiressupplémentaire en espace et avec une complexité tem-
porelle dans le pire des cas en O(end3) si MAC est util-
isé. Les résultats de l’expérimentation que nous avons
menée montrent clairement l’intérêt de cette approche
pour résoudre des instances structurées lorsqu’une heuris-
tique de choix de variables classique telle que dom, bz et
dom/ddeg est utilisée. Avec une heuristique de choix de
variables adaptative telle que dom/wdeg, les résultats sont
plus nuancés.
Avec notre approche, l’heuristique de choix de variables
est violée tant que l’on n’a pas effectué un retour-arrière
sur la variable coupable et qu’une valeur singleton con-
sistante n’a pas été trouvée. Cependant, il existe une al-
ternative consistant à ne pas considérer la valeur singleton
consistante comme la prochaine valeur à assigner. Dans ce
cas, l’approche devient une technique d’inférence pure qui
correspond à maintenir (partiellement) la singleton consis-
tance (par exemple SAC) sur la variable impliquée dans le
dernier conﬂit. Cela revient à une forme originale de shav-
ing proche de la technique récemment introduite de “Quick
Shaving” [21], mais qui se démarque de celle-ci par le fait
que les valeurs testées appartiennent toutes à la même vari-
able plutôt qu’à une liste pré-enregistrée.
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