We propose a multivariate elastic net regression forecast model for German quarter-hourly electricity spot markets. While the literature is diverse on day-ahead prediction approaches, both the intraday continuous and intraday call-auction prices have not been studied intensively with a clear focus on predictive power. Besides electricity price forecasting, we check for the impact of early day-ahead (DA) EXAA prices on intraday forecasts. Another novelty of this paper is the complementary discussion of economic benefits. A precise estimation is worthless if it cannot be utilized. We elaborate possible trading decisions based upon our forecasting scheme and analyze their monetary effects. We find that even simple electricity trading strategies can lead to substantial economic impact if combined with a decent forecasting technique.
Introduction
Germany is an outstanding example of massive renewable integration within the European energy market. Politically induced, renewable generation capacities were expanded and their marketing subsidized. This not only affected the German day-ahead bid-stack but also caused exchanges and market participants likewise to set the focus on quarter-hourly (QH) considerations for their optimization procedures due to the increasing residual volumes after hourly day-ahead bidding. For more information on the described renewables impact, the interested reader might refer to Hirth (2013) ; Paraschiv et al. (2014); Ketterer (2014) ; Würzburg et al. (2013) . As a result of this ongoing trend, marketplaces have adapted their products so that the German market features another unique characteristic. While other countries such as the Netherlands or Belgium do not offer any possibility to trade QH products at the time of the writing of as continuous intraday trading. We aim to fill this gap by providing precise price estimations for both of these markets. To achieve this, we will consider the most current input factors in German spot trading together with the status quo in forecasting techniques.
Another aspect that must not be ignored in this context is the economic effect of an estimation scheme. On the one hand, many forecasting models exist, at least for hourly day-ahead applications (see Weron (2014) for a broader discussion), on the other hand, the majority of these limit their scope to the evaluation of accuracy but neglect the aspect of economic benefits. Even the most accurate prediction has no practical value if done in a market or at a point in time where no possibility of a utilization exists. Therefore, our second contribution shall be a quantification of attainable gains through precise forecasts in QH spot markets.
The rest of this paper is divided into the following subsections: Section 2 introduces available German QH spot markets and highlights their peculiarities, followed by section 3 discussing the connected forecast methodology. This comprises the model input parameters, necessary data transformations and the overall estimation algorithm. Section 4 addresses the forecast performance in our empirical study and the associated economic effects of our price predictions followed by a conclusion and a short outlook on further expansions in section 5.
Quarter-hourly trading and its relevance in Germany
Germany offers a wide variety of possible trading venues for market participants. Other countries usually exhibit a day-ahead spot exchange and continuous intraday trading platforms. These are also to be found for the four German grid areas, but besides them, there are two other auctions, as depicted in Figure 1. Spot trading ideally starts with the EXAA (Energy Exchange Austria) at 10:12am for final bid submission. Only 8 minutes later, the EXAA publishes the first day-ahead exchange traded quotation for the German delivery area. Although an Austrian exchange, EXAA results can easily be delivered into German market areas. However, we must acknowledge that this situation could be of temporary character with ongoing talks about splitting the German-Austrian bidding zone.
2 As a re-2 As per June 2018, when this paper was finalized, implementation of a market split had not been achieved. Therefore, possible effects of a Germansult, EXAA volumes might only be transferred with explicitly sold cross-border capacities or are implicitly regarded by exchange auctions. One feature only available with EXAA is post-trading. The exchange platform allows for a second bidding round with known prices to market a surplus on either the buy or sell side. EXAA trading only occurs on non-holiday weekdays. All weekend or holiday prices are determined in advance on the last weekday before the holiday or weekend. and Nord Pool Spot, are expanding their activities to the German day-ahead market. It is planned to unbundle the pricing algorithm from EPEX such that three independent exchanges offer access to the price that is hereinafter referred to as 'EPEX day-ahead'. We stick to that notation to be in line with other literature and due to the fact that these changes are planned but have not been implemented yet.
Due to rising renewables infeed and the necessity to balance quarter-hourly deviations, EPEX launched a second auction for quarter-hours in December 2014. Strictly chronologically speaking it takes place day-ahead, nevertheless it is referred to as an intraday call auction because the day-ahead market window ends at d-1, 14:30pm for grid operators, as depicted by the white lines in Figure 1 . While all prior marketplaces allow entering a single round of bids determining the price level in a closed-form auction, our last trading opportunity, the EPEX intraday market, is a continuous one that is tradable up to 30 minutes before delivery. This lead time was changed per July 2015
Austrian split are uncertain and ignored in the following. will be settled by the grid operators in the course of balancing energy at the grid area independent imbalance tariff (reBAP).
Since it is strictly forbidden by regulators to enter imbalance positions intentionally, this market is not a trading alternative and is just mentioned for the sake of comparability. Table 1 hints at the relevance of the different exchanges.
The allocation of volumes points towards the immense importance of the hourly EPEX DA auction. It outruns the QH trading venues by far. This phenomenon might be explained by their purposes. As a result of missing liquidity, market players are more likely trading residual positions in QH markets.
The majority, i.e., the hourly demand and generation will be bid in the day-ahead exchange for which reason QH liquidity only accounts for 2% of the DA liquidity. Unfortunately, EXAA volumes are reported in an aggregated form without any separation into hourly or quarter-hourly amounts. Hence, the mentioned trading volumes only allow for a rough evaluation of importance. The low volumes suggest that the EPEX markets are more momentous when German spot trading is concerned.
Whenever liquidity is limited, this could elicit high volatility and price spikes. To detect such occurrences, we have plotted the price series in Figure 2 . Both the QH auction and the ongoing QH intraday trading can be highly volatile with prices under 0€/MWh or above 100€/MWh. While, in general, both time series appear to follow similar trends, the intraday equivalent seems to feature more spikes. However, this effect is not predominant. The overall picture reflects two resemblant price quotations.
Forecast methodology

Data transformation and input parameters
The price plots reveal price spikes and the occurrence of negative prices. This is not a general problem but would usually require either an explicit modeling of spikes by means of a price spike component, a spike-robust model or a transformation to stabilize the variance of the time series (Uniejewski et al. (2018) ). We have decided on the latter as we do not want to give up the feature selection abilities of our models discussed later.
Once transformed, one can use a wider set of algorithms without taking greater care of price spikes. We firstly transform and then inverse the data such that the output of our models still appears in a realistic format. Figure 2: Price plot of the EPEX intraday QH auction and EPEX intraday continuous price regime separated into training and forecast sections. The blue partition marks the initial training and parameterization period that is consequently shifted with each iteration of the rolling estimation. The red line depicts the out-of-sample data that our prediction models try to forecast.
it for our time series and markets. Before its actual processing, the data requires normalization. Hence, the original time series
x qh,t is adjusted to z qh,t = 1 MAD (x qh,t − median) in which MAD describes the median absolute deviation (MAD). Both MAD and median are calculated for x qh,t over the entire period. We purposely introduce a neutral time series notation x qh,t since the transformation procedure is not only executed on prices but on also other external factors like load or wind. Once the data is normalized, its transformation y qh,t is given by (taken from Uniejewski et al. (2018) )
and its inverse function z qh,t = sgn(y qh,t ) e |zqh,t|−log(c) − 1 c ,
with c = 1 3 . This parameter was likewise used by Uniejewski et al. (2018) and yielded good results across several markets.
The time series is a quarter-hourly one which renders a slight transformation necessary. Daylight saving time causes one duplicate hour as well as a missing value. We follow Weron (2007) and average the duplicative hour. Its omitted equivalent is calculated using multiple imputations as presented in Buuren & Groothuis-Oudshoorn (2011) so that every day in the empirical test consists of 96 QHs. We also apply this approach to all other gaps in the time series. Apart from that, no more preprocessing is carried out. We neglect all outlier effects in our estimation scenario and leave extreme values untouched. Our empirical sample ranges from 08.10.2015 to 31.05.2018 . Instructions on how to obtain the different data series are provided in Table 2 . A solely autoregressive approach is not desirable as many papers suggest the influence that external factors have.
We aim to keep the model simple and easily reproducible and only consider the most common publicly available external parameters like the quarter-hourly ENTSO-E load forecast (e.g. up cause the grid load to quickly increase, whereas its level is more likely to be stable around noon. We embrace these effects for wind power production and load by regarding not only the load or wind infeed forecast for a specific hour but also the forecast from one hour previous. Strong differences between the two values might indicate ramping effects and can contain valuable information for our prediction model. Connected to these inputs is the concern over hourly data. Some prices and the wind data are present in hourly formats only. They are transformed rather modestly by assuming the hourly values for every quarter-hour without any further processing. Since we do not know anything about the quarter-hourly allocations, this seems to be the most unbiased way to capture these effects. As for wind, one might also find quarter-hourly forecasts by professional providers. We have deliberately chosen the hourly TSO data to ensure high reproducibility, but need to concede that designated vendor data increases forecast accuracy since it provides more accurate QH weather data.
Speaking of weather data, one must not forget the other crucial component of the German fuel mix: Photovoltaics (PV) generation. A clear sign of its importance is that even the exchange itself mentions PV infeed as one of the major reasons for the introduction of the QH auction in 2013 (see EPEX (2013) for the press release). Märkle-Huß et al. (2018) support this assessment of importance by stating that QH trading is mostly driven by PV ramp-ups or -downs, i.e., times when PV production quickly increases or decreases. However, a forecaster needs to be careful with PV data. During the night, the time series features a constant zero due to no production which might cause problems with prediction models. Figure 3 illustrates how this effect is allocated over an entire day. The averaged PV production only starts to remarkably differ from zero in a time frame between hours 8 and 19. We have made the expert decision to add PV production data to all QH prediction models from quarter-hours 29 to 76 and ignore PV entirely in case of all other quarter-hours. We also want to capture ramping effects as in wind and load forecasts and consider the official TSO PV infeed forecast for the relevant hour together with its equivalent prediction one period before. Hence, our prediction approach accounts for ramp-ups or ramp-downs in PV production. where Λ l,t are the load factors and F l,t the principal components of all 96 prices of today's EXAA results, today's EPEX day-ahead result and yesterday's lagged prices of the market to be predicted. The components shall comprise all daily price information and are determined using all 96 quarter-hours. Please note that l = 1, ..., 96 because 96 quarter-hours yield 96 components. We run the PCA over the EXAA and EPEX day-ahead prices since they are already available around 10:21 and 12:42 the day ahead and might give a good indication of the most current price interdependencies. In case of EPEX intraday continuous forecasts, we add a PCA on EPEX QH prices based on the same argument and data availability. In addition, a forth PCA on lagged prices tries to capture intraday dependencies in the markets we aim to predict. As with conventional PCA, the first few factors comprise sufficient information to be included.
In our case, three components are utilized.
While the ENTSO-E load forecast itself is already expected to contain a good portion of price information, its connected historical time series could deliver additional hints. Suppose that a specific load profile determines the shape of quarter-hourly demand. If we can identify days with a similar load curve, their observable prices provide valuable input for our forecasts.
This idea was used in a comparable pre-filtering set-up by , one of the winning teams in a price forecasting challenge. We will likewise exploit this thought and aim to locate a similar load day 4 from which to extract prices. The identified price will serve as another input feature. We aim to extract a vector out of our feature matrix that best approximates the day to be predicted with regards to its Euclidean distance.
In other words, the Euclidean distance between the current day and all historical load observations is measured, and the minimum is determined. Once found, the prices of the most similar load scenario are plugged into the model assuming that they inherit crucial information about upcoming price developments.
Regarding timing, we do not use any updated forecast data, i.e., intraday predictions are made at the same point in time that the QH auction prices are being estimated even though their computation is not restricted to fixed auction times. This is essential because we want to derive a coinstantaneous trading decision from the predictions, i.e., enter positions in both markets at the same time. However, it leads to a situation in which we use the most current data only for the QH auction. It is a trade-off for the sake of publicly available data and simultaneous applications of both forecasts to capture economic benefits.
Prediction model
The aim is to predict both the EPEX quarter-hourly intraday auction and the intraday continuous market price of the next
day. An equivalent model is utilized for both markets which is why the following notations have a general character and are not restricted to one of the exchanges. Our deliberations start with a plain benchmark model, denoted as Naive EXAA in the rest of this paper. Whilst in other market regimes the best naive guess is provided by yesterday's price, the German market offers an idiosyncrasy in the form of the EXAA auction and its first indication for later auctions and continuous trading to follow. We exploit the EXAA results and expect them to be the best estimator for the other markets such thatŷ qh,t = y EXAA,qh,t .
This model shall serve as an accuracy baseline for the other forecast approaches.
Linear concepts tend to show convincing results in energy forecasting (see for an example), which is why this paper sets the technical focus on them. Of course we could have used other predictors, like nonlinear ones, but have decided to thoroughly introduce the overall model architecture instead of applying a wider set of models.
For more information on other common forecasting approaches and their accuracy one might refer to Gürtler & Paulsen (2018) .
With reference to the described input factors, we introduce two general regression approaches that serve as a basis for all upcoming models. Our first input set, denoted by the prefix Expert_, takes expert decisions on weekly dummies and lags and is described in the following simplified form exemplarily for y qh,t = EPEX quarter-hourly auction quotation
β qh,i y qh,t− j with y qh,t−k being the mlog prices of the identical quarter-hour one, two and seven days ago and y EXAA,qh , y DA,qh its equivalent lags for the EXAA and EPEX day-ahead market. Obviously, the AR-term changes with the market to be predicted.
The terms y min,t−1 and y max,t−1 refer to yesterday's minimum and maximum mlog price and are supposed to reflect the nonlinear interdependency between the daily price regimes, while φ 1,qh,t , ..., φ 6,qh,t are the wind, PV and load forecasts for the respective delivery day and its lagged values. We use the previous hours' lagged values to capture ramp-up effects of our fundamental variables. The notation y similar,qh,t describes prices of the minimum Euclidean distance load scenario as mentioned in the previous sub-chapter, i.e., prices of a day that feature a similar load profile with regards to the Euclidean distance between the current load forecast and all historical ones.
The term D k is a dummy variable (i.e., taking a value of 1 in case of occurrence) to capture the intra-week term structure with m = 1, 6, 7 for Monday, Saturday and Sunday. Weekly seasonality is a crucial factor for spot electricity prices like the ones present (see also Weron & Misiorek (2008) for an example on three weekly dummies). Saturday and Sunday differ from the rest of the week due to their weekend characteristics, with less traders being active and lower load and energy production levels. Our markets might be traded day-ahead, so even Monday could differ from typical weekdays due to the fact that quantities were traded on a Sunday. The argument certainly holds true for the day-ahead traded QH auction and intraday continuous markets are at least partially traded one day in advance. We therefore apply the set-up on both markets. The notation PCA EXAA,l defines the l − th principal component of the EXAA QH prices. Besides EXAA, we include PCA's for EPEX QH and EPEX day-ahead prices. The error term ε h,t is assumed to be independent and identically distributed (iid) with ε h,t ∼ N(0, σ 2 qh ) . In case of EPEX intraday continuous prices we slightly expand Eq. (4) by adding its relevant autoregressive lags, the current EPEX QH auction price as well as a PCA on the intraday continuous prices. They are available before the continuous trading window starts so it makes sense to exploit them for forecasting models. Please note that our model in Eq. (4) is a multivariate one meaning that we have an independent estimation per quarter-hour or, in other words, 96 autarkic models.
Using expert decisions inevitably means subjectivity and leaves room for criticism. We include a second input set called Full_ (2015) and Ziel (2017) . Does the EXAA price add accuracy gains in QH markets? We introduce a second model, LM EXAA, with one slight difference to Eq. (4). All parameters remain unchanged for the prediction of both intraday and auction markets, but we add the EXAA quarter-hourly auction results as another explanatory variable. The sources above found evidence for accuracy gains once EXAA prices were included, which is why we expect them to enhance our models in a similar fashion.
Another concern indirectly arises from Eq. (4). We use a large set of input factors where many features are assumed to be correlated. We apply a PCA but include a selection of lagged values which are again inputs for the PCA. Hence, high correlation in our predictors needs to be taken into account together with the fact that too many variables could cause overfitting. A second linear prediction model, denoted as EN, shall overcome this limitation. Introduced in Zou & Hastie (2005) , elastic nets (EN) balance between linear and quadratic penalty factors or between lasso and ridge regression. Its great advantage is that it combines aspects out of the latter two algorithms, such that elastic nets can automatically remove unneeded variables entirely from the model while also being more robust to correlation than the lasso. We simplify the model in Eq. (4) to the regression form
The OLS optimization aims to minimize the residual sum of squares (RSS). The elastic net estimator expands this approach by adding a linear penalty factor λ qh ≥ 0 in
where
In case of λ qh = 0 we obtain the same results as for the OLSbased LM model. The other extreme case λ qh → ∞ causes all variables to be shrunken to zero, i.e., removed from the model or tending to zero depending on the weighting between lasso and ridge regression. The allocation between ridge and lasso is described by the parameter α ∈ [0,1]. We follow the findings of an empirical study in Uniejewski et al. (2016) and set α = 0.5 as subjective expert decision, that is justified by good predictive performance reported in the literature. The optimization itself might be seen as a trade-off between minimizing the RSS and simplifying the model structure. Besides, an elastic net is a form of variable selection due to its ability to cancel out entire input factors. A regularization method such as the elastic net urgently necessitates normalization and standardization to yield valid results. The penalty term works by both scale and magnitude of the variables while we desire a sparse solution based solely on the individual magnitude. However, the topic of standardization is of no concern in our context since the mlog transformation explicitly regards this aspect. Please note that in case of standardization there is no necessity for an intercept anymore which is why there is none in Eq. (4). Equation (6) leaves an optimization problem to be solved.
We compute a solution using R's glmnet package by Friedman et al. (2010) . The optimization computation requires a measure to be minimized, and in our case that is the mean squared error (MSE). Based on a user-specified number of 1,000 different steps for λ qh , glmnet automatically creates an exponential grid starting from λ = 0.001 to a data-derived maximum per each quarter-hour and determines the best value based on a 10-fold cross-validation. Despite being more time intensive than a simple optimization, our cross-validation set-up provides generalization with regards to the selected λ qh . Just like the previous OLS model, a second predictor EN EXAA comprises the quarter-hourly EXAA quotations of the delivery date.
Back-test results
Point forecast performance
Before turning the attention to economic gains stemming from accurate forecasts, the predictive performance of our models in question requires discussion. We report two commonly used measures, the root-meansquare-error (RMSE) and mean-absolute-error (MAE), given
where T describes the number of days, y qh,t the observed prices andŷ qh,t its predicted counterpart. All results are reported in Table 3 . They suggest that the quarter-hourly auction indeed benefits from forecasts based on external factors since the difference between the benchmark model and the best performing EN estimator is more than 20% in the RMSE case. The LM model is better than the naive benchmark, and the elastic net approach tops that by roughly the same accuracy gain Besides that, the timing aspect also matters. All intraday forecasts exploit the same fundamental data that was used for the QH auction. Updated wind or load data could boost accuracy.
In terms of input factors our expert models are comparable to the full models with one exception; while the linear model was already struggling for QH auction data, the intraday continuous trading proves it to be unsuitable for large numbers of regres- is a common time of higher uncertainty. Additional plants are ramped up to cover tradeable peak profile demands. These effects are observable in higher error measures in Figure 4 . The overall QH auction's error range is constant besides the last QH and off-peak/peak changes but the intraday continuous plot reveals higher model deviations for the entire peak time. So this market appears to be more difficult to predict in peak hours.
A more advanced test measure is delivered by Diebold & Mariano (1995) 
Depending on the choice of p , the quadratic loss or the absolute loss is applied. Our tests did not reveal any considerable difference in the test results for either p = 1 or p = 2 which is why we stick to the former. An essential prerequisite of the test is non-covariance stationarity in errors as discussed in Diebold (2015) . Daily test statistics might contradict this postulation since all of the quarter-hours are driven by the same daily fundamental drivers as proposed by Nowotarski et al. (2016) . Our univariate approach eludes this matter by its finer resolution.
Another concern arises from autoregressive structures. Since we include at least three lags, the quarter-hours and their connected prices must be correlated. This issue is dealt with by using lagged errors for Eq. (9). We inspect the partial autocorrelation function and fit an AR(p) process to the intraday and QH auction time series (see Ziel et al. (2015) for the idea of fitting an AR(p) process to tackle correlation in the DM test) to identify the most suitable lag order. In our case, an error series lagged four times appears to be statistically sound. The test itself is performed at the 5% significance level and reflects consistent outperformance against the naive benchmark model. Figure 5 supports the conclusion drawn from the RMSE scores. Nearly all linear models with expert choices tend to improve forecast accuracy for the QH auction with the EXAA-enriched ones better than non-EXAA predictions, and EN estimates slightly more precise than its OLS opponent. The LM models show significantly negative performance compared to the benchmark, which again highlights their inability to deal with larger amounts of regressors. All models seem to suffer in the same period around QH 36. We can acknowledge that EXAA slightly matters for the QH auction market based on our empirical study since DM statistics are a bit higher for these models. Still, the effect is very limited. The differences among the contin- The above idea narrows the deal determination down to a directional forecast based on the high and low market. Therefore, we want to elaborate the directional accuracy of our approach.
The common measure (i.e., used in Moosa & Vaz (2015) ) Directional Accuracy (DAcc) delivers the first hint of the binary accuracy of our forecasts in a directional setting and is defined in a low market/high market application as
with the connected hit series
Intuitively speaking, Eq. (11) assigns a value of 1 every time the higher or lower market is correctly predicted. The representation is kept general, but in our given case the model indices m1, m2 denote either the EPEX QH auction or the QH intraday market. Once we know whether the prediction of the higher market is right or wrong, the DAcc measure in Eq. (10) reports the share of correct directional estimates. The second framework is provided by Pesaran & Timmermann (1992) and supposes independent directions of the observed and predicted realizations under the null hypothesis, i.e., that estimated directions do not add extra knowledge. Both metrics will be reported quarter-hourly to gain additional insights into the time structure accuracy of the predictions. Figure 6 summarizes the findings in a combined way. The upper plot shows that using the individual forecasts to estimate the cheaper or more expensive exchange leads to more than 50% correctness in most cases. In general, this is a promising finding since once we have a higher correctness rate than 50%, there is a possibility to observe economic benefits. However, this postulation only holds true if the losses of an incorrect prediction and the gains of a correct one are equally distributed such that the cost of making a wrong prediction is nearly equal to the benefit of being correct. On the other hand, we see a decline in directional accuracy in the peak QHs ranging roughly from quarter-hour 36 to 70. Our estimations seem to be more accurate in off-peak regimes given the dataset. This message is supported by the second metrics depicted in the lower part of Figure 6 . The Pesaran and Timmermann (PT) test statistics exhibit an off-peak/peak pattern. The actual test score is contradictory to the measure mentioned before. The majority of quarter-hours do not pass the test, meaning that we found evidence that the correct direction and its predicted equivalent are less independent than desired. This outcome was unforeseen considering the results of the Directional Accuracy test.
To conclude, the tests suggest a promising rate of correctness but do not allow us to reject the null hypothesis of autonomous directional errors. The forecast quality might be biased. Still, we have to acknowledge that we only want to investigate the economic value of our point forecasts and have translated them into a binary framework. So, they could be distorted since the basis is not a designated directional estimation.
Mean-variance portfolio selection
A different portfolio composition technique is given by meanvariance portfolio selection. Initially introduced in Markowitz (1952) , its classical scope covers financial markets and the selection of stocks under expected return and variance. However, there are a few energy market applications of mean-variance concepts available (the interested reader might refer to a recent review of this topic in Calvo-Silvosa et al. (2017)). To apply such, the definition of return needs to be clarified. Financial markets assume a fixed asset position with payments of price movements leading to a return given by r traditional,qh,t = (y qh,t /y qh,t−1 ) − 1 . This notation makes sense for storable assets or long-term power contracts but does not apply to a spot market example. Long-term contracts, like futures, are usually settled daily in a margining process such that only the price difference is paid or received. The same holds true for a stock position. In spot markets, the daily position will most likely be different due to changing off-take or power plant generation.
Hence, the resulting cash-flow is different. A consecutive twoday long position of 50MW will not just be settled at the price delta between day one and day two (as done with futures and daily margining), but a market participant has to pay 50 MW times the market price. Therefore, we will regard the price itself as the return leading to our notation r qh,t = y qh,t . Another difference is given by the differentiation into buy and sell portfolios. Once we value a high return (or in our notation a high clearing price) as desirable and optimize with regards to that, we will identify a sell portfolio because a market player obviously demands high prices and high returns. The buy portfolio is the inverse of the particular optimization result and yields lower returns or lower prices for net buyers in the market.
The mean-variance theory incorporates expected returns and variance into an optimization framework. Individual assets numbered by i = 1, ..., n are weighted by a factor w i,qh,t to compose a portfolio of assets. In our concrete case, the portfolio is restricted to two assets or the choice between the QH intraday auction and continuous intraday trading. Unlike financial applications, we do not include any risk-free benchmark assets.
Using our prices as single time series returns in the Markowitz sense leads to a portfolio return in
where y i,qh,t are the realized values for either the QH auction or the intraday market and w i,qh,t are the connected weights. Yet, Eq. (12) only provides insights into the historical return and does not comprise any future-oriented quantification. Markowitz optimizations require expected returns denoted as E(r portfolio,qh,t ) which inevitably necessitates expected single i -th returns, i.e., E(r i,qh,t ) = E(y i,qh,t ) = µ i,qh,t . Instead of the traditional mean formulation, we want to approximate the expected return by means of our forecasts so that µ i,qh,t ∼ŷ i,qh,t . Pruning the notation to just a single weighting factor and taking into considera- Table 4 : Empirical test results of different portfolio strategies in the case study period from 07.10.2017 -31.05.2018. The prices are not volume weighted nor adjusted in any way and reflect the price one would buy or sell at given the selected portfolio strategy. Naive prices denote the simple average of the respective price series. Both the lowest buy price (*) and the highest sell price (**) are marked for convenience.
tion the thoughts on expected return yields a more simple form such that E(r portfolio,qh,t ) =ŷ 1,qh,t + w 2,qh,t (ŷ 2,qh,t −ŷ 1,qh,t ).
The variance is determined by a simplifying relaxation. Instead of complex estimation schemes, we will apply the empirical 5 variance σ 2 i,qh,t of the individual exchange return series and as- 5 Please note that we apply the described rolling estimation shifts to determine the empirical variance. Hence, the first window to calculate the variance ranges from 08.10.2015 until 07.10.2016 . This time span is shifted by 96 units for every single day and ensures a unique empirical variance for every day and every quarter-hour. sume it to be the best estimator in the calculation of the portfolio return in σ 2 portfolio,qh,t = (w 2 1,qh,t σ 2 1,qh,t )+(w 2 2,qh,t σ 2 2,qh,t )+2w 1,qh,t w 2,qh,t ρ 12,qh,t ,
with ρ 12,qh,t being the correlation of the returns. We simplify Eq. (14) in which γ denotes a variable to specify the risk-aversion of the market participant. We follow the energy literature and set γ = 2 which is regarded to be a slightly higher average risk appetite (Gökgöz & Atmaca (2012); Liu & Wu (2007) ). Given the high variance of the intraday series an adjustment towards less risk aversion appears to be suitable. Otherwise, the optimization will mostly select the QH auction market. At the same time, the slight changes to the original equations in Eq.
(13) and Eq. (15) yield only one weighting parameter w 2,qh,t to be optimized. If we consider that possible solutions are restricted to be anything between zero or one, it becomes evident that we implicitly meet the requirement 2 i=1 w i,qh,t = 1 . We use R's standard optimization command optim to find a so- Table 4 together with a synopsis of all portfolio strategies.
We use the original prices to get the most realistic results. The only adaptation we apply is the clock-change adjustment described under sub-section 3.1. We acknowledge that this causes a small bias but since it only accounts for two hours of each year we ignore the clock-change in the trading simulation. Besides the usual standard measures on time series resolution, we report a common portfolio management criterion called Sharpe-Ratio (adjusted from Calvo-Silvosa et al. (2017))
where the numerator describes the average realized price of the respective portfolio strategy over all days and quarter-hours and σ strategy the standard deviation of the realized prices of each strategy. The strategy prices y strategy,qh,t are individually determined per strategy, as previously described. In case of Base Sell for instance, the strategy prices equal the market price of the higher predicted exchange. Please bear in mind that in its con-ventional form the Sharpe-Ratio applies the average excess return, but since we set the risk-free rate to be equal to zero, this step is not necessary, and the realized portfolio price is identical to the excess return.
The naive portfolios only buy or sell in one market at the simple average of the time series and consequently yield lower sell and higher buy prices. There is no buy or sell separation with the naive prices while the forecast approaches imply a buy and sell market price. Consequently, our naive singular market strategies yield no spread benefits. We likewise report a perfect portfolio strategy under the assumption of complete market information. The results are highly unlikely to be achieved in a real-world scenario but represent the obtainable gains from fully accurate forecasts. However, we will not discuss the perfect portfolio in depth but focus our attention on achieved spreads compared to singular market activities as Therefore, it does not come as a surprise that the best SharpeRatio results are provided by mean-variance portfolios. Still, we would have expected at least a small portion of economic benefit expressed in better spread levels. An explanation for the performance is the concern over correlation. Our choice of assets was predetermined, and we have not checked the correlation between the time series, but in financial markets, the co-movement among stocks contributes to a less balanced portfolio composition. The picture might change with less correlation between assets. However, the empirical results do not provide evidence for Markowitz approaches to perform better regarding higher spreads but construct a risk-minimizing portfolio. Therefore, we favor the simple base strategies that are grounded on a high/low market scenario and will purely focus on such in the detailed analysis.
A simple t-test depicted in Table 5 Forecast applications translated into a simple buy/sell trading decision result in different portfolio price means compared to the underlying individual prices. There are tests available for the equality of Sharpe-Ratios. They use the portfolio prices as inputs and check for statistically sound differences among Sharpe-Ratios. We apply the classical pairwise test of Ledoit & Wolf (2008) and an expansion that considers joint effects of prices in a multiple Sharp-Ratio test in Leung & Wong (2008) and later for non-iid cases in Wright et al. (2014) . Results are reported in Table 5 . While the multiple test statistics clearly point towards independent Sharpe-Ratios, some of the pairwise test findings have to be rejected. However, this does not contradict our general statement of independent, considerable differences in prices when using forecasts since most of the combinations that appear to be correlated are using a slightly changed set of inputs and might indeed be nearly equal. we observe a high/low spread (the delta between high and low prices) of 0.76€/MWh among all QHs. Figure 7 cascades this singular number into a finer granularity. It depicts limitations for the peak-load ranging from QHs 32 to 75 where spreads are around zero or even negative. This finding matches the outcome of our directional forecast metrics and suggests an overall lower predictive power during the middle quarter-hours of the day. On the other hand, its surrounding off-peak equivalents feature remarkably high spreads. Some hours exhibit price differences around 2€/MWh. Even under the assumption of negative peak spreads, the overall average delta of more than 70Cent/MWh allows for the conclusion of economic gains to be made in our case study.
Overall, we need to mention that a very primitive strategy based on two point forecasts yields the most attractive eco- 
Conclusion and outlook
We contributed to a blind spot in the current literature by analyzing quarter-hourly German spot markets. The general tendency towards more volatile power grids necessitated the introduction of a quarter-hourly intraday call auction and the possibility to trade quarter-hours in continuous intraday trading.
Our paper provides the first detailed discussion on how to forecast these markets ex-ante. We have applied modern regression techniques, namely the elastic net estimator that automatically penalizes features that do not add any insight, and compared the outcome with classical linear regression models. One of the peculiarities of German spot markets is the existence of a variety of trading opportunities. In particular, the Austrian EXAA offers a first day-ahead indication on quarter-hours that can be delivered into the German grids. To account for that, we have applied the EXAA as a standalone naive estimate as well as an input for our more advanced regression models. We found that the intraday auction is easier to predict compared to ongoing trading. Our EN-based prediction method provides high forecasting accuracy and outperforms the considered benchmark models.
When we add the available EXAA prices, the results are even If we recap the times of trading and forecasting, a problem arises. The QH auction is estimated shortly after the data has been published, i.e., uses the most current freely available inputs, whereas the last hours of continuous trading are determined 24 hours later. This situation could lead to new information. However, we have neglected this last facet and have si- multaneously predicted both markets to evaluate the economic effects of our forecasts. Their standalone information might help regulators or grid operators, but we deliberately focus on a market player application and derive portfolio strategies with both EXAA and non-EXAA-enriched estimations. We introduced a straightforward "sell in the high and buy in the low market" rule for the first set of portfolios and expanded the second group by a Markowitz mean-variance approach. We were able to demonstrate that the low/high strategies perform best, leading to considerable spreads and attractive benefits for either a net buyer or a net seller. The Markowitz approaches did not show any economic improvements in the form of favorable spreads but delivered a maximum Sharpe-Ratio portfolio. So even if market players seek to follow traditional mean-variance strategies under the precept of risk-aversion, a precise quarterhourly forecast could deliver a suitable input for estimated returns.
At the same time, we must acknowledge that the basic setup, despite its decent gains, was a rather simple one and could be extended. We assumed a stable net buy or sell position in all QHs and only roughly considered term-structure effects.
A proper analysis of weekends, peak/off-peak patterns or the aforementioned trading and prediction time could yield beneficial insights. The same counts for the point predictions itself. What if we continuously forecast quarter-hourly prices once new information is published? Or how does accuracy change if we add more accurate vendor data? We have just focused on linear models in our study but of course there are other non-linear prediction models such as random forests available.
For instance, a study in Ludwig et al. (2015) has shown that lasso estimators provided comparable results to random forests in EPEX day-ahead predictions. But does this hold true for quarter-hourly markets as well? Another point of possible criticism arises from the high/low portfolio. The individual forecasts were combined to a directional estimation. One could also discuss available directional forecast approaches and simplify the forecasting problem to the binary one that is utilized in the portfolio application.
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