Localization in one-dimensional disordered or quasiperiodic non-interacting systems in presence of power-law hopping is very different from localization in short-ranged systems. Power-law hopping leads to algebraic localization as opposed to exponential localization in short-ranged systems. Exponential localization is synonymous with insulating behavior in the thermodynamic limit. Here we show that the same is not true for algebraic localization. We show, on general grounds, that depending on the strength of the algebraic decay, the algebraically localized states can be actually either conducting or insulating in thermodynamic limit. We exemplify this statement with explicit calculations on the Aubry-André-Harper model in presence of power-law hopping, with the powerlaw exponent α > 1, so that the thermodynamic limit is well-defined. We find a phase of this system where there is a mobility edge separating completely delocalized and algebraically localized states, with the algebraically localized states showing signatures of super-diffusive transport. Thus, in this phase, the mobility edge separates two kinds of conducting states, ballistic and super-diffusive. We trace the occurrence of this behavior to near-resonance conditions of the on-site energies that occur due to the quasi-periodic nature of the potential.
A. Introduction
In the context of disordered non-interacting (quadratic Hamiltonian) systems on a lattice, localization of a single-particle eigenstate refers to the condition where the corresponding eigenfunction has a single highly pronounced peak at a particular system site. The most wellstudied form of localization is the Anderson localization [1, 2] . In one-dimensional short-ranged non-interacting systems, it occurs in presence of a potential with infinitesinmal random disorder. Any single-particle eigenstate of such a system has a pronounced peak at a lattice site, with exponentially decaying tails. This exponential decay allows for definition of a finite single-particle localization length. One of the most important physical effects of such exponential localization is complete absence of transport. In other words, an exponentially localized state is completely insulating in the thermodynamic limit. In contrast, in absence of disorder, all singleparticle eigenstates are completely delocalized, leading to ballistic transport.
Replacing the random disordered potential by a quasiperiodic potential, such as Aubry-André-Harper (AAH) potential leads to richer physics [3, 4] . The paradigmatic AAH model consists of a one-dimensional chain with nearest neighbour hopping and the AAH on-site potential. As the strength of the on-site potential is increased, the AAH model shows a phase transition from an all states completely delocalized phase to an all states exponentially localized phase, via a critical point [3] . At the critical point, all states are neither delocalized nor localized but are 'critical' or multifractal [5] . Though the AAH model does not have a mobility edge, slight extensions of the AAH model, such as adding a next nearest neighbour hopping, leads to having mobility edges in energy, separating regions of delocalized and exponentially localized states [6, 7] . The physical effect of having such a mobility edge is that the same system can be conducting or insulating depending on energy. Quasi-periodic systems, with and without mobility edges are the limelight of recent research [8] [9] [10] [11] [12] [13] [14] [15] . These systems have been experimentally realized in several set-ups, with tunable interactions [16] [17] [18] [19] [20] [21] [22] . They have got the spotlight recently, with the possibility of exploring the effects of interactions on a system with mobility-edge as one of the main focuses [11-13, 16, 23] .
Apart from such quasi-periodic systems, a different class of non-interacting systems also show delocalizationlocalization transitions, as well as possible mobility edges, in one-dimension. They are disordered systems with long-ranged hopping which decays as a power-law [6, [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] . Depending on the power-law decay exponent, the single particle eigenstates of such systems can be delocalized or localized or multifractal. Long range disordered systems have been of growing interest recently due to theoretical and experimental demonstrations of exotic physics in them such as time-crystals [43, 44] , prethermalization [45] [46] [47] [48] , dynamical phase transitions [49] [50] [51] [52] [53] , environment assisted transport [54] etc. Recent theoretical exploration into localization properties of long-range systems [6, 24-29, 31-42, 55-66] have revealed the surprising fact that correlations in long-range hopping can actually aid localization [31, 33] . Several recent works investigate interacting systems with long-range hopping with the focus on the existence of many-body localization and entanglement in such systems [56] [57] [58] [59] [60] [61] [62] [63] [67] [68] [69] [70] [71] [72] [73] [74] . There has also been a few recent works inspecting the physics of power-law hopping in presence of quasiperiodic potentials [34, 35, 67, 75] . Extremely rich phase-diagrams of such systems in terms of localization, delocalization and multifractality of the single-particle eigenfunctions have been presented [34, 35] .
However, the localized states of disordered or quasiperiodic systems with power-law hopping are very different from those with short-ranged hopping. The localized states in presence of power-law hopping have a pronounced peak with tails decaying algebraically, instead of exponentially [31] . As a consequence, a single-particle localization length, if defined, would be infinite. In this sense, the algebraically localized states are not truly 'localized'. So, unlike exponentially localized states, the relation between such algebraically localized states and the transport properties of the system in the thermodynamic limit is not obvious. Exploration of this physics is especially crucial in the context of all the recent works investigating many-body localization in long-range systems [55] [56] [57] [58] [59] [60] [61] [62] 67] . But, to our knowledge, this has not been explored before. In this paper, we fill this gap by elucidating the connection between localization and transport for algebraically localized states. We show that in quasiperiodic systems with power-law hopping, the algebraically localized states can be actually conducting.
The most common characterization of a single-particle eigenstate as localized or delocalized is done in terms of the scaling of the Inverse Participation Ratio (IP R) with system-size [6, 34, 35] . For a localized state, the IP R does not scale with system size. This property comes from the existence of a pronounced peak and is true both for exponentially localized and algebraically localized states. Indeed, in most of the previous works [6, 34, 35] , IP R is one of the main quantities used to explore localization-delocalization transitions is presence of power-law hopping. In this paper, we first give a different simple and intuitive criterion for localization of a single-particle eigenstate. According to this criterion, the algebraically localized states can actually be 'delocalized' or 'localized', depending on the strength of the algebraic decay. We then show that, algebraically localized states which are 'delocalized' according to this new criterion are conducting in the thermodynamic limit, while those that are 'localized' according to the new criterion are insulating in the thermodynamic limit. We show this by working out an explicit example. The example we consider is the AAH model in presence of power-law hopping. We choose the strength of the AAH potential such that without power-law hopping, all states would be exponentially localized. As shown in Ref. [35] , for such choice of parameters, in presence of power-law hopping, there is a mobility edge in this system separating completely delocalized and algebraically localized states. We show here that, depending on the decay exponent α of the power-law hopping, the algebraically localized states can be either conducting or insulating in the thermodynamic limit, and that, this is consistent with our new localization-delocalization criterion. We consider α > 1, so that the thermodynamic limit is well-defined. We classify transport in terms of the Drude weight [76] [77] [78] and the many-particle localization length [79] [80] [81] [82] (which is different from single-particle localization length) at zero temperature. Most interestingly, for 1 < α < 2, we show evidence of super-diffusive transport through the algebraically localized states. Thus, we find a phase of the system, where there is a mobility edge in energy separating two different kinds of conducting regions, ballistic and super-diffusive. To our knowledge, this is the first time such a system is being reported. We further show that this super-diffusive nature stems from the near-resonance conditions of the on-site energies, that occur due to the quasi-periodicity of the AAH potential. Hence, this a special property of the quasi-periodic system and will not be seen in case of random disorder.
B. Localization and transport
A general Hamiltonian of a non-interacting a system is given byĤ
whereĉ is the bosonic or fermionic annihilation operator at site , and H is a Hermitian matrix. The diagonal elements of H give the on-site energies, and the off-diagonal elements give the hopping, which in general can be longrange. The matrix H can be diagonalized via a unitrary transformation
where D is a diagonal matrix containing the eigenvalues of H. The eigenvalues of H are the single particle energies of the system, and the columns of Φ give the single-particle eigenfunctions of the system. Localization phenomena in non-interacting systems concerns the localization of the single particle eigenstates. In the following, for simplicity, we consider 1D systems. Let Φ n (x) be the single particle eigenstate of the system with energy ω n . The IPR of the state is given by [34] 
It can be readily checked that if the state is completely delocalized, i.e, Φ n (x) ∼ 1/ √ N , the IP R(n) ∼ 1/N . On the other hand, if the state has a pronounced peak that does not scale with system-size, IP R(n) ∼ N 0 , i.e, the IP R does not scale with system-size. This property of IP R holds irrespective of whether the state is algebraically localized or exponentially localized.
However, an important difference between exponential localization and algebraic localization occurs in terms of moments of the probability distribution
In case of exponential localization, all moments of P n (x) are finite, while for algebraic localization, most of the moments are diverging. A natural question arises that, in such a situation, whether should the state be insulating or conducting. In other words, we ask that under what conditions can an algebraically localized state be considered truly 'localized'. To understand this, we go back to the physical meaning of spatial localization. The probability of finding a particle at site x with energy ω n is given by P n (x). We claim that the particle is spatially localized in this state, if it is possible to associate a mean position with it in the thermodynamic limit. This is only possible if the mean of the probability distribution P n (x) is well-defined in the thermodynamic limit. Conversely, if the mean of P n (x) is undefined in the thermodynamic limit, then we certainly cannot assign a position to the particle in that state, so the particle is delocalized over the entire system. Hence, following this argument, we find the following criterion for 'localization' and 'delocalization' in 1D non-interacting systems,
The mean of the probability distribution is well-defined if the following holds 
For this, the limits in the square brackets must exist. Going back to a finite system of size N , this means that
for any real value of x and f . For a completely delocalized system P n (x) =constant, it is clear that above integrals diverge. For an exponentially localized system, all the limits exist and Eq. 6 holds. Thus Eq. 5 consistently gives the known cases. In general, Eq. 6 can only hold if P n (x) has a pronounced peak and a sufficiently strong decaying tails. Thus, the localization-delocalization criterion in Eq. 5 directly carries over to algebraically localized states. Let us consider a finite system of size N , where P n (x) is algebraically localized at site x 0 with tails decaying as
It is well-known that the mean of such a probability distribution is undefined for p < 2. To check this explicitly, we note that
Thus, the RHS diverges with system-size for p ≤ 2. So, according to our localization-delocalization criterion Eq. 5,
There are two important points to note here. The first is the effect of boundary conditions. The position operator for a system is strictly well-defined only in open boundary conditions, and not in periodic boundary conditions. Of course, in the thermodynamic limit, there is no discrimination between the two cases. But, numerical investigation on finite-size systems must be done with open boundary conditions. The second important point to note is that the existence of the thermodynamic limit is not always guaranteed for Hamiltonians with long-range hopping. At zero temperature, the two following conditions make the thermodynamic limit well-defined: (a) the Hamiltonian is bounded from below, (b) the ground state energy of the system is extensive. This must be checked in a case-by-case basis. Our localization-delocalization criterion based on a very intuitive definition of spatial localization. If our criterion is correct, we expect localization properties of single-particle eigenstates are directly linked to transport properties in the following simple way: 'localized' states are insulating, 'delocalized' states are conducting in the thermodynamic limit. So, to check this criterion we have to directly look at the DC transport properties. Particle transport properties of an isolated system in the thermodynamic limit is given by the Kubo formula. At finite frequency, this is given by
DC transport properties are given by the zero frequency limit of above formula. Here, D is the Drude weight. The Drude weight gives the zero frequency peak of conductivity. A finite value of D points to ballistic transport. DC conductivity diverges in such case. If transport in not ballistic, D is zero. The second part, σ reg (ω), which gives the regular part of conductance, governs transport properties in such cases. If lim ω→0 σ reg (ω) = 0, the system is insulating. If lim ω→0 σ reg (ω) is finite, the system has normal diffusive transport, while if lim ω→0 σ reg (ω) → ∞, the conductivity diverges, even if D is zero. This kind of transport is called super-diffusive.
Equation . 11 is strictly valid in the thermodynamic limit. For numerical calculations on finite systems, one has to be very careful of boundary conditions. It can be shown that for a finite system with open boundary conditions, the Drude weight D is identically zero. This holds true even for ballistic transport, when periodic boundary conditions give a finite value of D. As shown in [83] , in such cases, under open boundary conditions, σ reg (ω) develops a peak at finite frequency, which grows in height and moves towards zero frequency as system-size is increased. So, in the thermodynamic limit, equivalence between open boundary and periodic boundary conditions is restored.
At zero temperature under periodic boundary conditions, it was shown by Kohn [76] that the Drude weight can be equivalently calculated from the change in the ground state energy of the system in presence of a small magnetic flux. Let E 0 be the ground state energy of the system in presence of a flux φ. Then, the Drude weight is given by (12) where φ min is the flux at which E 0 becomes minimum. For a non-interacting system like we are considering, D(N ) is essentially governed by the nature of the singleparticle eigenstates of the system near the Fermi energy E F . From Eq. 12, we see that D(N ) corresponds to the change in the ground state energy of the system with periodic boundary condition under an infinitesimal flux.
Since putting a flux corresponds to a twist in the boundary conditions, D(N ) measures the change in E 0 due to a small change in boundary conditions. Thus, it is plausible that finite-size scaling of D(N ) depends on the weight of the eigenfunctions at the boundary. If the states near the Fermi energy E F are completely delocalized, which corresponds to ballistic transport, the weight of eigenfunctions at the boundary does not decay with systemsize. So D(N ) ∼ N 0 , which corresponds to ballistic transport. If the states near E F are exponentially localized, the weight of the eigenfunctions at the boundary decay exponentially, and D(N ) ∼ e −N . By exact same reasoning, if the states near E F are 'algebraically localized', we expect D(N ) to decay as a power-law,
For other types of transport (diffusive, super-diffusive, subdiffusive), D(N ) goes to zero with system size slower than exponentially. For algebraically localized states, we expect, D(N ) ∼ N − . Further classification is provided by lim ω→0 σ reg (ω). But, direct calculation of this limit of σ reg (ω) is difficult. So following refs. [79] [80] [81] [82] one can equivalently look at the many-particle localization length, which is defined as follows. Let |ψ be the many-particle ground state of the system,
Here, N e is the number of particles in the system. The many-particle localization length ξ is defined as [79] [80] [81] [82] 
wherex = N p=1 pn p is the position operator, and ... = T r(|ψ ψ|...). (In Refs. [79] [80] [81] [82] , the definition of ξ 2 involves normalization by number of particles N e . Here we have instead normalized by N assuming N e ∝ N . This does not change any of the physics associated with ξ 2 .) Once again, it is important to note the issue of boundary conditions. The many-particle localization length requires definition of the position operator. The position operator is well-defined only in open boundary conditions. So, contrary to the Drude weight, for numerical calculations on a finite-size system, one needs to calculate ξ
2 strictly under open boundary conditions. The many-particle localization length helps us to characterize transport due to the following relation,
where ω min and ω max are infrared and ultraviolet cut-offs which will be there in a finite-size lattice. For a system of finite-size on a lattice, the ultraviolet cut-off is of the order of inverse of lattice spacing, while the infrared cutoff in frequency decreases with system-size, ω min ∼ 1/N . So, the finite system size scaling of ξ 2 is governed by low frequency behavior of σ reg (ω). Let the low frequency scaling of σ reg (ω) be
For ballistic transport s = 1, for diffusive transport s = 0, for super-diffusive transport 0 < s < 1, for sub-diffusive transport s < 0. Putting above equation in Eq. 15, and noting ω min ∼ 1/N , we can find the behavior of ξ 2 with system-size as
So we see that ξ 2 is finite in thermodynamic limit for subdiffusive transport, s < 0, which gives insulating behavior in thermodynamic limit. For exponentially localized case, σ reg (0) ∼ e −N , and in this case also, ξ 2 ∼ N 0 . So, finiteness of ξ 2 points to insulation. On the other hand, logarithmic divergence of ξ 2 shows the system is diffusive, and has a finite conductivity. Power-law divergence of ξ 2 shows conductivity is diverging. For ballistic transport, ξ 2 ∼ N . Like D(N ), for non-interacting systems, ξ 2 is governed by the nature of states near E F .
So, finite size scaling of D(N ) under periodic boundary conditions and that of ξ 2 under open boundary conditions allow us to characterize zero temperature particle transport as follows,
where we have assumed that the slower than exponential decay of D(N ) with N for the middle three cases is a power-law decay. This, as explained before, is expected for the algebraically localized systems. Note that both D(N ) and ξ 2 are properties of the many-particle ground state of the system, and are well-defined irrespective of whether the system is interacting or noninteracting. However, in this manuscript, we focus on the non-interacting case to make contact with our localization-delocalization criterion for algebraically localized single particle states.
We expect that, if the states near E F are 'delocalized' in the sense of Eq. 5, the system will be conducting and ξ 2 will diverge. On the other hand, if the states near E F are 'localized' in the sense of Eq. 5, the system will be insulating and ξ 2 will be finite. This must hold if Eq. 5 is to be taken as a valid criterion for localization. We then immediately see that if states near E F are algebraically localized states of the form in Eq. 8 with p ≤ 2, the system will be conducting. Further, in principle, the ξ 2 may even diverge as a power-law, leading to super-diffusive behavior according to Eq. 18. In the following, we work out an illustrative example where exactly this happens. To our knowledge, this is the first work showing that algebraically localized states in 1D can be conducting.
C. An illustrative example
The model
We consider a model with the quasiperiodic AubryAndré-Harper potential and power-law hoppinĝ
Here {c x } is the fermionic annihilation operator at site x, and b is an irrational number. The system has power-law hopping with exponent α and strength −1.
The long-range power-law hopping has a hard cut-off at m = N/2 − 1, where x the least integer greater than or equal to x. This cut-off is required to uniquely define the periodic boundary condition, which is required for calculation of the Drude weight. The important point here is that the cut-off scales with system-size. In addition, the system has an on-site potential ε(x), which is a cosine potential of strength W and period 1/b. If b is an irrational number, the period of the potential is incommensurate with the lattice. We take b = ( √ 5 − 1)/2, which is the golden mean. Rational approximations to the golden mean is given by the ratios of consecutive Fibonacci numbers,
where F n is the nth Fibonacci number. To implement periodic boundary condition along with this incommensurate potential, the system-sizes are chosen to be Fibonacci numbers. With nearest neighbour hopping (i.e, α → ∞), the above model is the paradigmatic Aubry-André-Harper model. This model shows a phase transition from all states completely delocalized to all states exponentially localized with increase in the strength of on-site potential W . The transition point is W = 2, which is the critical point. There is no mobility edge in the nearest neighbour case. In presence of power-law hopping, there occurs a rich phase diagram of the model with mobility edges separating different kinds of states. The phase diagram of the model in terms of the mobility edges has been explored in detail in a recent work [35] . One of the main results of that work is that, depending on the value of W and α there occurs a fraction b q number of completely delocalized states, where q is an integer. A single mobiltiy edge occurs separating these states from the rest of the states. For α < 1, the rest of the states are multifractal, while for α > 1, the rest of the states are algebraically localized.
In this paper, we want to look at transport through the algebraically localized state. So, throughout the rest of the paper, for numerical calculations, we choose, W = 3, and α > 1. The classification of transport behavior in terms of D(N ) and ξ 2 given in the previous section depends on the existence of the thermodynamic limit. Since we are dealing with a long-range system the existence of the thermodynamic limit is not obvious. However, for α > 1, the single particle eigen-energies are bounded from below in the thermodynamic limit. Also, the ground state energy at a given filling is extensive, as can be checked by explicit numerical calculations (see Appendix A). So, in this case, the thermodynamic limit is well-defined.
Numerical results
In 1D systems with long-range hopping, a lot of interesting effects are seen when the hopping exponent is 1 < α < 2, which are often markedly different from α > 2. The interesting transport properties of the ordered system in this regime have been recently reported in [84] by the authors. In the context of quasi-periodic
FIG. 1. (Color online) The figure shows plots of IP R, D(N ) and ξ
2 for as a function of n/N where n is the single-particle eigenstate index. For D(N ) and ξ 2 , n/N is to be interpreted as the ground state filling fraction, i.e, all single-particle eigenstates up to nth state are occupied and the rest are empty. The left column is for α = 1.7, which is representative of α < 2, the right column is for α = 2.3, which is representative of α > 2, the middle column is for α = 2. Each plot shows results for three different system-sizes. The vertical dashed line in all plots corresponds to b 3 , which is the fraction of completely delocalized states. W = 3.
systems, some of the interesting features in this regime have been discussed in [35] . In the present case also, we will see that 1 < α < 2 and α > 2 will have markedly different behaviors.
In Fig. 1 , we present the numerical results for IP R, D(N ) and ξ 2 for three values of α: α = 1.7 (which is representative for 1 < α < 2), α = 2 and α = 2.3 (which is representative for α > 2). For these values of α and our chosen value of W = 3, according to [35] , there are b 3 fraction of completely delocalized states and the rest of the states are algebraically localized (for explicit illustrative plots showing algebraically localized and exponentially localized states, refer to Appendix B). In Fig. 1 , all the quantities are plotted against n/N , where n is the single-particle eigenstate index, with the single-particle eigenvalues arranged in ascending order. The points in the IP R plots correspond to the IP R of the singleparticle eigenstates. For D(N ) and ξ 2 plots, n/N gives the ground state filling fraction. The vertical dashed lines in all the plots correspond to b 3 . The fraction of states with n/N < b 3 are completely delocalized. So their IP R ∼ N −1 (as can be checked by multiplying the data points by N , see Appendix C), D(N ) ∼ N 0 (as can be seen from the plots), ξ 2 ∼ N (as can be seen by dividing the data points by N , see Appendix C). Our main object of interest is the typical behavior of the rest of the states, i.e, the states for which n/N > b 3 . It is clear from the plots that for these states IP R ∼ N 0 , which clearly points towards localization. However, at these filling fractions, we see that D(N ) ∼ N − . This is consistent with our expectation for algebraically localized states, and confirms that the states are not exponentially localized. This is true for all values of α > 1. Most interestingly, we see from the plots that ξ 2 for filling fraction n/N > b 3 behave differently for α ≤ 2 and α > 2. For α ≤ 2, ξ 2 seems to increase with system-size, while for α > 2, seems to not scale with system-size. As discussed before, this suggests that for α ≤ 2, the algebraically localized states are conducting, while for α > 2, the algebraically localized states are insulating. Note that there is a more intricate structure and possible multiscaling, especially for α = 2. This is the usual case for quasiperiodic systems due to self-similar singular spectra of eigenenergies. While this is interesting, here, we will not be concerned with such details. Instead in the following, we will be looking at the behavior of system averaged over all values of n with n/N > b 3 .
We denote D(N ) and ξ 2 by the values of D(N ) and ξ 2 respectively, averaged over all filling fractions where the Fermi energy corresponds to an algebraically localized state, i.e., for n/N > b 3 . Figure. 2 top left panel shows plots of D(N ) with N for α = 1.7 and α = 2.3. In both cases, D(N ) decays as a power-law. Figure. 2 bottom left panel shows plots of ξ 2 with N for α = 1.7 and α = 2.3. Here, we see that for α = 1.7, ξ 2 diverges with N as a power-law with an exponent between 0 and 1, while for α = 2.3, ξ 2 does not scale with system-size. Thus, according to the classification of transport properties in Eq. 18, the transport through algebraically localized states is super-diffusive for α = 1.7. We have checked that this is the case for 1 < α < 2. So, in this regime, the algebraically localized states are conducting, with a diverging conductivity. On the other hand, for α > 2, the transport through algebraically localized states is subdiffusive according to Eq. 18. In this regime, the algebraically localized states are insulating. Figure. 2 right panel shows plots of D(N ) and ξ 2 with N for α = 2.0. From the top right plot, it is clear that D(N ) decays as a power-law in this case also. However, the scaling of ξ 2 with N seems to match equally well both a power-law fit with a very small exponent (right middle panel) and a fit of logarithmic divergence (right bottom panel). From our data, it is not possible to differentiate between these two cases, so we cannot conclude whether the transport is diffusive or weakly super-diffusive. Nevertheless, it is clear that at α = 2, the algebraically localized states are conducting.
Say D(N ) ∼ N − and ξ 2 ∼ N −s . In Fig. 3 we show the variation of and s with α for α > 1. We see that increases linearly with α. More interestingly, we observe that, for 1 < α < 2, s ∝ (2 − α). However, α = 2 gives a non-zero value of s from a power-law fit. This seems to suggest that the behavior at α = 2 is indeed different from that for 1 < α < 2. This, though not at all conclusive, seems to point in favour of the logarithmic fit and hence, diffusive transport at α = 2.
Having established that the algebraically localized states are conducting on average for α ≤ 2, let us see if our localization-delocalization criterion for algebraically localized states (Eq. 10) is consistent with this. For this purpose, we look at the behavior of the power-law tails of the algebraically localized states. We denote by Φ n (x), the single-particle eigenfunction of the nth eigenstate. The behavior of the power-law tails is embodied by the following quantity,
where x 0 is the position of the peak of the algebraically localized state, N is the number of algebraically localized states, n denotes sum over all algebraically localized states. The above quantity is the geometric mean of absolute value square of all algebraically localized eigenfunctions, with the position of the peak shifted shows a series of secondary peaks at values where x is equal to a Fibonacci number. The height of these peaks decay as a power-law with the exponent given by 2(α−1), i.e,
Then, from Eq. 10, the eigenfunctions are truly 'localized' in the sense of Eq. 5, if
So, for α > 2, the system is insulating in thermodynamic limit. On the other hand, for α ≤ 2, the eigenfunctions are 'delocalized' in the sense of Eq. 5, and in this case, the system is conducting. This is completely consistent with our findings from system-size scalings of D(N ) and ξ 2 .
The above results show that the transport through the algebraically localized states in our example is completely governed by the occurrence of the secondary peaks at |Φ n (F n )| 2 typ . Let us now see the origin of these peaks. We note that because of the properties of Fibonacci numbers (Eq. 20), the on-site energies of sites separated by a distance equal to a Fibonacci number are very close to being in resonance. In particular, as shown in Fig. 5 , we have,
for any integer value of x 0 . We also note that
for large n. The decay of |Φ n (x )| 2 typ with x is governed by the degree of hybridization between the various sites of the system. Without the power-law hopping term, the system would be exponentially localized for our choice of parameters. So, the degree of hybridization between two far-off sites would be exponentially small. The algebraic decay of eigenfunctions is thus governed solely by the degree of hybridization between far-off sites due to the long-range hopping. Due to Eq. 24, the hybridization between sites separated by distances of Fibonacci numbers has a tendency to increase with the increasing value of the Fibonacci number, while due to the powerlaw decay of hopping, it has a tendency to decrease. The height of a secondary peak occurring at a distance of F n from the main peak of an algebraically localized eigenfuction is governed by its degree of hybridization with the previous peak at F n−1 . By this argument, we see that, in our case,
where, in the second line, we have used Eqs. 24, 25. This is exactly as we have seen from the numerical calculations in Fig. 4 . Thus, we have shown, due to the quasi-periodic nature of the AAH potential, there occurs near resonance conditions, because of which, the algebraically localized states become conducting for 1 < α < 2. This is especially remarkable because usually mobility edges are thought of as separating regions of conducting and insulating states. However, our result shows that in AAH model with power-law hopping one can have a phase, where there is a mobility edge separating two different kinds of conducting states, viz., ballistic and super-diffusive. To our knowledge, this is the first time the possibility of such a system is being reported.
We have demonstrated this here taking the irrational number b as the golden mean. But the same physics holds for other choices of irrational numbers. Any irrational number can be expanded in an infinite continued fraction. Truncating the continued fraction at any stage gives a rational approximation to the irrational number. Truncating at various levels of the continued fraction, a series of rational approximations to the irrational number can be obtained. The near resonance condition will then occur for sites separated by a distance equal to the denominators of the rational approximations. For the golden mean, these numbers are the Fibonacci numbers.
While the physics described above is immune to the choice of the irrational number, it is completely due to the quasiperiodic nature of the potential. So, instead of the AAH potential, if the system had random disorder there would not be the secondary peaks. In fact, it is known that in such cases, for algebraically localized states, |Φ n (x )| 2 typ ∼ x −2α [31, 33] . Thus, for random disorder, from Eq. 10, the algebraically localized states will be insulating for α > 1. As a result, localization due to random disorder and localization due to quasiperiodic disorder leads to extremely different transport properties in presence of power-law hopping.
D. Summary and outlook
Let us now summarize all the main results in this paper. In Sec. B, we have analytically explored on general grounds the relation between localization and nature of transport for algebraically localized states. Here, we have argued that a single-particle eigenstate should be truly 'localized' if the mean of the probability distribution obtained by taking square of its absolute value is well-defined in the thermodynamic limit. From this, we have shown that an algebraically localized state may not be 'localized' in the above sense. In such case, we have argued that, the algebraically localized state may actually be conducting. In Sec. C, we have given such an example.
In Sec. C, the numerical example we have considered is a system with AAH potential in presence of powerlaw hopping. We have chosen the parameters of the AAH potential such that in absence of power-law hopping, the single-particle eigenstates would be exponentially localized (W > 2). In presence of power-law hopping, as shown in [6] , there is a mobility edge separating completely delocalized states and algebraically localized states. We have shown that, due to the quasiperiodic nature of the AAH potential, there occurs near-resonance conditions, which causes a series of secondary peaks in typical algebraically localized eigenfunctions. The algebraic decay of the height of these peaks is such that, for 1 < α ≤ 2, these states are 'delocalized' in the sense described in Sec. B, and hence are conducting. Classifying transport in terms of the zero temperature Drude weight and the zero temperature many-particle localization length, we have shown that the algebraically localized states, for 1 < α < 2, lead to super-diffusive transport. Thus, for W > 2 and 1 < α < 2, we have found a phase where there is a mobility edge which separates two different kinds of conducting states, ballistic and superdiffusive. This is in contrast with general wisdom, where mobility edges are usually thought of as separating conducting and insulating states.
Our work opens several new questions regarding quasiperiodic one-dimensional systems with power-law hopping and points to the rich physics of such systems. For the AAH model with power-law hopping, in this work, we have only explored a part of the phase diagram in terms of transport properties. It has been previously shown that even when the short-ranged AAH model is delocalized (W < 2), switching on power-law hopping can lead to localization [34] . This falls in the paradigm of the recently discussed 'correlation induced localization' [33] . It is of interest to explore the transport through such localized states in the light of our results. Definitely, the mechanism for localization or delocalization will be different for such states. The case of the critical AAH model (W = 2) in presence of long-range hopping, deserves to be studied even more thoroughly and there have been almost no work exploring this. Further, it has recently shown that isolated system transport properties and open system transport properties can be extremely different for quasi-periodic systems [8] [9] [10] . Thus, the open system transport properties of quasi-periodic one-dimensional systems with power-law hopping is also of extreme interest. In this work, we have shown the existence of a single-particle mobility edge that separates regions of ballistic and super-diffusive transport. The effect of interactions on such a mobility edge is also one of the interesting directions to explore, which may be experimentally possible in trapped ion experiments, a platform where long-ranged quasi-periodic systems may be possible to engineer [54] . From a practical point of view, such systems, with extremely rich and tunable transport properties, may find use in devising autonomous quantum heat-engines [85] . We have explicitly checked the existence of thermodynamic limit for our model Hamiltonian Eq. 19 for α > 1. For this, we look at the variation of the energy of the lowest single-particle level ω 0 , and the ground state energy E 0 with system-size N at a fixed filling. If ω 0 and E 0 /N both reach to constant, then the thermodynamic limit is well-defined. In Fig. 6 , we show plots of ω 0 and E 0 /N at half-filling for α = 1.7. It is clear that the thermodynamic limit exists. Though we present a plot here for half-filling, we have checked that this remains true for any fixed filling, and for all α > 1. Here we explicitly show the difference between algebraically localized and exponentially localized eigenfunctions by plotting them on the same axis. For this purpose, we compare the localized states of the nearest neighbour AAH model (α = ∞) with those of the AAH model with power-law decay. Figure. scale. The eigenstates of the two different models seem to overlap. Thus, their peaks are at the same position, and the height of the peaks are nearly the same. This leads to having almost same IP R values. The right panel of the Fig. 7 shows the same plots with y-axis in log-scale. It is completely clear that the eigenfunction corresponding to α = 1.7 decays algebraically, while that of the nearest neighbour model decays exponentially. Thus their tails are very different. As we have shown in the maintext, this leads to very different transport behavior, for α = 1.7, the 'localized' states are conducting, while for the nearest neighbour model, they are known to be insulating.
Appendix C: Scaling for the delocalized states
In Fig. 1 of the main text we have given the plots of IP R, D(N ) and ξ 2 as a function of n/N . We have mentioned that scaling of the IP R for the completely delocalized states can be confirmed by multiplying the data points by N , while that for ξ 2 can be confirmed by dividing the data points by N . Here, in Fig. 8 , we show this by plotting N (IP R) and ξ 2 /N with n/N for the chosen values of α. It is clear that, for n/N < b 3 , the data points for N (IP R) and ξ 2 /N for various system sizes collapse. Thus, for this case, IP R ∼ 1/N and ξ 2 ∼ N , as expected for completely delocalized states and ballistic transport. One can observe slight deviations at few points, especially for ξ 2 /N . These are due to finite size effects, and goes away as system-size is increased. In the main text, we have looked at the scaling of tails of the typical algebraically localized eigenfunction given by geometric mean of all the algebraically localized eigenfunctions (Eq. 21). Here we look at the arithmetic mean of all algebraically localized eigenfunctions,
x = x − x 0 , x > x 0 , where x 0 is the position of the peak of the algebraically localized state, N is the number of algebraically localized states, n denotes sum over all algebraically localized states. Compared to the |Φ n (x )| 2 typ , |Φ n (x )| 2 is expected to show more finite-size effects. This is because, atypical behavior due to finite-size can make a considerable contribution to |Φ n (x )| 2 , while those are suppressed in |Φ n (x )| 2 typ . Figure. 9 shows plots of |Φ n (x )| 2 for the exact same parameters as for |Φ n (x )| 2 typ in Fig. 4 . Due to finite-size effects, the least square fit of all data points do not seem to decay with an exponent ∼ 2α, which was seen for |Φ n (x )| 2 typ . Nevertheless, the peaks for x = F n still exist, with
though the scaling is slightly worse than for |Φ n (x )| 2 typ . The scaling seems to become better at larger system sizes, as expected. Thus, both the geometric mean and the arithmetic mean give the same conclusion. This conclusively shows that the secondary peaks at x = F n is indeed the generic behavior of the algebraic localized eigenfunctions of the AAH model with power-law hopping, and not any artefact of any averaging procedure.
