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Abstract: If one modifies the laws of Quantum Mechanics to allow nonlinear evolu-
tion of quantum states, this paper shows that NP-complete problems would be effi-
ciently solvable in polynomial time with bounded probability (NP in BQP). With that
(admittedly very unlikely) assumption, this is demonstrated by describing a polyno-
mially large network of quantum gates that solves the 3SAT problem with bounded
probability in polynomial time. As in a previous paper by Abrams and Lloyd (but by
a somewhat simpler argument), allowing nonlinearity in the laws of Quantum
Mechanics would prove the “weak Church-Turing thesis” to be false. General Rela-
tivity is suggested as a possible mechanism to supply the necessary nonlinearity.
1. Introduction
Despite a series of successes for isolated problems (the Deutsch-Jozsa algorithm [1],
Simon’s problem [2], discrete log and factorization [3]), a number of recent papers
[4,5,6,7,8,9] have cast doubt that quantum computers are capable of solving NP-complete
problems in polynomial time (with either certainty or bounded probability). However,
these papers have all fallen short of strict no-go proofs, except for the special case of so-
called “black box” algorithms.
There are a number of reasons to suspect that NP-complete problems are, in fact, effi-
ciently solvable by quantum computation with bounded probability in polynomial time.
Maymin [10] has shown that the lambda-q calculus, modelled on quantum computation,
can efficiently solve NP-complete problems in polynomial time. Very recently, Abrams
and Lloyd [11] have shown that the introduction of nonlinearity into Quantum Mechanics
would allow quantum computers to solve NP-complete problems in polynomial time,
though by a somewhat more complicated argument than the one presented in this paper.
And simulation of quantum systems by quantum computers has been shown to be efficient
[12].
While this paper cannot be considered a proof, since it requires a rather unlikely modifica-
tion to the laws of Quantum Mechanics to allow for nonlinear evolution of quantum states,
this paper conditionally demonstrates that allowing nonlinearity would provide a proof
that the 3SAT problem, one of the first examples of an NP-complete problem [13], is solv-
able by a quantum computer with bounded probability in polynomial time
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2. Limits of Quantum Computation with Linearity
The quantum algorithms described in the literature typically have the following form:
Start with some number of qubits in known pure states. Some or all of them are Hadamard
transformed into a superposition of states. A series of unitary transforms are applied.
Some, all, or none of the resulting qubits are Hadamard transformed to cause different
possible computational paths to interfere. The resulting qubits are measured [14].
With the (quite reasonable) assumption of linearity, it has been shown that no “black box”
quantum algorithm can gain more than a quadratic factor over classical algorithms [4,5,6].
Grover’s search algorithm [15] is an example of this category of quantum algorithms. This
quadratic limitation exists because, while there can be exponentially many superpositions
of quantum states, the probability of success is only quadratically improved over a classi-
cal probabilistic Turing machine. As has been shown before [11], and is demonstrated
below by a very simple construction, this limitation can be overcome if the strict linearity
of Quantum Mechanics is abandoned.
(Note that it is not even strictly necessary - whether it’s possible or not - for a useful quan-
tum computer to itself be able to emulate a Turing machine. We already have classical
computation universal machines. Appending a quantum computer onto a classical Turing
machine doesn’t make the Turing machine any less computation universal.)
3. Perfect One-hit Oracles
If we relax the requirement of quantum linearity, and allow the quantum state to evolve
nonlinearly, it becomes possible to make a perfect one-hit oracle. A given superposition of
states can be made to destructively interfere for all the wrong answers, and constructively
interfere for the one right answer, producing the correct result with probability 1 (assum-
ing ideal quantum devices). Given a perfect one-hit oracle, we’re a short distance from a
solution to the 3SAT problem, as is shown below.
To implement a perfect N qubit one-hit oracle, we first need a network of quantum gates
[16] to implement an “inverse oracle function”. This function answers “false” when the
single correct N qubit input is supplied, and “true” when any incorrect input is supplied.
All qubits of the inverse oracle function must, however, be ultimately left in an eigenstate,
so as not to spoil the final measurement. First, a superposition of all possible oracle input
states, together with a maximally entangled copy, is prepared in advance. Note that this
preparation does not violate the “no-cloning” theorem [17], since the entangled pairs of
qubits can be created maximally entangled [18]. An additional unentangled set of N qubits
(uncorrelated with either copy of the oracle inputs) in a superposition of all possible states
is also prepared in advance.
For each of N gates in succession (one per oracle input qubit), the inverse oracle function
output is provided as one input of a controlled phase inversion gate. The corresponding
unentangled qubit (in a perfect superposition of “true” and “false”) is provided as the other
input. The maximally entangled copy of the corresponding oracle input qubit is passed
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through. Looking at all three qubits together, when the two controlled phase inversion
inputs are both “true”, the phase of the entire 3 qubit state is inverted. The (obviously uni-
tary) matrix corresponding to this is as follows:
/                          \
|  1  0  0  0  0  0  0  0  |
|                          |
|  0  1  0  0  0  0  0  0  |
|                          |
|  0  0  1  0  0  0  0  0  |
|                          |
|  0  0  0  1  0  0  0  0  |
|                          |
|  0  0  0  0  1  0  0  0  |
|                          |
|  0  0  0  0  0  1  0  0  |
|                          |
|  0  0  0  0  0  0 -1  0  |
|                          |
|  0  0  0  0  0  0  0 -1  |
\                          /
Note that while the phase produced by the controlled phase inversion gate will be “kicked
back” into the oracle output qubit, a simple phase inversion does not change the logical
(“true”/”false”) value of the oracle output qubit, and hence does not disrupt its value for
subsequent gates. Similarly, any phase kicked back into the initially unentangled qubits is
irrelevant, since this will not disturb the eigenstates once these initially unentangled qubits
are nonlinearly driven to |0>.
For each oracle input qubit in the correct state, the corresponding controlled phase inver-
sion gate will not invert the phase, regardless of the state of the corresponding unentan-
gled qubit. For each incorrect state, the phase will be inverted when the corresponding
unentangled qubit is “true”, and not when it is “false”.
The (trivial) case of a one bit oracle is particularly easy to analyze. The input of the con-
trolled phase inversion gate can be represented in “ket” notation as |fui>, where |f> is the
inverse oracle function output qubit, |u> is the unentangled qubit, and |i> is one of the ora-
cle input qubits. In this simple case, there are two possibilities:
1) If the inverse oracle function is “false” (|0>) when the input qubit is “false” (|0>), then
|f> = |i>, and the state is:
(1/2) * (|000> + |010> + |101> + |111>).
Applying the unitary operator for the controlled phase inversion gate to this state pro-
duces:
(1/2) * (|000> + |010> + |101> - |111>).
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If we now allow a nonlinear evolution of the state, which after (potentially many) applica-
tion(s) of the nonlinearity, drives the |u> qubit to an eigenstate (for example, |0>) without
disturbing the other qubits, the resulting state is:
(1/2) * (2*|000> + 0*|101>).
So output qubit |i> = |0> with probability 1.
2) If the inverse oracle function is “false” (|0>) when the input qubit is “true” (|1>), then
|f> = not(|i>), and the state is:
(1/2) * (|001> + |011> + |100> + |110>).
Applying the unitary operator for the controlled phase inversion gate to this state pro-
duces:
(1/2) * (|001> + |011> + |100> - |110>).
If we now allow a nonlinear evolution of the state, which after (potentially many) applica-
tion(s) of the nonlinearity, drives the |u> qubit to an eigenstate (for example, |0>) without
disturbing the other qubits, the resulting state is:
(1/2) * (2*|001> + 0*|100>).
So output qubit |i> = |1> with probability 1.
In either case, the incorrect result cancels out perfectly, and the correct result reinforces
perfectly, producing the correct result with probability 1. In this (trivial) case, there is no
need for further transforms or nonlinearities, since all qubits are already in eigenstates.
For (non-trivial) cases with multi-bit oracles, the input of the multi-bit oracle can be repre-
sented in “ket” notation as |e1;e2;u> (reordered compared to the above trivial case), where
|e1> and |e2> are the two sets of N pair-wise maximally entangled qubits, and the single
instance of |u> is the set of N unentangled qubits, and the semicolons represent concatena-
tion. The |e1> qubits are used for the inverse oracle function, with one of them being tem-
porarily used as the output of the inverse oracle function, before being inverse transformed
back to their original state. The |e2> qubits are conditionally phase inverted, and are ulti-
mately measured. The state of these pair-wise maximally entangled plus unentangled
inputs is:
         N-1 N-1
(1/2^N) * Σ Σ |e;e;u>.
        e=0 u=0
Let’s further define the N bit correct answer for the one-hit oracle to be |c>. Then the
2^(3*N) by 2^(3*N) unitary matrix representing the overall system (where i and j each
span the concatenated qubits |e1;e2;u>, and parity(|u>) is the N-way xor of the qubits of
|u>) is:
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U(i, j) =  1(i == j, |e1> == |c>, for 2^N values of |u>)
           1(i == j, |e1> != |c>, parity(|u>) == |0>)
          -1(i == j, |e1> != |c>, parity(|u>) == |1>)
   0(i != j).
If we now apply the operator U to the above pair-wise maximally entangled plus unentan-
gled |e1;e2;u> state, and again nonlinearly drive the |u> qubits to eigenstates, with the |e1>
qubits still maximally entangled with the |e2> qubits, we get output qubits |e2> = |c> with
probability 1.
Again, the incorrect results all cancel out perfectly, and the one correct result reinforces
perfectly, producing the correct result with probability 1.
4. Application of Nonlinearity
Rather than selecting a specific model of quantum nonlinearity, we will instead describe
the properties it must have for this construction to work. For our purposes, such a quantum
nonlinearity must be deterministic, be a function only of the orientation of a state on the
Riemann sphere (ignoring arbitrary phase factors), and have non-negative observable
probabilities with unit total probability (“reality”). Note that this last property is already
guaranteed, since the above one-hit oracle construction yields probability 1 with the given
input state, assuming the nonlinear driving of the |u> qubits to |0>.
The requirement that the nonlinearity be only a function of orientation on the Riemann
sphere has two consequences. First, since the linear operator U used above is an identity to
within a sign negation, the orientation on the Riemann sphere of each qubit is unaffected
by this linear operator. So for the purposes of application of the nonlinearity, the qubits
can be treated independently. Furthermore, since states with opposite sign are treated iden-
tically by the nonlinearity, anything that would have cancelled out before the nonlinearity
will still cancel out after its application.
So the application of the nonlinearity is now straightforward. For each of the |u> qubits
independently, rotate the orientation of the basis states (|0> and |1>) on the Riemann
sphere by 90 degrees minus epsilon. This will leave the |0> state slightly “above” the
“equator” of the Riemann sphere, and the |1> state slightly “below”. (Note that the “equa-
tor” can be any geodesic on the Riemann sphere, picked as needed to maximize the non-
linearity.)
Assuming the nonlinearity is “smooth”, the magnitude of its effect will be (approximately)
linear with the magnitude of epsilon. (Note that any discontinuities only make things bet-
ter, since the discontinuity can be made to straddle the equator by rotation.) So, assuming
the nonlinearity is relatively small, applying the nonlinear operator will cause a rotation of
the orientation of the |0> state relative to the |1> state, which applied a number of times
proportional to the accuracy desired, will line up the |0> and |1> states to be approximately
2*epsilon apart, across the equator of the Riemann sphere. The resulting approximately
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identical states are then rotated back to the |0> basis. We have thus nonlinearly driven the
|u> qubits to the |0> state in a time linearly proportional to the accuracy desired.
Note that there is a possible, though impractical, physical implementation of this nonlin-
earity. In the presence of an appropriately oriented magnetic field, the energy of the |1>
basis state would be higher than the energy of the |0> basis state. One could argue that this
energy difference would cause a (tiny) change in the mass-energy of the qubit. This in turn
would cause an incredibly small time dilation of the evolution of the qubit, providing the
nonlinearity by General Relativity. But this would be such a tiny effect, that the quantum
state would almost certainly have decohered long before the nonlinearity had any signifi-
cant effect.
5. Extension to 3SAT
Paralleling the construction of the one-hit oracle described above, we construct an oracle
(not necessarily one-hit) with one more bit than the total number of inputs to the boolean
equation to be tested for satisfiability. If this extra qubit is |0>, we produce the logical
negation of the boolean equation to be tested as the inverse oracle function output. If the
extra qubit is |1>, we output |0> if all the other oracle input qubits are also |1>, and output
|1> if some or all of the other oracle input qubits are |0>. Note that since the boolean equa-
tion to be tested in the 3SAT problem can only be polynomial in size [13], this network
can only be polynomial in size, and therefore in depth, and hence (assuming constant
delay per gate) can only take polynomial time to evaluate.
If the boolean equation under test is not satisfiable, the inverse oracle function will only be
|0> when all the oracle inputs (including the extra one) are |1>. If this is the case, the net-
work of quantum gates described above will always produce all output qubits as |1>. If
there is one set of input values that satisfies the boolean equation under test, then half of
the time the extra qubit will be |1> when measured, and half the time it will be |0>. If there
are more than one sets of input values that satisfy the boolean equation under test, then the
extra qubit will be |0> with a correspondingly larger probability.
By repeating the computation M times, if the extra qubit is always |1>, then the boolean
equation under test is not satisfiable with probability 1 - 2^(-M). If the extra qubit is ever
|0>, the boolean equation under test is satisfiable with probability 1.
(Note that while this is a probabilistic algorithm, the probability can be made arbitrarily
close to unity (at the cost of a modest constant factor of M). The probability of error can
be made smaller than the error rate of whatever physical devices this quantum computer is
made out of. So, for all practical purposes, this probabilistic algorithm is as good as deter-
ministic.)
Thus, we have demonstrated, under the assumption of quantum nonlinearity, solution of
the NP-complete 3SAT problem with (arbitrarily) bounded probability in polynomial
space and time.
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6. Conclusions
Landauer [19] has made the observation that computability is consequence of the laws of
Physics rather than of Mathematics. As Deutsch [20] has pointed out, if Physics did not
permit ordinary arithmetic operations, these would be considered “noncomputable” func-
tions, and proofs that relied on them would be considered “nonconstructive” proofs. It
should therefore not be too surprising that the so-called “weak Church-Turing thesis” (also
known as the “Cook-Karp thesis” [21]) should fail when computation is considered under
quantum, rather than classical, mechanics.
The construction described in this paper demonstrates the solution in polynomial space
and time (with bounded probability) of a well-known NP-complete problem (3SAT) by a
quantum computer, under the assumption of quantum nonlinearity. Since (despite every-
day appearances) we live in a quantum rather classical universe [22], nonlinearity in
Quantum Mechanics could be exploited to refute the weak Church-Turing thesis.
Unfortunately for this conditional disproof of the weak Church-Turing thesis, experimen-
tal evidence [23] demonstrates the linearity of Quantum Mechanics to remarkable preci-
sion. Still, the success of quantum factorization, and the equally remarkable failure of
attempts to reduce classical factorization to polynomial (probabilistic or deterministic)
complexity leave hope for some future refutation of the weak Church-Turing thesis, per-
haps using some “classical” (General Relativistic or otherwise) nonlinear effect to some-
how evade the strictly linear “black-box” construction.
References:
[1]  D. Deutsch, R. Jozsa, “Rapid Solution of Problems by Quantum Computation”, Proc. R. Soc. Lond.,
Vol. A439, pp. 553-558 (1992).
[2]  D. R. Simon, “On the Power of Quantum Computation”,
http://feynman.stanford.edu/qcomp/simon/index.html.
[3]  P. W. Shor, “Polynomial-Time Algorithms for Prime Factorization and Discrete Logarithms on a Quan-
tum Computer”, http://xxx.lanl.gov/abs/quant-ph/9508027.
[4]  C. H. Bennett, E. Bernstein, G. Brassard, U. Vazirani, “Strengths and Weaknesses of Quantum Comput-
ing”, http://xxx.lanl.gov/abs/quant-ph/9701001.
[5]  C. Zalka, “Grover’s Quantum Searching Algorithm is Optimal”,
http://xxx.lanl.gov/abs/quant-ph/9711070.
[6]  Y. Ozhigov, “Quantum Computer Can Not Speed Up Iterated Applications of a Black Box”,
http://xxx.lanl.gov/abs/quant-ph/9712051.
[7]  K. Svozil, “Speedup in Quantum Computation is Associated with Attenuation of Processing Probabil-
ity”, http://xxx.lanl.gov/abs/hep-th/9412046.
[8]  J. Preskill, “Quantum Computing: Pro and Con”, http://xxx.lanl.gov/abs/quant-ph/9705032.
[9]  M. A. Nielsen, “Computable Functions, Quantum Measurements, and Quantum Dynamics”,
http://xxx.lanl.gov/abs/quant-ph/9706006.
[10] P. Maymin, “The Lambda-q Calculus can Efficiently Simulate Quantum Computers”,
http://xxx.lanl.gov/abs/quant-ph/9702057.
[11] D. S. Abrams, S. Lloyd, “Nonlinear Quantum Mechanics Implies Polynomial-Time Solution for NP-
Complete and #P Problems”, http://xxx.lanl.gov/abs/quant-ph/9801041.
NP in BQP with Nonlinearity April 27, 1998 8
[12] C. Zalka, “Efficient Simulation of Quantum Systems by Quantum Computers”,
http://xxx.lanl.gov/abs/quant-ph/9603026.
[13] M. R. Garey, D. S. Johnson, “Computers and Intractability, A Guide to the Theory of NP-Complete-
ness”, W. H. Freeman and Company (1979).
[14] R. Cleve, A. Ekert, C. Macchiavello, M. Mosca, “Quantum Algorithms Revisited”,
http://xxx.lanl.gov/abs/quant-ph/9708016.
[15] L. K. Grover, “A Fast Quantum Mechanical Algorithm for Database Search”,
http://xxx.lanl.gov/abs/quant-ph/9605043.
[16] A. Barenco, C. H. Bennett, R. Cleve, D. P. DiVincenzo, N. Margolus, P. Shor, T. Sleator, J. Smolin, H.
Weinfurter, “Elementary gates for quantum computation”, http://xxx.lanl.gov/abs/quant-ph/9503016.
[17] W. K. Wooters, W. H. Zurek, “A Single Quantum Cannot be Cloned”, Nature, Vol. 299, p. 802 (1982).
[18] R. Laflamme, E. Knill, W.H. Zurek, P. Catasti, S.V.S. Mariappan, “NMR GHZ”,
http://xxx.lanl.gov/abs/quant-ph/9709025.
[19] R. Landauer, “Irreversibility and Heat Generation in the Computing Process”, IBM Journal of Research
and Development, Vol. 5, p. 183 (1961).
[20] D. Deutsch, “Quantum Theory, the Church-Turing Principle and the Universal Quantum Computer”,
Proc. R. Soc. Lond., Vol. A400, pp. 97-119 (1985).
[21] K. Svozil, “The Church-Turing Thesis as a Guiding Principle for Physics”,
http://xxx.lanl.gov/abs/quant-ph/9710052.
[22] W. Tittel, J. Brendel, B. Gisin, T. Herzog, H. Zbinden, N. Gisin, “Experimental Demonstration of Quan-
tum-Correlations over more than 10 Kilometers”, http://xxx.lanl.gov/abs/quant-ph/9707042.
[23] V.I. Man’ko, G.M. Tino, “Experimental limit on the Blue Shift of the Frequency of Light Implied by a
Q-Nonlinearity”, http://xxx.lanl.gov/abs/quant-ph/9505001.
