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Résumé.
Il est bien connu que la dimension de l'algèbre (unitaire) engendrée par deux matrices
(A,B) 2Mn(C)2 telles que AB=BA est inférieure ou égale à n et ce résultat a reçu de
nombreuses et diverses démonstrations ([1],[3],[4]).
Par contre le problème concernant trois matrices qui commutent reste très largement
ouvert; les méthodes s'appuyant sur la Géométrie Algébrique étant inefficaces car la
variété formée par les triplets de matrices commutantes n'est en général pas irréductible
([4],[5]). Il nous semble qu'il faut se pencher plus qu'on ne l'a fait sur les propriétés élé-
mentaires des matrices qui commutent avec une matrice de Weyr donnée W, et que nous
appellerons matrices fractales .
Nous considérerons comme connues les propriétés des matrices fractales ([4])) et rappel-
lerons sans démonstration celles qui nous seront utiles.
Dans le deuxième paragraphe nous donnerons les dénitions et des outils pour l'étude
de l'Algèbre F des matrices fractales associées à une matrice de Weyr donnée.
Au lieu de chercher directement, comme ce fut le cas pour deux matrices, une famille
génératrice et sa dimension, la démarche suivie ici consiste à étudier la codimension de
WC[W ;A;B] dans C[W ;A;B].
Le troisième paragraphe établira le Théorème annoncé sur la dimension de l'Algèbre
engendrée pas trois matrices commutantes, sur la base des résultats techniques qui seront
démontrés dans les parties suivantes.
Le quatrième paragraphe décrit les deux propriétés W et W', le cinquième concerne la
matrice (M) et les propriétés W et W' et le sixième montre comment trouver un idéal de
polynômes P(X,Y) tels que P(A,B) appartient à WC[W ;A; B], ce qui permet la démons-
tration du paragraphe trois.
1
1. Matrices de Weyr.
(pour une présentation plus classique et des détails voir [4] et [7])
Dénition 1.
La matrice de Weyr associée à une partition (décroissante) (z1,..,zt1) de n
On appelle matrice de Weyr nilpotente associée à une partition (décroissante au sens large)
(z1,..,zt1) de n la matrice dénie par blocs comme suit:
W=(Wi;j) où le bloc Wi;j2Mzi;zj(C); 8i 2 f1; :::; t1¡ 1g Wi;i+1=
0BBBBB@
1 0 ::: 0
0 1 ::: :::
::: ::: ::: :::
::: ::: ::: 1
0 0 ::: 0
1CCCCCA=
 
Izi+1
0
!
2
Mzi;zi+1(C) et, si j=/ i+1, Wi;j=0.
d'où W=
0BBBBBB@
0 W1;2 0 0 ::: :::0
0 0 W2;3 0 ::: ::::
::: ::: ::: ::: :::: 0
::: ::: ::: ::: ::: Wzt1¡1;;zt1
0 ::: ::: ::: ::: 0
1CCCCCCA est appelée la matrice de Weyr associée à la parti-
tion (z1,..,zt1).
Théorème 2.
Toute matrice nilpotente M2Mn(C) est semblable à une unique matrice de Weyr nilpotente
W.
Théorème 3. Toute matrice M2Mn(C) est semblable (de manière unique à l'ordre près) à une
matrice en blocs de Weyr0BBB@
1I +W1 0 :::: 0
0 2I +W2 ::::
:::: 0 :::: 0
0 :::: 0 rI +Wr
1CCCA, où les Wi sont des matrices de Weyr nilpotentes.
Théorème 4. Le commutant de la matrice de Weyr nilpotente W(z1,..,zt1)
(par la suite on écrira W lorsqu'il n'y aura pas d'ambiguité sur la partition concernée)
Soit W une matrice de Weyr nilpotente et une matrice A=(Ai;j) (même structure en blocs
que W), AW=WA si et seulement si
8(i; j),
1. i>j =)Ai;j=0
2. i6j Ai;j=
 
Ai+1;j+1 
0 
!
(que l'on peut écrire Wt i;i+1AijWj;j+1=Ai+1;j+1)
Dénition 5. Matrice fractale de partition (z1,..,zt1)
Soit une partition (nécessairement décroissante au sens large) (z1,..,zt1) de n, une matrice
M2Mn(C) sera dite fractale de partition (z1,..,zt1) lorsque M=(Mi;j) où Mi;j2Mzi;zj(C) et
8(i; j)
i>j =)Mi;j=0
i6j=)Mi;j=
 
Mi+1;j+1 
0 
!
.
On appellera bande supérieure la matrice (M11;M12; ::::;M1t1); une matrice fractale est déter-
minée par sa bande supérieure.
On désignera par F(z1,..,zt1) (ou simplement F lorsqu'il ne peut y avoir d'ambiguité sur la
partition) l'ensemble des matrices fractales de partition (z1,..,zt1) et on appellera Algèbre Frac-
tale toute algèbre commutative (unitaire) de la forme C[A; B; :::; W ] où A,B,..appartiennent à
F.
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Voici un premier exemple de matrice fractale
M=
0BBBBBBBBBBBBBBBBB@
a b d p u g i z l dd A
0 c e q v h j zz m ee B
0 0 f r w 0 k aa n  C
0 0 0 s x 0 0 bb 0 gg D
0 0 0 t y 0 0 cc 0 hh E
0 0 0 0 0 a b d g i l
0 0 0 0 0 0 c e h j m
0 0 0 0 0 0 0 f 0 k n
0 0 0 0 0 0 0 0 a b g
0 0 0 0 0 0 0 0 0 c h
0 0 0 0 0 0 0 0 0 0 a
1CCCCCCCCCCCCCCCCCA
est une matrice fractale; elle est triangulaire supérieure
par blocs, les tailles des blocs sont
0BBB@
5 5 5 3 5 2 5 1
nulle 3 3 3 2 3 1
nulle nulle 2 2 2 1
nulle nulle nulle 1 1
1CCCA et, si on les note (Mij)(i;j)2f1:::4g2 on
voit que chaque bloc Mij contient une copie de son successeur  en diagonale  Mi+1j+1.
2. L'algèbre F .
2.1. L'espace vectoriel F.
Soit W et l'endomorphisme w représenté par W dans la base canonique, telle est l'action de
w sur cette base:
0 ¡e1 ¡ ez1+1 ¡ ez1+z2+1:::: ¡ :::::: ::::::ez1+::::+zt1¡1+1
0 ¡e2 ¡ ez1+2 ¡ ez1+z2+2:::: ¡ :::::: .....
....
0 ¡ez3 ¡ ez1+z3 ¡ ez1+z2+z3
.....
0 ¡ez2 ¡ ez1+z2
....
0 ¡ez1 ¡ :::
que l'on peut réécrire comme suit en réindexant les vecteurs de la base canonique
0 ¡e1;1 ¡ e1;2 ¡ :::: ¡ e1;k :::: :::: ¡ e1;t1
0 ¡e2;1 ¡ e2;2 ¡ :::: ¡ e2;k :::: ¡ e2;t2
.....
...
0 ¡ez2;1 ¡ ez2;2 ¡ :::: ¡ ez2;tz2
...
0 ¡ez1;1 ¡ :::: ¡ ez1;tz1
.
Remarque 6.
Les deux suites d'indices (t1,..,tp) et (z1,..,zt1) sont dites  duales .
Dénition 7. Les morphismes transversaux de F
Soit pour chaque couple (i,j) et chaque 06k<min (ti; tj) l'application gj;i;k définie par
ei;:::: :::: ei;ti¡1 ei;ti
# # #
ej;::: :::: ej;tj¡k¡1 ej;tj¡k
et nulle sur les autres vecteurs de la base.
Dénition 8. Matrices Gj;i;k  G-matrices 
Nous désignerons par Gj;i;k la matrice qui représente dans la base canonique l'endomor-
phisme gj;i;k.
Théorème 9. Une base de F
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Les gj;i;k sont linéairement indépendants et constituent une base du commutant de w.
Démonstration.
Il sut d'observer les diagrammes commutatifs
 ¡ ::::  ¡ ei;ti¡1  ¡ ei;ti
# # #
 ¡ ::::  ¡ ej;tj¡k¡1  ¡ ej;tj¡k
qui
montrent que ces applications commutent avec w.
Pour montrer qu'elles sont linéairement indépendantes on considérera les matrices Gj;i;k et
on remarquera que, si on désigne par Eu;v les vecteurs de la base canonique de Mn(C) et si on
pose Gj;i;k=
P
(u;v)2Sj;i;kEu;v, les ensembles Sj;i;k sont disjoints deux à deux.
Leur cardinal est
P
(i;j)2J1;:::;pK2min (ti; tj), qui est la dimension du commutant de w (Théo-
rème de Frobenius-Ceccioni). [9]
C'est donc une base du commutant de w.

Exemple 10.
Dans cet exemple, et pour des raisons de simplicité, nous revenons (à titre très provisoire) à
la numérotation usuelle des ei.
Soit W=
0BBBBBBBBB@
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
1CCCCCCCCCA
qui représente w:
0 e1 e5 e7
0 e2 e6
0 e3
0 e4
g1;1;0:
0 e1 e5 e7
::::::#:::::::#::::::#
0 e1 e5 e7
g1;1;1:
0 e1 e5 e7
::::::#:::::::#::::::#
::::::0 e1 e5
g1;1;2:
0 e1 e5 e7
::::::#:::::::#::::::#
:::::::::::::::0 e1
g2;1;0:
0 e1 e5 e7
::::::#:::::::#::::::#
::::::0 e2 e6
g2;1;1:
0 e1 e5 e7
::::::#:::::::#::::::#
:::::::::::::::0 e2
g1;2;1:
0 e2 e6
::::::#:::::::#
0 e1 e5
g1;2;2:
0 e2 e6
::::::#:::::::#
::::::0 e1
g1;3;2:
0 e3
::::::#
0 e1
g3;1;0:
0 e1 e5 e7
::::::#:::::::#::::::#
:::::::::::::::0 e3
etc..
On considère la matrice fractale A=
0BBBBBBBBB@
7 0 6 ¡1 11 3 4
0 3 1 ¡2 5 15 0
0 0 2 ¡3 0 7 8
0 0 13 ¡4 0 9 10
0 0 0 0 7 0 11
0 0 0 0 0 3 5
0 0 0 0 0 0 7
1CCCCCCCCCA
.
A=7G1;1;0+3G2;2;0+2G3;3;0¡4G4;4;0 + 6G1;3;2 + 1G2;3;1 ¡ 1G1;4;2 ¡ 3G3;4;0 ¡ 2G2;4;1 +
13G4;3;0+11G1;1;1+5G2;1;0+3G1;2;2+15G2;2;1+7G3;2;0+9G4;2;0+4G1;1;2+8G3;1;0+ 10G4;1;0.
2.2. L'anneau F.
Proposition 11. Les idéaux WF et WA
L'ensemble WF=fWM; M 2 F g est un idéal (bilatère)de F; il en est de même de WA pour
A.
Démonstration.
découle du fait que F est le commutant de W. 
Proposition 12.
Soient deux matrices fractales A et B telles que AB=BA et l' Algèbre Fractale C[W ;A; B],
l'ensemble des polynomes P (X;Y ) tels que P (A;B)2WC[W ;A;B] est un idéal de C[X;Y ]:
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Démonstration.
Il sut de remarquer que WC[W ;A;B] est un idéal de C[W ;A;B] 
2.3. Quelques outils pour l'étude ultérieure.
Soit une matrice de Weyr W(z1,..,zt1)
Dénition 13. Réduction d'ordre k d'une matrice de F(z1,..,zt)
Soit une matrice M=(Mi;j) de F(z1,..,zt) on désignera sous le nom de réduite d'ordre k la
matrice Mk=(Mi;j)i>k;j>k; M est elle-même la réduite d'ordre 1.
On remarquera que si k>0, Wt k¡1MWk¡1=

0 0
0 Mk

et la réduite est une matrice fractale
associée à la partition (zk,..,z t).
3. La dimension de l'algebre commutative engendrée par trois matrices.
Nous allons établir le résultat dans le cas où la troisième matrice est une matrice de Weyr nilpo-
tente, le cas général en découlant de manière naturelle.
Nous admettrons le Théorème suivant qui sera démontré plus loin (section 6. Théorème 41)
THEOREME 41
Soient une matrice de Weyr nilpotente W, associée à la partition (z1,..,zt), et deux matrices
(A,B), qui commutent avec W et commutent entre elles alors dim(C[A,B,W])6
z1+dim(WC[A,B,W]).
Lemme 14.
Soit une matrice carrée par blocs m=

0 a
0 b

alors pour tout k2N;mk+1=m
 
0 0
0 bk
!
Théorème 15. (Le problème de Gerstenhaber pour trois matrices dont W)
Soient (A,B,W)2Mn(C)2où AW=WA,BW=WB,AB=BA alors dim(C[A,B,W])6P
k=1::::t zk=n.
Démonstration.
La démonstration se fera par récurrence sur t.
0) Si t=1 le résultat est immédiat: A=A1;1,B=B1;1 et W=I; il sut d'invoquer le Théorème
de Gerstenhaber.
1) On admet le résultat vrai jusqu'à t-1.
On pose A=
 
A1;1 C
0 A2
!
, B=
 
B1;1 D
0 B2
!
où (A1;1; B1;1) 2Mz1(C)2=Mp(C)2et W=
 
0 W1;2
0 W2
!
,
W12g=(W1;2; 0; :::; 0) et W2=
0BBBBB@
0 W2;3 0 :::: 0
::: 0 W3;4 0 :::
0 ::: 0
::: :::: ::: ::: Wt1¡1;t1
0 ::: ::: ::: 0
1CCCCCA est aussi une matrice de Weyr de parti-
tion associée (z2,..,zt), A2W2=W2A2,B2W2=W2B2,A2B2=B2A2 d'où dim(C[A2,B2,W2])6P
k=2::::t zk par application de l'hypothèse de récurrence.
Remarquons que pour k>0 Wk+1AqBr=
 
0 W1;2
0
0 W2
!k+1
AqBr = 
0 W1;2
0
0 W2
! 
0 0
0 W2
k
! 
A1;1
q B1;1
r 
0 A2
qB2
r
!
=
 
0 W1;2
0
0 W2
! 
0 0
0 W2
kA2
qB2
r
!
.
Donc la dimension de Vect(W k+1AqBr; q > 0; k > 0,r>0) est inférieure ou égale à celle de
Vect(W2kA2
qB2
r; q> 0; k> 0,r>0), qui est égale à celle de C[A2,B2,W2].
Remarquo
D'où la dimension de C[A;B;W ]est inférieure ou égale à
P
k=1::::t zk6n.

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D'où le Théorème annoncé
Théorème 16. (Le problème de Gerstenhaber)
La dimension de l'Algèbre engendrée par trois matrices commutantes (A,B,C)2Mn(C)3 est
inférieure ou égale à n.
Démonstration.
Il existe P telle que P¡1CP est de la forme
0BBB@
1I +W1 0 :::: 0
0 2I +W2 ::::
:::: 0 :::: 0
0 :::: 0 rI +Wr
1CCCA où les i sont
distincts deux à deux.
Comme A et B commutent avec C P¡1APet P¡1BP commutent avec P¡1CP; et, comme les
i sont distincts deux à deux, le Théorème de Frobenius-Ceccioni appliqué aux couples (i+Wi;
j +Wj) entraîne qu'elles ont la même structure diagonale par blocs
0BBB@
A1 0 : 0
0 ::: ::: ::::
: ::: Ar¡ 1 0
0 ::: 0 Ar
1CCCAet0BBB@
B1 0 : 0
0 ::: ::: ::::
: ::: Br¡ 1 0
0 ::: 0 Br
1CCCA et on applique le résultat précédent à chaque triplet (Ai,Bi,Wi). 
4. Les propriétés w et w'.
4.1. Primaires et Secondaires.
Dénition 17. lignes et colonnes, primaires et secondaires
Soit une matrice fractale M=(Mi;j)(i;j)2f1;:;t1g2 , pour chaque j6t1 on note Mj;j = 
Mj+1;j+1 
0 Nj;j
!
, avec M
t1+1;t1+1
=0.
On appellera primaires les lignes et les colonnes de M qui apparaissent dans les matrices
Nj;j; les autres seront appelées secondaires.
Exemple 18.
les lignes primaires
0BBBBBBBBBBB@
a aa aaa aaaa b bb bbb i
0 c cc ccc f  f ii
0 d dd ddd g gg ggg iii
0 0 0 e 0 h hh iiii
0 0 0 0 a aa aaa b
0 0 0 0 0 c cc f
0 0 0 0 0 d dd g
0 0 0 0 0 0 0 a
1CCCCCCCCCCCA
, ici lignes 4,6,7 et 8
les colonnes primaires
0BBBBBBBBBBB@
a aa aaa aaaa b bb bbb i
0 c cc ccc f  f ii
0 d dd ddd g gg ggg iii
0 0 0 e 0 h hh iiii
0 0 0 0 a aa aaa b
0 0 0 0 0 c cc f
0 0 0 0 0 d dd g
0 0 0 0 0 0 0 a
1CCCCCCCCCCCA
, ici colonnes 4,6,7 et 8
4.2. G-matrices manquantes, zéros permanents.
Dénition 19. Zéro permanent d'une Algèbre Fractale
Soit une Algèbre Fractale A on appellera zéro permanent de A toute case qui appartient à
une G-matrice et qui est nulle à la fois dans tous les éléments de A; il est immédiat qu'un zéro
permanent ne peut se trouver sur la diagonale.
La présence d'un zéro permanent pour une Algèbre Fractale signifie l'absence d'une G-
matrice de sa base.
Dénition 20. Successeur d'une G-matrice, d'une case
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Pour tout (j,i,k) la matrice Gj;i;k+1=WGj;i;k est l'image de Gj;i;k par une translation hori-
zontale vers la droite de zk cases; on dira que Gj;i;k+1 est le successeur de Gj;i;k (et de même
on dira que les cases de Gj;i;k+1 sont les successeurs de celles de Gj;i;k).
Pour décrire les éléments d'une matrice nous dirons indistinctement  case (u,v) ,  élément
(u,v)  ..
Certains éléments Gj;i;k de la base de F n'occcupent qu'une case, d'autres plusieurs; dans ce
dernier cas on désignera sous le nom d'origine de Gj;i;k la case dont le numéro de ligne est le
plus grand et extrémité la case dont le numéro de ligne est le plus petit, l'extrémité appartient
nécessairement à la bande supérieure.
Nous désignerons les choses comme suit: telle case est l'extrémité de Gj;i;k, Gj;i;k est la G-
matrice de cette case.
Dénition 21. G-matrice manquante (à une matrice, à une Algèbre), zéro permanent
Soit une Algèbre Fractale A on dit que la G-matrice Gj;i;k manque à l'Algèbre Fractale A
lorsqu'aucun des éléments de A ne contient Gj;i;k (c'est à dire la coordonnée xj;i;k est nulle);
alors les cases de Gj;i;k sont des zéros permanents de A.
Remarque 22.
Du fait que WGj;i;k=Gj;i;k+1 il découle que, si Gj;i;k+1 manque à une Algèbre Fractale, il
en est nécessairement de même de Gj;i;k et ainsi de suite jusqu'à Gj;i;k0 dont l'extrémité est une
case d'un bloc de la bande supérieure; donc les éléments qui manquent à une telle Algèbre for-
ment des chaines appelées manquantes (Gj;i;k0,Gj;i;k0+1, ....., Gj;i;q), où l'extrémité de Gj;i;k0
est dans le bloc 1-k0 de chaque matrice de A; il est possible que (Gj;i;k0,Gj;i;k0+1, ....., Gj;i;q)
manquent tandis que le successeur Gj;i;q+1=WGj;i;q ne manque pas.
Exemple 23. A=
0BBBBBBB@
1 2 3 0 14 21
0 7 4 0 16 22
0 0 9 0 2 23
0 0 0 1 2 0
0 0 0 0 7 0
0 0 0 0 0 1
1CCCCCCCA , associé à W=
0BBBBBBB@
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
1CCCCCCCA et A=C[A;W ]
Le zéro de la case (2,1) n'est pas un zéro permanent car il est nul dans toutes les matrices de
F, son successeur (case (2,4)) si, mais pas la case (2,6) qui est le successeur de la case (2,4).
On remarquera que la case (1,4) n'est pas un zéro manquant car elle n'est pas nulle dans W;
de même que la case (4,6).
De même les cases comme (3,1) ou (3,4) ne sont pas des zéros permanents car elles n'appar-
tiennent à aucun élément de F.
Remarque 24.
Soit la matrice A et Gj;i;q qui manque à une Algèbre Fractale A alors WGj;i;q=Gj;i;q+1 doit
nécesssairement manquer à toutes les matrices de WA.
Cette remarque est très importante pour la suite, elle est à l'origine de ce que nous appelle-
rons la propriété W' dans notre recherche de critères pour qu'une matrice appartienne à WA.
Théorème 25. Trigonalisation d'une matrice fractale
Toute matrice fractale est semblable à une matrice fractale et triangulaire supérieure.
De même si on considère deux matrices fractales A et B telles que AB=BA, elles sont simul-
tanément semblables à deux matrices fractales, triangulaires supérieures qui commutent entre
elles.
Démonstration. 
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Soit M=(Mij)(i,j)2f1;:::;tg2 une matrice fractale; on notera comme plus haut pour chaque i
Mii=
 
Mi+1;i+1 
0 Nii
!
:
Il existe pour tout i Pi inversible telle que Pi
¡1NiPi=Ti est triangulaire supérieure, puis on
pose Qt+1=(0) et pour i=t à i=1 Qi =

Qi+1 0
0 Pi

.
On montre par une récurrence immédiate que les blocs Qi-1MiiQi sont triangulaires supérieurs
et, par suite, si on pose Q=(Qi) alors Q¡1MQ est triangulaire supérieure.
Reste à vérier que Q¡1WQ=W et pour celà il sut de comparer Qi
¡1Wi;i+1Qi+1 et Wi;i+1:
Qi
¡1Wi;i+1Qi+1=
0@ Qi+1¡1 0
0 Pi
¡1
1A Ii+1
0

Qi+1=

Ii+1
0

=Wi;i+1.
En résumé Q¡1MQ est triangulaire supérieure, et commute avec Q¡1WQ =W donc elle
appartient aussi à F.
Dans le cas de deux matrices fractales A et B qui commutent entre elles il sura en posant
A=(Aij)(i,j)2f1;:::;tg2 et pour chaque i Aii=
 
Ai+1;i+1 
0 Nii
!
et B=(Bij)(i,j)2f1;:::;tg2 et pour chaque
i Bii=
 
Bi+1;i+1 
0 Uii
!
, sachant que Nii et Uii commutent, de choisir Pi qui les trigonalise simulta-
nément.
4.3. Caractérisation de l'idéal WF.
Avant tout remarquons que, si M=(Mij), WM=(Mi;j¡1Wj¡1j).
Lorsque j>i posons Wj¡1j =
 
Ij
0
!
alors il est clair que Mi;j¡1Wj¡1;j est tout simplement
formée par les zj premières colonnes ( c'est à dire les colonnes secondaires) de la matrice Mi;j¡1,
et comme dans Mij¡1 les zi¡1¡zi dernières lignes de ces colonnes sont nulles ( c'est à dire les
lignes primaires des colonnes secondaires), les zi¡1¡zi dernières lignes de Mi;j¡1Wj¡1;j (c'est à
dire les lignes primaires), sont nulles.
En posant j=i on établit facilement que les blocs diagonaux de WM sont nuls.
On en déduit que si une matrice fractale M est un élément de WF ses lignes primaires et les
blocs diagonaux sont nuls, et comme M11 contient les autres nous retiendrons que si M est un
élément de WF ses lignes primaires et le bloc M11 sont nuls
La multiplication P 7¡! PWj¡1j étant une surjection de Mz1zj¡1(C) sur Mz1zj(C) cette
condition est susante: une matrice fractale est un élément de WF si et seulement si ses lignes
primaires et le bloc M11 sont nuls.
D'où la
Dénition 26. propriété W
On dira qu'une matrice M 2 F a la propriété W lorsque ses blocs diagonaux Mjj ainsi que
toutes ses lignes primaires sont nuls.
Proposition 27. Une caractérisation de WF
Une matrice fractale appartient à WF si et seulement si elle a la propriété W.
Démonstration.
Découle des remarques au-dessus 
4.4. Caractérisation de l'idéal WA (dans l0AlgèbreA).
Ne connaissant pas la dimension de A, qui est en fait l'objectif nal de ce travail, nous allons
nous intéresser à la codimension de WA.
Il est évident que WAWF\A mais l'exemple ci-dessous met en évidence le fait que WC[A;
W ] n'est pas nécessairement égal à WF\C[A;W ].
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Exemple 28.
W =
0BBBBB@
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1CCCCCA, A=
0BBBBB@
0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1CCCCCA appartient à WF\C[A;W ] mais pas à WC[A;W ].
Proposition 29. Détermination de la codimension de WA
Rappelons qu'une matrice fractale est déterminée par sa bande supérieure.
Considérons  l'endomorphisme de A défini par M 7¡!MW, si M=(Mij)(i;j)2f1;:::;tg2 la
bande supérieure de MW est (0,M1;1W1;2; ::::::;M1;t¡1Wt¡1;t).
La codimension de WA (relativement à A) est bien entendu égale à la dimension du noyau
de  .
Supposons dans un premier temps qu'aucune G-matrice Gj;i;k ne manque à A.
Les éléments du noyau sont les matrices M caractérisées par la propriété suivante: dans
chaque M1j les zj+1 premières colonnes sont nulles; ce qui signie que le noyau  correspond 
aux zj ¡ zj+1 dernières colonnes de chaque M1;j; d'où une dimension égale à z1(z1-z2+z2-
z3+..+zt-0)=z12.
Considérons maintenant le cas général:
Tout zéro permanent dans une colonne primaire de la bande supérieure diminue la dimension
du noyau de  de 1; supposons qu'il y en ait q dans les lignes primaires et r dans les lignes
secondaires , par suite la dimension du noyau de  est z1(z1-z2+z2-z3+..+zt-0)-q-r=z12-q-r, ce
qui constitue la codimension de l'image, c'est à dire de WA, relativement à A.
Proposition 30. Détermination de la codimension de WF\A
Ici nous repérerons les G-matrices par leur origine, qui se trouve nécessairement dans une
zone primaire (ligne ou colonne primaire).
Supposons dans un premier temps qu'aucune G-matrice Gj;i;k ne manque à A.
Soit M 2A dénombrons les contraintes indépendantes à satisfaire pour posséder la propriété
W:
i) considérons le bloc diagonal Mii, pour l'annuler (en tenant compte du bloc diagonal infé-
rieur Mi+1;i+1) il faut annuler les termes de ses colonnes primaires, c'est à dire zi(zi¡zi+1)
contraintes
ii) considérons les blocs de la forme Mi;j, pour j>i, il faut annuler les termes des lignes pri-
maires-colonnes primaires (car ceux des colonnes secondaires sont nuls par définition des
matrices fractales), ce qui se traduit par (zi-zi+1)(zi+1-zi+2+zi+2-zi+3+...+zt-0)=(zi-zi+1)zi+1
contraintes.
d'où, au total zi(zi¡zi+1)+(zi-zi+1)zi+1=zi2-zi+12 contraintes pour la ième ligne de blocs.
Et par suite
P
i (zi
2¡ zi+12 )=z12 contraintes (en posant zt+1=0)
Soit maintenant le cas général:
Ici nous sommes concernés par les zéros permanents situés dans les blocs Mii (donc dans le
bloc M11) ou les lignes primaires-colonnes primaires de la bande supérieure.
Dans le cas des q zéros permanents (ou éléments Gj;i;k qui manquent) situés à la fois dans
les lignes et les colonnes primaires de la bande supérieure cela constitue q contraintes sur M à
supprimer.
Considérons les zéros permanents situés dans les lignes secondaires du bloc M11 (les lignes
primaires ont déjà été considérées):
1er cas: le dernier élément de la chaîne manquante ainsi engendrée est situé dans une
colonne primaire et on retrouve les r éléments de la proposition précédente; ce qui supprime r
contraintes sur M
(ces q+r contraintes à supprimer se réfèrent aux mêmes G-matrices que dans la proposition
précédente)
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2ème cas: la chaîne manquante s'achève dans une colonne secondaire et dans le bloc suivant
se retrouve la case-successeur qui n'est pas un zéro permanent, c'est à dire:
il y a une suite de G-matrices manquantes (Gj;i;k0 , ...,Gj;i;k) qui s'interrompt  avant
d'atteindre une colonne primaire , sachant que son successeur, la G-matrice  suivante 
Gj;i;kW=Gj;i;k+1, ne manque pas à A.
Si cela arrive s fois il s'agit alors de s contraintes supplémentaires à supprimer; nous appelle-
rons les chaînes de zéros permanents de cette catégorie  chaînes spéciales .
(Remarquons au passage qu'une matrice qui appartiendrait à WA devrait avoir ces cases-suc-
cesseurs nulles; ce qui constitue donc une condition nécessaire pour appartenir à WA).
D'où la codimension de WF\A:z12-q-r-s
Exemple 31.
Reprenons l'exemple0BBBBBBB@
1 2 3 0 14 21
0 7 4 0 16 22
0 0 9 0 2 23
0 0 0 1 2 0
0 0 0 0 7 0
0 0 0 0 0 1
1CCCCCCCA , associé à W=
0BBBBBBB@
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
1CCCCCCCA
Ici il y a un zéro permanent dans la case (2,4); il a pour successeur (2,6) qui n'est pas
nuls , donc s=1.
Conclusion: WA est inclus évidemment dans WF\A et la codimension de WA domine celle
de WF\A de s, le nombre de chaînes spéciales.
Dénition 32. Propriété W'
Une matrice M2A possède la propriété W' lorsque le successeur de tout zéro permanent de
A est nul dans M
Proposition 33. Une condition nécessaire et susante pour que M2A appartienne à WA
Soit M2A, M2WA si et seulement M possède les propriétés W et W'.
Démonstration.
On sait que WAWF\A (ce dernier étant caractérisé par la propriété W).
La vérication par une matrice M de WF\A de la propriété W' exige s contraintes supplé-
mentaires.
Donc l'ensemble des M2WF\A qui vérient la propriété W' est un sous-espace de A de
codimension z12-q-r-s+s=z12-q-r; c'est à dire la codimension de WA.
Enn toute matrice de WA doit vérier les propriétés W et W' (voir proposition au-dessus).
Donc si M2A, M2WA si et seulement M a les propriétés W et W'

5. WC[W ;A;B].
Dans ce qui suit A=C[A;B]
Proposition 34. (technique)
Soit une matrice fractale M=(Mij)(i;j)2f1;:;t1g2 appartenant à A; pour chaque j<t1 on note
Mjj=
 
Mj+1;j+1 
0 Nj+1;j+1
!
, avec M
t1+1;t1+1
=0; on désigne par j le polynome caractéristique de
Njj et M =
Q
j=1:t1
j(M)=M11(M), où M11 désigne le polynôme caractéristique du bloc M11:
Alors dans la matrice M les blocs Mjj sont nuls, de même que les lignes primaires toutes
entières sont nulles.
Démonstration.
10 La dimension d'une Algèbre Commutative engendrée par trois matrices
10
Le résultat sera démontré par récurrence.
Le cas t1=1 est une tautologie.
Supposons le résultat vrai pour M2=(Mij)(i;j)2f2;:;t1g2, ce qui signifie que dans la matrice
A=
Q
j=2:t1
j(M), si on pose A=
 
A11 A1
0
0 A2
!
, la matrice A2 a déjà les propriétés annoncées.
Soit alors M =
 
M11 M1
0
0 M2
!
= 1
 
M11 M1
0
0 M2
! 
A11 A1
0
0 A2
!
=
 
A11 A1
0
0 A2
!
1
 
M11 M1
0
0 M2
!
.
Comme les lignes primaires de A2 sont nulles il en est de même de celles de M2.
Posons A11 =
 
A22 A2
0
0 A1
00
!
, par hypothèse de récurrence A22=0; si on pose M11=
 
M22 M2
0
0 N11
!
alors 1(M11)=
  
0 0

d'où M11=
  
0 0
 
0 A2
0
0 A1
00
!
=

0
0 0

et
et M11 =
 
0 A20
0 A100
!  
0 0

=

0 0
0 0

(on a utilisé la commutativité des blocs 1-1 de deux
matrices fractales commutantes.
Par ailleurs, si on pose 1
 
M11 M1
0
0 M2
!
=
 
1(M11) Y
0 1(M2)
!
alors M10 = 1(M11)A10 +
M1
0A2=
  
0 0

A1
0 +M10A2.
Il est immédiat que les lignes primaires du produit
  
0 0

A1
0 sont nulles.
Le produit M10(1)A2 est composé par les blocs
P
j=2
t1 M1jAjk (pour k=2...t1;
dans chaque bloc M1j les lignes primaires ont les zj-zj+1 premières colonnes nulles (cf la
structure fractale) et dans chaque bloc Ajk les zj+1 dernières lignes sont nulles (hypothèse de
récurrence) par suite dans chaque produit M1jAjk les lignes primaires sont nulles.
Ce qui achève de démontrer que la matrice M a la propriété W.

Proposition 35. (technique) (M) a la propriété W'
Démonstration.
Soit une matrice fractale M=(Mij)(i;j)2f1;2g2.
Soit (i0,j0) un zéro permanent situé dans le bloc M1;1, avec j06z2, et son successeur
(i0,j0+z1) dans le bloc M12; la matrice M étant fractale (i0+z1,j0+z1) est aussi un zéro perma-
nent.
Les termes de la diagonale de M étant (1; ::::; z1,1; ::::; z2) toute suite consécutive de z1
valeurs propres contient {1; ::::; z1} et le polynôme caractéristique  de M11 est le produitQ
i=1:::z1
(X ¡i)
Comme M est triangulaire, et tenant compte du zéro permanent, sa j0+ z0¡ ième colonne
est de la forme
0BBBBBBBBBBBBB@
u1
u2
:::
ui0+z1=0
::::
uj0+z1=j0
0
:::
0
1CCCCCCCCCCCCCA
; pour tout k l'image d'un vecteur ek par M¡kId appartient à
Vect(ei; i < k) parce que M est triangulaire, mais le zéro de la case (i0+z1,j0+z1) étant perma-
nent, l'image par
Q
k2Ji1+1;:::;j1K (M ¡ kId)du vecteur ej1+z1 appartient à Vect(ei; i < i1+z1),
c'est à dire de la forme
0BBBBBBBBBBBBBBB@
u1
u2
:::
ui0+z1=0
0::::
:::
0
0
:::
0
1CCCCCCCCCCCCCCCA
.
(nous avons  économisé  l'usage de M-i0)
Par suite (M)(ej0+z1) =
Q
k2fi0g[Jj0+1;:::;z1K[J1;:::;i0¡1K[Ji0+1;:::;j0K (M ¡ kId)(ej0+z1) ne
contient aucun terme en ei0. 
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Dans le cas général d'une matrice fractale M=(Mij)(i,j)2f1;:::t1g2 et d'un zéro permanent dans
le bloc M1k on raisonne de même sur N11=(Mij)(i;j)2f1;:;k¡1g2,N12=(Mik)i2f1;:;k¡1g,N22=Mkk.
Conclusion: (M) a la propriété W'.
Théorème 36.
Soit les matrices fractales A et B et le couple de scalaires (r; s) alors rA11+sB11(rA+ sB)
possède les propriétés W et W' et appartient à WA.
Démonstration.
On applique les propositions 33 et 35 à la matrice M=rA+ sB

6. L'idéal reducteur du couple(A,B).
Dénition 37. Idéal réducteur d'un couple (A,B) de matrices fractales commutantes
Soit un couple (A,B) de matrices fractales commutantes on appellera idéal réducteur du
couple l'idéal I(A,B)=fP (X; Y ) 2C[X; Y ]; P (A; B) possède les propriétésW etW 0g; c'est à dire
l'ensemble des polynomes P(X,Y) tels que P(A,B) 2WC[W ;A;B].
I(A,B) contient les polynômes rA11+sB11(rX+ sY) pour tout couple de scalaires (r,s).
Donc, la dimension d'un supplémentaire de WC[W ;A; B] dans C[W ;A; B] est la dimension
de l'anneau quotient C[X; Y ] / I(A,B), qui est majorée par la dimension de l'anneau quotient
C[X;Y ]/< rA11+sB11(rX+ sY ); (r; s)2C2>
Lemme 38.
Si on désigne par (aq) et (bq) les valeurs propres de A11 et de B11, alors l'idéal <
rA11+sB11(rX + sY ); (r; s) 2 C2> est engendré par les polynômes Qi
¡
X; Y

=P
card(E)=i
Q
q2E (X ¡ aq)
Q
q2f1;:;z1g¡E (Y ¡ bq)

, pour i=0,.,z1
Démonstration. 
Pour chaque couple de scalaires (r,s), rA11+sB11(rX + sY )=
Q
q2f1;:::;z1g (r(X ¡ aq) + s(Y ¡
bq)).
Si on note pour tout i=0,.,z1 Qi
¡
X; Y

=
P
card(E)=i
Q
q2E (X ¡ aq)
Q
q2f1;:;z1g¡E (Y ¡ bq)

,
alors
Q
q2f1;:::;z1g (r(X ¡ aq) + s(Y ¡ bq))=
P
i=0::::z1
risz1¡iQi(X;Y ); si on considère des couples
(rk; sk) tels que les quotients rk/sk sont distincts deux à deux on peut montrer que les Qi(X,Y)
engendrent l'idéal Y =<Q
q2f1;:::;z1g (r(X ¡ aq) + s(Y ¡ bq)); (r; s)2C2>.
Remarque 39.
Les variables X et Y  représentant  les matrices A et B, le Théorème de Cayley-Hamilton
réduit les degrés envisageables pour X et Y de telle sorte que l'appartenance à l'idéal Y est équi-
valente à l'appartenance à sous-espace vectoriel de dimension nie; la dépendance linéaire étant
conservée par passage à la limite.
Proposition 40.
La dimension du quotient C[X; Y ]/<rA11+sB11(rX + sY ); (r; s) 2 C2> est inférieure ou
égale à z1.
Démonstration. Si on désigne par (aq) et (bq) les valeurs propres de A11 et de B11, alors, pour
chaque couple de scalaires (r,s), rA11+sB11(rX + sY )=
Q
q2f1;:::;z1g (r(X ¡ aq) + s(Y ¡ bq));
l'idéal Y =<rA11+sB11(rX + sY ); (r; s)2C2> est zéro-dimensionnel donc la dimension du quo-
tient C[X; Y ]/<rA11+sB11(rX + sY ); (r; s) 2C2> est égale au nombre de points (comptés avec
leur multiplicité) de la variété V(Y) qu'il dénit. [2]
Un point (x,y) appartient à V(Y) si et seulement si 8(r; s) 2C2; 9k 2 f1; :::; z1g; rx+ sy =
rak+ sbk.
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Soit (x,y)2V (Y) alors, en considérant le cas r=0 et s=/0 il existe k tel que y=bk; de même il
existe j tel que x=aj.
Par suite 8(r; s)2C2; 9q 2f1; :::; z1g; r(aj ¡ aq) = s(bq¡ bk)
Comme r et s peuvent prendre une innité de valeurs et que l'ensemble des aq et des bq est
ni il existe q tel que aj¡ aq= bq¡ bk=0; donc V(Y)=f(aq; bq); q=1:::z1g.
Par suite dans le cas où les deux matrices A11 et B11 sont à spectre simple le quotient C[X;
Y ]/<rA11+sB11(rX + sY ); (r; s)2C2> est de dimension z1.
Dans le cas général:
soit deux suites de matrices commutantes à spectres simples, A(m) et B(m), qui tendent vers
les matrices commutantes A11 et B11(Théorème 5, [6]); pour tout m
C[X,Y]/<rA(m)+sB(m)(rX + sY ); (r; s)2C2> est de dimension z1.
D'autre part, le polynôme caractéristique étant une fonction continue de sa matrice, pour
chaque i le polynôme Qi(m)
¡
X; Y

=
P
card(E)=i
Q
q2E (X ¡ aq(m))
Q
q2f1;:;z1g¡E (Y ¡ bq(m))

tend vers Qi
¡
X; Y

=
P
card(E)=i
Q
q2E (X ¡ aq)
Q
q2f1;:;z1g¡E (Y ¡ bq)

; par suite, la remarque
39 entraine que la dimension du quotient C[X,Y]/<rA(m)+sB(m)(rX + sY ); (r; s) 2 C2> est
supérieure ou égale à celle du quotient C[X,Y]/<rA11+sB11(rX + sY ); (r; s)2C2>.
D'où l'inégalité demandée.

D'où
Théorème 41.
dim(C[W ;A;B)6 dim(WC[W ;A;B])+z1
-
Remarque 42.
Ce résultat n'était connu que pour n610 , la diculté en ce qui concerne les dimensions plus
élevées étant liée à des arguments de Géométrie Algébrique. [8]
Paris-Nimes, Juillet 2019, révisé Mars 2020
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