Abstract. The equation ut = ∆u+µ|∇u|, µ ∈ R, is studied in R n and in the periodic case. It is shown that the equation is well-posed in L 1 and possesses regularizing properties. For nonnegative initial data and µ < 0 the solution decays in L 1 (R n ) as t → ∞. In the periodic case it tends uniformly to a limit. A consistent difference scheme is presented and proved to be stable and convergent.
Introduction
In this paper we consider the Cauchy problem for the semilinear parabolic equation u t = ∆u + µ|∇u|, 0 = µ ∈ R, u(x, 0) = u 0 (x), (1.1) in R n as well as in the periodic case. Throughout the paper we denote by ∇u the gradient with respect to the x coordinates.
We treat the questions of existence, uniqueness, regularity and long time decay for initial conditions in L 1 . In the case of R n and very smooth initial condition, say u 0 ∈ C 4 0 (R n ) (i.e. four times continuously differentiable with compact support), the global existence, uniqueness and decay properties for solutions of (1.1), have been proved in [B] as follows. remains bounded as t → ∞. Now let us denote by S(t) the "solution operator" for (1.1), namely, u(·, t) = S(t)u 0 . It is easy to see that the (nonlinear) operator S(t) can be extended continuously to all of L 2 (R n ). Indeed, let u(x, t), v(x, t) be two solutions of (1.1), such that u(x, 0) = u 0 (x), v(x, 0) = v 0 (x). Then, (u − v) t = ∆(u − v) + µ(|∇u| − |∇v|).
Multiplication by u − v and integration over R n yields, for all ε > 0,
from which we get, in view of Gronwall's inequality,
Observe, however, that (1.4) involves an exponential blow-up in L 2 norm, which is clearly not "optimal" for smooth, non-negative functions, since we can combine (1.2) and (1.3) to obtain, for such initial functions, a decay in L 2 norm. The L 1 decay result, as expressed in Theorem 1.2, motivates our interest in the possibility of extending S(t) continuously in L 1 (R n ) and studying its decay properties for general initial data. This problem is also motivated by some discrete analogs [Sh] .
The plan of this paper is as follows. In Section 2, we prove that the operator S(t) can indeed be extended as a continuous mapping from L 1 (R n ) into itself. Furthermore, we obtain some preliminary regularity properties.
In Section 3, we obtain the uniqueness of weak solutions to (1.1) in the class
which, in particular, contains the solutions obtained in Section 2.
In Section 4 we show that the unique solution for (1.1) is indeed a classical solution for t > 0. Furthermore, the solution is in C 2+α,1+α (R n × (Σ, T )) for any 0 < Σ < T < ∞.
Sections 5 and 6 are devoted to the L 1 decay properties of the solutions since t → ∞. In Section 5 we obtain decay under the assumptions
. In Section 6 we construct an example that shows that in general one cannot expect the decay in L 1 (R n ) of the solution. The example consists of a smooth nonnegative solution to (1.1) such that its L 1 (R n ) norm increases to infinity like t n . The example is basically one of an "expanding wave". We mention that Benachour, Roynette and Vallois [BRV] used probabilistic methods to give asymptotic decay rates in the case that u is spherically symmetric (in x). It is also interesting to note that the related equation u t = ∆u+µ|∇u| q +u p , u ≥ 0, µ < 0, p, q > 1, has been studied extensively (see, e.g., [AF] , [So] , [SW] and references there), both in bounded and unbounded domains. Various results concerning existence of global (stationary and nonstationary) solutions, as well as cases where solutions blow up in finite time, have been obtained. However, the case at hand (q = 1 and no power of u) in the whole space is never included.
In Section 7 we consider the Cauchy problem (1.1) on the torus T n , i.e., we treat the case of periodic boundary conditions. We state an existence and uniqueness theorem, the proof of which follows the lines of the one in R n . We then prove that as t → ∞ the solution tends in L ∞ (T n ) to a constant c(u 0 , µ) which is strictly between the essential inf and sup of u 0 . We prove that c(u 0 , µ) → ess inf u 0 (resp. ess sup u 0 ) as µ → −∞ (resp. µ → ∞). Throughout this paper we use p to denote the L p (R n ) norm, and C β,γ for Hölder functions with exponents β, γ with respect to x, t, respectively.
Existence

Theorem 2.1. The operator S(t) can be extended, for every
, has the following regularity properties,
In (2.1), (2.2) we are using the notation C(I, X) to denote continuous functions defined in I ⊆ R and taking values in the Banach space
Proof. Assume first that u 0 , v 0 ∈ C ∞ 0 (R n ) and let u(x, t) = S(t)u 0 , v(x, t) = S(t)v 0 be the corresponding solutions of (1.1). It follows that,
is the heat kernel. Taking the gradient (with respect to x) in (2.3) and subtracting the similar expression for v(x, t) we have, for t > 0,
It is easily seen (by similarity), that
+ to obtain,
Turning back to the difference u − v and using (2. 3) and the definitions of r, B(t), we get from (2.8),
B(s)ds
where 0 ≤ t ≤ T and C = C(T ) is given by (2.7). This estimate (and the density of
, and also the validity of (2.3) for a general u 0 ∈ L 1 (R n ). Finally,
which, combined with the above observations, yields,
This concludes the proof of the theorem.
Remark 2.2. It follows actually from the proof that S(t)u
0 ∈ C(R + , W 1,1 (R n )) for u 0 ∈ L 1 (R n ).
Uniqueness
Theorem 3.1. Let u(x, t) be a distribution solution to the Cauchy problem (1.1), where
be the heat kernel. Then,
Furthermore, it is easy to see, by standard arguments, that the equation
is satisfied in the sense of distributions.
Since v satisfies (3.5) it follows that w ≡ u − v satisfies
By Young's inequality z(·, t) 1 ≤ u 0 1 for any t > 0. Furthermore, z satisfies the heat equation in the sense of distributions in R n × R + , and
This follows from the fact that G * u 0 − u 0 1 ≤ 2 u 0 1 and that for smooth u 0 , G * u 0 → t→0 u 0 pointwise.
It thus follows that Q ≡ 0, e.g., since Q ε ≡ δ ε * Q is smooth and satisfies
there exists a unique solution to the Cauchy problem (1.1) in the class of functions (3.1).
Proof. The existence of such a solution was proved in Theorem 2.1. We need to show its uniqueness. Let u 1 , u 2 be two solutions satisfying the assumptions. By Theorem 3.1,
As in the derivation of (2.5)
e. by (3.6).
Remark 3.3. The uniqueness result ensures that any weak solution satisfying (3.1) is the solution obtained in Theorem 2.1 and thus satisfies the estimates in the proof of that theorem.
Regularity Theorem 4.1. Let u(x, t) be a distribution solution to the Cauchy problem (1.1), where
The proof of the theorem will follow from the following lemmas.
Lemma 4.2. Let u satisfy the conditions of the theorem, then
Proof. We first need some L p (R n ) properties of the heat kernel (3.2). By scaling
Interpolating, using the scaling and the properties of G, we have
Using the scaling again, we obtain that, in fact, for some c > 0,
where
n−2 , and ∇G(·, t) p is integrable on such intervals if p < 1 + 1 n−1 . We will also need an estimate of ∇u(·, t) L 1 (R n ) for ε ≤ t ≤ T where ε > 0 is small and T < ∞. To obtain such an estimate we go back to the proof of Theorem 2.1.
In view of Remark 3.3 the estimate (2.9) is valid for the class of weak solutions considered here.
Plugging this into (2.8) , where now r = u 0 1 and
we get
From the representation (3.3) (and Corollary 3.2) it is clear that for t > ε > 0,
and therefore
(4.6) By Young's inequality, (4.2) and (4.4), it follows that
Young's inequality and (4.3) give also,
Thus, in view of (4.4),
(4.9)
Using (4.7) and (4.9) in (4.6) we obtain
We may now repeat the procedure, with ε replaced by 2ε in (4.5) and (4.6). Then we have
It is clear now how this process is continued n times. As above we get
Lemma 4.3. If u satisfies the conditions of the theorem, then for any 0 < ε < T < ∞ and 0 < α < 1,
Proof. Fix 0 < ε < T . For ε < t < T and η i = (0, . . . , ∆x i , 0).
(4.17)
We can write, for 0 < α < 1,
(4.18)
Inserting (4.16) and (4.18) in (4.15) we get, for 2ε < t < T ,
Thus it follows that ∇u(x, t) is Hölder continuous with any exponent α < 1 in x in any strip (ε, T ) × R n , 0 < ε < T < ∞. Next we prove that ∇u(x, t) is Hölder continuous in t. By (3.3)
∇G(x − y, ∆t − s)|∇u(y, t + ∆t − s)|dyds.
The second term on the right can be estimated by
To estimate the first term we use
for any 0 < α < 1 (where C = C(α, ε, T )), so
where C depends on ∇u L ∞ ((ε,T )×R n ) . Thus, we conclude that
for any 0 < α < 1 and any 0 < ε < T < ∞.
Theorem 4.1 now follows from the next theorem, the proof of which can be found in Friedman [F] (Theorem 10, p. 72). 
Furthermore,
Proof. It is clear that u(·, ε) ∞ < ∞, since we know that u(·, ε 2 ) 1 < ∞ and that ∇u(·, ε) ∞ < ∞. Theorem 4.1 implies that u is a classical solution and thus the maximum principle may be applied to obtain (4.19) (see [B] ).
We now wish to show that (2.10) there exists a subsequence {k j } ∞ j=1 such that ∇v (kj ) 0 (x) → ∇v 0 (x) and ∇v (kj) (x, t) → ∇v(x, t) a.e. in x for each t > 0. The maximum principle stated in Theorem 1.1 is valid for all ∂ ∂xi ∇v (kj ) and thus the conclusion follows.
Let v(x, t) be the solution to (1.1) with initial conditions v 0 (x) = u(x, ε). By the semigroup property, implied by uniqueness, v(x, t) = u(x, t + ε), and thus it is enough to show that
v xi L ∞ (R n ×R+) ≤ v xi (·, 0) ∞ . Let {v (k) 0 } ∞ k=1 ⊆ C ∞ 0 (R n ) such that v (k) 0 → v 0 in L 1 (R n ) and ∂ ∂xi v (k) 0 ∞ ≤ (1 + 1 k ) ∂ ∂xi v 0 ∞ . According to
Decay for Large Time
Theorem 5.1. Let µ < 0 and 0 ≤ u 0 ∈ L 1 (R n ). Then, for every t ≥ 0, u(x, t) = S(t)u 0 ≥ 0 and, R n u(x, t)dx decreases to zero as t → +∞.
Furthermore, with
µ < 0, let v 0 ∈ L 1 (R n ) be
not necessarily positive, and let v(x, t) = S(t)v 0 . Then
(We are using the notation φ + = max(φ(x), 0).)
Proof. Let 0 ≤ u 0 ∈ L 1 (R n ) and µ < 0. Using the maximum principle for (1.1) (Theorem 1.1) as well as the convergence argument in the proof of Corollary 4.5, we see that S(t)u 0 ≥ 0 for all t ≥ 0. Integrating (2.3) with respect to x and letting t → +∞ we get,
Let ε > 0. It follows from (5.2) that there exists a sequence 0 < t 1 < t 2 
Applying the Sobolev inequality [GT] we get, with some constant C = C(n),
(we are assuming n > 1. The case n = 1 is simpler). Invoking Hölder's inequality leads to 
Taking the positive part in (2.3) and noting that |∇φ
As in the first part of the proof we conclude that
L 1 Growth
In this section we show that in contrast to the result of Theorem 5.1, if u ≥ 0 and µ > 0 (which is equivalent by the change u → −u to u ≤ 0, µ < 0), u(·, t) 1 can grow to infinity as t → ∞. The idea is that for some u 0 (x), suitably concentrated around x = 0, the solution u(x, t) represents an expanding profile. 
Proof (of the lemma). We have
from which it follows that w − u cannot attain a maximum for t > 0. To see this pick any β > 0. Then,
Suppose w − u − βt has a maximum at a point (x 0 , t 0 ), then the left hand side is nonnegative while ∆(w − u − βt)(x 0 , t 0 ) ≤ 0, ∇(w − u − βt) = 0 ⇒ |∇(w − βt)| − |∇u| = 0, so the right hand side is negative, which is a contradiction. Observe
. Letting β → 0 we obtain the right hand side of (6.2). A similar argument can be applied to prove the other part of (6.2).
Proof of Theorem 6.1. We shall first prove the theorem for the one dimensional case n = 1. Let w(x, t) = 
G(y, t + 1)dy = G(·, t + 1) * H (where H is the
Heaviside function and * denotes convolution), so that
x , and since z + is monotone decreasing in x for fixed t, z
, and v a decays to zero as x → ±∞ uniformly on bounded time intervals. Now
Indeed, 
It is clear from the definition of v a that R(ε, t) grows like t − √ t, thus u a (x, t) > 1−2ε on a set of size proportional to t− √ t, hence u a (·, t) 1 ≥ c·t, which completes the proof for the one dimensional case.
For radially symmetric functions u = u(|x|, t), Eq. (6.1) reads,
and denote Lu = u rr + |u r |. Then for r < 2, LP a = 0 so,
For r > 2,
For r ≤ 1 we have v a (r, t) = P a (r, t), hence, (6.5) and for r ≥ 1,
As before, we would like to find an integrable bound α(t) for the right hand side of (6.8), and show that ∞ 0 α(s)ds can be made arbitrarily small if a is chosen sufficiently large. Now, in terms of the one-dimensional heat kernel G,
It is not hard to see that 1
so that for r ≥ 1,
4 . (6.10) It follows from (6.8) that the right hand side of (6.7) can be bounded by
Let u a (x, t) be the solution to (6.1) with
An application of Lemma 6.2 to u a (x, t), v a (|x|, t) yields the required result in the same way as in the one dimensional case.
Periodic Initial Conditions
Let T n denote the n-dimensional torus R n /Z n . We would like to study the Cauchy problem (1.1) on T n . It is evident from the fact that
is the heat kernel in R n , that
is the heat kernel on T n .
It is not hard to verify that Theorem 1 in [B] , as well as Theorems 1.1, 3.1, 4.1 and Corollary 4.5 of this paper, carry over to this case. This is achieved by replacing the heat kernel G and integrations over R n by the heat kernel H and integrations over T n . Thus the following theorem is obtained.
Theorem 7.1. For u 0 ∈ L 1 (T n ) the Cauchy problem (1.1) on T n has a unique solution u on T n × R + , having the following properties.
Furthermore, this unique solution satisfies,
In particular, u is a classical solution to (1.1) for t > 0.
It follows from the strict maximum principle [PW] and the compactness of
let u(x, t) be the unique solution to the Cauchy problem (1.1). Then there exists a constant ess
Before we prove the theorem we recall the following theorem (see [GT] , Theorem 7.17). 
Theorem. Let
u ∈ W 1,p 0 (Ω), p > n. Then u ∈ C γ (Ω),
u(x, t).
We have by (7.7), ∇u(·, t) 1 ≥ ū µ (t) − u µ (t) /c · α Proof. The function w = u − v + εt, ε > 0, satisfies the equation w t = ∆w + µ 2 (|∇u| − |∇v|) + (µ 1 − µ 2 )|∇u| + ε. (7.14)
We claim that w cannot attain a minimum for t > 0, since at such a point (x, t), w t ≤ 0, ∆w ≥ 0, ∇w = ∇u − ∇v = 0, contradicting (7.14). Thus (u − v)(x, t) + εt ≥ min(u 0 − v 0 ) ≥ 0 for any ε > 0. Proof of Theorem 7.3. We will prove the theorem for µ → −∞ (the proof for µ → ∞ is obtained by changing u to −u). Let µ < −1, so that by Corollary 7.5 u µ (x, ε) ≤ u −1 (x, ε) for ε > 0. Letũ µ (x, t) be a solution to (1.1) with initial condition u −1 (x, ε) at t = ε. Thus the above lemma givesũ µ (x, t) ≥ u µ (x, t), t ≥ ε.
for all µ ≤ −1. In view of (7.10), and we are done.
