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Abstract
Microbes usually live in large communities, where they interact with other organ-
isms and species. These interactions include cooperation, when individuals fa-
cilitate each others growth and reproduction. Such cooperation has been for in-
stance observed within pathogens in the process of infection. Therefore, given the
number and the frequency of infectious diseases, understanding the nature and
the dynamics of microbial cooperation may be a crucial step in modern medicine.
Microbes often secrete costly enzymes which extracellularly metabolise re-
sources available in the environment. This external metabolism is a form of ’pub-
lic good cooperation’, in which individuals invest their energy in producing ’pub-
lic goods’, available to other organisms. To study this phenomenon we deploy
mathematical models which are based on biologically relevant assumptions. Our
models not only aim to capture the dynamics of studied microbial communities,
but also to remove the natural complexity arising in the empirical studies and thus
to provide a mechanistic understanding of their results.
We first recover and explain the recent empirical finding, about mixed strain in-
fections, showing that an addition of a low virulent strain which does not produce
public goods (termed ’cheat’) may counter-intuitively enhance the total population
virulence. What drives this result turns out to be an interaction of two different
cooperative traits and the presence of spatial structure. Next we study the com-
petition between the strains that do and do not produce public goods. Our results
depend on environmental conditions, such as resource concentration and popu-
lation density, but they are also determined by the degree of spatial structure - the
ecological trait which so far has been treated only as a binary variable. Finally,
we identify some environmental threats for the external metabolism feeding strat-
egy, and we examine its competitiveness in comparison to ’internal metabolism’,
in which the costly enzymes are private.
7
8
Contents
1 General Introduction 25
1.1 Types of social interactions . . . . . . . . . . . . . . . . . . . . . . 25
1.2 Mechanisms that promote cooperation in nature . . . . . . . . . . 27
1.2.1 Kin Selection . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.2.2 Direct and Indirect Reciprocity . . . . . . . . . . . . . . . . 28
1.2.3 Spatial Structure . . . . . . . . . . . . . . . . . . . . . . . . 28
1.3 Microbial Cooperation . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.4 The public good system of Saccharomyces cerevisiae . . . . . . . 30
2 Methods 37
2.1 Model assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2 Types of microbial cultures . . . . . . . . . . . . . . . . . . . . . . 41
2.2.1 Continuous culture . . . . . . . . . . . . . . . . . . . . . . . 41
2.2.2 Batch culture . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.2.3 Serial transfer . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3 Equilibria dynamics and bifurcation diagrams . . . . . . . . . . . . 44
2.4 Relative fitness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 Harbouring low virulence cheats within a pathogen population in-
creases both fitness and virulence 51
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2 Mathematical model . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.1 Microbial growth . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.2 Initial distribution of strains. . . . . . . . . . . . . . . . . . . 56
3.2.3 The system dynamics . . . . . . . . . . . . . . . . . . . . . 59
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.3.1 The interplay of spatial structure and two cooperative traits 63
9
3.3.2 Competition time . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.3 Viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.3.4 Multiple nutrients uptake . . . . . . . . . . . . . . . . . . . . 71
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.5 Supplementary Material . . . . . . . . . . . . . . . . . . . . . . . . 76
4 Quantitatively Defined Spatial Structure Explains the Relationships
between Population Density and Cooperation 81
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.2 Mathematical model . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2.1 The Cooperative System . . . . . . . . . . . . . . . . . . . 84
4.2.2 Quantifying a degree of spatial structure . . . . . . . . . . . 88
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.3.1 The impact of spatial structure on the outcome of competition 94
4.3.2 The effects of population density in the maintenance of co-
operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.5 Supplementary Material . . . . . . . . . . . . . . . . . . . . . . . . 109
4.5.1 Supplementary figures . . . . . . . . . . . . . . . . . . . . . 109
4.5.2 Parameter values . . . . . . . . . . . . . . . . . . . . . . . . 109
4.5.3 Spatial Structure Measure DSS in 2D . . . . . . . . . . . . 111
4.5.4 The full model . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.5.5 Main model, with no metabolic rate-efficiency trade-off . . . 119
5 Bistability in a Chemostat 125
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.2 Mathematical model . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.2.1 Microbial growth . . . . . . . . . . . . . . . . . . . . . . . . 128
5.2.2 The system dynamics . . . . . . . . . . . . . . . . . . . . . 129
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.3.1 Bistability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.3.2 The range of bistability depending on metabolic parameters 135
5.3.3 Direct sucrose uptake . . . . . . . . . . . . . . . . . . . . . 137
5.3.4 Model with rate-efficiency trade-off . . . . . . . . . . . . . . 139
5.4 Experimental verification . . . . . . . . . . . . . . . . . . . . . . . . 143
10
5.4.1 Optical density to number of colonies calibration . . . . . . 143
5.4.2 Chemostat design . . . . . . . . . . . . . . . . . . . . . . . 146
5.4.3 Future experimental protocol . . . . . . . . . . . . . . . . . 148
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.6 Supplementary Material . . . . . . . . . . . . . . . . . . . . . . . . 153
5.6.1 Parameter values . . . . . . . . . . . . . . . . . . . . . . . . 153
5.6.2 Analytical calculation of the branch point ’BP’ . . . . . . . . 153
5.6.3 Supplementary figures . . . . . . . . . . . . . . . . . . . . . 154
6 Cooperation in larger microbial communities 159
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
6.2 Mathematical model . . . . . . . . . . . . . . . . . . . . . . . . . . 164
6.2.1 The system dynamics . . . . . . . . . . . . . . . . . . . . . 166
6.3 Results: competition between external and internal metabolisers . 167
6.3.1 Destabilisation through resource depletion . . . . . . . . . . 167
6.3.2 Explanation of the change in stability depending on the re-
source concentration . . . . . . . . . . . . . . . . . . . . . . 170
6.3.3 The interplay between resource concentration and popula-
tion density . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.4 Results: Introduction of a cheat within the invertase producers . . 175
6.4.1 Competition at high initial sucrose concentration . . . . . . 175
6.4.2 Competition at low initial sucrose concentration . . . . . . . 177
6.5 Results: competition in the three strain community . . . . . . . . . 179
6.5.1 Competition at high initial sucrose conentration . . . . . . . 179
6.5.2 Competition at low initial sucrose concentration . . . . . . . 182
6.5.3 Cheats maintain the diversity . . . . . . . . . . . . . . . . . 184
6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.7 Supplementary Material . . . . . . . . . . . . . . . . . . . . . . . . 190
6.7.1 Supplementary figures . . . . . . . . . . . . . . . . . . . . . 190
6.7.2 Parameter values . . . . . . . . . . . . . . . . . . . . . . . . 195
7 Evolution of internal and external metabolism 199
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
7.2 Mathematical model . . . . . . . . . . . . . . . . . . . . . . . . . . 202
7.2.1 Microbial growth . . . . . . . . . . . . . . . . . . . . . . . . 203
11
7.2.2 The system dynamics . . . . . . . . . . . . . . . . . . . . . 207
7.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
7.3.1 Linear hexose-sucrose uptake trade-off. . . . . . . . . . . . 208
7.3.2 Simplified models . . . . . . . . . . . . . . . . . . . . . . . 223
7.3.3 Other shapes of the hexose-sucrose uptake trade-off . . . . 227
7.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
7.5 Supplementary Material . . . . . . . . . . . . . . . . . . . . . . . . 235
7.5.1 Dependence on the mutation rate  . . . . . . . . . . . . . . 235
7.5.2 Dependence on the inflowing resource concentration S 0. . 236
7.5.3 Methods and Parameter values . . . . . . . . . . . . . . . . 236
8 General Discussion 241
12
List of Figures
1-1 Hamiltonian classification of social interactions between a pair
of individuals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1-2 A schematic representation of the public good system of S.
cerevisiae. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2-1 A schema of the chemostat setting. . . . . . . . . . . . . . . . . 42
2-2 Example of a bifurcation diagram. . . . . . . . . . . . . . . . . . 45
2-3 Examples of relative fitness. . . . . . . . . . . . . . . . . . . . . 47
3-1 Uptake rates of sucrose and hexose. . . . . . . . . . . . . . . . 56
3-2 An example of initial spatial distribution of producers and non-
producers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3-3 Final population size after exhaustion of resources, in the spa-
tially structured environment and in presence of rate-efficiency
trade-off. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3-4 Final population size after exhaustion of resources, in the ab-
sence of rate-efficiency trade-off, or in homogeneous environ-
ment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3-5 Population growth in a mixture of producers and non-producers,
and in a pure producer culture. . . . . . . . . . . . . . . . . . . . 65
3-6 The expected outcome of the experiment, depending on the
competition time. . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3-7 Average hexose uptake rate (over all spatial locations), as a
function of time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3-8 Frequency of producers, which maximizes the final population
size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3-9 Final population size after exhaustion of resources, depend-
ing on the media viscosity. . . . . . . . . . . . . . . . . . . . . . 70
13
3-10 Scenario with no sucrose uptake. . . . . . . . . . . . . . . . . . 72
3-11 Efficiency of hexose utilisation as a function of hexose uptake. 77
3-12 Final population size, after exhaustion of resources, in differ-
ent scenarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4-1 An example of possible values DSS can take in a three patch
environment where one patch contains invertase producers
while the other two contain non-producers (n = 3,p = 1,q = 2). 91
4-2 The importance of adopting a quantitative approach to spatial
structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4-3 The effect of population density on cooperation as a function
of the spatial structure and the resource concentration . . . . 99
4-4 Average hexose uptake rates (over all spatial locations) of pro-
ducers and non-producers. . . . . . . . . . . . . . . . . . . . . . 100
4-5 Relative fitness of producers as a function of resource con-
centration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4-6 Various ways of distributing two subpopulations. . . . . . . . 109
4-7 Efficiency of hexose utilisation as a function of hexose uptake
rate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4-8 Two different ways of distributing two subpopulations. . . . 111
4-9 Shapes of the functions considered in the Full model. . . . . . 115
4-10 Full model. The effect of population density on cooperation as
a function of the spatial structure and the resource concentra-
tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4-11 Full model. The relative fitness of producers as a function of
resource concentration. . . . . . . . . . . . . . . . . . . . . . . . 118
4-12 Main model with no trade-off. The relative fitness of producers
as a function of resource concentration. . . . . . . . . . . . . . 120
5-1 The bistability in S. cerevisiae grown on sucrose in a chemostat.132
5-2 Steady states in S. cerevisiae grown in a chemostat supplied
with hexose only. . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5-3 Critical shift after a perturbation in the dilution rate. . . . . . . 134
5-4 Two parameter diagrams showing the range of dilution rates
D resulting in bistability. . . . . . . . . . . . . . . . . . . . . . . . 136
14
5-5 Behaviour of the system in the presence of direct sucrose up-
take. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5-6 Behaviour of the system with the rate-efficiency trade-off as-
sumption. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5-7 Trajectories converging to various stable equilibria. . . . . . . 141
5-8 Critical shift after an increase in the dilution rate. . . . . . . . 142
5-9 Calibration of optical density measurement. . . . . . . . . . . . 145
5-10 Picture of our chemostat. . . . . . . . . . . . . . . . . . . . . . . 147
5-11 Schema of the chemostat vessel. . . . . . . . . . . . . . . . . . 147
5-12 Shape of the metabolic rate-efficiency trade-off in the model
with rate efficiency trade-off (5.3.3)-(5.3.5). . . . . . . . . . . . . 154
5-13 Behaviour of the system with rate-efficiency trade-off and no
sucrose uptake. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6-1 A schematic representation of the three strains of S. cere-
visiae we consider. . . . . . . . . . . . . . . . . . . . . . . . . . . 162
6-2 Relative fitness of external metabolisers to internal metabolis-
ers at high and low initial sucrose concentration. . . . . . . . 169
6-3 Relative fitness of external metabolisers to cheats/perfect in-
ternal metabolisers. . . . . . . . . . . . . . . . . . . . . . . . . . 171
6-4 Relative fitness of external metabolisers to internal metabolis-
ers at high initial sucrose concentration and at high and low
population densities. . . . . . . . . . . . . . . . . . . . . . . . . . 174
6-5 Relative fitness of external metabolisers to internal metabolis-
ers at high initial sucrose concentration and in the absence
and presence of cheats. . . . . . . . . . . . . . . . . . . . . . . . 176
6-6 Relative fitness of external metabolisers to internal metabolis-
ers at low initial sucrose concentration and in the absence and
presence of cheats. . . . . . . . . . . . . . . . . . . . . . . . . . . 178
6-7 Competition at high initial sucrose concentration. Changes
in frequencies of the strains in the absence and presence of
cheats. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
15
6-8 Competition at low initial sucrose concentration. Changes
in frequencies of the strains in the absence and presence of
cheats. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
6-9 Hexose uptake rates for external and internal metabolisers. . . 190
6-10 Experimental data obtained by Richard Lindsay. . . . . . . . . 190
6-11 Changes in frequencies within the invertase producers. . . . . 191
6-12 Allee Effect for the homogeneous population of external metabolis-
ers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
6-13 Uptake rates of hexose and sucrose for the internal metaboliser.192
6-14 Relative fitness of external metabolisers to internal metabolis-
ers, depending on the initial total density of the population. . 193
6-15 Relative fitness of external metabolisers to internal metabolis-
ers in the absence and presence of the new competitor uptak-
ing sucrose. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
7-1 Positive steady states of a population under mutation-selection
balance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
7-2 The system behaviour depending on the initial total popula-
tion density. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
7-3 The system behaviour depending on the initial population den-
sity distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
7-4 Critical shift after a perturbation in the population density of
external metabolisers. . . . . . . . . . . . . . . . . . . . . . . . . 217
7-5 Critical shifts after perturbations in the dilution rate. . . . . . . 219
7-6 The dominant phenotype in the population under mutation-
selection balance depending on the chemostat dilution rate
D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
7-7 Biological diversity depending on the dilution rate D. . . . . . 222
7-8 Positive steady states in the mutation-selection model with
only three phenotypes (N = 3). . . . . . . . . . . . . . . . . . . . 225
7-9 The dominant phenotype in the population under mutation-
selection balance depending on the chemostat dilution rate
D, model with only three phenotypes (N = 3). . . . . . . . . . . 225
16
7-10 Positive steady states in the simplified system with no muta-
tions (N = 2,  = 0). . . . . . . . . . . . . . . . . . . . . . . . . . . 226
7-11 Considered shapes of the hexose-sucrose uptake trade-off. . 228
7-12 Positive steady states of a population under mutation-selection
balance, for various shapes of trade-off. . . . . . . . . . . . . . 229
7-13 The dominant phenotype in the population under mutation-
selection balance depending on the chemostat dilution rate
D, for various shapes of trade-off. . . . . . . . . . . . . . . . . . 230
7-14 Positive steady states of a population under mutation-selection
balance, for various mutation rates . . . . . . . . . . . . . . . . 235
7-15 Positive steady states of a population under mutation-selection
balance, for various resource concentrations S 0. . . . . . . . . 236
17
18
List of Tables
3.1 Parameters values for the mathematical model (3.2.4)-(3.2.7). . . . 76
4.1 Parameters values for the mathematical model (4.2.1)-(4.2.4). . . . 110
4.2 Varying Parameters values for the mathematical model (4.2.1)-(4.2.4).110
4.3 Aditional parameters values for the full mathematical model (S4.5.3)-
(S4.5.7). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.1 Parameters values for the mathematical model (5.2.1)-(5.2.3). . . . 153
6.1 Parameters values for the mathematical model (6.2.1)-(6.2.5) . . . 196
7.1 Parameters values for the mathematical model (7.2.1)-(7.2.4). . . . 237
19
20
Acknowledgements
I would like to thank my supervisor Ivana Gudelj for all of her guidance and pa-
tience, and for showing me how to turn mathematical tools into something incred-
ibly useful. I also express my gratitude to my second supervisor, Robert Beard-
more, for his numerous comments and help on mathematical modelling. Thanks
to my colleagues - Lisa Butt for supervising me in the laboratory and showing
the beauty of the experimental world. Thanks to Richard Lindsay for the fruitful
collaboration: experimental data, insightful discussions, and for his patience to
explain all the magic of the experimental side of our work.
I am grateful to the people from my team, for theoretical discussions and sup-
port, in particular to Carlos Reding-Roman, Michael Sieber, Peter Rashkov, and
Mark Hewlett who has given me a lot of good advice and comments on my work.
I would also like to thank Jessica Plucain and Fabio Gori for giving me a piece of
home when I first arrived to Exeter, and for making my life here somewhat more
cheerful. Jess, thanks for having said ’I have no doubts you will succeed with
your PhD’. I used to recall that whenever I had any doubts myself.
A huge thanks to Cyrielle Tonneau, for being my most engaged proof reader,
for her really helpful comments on the visual side of my work (and teaching me
all the PowerPoint tricks...), but above all, for being a close friend, whom I could
always consult with any problems. Thank you Cyrielle for bringing so much joy to
the office and to my life.
Special thanks to Damian, for all of his love and support, and for being always,
always, always on my side. The most special thanks to my parents: to my mother
who has always been there for me, no matter what, and to my father, who has
shown me what it means to be a good scientist. Dad, it is you who awoke my
curiosity about the world, and who has been always asking me the right questions.
Thank you for having always kept that spark of curiosity alive.
21
22
23
24
Chapter 1
General Introduction
Cooperation between single cells is the first step to the evolution of multicellularity
[1], the process that led to appearance of complex organisms on Earth. Although
this phenomenon is ubiquitous in nature, it is not yet fully understood, and the
current studies keep bringing new insights into the field of microbial cooperation.
In this Chapter we introduce the definition of different kinds of social interactions,
in particular of cooperation. Then we briefly discuss some of the mechanisms
known to promote cooperation in nature. Finally, we introduce the cooperative
system studied in this thesis, namely the public good system of Saccharomyces
cerevisiae.
1.1 Types of social interactions
Social behaviour can be defined as a behaviour which is exhibited by one indi-
vidual (the actor), and which affects one or more other individuals (the recipients
of that behaviour). Depending on the consequences of a social behaviour on its
actors and recipients, it can be classified into four main types: mutual benefit,
altruism, selfishness, and spite [2, 3], as shown in Fig. 1-1.
In particular, if an individual acts in order to decrease another’s fitness, its be-
haviour may be termed either ’selfishness’, if the actor of that behaviour increases
its own fitness, or ’spite’, if the behaviour implies some fitness costs for its actor.
On the other hand, if an individual acts towards increasing another’s fitness, its
behaviour is termed ’mutual benefit’ if it also increases its own fitness, or ’altruism’
if it decreases its own fitness. Both of these cases are termed ’cooperation’ [4].
Importantly, the consequence of a given behaviour for the fitness of its actor
25
Figure 1-1: Hamiltonian classification of social interactions between a pair of indi-
viduals.
may depend on the ’reaction’ of the recipient of that behaviour. An example of
such a scenario is represented by the ’Prisoner’s Dilemma’, often described with
the following scenario. Two prisoners have been accused for committing a crime.
Since the police has not enough evidence to convict them, both prisoners are
asked if the other one has committed the crime. Each of the prisoners can either
choose to cooperate with the other by remaining silent, or to betray by admitting
the other one did commit the crime. The sentence depends on the confessions
of both prisoners and it is: punishment for both if both of them betray, a mild pun-
ishment for both if both remain silent, and if one of them betrays while the other
remains silent, the one who betrays avoids the punishment, and the one who re-
mains silent is severely punished. Thus both of the prisoners have an incentive
to betray. This scenario shows that when one individual exhibits cooperative be-
haviour towards the other, it may either gain (’mutual benefit’) or lose (’altruism’)
fitness, depending on the behaviour of the other individual.
In this thesis, by cooperation, we mean behaviour which brings some risk of
a decrease in actor’s fitness. Instead the cases of mutual benefit, which bring
profits to the actors, regardless the effect on the recipients, have been proposed
to be excluded from the definition of cooperation [5], and they are not considered
in this thesis.
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1.2 Mechanisms that promote cooperation in na-
ture
According to the Darwinian theory of evolution, natural selection favours individ-
uals with the highest reproductive success. Nonetheless, frequently in nature,
individuals sacrifice a part of their own success in order to help the others.
Probably the most famous case of such behaviour is the example of honey
bees brought by Darwin himself, who describes it as:
"... special difficulty, which at first appeared to me insuperable, and actually fatal to my whole
theory. I allude to the neuters or sterile females in insect-communities: for these neuters often
differ widely in instinct and in structure from both the males and fertile females, and yet, from being
sterile, they cannot propagate their kind." [6]
The honey bees provide an extreme example of altruism: the majority of indi-
viduals in a population sacrifice their entire reproduction, in order to increase the
reproductive success of just one individual, the queen bee.
Apart from insects, cooperative behaviour is widely observed within fishes,
birds and mammals, as summarised in [7], and above all, in humans, who have
developed the most complex cooperative structure on Earth : civilisation.
Why is cooperation so frequent in nature, if it clearly contradicts the classical
Darwinian theory? Here we briefly describe a number of mechanisms that have
been proposed to explain that phenomenon.
1.2.1 Kin Selection
The theory that successfully explained the cooperation in honey bees is the Kin
Selection Theory [2]. It states that genes responsible for cooperative behaviour
will be favoured by natural selection, if the actors and recipients of that behaviour
are genetically related. Intuitively speaking, your kins are likely to share a big part
of your genes, therefore by helping them, you increase the chances of your own
genes to be promoted by natural selection. This effect is especially pronounced
in haplodiploid honey bees, where the bee workers are more related to their full
sisters (on average they share 75% of their genes), than they would be to their
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potential offspring (on average they would share only 50% of their genes).
1.2.2 Direct and Indirect Reciprocity
How can cooperation be maintained between non-kins, for example within large
human populations? If cooperation takes a form of a single act, there may be no
good reason to risk your own fitness in order to increase the fitness of someone
else. But what if you interact with the same person a number of times? If you
help someone, that person may help you in future. This intuitive strategy is at the
core of ’direct reciprocity’, one of the mechanisms proposed to favour cooperation
[8]. This concept has been tested in the scenario of iteratively played Prisoner’s
Dilemma, in which two players meet a number of times, and each time, they can
decide to either cooperate or to defect. Various long-term strategies for such a
game, have been proposed as ’optimal’, for example ’tit for tat’ [9], according to
which a player repeats the previous decision of the other player, or ’generous tit
for tat’ [10], according to which a player adopts the ’tit for tat’ strategy, but it may
randomly choose to cooperate instead of defect. It turns out that in such a case,
the cooperative acts can be observed in long term.
An extension of the concept of ’direct reciprocity’, is the ’indirect reciprocity’
[11], which explains why cooperation is maintained in large populations, in which
the chances of interacting twice with the same individual are low, or in which
the interactions are asymmetric. This is often the case within humans, where one
individual may help someone, who is not in position for a direct reciprocation. The
idea of indirect reciprocity is that those who often help have ’a good reputation’
and are more likely to get help in the future from other individuals in the population
[11].
1.2.3 Spatial Structure
There is yet another mechanism that may favour cooperation even in the lack of
genetic relatedness and reciprocity. If you exhibit a cooperative behaviour towards
a randomly met individual, there is a risk of not getting any help back. However,
if the interactions take place only locally within predefined groups or networks
of individuals which behave in a similar way, this risk is minimised. That idea
has been studied within graph theory [12], group theory [13] and mathematical
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modelling [14, 15], and it gives the same results regardless of the framework: as
long as the cooperators are most likely to meet other cooperators, their behaviour
may pay off and be maintained in nature.
1.3 Microbial Cooperation
Although cooperation is often discussed in the context of conscious decisions, as
in case of humans, it is also widely observed in simpler organisms, in particular in
microbes (see recent reviews: [16–18]). Studying microbial systems unravels that
cooperation is a universal behaviour, and it may be driven by fundamental biolog-
ical mechanisms, rather than the complexity of the human brain. The microbial
world provides a unique opportunity to identify these mechanisms in simplified
systems, which can be fully controlled in experimental setups. Not only can they
be studied in entirely isolated laboratory cultures, but also, due to their short gen-
eration times, their evolution can be manipulated and observed in the timescale
of laboratory experiments [19–22].
Apart from obtaining a better understanding of cooperation in general, study-
ing microbial systems is also important in the light of modern medicine. In par-
ticular, cooperative behaviour is often observed within pathogens while infecting
their hosts, for example within nutrient acquisition [23], quorum sensing [24, 25],
or host cell lysis [26]. Therefore getting a deeper insight into the dynamics of
cooperative systems within pathogens may significantly increase our chances to
design successful antimicrobial therapies.
Although this thesis and other studies on microbial cooperation tend to use the
terminology describing human interactions (for instance ’cooperator’ or ’cheat’)
which may suggest that the studied organisms make conscious choices while
interacting with others, we highlight that the ’choices’ of microbial strategies are
not conscious and they can be only understood in the sense of evolution, rather
than on the individual level.
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1.4 The public good system of Saccharomyces cere-
visiae
Microbial public good systems are those in which individuals secrete some costly
substances beneficial not only for themselves, but also for other organisms in
their environment. This is a form of cooperation, because individuals invest their
own energy in increasing the fitness of other organisms. Well studied examples
of such systems include Pseudomonas aeruginosa, where individuals secrete
extracellular iron-scavenging molecules, siderophores [27–29] or the system of
Vibrio cholerae [26, 30, 31], in which the digestion of the primary food source,
chitin, is mediated through costly extracellular enzymes.
In this thesis we study the public good system of Saccharomyces cerevisiae
[1, 14, 32–34]. A schematic diagram representing this system is shown in Fig. 1-
2. S. cerevisiae is a unicellular, eukaryotic organism commonly known as ’baker’s
yeast’, which belongs to the Fungi kingdom. It is widely used in industry, espe-
cially in fermentation, where it plays the crucial role in converting sugars into
ethanol.
The preferential carbon source of S. cerevisiae is glucose, however, when the
available glucose is scarce, the yeast is also able to metabolise more complex
facultative sugars, in particular: the abundant in nature disacharide, sucrose.
Although some S. cerevisiae strains are able to uptake sucrose directly, through
the active H+ sucrose symport mediated by two possible pathways: an α-glucoside
symport encoded by the gene AGT1, and maltose symport encoded by MALxT
[35], the main and most effective way of metabolising sucrose is its extracellular
hydrolysis. This process is catalysed by an enzyme, invertase encoded by the
gene SUC2 .
The wild type strain of S. cerevisiae produces invertase and secretes it to the
periplasm where the enzyme breaks down sucrose available in the environment
into simple sugars, namely glucose and fructose. A part of these monosacharides
is transported into the invertase producer cells, but the majority diffuses away,
where it becomes available to all the other organisms in the environment [33].
Even though invertase production enhances the yeast’s growth, it also im-
poses energetic costs to the organisms that secrete it. This is why the invertase
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Figure 1-2: A schematic representation of the public good system of S. cerevisiae.
Some individuals (termed ’producers’) secrete an enzyme, invertase, which breaks down
molecules of sucrose into simple sugars, namely glucose and fructose. Since that pro-
cess takes place outside the invertase producer cells, it may benefit other organisms
in the environment, in particular those who do not produce any invertase (termed ’non-
producers’).
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and the simple sugars appearing in the environment thanks to its activity, are con-
sidered to be ’public goods’ shared within all the population, but costly to produce.
Although the wild type strain of S. cerevisiae expresses the gene SUC2 and
produces invertase, there are also strains that do not carry it [32]. Those strains,
termed ∆suc2 mutants, do not produce the costly invertase, but they are still able
to uptake the simple sugars broken down in the environment [32].
Throughout the thesis, we term the individuals expressing the SUC2 gene,
’producers’ or ’cooperators’, and those not expressing SUC2 gene, ’non-producers’
or ’cheats’. Moreover, the feeding strategy of producers will be termed ’external
metabolism’, because its first step, sucrose hydrolysis is performed extracellularly.
Although our study is motivated by the public good system of S. cerevisiae,
we also apply our models to the system of a plant pathogen Magnaporthe oryzae.
This system has been recently engineered in [36], and similarly as the system of
S. cerevisiae, it is composed of invertase producers and of a strain that fails to
produce invertase (termed ∆inv1 mutant).
What happens if a fraction of cheats is introduced to the population of co-
operators? How can a population of cooperators survive an invasion of cheats
who do not pay any cost of invertase production, but reap the rewards? What
are the advantages and disadvantages of external metabolism? Is this cooper-
ative form of digestion competitive in comparison to the ’selfish metabolism’ in
which none of the steps of digestion is shared with the other cells? This thesis
will attempt to answer these questions taking into account various environmental
conditions facing microbes, for instance population density, spatial structure or
resource abundance.
Despite many existing theoretical frameworks to study cooperation (such as
kin selection [2] or game theory [12]), in this thesis we choose to deploy tools
based on dynamical systems. To model the considered biological interactions,
we use a bottom-up approach, building our models and results on a set of bio-
logically relevant assumptions and parameters. In contrary to the game theory or
kin selection models, here we do not presume any specific fitness effects of the
studied evolutionary strategies. Instead, we let these effects arise from our ba-
sic assumptions. Notably, thanks to our dynamical approach, we can follow how
these effects vary in time, and therefore we are in position to make quantitatively
accurate predictions on the whole system dynamics. Moreover, because the fit-
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ness effects arise from our models rather than being assumed ad-hoc, we are
able to obtain mechanistic understanding of the processes observed in nature or
in experimental studies. By varying the model assumptions, we can extrapolate
the known experimental findings, and test in silico a number of different scenarios,
possibly finding the key features which drive the observed results.
33
Structure of the Thesis
In Chapter 2 we describe the main assumptions of the mathematical models pro-
posed in this thesis. We also describe the types of microbial cultures studied
in this thesis, and we introduce the main tools used to analyse the dynamics of
these cultures.
In Chapter 3 we explore the consequences for virulence of an introduction of
’cheats’ to a public good system of a plant pathogen Magnaporthe ryzae. We
verify our predictions in different environments.
In Chapter 4 we use a model of the public good system of S. cerevisiae to
study the environmental factors under which public good producers can resist
the invasion of cheats. In particular, we explore how the interplay between spatial
structure and resource abundance affects the relationship between the population
density and the relative fitness of public good producers to non-producers.
In Chapter 5 we study the performance of a cooperative population, in a con-
tinuous culture, and we identify the potential environmental threats for the popu-
lations performing external metabolism, which involves public goods secretion.
In Chapter 6 we study the competitiveness of the external metabolism feeding
strategy in a wider microbial community. In particular, we study the long-term
competition between ”external metabolisers’, which secrete invertase and ’internal
metabolisers’, which privitise their invertase production.
In Chapter 7 we keep studying the internal vs external metabolism. We pro-
pose a mutation-selection model to predict which of these two strategies can
emerge in a long-term evolution process.
Each of the Chapters 3- 7 has an independent abstract, introduction and dis-
cussion sections, as well as its own supplementary material. The aim of this
structure is to enable the reader to read each of the chapters as an indepen-
dent piece of work. Since the complexity of the considered systems arises from
Chapter 3 to Chapter 7, we recommend to read the chapters in the order they
appear in the thesis, however this should not be necessary. The thesis concludes
with a General Discussion (Chapter 8), which aims to link together the findings
presented in Chapters 3-7, and to conclude our results.
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Chapter 2
Methods
2.1 Model assumptions
In order to describe the growth of microbial strains introduced in Chapter 1, in this
thesis we will deploy mathematical models based on the model proposed in [14],
which has proven ability to generate accurate quantitative predictions regarding
cooperative production of invertase in yeast. Below we describe our basic as-
sumptions.
Growth kinetics In our models the considered microbial strains take up re-
sources R and use them to generate adenosine triphosphate (ATP) using a sim-
ple, unbranched pathway [37]. The rate of ATP production in the pathway is
denoted by JATP and is given by
JATP = ηRATPJ
R,
where JR denotes the rate of the pathway which is a function of resource concen-
tration R and is mathematically represented by JR(R). We assume the pathway
rate JR(R) has a Michaelis-Menten form:
JR =
VRmaxR
KRm + R
,
and it represents the rate at which product is formed, which in this case is the
same as the rate at which substrate is consumed. Therefore throughout this
thesis we refer to VRmax as the maximal rate of resource R uptake and K
R
m as the
measure of affinity for resource R. The term ηRATP denotes the number of ATP
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molecules produced in the pathway. We represent microbial growth as a linear
function of the rate of ATP production [14, 37, 38] namely r · JATP, where r is the
constant amount of biomass formed per unit of ATP, and we define ηRe = r · ηRATP
as the efficiency of the metabolic pathway utilisng resource R, i.e. the amount of
biomass created per unit resource.
Sucrose utilization. Some strains are able to take up sucrose (S ) directly,
through the H+ symport, and the rate of such sucrose pathway is defined by
JS =
VSmaxS
KSm + S
where VSmax denotes the maximal rate of the pathway while K
S
m denotes the respec-
tive Michaelis-Menten constant. The efficiency of the pathway utilising sucrose is
denoted by a constant ηSe .
Invertase production. Invertase producers secrete invertase, an enzyme which
catalyses the hydrolysis of sucrose (S ) into glucose and fructose monosaccha-
rides, which can be transported into yeast cells [39]. The rate of conversion of
sucrose into glucose and fructose is a saturating function of sucrose concentra-
tion taking the following from:
Inv = rin
S
kin + S
,
where rin denotes invertase activity, while kin denotes a saturation constant. In-
vertase is costly to produce, and its cost is denoted by a constant c.
Hexose utilisation. Instead of considering the glucose and fructose separately,
we term both of the simple sugars ’hexose’, and we introduce the hexose uptake
rate JH in the form:
JH =
VHmaxH
KHm + H
,
where VHmax is the maximal rate of hexose pathway while K
H
m is the corresponding
Michaelis-Menten constant.
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Self-restraint through efficiency of resource utilisation. The efficiency of
the pathway utilising simple sugars is denoted by ηHxte . Yeast exposed to abundant
hexose convert it inefficiently into growth compared with those exposed to lower
hexose levels [40, 41]. We term this a rate-efficiency trade-off, where an increase
in resource uptake rate leads to a decrease in the number of cells created per
unit of resource. Therefore ηHxte is a decreasing function of J
H, and hence we
write ηHxte (J
H). Throughout this thesis, we will sometimes drop the rate efficiency
trade-off assumption for the sake of simplicity, and in such case ηHxte will be set to
a constant.
Representation of space. For simplicity, the space we consider is assumed to
be one dimensional and it is denoted by Ω = [0, l], where l is a positive constant.
One dimensional space allows for very intuitive understanding and visualisation
of the diffusive processes happening during microbial growth, and it simplifies the
representation of spatially structured environments. Nevertheless, considering a
number of two-dimensional distributions of microbes within the space they occupy
could provide a new insight into our results, and it is one of possible directions to
continue our study.
Whenever we study spatially heterogeneous systems, we model spatial interac-
tions using a reaction-diffusion framework. It means that the movement of re-
sources and cells across their spatial domain can be understood as the continu-
ous version of a random walk.
The random walk can be explained as follows: the space in which the microbes
grow and interact is divided into grid points and, at each timestep, each individual
can choose to move on the grid one step to the right or one step to the left, with
equal probabilities. In our model, both the timesteps, and the intervals on the grid
are assumed o be infinitesimally small, and we track in time cell densities and
concentrations of considered resources for each spatial location on the grid.
The resources and cells are not able to move outside the space boundaries (i.e
the edges of an agar plate as in laboratory experiments), which is mathematically
described by no-flux boundary conditions.
Diffusion coefficients. The resources diffuse in the environment and the rate
of that diffusion is captured by the diffusion coefficients: DS , for sucrose, and DH
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for hexose. Due to the molecule size we assume that the rate of movement of
sucrose is twice as slow as that of glucose or fructose so that
DS = DH/2.
Although, yeast cells are non-motile, they spread into neighbouring spatial loca-
tions during proliferation; this expansion is approximated by a diffusion constant
DN which is significantly smaller than the DH (i.e DN << DH).
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2.2 Types of microbial cultures
The experimental protocols studying microbial populations include a number of
different techniques of multiplying the microorganisms and allowing for population
growth. These techniques differ in the way of feeding the microbes, and they may
represent different natural conditions. Here we give a brief overview of the types
of microbial cultures mathematically described and studied throughout this thesis:
the continuous cultures (studied in Chapters 5 & 7), two types of batch cultures,
namely: liquid (studied in Chapters 3 & 6) and spatially structured (studied in
Chapters 3 & 4), as well as serial transfers (Chapter 6).
2.2.1 Continuous culture
In continuous culture microorganisms are grown in liquid medium and at steady
state conditions. This allows them to grow at a constant rate and in a constant
environment. In particular, in the continuous cultures, the carbon source and
other resources necessary for microbial growth are supplied at a constant rate,
so they do not get exhausted. One of the most standard continuous culture setups
is the chemostat, i.e. a bioreactor, in which microbial cultures are grown under
constant conditions. A schema representing the chemostat setting is presented in
Fig. 2-1. The core feature of chemostats is a continuous inflow of resources from
the reservoir to the chemostat vessels, and a continuous outflow of the content of
the vessels (the media and the cells). The inflow and outflow happen at the same
rate D, keeping the culture volume constant in the chemostat vessels. Another
important feature of the standard chemostat setting is that the culture is well-
mixed, and thus it is completely homogeneous in space.
Chemostat cultures can represent natural conditions characterised by a con-
stant inflow of fresh resources and a constant outflow of the culture content [42].
For example in some human organs such as gut [43–46], mouth [47] or bladder
[48] the nutrients are continuously flowing in, because of the food intake, and the
waste products are continuously removed, as they transit through the digestive
(or urinary) system.
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Figure 2-1: A schema of the chemostat setting.
In order to model the microbial growth in chemostat we deploy systems of
Ordinary Differential Equations (ODEs), which describe the time trajectories of
the resources and cells concentrations, as was done in the classical literature
[49].
2.2.2 Batch culture
In contrary to the continuous cultures, the batch culture is a closed microbial sys-
tem, once initiated with given conditions (such as population density or resource
concentration) and not manipulated during the microbial growth. This means no
resources are added for the duration of experiment, and no waste products are
removed. Because of that the microbes can only grow for a limited amount of
time, until the initially provided resources are exhausted, and they face conditions
varying with time. The environment, initially abundant in resources, gradually
changes into the one with little resources and numerous waste products created
during the microbial growth.
This setup represents the natural variations in the ecological conditions. In
particular the batch cultures can be either liquid, and thus creating a well mixed
environment, with the conditions being the same for all the organisms, or they may
be spatially structured, where microbes are grown on solid plates, and may face
different environmental conditions depending on their spatial location within these
plates. While the liquid batch cultures can represent aquatic environments, the
spatially structured ones are better suited to represent microbial biofilms, where
the individuals grow on spatially structured surfaces which limit their dispersal.
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Whereas liquid batch cultures can be modelled with systems of ODEs, in the
spatially structured ones the concentrations may vary in space and therefore one
needs to track them in both: space and time. This can be done by systems of
Partial Differential Equations (PDEs). For similar modelling approaches, see for
example: [50–54].
2.2.3 Serial transfer
A special case of a batch culture is the serial transfer experiment. This is a
typically used experimental evolution protocol, in which a studied population is
iteratively grown in a liquid batch culture. The first batch culture is initiated with
a fixed microbial population density N0 and resource concentration S 0, and the
microbes are grown for a fixed amount of time T . During that period (termed a
’season’), various phenotypes compete for resources and grow in the common
environment, changing their frequencies depending on the selection pressures
acting on the community. At the end of the season, a fraction of cells is taken from
the culture and transfered into fresh media, at density N0. Thus the new batch
culture is initiated with the same initial resource concentration S 0 and population
density N0, but with different frequencies of studied phenotypes. This procedure
is repeated for a number of times, until the frequencies of the studied phenotypes
stabilise.
This protocol aims to represent the seasonality of environmental conditions,
and can be modelled as a series of batch culture experiments.
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2.3 Equilibria dynamics and bifurcation diagrams
Throughout this thesis we will be often interested in the steady state behaviour of
the studied microbial communities. Here we briefly describe how we define and
graphically represent such steady states.
Let us a consider a dynamical system described by variables x = {x1, x2, ..., xN},
where N denotes a positive integer. The steady states (termed also ’equilibria’) of
that system, are the values of x = {x1, x2, ..., xN} at which the system is not chang-
ing in time, mathematically denoted as dxdt = 0. We distinguish two types of equi-
libria: ’stable’ (mathematically defined when all the eigenvalues of the Jacobian
matrix of the ODE system have negative real parts) and ’unstable’ (mathemati-
cally defined when some eigenvalues have positive real parts). If a steady state
x∗ = {x∗1, x∗2, ..., x∗N} is locally stable, then the culture started at initial conditions x0
close to x∗, will converge (or ’be attracted’) to this state and stay at this state in
long-term. Otherwise, if the steady state x∗ is unstable, a small perturbation from
x∗ may lead the system to move away from that equilibrium point. Therefore, in
practice, what can be observed in nature are usually the stable steady states,
because they are less vulnerable to random events and perturbations.
The steady states are usually plotted in ’bifurcation diagrams’, which are a
standard way of representing dynamical systems behaviour, and they show the
system equilibria, depending on a chosen parameter. Here we explain how to
read bifurcation diagrams, based on the example of logistic growth model [55]:
dN
dt
= rN(1 − N/K), (2.3.1)
where N denotes the population size, r its growth rate and K the carrying capacity
of the environment. The equilibrium population size N∗, is such value of N which
satisfies: dNdt = 0, and it depends on the values of the model parameters, r and
K. In Fig. 2-2 we show the system equilibria, depending on the carrying capacity
parameter K. The bifurcation diagrams can be read in the following way. The
x-axis represents values of a given parameter (in our case K), and on the y-axis
we plot the values of one of the considered variables in steady state (in our case
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N). Each value of the considered parameter is related to a number of steady
states that can be reached at that parameter value. Hence, from a bifurcation
diagram one can read the values and the number of steady states depending on
the parameter value. In particular, from Fig. 2-2, it can be seen that for every
value of the parameter K > 0, there are two steady states of N: one stable, when
N = K, and one unstable, when N = 0 (Fig. 2-2).
Figure 2-2: Example of a bifurcation diagram.
A bifurcation diagram showing the equilibrium population size N depending on the car-
rying capacity of the environment K, according to the logistic growth model (2.3.1). The
stable equilibria are denoted by solid lines, while the unstable equilibria are denoted by
dashed lines. Here, the growth rate parameter r is set to a positive constant r > 0.
2.4 Relative fitness
The evolutionary competition between two populations is often described by the
’relative fitness’ of one population to another [19]. Throughout this thesis we will
use this measure to quantify our results on competition between two microbial
strains. Here we explain how to calculate and interpret the relative fitness.
We simulate competition between two considered strains: s1 and s2 for a given
period of time T , termed a ’season’. The competition can be initiated with different
ratios of the strain s1 size to the total population size. This ratio is termed the
’frequency of the strain s1’. Let f0 ∈ [0, 1] denote the initial frequency of the strain
s1 in the population and fend denote its final frequency after the competition. By
Q f = fend/ f0 (2.4.1)
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we denote the change in frequency of s1 over one season.
Similarly, if N0 and Nend denote the whole population size, at the beginning and
at the end of competition, respectively, we define:
QN = Nend/N0 > 0, (2.4.2)
as the change in population size over one growth season. Subsequently, for a
given initial frequency f0 of the strain s1, its relative fitness is given (as standard
[19]) by:
Ws1( f0) =
ln
(
Q f · QN
)
ln
(
1− f0·Q f
1− f0 · QN
) . (2.4.3)
Note, the relative fitness defined above is equal to:
Ws1( f0) =
fendNend/ f0N0
(1 − fend)Nend/(1 − f0)N0 , (2.4.4)
which may be understood as the ratio of growth rate of the strain s1 to the growth
rate of the strain s2.
The definition (2.4.3) implies, that whenever Ws1( f0) > 1, the initial frequency
f0 of strain s1 will increase over one season (Q f > 1). Otherwise if Ws1( f0) < 1,
the frequency of s1 will decrease over the season (Q f < 1). In particular, let us
imagine the population competes for a series of seasons (as in the serial transfer
experiment described in the subsection 2.2.3), changing their frequencies from
season to season according to the relative fitness Ws1( f0).
In such a case, if Ws1( f0) > 1 for all f0 ∈ (0, 1), the strain s1 will keep increas-
ing in frequency until fixing in the environment, and thus, in the long-term it will
outcompete the strain s2. Otherwise, if Ws1( f0) < 1 for all f0 ∈ (0, 1), the strain s2
will eventually outcompete s1. The coexistence occurs if there exists f ∗0 such that
Ws1( f
∗
0 ) = 1 which is equivalent to Q f
∗
0 = 1, meaning there is a frequency of strain
s1, that will remain unchanged after any number of seasons.
Moreover, if in the vicinity of f ∗0 the relative fitness of strain s1: Ws1( f ) is a de-
creasing function of f (negative frequency dependence), as in the example shown
in Fig. 2-3a, then that coexistence is locally stable. This is because in the culture
started at high f0 ( f0 > f ∗0 ) we have Ws1( f0) < 1, and the strain s1 will decrease in
frequency until f0 = f ∗0 (grey arrows in Fig. 2-3a), and in cultures started at low
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f0 ( f0 < f ∗0 ) we have Ws1( f0) > 1, and the strain s1 will increase in frequency until
f0 = f ∗0 (red arrows in Fig. 2-3a). Otherwise, if Ws1( f ) is an increasing function of
f (positive frequency dependence), as in the example shown in Fig. 2-3b, then
the coexistence is unstable. Let us notice that in the culture started at f0 < f ∗0 , the
strain s1 will further decrease in frequency (grey arrows in Fig. 2-3b), and in cul-
tures started at f0 > f ∗0 , the strain s1 will further increase in frequency (red arrows
in Fig. 2-3b). The frequencies of the two strains will keep changing until one of
them fixes in the population ( f0 = 0 or f0 = 1) or alternatively, until Ws1( f0) = 1.
(a) (b)
Figure 2-3: Examples of relative fitness.
2-3a: Decreasing (negative frequency dependent) relative fitness. The grey and red ar-
rows show example trajectories of f0, the frequency of s1 over various seasons. The
trajectories started at either low or high initial frequencies of the strain s1 will both con-
verge to the stable coexistence frequency f ∗0 denoted by the red dot.
2-3b: Increasing (positive frequency dependent) relative fitness. The grey and red arrows
show example trajectories of f0, the frequency of s1 over various seasons. The trajecto-
ries started at low initial frequencies of the strain s1 will lead to extinction of the strain s1
( f0 = 0). On the contrary, the trajectories started at high frequencies of the strain s1 will
lead to its fixation in the environment ( f0 = 1). The stable frequencies f0 = 0 and f0 = 1
are denoted by red dots.
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Chapter 3
Harbouring low virulence cheats
within a pathogen population
increases both fitness and
virulence
Abstract
It is widely believed that reduction in virulence of selected individuals in a pathogen
population leads to reduction of the overall virulence. Such a disease manage-
ment strategy has been proposed in a number of previous studies [23–25, 27, 29,
56, 57]. However recent empirical data demonstrates that this strategy may fail,
leading to the disease being more severe [36].
The empirical research studied a synthetic cooperative system of the rice blast
fungus Magnaporthe oryzae. This fungus produces a public good, which facili-
tates the use of carbon sources available within the host plant, Oryza sativa. A
synthetically created mutant strain, which fails to create the public good, was less
able to sequester nutrients from the host, and therefore was less virulent than the
wild type. Nonetheless, an introduction of such a low virulent mutant into the wild
type population did not decrease the overall virulence. On the contrary, it led to an
increase both in the total pathogen population size and virulence, thus rendering
the disease more severe.
The rice blast fungus faces multiple cooperative acts while infecting the host.
However, the previous studies were limited to considering single cooperative traits
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only [23–25, 29]. Here we build a mathematical model, which shows that an
interplay between multiple cooperative traits and spatial structure is sufficient to
explain the counter-intuitive increase in population virulence under introduction of
the low-virulent strain.
We control the strength of cooperative interactions and the spatial structure by
varying: the competition time, resource uptake, and media viscosity. We predict
that disabling some of the cooperative interactions or removing spatial structure
will lead to the expected behaviour, that is to decreased virulence in the presence
of the low virulent mutant. Our theoretical predictions are confirmed by experi-
mental data shown in [36].
3.1 Introduction
An infection is frequently a cooperative process, in which a number of microbes
help each other to invade the host [23–26]. A very common type of such coopera-
tion between microbes is the public good cooperation, where individuals produce
some extracellular factors (termed ’public goods’) that benefit themselves but also
other organisms in their neighbourhood. Examples of such behaviour can be
found within nutrient acquisition [23, 32], quorum sensing [24, 25], antibiotic re-
sistance [58], host cell lysis [26], or evasion of host immunity [59]. Existence of
public goods in the environment often helps the microbial growth and therefore
leads to a larger damage to their host [23, 25, 29]. Thus it is believed that the
individuals failing to produce the public good will grow slower and therefore will
exhibit lower virulence [60].
The public good producers are prone to exploitation by these individuals (termed
’cheats’), who do not invest energy in the public good production, but are still able
to take advantage of goods produced by the others [32, 61–64]. These individu-
als are often not able to persist on their own, but in presence of the public good
producers (’cooperators’) they can grow and increase in frequency, potentially
leading to extinction of public good producers and eventually to the collapse of
the whole microbial population. This phenomenon is known as ’the tragedy of
the commons’ [65, 66], where organisms driven by their selfish interests lead to a
decrease in the fitness of the whole group, and potentially to its extinction.
In the case of pathogen populations, forcing such a scenario seems to be a
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promising antimicrobial strategy. Indeed, the use of low-virulent cheats that can
invade wild type pathogen populations has been studied theoretically [67] and
suggested as an effective disease management, termed ’Hamiltonian medicine’
[68], which can potentially lead to a decrease in pathogen virulence. That dis-
ease management has been experimentally tested in mouse [24] and wax moth
larva (Galleria mellonella) [23, 25], and until very recently it seemed to be very
successful.
Nevertheless, the recent study on Hamiltonian medicine has shown that it may
paradoxically render the desease more severe [36]. That study used a novel co-
operative system of the rice blast fungus Magnaporthe oryzae: a pathogen that
infects cultivated rice (Oryza sativa) leaves, and it causes significant losses in
the worldwide economy. M. oryzae secretes an enzyme invertase which extracel-
lularly breaks down sucrose (the most abundant carbon source within the plant
host) into simpler sugars: glucose and fructose, which can be easily transported
into the pathogen cells [69–73] and effectively metabolised. The mutant strain of
M. oryzae created in the recent study [36] behaved as a classical cheat. It failed
to produce invertase but was able to uptake the simple sugars available in the
environment, thanks to the invertase activity of the other strains. As expected,
the invertase mutant could not grow efficiently on its own on sucrose, and thus
exhibited lower virulence than the wild type invertase producers. However, in a
mixture with the wild type strain, it had a selective advantage over the invertase
producers: it was able to persist and increase its frequency in the population [36].
Interestingly, contrary to the theoretical prediction that the virulence of a mix-
ture of the two strains is lower than of a homogeneous wild type population
[27, 56, 57, 67, 68], the rice leaf infection revealed that a mixture of cheats and
public good producers may be in fact more virulent than the population of produc-
ers only [36].
What could explain that counter-intuitive result? We notice that previous stud-
ies take into account one isolated cooperative trait only. However, the rice blast
fungus M. oryzae engages in more cooperative interactions while infecting a
plant. In particular, apart from producing public goods, it is also subject to the so-
cial dilemma of self-restraint, where the individuals may either uptake resources
slowly and efficiently (cooperative behaviour, beneficial to the group and harm-
ful to the individual) or quickly and inefficiently (selfish behaviour, harmful to the
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group and beneficial to the individual) as in the classical ecological scenario of
the tragedy of the commons [65]. The pathogen M. oryzae faces a rate-efficiency
trade-off [36], which is the core of the self-restraint social dilemma: cells can
either uptake the resources quickly and inefficiently (resulting in large uptake
rate, but low ATP yield from each molecule of substrate), or slowly and efficiently
(resulting in a high ATP yield per molecule of substrate, but low uptake rate).
Thus, once produced, public goods (simple sugars) can lead to the self-restraint
dilemma and the resulting system is an interplay between the public good and
self-restraint cooperative traits.
Here, we construct a mathematical model which takes into account the inter-
play of these two cooperative traits observed in rice blast infection. Our model is
able to explain the novel result showing that a mixture of public good producers
and cheats may be more virulent than a pure population of public good producers
[36]. Moreover, it shows that when one of its key assumptions: the spatial struc-
ture or the rate-efficiency trade-off, is removed, the introduction of cheats into a
cooperative population of producers leads to a decrease in the overall virulence.
The experimental data obtained in [36] confirms our theoretical predictions: in the
absence of spatial structure (liquid culture), the population size is maximised in
the absence of cheats. Similarly, in the absence of rate-efficiency trade-off (small
resource concentration), the pure producers culture maximises the population
size.
Given that fungi secrete a wide range of extracellular enzymes that can be-
come public goods, and that they may face a rate-efficiency trade-off, our results
represent a scenario that is likely to happen in nature. Therefore we warn that
the concept of Hamiltonian medicine may need to be revised in more complex
settings before being applied to antibiotic therapies.
3.2 Mathematical model
3.2.1 Microbial growth
We investigate whether the spatial structure and the synergy between two so-
cial traits: public goods production and self-restraint are sufficient to explain why
a mixture of public goods producers and non-producers enhances population fit-
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ness. To this end, we develop a mathematical model based on a simplified version
of the model developed in [14] which allows us to probe the effects of multi-trait
interactions on population fitness. Next we briefly describe the basic assumptions
of our model, which are described in more detail in Chapter 2: Methods. Although
the model has been originally developed to describe the system of S. cerevisiae,
we argue that its simplified version, which neglects many of the system specific
details, can be applied to a wider class of microbial public good systems, and in
particular to the cooperative system of M. oryzae, in which the costly invertase
plays a role of the public good.
We consider two strains, an invertase producer (the wild-type, termed also
’cooperator’) and a non-producer (the mutant strain, termed also ’cheat’). Both
of the strains take up resources and use them to generate molecules of ATP, and
eventually to convert into biomass. We represent the microbial growth as a linear
function of ATP production, as explained in detail in Chapter 2: Methods.
Invertase producers secrete invertase which catalyses the hydrolysis of each
molecule of sucrose (S ) into two molecules of simple sugars, termed hexose (H).
The rate of that hydrolysis is represented by Inv, a saturating function of sucrose
concentration. The cost of invertase production is denoted by a constant c, es-
timated empirically in [14]. Since the ratio of population doublings of invertase
producers to non-producers in competition on glucose was calculated as (1 − c),
in our model we multiply the fitness of producers by (1−c), as was done in [14, 33].
Both strains can take up sucrose (S ) and the rate of sucrose pathway is de-
fined by:
JS =
VSmaxS
(KSm + S )
where VSmax denotes the maximal rate of the pathway while K
S
m denotes the respec-
tive Michaelis-Menten constant. The efficiency of the pathway utilising sucrose is
denoted by a constant ηSe .
Similarly, both strains can take up hexose (H) and the rate of hexose pathway
is defined by:
JH =
(VHmaxH)
(KHm + H)
where VHmax denotes the maximal rate of the pathway while K
H
m denotes the respec-
tive Michaelis-Menten constant. The efficiency of the pathway utilising hexose is
denoted by ηHxte and we assume that J
H >> JS (unless the resource concentra-
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tions are very small), allowing for hexose to be the preferential carbon source
(Fig. 3-1). We also assume that the biomass production related to sucrose up-
take is independent of the biomass production related to the hexose uptake. This
assumption, also made in [14], allows us to consider the microbial growth rate as
the sum of the growth rates related to sucrose and to hexose uptake.
Figure 3-1: Uptake rates of sucrose and hexose.
Uptake rates of sucrose (JS (R)) and hexose (JH(R)) depending on the concentration (R)
of sucrose and hexose respectively.
Individuals exposed to abundant hexose concentrations convert it inefficiently
into growth compared with those exposed to lower hexose levels [40, 41]. We term
this a rate-efficiency trade-off, where an increase in resource uptake rate leads to
a decrease in the number of cells created per unit of resource, and therefore the
efficiency of the metabolic pathway utilising hexose: ηHxte is a decreasing function
of JH. Motivated by [54] we assume that:
ηHxte (J
H) = a1 + a2/(1 + exp(a3 + a4JH)),
where ai, i = {1, 2, 3, 4} are constants listed in Supplementary Table 3.1. The
shape of the function ηHxte is shown in Supplementary Fig. 3-11.
3.2.2 Initial distribution of strains.
Consider a one-dimensional spatial domain Ω = [0, l], with l denoting a positive
constant. We assume populations are initially distributed across a number of
subpopulations each of which is normally distributed around a point in Ω. Math-
ematically, we define such initial population distribution (of both producers and
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non-producers) as:
Nall0(x) =
lN0
n
∑
i∈
g(x|xi, σ), x ∈ Ω (3.2.1)
where N0 is a parameter describing the average initial population density per spa-
tial location: N0 = 1l
∫ l
0
Nall0(x)dx, and g(x|xi, σ) represents a normal distribution
around xi ∈ Ω with variance σ2. Subsequently,  = {1, ...n} denotes a set of
integers where n represents the number of local maxima in Nall0(x). The repre-
sentation in (3.2.1) is akin to an experimental setup where an initial environment
contains n subpopulations (also termed patches) of the same size, each of which
contains either producers or non-producers [14, 74]. The spatial locations of the
local maxima, xi, for i ∈ , denote centre-points of the respective ‘patches’ around
which producers or non-producers are normally distributed.
The distribution Nall0(x) is separated into distributions of producers Np0(x) and
non-producers Nn0(x) in the following way. We assume there are p producer
patches located on one side of the plate and q = n − p non-producer patches,
located on the other side of the plate. Then we define the initial distribution of
producers Np0(x) and non-producers Nn0(x) as follows:
Np0(x) =
lN0
n
p∑
i=1
g(x|xi, σ), (3.2.2)
Nn0(x) =
lN0
n
n∑
i=p+1
g(x|xi, σ). (3.2.3)
This is equivalent to an experimental setup where out of possible n ‘patches’,
producers occupy p patches located around xi ∈ Ω with i ∈ {1, 2, .., p}, on one
side of the plate and non-producers occupy q patches located around xi ∈ Ω with
i ∈ {p + 1, , .., n}, on the other side of the plate. An example of the initial spatial
distribution of producers and non-producers is shown in Fig. 3-2.
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Figure 3-2: An example of initial spatial distribution of producers and non-
producers.
Here the number of producer patches is p = 2 and the number of non-producer patches
is q = 3.
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3.2.3 The system dynamics
To predict the final size of the mixed strain population, we deploy a reaction-
diffusion model enabling the explicit tracking of resource concentrations and pop-
ulation densities in both space and time. In particular let Np(x, t) and Nn(x, t)
denote the density of producers and non-producers, respectively, at time t and
spatial location x ∈ [0, l]. Then the model takes the following form:
∂S
∂t
= DS
∂2S
∂x2
− JS (Np + Nn) − InvNp (3.2.4)
∂H
∂t
= DH
∂2H
∂x2
− JH(Np + Nn) + 2InvNp (3.2.5)
∂Np
∂t
= DN
∂2Np
∂x2
+ (1 − c)(ηHxte (JH)JH + ηSe JS )Np (3.2.6)
∂Nn
∂t
= DN
∂2Nn
∂x2
+ (ηHxte (J
H)JH + ηSe J
S )Nn (3.2.7)
where ∂
2
∂x2 is one-dimensional diffusion operator while D∗ represent diffusion co-
efficients for sucrose (S ), hexose (H) and cell density (N). Due to the molecular
size we assume that the rate of movement of sucrose is twice as slow as that of
hexose, while cells move at an even slower rate. Because the secreted invertase
remains localised between the cell membrane and the cell wall [39], the enzyme
itself does not diffuse. Moreover, invertase activity results in the hydrolysis of
each molecule of sucrose into two molecules of hexose, which is represented by
the fact that the rate of at which hexose is created: 2InvNp is twice bigger than the
rate at which sucrose disappears InvNp. Note that the initial distribution of the two
types described in the subsection 3.2.2, and sufficiently low diffusion coefficients
DS ,DH,DN impose a spatial structured environment, meaning that the population
is not homogeneously distributed in space. We impose no-flux boundary condi-
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tions:
∂S
∂x
(0, t) =
∂S
∂x
(l, t) = 0, (3.2.8)
∂H
∂x
(0, t) =
∂H
∂x
(l, t) = 0, (3.2.9)
∂Np
∂x
(0, t) =
∂Np
∂x
(l, t) = 0, (3.2.10)
∂Nn
∂x
(0, t) =
∂Nn
∂x
(l, t) = 0, (3.2.11)
in addition to the following initial conditions: S (x, 0) = S 0, where S 0 is a sucrose
supply constant, H(x, 0) = 0 with Np(x, 0) = Np0(x) and Nn(x, 0) = Nn0(x) represent-
ing an initial distribution of producers and non-producers, respectively.
3.3 Results
We study a population composed of invertase producers and non-producers, with
a fixed average initial population density per spatial location:
N0 =
1
l
∫ l
0
(Np(x, 0) + Nn(x, 0))dx, (3.3.1)
and with various initial frequencies f0 = p/n of producers within the population.
For each of the initial frequencies f0 ∈ [0, 0.2, 0.4, 0.6, 0.8, 1], we simulate the
bath culture growth of producers and non-producers distributed on an agar plate,
as described in the section 3.2. The growth is simulated for a sufficiently long
time T , that is until the carbon sources are exhausted (representing the spatially
structured batch culture, as described in the subsection 2.2.2 in Chapter 2: Meth-
ods), and for each case we record the final distributions of producers Npend(x) and
non-producers Nnend(x). Subsequently, we compute the final population density
(i.e the final population size in a given volume of the microbial culture) as:
Nend( f0) =
∫ l
0
(Npend(x) + Nnend(x))dx. (3.3.2)
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In order to compare the final population sizes for different initial producers fre-
quencies, we calculate the normalised population size as:
Nend( f0) =
Nend( f0)
max f∈[0, 0.2, 0.4, 0.6, 0.8, 1] (Nend( f ))
. (3.3.3)
The normalised population size Nend( f0), represents the ratio of the final size of
two populations: the population started at the frequency f0 of producers, and the
population started at the ’optimal frequency’ of producers, that is the frequency
which maximises the final population size. For example, if Nend(60%) = 1 and
Nend(100%) = 0.9, it means that the maximum population size is reached when the
population is started with a mixture of 60% producers and 40% non-producers,
and the population started with 100% of producers will only reach 90% of that
size.
Because the model parameters have not been estimated elsewhere for the
system of M. oryzae, we choose parameter values by fitting our model to the em-
pirical results obtained in [36]. We restrict these values to be in a ‘biologically
realistic range’, i.e. not differing more than one order of magnitude from the pa-
rameters measured for the system S. cerevisiae. We list such obtained values in
Supplementary Table 3.1.
The normalised population size for various initial producer frequencies, calcu-
lated for the model (3.2.4)-(3.2.7) with the parameters from Supplementary Ta-
ble 3.1 is presented in Fig. 3-3. It shows that the final population size is max-
imised when the initial population is composed of a mixture of producers and
non-producers, similarly as in the recent empirical study [36].
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Figure 3-3: Final population size after exhaustion of resources, in the spatially
structured environment and in presence of rate-efficiency trade-off.
Normalised population size after exhaustion of resources as a function of initial frequency
of producers f0.
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3.3.1 The interplay of spatial structure and two cooperative
traits
Having verified that our model is able to reproduce the experimental results, we
study the key assumptions of that model, which drive these results. In order to
study how the synergy between public goods production and self-restraint affects
the results shown in Fig. 3-3, we eliminate the assumption of the rate-efficiency
trade-off from the model. We set the efficiency of hexose uptake ηHxte to a con-
stant, equivalent to the hexose use efficiency at very low resource concentration
(see Supplementary Fig. 3-11). Thus we leave only the public goods dilemma at
play. In that case the model results return the classical finding that populations
containing only producers lead to the maximal total population size (Fig. 3-4a).
This can be explained as follows: The abundance of producers results in ex-
cessive invertase production and a very quick decomposition of sucrose into sim-
ple sugars. This leads to large temporal spikes in hexose concentration (Fig.
3-5a), which, in the presence of rate-efficiency trade-off, cause rapid but ineffi-
cient population growth (Fig. 3-5c). Thus, although the culture grows very quickly,
it burns resources inefficiently and is eventually not able to convert the resources
into a large amount of biomass.
In contrast, if a fraction of non-producers is present in the population, the
hexose generated around producers have a chance to diffuse away to the vicinity
of non-producers, where no hexose is produced (Fig. 3-5b). Both producers and
non-producers will benefit from such a scenario: the non-producers will receive
additional resources and the producers will get a boost in efficiency (Fig. 3-5d).
Thus the hexose spikes are smaller, and the culture uses its limited resources
more efficiently and is able to convert it into more biomass than in absence of non-
producers. The boost in the efficiency is especially visible at the border between
producers and non-producers, where the population reaches the highest local
densities (Fig. 3-5f), higher than those reached by a pure population of invertase
producers (Fig. 3-5e).
When the system is not self-restrained, the introduction of non-producers does
not bring any benefits to the population, as shown in Fig. 3-4a.
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The positive effect of the introduction of non-producers into a culture is also
removed when the population is spatially homogeneous (equivalent to liquid cul-
ture in the experimental set-up), as shown in Fig. 3-4b). In the model, this can be
simply done by increasing the diffusion coefficients DS ,DH,DN. In such a scenario
both strains (producers and non-producers) share the available resources equally,
and the boost of efficiency, observed in spatial environments, at the boundary
between the two strains, is not present here. Instead both strains are equally af-
fected by the rate-efficiency trade-off. The final population sizes calculated for the
model (3.2.4)-(3.2.7) in spatially homogeneous environments confirm the stan-
dard result that the total population size is maximised for a population composed
only of producers (Fig. 3-4b).
Since removing either the rate-efficiency trade-off (Fig. 3-4a) or the spatial
structure (Fig. 3-4b), recovers the classical result, in which the pure population
of wild type producers is more virulent than a mixture of producers and non-
producers, we conclude that what drives the result shown in Fig. 3-3, is the
synergy between the spatial structure and two cooperative traits: public goods
production and self-restraint.
(a) (b)
Figure 3-4: Final population size after exhaustion of resources, in the absence of
rate-efficiency trade-off, or in homogeneous environment.
Normalised population size after exhaustion of resources as a function of initial frequency
of producers f0, (3-4a): in the spatially structured environment and in the absence of rate
efficiency trade-off (here ηHxte = 0.04 [g/mmol]); (3-4b): in homogeneous environment and
in the presence of rate-efficiency trade-off.
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(a) (b)
(c) (d)
(e) (f)
Figure 3-5: Population growth in a mixture of producers and non-producers, and in
a pure producer culture.
(3-5a)-(3-5b): Hexose concentrations plotted in space and time, for the initial frequency
of producers (3-5a): f0 = 1; (3-5b): f0 = 0.6.
(3-5c)-(3-5d): Hexose use efficiency ηHxte plotted in space and time, for the initial fre-
quency of producers (3-5c): f0 = 1; (3-5d): f0 = 0.6.
(3-5e)-(3-5f): Final population density plotted in space, for the initial frequency of produc-
ers (3-5e): f0 = 1; (3-5f): f0 = 0.6.
The results are calculated in the spatially structured environment and in the presence of
rate efficiency trade-off.
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3.3.2 Competition time
The experiment performed in [36] and the simulations performed in this study
were run until the exhaustion of carbon sources. Here we investigate how the
timespan of the experiment (termed here ’competition time’) affects the obtained
results. According to the model (3.2.4) - (3.2.7), we simulate the growth and com-
petition for resources between invertase producers and non-producers for various
times T , representing the timespan of the experiment. If the experiment is run for
sufficiently long time, a mixture of producers and non-producers maximises the
group benefit (Fig. 3-6a,3-6c). However, when it is run for a short time, its re-
sult may default to the expected: the pure invertase producers culture reaches
higher population size than any mixture of producers and non-producers (Fig. 3-
6a, 3-6b). This is due to the fact that the highest (and most harmful in terms of
the hexose use efficiency) local hexose concentrations are observed only after
some time from the beginning of the competition, i.e. when the population den-
sity is sufficiently high to break down sucrose sufficiently quickly (Fig. 3-7). Thus,
apart from the spatial structure and metabolic rate-efficiency trade-off, it is also
the competition time that matters for the outcome of the experiment presented in
[36].
66
(a)
(b) (c)
Figure 3-6: The expected outcome of the experiment, depending on the competition
time.
(3-6a): The optimal producers frequency f0 (the frequency f0 ∈ [0, 0.2, 0.4, 0.6, 0.8, 1]
which maximises the final population size Nend) as a function of the competition time, in
the presence of rate-efficiency trade-off and in spatially structured environment.
(3-6b)-(3-6c): Normalised population size in the end of the competition, as a function of
initial producer frequency f0. The results are simulated in the spatially structured envi-
ronment and in presence of rate-efficiency trade-off. The competition time is (3-6b): 24
hours and (3-6c): 96 hours.
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Figure 3-7: Average hexose uptake rate (over all spatial locations), as a function of
time.
The uptake rate reaches its maximum around hour 50. This is calculated at initial fre-
quency of producers f0 = 1.
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3.3.3 Viscosity
We also verify how the spatial structure affects the result observed empirically
[36]. It turns out that this result can be obtained only at intermediate diffusion
coefficients (Fig. 3-8). If we consider the two limiting cases: no diffusion (DS =
DH = DN = 0 [l2/h]) or homogeneous environment (sufficiently large DS ,DH,DN),
in both cases the population of only producers will grow to higher densities than a
mixture of producers and non-producers (Fig. 3-8, 3-9a, 3-9c). Since the produc-
ers and non-producers are initially distributed in separated patches, in the case
of no diffusion they will not interact with each other throughout all the competi-
tion time. Because the non-producers can not grow efficiently without the help
of producers, the final size of each patch of non-producers NNend will be smaller
than the final size of each patch of producers NPend: NNend < NPend. Assuming no
interaction between the patches the total final population size Nend will be simply
the sum of the final size of each patch:
Nend = f0n · NPend + (1 − f0)n · NNend ≤ n · NPend + 0 · NNend, (3.3.4)
where f0n = p is the number of producer patches and (1 − f0)n = q is the number
of non-producer patches. Thus, since NNend < NPend, the inequality (3.3.4) holds
for all f0 ∈ [0, 1], and the group benefit is maximal if the population is composed
of producers only (Fig. 3-9a).
In the case of entirely homogeneous environment, the presence of non-producers
does not substantially boost the hexose use efficiency in any spatial region, be-
cause the simple sugars diffuse in space and form uniformly high concentrations
which result in the costly rate-efficiency trade-off. Thus again the 100% of the pro-
ducers maximises the group benefit (Fig. 3-8 & Fig. 3-9b). See the Discussion
section for a more detailed explanation.
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Figure 3-8: Frequency of producers, which maximizes the final population size.
The optimal producers frequency f0 as a function of media viscosity. The diffusion co-
efficients DS and DN change together with DH, so that their ratios are kept constant to
DS = DH/2,DN = DH/50.
(a) (b) (c)
Figure 3-9: Final population size after exhaustion of resources, depending on the
media viscosity.
Normalised population size, after exhaustion of resources, as a function of initial producer
frequency f0. The results are calculated in presence of rate-efficiency trade-off and in:
(3-9a): spatially structured environment with no diffusion: DS = DH = DN = 0[l2/h];
(3-9b): spatially structured environment with diffusion: DH = 0.01[l2/h],DS = DH/2,DN =
DH/50; (3-9c): homogeneous environment, that is DH = 10[l2/h],DS = DH/2,DN = DH/50.
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3.3.4 Multiple nutrients uptake
Another important factor to explain our results is the direct sucrose uptake. In the
case, in which the two strains are not able to uptake sucrose directly, and they rely
only on simple sugars in the media, a mixture of producers and non-producers
maximises the total population size not only in the presence of rate-efficiency
trade-off and spatial structure (Fig. 3-10a), but also in their absence (Fig. 3-10b -
3-10c).
This is because, even when there is a small number of invertase producers
in the culture, they will eventually break down all the sucrose available in the en-
vironment, and only a small number of individuals will pay the energetic cost of
invertase production. Moreover, the lower the number of producers, the slower
the hydrolysis of sucrose into hexose, resulting in a slower, and therefore more
efficient hexose uptake. Thus the culture will use up all the available resources
in the most efficient way, when the frequency of producers in the culture is mini-
mal, even in the absence of spatial structure or metabolic rate-efficiency trade-off.
That would not be the case in presence of direct sucrose uptake. In that case the
direct sucrose uptake is less efficient than the hexose uptake (as shown in [14]).
Therefore if the number of invertase producers is low, the sucrose will be uptaken
inefficiently through the direct sucrose uptake, by the time it is hydrolysed to hex-
ose. This is why the cultures unable to uptake sucrose directly are expected to
reach higher population sizes than those that do uptake sucrose (Supplementary
Fig. 3-12)
Let us notice that in the case of no sucrose uptake, the non-producers on their
own would not only grow slower than producers, but they would not be able to
survive. This is however not the case in the experimental system of M. oryzae
[36].
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(a) (b) (c)
Figure 3-10: Scenario with no sucrose uptake.
Normalised population size after exhaustion of resources, as a function of initial producer
frequency f0, (3-10a): in the spatially structured environment and in the presence of rate-
efficiency trade-off; (3-10b): in the spatially structured environment and in the absence
of rate efficiency trade-off; (3-10c): in homogeneous environment and in the presence of
rate-efficiency trade-off.
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3.4 Discussion
Our mathematical model explains that the interplay between two social traits and
the existence of spatial structure are sufficient to understand the puzzling em-
pirical result [36], according to which a mixture of public good producers and
non-producers may maximise the total size and therefore the virulence of a pop-
ulation. It also shows that removing one of these key assumptions leads to the
classical results, in which an introduction of cheats into a cooperative population
of producers causes a decrease in the overall virulence. In order to explain the
obtained results, we propose a step-by-step analysis of the crucial components
presented in the section 3.3.
First of all, let us consider our system with no direct sucrose uptake and no
rate-efficiency trade-off. It means that the public simple sugars are the unique
carbon source available for microbial growth, and are necessary for the survival
of both types. In such a case, a small portion of producers is sufficient to make the
population reach the maximal size. Although the simple sugars will be generated
very slowly, they will eventually convert all the available nutrients into biomass
and feed all of the population. At the same time the cost of invertase production
will be paid only by a small portion of individuals (invertase producers). Such a
scenario is beneficial for the population (Fig. 3-10b).
The extent to which the abundance of producers is harmful for the population
changes depending on the existence of spatial structure and the rate-efficiency
trade-off. In the presence of rate-efficiency trade-off, apart from paying the costs
of producing invertase, the producers also pay a cost of the quick and inefficient
hexose uptake. If the number of producers increases, more cells will pay the in-
vertase cost, and the excess of produced invertase will lead to higher hexose con-
centration in the environment. This will increase the growth speed and, because
of the rate-efficiency trade-off, the resources will be converted into biomass less
efficiently, meaning that the limited sucrose amount S 0, supplied to the population
will be converted into a smaller biomass Nend, than in the case of a population
with a small fraction of producers. That is why the ’hump’ in total population size
becomes much more pronounced in the presence of rate-efficiency trade-off (Fig.
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3-10a and Fig. 3-10c). In the homogeneous culture, the hexose produced will dif-
fuse and all the individuals will be equally affected by the rate-efficiency trade-off
(Fig. 3-10c). However, interestingly, in the spatially structured environment an in-
troduction of non-producers not only decreases the overall hexose concentration
(thus increasing the growth efficiency), but it also creates a spatial and temporal
niche (at the boundary of the two strains) at which small concentrations of hex-
ose that diffuse away from the producers can be metabolised with much higher
efficiency (Fig. 3-5d and Fig. 3-5f). This is why, in this case, the presence of
non-producers in the population is even more beneficial for the total population
than in the other cases (Fig. 3-10a).
If the individuals are allowed to uptake sucrose (the non-preferred carbon
source), abundance of invertase producers becomes more useful for all the popu-
lation. This is because in the absence of invertase producers, the non-producers
uptake sucrose, which is a less efficient metabolic pathway than uptaking sim-
ple sugars [14]. When there is only a small proportion of invertase producers
in the population, by the time simple sugars diffuse to the non-producers, the
non-producers will have uptaken some sucrose (instead of just ’waiting’ for the
simple sugars to arrive as in the case of no direct sucrose uptake). This means a
waste of provided resource. Thus in the absence of rate-efficiency trade-off, the
pure producers culture will maximise the population size, because it will use the
provided resources in the most efficient way (Fig. 3-4a).
That efficiency however decreases when we also consider the metabolic rate-
efficiency trade-off. In such a case, as explained before, an abundance of in-
vertase producers leads to higher temporal concentrations of simple sugars, and
therefore to the lower hexose use efficiencies. It is therefore clear that the gain
of efficiency on the slow hexose uptake when there is little producers will be bal-
anced with the loss of efficiency on the sucrose uptake. Thus an intermediate
frequency of producers in the population may turn out to be optimal (Fig. 3-3).
Why does the result change depending on the existence of spatial structure?
In the homogeneous culture a pure population of producers reaches a higher final
size than any producer and non-producer mixture. However, when the space is
structured, the population reaches its maximal size in presence of non-producers.
Moreover that size is higher than the final population size of any homogeneous
culture with direct sucrose uptake VS > 0 (Supplementary Fig. 3-12). We argue
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that in the spatially structured environment, there are spatial and temporal niches
that allow for smoother peaks in hexose concentrations, and therefore for a more
efficient metabolism. In particular, even if the average hexose concentration at
a given time is sufficiently high to make the microbial population be substantially
affected by the rate-efficiency trade-off (the case of a homogeneous culture), the
local hexose concentrations around the border of producers and non-producers
may be much lower and may lead to a significant increase in the hexose use
efficiency (Fig. 3-5f).
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3.5 Supplementary Material
In this section we provide additional details of our model and the results.
VSmax 11 [mmol sucrose/ (g protein · hour)]
VHmax 100 [mmol hexose/ (g protein · hour)]
KSm 7 [mM sucrose]
KHm 100 [mM hexose]
rin 77 [mmol/ (g protein · hour)]
c 0.004
S 0 29.2 [mM]
N0 3 · 10−5 [g protein/L]
DH 0.01 [l2/hour]
DS DH/2 = 0.005 [l2/hour]
DN DH/50 = 0.0002 [l2/hour]
ηSe 0.01 [g protein/ mmol sucrose]
kin 5 · 10−3 [mM sucrose]
a1 0.0176
a2 0.0318
a3 -2.2649
a4 0.205
σ 1/7
l 1
Supplementary Table 3.1: Parameters values for the mathematical model (3.2.4)-(3.2.7).
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Supplementary Figure 3-11: Efficiency of hexose utilisation as a function of hexose
uptake.
The hexose use efficiency ηHxte (J
H) as a function of the uptake rate JH.
Supplementary Figure 3-12: Final population size, after exhaustion of resources, in
different scenarios.
The total final population size (not normalised) after exhaustion of resources as a func-
tion of initial frequency of producers f0. This figure compares the results in the spatially
structured environment and homogeneous environments, assuming direct sucrose up-
take (VSmax > 0 [mmol/ (g · hour)]) or no sucrose uptake (VSmax = 0 [mmol/ (g · hour)]).
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Chapter 4
Quantitatively Defined Spatial
Structure Explains the
Relationships between Population
Density and Cooperation
Abstract
Population density influences the selection for cooperation in microorganisms,
with spatial structure and the type of social dilemma facing microbes shaping the
outcome. However a consistent relationship between population density and co-
operation is yet to emerge and we postulate this is due to the differences in the
way spatial structure is represented and manipulated. To test this we define a
quantitative measure of the degree of spatial structure within an environment and
incorporate it into a dynamic model of microbial cooperation. By systematically
manipulating spatial structure and resource concentration we uncovered a com-
plex range of possible outcomes capable of reconciling different results from the
literature. When environmental resources are at a very low or intermediate level,
high population density favours cooperation in highly structured environments but
favours cheats in environments with low spatial structure. When resources are at
a low level, high population density favours cooperators regardless of the degree
of spatial structure. Finally, when resources are plentiful, high population density
promotes cheating in both high and low structured environments. We demon-
strate that a systematic quantification of spatial structure and a consideration of
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resource availability within an environment are essential for understanding the
relationship between population density and cooperation.
4.1 Introduction
Population density is known to affect selection for cooperation in microorganisms
[32, 34, 63, 75, 76]. However, whether high population density favours cooper-
ation depends on the spatial structure of the environment [75, 76] and the type
of social dilemma facing microbes [32, 63, 75, 76]. In particular, two types of so-
cial dilemmas are of relevance: public goods production and self-restraint. Public
goods are extracellular factors used to perform a range of functions including nu-
trient acquisition, biofilm formation and quorum sensing [18]. They are costly to
produce but benefit individuals in the locality, making them prone to exploitation
by cheats who do not contribute to the production of public goods but still reap
the rewards. The self-restraint social dilemma results from a metabolic trade-
off that arises between growth rate and growth efficiency, whereby fast growth
is necessarily less efficient than slow growth [37]. Efficient use of common re-
sources conforms to the classical definition of a cooperative trait: it is beneficial
to the group, because more biomass is produced per unit resource, but costly to
individuals, because each divides at a slower rate [75].
A general relationship between population density and cooperation has not
yet fully emerged. In spatially homogeneous environments the picture has so far
been consistent. For public goods systems high population density favours cheats
[34] while in self-restrained systems the opposite holds [75]. However, conflicting
results have been found for spatially heterogeneous environments. In the case of
self-restrained systems, while empirical studies found that high population density
disfavours cooperation [75], theoretical studies indicate that this result may not
universally hold [63]. In public goods systems, theory predicts that high cell den-
sity will favour cheats, because in dense populations cheats are ‘physically closer’
to cooperators and therefore can exploit them more efficiently [63]. However a
more recent theoretical study suggests that high cell density can actually favour
cooperators if cells diffuse slower than the public goods they produce [76]. While
these theoretical results do not necessarily contradict each other, experiments
with motile [63] and non-motile [32] cell populations producing diffusible public
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goods both report the same outcome that high density populations favour cheats,
even when cells diffuse slower that the public goods. These empirical results are
consistent with the theoretical predictions in [63] but potentially conflict with the
theoretical predictions in [76].
One explanation for the apparent lack of consensus could be that past theo-
retical and empirical studies on the relationship between population density and
cooperation frequently consider both spatial structure and the type of cooperative
trait to be binary quantities. For example, in such studies an environment is con-
sidered to be either spatially structured or unstructured and the cooperative trait
is either public goods production or self-restraint. However, in reality cooperative
traits do not appear in isolation and often interact with each other [77]. Moreover
degrees of spatial structure can vary significantly between environments [78–80].
In general, theoretical studies do not necessarily consider spatial structure as
a binary trait and instead often manipulate population viscosity to produce varying
degrees of spatial structure [81–86]. However, this approach is rarely utilised in
empirical studies with some notable exceptions [64, 87] where viscosity is varied
by changing media composition in the experimental cultures. Some studies also
vary mixing intensity of the experimental cultures to produce a non-binary spatial
structuring of the environment [88].
However, more frequently empirical studies manipulate spatial structure through
an initial distribution of organisms within an environment with many ’spatially het-
erogeneous’ initial distributions all falling into the same category of ’structured’
environments as we now discuss. For instance, microbial communities can be
fragmented into subpopulations that are linked only through migration. Such
metapopulation structure can be imposed experimentally by embedding popu-
lations into microlitre plates [74, 75, 89, 90] whereby the initial spatial distribu-
tion and the migration is controlled by the experimentalists. Another common
way of manipulating spatial structure is to inoculate agar plates with a number
of droplets containing microbial cultures, forming patches of interacting subpop-
ulations [14, 63]. In this scenario the initial spatial distribution is controlled
by the experimentalist but the subsequent interactions between subpopulations
are not controlled. Finally homogeneous cultures can be inoculated onto plates
[32, 61, 63, 85] or into unshaken flasks [91] allowing for the spatial structure to
self-emerge. In that case both the initial spatial cell distribution and the subse-
83
quent interactions between the emergent subpopulations are not controlled.
Moreover, spatial structure can inadvertently be manipulated, giving rise to dif-
ferent degrees of structuring between biological replicates. For example, an envi-
ronment containing 50% cooperators can have different spatial structure depend-
ing on the way subpopulations containing cooperators or cheats are distributed
(Supplementary Fig. 4-6). This is of particular relevance for experimental meth-
ods in which the position of subpopulations, be it cheat or cooperator, is located
randomly [14].
Could the apparent inconsistencies regarding the relationship between popu-
lation density and cooperation be down to the fact that spatial structure can be
represented and manipulated in many different ways? In this chapter we postu-
late that the answer is yes and we argue the importance of representing spatial
heterogeneities in a way that systematically captures different degrees of struc-
ture.
To this end we develop a theoretical framework which introduces a quantita-
tive measure of environmental structure and we apply it to a microbial coopera-
tion system in which multiple social traits interact, namely public goods produc-
tion and self-restraint. Therefore our framework provides a unique opportunity
to bring together disparate results on the relationship between population density
and cooperation into a unifying structure. Indeed, we can replicate the seemingly
conflicting results and demonstrate that they are all part of a wide spectrum of
possible outcomes.
4.2 Mathematical model
4.2.1 The Cooperative System
Given that the relationship between population density and cooperation depends
on the type of cooperation, namely public goods production or self-restraint [63]
here we consider a cooperative system where these two social traits interact.
This allows us to systematically explore the relationship between cell density and
cooperation not just for individual but also for interacting social traits. Moreover
given the importance of spatial structure in determining the relationship between
cell density and cooperation, we introduce a robust way of systematically varying
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spatial structure.
In this section we first describe a spatial model of a cooperative system involv-
ing interacting social traits, before we discuss how to quantify a degree of spatial
structure within an environment.
In order to secure nutrients microbes can cooperate by secreting enzymes that
break down complex sugars into simple sugars that are easier to digest [39, 92].
Once simple sugars are available in the environment, microbes are then con-
strained by a rate-efficiency trade-off [37] which is at the core of the second
social dilemma of self restraint: resources can be exploited slowly but efficiently
or quickly but inefficiently. By varying resource concentration in the system, we
can manipulate the strength of the rate-efficiency trade-off [14, 41]. When nu-
trients are scarce, the rate-efficiency trade-off is weak or non-existent [14, 41]
and the nutrient acquisition through public goods production is expected to be the
dominant constraint on microbial growth; however when nutrients are plentiful we
expect that the rate-efficiency trade-off is the mechanism constraining growth.
An example of the system where both public goods production and self-restraint
interact is an invertase production in Saccharomyces cerevisiae extensively used
as a model system for studying cooperation [14, 32–34, 74, 75, 93]. Invertase is
a costly extracellular enzyme used to break down sucrose into glucose and fruc-
tose, the preferred carbon sources, while S. cerevisiae’s growth on glucose and
fructose is constrained by a rate-efficiency trade off [14].
As a basis of our theoretical model we use the well-established mathematical
framework developed in [14] for invertase production in S. cerevisiae, which has
proven capable of generating accurate quantitative predictions. In this framework
the cooperative trait under consideration is the production of a public good: inver-
tase. Although the two considered strains: invertase producer and non-producer,
differ only in one gene, they are affected by two social dilemmas. The invertase
producers and non-producers, in their localities, create different ecological en-
vironments (with the producers facing higher hexose concentrations), and thus
they are also differently affected by the rate-efficiency trade-off, and utilise their
resources with different efficiencies (the ‘self-restraint’ dilemma). This enables
us to study the impact of self-restraint on the cooperative system of public good
production.
Here we consider a simplification of the system-specific model in [14], which
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is in line with other more general models of invertase production [33]. More-
over we also introduce one important component concerning the representation
of spatially structured environments. In [14] the degree of spatial mixing was
represented by a phenomenological parameter. In this chapter instead we model
spatial interactions using a reaction-diffusion framework, this enables a better
connection between the theory and experiments as we now explain.
Next we briefly describe the basic assumptions of the model with more detailed
description presented in the Chapter 2: Methods. Consider two strains, a cooper-
ator (also termed invertase producer) and a cheat (also termed a non-producer).
In our model both strains take up resources R and use them to generate ATP
using a simple, unbranched pathway [37]. We represent microbial growth as a
linear function of the rate of ATP production, as described in more detail in the
Chapter 2: Methods.
Both strains take up sucrose (S ) and the rate of sucrose pathway is denoted
by JS , while it’s efficiency is denoted by ηSe . Invertase producers secrete inver-
tase, that catalyses the extracellular hydrolysis of each molecule of sucrose into
two molecules of monosaccharides, that is hexose (H). The rate of conversion
of sucrose into hexose is represented by Inv, a saturating function of sucrose
concentration. The cost of invertase production is denoted by a constant c, es-
timated empirically in [14]. Moreover, in [14] the fitness of invertase-producing
cooperators was calculated as the ratio of population doublings during competi-
tion on glucose with non-producing cheats and it was found that producers suffer
a fitness disadvantage. To reflect this in our model, we multiply the fitness of
producers by (1 − c) as was done in [14, 33].
Simple sugars are transported into the cell by hexose transporters and the
rate of the hexose pathway is denoted by JH, where the efficiency of this pathway
is denoted by ηHxte . Yeast exposed to abundant hexose convert it inefficiently into
growth compared with those exposed to lower hexose levels [40, 41]. We term
this a rate-efficiency trade-off, where an increase in resource uptake rate leads
to a decrease in the number of cells created per unit of resource, and therefore
ηHxte is a decreasing function of J
H. The parameterisation of all of the above terms
can be found in the Supplementary Material 4.5.2, and the exact shape of the
function ηHxte (J
H) is shown in Supplementary Fig. 4-7.
To predict the densities of the producer and non-producer strain in compe-
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tition, we deploy a reaction-diffusion model enabling the explicit tracking of re-
source concentrations and population densities in both space and time. In par-
ticular let Np(x, t) and Nn(x, t) denote the density of producers and non-producers,
respectively, at time t and at spatial location x, x ∈ Ω where Ω = [0, l] is a one-
dimensional domain with l denoting a positive constant. Similarly let S (x, t) and
H(x, t) denote the concentration of sucrose and hexose, respectively, at time t and
at spatial location x. Then the model takes the following form:
∂S
∂t
= −JS (Np + Nn) − InvNp + DS ∂
2S
∂x2
, (4.2.1)
∂H
∂t
= −JH(Np + Nn) + 2InvNp + DH ∂
2H
∂x2
, (4.2.2)
∂Np
∂t
= (1 − c)[ηHxte (JH)JH + ηSe JS ]Np + DN
∂2Np
∂x2
, (4.2.3)
∂Nn
∂t
= [ηHxte (J
H)JH + ηSe J
S ]Nn + DN
∂2Nn
∂x2
. (4.2.4)
where ∂
2
∂x2 is one-dimensional diffusion operator, while D∗ represent diffusion coef-
ficients for sucrose (S ), hexose (H), and cell biomass (N). Due to their molecular
size we assume that the rate of movement of sucrose is twice as slow as that of
hexose, while cells move at an even slower rate. Note that secreted invertase re-
mains localised between the cell membrane and the cell wall [39], and therefore
the enzyme itself does not diffuse.
In order to link our model to laboratory experiments in which microbes are
grown on agar plates, and neither the cells nor the resources can move outside
the plate edges, we impose no-flux boundary conditions:
∂S
∂x
(0, t) =
∂S
∂x
(l, t) = 0, (4.2.5)
∂H
∂x
(0, t) =
∂H
∂x
(l, t) = 0, (4.2.6)
∂Np
∂x
(0, t) =
∂Np
∂x
(l, t) = 0, (4.2.7)
∂Nn
∂x
(0, t) =
∂Nn
∂x
(l, t) = 0, (4.2.8)
Such setting could also represent some natural environments, in which microbial
cultures are kept within certain physical boundaries, such as fruit surface in case
of S. serevisiae or rice leave edges in the case of M. oryzae. Additionally, we
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assume the following initial conditions: S (x, 0) = S 0, where S 0 is the initial sucrose
supply constant while H(x, 0) = 0. Moreover, Np(x, 0) = Np0(x) and Nn(x, 0) = Nn0(x)
representing an initial distribution of producers and non-producers, respectively,
with the average initial population density per spatial location denoted by N0 =
1
l
∫
x∈Ω(Np0(x) + Nn0(x))dx. Thus we study the same model as the one proposed in
the Chapter 3, with the parameters listed in Supplementary Table 4.1.
The model is simulated for different initial frequencies f0 of producers within
the population until all resources are exhausted (representing the spatially struc-
tured batch culture, as described in the subsection 2.2.2 in Chapter 2: Methods),
and for each case we record the final population distribution of both producers
denoted by Npend(x), and non-producers denoted by Nnend(x). Subsequently, the
long-term competition outcome is determined by calculating the relative fitness
of invertase producers to non-producers Wp( f0), as described in the Chapter 2:
Methods. If Wp( f0) > 1 for all f0 ∈ (0, 1), producers outcompete non-producers
in the long-term while if Wp( f0) < 1 for all f0 ∈ (0, 1), we can conclude that non-
producers outcompete producers. The coexistence occurs if there exists f ∗0 such
that Wp( f ∗0 ) = 1, meaning there is a value of producer frequency that remains
unchanged in long term.
4.2.2 Quantifying a degree of spatial structure
Consider a one-dimensional spatial domain Ω = [0, l]. We define an initial popu-
lation distribution (of both producers and non-producers) as
Nall0(x) =
lN0
n
∑
i∈
g(x|xi, σ), x ∈ Ω (4.2.9)
where g(x|xi, σ) represents a normal distribution around xi ∈ Ω with variance σ2,
and  = {1, ...n} is a set of integers where n represents the number of local maxima
in Nall0(x). The representation in (4.2.9) is akin to an experimental setup where an
initial environment contains n subpopulations (also termed patches) of the same
size, each of which contains either producers or non-producers [14, 74]. The
spatial locations of the local maxima, xi, i ∈ , denote centre-points of the respec-
tive ‘patches’ around which producers or non-producers are normally distributed.
Even though we assume that microbial cells have low motility, the resources can
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diffuse throughout the spatial domain which implicitly facilitates the interactions
between cells in spatial locations both within and between different patches.
In order to separate Nall0(x) into distributions of producers Np0(x) and non-
producers Nn0(x) we first introduce the following notation. Let  denote a subset
of  with p < n denoting the cardinality of  which also represents the number of
local maxima in Np0(x). Similarly, let  =  \  := {i ∈  : i < } with q = n − p
denoting the cardinality of  which also represents the number of local maxima
in Nn0(x) . Then
Np0(x) =
lN0
n
∑
i∈
g(x|xi, σ), (4.2.10)
Nn0(x) =
lN0
n
∑
i∈
g(x|xi, σ). (4.2.11)
This is equivalent to an experimental setup where out of possible n ‘patches’,
producers occupy p patches located around xi ∈ Ω with i ∈  while non-producers
occupy q patches located around xi ∈ Ω with i ∈ .
The degree of spatial structuring in the environment can be manipulated through
the number of patches occupied by producers (i.e p) as well as the position of
such patches so we propose the following measure of the Degree of Spatial
Structure (DSS):
DSS =
1
n
∑
i∈
Zi, (4.2.12)
where 0 ≤ DSS < 1,
Zi =
1(i−1)∈∧ i∈ + 1(i−1)∈∧ i∈ + 1(i+1)∈∧ i∈ + 1(i+1)∈∧ i∈
1(i−1)∈ + 1(i+1)∈
, (4.2.13)
and
1A =

0, if A is true,
1, if A is false,
(4.2.14)
with A denoting a proposition, meaning a statement which can be either true or
false.
The numerator in (4.2.13) denotes the number of same-type patches in the
nearest-neighbourhood of the patch i while the denominator in (4.2.13) denotes
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the total number of patches in the nearest-neighbourhood of the patch i.
In other words, Zi represents the fraction of the same type nearest-neighbour
patches as the focal patch located at xi, and DSS is the average fraction of the
same type nearest-neighbour patches in the population. Therefore intuitively the
DSS value is closer to its maximum (that is 1) when the producers and non-
producers are well segregated. In that case a given focal patch is mainly sur-
rounded by its own type and therefore its Zi will be high, leading to high values
of the DSS for the population. When the producers and non-producers are well
mixed, a given focal patch will have lower Zi than for the segregated spatial struc-
ture, giving rise to lower DSS values for the population.
As an illustration we next provide a detailed example of a one-dimensional
DSS calculation but note that our definition of DSS can readily be applied to two-
dimensional cases (for an example see Supplementary Material 4.5.3)
Example 1. Fig. 4-1 provides an example of possible values DSS can take when
n = 3 and p = 1. In this case the environment consists of 3 patches, one of which
contains producers (p = 1) while the other two contain non-producers (q = 2).
Since there are 3 locations where a patch of producers can be placed, there are
three different  and the corresponding  sets, namely:
a = {1} and a =  \ a = {2, 3}, (4.2.15)
b = {2} and b =  \ b = {1, 3}, (4.2.16)
c = {3} and c =  \ c = {1, 2}. (4.2.17)
Subsequently, combining (4.2.15-4.2.17) with (4.2.13) we first arrive at
Z1a =
10∈a ∧ 1∈a + 10∈a ∧ 1∈a + 12∈a ∧ 1∈a + 12∈a ∧ 1∈a
10∈ + 12∈
=
0 + 0 + 0 + 0
0 + 1
= 0,
Z2a =
11∈a ∧ 2∈a + 11∈a ∧ 2∈a + 13∈a ∧ 2∈a + 13∈a ∧ 2∈a
11∈ + 13∈
=
0 + 0 + 1 + 0
1 + 1
= 0.5,
Z3a =
12∈a ∧ 3∈a + 12∈a ∧ 3∈a + 14∈a ∧ 3∈a + 14∈a ∧ 3∈a
12∈ + 14∈
=
1 + 0 + 0 + 0
1 + 0
= 1.
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Incorporating the above into (4.2.12) leads to:
DSS a =
0 + 0.5 + 1
3
= 0.5.
Similarly we can also calculate
DSS b =
0 + 0 + 0
3
= 0,
DSS c =
1 + 0.5 + 0
3
= 0.5.
Therefore in a three-patch environment (n = 3) containing f0 = 1/3 frequency
of producers, our measure of spatial structure DSS can only take two values:
DSS = 0.5, if producers are situated in either of the two outer patches (Fig. 4-
1a&4-1c) and DSS = 0, if the producers are located in the middle patch (Fig. 4-
1b).
In general, for an environment containing a finite number of patches, not all
producer frequencies f0 can be used to create a diverse range of spatial structures
0 < DSS < 1.
(a) DSS=0.5 (b) DSS=0 (c) DSS=0.5 
Figure 4-1: An example of possible values DSS can take in a three patch environ-
ment where one patch contains invertase producers while the other two contain
non-producers (n = 3,p = 1,q = 2).
(4-1a): a = {1} and a =  \ a = {2, 3}, resulting in DSS = 0.5;
(4-1b): b = {2} and b =  \ b = {1, 3}, resulting in DSS = 0;
(4-1c): c = {3} and c =  \ c = {1, 2}, resulting in DSS = 0.5.
The initial population density is N0 = 6 · 10−4g. protein per L.
Our definition of the Degree of Spatial Structure (DSS ) within an environment
is simple and intuitive but also has some parallels with the existing measures of
spatial relatedness proposed in cooperation literature [94–97]. The relatedness
between nearest neighbours is often defined as the average local density of co-
operators experienced by a cooperator and denoted by qC|C. It can also be inter-
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preted as the conditional probability that the recipient of a cooperative behaviour
is a cooperator [84, 94, 96–98]. This definition is usually used in the network mod-
els [84, 94, 96–98],where the ’local density’ experienced by an individual refers to
the fraction of the occupied neighbouring sites.
In our system we can calculate the equivalent of qCIC by considering the fol-
lowing simplifying assumptions: each microbial patch is treated an ’individual’ and
that pairwise interactions occur only between ’individuals’ occupying the neigh-
bouring sites (patches). In that case
qC|C =
1
p
∑
i∈
Zi, (4.2.18)
that is the average fraction of cooperative neighbours for each cooperator.
According to [96] the spatial relatedness can only by expressed as qCIC if the
cooperative individuals are rare in a population. Otherwise a quantity,
r¯ = qC|C − qC|D, (4.2.19)
is proposed [96], which had been previously defined as a measure of popula-
tion viscosity [99]. Here, qC|D denotes the average local density of cooperators
experienced by a cheat (defector).
Our measure of spatial structure DSS can also be related to r¯ in the following
way. Let qD|D denote the average local density of defectors experienced by a
defector, which in our case similarly to (4.2.18) takes the form
qD|D =
1
n − p
∑
i∈
Zi. (4.2.20)
Moreover, by definition
qD|D = 1 − qC|D. (4.2.21)
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Then from (4.2.12) and using (4.2.20-4.2.21) we have
DSS =
1
n
(
∑
i∈
Zi +
∑
i∈
Zi) =
1
n
(pqC|C + (n − p)qD|D)
= f0qC|C + (1 − f0)qD|D = f0qC|C + (1 − f0)(1 − qC|D)
= f0qC|C − (1 − f0)qC|D + (1 − f0), (4.2.22)
where f0 = p/n denotes the initial frequency of cooperators in the population.
In contrast to the definition of r¯, our DSS in (4.2.19) weights the quantities
qC|C and qC|D by the frequencies of cooperators and defectors, respectively. This
impacts on how spatial structure of an environment is defined as illustrated in the
Example 2 below.
Example 2. Consider an environment where the initial population consist of n =
20 local maxima, so that  = {1, 2, ..., 20}. Now consider the following two initial
distributions
Case 1: the initial frequency of producers is f0 = 10/20 with  = {1, 2, ..., 10} and
p = 10
Case 2: the initial frequency of producers is f0 = 1/20 with  = {1} and p = 1.
We want to calculate DSS and r¯ for both Cases 1 and 2.
Using (4.2.13-4.2.14) and (4.2.18) we arrive at
qC|C =

0.95, for Case 1,
0, for Case 2,
(4.2.23)
and similarly using (4.2.13-4.2.14) and (4.2.20) we arrive at
qD|D =

0.95, for Case 1,
0.974, for Case 2.
(4.2.24)
Subsequently from (4.2.19), (4.2.23-4.2.24) and remembering (4.2.21) we obtain
r¯ =

0.9, for Case 1,
−0.026, for Case 2.
(4.2.25)
Similarly from (4.2.22-4.2.24) and remembering (4.2.21) and that f0 = 10/20 for
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the Case 1 while f0 = 1/20 for the Case 2, we obtain
DSS =

0.95, for Case 1,
0.925, for Case 2,
(4.2.26)
Given that in both Case 1 and Case 2, producers and non-producers are well-
segregated with only one producer patch bordering a non-producer patch, we
would expect that both environments have similar spatial structures. While this
indeed turns out to be the case for our definition of DSS as shown in (4.2.26), the
values of r¯ significantly vary between the two cases (4.2.25). Therefore we argue
that our definition of DSS is well suited for classifying spatial structure based on
microbial experimental protocols used to manipulate the level of spatial segrega-
tion of different microbial strains [14, 74].
4.3 Results
4.3.1 The impact of spatial structure on the outcome of com-
petition
In spatially unstructured environments for a given initial frequency f0, the produc-
ers will have a unique relative fitness Wp( f0) as defined in (2.4.3). However in
spatially structured environments, where the initial population distribution Nall0(x),
defined in (4.2.9), has n local maxima, there are
(
n
f0·n
)
ways of representing the
initial distribution of producers Np0(x), as defined in (4.2.10). Therefore there are(
n
f0·n
)
possible initial distributions associated with a single producer frequency f0,
as illustrated in Fig. 4-1 for n = 3 and f0 = 1/3.
Since our model (4.2.1-4.2.4) explicitly tracks resource concentrations and
population densities in both space and time, we can follow how different initial
population distributions give rise to different final population distributions, which
in turn results in different final population sizes. Therefore, for a given number
of local maxima n (or patches) and a given frequency of producers f0 in an initial
population, it follows from (2.4.3) that there are up to
(
n
f0·n
)
possible values of
Wp( f0). In practice, some of the initial distribution are symmetric to each other
(as for example the distributions shown in the Fig. 4-1a and 4-1c ), and for each
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pair of such symmetric distributions we expect to obtain the same relative fitness
Wp( f0).
If for each f0 the location of producer patches is allocated randomly as is
often the case in experimental studies [14, 85], the relative fitness Wp( f0) could
vary dramatically between biological replicates, as illustrated in Fig. 4-2a (grey
dots) which plots all possible values of Wp( f0) calculated for all possible initial
distributions, given a fixed n. This can lead to dramatically different competition
outcomes ranging from coexistence (black line, Fig. 4-2a) to competitive exclusion
(blue line, Fig. 4-2a) and including non-linear fitness functions (such as the one
illustrated with the red line, Fig. 4-2a).
However, if for a given f0, a measure of the degree of spatial structuring as
defined in (4.2.12) is associated with each value of the relative fitness Wp( f0),
a clear pattern emerges showing that as the degree of spatial structure (DSS )
decreases, the relative fitness of producers tends to decrease (Fig. 4-2b & 4-2c).
In addition, consistent with experimental findings [14, 64], our model confirms that
the degree of spatial structure matters in maintaining cooperation as producers
coexist with non-producers only for sufficiently high DSS (Fig. 4-2b).
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(a) (b) 
(c) 
Figure 4-2: The importance of adopting a quantitative approach to spatial structure:
(a): all possible values of the producers relative fitness Wp( f0), for various producers
frequencies f0 and n = 5. In total Wp( f0) takes two significantly different values for f0 = 0.2
and f0 = 0.8 each, and four significantly different values for f0 = 0.4 and f0 = 0.6 each,
giving rise to 2 × 4 × 4 × 2 = 64 different curves for Wp( f0) as a function of f0. The black,
blue end red lines illustrate qualitatively different outcomes of the competition, depending
on the random choice of the locations of producers patches. In particular the black line
crosses the line of equal fitness where the relative producers fitness equals to one, and
therefore a stable coexistence of producers and non-producers is predicted.The blue line
lies entirely below the line of equal fitness, predicting exclusion of the producers. The
red line indicates bistability: depending on initial frequency of producers, the system
may converge to a stable coexistence of producers and non-producers, or to exclusion
of producers. (b): all possible values of the producers relative fitness Wp( f0), associated
with the initial degree of spatial structuring (DSS ). (c): all possible values of the producers
relative fitness Wp( f0), plotted against the value of DSS. For each initial frequency f0 the
relative fitness of producers tends to increase with increasing spatial structure measure
DSS .
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4.3.2 The effects of population density in the maintenance of
cooperation
Whether high population density promotes cooperation depends on two factors:
the resource concentration in the environment and the degree of spatial structure
(Fig. 4-3a).
In particular, for highly structured environments (sufficiently high DSS ), high
population density promotes cooperation, when environmental resources are suf-
ficiently low (Fig. 4-3a), with cooperators (producers) either outcompeting cheats
(non-producers, e.g. Fig. 4-3b) or coexist with them (e.g Fig. 4-3c). However,
when resource concentration is sufficiently high, the opposite result is observed
with high population densities promoting cheats who in the long term outcompete
cooperators.
We confirm the robustness of these results, by running the simulations based
on the full model, containing more biological details of S. cerevisiae, and de-
scribed in the Supplementary Material 4.5.4. The results of the complex model
are consistent with our main findings. Namely, in highly structured environments
high population density favours invertase producers for sufficiently low resource
concentrations while high population density favours non-producers for sufficiently
high resource concentrations (Supplementary Fig. 4-10). Moreover, this result is
robust to further changes in parameter values.
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Figure 4-3: The effect of population density on cooperation as a function of the
spatial structure and the resource concentration
The effect of population density on cooperation as a function of the spatial structure and
the resource concentration in the environment is shown in (a). We simulated 88 envi-
ronmental conditions denoted by circles (8 different spatial structure level, 11 different
resource concentrations) and the following initial population densities: low: N0 = 6 · 10−6,
medium: N0 = 6 ·10−5, high: N0 = 6 ·10−4 [g protein /L]. Dark green circles: high population
density favours invertase producers (cooperators); Grey circles: high population density
favours the non-producers (cheats); Light green circles: population density may favour
producers or non-producers, depending on the details of the system. The outcome of
numerical simulations were assessed in the following way. Let W lp( f0), W
m
p ( f0) and W
h
p( f0)
denote the relative fitness of producers for low, medium and high initial population den-
sities, respectively. If the statement S a: W lp( f0) < W
m
p ( f0) < W
h
p( f0) is true (with accuracy
10−3) for all f0, then high population density favours producers (dark green circles) while
if the statement S b: W lp( f0) > W
m
p ( f0) > W
h
p( f0) is true (with accuracy 10
−3) for all f0 then
high population density favours non-producers (grey circles). However if S a and S b are
not true we first define f ∗0 ∈ (0, 1) as the initial producer frequency for which Wp( f ∗0 )=1. If
Wp( f ∗0 ) > 1 for all f0 ∈ (0, 1) we set f ∗0 = 1 while if Wp( f ∗0 ) < 1 for all f0 ∈ (0, 1) we set f ∗0 = 0.
Subsequently we use f l∗0 , f
m∗
0 and f
h∗
0 to denote f
∗
0 for low, medium and high population
densities, respectively. If f l∗0 < f
m∗
0 < f
h∗
0 we conclude that high population density favours
producers (dark green circles). However, if f l∗0 > f
m∗
0 > f
h∗
0 then high population density
favours non-producers (grey circles). Otherwise no general statement can be made re-
garding the relationship between population density and cooperation (light green circles).
Examples of the relative fitness of producers for a range of environmental conditions B-E
marked in (a) are given in (b-e). In particular (b): DSS = 0.8 and the initial resource
concentration is S 0 = 2.33[mM]; (c): DSS = 0.8 and S 0 = 73.65[mM]; (d) DSS = 0.3 and
S 0 = 0.585[mM]; (e) DSS = 0 and S 0 = 585[mM]; Throughout (b-e), n = 5 and the relative
fitness of producers as a function of producer frequency is calculated for low, medium
and high initial population densities as described in (a). Note, in our framework as seen
in (e), small DSS values can be obtained only at intermediate producer frequencies, be-
cause small or large frequencies do not allow for sufficient mixing required to generate
low spatial heterogeneity.
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Why can high population densities favour cooperation (as in Fig 4-3b)? We
reason that the higher the density of cooperators, the quicker they will consume
acquired resources (Fig. 4-4). Moreover, since the acquired resources in our
highly structured environment are sufficiently scarce, they will be consumed by
cooperators before they can become accessible to cheats, as also highlighted in
[1, 76]. This effect is illustrated in Fig. 4-4 which shows that, in a well structured
environment with sufficiently low resources, the resource uptake rate of cooper-
ators is substantially higher than that of cheats when population density is high
(Fig. 4-4b) compared to when the population density is low (Fig. 4-4a).
(a) (b) 
Figure 4-4: Average hexose uptake rates (over all spatial locations) of producers
and non-producers.
This is calculated at (a) sufficiently low (N0 = 6 · 10−6[g protein/L]) and (b) sufficiently high
(N0 = 6 · 10−2[g protein/L]) population densities. Throughout, DSS = 0.7, n = 5, p = 1,
resources concentration: S 0 = 5.85[mM sucrose].
For the environments with sufficiently low spatial structure (sufficiently low
DSS ), high population density promotes cheats at much wider range of resource
concentrations than in the case of highly structured environments (Fig. 4-3a).
Apart from the parameter zones that result in high population density promot-
ing cooperators and those resulting in high density promoting cheats, there are
also regions (light green circles in Fig. 4-3a), for which no general statement can
be made regarding the relationship between population density and cooperation.
For example, for sufficiently high cooperator frequency an initial small increase
in population density could favour cheats, while a further density increase could
favour cooperators; however, for sufficiently low cooperator frequencies this non-
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monotone relationship can be lost (Fig. 4-3d ).
Our model also predicts that frequency dependence will not be observed in the
environments where spatial structure is sufficiently low but the resource concen-
tration is sufficiently high (e.g Fig. 4-3e). This is consistent with observations in
[62], where it was empirically shown that the frequency dependence between the
cooperative public goods producers and the cheating non-producers disappears
when the population is not structured enough and the public good production
does not benefit the population growth. In our case, in environments containing
high resource concentration the public good production stops being beneficial for
the populations, because of the rate-efficiency trade-off [14, 75].
Finally, we observe a non-monotone relationship between the relative fitness
of cooperators and resource concentration in the environment. This relationship
is shown in the Fig. 4-5a for a fixed initial frequency of producers. The fitness of
cooperators is maximised for an intermediate resource concentrations, the value
of which does not vary significantly with the population density or spatial structure
(Fig. 4-5a). This result is also recovered with the full model, where the relative
fitness of producers is maximised at some intermediate resource concentration
(Supplementary Fig. 4-11).
This result could be linked to the Allee effect [100], a known feature of the
S. cerevisiae cooperative system [74, 93], whereby the cooperative population
reaches its maximal growth rate at an intermediate population density.
We can gain a further insight into the mechanism driving the result in (Fig. 4-
5a) by tracking how much of the public good (hexose) produced by cooperators
is taken up by the cells at each spatial location (Fig. 4-5b-d). In particular, in envi-
ronments with sufficiently low initial resource concentration, population densities
will be low which in turn will give rise to low hexose concentration in the vicinity
of producers. Since the hexose uptake rate is a function of hexose concentration
(see the form of JR in Chapter 2: Methods) the resulting low hexose uptake rate
by producers leads to this public good becoming accessible to non-producers
through diffusion (Fig. 4-5b). In this case producers will not have a large ad-
vantage over non-producers, which is reflected in (Fig. 4-5a) by observing that
the relative fitness of producers is smaller at low resource concentrations than
intermediate resource concentration.
On the other hand, having sufficiently high resource concentrations in the envi-
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ronment leads to the creation of large hexose spikes around producers, resulting
in high hexose uptake rate for the producers. However, since the hexose uptake
rate is a saturating function of hexose concentration, the excess hexose not taken
up by producers will become accessible to neighbouring non-producers (Fig. 4-
5d). In addition, producers are affected by the rate-efficiency trade-off whereby
high rates of hexose uptake are associated with low growth efficiency further dis-
advantaging the producers. This is reflected in Fig. 4-5a by observing that the
relative fitness of producers is less than one for sufficiently high resource con-
centrations.
At intermediate resource concentrations the hexose uptake by producers is
sufficiently fast to capture the majority of available glucose (Fig. 4-5c) and the
concentration of available hexose is sufficiently low so that producers are not
affected by the rate-efficiency trade-off in hexose consumption. This gives pro-
ducers an advantage over non-producers reflected in the fact that the relative
fitness of producers is greater than one for low/medium resource concentrations
(Fig. 4-5a).
The non-monotone relationship between the relative fitness of cooperators
and resource concentration in the environment is also present in the absence of
the rate-efficiency trade-off in hexose consumption (Supplementary Fig. 4-12).
However in that case the hump-shaped distribution is less pronounced than in
the presence of rate-efficiency trade-off (Fig. 4-5a) and the resrouce concentra-
tion that maximises the relative fitness of producers depends on the measure of
spatial structure DSS . In the absence of rate-efficiency trade-off producers have
an advantage over non-producers even in high resource environments (Supple-
mentary Fig. 4-12), because the high hexose uptake rate experienced by produc-
ers in high resource environments does not incur a penalty in terms of a reduced
growth efficiency. However this advantage of producers over non-producers at
high resource concentrations is still smaller than the advantage producers have
at intermediate resource concentrations (Supplementary Fig. 4-12). This is due to
the fact that hexose uptake rate is a saturating function of hexose concentrations.
Moreover, the lower the DSS the higher concentration of resources is needed for
producers to sequester sufficiently high concentration of hexose in order to have
an advantage over non-producers (Supplementary Fig. 4-12).
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Figure 4-5: Relative fitness of producers as a function of resource concentration.
(4-5a) Different surfaces denote the outcomes for various various population densities, re-
source concentrations and spatial structures for a fixed initial producer frequency f0 = 0.4.
The colour of surfaces changes depending on the level of the spatial structure (DSS ).
The red lines denote the resource concentration which maximise the producers relative
fitness, at a given level of spatial structure DSS .
(4-5b)-(4-5d): Hexose uptake [mM/hour] by producers and non-producers in different spa-
tial locations calculated for n = 5, p = 2,DSS = 0.8,N0 = 6 · 10−4 [g/L] and
(4-5b) very low resource concentration S 0 = 0.585[mMsucrose]; (4-5c) low resource
concentration S 0 = 9.2716[mMsucrose] and (4-5d) high resource concentration S 0 =
585[mMsucrose].
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Note that the results presented in this section do not qualitatively change if we
consider a system-specific mathematical model tailored to S. cerevisiae system
(see Supplementary Material 4.5.4, for details).
4.4 Discussion
In this chapter we put forward a theoretical framework capable of reconciling
seemingly conflicting results in the literature regarding the relationship between
population density and cooperation in microorganisms. In general, the framework
has two distinct features: first, the two social dilemmas facing microbes namely
public goods production and self restraint interact and the strength of this interac-
tion can be varied; second, the degree of spatial structure of an environment is
defined in such a way that its value can be systematically varied.
In particular we quantify a degree of spatial structure (DSS ) within an environ-
ment in a simple and intuitive way. In an experimental environment containing n
patches, the degree of spatial structure is defined as DSS = 1n
∑n
i=1 Zi where Zi
represents the fraction of the same type nearest-neighbour patches as the focal
patch i. While our simple measure is sufficient to explain the inconsistencies in
the literature, it serves only as an example of spatial structure quantification and
more sophisticated measures could easily be incorporated into our framework.
Past theoretical studies have explored the relationship between population
density and cooperation in spatially structured environments [96, 98, 101]. The
findings of these studies were interpreted through the use of the inclusive fitness
theory [2] which involved extending the Hamilton’s concept of relatedness to ac-
count for spatially structured environments. While the outcomes provided useful
understanding of the effect of spatial structure on cooperative behaviour, such
theoretical predictions are rarely challenged by microbial data.
The reason for this lack of empirical verification could be due to the fact that
the past studies used island models [101] or infinite network models [96, 98] to
represent spatial structure. While the island models assume that individuals are
distributed into groups and can migrate between them, network models consider
space as a regular infinite network in which each individual is connected to and
therefore can interact with n other neighbours. However, it is not clear how these
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frameworks could apply to microbial populations where individual cells often ex-
hibit low-motility [102] and where the neighbourhood interactions with a focal in-
dividual are determined by the biophysical and biochemical properties of the co-
operative trait rather than by a predetermined network. For example in the case
of public goods cooperation, the number of neighbours interacting with the focal
individual is determined by the diffusive properties of the public good in a given
environment [1, 14, 31, 33, 64, 76, 103]. This also impacts the ability to calculate
the spatially-extended relatedness coefficient [96] which requires recognition of
the interacting pairs of individual cells.
Our theoretical framework deploys a system of partial differential equations
widely used to elucidate the effects of spatial variation on populations [104]. In
particular it enables us to explicitly track resource concentrations and population
densities in both space and time. To mimic experimental protocols where an
initial environment contains a number of microbial patches of the same size [14,
74] our initial population distributions (4.2.10-4.2.11) contain a number of local
maxima. The spatial locations of the local maxima represent the centre-points of
different patches in the environment, around which microbial cells are normally
distributed. While we assume that cells have low motility (as is often the case
with microorganisms [102]), resources diffuse throughout the spatial domain thus
implicitly facilitating the interaction between cells at different spatial locations both
within and between the patches.
The degree of impact of public-goods production and self restraint on micro-
bial growth is varied through the initial resource concentration. In low-resource
environments the growth rate is relatively low and the rate-efficiency trade-off is
weak or non-existent [14], making public goods production the dominant con-
straint on microbial growth. Contrary to this, when resources are high, the growth
rate is relatively high leading to the inefficient resource use [75].
By varying a degree of spatial structure and resource concentration in an en-
vironment, a more consistent picture of the relationship between the population
density and cooperation emerged (Fig. 4-3a). When resources are plentiful, high
population density promotes cheats in both high and low structured environments
(Fig. 4-3a). Our results could be explained by the fact that when resources are
high, public goods producing cooperators acquire large amount of nutrients and
are therefore affected by the rate-efficiency trade-off. The higher the population
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density of producers, the larger the spatial and temporal spike of hexose, which
are harmful for the cells in their vicinity (that is producers), because they result in
low hexose use efficiency. Moreover, as public goods non-producing cheats ac-
quire lower concentrations of nutrients than the producers, they do not suffer the
same efficiency constraints and will therefore be more efficient than producers.
For sufficiently low or intermediate resources, high population density pro-
motes cooperation in highly structured environments (this result is also confirmed
in some of the scenarios considered in [96, 98]), while in the environments with
low spatial structure high population density promotes cheats. Our results are
consistent with the recent theoretical predictions in [76] and importantly could
explain why the empirical evidence for these predictions is seemingly lacking.
Namely, [76] predicts that high population densities can promote either coop-
eration or cheating depending on whether cells diffuse faster or slower than the
public goods they produce. However, empirical studies using motile [63] and non-
motile [32] cell populations producing diffusible public goods, both find that high
population density favours cheats; this is consistent with a different theoretical
study predicting that high population densities will always favour cheats in public
goods systems [63].
Instead of considering diffusibility of cells in comparison to the diffusibility of
public goods as was the case in [76], our study predicts that it is the different
degrees of spatial structure within the environment that influence whether high
population densities will favour cooperators or cheats. In this context the empir-
ical results in [32, 63] are consistent with our predictions since both empirical
studies were conducted in environments with relatively low spatial structure. In
particular, the experiments in [32, 63] were initiated by inoculating a mixture of
cooperators and cheats onto an agar plate, allowing the spatial structure to self-
emerge; however the self-emergence of spatial structure is known to be negligible
when population densities are high [105].
In addition, our predicted dependence of the relationship between population
density and cooperation on environmental structure has some empirical support
[64] whereby high population density was found to favour cheats in environments
with low spatial structure but not in the environments with high spatial structure.
In general we note that since, high population densities impede the self-segregation
of cells [105], the experimental protocols relying on self-emergence of spatial
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structure, as in [32, 61, 63, 74, 85, 90], will give rise to different levels of spatial
structure across different population densities. Since an increase in population
density inadvertently results in a decrease in the degree of spatial structure, and
given that the absence of spatial structure can favour cheats [12, 34], it is imper-
ative that the studies regarding the relationship between population density and
cooperation also consider the role different spatial structure plays in shaping this
relationship.
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4.5 Supplementary Material
4.5.1 Supplementary figures
(b) (a) 
Supplementary Figure 4-6: Various ways of distributing two subpopulations.
An example of two different spatial distributions of cooperator (green) and cheat (grey)
subpopulations, where both distributions have the same cooperator frequency of 0.5.
4.5.2 Parameter values
The hexose diffusion coefficient DH (and therefore DS = DH/2) was chosen ar-
bitrarily to describe a sufficiently structured environment within the context of the
partial-differential model (4.2.1)-(4.2.4) of the main text. The other parameter
values were based on the ones estimated in [14] and are summarised in Sup-
plementary Table 4.1. The list of parameters varying in the main text is listed in
Supplementary Table 4.2.
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Supplementary Figure 4-7: Efficiency of hexose utilisation as a function of hexose
uptake rate,
taking the form: ηHxte (J
H) = 0.0009 + 0.0471/(1 + exp(−6.7598 + 0.5142 · JH)).
Supplementary Table 4.1: Parameters values for the mathematical model (4.2.1)-(4.2.4).
VSmax 11 [mmol sucrose / (g protein · hour)]
KSm 7 [mM sucrose]
VHmax 50 [mmol hexose / (g protein · hour)]
KHm 100 mM hexose
ηSe 0.02 [g protein/mmol sucrose]
rin 77 [mmol/ (g protein · hour)]
c 0.04
kin 5 · 10−3 [mM sucrose]
DH 0.0005 [l2/ hour]
DN 0.00001 [l2/ hour]
Supplementary Table 4.2: Varying Parameters values for the mathematical model (4.2.1)-
(4.2.4).
S 0
{5.85, 1.17, 2.33, 4.65, 9.27, 18.5, 36.91,
73.65, 146.95, 293.19, 585} [mM]
N0 {6 · 10−6, 6 · 10−5, 6 · 10−4} [g/L]
f0 {0.2, 0.4, 0.6, 0.8}
DSS {0, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8}
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4.5.3 Spatial Structure Measure DSS in 2D
(b) (a) 
Supplementary Figure 4-8: Two different ways of distributing two subpopulations.
Supplementary Fig. 4-8 represents two possible distributions of 8 producer
and 8 non-producer patches into an array of patches on a plate, and it labels all
the patches. In order to quantify the measure of spatial structure in both settings,
we can use the general definition of DSS : the average frequency of same type
nearest-neighbour patches. Let us then compute DSS for the setting represented
in Supplementary Fig. 4-8a (DSS (a)) and Supplementary Fig. 4-8b (DSS (b)).
In both cases we notice that each of the patches: 1, 4, 13, 16 has three nearest
neighbours, each of the patches 2, 3, 5, 8, 9, 12, 14, 15 has five nearest neighbours,
and each of the patches 6, 7, 10, 11 has eight nearest neighbours. Now for ev-
ery patch i ∈ {1, 2, ..., 16}, we can calculate the frequency of same type nearest
neighbours: Zi(a) and Zi(b), for the settings represented in Fig.4-8a and Fig.4-8b
respectively.
For the patches that are surrounded by its own type, we have:
Z1(a) = Z2(a) = Z3(a) = Z4(a) = Z13(a) = Z14(a) = Z15(a) = Z16(a) = 1.
Moreover Z5(a) = Z8(a) = Z9(a) = Z12(a) = 3/5 and
Z6(a) = Z7(a) = Z10(a) = Z11(a) = 5/8.
All together we have: DSS (a) = 116
∑16
i=1 Zi(a) =
12.9
16 ≈ 0.8
The distribution represented in Fig.4-8b is more mixed, and therefore we ex-
pect the measure of spatial structure DSS (b) to be smaller than in the previous
case, that is DSS (b) < DSS (a). We have:
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Z1(b) = Z4(b) = Z13(b) = Z16(b) = 1/3. Additionally
Z2(b) = Z3(b) = Z5(b) = Z8(b) = Z9(b) = Z12(b) = Z14(b) = Z15(b) = 2/5.
The patches in the middle have the following fractions of same type neigh-
bours:
Z6(b) = Z7(b) = Z10(b) = Z11(b) = 4/8.
All together we have DSS (b) = 116
∑16
i=1 Zi(b) =
6+8/15
16 ≈ 0.4.
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4.5.4 The full model
The mathematical model (4.2.1)-(4.2.4) in the main text shows that the observed
results regarding the effect of population density on cooperation are guided by
two key properties of the model: the existence of a rate-efficiency trade-off with
respect to the utilisation of the secondary resource created through public goods
production and the existence of spatial structure in the environment. In this sec-
tion we demonstrate that these results also hold for the full model of the invertase
production system in Saccharomyces cerevisae [14].
Our simplifying assumptions, used in the main model, are similar to [33], where
only one simple carbon source is considered, the cost of public good production is
assumed to be constant, and the growth benefits are denoted as a nonlinear func-
tion of producers frequency. Nevertheless, the model of the cooperative system
S. cerevisiae, proposed in [14], takes into account more biological details.
Therefore we study the complex model of S. cerevisiae, by adding the follow-
ing assumptions:
1. We do distinguish between glucose and fructose concentrations in the en-
vironment, and we consider separate uptake rates JG and JF for these two
carbon sources. Glucose and fructose are transported into the cell by hex-
ose transporters and, for simplicity, we assume that there are two specific
carrier types: one for glucose only, and one for fructose only [106]. The rate
of the hexose pathway when glucose is transported is defined by
JG =
VGmaxG
KGm +G
, (S4.5.1)
while, the rate of fructose transport is defined by
JF =
VFmaxF
KFm + F
. (S4.5.2)
In (S4.5.1) and (S4.5.2), VGmax(V
F
max) denotes the maximal rate of the pathway
for glucose (fructose), with KGm and K
F
m denoting the respective Michaelis-
Menten constants. Similarly, the efficiency of uptake of both simple sugars
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is now a function of both glucose and fructose uptake rates, and hence we
write ηHxte (J
G + JF). The form of this function is shown in Supplementary Fig.
4-9a.
2. The invertase activity rin is a function of glucose consumption rate, as demon-
strated in [107], hence we write rin(JG). The form for invertase activity func-
tion used here has been estimated in [14] and is shown in Supplementary
Fig. 4-9b;
3. The cost of invertase production c is a function of invertase activity rin, and
therefore we write c(rin). It has been estimated empirically in [14] and shown
in Supplementary Fig. 4-9c. It assumes that as invertase activity increases,
the production per unit invertase becomes more costly as every invertase
molecule made means one molecule of some other important protein is not
made [108, 109].
4. Finally, the efficiency of sucrose metabolism which is denoted by ηSe , is af-
fected by the rate-efficiency trade-off [14]. Therefore we assume ηSe is a
decreasing function of JS , which can be written as ηSe (J
S ) and whose form
has been estimated in [14] and shown in Supplementary Fig. 4-9 (d);
The resulting complex version of the model (4.2.1)-(4.2.4) from the main text,
has the following form:
∂S
∂t
= −JS · (Np + Nn) − Inv · Np + DS ∂
2S
∂x2
, (S4.5.3)
∂G
∂t
= −JG · (Np + Nn) + Inv · Np + DH ∂
2G
∂x2
, (S4.5.4)
∂F
∂t
= −JF · (Np + Nn) + Inv · Np + DH ∂
2F
∂x2
, (S4.5.5)
∂Np
∂t
= (1 − c(rin))[ηHxte (JG + JF)(JG + JF) + ηSe (JS ) · JS )]Np + DN
∂2Np
∂x2
, (S4.5.6)
∂Nn
∂t
= [ηHxte (J
G + JF) · (JG + JF) + ηSe (JS ) · JS ]Nn + DN
∂2Nn
∂x2
, (S4.5.7)
with the parameter values taken from [14] and shown in Supplementay Table
4.3.
Our simulations show that the principal outcome for the simple model shown
in Fig. 4-3a of the main text is consistent with the more complex model (Supple-
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(a) (b) 
(c) (d) 
Supplementary Figure 4-9: Shapes of the functions considered in the Full model.
(a) Efficiency of hexose utilisation as a function of hexose uptake rate, taking the form
ηHxte (J
G + JF) = 0.0009 + 0.0471/(1 + exp(−6.7598 + 0.5142 · (JG + JF))).
(b) Invertase activity as a function of glucose uptake rate, taking the form
rin(JG) = 2447.3 · fG(JG; µ;σ). Here fG(JG; µ;σ) represents a normal distribution with mean
µ = 6.952 and standard deviation σ = 4.8473, evaluated at JG.;
(c) cost of invertase activity, taking the form c(rin) = rin · 0.00054 · exp(0.000001 · rin);
(d) efficiency of sucrose utilisation as a function of sucrose uptake rate, taking the form
ηSe (J
S ) = 0.0094 + 0.0201/(1 + exp(−50 + 15.7232 · JS ));
The form of each function in (a-d) has been estimated in [14] and here, for simplicity, we
use a smooth interpolation of the estimates.
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Supplementary Table 4.3: Aditional parameters values for the full mathematical model
(S4.5.3)-(S4.5.7).
VGmax 40 [mmol glucose / (g protein · hour)]
KGm 76 [mM glucose],
VFmax 54.93 [mmol fructose / (g protein · hour)]
KFm 125 [mM fructose ]
mentary Fig. 4-10) whereby in spatially structured environments high population
density favours invertase producers for sufficiently low resource concentrations
while high population density favours non-producers for sufficiently high resource
concentrations. We find that this result is robust to further changes in parameter
values. Similarly, the result in Fig. 4-3a indicating that in environments where
spatial structure and resource concentration are sufficiently low, high population
density favours non-producers, is also captured by the full model. This result,
however, is dependent on the interplay between sucrose and hexose uptake and
can be lost if the sucrose use efficiency is sufficiently low.
With our full model we also recover the result shown in Fig. 4-5 in the main
text, where the relative fitness of producers is maximised at some intermediate re-
source concentration. This result is obtained with the full model (S4.5.3)-(S4.5.7),
and it is shown in Supplementary Fig. 4-11.
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No general 
statement can 
be made  
High pop. density 
favours  
non-producers 
High pop. density 
favours 
producers 
Supplementary Figure 4-10: Full model. The effect of population density on cooper-
ation as a function of the spatial structure and the resource concentration.
The effect of population density on cooperation as a function of the spatial structure
and the resource concentration in the environment. We simulated 88 environmental con-
ditions denoted by circles (8 different spatial structure level, 11 different resource con-
centrations) and the following initial population densities: low: N0 = 6 · 10−6, medium:
N0 = 6 · 10−5, high: N0 = 6 · 10−4 [g protein /L]. Dark green circles: high population density
favours invertase producers (cooperators); Grey circles: high population density favours
the non-producers (cheats); Light green circles: population density may favour producers
or non-producers, depending on the details of the system. The outcome of numerical
simulations were assessed in the following way. Let W lp( f0), W
m
p ( f0) and W
h
p( f0) denote the
relative fitness of producers for low, medium and high initial population densities, respec-
tively. If the statement S a: W lp( f0) < W
m
p ( f0) < W
h
p( f0) is true (with accuracy 10
−3) for all f0,
then high population density favours producers (dark green circles) while if the statement
S b: W lp( f0) > W
m
p ( f0) > W
h
p( f0) is true (with accuracy 10
−3) for all f0 then high population
density favours non-producers (grey circles). However if S a and S b are not true we first
define f ∗0 ∈ (0, 1) as the initial producer frequency for which Wp( f ∗0 )=1. If Wp( f ∗0 ) > 1 for all
f0 ∈ (0, 1) we set f ∗0 = 1 while if Wp( f ∗0 ) < 1 for all f0 ∈ (0, 1) we set f ∗0 = 0. Subsequently
we use f l∗0 , f
m∗
0 and f
h∗
0 to denote f
∗
0 for low, medium and high population densities, re-
spectively. If f l∗0 < f
m∗
0 < f
h∗
0 we conclude that high population density favours producers
(dark green circles). However, if f l∗0 > f
m∗
0 > f
h∗
0 then high population density favours
non-producers (grey circles). Otherwise no general statement can be made regarding
the relationship between population density and cooperation (light green circles).
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Supplementary Figure 4-11: Full model. The relative fitness of producers as a func-
tion of resource concentration.
Different surfaces denote the outcomes for various various population densities, resource
concentrations and spatial structures for a fixed initial producer frequency f0 = 0.4. The
colour of surfaces changes depending on the level of the spatial structure (DSS ). The red
lines denote the resource concentration which maximise the producers relative fitness, at
a given level of spatial structure DSS .
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4.5.5 Main model, with no metabolic rate-efficiency trade-off
In order to understand the shape of Fig. 4-5 in the main text, we calculate the
results of the main model (4.2.1)-(4.2.4), assuming there is no metabolic rate-
efficiency trade-off, that is the hexose use efficiency is constant ηHxte = 0.048. It
turns out that, similarly as in the main model (4.2.1)-(4.2.4), it is the intermediate
resource concentrations that maximise the producers relative fitness. Interest-
ingly, in this case, that resource concentration depends on the considered level
of spatial structure (Supplementary Fig. 4-12). This is because, the less spatial
structured the environment, the bigger resource concentration (and therefore pop-
ulation density) is needed to privatise sufficient amount of public goods to have an
advantage over non-producers. On the other hand, if the resource concentration
is very large, the difference between producers and non-producers uptake rates
is getting smaller, because the uptake rates are saturating functions of resource
concentration.
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Supplementary Figure 4-12: Main model with no trade-off. The relative fitness of
producers as a function of resource concentration.
Different surfaces denote the outcomes for various various population densities, resource
concentrations and spatial structures for a fixed initial producer frequency f0 = 0.4. The
colour of surfaces changes depending on the level of the spatial structure (DSS ). The red
lines denote the resource concentration which maximise the producers relative fitness, at
a given level of spatial structure DSS .
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Chapter 5
Bistability in a Chemostat
Abstract
Classical chemostat theory states that a population grown at a given chemostat
setting will converge to a unique globally steady state. Here we demonstrate that
this may be not the case. We study a chemostat system of Saccharomyces cere-
visiae and we find that, depending on the initial population density, the system
may reach different steady states, varying from extinction (at low initial population
density) to survival (at high initial population density). Thus we identify low popu-
lation density as a potential threat for the survival of cooperative systems, such as
the system of S. cerevisiae. Further, we show how the obtained multiple steady
states depend on the metabolic pathway of the studied organisms.
5.1 Introduction
Chemostat culture is a laboratory setup known to represent the ecological con-
ditions, in which microorganisms face a constant inflow of fresh resources and
a constant outflow of the waste products and cells [42]. It may be used as an
approximation of certain in vivo systems, for instance gut [43–46], mouth [47] or
bladder [48]. In these human organs nutrients are continuously flowing in, be-
cause of the food intake, and the waste products are continuously removed, as
they transit through the digestive (or urinary) system. Chemostats are also used in
science and industry in order to study microbiological cultures in a growth phase
[40, 110–112]. Due to such an extensive usage of the chemostat systems, they
have been widely studied, resulting in a well-established chemostat theory [49].
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The classical chemostat theory predicts that a chemostat culture containing
multiple species grown on a single limiting nutrient, will converge to a unique
globally stable state, at which only one species can be maintained at a specific
growth rate [49]. This phenomenon is a special case of the competitive exclusion
principle [113, 114], which is at the core of ecological discussions about species
diversity, and it states that if a number of populations occupy the same ecological
niche, one of them will outcompete all the others.
Similarly, a single species grown on multiple nutrients is believed to converge
to a unique stable steady state, at which the nutrient in shortest supply controls
the growth [115–117]. This is a consequence of the Liebig’s law of the mini-
mum [115, 118, 119], which states that the organism’s growth is controlled by the
scarcest resource in the environment.
Despite the theoretical predictions of the unique globally attractive steady
state, oscillations have been observed in the experimental chemostat systems
containing only one species [120, 121]. Moreover, it has been reported that de-
pending on the way the chemostat system is initiated, it may converge to different
(oscillatory or steady) states [122]. Furthermore, coexistence of various species
has been reported in single nutrient chemostat cultures [123].
A number of extensions of the classical models have been proposed to ex-
plain the complex behaviour observed in the empirical systems. The coexistence
of multiple species on a single carbon source can be explained by various het-
erogeneities in the culture. This can be either spatial heterogeneity that arises in
unstired chemostats, as proposed in [124], or various forms of temporal hetero-
geneities, for example due to oscillations in the dilution rate [125, 126]. Also the
product inhibition, which often is a consequence of accumulation of metabolic by-
products, has been proposed to be responsible for increased complexity in con-
tinuous cultures: for the coexistence of two species on one resource [127–130],
as well as for the oscillatory states of a single species on a single resource [131–
134]. Besides, variations in the resource yield have been proposed as a mecha-
nism which drives oscillations observed in experimental cultures composed of a
single species and a single resource [135].
All of these results suggest that complex ecological systems can only emerge
in complex environments: meaning a complex nutrient composition, or existence
of different spatial or temporal ecological niches. This however may not be the
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case. Here we present a biological system whose behaviour cannot be captured
by the classical chemostat theory, even though it faces the simplest possible en-
vironment: homogeneous in space and time, and supplied continuously with a
single limiting nutrient. We find that the genetically homogeneous population of
Saccharomyces cerevisiae, grown on a single limiting nutrient (sucrose) exhibits
bistability and thus contradicts the standard chemostat theory. Depending on the
initial conditions, the population of S. cerevisiae can either go extinct or survive
at a fixed population density. In other words, there is no unique globally stable
steady state for each chemostat setting, as expected. Instead, the trajectories
may be attracted to two alternative steady states: survival or extinction.
Our system does not need to fulfill any of the assumptions previously proposed
to explain multistability. The growth yield and the dilution rate are constant over
time, and there is no product inhibition. Instead, what drives the bistability is the
extracellular mode of digestion. In order to digest large molecules of sucrose,
S. cerevisiae secrete an enzyme (invertase), which hydrolyses sucrose into sim-
ple sugars: glucose and fructose. Since that process happens outside the cell
membrane, the simple sugars emerge in the environment and affect the microbial
growth.
Bistability in the system of S. cerevisiae has been reported in a culture with
temporal variations [93]. Here we show that, even if all the temporal hetero-
geneities are removed, the bistability can still be observed. This demonstrates
that the observed complexities of ecological systems are not necessarily a con-
sequence of the complex environment, as it tends to be believed. Instead, they
may arise from the intrinsic characteristics of the biological systems.
Our results may also apply to industrial processes. The yeast S. cerevisiae is
used worldwide in ethanol production, where it is grown in continuous cultures.
Although the carbon source most commonly used in industry to grow S. cere-
visiae is sucrose [136, 137], there is very little data available on the growth of
S. cerevisiae in sucrose-limited chemostat cultures [137]. Moreover, the existing
studies suggest that the continuous growth on sucrose does not phenomenolog-
ically differ from the growth on glucose [138, 139]. We show here this is not the
case: while the chemostat culture of S. cerevisiae provided with glucose does not
depend on the initial conditions, the growth of S. cerevisiae on sucrose may either
cease or stabilise at a constant level, depending on the initial population density.
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5.2 Mathematical model
We model the microbial growth in a chemostat i.e. a bioreactor, in which microbi-
ological cultures are grown under constant conditions. The details of the chemo-
stat systems are described in the subsection 2.2.1 and its schema is shown in
Fig. 2-1.
5.2.1 Microbial growth
We consider the wild type strain of Saccharomyces cerevisiae, which is known
to exhibit cooperative behaviour [32]. Namely it produces an enzyme, invertase,
which is secreted outside the cell membrane [140], where it hydrolyses the su-
crose present in the environment. Since this process happens outside the cells,
its products (glucose and fructose) become available to all of the organisms in the
environment.
Such a behaviour is termed ’public good cooperation’, because individuals
invest in the production of invertase, which results in presence of publicly available
goods: simple sugars. Although such a system is vulnerable to exploitation by
potential ’cheats’ who do not invest their energy in the public good production,
this will not be discussed in this chapter. Here we focus on the homogeneous
population of cooperative cells.
We built a mathematical model of such a population, in order to study its be-
haviour in a chemostat. Our model is based on assumptions described in more
detail in Chapter 2: Methods, and it tracks in time the concentrations of sucrose
(S ), simple sugars, such as glucose and fructose, both termed hexose (H), and
the biomass of S. cerevisiae (N). Our cooperative cells take up resources and
use them to generate molecules of ATP, and eventually to convert into biomass.
We represent the microbial growth as a linear function of ATP production, as ex-
plained in detail in Chapter 2: Methods.
The cells secrete invertase which catalyses the hydrolysis of each molecule
of sucrose (S ) into two molecules of simple sugars, termed hexose (H). The rate
of that hydrolysis is represented by Inv, a saturating function of sucrose concen-
tration, introduced in Chapter 2: Methods. The cost of invertase production is de-
noted by a constant c, estimated empirically in [14]. Since the ratio of population
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doublings of invertase producers to non-producers in competition was calculated
as (1−c), in our model we multiply the fitness of producers by (1−c), as was done
in [14, 33].
The individuals can take up both sucrose (S ) and hexose (H), and the rates of
these patways are denoted by JS and JH, respecitively, while their efficiencies are
denoted by ηHxte and η
S
e , which are for simplicity assumed to be constant.
5.2.2 The system dynamics
Based on the assumptions described in the previous subsection, we arrive at the
following Ordinary Differential Equation (ODE) model, which tracks in time the
concentrations of sucrose (S ) and hexose (H), and the population density (N) in
the chemostat culture:
dS
dt
= −InvN − JSN − D(S − S 0) (5.2.1)
dH
dt
= (2Inv − JH)N − DH (5.2.2)
dN
dt
= (1 − c)(ηHxte JH + ηSe JS )N − DN, (5.2.3)
where D is the chemostat dilution rate and S 0 is the sucrose concentration in
the chemostat reservoir. The parameter values used in our model are listed in
Supplementary Table 5.1. The model (5.2.1)-(5.2.3) is a simplified and spatially
homogeneous version of the model proposed in Chapters 3 and 4. Contrary to
the previous model, here we consider only one strain of S. cerevisiae and no
intraspecific competition. We assume the uptake efficiencies ηSe and η
Hxt
e are con-
stant, meaning there is no metabolic rate-efficiency trade-off. Most importantly,
here we assume that all the reactions are global, and there is no spatial hetero-
geneity in any of the considered concentrations nor densities.
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5.3 Results
We are interested in the steady states (termed also ’equilibria’) of the system
described in (5.2.1)-(5.2.3). This means we analyse the states (S ∗,H∗,N∗) such
that
dS
dt
(S ∗,H∗,N∗) =
dH
dt
(S ∗,H∗,N∗) =
dN
dt
(S ∗,H∗,N∗) = 0.
If such a state is reached, the population density, and concentrations of sucrose
and hexose are constant: they will not change in time, unless there is a change
in the system parameters D or S 0.
While the steady states at which there is no biomass (N∗ = 0) are termed ’ex-
tinction’ or ’trivial’ steady states, the steady states with positive population density
(N∗ > 0) are termed ’survival’ or ’nontrivial’.
In particular, we are interested in the system equilibria depending on the dilu-
tion rate D, which can be varied directly in chemostat experiments. Because the
chemostat culture is continuously washed out at a rate D, the population needs
to grow at the same rate, in order to survive and maintain constant population
density. This feature is often used in the experimental studies. Constant growth
rate G, can be forced by setting a chemostat dilution rate to D = G.
Apart from calculating the steady states and their stabilities, we also study
how the population density N changes in time, depending on the initial population
density N0 inoculated to the chemostat. In that case we study the system (5.2.1)-
(5.2.3), together with the following initial conditions S (0) = S 0, H(0) = 0, N(0) = N0.
In other words, we study the culture which is initiated and continuously provided
with a single carbon source: sucrose.
Here we calculate all possible non-negative steady states of the system de-
scribed by the model (5.2.1)-(5.2.3), and we verify if our system has a unique
globally stable steady state, as predicted for the classical chemostat systems.
5.3.1 Bistability
To make our model even simpler, we first assume that there is no direct sucrose
uptake, i.e. VSmax = 0 [mmol/(g·hour)]. We calculate the steady states of the system
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(5.2.1)-(5.2.3) and we present them in ’bifurcation diagrams’, which are a standard
way of representing dynamical systems behaviour, and are described in more
detail in Chapter 2: Methods.
Each value of the dilution rate D set on the chemostat is related to a number
of steady states (S ∗,H∗,N∗) that can be reached at that rate. Thus when the
chemostat is set to a specific dilution rate D (a point on the x-axis), the population
density may stabilise at one of the values of N∗ plotted for that value of D. For
example in Fig. 5-1a, at the dilution rate D = 0.75 [1/hour], there are three steady
states: two are stable (denoted by the solid lines) and one is unstable (denoted by
the dashed line). However for a larger dilution rate D = 1.5 [1/hour], there is only
one steady state, at which N∗ = 0 [g/L]. It means that the population is not able
to grow sufficiently quickly to balance out such a large wash out rate D, and its
only possible behaviour is to go extinct. It can be seen from the equation (5.2.3)
that the population will decrease and be eventually washed out, if its growth rate
G = (1 − c)(ηHxte JH + ηSe JS ) is lower than the dilution rate D.
Contrary to the classical predictions, there are two branches of stable equi-
libria (the brown and the grey solid lines in the bifurcation digram in Fig. 5-1a),
meaning that a culture started at different initial conditions, may converge to two
significantly different equilibria: survival or extinction (Fig. 5-1b).
The reason of such different trajectories, converging to different stable steady
states, is that larger communities break down sucrose quicker, and thus they
face larger amounts of hexose. That amount of hexose in the environment is
sufficiently high to sustain the population growth (brown line in Fig. 5-1c). On
the contrary, the hexose concentration produced by small populations is not high
enough to allow for a sufficient growth rate G = D, which can only be attained
at the hexose concentration denoted by the brown dashed line in Fig. 5-1c. The
phenomenon, in which small populations grow at slower rate than large popula-
tions, is termed the ’Allee effect’, and it is known to affect S. cerevisiae cultured
on sucrose [36, 93].
To confirm that what drives the complex behaviour shown in Fig. 5-1a is specif-
ically the mode of sucrose digestion, we compute the steady states for the S.
cerevisiae system, supplemented with hexose rather than sucrose. Such a sys-
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(a)
(b) (c)
Figure 5-1: The bistability in S. cerevisiae grown on sucrose in a chemostat.
(5-1a): Bifurcation diagram showing the population density at steady states. The stable
steady states are denoted by solid lines, while the unstable steady states are denoted by
dashed lines. The trivial steady states (extinction of the population) are plotted in grey,
while the nontrivial steady states (survival of the population) are plotted in brown. At a
fixed dilution rate D, either the survival or extinction stable steady states may be observed
(as denoted by brown and grey dots). The branch point, at which a new branch of equi-
libria appears is denoted by ’BP’, and the limit point, at which the stable and unstable
survival branches meet and annihilate is denoted by ’LP’. The red vertical arrow shows
the ’collapse scenario’, in which a population at stable population density, affected by a
perturbation in the dilution rate, may be driven to the parameter region where the only
steady state is the extinction. Here: VSmax = 0 [mmol/(g·hour)], and the values of other
parameters are listed in Supplementary Table 5.1. As long as VSmax = 0 [mmol/(g·hour)],
this bifurcation diagram does not change qualitatively for different parameter values.
(5-1b)-(5-1c): Two trajectories of (5-1b): population density, and (5-1c): hexose concen-
tration, in the chemostat culture. The trajectories plotted in brown converge to the stable
survival equilibrium, and the ones plotted in grey converge to the stable extinction equilib-
rium. Both trajectories are started with similar initial conditions: D = 0.75 [1/hour], S 0 = S 0
[mM], H0 = 0 [mM] and N0 = 0.45 [g/L] or N0 = 0.4 [g/L] for the brown and grey trajectories
respectively. The brown dashed line in Fig. 5-1c indicates the minimal hexose concen-
tration at which the growth rate G = ηHxte J
H can outbalance the dilution rate D = 0.75
[1/hour].
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tem can be described with the following model:
dH
dt
= −JHN − D(H − H0) (5.3.1)
dN
dt
= (1 − c)ηHxte JHN − DN, (5.3.2)
where H0 is the hexose concentration in the chemostat reservoir.
In this case, the system behaviour obeys the classical theory: for every dilution
rate D, there is just one globally stable steady state (the solid line in the bifurcation
diagram in Fig. 5-2). For small dilution rates, the only stable steady state is the
survival equilibrium (the brown solid line in Fig. 5-2), whereas for large dilution
rates, there is no survival state, and all the trajectories are attracted to the globally
stable extinction equilibrium (the grey solid line in Fig. 5-2). Importantly, the
unique globally stable steady state is a continuous function of the dilution rate
D, meaning that a small change in the dilution rate results in accordingly small
change in the stable population density in the culture (Fig. 5-2).
A special point in this system is the ’branch point’ (mathematically also termed
a ’transcritical bifurcation’) marked as ’BP’ in Fig. 5-2. At that point, the trivial
equilibria branch (grey line in Fig. 5-2), joins a nontrivial branch (brown line in
Fig. 5-2), and the branches exchange stabilities. In other words, whereas for
D < BP the survival branch is stable and the extinction branch is unstable, for
D > BP, the extinction branch becomes stable. It means that for D > BP the
population will go extinct and for D < BP it will survive, regardless of its initial
density. This behaviour conforms to the classical theory.
This is however not the case in the system (5.2.1)-(5.2.3) supplied with su-
crose. In that case the branch point is at zero dilution rate BP = 0, meaning that
the entire extinction branch (S 0, 0, 0) is stable (grey line in Fig. 5-1a). It implies
that a culture initiated at population density N0 close to 0 will converge towards
the extinction equilibrium. This may happen even at very low dilution rates D.
Another specific trait of that system is existence of a ’tipping point’: a point in the
parameter values, at which two branches of equilibria meet and annihilate. In
mathematical terms this point is called a ’fold bifurcation’ and it is marked as ’LP’
(that is ’limit point’, in more general terms) in Fig. 5-1a. An increase of dilution
rate D beyond that point leads to an abrupt change in the stable steady state:
from survival to extinction. Such a scenario is indicated by the red vertical arrow
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in Fig. 5-1a and presented in Fig. 5-3, where a population at a stable population
density is affected by a small perturbation in the dilution rate and it goes extinct.
It is worth to notice that in the natural systems, which can be represented by a
chemostat culture, the dilution rate may commonly be perturbed. For example
in gut, an episode of diarrhea could be understood as a sudden increase in the
dilution rate. Similarly the dilution rate in bladder may be temporarily increased
by a higher fluid intake.
Figure 5-2: Steady states in S. cerevisiae grown in a chemostat supplied with hex-
ose only.
Bifurcation diagram showing the population density at steady states. The stable steady
states are denoted by solid lines, while the unstable steady states are denoted by dashed
lines. The trivial steady states (extinction of the population) are plotted in grey, while the
nontrivial steady states (survival of the population) are plotted in brown. The branch point,
at which a new branch of equilibria appears is denoted by ’BP’. Here, the molar concen-
tration H0 = 2S 0, which is equivalent in terms of the mass and calorific value (because
one molecule of sucrose is equivalent to two molecules of hexose).
Figure 5-3: Critical shift after a perturbation in the dilution rate.
The population density in time. After it stabilises at D = 1.03 [1/hour], the dilution rate D is
increased to D = 1.06 [1/hour], which drives the population to extinction. The perturbation
in the dilution rate is indicated with the red vertical arrow.
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5.3.2 The range of bistability depending on metabolic param-
eters
We verify how the parameters of the studied microbial culture influence the sys-
tem behaviour. In particular, we study the resource supply S 0 and the metabolic
parameters of S. cerevisiae that are expected to change in the course of evolu-
tion, namely the maximal hexose uptake rate VHmax and the invertase activity rin
[141].
Changes in the studied parameters do not change qualitatively the bifurcation
diagram (Fig. 5-4). In particular, regardless of the values of S 0,VHmax, rin, the dilu-
tion rate D equals to zero at the branch point, at which survival equilibria branch
appears (red lines in Fig. 5-4). This means that regardless of the sucrose sup-
ply, hexose uptake rate, and the invertase activity, the entire extinction equilibria
branch (D > BP = 0) is locally stable. Thus there is a risk of extinction, regardless
of the speed of metabolism.
Although the branch point ’BP’ is not affected by the metabolic parameters
VHmax, rin and S
0, the limit point ’LP’, which is the maximal dilution rate at which the
population is able to survive, increases when the metabolism is enhanced (either
by higher resource concentration S 0 (orange line in Fig. 5-4a), higher maximal
hexose uptake rate VHmax (orange line in Fig. 5-4b) or higher invertase activity
rin (orange line in Fig. 5-4c)). This confirms that, as expected, the strains with
enhanced metabolism can survive at higher dilution rates. Additionally, at dilution
rates D < LP, there are two stable equilibria: survival and extinction.
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(a) (b) (c)
Figure 5-4: Two parameter diagrams showing the range of dilution rates D resulting
in bistability.
The bistability is observed in the shaded area, i.e. at the dilution rates between the branch
(’BP’) and the limit (’LP’) points (as observed in Fig. 5-1a). The branch points are denoted
by the red lines, while the limit points are denoted by orange lines. The branch and the
limit points depend on the metabolic parameters, that is:
(5-4a): concentration of sucrose in the reservoir S 0;
(5-4b): maximal uptake rate of hexose VHmax;
(5-4c): invertase activity rin.
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5.3.3 Direct sucrose uptake
Some of the studied strains of S. cerevisiae have been reported to be able to
uptake sucrose directly [14]. Here we study if such a trait can change qualitatively
the behaviour of the system, and we calculate the steady states of the system in
which the maximal sucrose uptake VSmax > 0 [mmol/(g·hour)] .
We observe that the direct sucrose uptake makes the system more robust to
extinction, because it shifts the branch point ’BP’ towards higher dilution rates
(Fig. 5-5a & 5-5b). As explained previously, at the point ’BP’, the extinction and
survival branches exchange stabilities, and thus the extinction steady states be-
come unstable for dilution rates D ∈ (0, BP) (Fig. 5-5a). At these dilution rates,
even the cultures initiated at very low population density will converge to the
survival equilibrium and, will avoid the risk of extinction. Moreover, the quicker
the sucrose uptake, the higher the BP and the bigger the range of dilution rates
D ∈ (0, BP) in which the population avoids the risk of extinction (Fig. 5-5b).
This result can be explained as follows. The dilution rate D = BP, at which
the survival equilibria branch joins the trivial equilibria branch and changes its
stability can be calculated analytically and be expressed as BP = ( η
S
e (1−c)S 0
KSm+S 0
)VSmax
(see the Supplementary Material 5.6.2 for the calculations). From this formula it is
clear that whenever there is no direct sucrose uptake (VSmax = 0 [mmol/(g·hour)]),
we have BP = 0. In that case, at all positive dilution rates (D > BP = 0), the
extinction equilibria are locally stable. However, when there is a direct sucrose
uptake (VSmax > 0 [mmol/(g·hour)] ), we have BP > 0 and there are some positive
dilution rates D < BP, at which there is no risk of extinction.
Moreover, the presence of direct sucrose uptake in addition to the hexose up-
take results in quicker growth, and therefore it allows the population to survive at
higher dilution rates. This can be seen in Fig. 5-5b, which shows that the limit
point ’LP’ increases with increasing speed of sucrose uptake. Interestingly, al-
though both: the branch and the limit points increase together with the increasing
parameter VSmax, the range of dilution rates, which result in bistability D ∈ (BP, LP),
becomes smaller at larger sucrose uptake rates (Fig. 5-5b).
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(a) (b)
Figure 5-5: Behaviour of the system in the presence of direct sucrose uptake.
(5-5a): Bifurcation diagram showing the population density at steady states. The stable
steady states are denoted by solid lines, while the unstable steady states are denoted by
dashed lines. The trivial steady states (extinction of the population) are plotted in grey,
while the nontrivial steady states (survival of the population) are plotted in brown. The
branch point, at which a new branch of equilibria appears is denoted by ’BP’, and the limit
point, at which the stable and unstable survival branches meet and annihilate is denoted
by ’LP’. Here we assume VSmax = 11 [mmol/(g·hour)].
(5-5b): The range of dilution rates resulting in bistability, depending on the maximal up-
take rate of sucrose VSmax. The bistability is observed in the shaded area, that is at the
dilution rates between the branch (’BP’) and the limit (’LP’) points (as observed in Fig.
5-5a). The branch points are denoted by the red line, while the limit points are denoted
by orange line.
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5.3.4 Model with rate-efficiency trade-off
In order to verify the generality of our results on the system multistability, we study
a more complex model of S. cerevisiae described in Chapter 2: Methods, and
parametrised in [14]. In particular, here we take into account the metabolic rate-
efficiency trade-off by assuming that the hexose use efficiency ηHxte is a decreasing
function of the hexose uptake rate, which can be written as ηHxte (J
H). This means
the individuals may uptake the simple sugars either slowly and efficiently (low JH
and high ηHxte ) or quickly and inefficiently (high J
H and low ηHxte ), depending on the
hexose concentration in the culture. Although, here we assume a constant inflow
of resource, outflow of the culture, and no spatial heterogeneity, the description of
the metabolic processes corresponds to the one proposed in Chapters 3 and 4.
Finally we arrive at the following model:
dS
dt
= −InvN − JSN − D(S − S 0) (5.3.3)
dH
dt
= (2Inv − JH)N − DH (5.3.4)
dN
dt
= (1 − c)(ηHxte (JH)JH + ηSe JS )N − DN (5.3.5)
The parameters of this model are the same as of the model (5.2.1)-(5.2.3), with
the exception of the hexose use efficiency ηHxte , which now is a function of hexose
uptake and its shape is shown in Supplementary Fig. 5-12. We also allow for a
direct sucrose uptake (VSmax > 0 [mmol/(g·hour)] ).
Similarly as in the main model (5.2.1)-(5.2.3), we observe multistability (Fig. 5-
6). However an addition of the rate-efficiency trade-off assumption increases the
complexity of the bifurcation diagram. In particular, another stable steady state
appears, resulting in three possible stable equilibria: extinction, high population
density (the brown branch in Fig. 5-6a) and the low population density (the pink
branch in Fig. 5-6a, shown also in Fig. 5-6b). Therefore the trajectories of the
system may converge to three different steady states, depending on the initial
population density N0 (Fig. 5-7).
The presence of the third stable steady state is due to the rate-efficiency trade-
off. We confirm that observation by calculating the steady states in the simplified
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version of the model (5.3.3)-(5.3.5), in which there is no direct sucrose uptake
VSmax = 0 [mmol/(g·hour)] (Supplementary Fig. 5-13). In that case all of the three
stable equilibria branches can be recovered. The high population density equi-
librium is linked to slow but efficient hexose uptake at low hexose concentration
(brown line in Fig. 5-7b), and therefore it can be found only at low dilution rates
(brown branch in Fig. 5-6a). At high dilution rates, at which the population needs
to grow quickly in order not to be washed out from the culture, the equilibria are
linked to a quick and inefficient uptake at large hexose concentration (pink line in
Fig. 5-7b), resulting in small population density (pink branch in Fig. 5-6a & Fig.
5-6b).
Although, the bottom (pink) branch of equilibria exists for higher dilution rates
than the top (brown) branch, it does not prevent extinction when a population at
the top branch faces an increase in the dilution rate. Namely, an increase of the
dilution rate around the tipping point ’LP’ on the top branch leads the population
to converge to extinction, rather than to the low population density state (Fig. 5-8).
This is because, in order to stay at the bottom equilibria branch, there must be
a high concentration of hexose in the culture (as shown in Fig. 5-7b). However,
when a population at high density and low hexose concentration (top branch) is
exposed to high dilution rate, it is not able to compensate for the lack of hexose
and therefore it goes extinct.
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(a) (b)
Figure 5-6: Behaviour of the system with the rate-efficiency trade-off assumption.
(5-6a): Bifurcation diagram showing the population density at steady states. The stable
steady states are denoted by solid lines, while the unstable steady states are denoted by
dashed lines. The trivial steady states (extinction of the population) are plotted in grey,
while the nontrivial steady states (survival of the population) are plotted in brown and
pink. At a fixed dilution rate D, three different stable steady states may be observed. The
branch point, at which survival equilibria appear is denoted by ’BP’, and the limit points,
at which the stable and unstable survival branches meet and annihilate are denoted by
’LP’.
(5-6b): Zoom into the bottom part of Fig. 5-6a, denoted by a dashed box.
(a) (b)
Figure 5-7: Trajectories converging to various stable equilibria.
(5-7a)-(5-7b) Three trajectories: the brown converging to the stable high population den-
sity equilibrium, the pink converging to the stable low population density equilibrium, and
the grey converging to the stable extinction equilibrium. Fig. 5-7a shows population den-
sity in time, while Fig. 5-7b shows hexose concentration in time. Here, S 0 = S 0, H0 = 0
[mM] and D = 0.2 [1/hour].
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Figure 5-8: Critical shift after an increase in the dilution rate.
The population density in time. After it stabilises at high population density, at D = 0.38
[1/hour], the dilution rate D is increased to D = 0.41 [1/hour], which drives the population
to extinction. The perturbation in the dilution rate is indicated with the red vertical arrow.
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5.4 Experimental verification
We are currently performing laboratory experiments to confirm our theoretical re-
sults. We use a ’home-made’ chemostat, in which we culture S. cerevisiae until
they reach a steady state (that is until the population density does not change
significantly for 24 hours). To the chemostat we continuously provide fresh media
containing 25mM sucrose.
Our chemostat contains 6 vessels, which allow to study two different initial
conditions in parallel (having 3 biological replicates for each condition). We inocu-
late different population densities N0, with a fixed sucrose concentration (S 0 = S 0),
and without hexose (H0 = 0) to the chemostat vessels. We aim to obtain two sig-
nificantly different steady states for cultures initiated at low and at high population
densities. The size of inoculum N0 is measured in optical density and then cali-
brated into the number of cells per mL of media.
5.4.1 Optical density to number of colonies calibration
Materials and Methods
We used the S. cerevisiae strain DBY1034 [142], cultured on supplemented min-
imal media (termed SMM) with 25mM sucrose (5 g/L ammonium sulfate, 1.7 g/L
yeast nitrogen base w/o amino acids or ammonium sulfate, 50 mg/L uracil, 50
mg/L L-lysine and 20 mg/L L-histidine, and 8.56g/L sucrose). The media contain-
ing ammonium sulfate and yeast nitrogen base was autoclaved for 30 minutes at
121◦C prior to addition of the filter sterilised stock of sucrose and amino-acids.
In order to perform the OD calibration measurement, 10mL of SMM media was
seeded from a glycerol stock of S. cerevisiae, stored at −80◦C. Cells were cultured
for 48 hours at 30◦C with continuous shaking at 150rpm. After 48 hours, 1mL of
the culture was transfered into a 1mL sterile tube (Eppendorf) and was serially
diluted by a series of transfers of 0.75mL of a culture into 0.25mL of fresh media.
After each transfer, the new culture was vortexed for approximately 3 seconds,
in order to obtain a homogeneous mixture of the cells and the media. In order
to take the OD measurements, 150 µL of each culture was transferred into the
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96-well microplate (Greiner): one culture per well. Optical density measurements
were taken using a microplate reader, at 620 nm.
The same overnight culture was diluted four times, 10-fold. 25 µL of that
culture was placed on an agar plate (SMM with 1.5% of agar). The plates were
incubated for 72 hours at 30 ◦C. Afterwards the number of colonies (m) was
counted on each plate (n = 3 replicates), and the cell density N in the overnight
culture was determined as the mean of 104 · m · 40 cells/mL. The cells density of
the i − th dilution was then calculated as Ni = (0.75)iN.
Optical density calibration
A range of population densities was prepared by 12 serial dilution steps, as de-
scribed in Materials and Methods. The measured blank corrected optical density
(’OD’) for each cell density is shown in Fig. 5-9a. A function of population den-
sity was fitted to the optical density data (Fig. 5-9b), according to the method
proposed in [93]. Although the optical density seems to be a linear function of
population density up to ≈ 3 · 107 cells/mL, it eventually starts saturating to some
maximal value. Therefore we fit to our data the saturating function proposed in
[93]:
OD(N) = ODmax(1 − exp(−ODreal/ODmax)) (5.4.1)
where ODreal is a linear function of population density N, that is ODreal = a · N,
and a and ODmax are the parameters fitted to the data.
144
(a) (b)
Figure 5-9: Calibration of optical density measurement.
(5-9a): The optical density of S. cerevisiae cultures at various population densities. The
error bars represent the standard deviation, and the number of replicates is n = 3.
(5-9b): Function OD(N) fitted to the optical density data. The black squares represent
the mean, blank corrected OD, the grey squares represent the OD calibrated to a form
ODreal = aN, where N is the population density. The red curve represents the fitted
function OD(N). In our calibration ODmax = 0.6323, a = 2.4945 · 10−8.
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5.4.2 Chemostat design
Our sterile chemostat (Fig. 5-10) is composed of six vessels of working volume
30mL, in which S. cerevisiae is cultured. The vessels are placed in a water bath
which keeps them at constant temperature. All of them are connected to both: a
5L reservoir flask and to a 3L waste flask. The media is pumped from the reservoir
into the chemostat vessels by a peristaltic pump. The rate at which the media is
pumped can be set on the pump. The chemostat culture, containing a mixture of
the media and the cells, is pumped out at the same rate from the vessels to the
waste flask, by a vacuum pump.
The resource inflow tubes reach down to the bottom of chemostat vessels,
and therefore the fresh supplied media is immediately mixed with the culture. The
outflow tubes inside the vessels reach the top of the liquid volume of 30mL, and
therefore the excess of the mixed culture becomes removed by the outflow tubes
(see Fig. 5-11 for a schematic design of each of the vessels).
In order to prevent the vessels from drying out and to ensure the microbial
cultures will not sink to the bottom of vessels, we improved the chemostat design
by supplying the vessels with air. To do so, we puncture needles through the
vessels sealing. The needles are covered with syringe filters, which filter the
inflowing air, and thus keep the content of the chemostat vessels sterile (Fig. 5-
11). The constant air and liquid flow keep the culture homogeneous and therefore
we do not apply any additional form or shaking or stirring to the chemostat.
In practice, the stability of all the system depends on the subtle interplay be-
tween the pump pressure and the air flow. Namely, if the vacuum pump is too
strong, and decreases significantly the pressure in the vessels, the air flowing in
may be not sufficient to compensate for the change in pressure, and in conse-
quence, the rate of inflow of the resources from the reservoir may be increased.
This results in dilution rates being difficult to control.
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Figure 5-10: Picture of our chemostat.
Figure 5-11: Schema of the chemostat vessel.
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5.4.3 Future experimental protocol
The protocol described in this subsection has been designed in order to determine
the steady states of the cultures in the chemostat. The experiment is still ongoing,
with continuous improvements made to the chemostat design. So far we have
taken several attempts to run the full chemostat culture. The chemostat design is
however very sensitive to any changes in the pump pressure and so far we have
not been able to keep the dilution rate constant for long enough (that is for more
than 4 days).
The stable steady states of the cultures grown in our chemostat are deter-
mined as follows. The overnight culture is grown for 48 hours, on SMM, at 30◦C
and in shaking conditions. The density of the culture is determined by the OD
measurement and calibration into the number of cells per mL (according to the
inverse of the function presented in Fig. 5-9b.)
The chemostat reservoir and the chemostat vessels are filled with sterile me-
dia (SMM). Three of the six chemostat vessels (termed ’L’) are filled with 103 cells
from the overnight culture (’low initial density’), and the three remaining vessels
(termed ’H’) are filled with 106 cells from the overnight culture (’high initial den-
sity’). The peristaltic pump is set to the rate D=0.25ml/min, equivalent to 0.5
[1/hour], and the temperature of the vessels is kept at 30◦C. The level of the liquid
in the reservoir and in the waste flask is verified every 24 hours to make sure that
the dilution rate D is equal to the expected.
A sample from each of the vessels is taken every 24 hours, until the popu-
lation density stops changing significantly for 24 consecutive hours. Each of the
samples is serially diluted 10-fold, four times. 25µL of the original culture and the
diluted culture are plated onto agar plates. This gives a total of 12 agar plates: 2
different dilutions per each of the 6 samples per day. The agar plates are incu-
bated at 30◦C for 72 hours, and then the number of formed colonies are counted
to determine the population density of the original chemostat culture. The original
samples are supplemented with 15% of glycerol and stored at −20◦C.
When the population density in each vessel stop changing by more than 12%
per 24 hours (that is 1% per volume change as in [139]), it is assumed to be at
the stable steady state N∗.
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The experiment may need to be repeated with various initial densities, in order
to observe different resulting steady states. We also plan to repeat the experiment
in a chemostat supplemented with glucose, rather than sucrose, in order to con-
firm that the mechanism responsible for the appearance of multiple stable steady
states is the mode of sucrose metabolism.
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5.5 Discussion
We study a homogeneous culture of S. cerevisiae, provided with a single limiting
carbon source and grown in a chemostat. Although such a system is expected to
obey the classical theory [49], in which only one globally stable steady state can
be observed, we discover more complex dynamics.
We report that depending on the initial population size inoculated into the
chemostat, the population may reach two different equilibria: survival or extinc-
tion (Fig. 5-1a). Apart from the locally stable trivial equilibria branch (extinction),
we discover two nontrivial (survival) branches, connected with a fold bifurcation.
This implies existence of the so-called ’tipping point’, beyond which both nontrivial
equilibria branches disappear and the system is necessarily driven to a collapse
(Fig. 5-3).
Apart from the existence of a tipping point, the important feature of this system,
which has not been reported before is that the whole trivial branch is locally stable.
This means that even at a very low dilution rate, the population may fall at risk
of extinction. This feature is absent in the classical chemostat systems [49], and
it points out towards a potential threat to microbial cooperative systems: namely,
low population density.
We also observe that the direct sucrose uptake may increase the culture ro-
bustness to extinction (Fig. 5-5). An ability to uptake sucrose before it is hydrol-
ysed into simple sugars leads to destabilisation of a part of the extinction branch
(for D < BP), which means that, at dilution rates D < BP, regardless of the initial
population density, the culture will converge to the survival steady state. This is
because, the growth rate resulting from the direct sucrose uptake G = ηSe J
S is suf-
ficient to balance out a small wash out rate (G > D). We reason that, even if direct
sucrose uptake is inefficient as argued in [14], it may give an important advantage
to a population of S. cerevisiae: namely, it may protect low density colonies from
extinction.
Although bistability in S. cerevisiae has been reported and studied [93], it was
previously observed in a culture allowing for temporal variations in its compo-
nents. Thus it did not contradict any classical predictions. The results obtained
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in [93] are described with a phenomenological mathematical model. However,
phenomenological models do not lend themselves to provide a mechanistic un-
derstanding of the underlying processes. In contrast, our model explicitly tracks
in time the concentrations of the key components of the studied culture: sucrose,
hexose and the biomass. It highlights that these three components, and in par-
ticular, the mode of sucrose metabolism, are sufficient to explain the observed
bistability.
We show that the speed of hydrolysis is responsible for the system’s survival
or extinction. As can be deduced from the equation (5.2.2), the rate at which hex-
ose appears in the culture InvN is proportional to the population density. Dense
cultures produce more invertase, and therefore break down sucrose into hexose
much quicker than the cultures at small population density. Since the dense pop-
ulations are exposed to higher concentrations of hexose in the environment, they
have a higher growth rate and therefore are more likely to balance out the chemo-
stat wash-out rate. Instead, if the chemostat is inoculated with a small population,
the individuals may get washed out before they can produce enough hexose to
sustain the growth (Fig. 5-1c).
This effect cannot be seen when the chemostat culture is supplied with hexose
rather than sucrose (Fig. 5-2). In such case, the system dynamics defaults to the
classical findings: at large dilution rates, the biomass is washed out from the
culture, while at low dilution rates it converges to some stable density which does
not depend on the initial conditions. The trivial branch is unstable for small dilution
rates (D < BP), meaning that even the cultures started at very low population
density should not go extinct, contrary to the case of chemostat run on sucrose.
This confirms our explanation that the observed complexity of the studied
chemostat system is a result of the external metabolism when S. cerevisiae is
grown on sucrose. It also highlights that the continuous growth of S. cerevisiae
on sucrose differs significantly from the growth on glucose, contrary to what is
believed in industry [138, 139]. Therefore, there is a clear need to obtain more
experimental data on S. cerevisiae grown continuously on limiting sucrose, which
is currently lacking in the literature [137].
How does our system relate to the complexity of the environment? Even if
the population of S. cerevisiae is cultured in very simple conditions, the com-
plex metabolism leads to changes in the environment, and to appearance of the
151
simple sugars. However, in our case it is not the environment that controls the
dynamics of the population growth, but the population growth controls the envi-
ronment. In particular, small and large communities turn out to create different
environments and thus fall into different system equilibria. This is because the
speed of extracellular metabolism depends on the population density.
Finally, we discover that adding more assumptions to the studied metabolic
pathway, such as the rate-efficiency trade-off, leads to appearance of even more
possible stable equlibria (Fig. 5-6). This confirms our argument that the biological
complexity may not only originate because of the complex environments as be-
lieved in standard ecological theories [49, 115–118]. Instead complex ecological
systems, with multiple stable steady states may arise because of some intrinsic
traits of the studied organisms.
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5.6 Supplementary Material
5.6.1 Parameter values
Supplementary Table 5.1: Parameters values for the mathematical model (5.2.1)-(5.2.3).
VSmax 11 [mmol sucrose / (g protein · hour) unless stated otherwise]
KSm 7 [mM sucrose]
VHmax 50 [mmol hexose / (g protein · hour)]
KHm 100 mM hexose
ηSe 0.02 [g protein/mmol sucrose]
ηHxte 0.048 [g protein/mmol hexose]
rin 77 [mmol/ (g protein · hour)]
c 0.04
kin 5 · 10−3 [mM sucrose]
S 0 50 [mM scurose]
5.6.2 Analytical calculation of the branch point ’BP’
We are interested in the dilution rate at which a branch of nontrivial equilibria
appears. Therefore we study the eigenvalues of the system (5.2.1)-(5.2.3) at the
trivial equilibrium (S ∗,H∗,N∗) = (S 0, 0, 0). First of all let us notice, that the point
(S 0, 0, 0) indeed is an equilibrium point for any dilution rate D. We have
dS
dt
= −Inv(S 0)0 − JS (S 0)0 − D(S 0 − S 0) = 0 (S1)
dH
dt
= (2Inv(S 0) − JH(0))0 − D0 = 0 (S2)
dN
dt
= (1 − c)(ηHxte JH(0) + ηSe JS (S 0))0 − D0 = 0. (S3)
Let us denote
fS (S ,H,N) =
dS
dt
= −InvN − JSN − D(S − S 0) (S4)
fH(S ,H,N) =
dH
dt
= (2Inv − JH)N − DH (S5)
fN(S ,H,N) =
dN
dt
= (1 − c)(ηHxte JH + ηSe JS )N − DN (S6)
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We then calculate the Jacobian of the system (5.2.1)-(5.3.5)

∂ fS (S ∗,H∗,N∗)
∂S
∂ fS (S ∗,H∗,N∗)
∂H
∂ fS (S ∗,H∗,N∗)
∂N
∂ fH(S ∗,H∗,N∗)
∂S
∂ fH(S ∗,H∗,N∗)
∂H
∂ fH(S ∗,H∗,N∗)
∂N
∂ fN (S ∗,H∗,N∗)
∂S
∂ fN (S ∗,H∗,N∗)
∂H
∂ fN (S ∗,H∗,N∗)
∂N

at the trivial equilibrium (S ∗,H∗,N∗) = (S 0, 0, 0), and we obtain

−D 0 (−Inv(S 0) − JS (S 0))
0 −D 2Inv(S 0)
0 0 (1 − c)(ηSe JS (S 0)) − D

The eigenvalues of the above matrix are: λ1 = −D, λ2 = −D, λ3 = (1−c)(ηSe JS (S 0))−
D. The bifurcation points are observed at values of D, at which one or more
eigenvalues are equal to zero, that is: D = 0 and D = (1− c)(ηSe JS (S 0)) = (1−c)η
S
e V
S
max
KSm+S 0
.
5.6.3 Supplementary figures
Supplementary Figure 5-12: Shape of the metabolic rate-efficiency trade-off in the
model with rate efficiency trade-off (5.3.3)-(5.3.5).
The efficiency of hexose utilisation as a function of hexose uptake rate, taking the form
ηHxte (J
H) = 0.0009 + 0.0471/(1 + exp(−6.7598 + 0.5142 · JH)).
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(a) (b)
Supplementary Figure 5-13: Behaviour of the system with rate-efficiency trade-off
and no sucrose uptake.
(5-13a): Bifurcation diagram showing the population density at steady states. The stable
steady states are denoted by solid lines, while the unstable steady states are denoted by
dashed lines. The trivial steady states (extinction of the population) are plotted in grey,
while the nontrivial steady states (survival of the population) are plotted in brown and
pink. At the same dilution rate D, depending on the initial conditions, three different stable
steady states may be observed. The branch point, at which a new branch of equilibria
appears is denoted by ’BP’, and the limit points, at which the stable and unstable survival
branches meet and annihilate are denoted by ’LP’.
(5-13b): Zoom into the bottom part of Fig. 5-13a, denoted by a dashed box.
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Chapter 6
Cooperation in larger microbial
communities
Abstract
In nature, microbes live in large microbial communities, often composed of organ-
isms representing a number of different strains and species. Yet, so far in this the-
sis we have only studied the system of public good producers and non-producers
in isolation. Here we consider a larger community, composed of strains represent-
ing three different feeding strategies: external metabolism involving the secretion
of public goods, internal metabolism which allows for keeping the goods private,
and cheating which relies on the public goods secreted by other organisms. Given
that external metabolism is very frequent in nature, we set out to study its com-
petitiveness compared to the internal metabolism. Moreover we find how that
competitiveness depends on the environmental factors such as population den-
sity or resource concentration. Next, we study how an introduction of another
strain (cheat) affects the relation between external and internal metabolisers. We
manage to recover and explain the recent empirical finding, which suggests that
the presence of cheats may help to maintain diversity in a larger microbial com-
munity. We also extrapolate that result by studying the three strain community
dynamics in a number of different scenarios.
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6.1 Introduction
Earlier chapters of this thesis studied microbial public good cooperation, focusing
on isolated systems of cooperators and cheats. However, in the wild, microor-
ganisms live in diverse communities, where interactions between different popu-
lations and species may affect species distributions [143–146], and the genetic
divergence [144, 146], as noted in [147]. The interspecific interactions are also
known to affect the dynamics of microbial public goods systems, in which an in-
troduction of a new competitor, significantly alters the existing social interactions
[147–149]. Interestingly, the previous studies lead to contrasting conclusions: an
introduction of a new competitor into a cooperative system of public goods can
either stabilise [147, 149] or destabilise the cooperative communities [147, 148],
depending on the studied species.
One of these studies [148] focused on a well known public good system of
Pseudomona aeruginosa, composed of ’cooperators’, who produce an iron bind-
ing agent, siderophore, and ’cheats’, who benefit from that public good, without
contributing to its production. An introduction of another pathogen, Staphylococ-
cus aureus, to that system increased the selection for cheats, and thus desta-
bilised their coexistence with cooperators [148].
On the other hand, the introduction of another pathogen to the same coop-
erative system: a strain of Psuedomona aeruginosa, which produces and uses
a different kind of siderophore, increased the chances of cooperators to survive,
and eventually led to the maintenance of biodiversity in the population [149]. Sim-
ilarly the introduction of bacteria Escherichia coli to the cooperative system of
Saccharomyces cerevisiae has been reported to sustain the biological diversity
[147].
What are the factors that can lead to such disparate results, which point either
to stabilisation or destabilisation of cooperative systems? Could both scenarios
be observed depending only on environmental factors such as resource concen-
tration?
Although both studies [147, 149] show that a new competitor can have an
effect on the existing public good system, that effect is only temporary. Can a
new competitor also affect the long-term dynamics of the cooperative systems?
A recent experimental study [36] reported that the introduction of a new competitor
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into a system of S. cerevisiae can result in a long-term coexistence. Motivated by
this result, here we build a mathematical model describing the possible dynamics
of the recent experimental system [36].
Similarly as was done in [36], we study three strains of S. cerevisiae: ’external
metaboliser’, ’internal metaboliser’ and a ’cheat’, schematically presented in
Fig. 6-1. The ’external metaboliser’ is the wild type invertase producer, described
in the previous chapters. It secretes an enzyme, invertase, which extracellularly
breaks down sucrose into simpler sugars (hexose), namely glucose and fructose.
This step of digestion is performed outside the cell wall, allowing the neighbour-
ing individuals to benefit from the broken down molecules. The ’cheat’, is the
∆suc2 invertase mutant, described in the previous chapters. It fails to produce
invertase, but reaps the simple sugars provided in the environment by the exter-
nal metabolisers. The ’internal metaboliser’ is the strain genetically engineered in
previous studies [142, 150] and used in [36]. It privatises its invertase, by keeping
it in the cytoplasm, and not allowing other cells to benefit from it. Moreover, it is
supplied with a high-affinity and high-capacity sucrose transporter SRT1, found
also in a plant pathogen Ustilago maydis. Thus, it can uptake sucrose before
breaking it down to simple sugars inside the cell. The internal metaboliser has
intact hexose transporters - identical to those in the external metaboliser and in
the cheat strains. Therefore, apart from uptaking sucrose and metabolising it
internally, it can also uptake the hexoses available in the environment.
Following the study presented in [36], we first ask whether secreting public
goods (as done by the external metabolisers) may be advantageous compared
to the strategy of keeping the goods private (as done by internal metabolisers).
Although secreting public goods is prone to invasion by potential cheats, who use
the public goods without contributing to its production [32, 61–64], this strategy
is often deployed within fungi and microbes [70, 92], where organisms secrete
costly extracellular enzymes which hydrolise the complex molecules of resources
available in the environment. Why is this external digestion so abundant in na-
ture, in spite of bringing the risk of invasion by cheats? The current literature
points out several advantages of external digestion, such as greater control over
substances entering the cell (and therefore lower risk of infection) and a bigger
chance to match the enzyme production to particular needs (see [70] for a broader
review). Can the competitiveness of external metabolism also depend on the en-
161
Figure 6-1: A schematic representation of the three strains of S. cerevisiae we con-
sider.
The external and internal metabolisers produce an enzyme, invertase, which breaks down
molecules of sucrose into simple sugars, namely glucose and fructose. The invertase
produced and secreted by external metabolisers acts extracellularly, and therefore it may
benefit the other organisms in the environment: the ’internal metabolisers’ and the ’cheats’
who do not produce any invertase. On the contrary, the invertase produced by the inter-
nal metabolisers is ’privatised’ and it can only hydrolyse the sucrose inside the internal
metaboliser cells.
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vironmental factors such as resource concentration or population density?
To find when the external metabolisers have an advantage over internal metabolis-
ers, we first consider the system composed only of these two strains. We recover
and explain the recent empirical finding that the dynamics between external an
internal metabolisers differs significantly depending if the strains compete at low
or high initial sucrose concentration [36]. Then we test if an introduction of cheats
can stabilise the biodiversity in the population of external and internal metabolis-
ers as shown empirically in [36]. We examine the dynamics of such three strain
microbial community in a number of different scenarios, and we aim to understand
how that dynamics differ depending on the sucrose concentration, and population
density.
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6.2 Mathematical model
Following the empirical study in [36], we consider a system composed of three
strains, namely: two types of invertase producers (the ’external metabolisers’,
and the ’internal metabolisers’) and the invertase non-producer, termed ’cheat’.
Our model is based on the model proposed in [14] and it tracks in time the con-
centrations of sucrose (S ), hexose (H) and the densities external metabolisers
(NE), internal metabolisers (NI), and cheats (NC).
Here we briefly describe the basic assumptions of our model with more de-
tailed description presented in Chapter 2: Methods.
In our model all the strains take up resources R and use them to generate
ATP using a simple, unbranched pathway [37]. We represent microbial growth
as a linear function of the rate of ATP production, as described in more detail in
Chapter 2: Methods.
The external metabolisers secrete invertase, an enzyme which catalyses the
extracellular hydrolysis of each molecule of sucrose into two molecules of monosac-
charides, i.e. hexose (H). The rate of conversion of sucrose into hexose is repre-
sented by Inv, a saturating function of sucrose concentration.
The cost of invertase secretion is denoted by a constant cE, estimated em-
pirically in [14]. Moreover, in [14] the fitness of external metabolisers was cal-
culated as the ratio of population doublings during competition on glucose with
cheats, and it was found that external metabolisers suffer a fitness disadvantage.
To reflect this in our model, we multiply the fitness of external metabolisers by
(1− cE) as was done in [14, 33]. Following the postulation in [14], we assume the
activity of the secreted invertase is immediate and it does not accumulate in time.
It also does not diffuse, since it is known to stay near the cell membrane [151].
The internal metabolisers also produce invertase in order to hydrolyse sucrose.
Although the invertase produced by internal metabolisers is a private good, not
accessible for any other cells, we assume its production incurs some energetic
cost cI. Since the invertase produced by the internal metabolisers is kept inside
the cytoplasm and not transported outside the cell membrane, we assume its pro-
duction cost cI is lower than the cost cE which external metabolisers need to pay
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for invertase production and transport to the periplasm.
Hexoses are transported into the cell by hexose transporters and the rate of
the hexose pathway is denoted by JH, where the efficiency of this pathway is de-
noted by a constant ηHxte . In our model there is no hexose provided externally to the
system (the initial hexose concentration is zero). Therefore, the only ’source’ of
hexose in the culture are the external metabolisers, which hydrolyse the sucrose
available in the environment. Because the molecules of sucrose are hydrolysed in
the close proximity of external metaboliser cells, these cells are assumed to have
preferential access to the hexose they provide. This is because, even in a well
mixed environment, the molecules of hexose will form a high local concentration
around the external metaboliser cells before they diffuse away to other organisms
in the culture [33]. In previous chapters this phenomenon was captured by consid-
ering the physical space, and explicit modelling of the diffusion. In this chapter we
represent this phenomenon by assuming that the Michaelis-Menten constants of
the hexose uptake KHm are different for external metabolisers and the other strains
(KHEm and K
H
Im respectively). We set K
H
Em < K
H
Im, which effectively means the exter-
nal metabolisers have a higher hexose uptake rate than the internal metabolisers
(Supplementary Fig. 6-9a). Thus, in terms of uptaking hexose from the environ-
ment, the external metabolisers have an advantage over internal metabolisers,
especially at low hexose concentrations, at which the hexose uptake rate JHE of
external metabolisers is significantly higher than the hexose uptake rate of inter-
nal metabolisers JHI (Supplementary Fig. 6-9b). At the same time, we assume
that the cheat has the same access to the publicly available hexose and the same
uptake rate as the internal metaboliser, that is JHI = J
H
C .
For simplicity, we assume that neither external metabolisers nor the cheats can
uptake sucrose directly. On the contrary, the internal metabolisers can use their
novel sucrose transporter SRT1 to take up sucrose, before they metabolise it in-
ternally into simpler sugars and eventually into molecules of ATP. The rate of that
sucrose pathway is defined by:
JS =
VSmaxS
KSm + S
,
where VSmax denotes the maximal rate of the pathway while K
S
m denotes the re-
spective Michaelis-Menten constant. The efficiency of that pathway is denoted by
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a constant ηSe . Motivated by the properties of the introduced sucrose transporter
(SRT1) [150], we assume that VSmax << V
H
max and K
S
m << K
H
Em, and we set these
parameters to the constants estimated in [150]. The parametrisation of all of the
above terms can be found in Supplementary Table 6.1.
6.2.1 The system dynamics
We consider the assumptions on the microbial growth, described in the previous
subsection, and we finally assume that the environment is well mixed and that the
studied concentrations S ,H,NE,NI ,NC do not depend on spatial location. Thus
we arrive at the following Ordinary Differential Equation (ODE) model:
dS
dt
= −InvNE − JSNI (6.2.1)
dH
dt
= (2Inv − JHE )NE − JHI NI − JHC NC (6.2.2)
dNE
dt
= (1 − cE)ηHxte JHE NE (6.2.3)
dNI
dt
= (1 − cI)(ηSe JS + ηHxte JHI )NI (6.2.4)
dNC
dt
= ηHxte J
H
C NC, (6.2.5)
together with the following initial conditions S (0) = S 0, H(0) = 0, NE(0) = NE0,
NI(0) = NI0, NC(0) = NC0, where the total initial density N0 is defined as N0 =
NE0 + NI0 + NC0.
The model (6.2.1)-(6.2.5) describes the co-growth of the three considered
strains, in a homogeneous environment initially supplemented with a given su-
crose concentration S 0.
In our simulations, we set some initial conditions S (0) = S 0,H(0) = 0, and ini-
tial frequencies of external and internal metabolisers and cheats: fE, fI , fC respec-
tively, such that NE0 = fEN0, NI0 = fIN0, NC0 = fCN0 and fE + fI + fC = 1. According
to the model (6.2.1)-(6.2.5), we simulate the growth of all of the three strains in the
common environment for time T (a ’season’), and we calculate the final frequen-
cies of the studied phenotypes fEend, fIend, fCend in the end of each season. Next,
we initiate the next season with the following initial conditions S (0) = S 0,H(0) = 0,
NE(0) = fEendN0, NI(0) = fIendN0, NC(0) = fCendN0. We repeat this procedure for a
number of times, until the frequencies of the studied phenotypes stabilise, and
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we study how the frequencies fEend, fIend, fCend change over the seasons. By per-
forming that procedure we aim to represent the experimental setup of the ’serial
transfer’, used in the empirical study [36], and described in more detail in the
subsection 2.2.3 in Chapter 2: Methods.
6.3 Results: competition between external and in-
ternal metabolisers
Firstly, similarly as in [36], we study the competitiveness of external metabolism,
by considering the competition between external and internal metabolisers in vari-
ous ecological conditions such us resource concentration and population density.
6.3.1 Destabilisation through resource depletion
According to the model (6.2.1)-(6.2.5), we simulate one season of competition be-
tween two types of invertase producers, i.e.: the external and internal metabolis-
ers, at low and high sucrose concentrations, and in the absence of cheats ( fC = 0).
Subsequently, we calculate the relative fitness of external metabolisers to the in-
ternal metabolisers W( f ) for various initial frequencies of external metabolisers
( fE = f ). As described in Chapter 2: Methods, the relative fitness measure al-
lows to examine the outcome of a long-term competition between two strains. In
particular, if for certain initial frequency of external metabolisers f , W( f ) > 1, then
that frequency will increase over a season, if W( f ) < 1, then that frequency will
decrease over a season, and if for some f ∗ we have W( f ∗) = 1, then the two
strains can coexist, at the frequency f ∗ of external metabolisers. Additionally, if
W( f ) is locally decreasing around f ∗, then the coexistence is stable. Otherwise, if
W( f ) is locally increasing around f ∗, then the coexistence is unstable.
Our results show qualitatively different system dynamics depending on the
initial sucrose concentration S 0. When initial sucrose concentration is high, the
relative fitness of external metabolisers may be negative frequency dependent in
some frequency range (Fig. 6-2a), allowing for stable coexistence between exter-
nal and internal metabolisers. Otherwise, when the initial sucrose concentration
is low, the relative fitness of external metabolisers is positive frequency dependent
(Fig. 6-2b), leading to extinction of either of the strains (bistability). Such a swap
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from negative to positive frequency dependence in the external metabolisers rel-
ative fitness has been also reported in the experimental study on the interaction
between internal and external metabolisers [36], and we include their results in
Supplementary Fig. 6-10.
According to our study, at high initial sucrose concentration, the system has
both: an unstable and a stable coexistence states (Fig. 6-2a), at the external
metabolisers frequencies f ∗ and f ∗∗ respectively. It means that if the system is
started with a very small external metaboliser frequency f < f ∗ at which W( f ) < 1,
it will lead to fixation of the internal metabolisers (such a trajectory over a number
of seasons is shown in Supplementary Fig. 6-11a). Otherwise, if f > f ∗ the com-
munity will converge to a fixed coexistence of two types at the stable equilibrium
frequency of external metabolisers f ∗∗ (Supplementary Fig. 6-11b).
On the contrary, at low initial sucrose concentration, the relative fitness is
positively frequency dependent, and there is an unstable equilibrium frequency
of external metabolisers f ∗, at which external and internal metabolisers could
potentially coexist (Fig. 6-2b). However, if the system is initiated at any other
frequency of external metabolisers f , f ∗ it will converge to a fixation of one type
only. If the initial frequency of external metabolisers f < f ∗, then the external
metabolisers will go extinct and the system will converge to a fixation of internal
metabolisers (Supplementary Fig. 6-11c). Otherwise, if f > f ∗, then the system
will converge to a fixation of external metabolisers (Supplementary Fig. 6-11d).
Interestingly the relative fitness of external metabolisers shown in Fig. 6-2 is
nonlinear. This is because of the phenomenon known as the ’Allee Effect’ [100],
according to which populations grow quicker when their densities are higher. The
known ecological mechanisms, which drive the Allee Effect include, amongst oth-
ers: mate limitation, cooperative defense or cooperative feeding. Since our ex-
ternal metabolisers do feed cooperatively, they grow quicker when their popula-
tion density is higher, which has been confirmed empirically in [36]. This effect
is especially pronounced when the external metabolisers densities are very low,
corresponding to their low frequencies in Fig. 6-2. In that case the speed of
sucrose hydrolysis, and therefore the growth speed of external metabolisers in-
creases quickly with their increasing density (Supplementary Fig. 6-12). Since
an increase in external metabolisers frequency effectively means an increase in
their density within the population, which in turn results in an increased growth
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(a) (b)
Figure 6-2: Relative fitness of external metabolisers to internal metabolisers at high
and low initial sucrose concentration.
The relative fitness of external metabolisers, depending on their initial frequency calcu-
lated at
(6-2a): high initial sucrose concentration;
(6-2b): low initial sucrose concentration.
The stable coexistence frequencies are denoted by f ∗∗, while the unstable coexistence
frequencies are denoted by f ∗. Fig. 6-2a shows that if the system is started with a very
low frequency of external metabolisers ( f < f ∗ ≈ 0.15), they will go extinct ( f = 0). Oth-
erwise, the system will converge to a stable coexistence of the two types at the external
metaboliser frequency f = f ∗∗ ≈ 0.25.
Fig. 6-2b, shows that if the system is started with a very low frequency of external
metabolisers ( f < f ∗ ≈ 0.15), they will go extinct ( f = 0). Otherwise, they will outcompete
the internal metabolisers ( f = 1). This phenomenon is termed bistability, whereas two
different steady states may be observed depending on the initial state of the system.
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speed, the relative fitness of external metabolisers increases sharply at low fre-
quencies in Fig. 6-2. That process, however, slows down at higher densities of
external metabolisers (Supplementary Fig. 6-12), corresponding to their higher
frequencies in Fig. 6-2. When the external metabolisers are sufficiently dense to
reach the growth rate comparable to the growth rate of the internal metabolisers,
they do not face the Allee Effect and the relative fitness of external metabolisers
saturates around a constant value ≈ 1 as shown in Fig. 6-2b, or starts decreas-
ing if the amount of hexose produced by external metabolisers is high enough to
allow the internal metabolisers to benefit from it (Fig 6-2a).
6.3.2 Explanation of the change in stability depending on the
resource concentration
The internal and external metabolisers can stably coexist when the resource con-
centration in the environment is sufficiently high, and this coexistence becomes
unstable when the resource concentration is decreased. In order to understand
this puzzling result, also observed in the experimental data obtained in [36], we
study two toy models, in which we consider the competition of external metabolis-
ers with the following strains:
(i) ’cheat’, described in the section 6.2, which can uptake hexose available in the
environment, but is not able to uptake sucrose (JS = 0, cI = 0)
(ii) ’perfect internal metaboliser’, which is able to uptake and hydrolyse sucrose,
but is not able to uptake hexose (JHI = 0).
The internal metaboliser described by the main model (6.2.1)-(6.2.5) can up-
take both hexose and sucrose at the same time (JHI > 0, J
S > 0). Here we
study how the composition of these two traits shapes the behaviour of internal
metabolisers in competition with external metabolisers.
When the external metabolisers compete with the cheats (i), the system repro-
duces the classical system of public good producers (i.e.external metabolisers)
and non-producers (i.e. cheats) who benefit from the public good but do not pay
any cost for its production. Then the relative fitness of external metabolisers to
cheats is negative frequency dependent (Fig. 6-3a), which can be understood as
follows: a little amount of cheats can use up the resources and have a quicker
growth than the external metabolisers, without affecting much the environment.
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However, if the fraction of cheats is higher, there will be relatively less public
goods they can exploit, and therefore their relative fitness to external metabolis-
ers is smaller, than if they were only a small fraction of the population. If we
additionally assume that the external metabolisers have preferential access to
the resources they produce [33], then the relative fitness curve may cross one,
which suggests a possible stable coexistence between the types (Fig. 6-3a). This
is the classical scenario in a public good system described in Chapter 4, and in a
number of previous studies [14, 36, 62, 64].
On the contrary, when the external metabolisers compete with the perfect in-
ternal metabolisers (ii), their relative fitness is positive frequency dependent, as
illustrated in Fig. 6-3b, which means the coexistence between the two strains
is unstable. This is due to the Allee Effect, described in the subsection 6.3.1.
Large populations of external metabolisers secrete more invertase, which results
in a quicker decomposition of sucrose into simple sugars, and a higher concen-
tration of hexose in the environment. Thus increasing the frequency of external
metabolisers gives them increasing advantage over their competitor, who is not
able to take advantage of the hexose available in the environment.
(a) (b)
Figure 6-3: Relative fitness of external metabolisers to cheats/perfect internal
metabolisers.
The relative fitness of external metabolisers, depending on their initial frequency within
the population, calculated at high initial sucrose concentration.
(6-3a): The competitor is the cheat, which can uptake hexose, but is not able to uptake
sucrose: JS = 0, cI = 0;
(6-3b): The competitor is the perfect internal metaboliser, which can uptake sucrose, but
is not able to uptake hexose: JHI = 0.
The internal metaboliser we describe in the main model (6.2.1)-(6.2.5) can di-
rectly uptake both resources, and thus it combines the traits of cheats and perfect
internal metabolisers. In cultures abundant in hexose, the internal metabolisers
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behave as cheats. This is because their maximal sucrose uptake rate VSmax is very
low, and therefore it does not play a major role in abundance of hexose. On the
contrary, in cultures with high sucrose and low hexose concentrations, the inter-
nal metabolisers behave as perfect internal metabolisers. This is because at low
hexose concentrations the sucrose uptake will be significant in comparison to the
hexose uptake (see Supplementary Fig. 6-13), due to the low sucrose uptake
affinity KSm.
Therefore, depending on the resource available in the environment, the rela-
tionship between the internal and external metabolisers may be described by the
system of either external metabolisers and cheats (Fig. 6-3a), external metabolis-
ers and perfect internal metabolisers (Fig. 6-3b), or a combination of both result-
ing in a possible non-monotonous relative fitness of external metabolisers (as in
Fig. 6-2a). In particular, when the initial sucrose concentration is high, the ex-
ternal metabolisers will break it down into a large amount of hexose which will
appear in the environment, and the system defaults to the dynamics of external
metaboliser and cheat described in Fig. 6-3a. In such a scenario, the relative fit-
ness of external metabolisers to internal metabolisers may be negative frequency
dependent, allowing for a stable coexistence between both strains (as shown in
Fig. 6-2a). On the other hand, when the initial resource concentration is suf-
ficiently low, there will be little hexose in the environment, and the system will
default to the external metaboliser and the perfect internal metaboliser dynamics
described in Fig. 6-3b. In that case the relative fitness of external metabolis-
ers to internal metabolisers is positive frequency dependent, leading to unstable
coexistence between both strains (as shown in Fig. 6-2b).
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6.3.3 The interplay between resource concentration and pop-
ulation density
The changes in the relative fitness of external metabolisers to internal metabolis-
ers can be forced by decreasing the concentration of resources . However, they
can be also controlled by a decrease in the overall population density. When the
initial sucrose concentration is high, a drop in the population density destabilises
the coexistence between external and internal metabolisers (Fig. 6-4), similarly to
a drop in the sucrose concentration (Fig. 6-2).
The parallel between the resource concentration and population density is il-
lustrated in Supplementary Fig. 6-14. A change in the population density results
in a different environment in which the strains compete. At low density, there
is little external metabolisers who could hydrolyse sucrose into the molecules of
hexose. This hydrolysis happens very slowly, and thus, for the duration of the
growth (a season), there is almost no hexose to compete for (Supplementary
Fig. 6-14c). In that case, the strains compete only for sucrose and they behave
as the toy system of external metabolisers and perfect internal metabolisers, de-
scribed in Fig. 6-3b. The bigger the initial density of the population, the higher the
amount of hexose available in the environment (Supplementary Fig. 6-14e) and
the systems behaviour shifts towards the dynamics of the toy system of external
metaboliser and cheat, described in Fig. 6-3a.
On the other hand, the higher the initial sucrose concentration, the quicker the
population growth, and the bigger the effective size of the competing population.
This means that, by varying initial resource concentration, one varies also the
population density and the type of competition between external and internal
metaboliser.
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(a) (b)
Figure 6-4: Relative fitness of external metabolisers to internal metabolisers at high
initial sucrose concentration and at high and low population densities.
The relative fitness of external metabolisers to internal metabolisers, depending on their
initial frequency, calculated at (6-4a): high initial population density N0 = 0.005 [g/L], (6-
4b): low initial population density N0 = 0.001 [g/L].
The stable coexistence frequencies are denoted by f ∗∗, while the unstable coexistence
frequencies are denoted by f ∗.
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6.4 Results: Introduction of a cheat within the in-
vertase producers
In this section we verify how an introduction of a new competitor (cheat) affects the
studied pairwise competition between the internal and external metabolisers. In
order to follow that pairwise interaction in a larger microbial community, we define
the frequencies of external and internal metabolisers ’within invertase producers’
as: fEend/( fEend + fIend) and fIend/( fEend + fIend), respectively.
We simulate the competition between external and internal metabolisers, in
absence and in presence of cheats, as described by the model (6.2.1)-(6.2.5).
After one season of such competition we record the final densities of both strains
and we calculate the relative fitness of the external metabolisers to the internal
metabolisers.
6.4.1 Competition at high initial sucrose concentration
In nature, different species and strains compete for common resources, and thus
an appearance of a new competitor may result in depletion of resources available
to the others. If a change in the resource concentration can shift the dynamics
between external and internal metabolisers from stable coexistence (as shown in
Fig. 6-2a), to bistability between the two types (as shown in Fig. 6-2b), could the
introduction of a new competitor which depletes resources from the environment,
lead to the same shift?
To answer that question we calculate the relative fitness of external metabolis-
ers to internal metabolisers, in absence and in presence of cheats. The results
indicate, that while in the absence of cheats, the external and internal metabolis-
ers can stably coexist (Fig. 6-5a), an introduction of cheats may destabilise that
coexistence (Fig 6-5b). Thus the outcome of the competition between external
and internal metabolisers initiated at high initial sucrose concentration and in the
presence of cheats (Fig. 6-5b) is qualitatively the same as the outcome of that
competition initiated at low initial sucrose concentration and in the absence of
cheats (Fig. 6-2b). The same phenomenon can be observed if the new competi-
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tor instead of uptaking hexose, uptakes sucrose (Supplementary Fig. 6-15). Also
in that case, the presence of a new competitor destabilises the coexistence of the
two types of invertase producers, by leading to a positive frequency dependent
relative fitness of external metabolisers to internal metabolisers.
Thus presence of new competitors results in lower resource concentration in
the culture, which makes the coexistence between internal and external metabolis-
ers switch from being stable (Fig. 6-2a and Fig. 6-5a) to being unstable (Fig. 6-2b
and Fig. 6-5b) .
(a) (b)
Figure 6-5: Relative fitness of external metabolisers to internal metabolisers at high
initial sucrose concentration and in the absence and presence of cheats.
The relative fitness of external metabolisers, depending on their initial frequency within
the invertase producers , calculated at high initial sucrose concentration and
(6-5a) in the absence of cheats, (6-5b) in the presence of cheats.
The initial frequency of introduced cheat is fC = 0.8.
The stable coexistence frequencies are denoted by f ∗∗, while the unstable coexistence
frequencies are denoted by f ∗.
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6.4.2 Competition at low initial sucrose concentration
We calculate the relative fitness of external metabolisers to internal metabolisers
at low initial sucrose concentration, and in absence and presence of cheats. The
obtained results indicate there is no stable coexistence between the two strains,
regardless of the presence of cheats (Fig. 6-6a-6-6c). This means that in the long
term, regardless of the presence of cheats, either external or internal metabolisers
will go extinct, depending on their initial frequencies. In the absence of cheats,
the external metabolisers are expected to increase their frequency, if the cul-
ture is started with external metaboliser frequency f > f ∗ ≈ 0.15 (that is when
W(f)>1 as shown in Fig. 6-6a). However, in the presence of cheats, the exter-
nal metabolisers frequency within invertase producers can increase, only if their
starting frequency within the invertase producers population is f > f ∗ ≈ 0.35 (Fig.
6-6b). On the contrary, if f < f ∗ ≈ 0.35, the internal metabolisers will increase in
frequency . In conclusion, the presence of cheats increases the value of the un-
stable coexistence frequency of external metabolisers f ∗, at the same time giving
an advantage to the internal metabolisers.
Moreover, the higher the frequency fC of cheats in the population, the smaller
the relative fitness of external metabolisers to internal metabolisers (Fig. 6-6c),
and the higher is the minimal frequency f ∗ of external metabolisers within inver-
tase producers, such that: W( f ∗) > 1 (Fig. 6-6d).
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(a) (b)
(c) (d)
Figure 6-6: Relative fitness of external metabolisers to internal metabolisers at low
initial sucrose concentration and in the absence and presence of cheats.
(6-6a)-(6-6b): The relative fitness of external metabolisers, depending on their initial fre-
quency within invertase producers, calculated at low initial sucrose concentration and in
(6-6a): absence of cheats ( fC = 0), and (6-6b): presence of cheats ( fC = 0.5).
The entire spectrum of results for various values of fC is presented in Fig. 6-6c & Fig.
6-6d
(6-6c): The relative fitness of external metabolisers, for various initial frequencies fC of
cheats in the population.
(6-6d): The unstable coexistence equilibrium frequency of external metabolisers f ∗ (the
minimum frequency of external metabolisers within invertase producers, that allows them
to overtake the population of invertase producers in the long term), depending on the
initial frequency of cheat fC in the entire population.
In Fig. 6-6a and Fig. 6-6b, the unstable coexistence frequencies are denoted by f ∗.
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6.5 Results: competition in the three strain com-
munity
Finally, we focus on the dynamics of the whole three strains community, and we
study the frequencies fEend, fIend, fCend of each of the three strains. By performing
the serial transfer procedure described in the section 6.2, we calculate the fre-
quencies of external metabolisers ( fEend), internal metabolisers ( fIend), and cheats
( fCend) in the population, over a number of seasons. We will first follow the fre-
quencies of external and internal metabolisers within the invertase producers:
fEend/( fEend + fIend), fIend/( fEend + fIend) , and then the frequencies of all of the three
strains: fEend, fIend, fCend
6.5.1 Competition at high initial sucrose conentration
When the initial sucrose concentration S 0 is high, the internal and external metabolis-
ers can coexist in the absence of cheats (Fig. 6-7a), as predicted by the relative
fitness in Fig. 6-2a. However, the introduction of cheats may destabilise the inter-
action between these two strains. Namely the population of invertase producers
becomes dominated either by the external metaboliser (Fig. 6-7b) when the initial
frequency of introduced cheat fC is sufficiently low, or by the internal metaboliser
(Fig. 6-7c), when the initial frequency of introduced cheat fC is sufficiently high.
Thus, two different equilibria states can be observed depending on the initial frac-
tion of the newly introduced cheat. This result is in accordance with the result from
the previous section, which predicted that an introduction of cheat would deplete
the available resources and thus destabilise the interaction between the external
and the internal metaboliser (Fig. 6-5).
What are the equilibria when we look at the whole three strain system? When
the initial frequency of introduced cheats fC is sufficiently low, the cheats out-
compete the internal metabolisers, and in the end they coexist with the external
metabolisers (Fig. 6-7d). Otherwise, when the initial frequency of introduced
cheats fC is sufficiently high, the cheats abuse the external metabolisers driving
them to extinction (Fig. 6-7e). This scenario can be refereed to as ’the tragedy
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of the commons’ [65, 66], according to which, individuals driven by their own self-
ish interest, decrease the fitness of the whole group and potentially lead to its
extinction. In our case cheats use the hexose provided by external metabolisers,
thus decreasing the hexose concentration in the environment. This leads to a de-
crease in the fitness of both strains. After the external metabolisers vanish from
the population, the cheats, do not have any more resources to grow on, and they
also go extinct. In that scenario, the only strain that remains in the culture, is the
internal metaboliser independent of hexose.
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(a)
(b) (c)
(d) (e)
Figure 6-7: Competition at high initial sucrose concentration. Changes in frequen-
cies of the strains in the absence and presence of cheats.
(6-7a): Strains frequencies in the absence of cheats. The initial frequency of the external
metabolisers is 0.2.
(6-7b-6-7c): Strains frequencies within the invertase producers, in the presence of cheats.
The initial frequency of the external metabolisers within the invertase producers is 0.2.
The initial frequency of cheats is (6-7b): fC = 0.05, (6-7c): fC = 0.5.
(6-7d)-(6-7e): Strains frequencies within the entire population, in the presence of cheats.
The initial frequency of cheats is (6-7b): fC = 0.05, (6-7c): fC = 0.5.
The initial frequency of the external metabolisers within the invertase producers is 0.2.
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6.5.2 Competition at low initial sucrose concentration
At low initial sucrose concentration, the system composed of internal and exter-
nal metabolisers in the absence of cheats , does not allow for stable coexistence,
and it tends to favour the external metabolisers leading to their fixation in the en-
vironment (Fig. 6-8a & Fig. 6-8b), if their initial frequency in the population is
sufficiently high. Otherwise, when the initial frequency of external metabolisers
is very low, they may go extinct, outcompeted by the internal metabolisers (Sup-
plementary Fig. 6-11c). This agrees with our predictions based on the relative
fitness of external metabolisers to internal metabolisers at low initial sucrose con-
centration (Fig. 6-2b and Fig. 6-6a). The coexistence is unstable, meaning that if
the culture is initiated at low initial external metabolisers frequency f < f ∗ ≈ 0.15,
they will go extinct, otherwise if f > f ∗ ≈ 0.15, they will outcompete the internal
metabolisers.
Interestingly, whereas at high initial sucrose concentration, the introduction of
cheats led to destabilisation of the system of internal and external metabolisers,
at low initial sucrose concentration they may temporarily stabilise it by increasing
their own frequency, and thus prolonging the period of coexistence of the internal
and external metabolisers (Fig. 6-8c opposed to Fig. 6-8a). Otherwise, the
cheats may also give privilege to internal metabolisers: the strain that loses the
competition in the absence of cheats (Fig. 6-8d opposed to Fig. 6-8b), Thus even
if the cheat eventually vanishes from the population (Fig. 6-8f), its introduction
to the population of invertase producers may permanently affect the relationship
between the other strains (Fig. 6-8d opposed to Fig. 6-8b).
In summary, although the system of invertase producers exhibits significantly
different dynamics at low and high initial sucrose concentrations, an introduction
of the new competitor (cheat) in both cases leads to the same possible scenarios:
either to the stable coexistence of external metabolisers and cheats (Fig. 6-7d &
Fig. 6-8e), or to the fixation of internal metabolisers (Fig. 6-7e & Fig. 6-8f).
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(a) (b)
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Figure 6-8: Competition at low initial sucrose concentration. Changes in frequen-
cies of the strains in the absence and presence of cheats.
(6-8a)-(6-8b): Strains frequencies in the absence of cheats. The initial frequency of the
external metaboliser is (6-8a): 0.25, (6-8b): 0.2.
(6-8c)-(6-8d): Strains frequencies within the invertase producers, in the presence of
cheats.
The initial frequency of cheats in the entire population is fC = 0.5.
The initial frequency of the external metaboliser, within the invertase producers is
(6-8e): 0.25, (6-8f): 0.2.
(6-8e)-(6-8f): Strains frequencies within the entire population, in the presence of cheats.
The initial frequency of cheats in the entire population is fC = 0.5.
The initial frequency of the external metaboliser, within the invertase producers is
(6-8e): 0.25, (6-8f): 0.2.
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6.5.3 Cheats maintain the diversity
As shown in Fig. 6-8e, the introduction of cheats into the population of invertase
producers may temporarily stabilise the coexistence of the two types of invertase
producers: external and internal metabolisers. This is a counter-intuitive result,
based on the fact that cheats are known to exploit the public good systems they
invade [32, 61–64], and in special cases, they even may lead to the collapse of
entire populations [66].
In the trajectory shown in Fig 6-8e the frequency of internal metabolisers
initially increases which can be explained by the increase in their relative fitness,
in presence of cheats, as predicted by the Fig. 6-6b. Nonetheless, they eventually
vanish from the population, leaving only the external metabolisers and cheats at
play. This is because, together with the initial increase in the frequency of internal
metabolisers, the frequency of cheats decreases, leading the relative frequency
of external metabolisers over internal metabolisers to increase, as predicted in
the Fig 6-6c.
The frequency of external metabolisers keeps increasing in the population,
and eventually it is so high that the further increase in the cheats frequency is
not sufficient to favour the internal metabolisers (Fig. 6-8e). Interestingly, at that
phase cheats increase in frequency at the cost of internal metabolisers but not at
the cost of the external metabolisers they take advantage of. This is because the
introduced cheats are ’supreme cheats’ to the internal metabolisers, which have
the same access to the public hexose but need to pay energetic costs of their
private invertase production.
Let us notice that, even if the frequency of introduced cheats decreases over
seasons (Fig. 6-8f), it significantly affects the proportions of the two types of
invertase producers (that is internal and external metabolisers). When the culture
is initiated with a small portion of external metabolisers (Fig. 6-8f), their frequency
is decreased, and (by the time the frequency of cheats drops) it is driven to such a
small ratio that even without the cheats influence it will be outcompeted by internal
metabolisers (as predicted by Fig 6-6a and shown in Supplementary Fig. 6-11c).
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6.6 Discussion
In our study we focused on the cooperative system composed of external metabolis-
ers, which secrete a public good (invertase), and internal metabolisers, which pri-
vatise the invertase they produce by keeping it inside the cell. We observe that the
external metabolisers can stably coexist with the internal metabolisers when the
initial resource concentration and population density is sufficiently high (Fig. 6-2a
and Fig. 6-4a). However, when the resource concentration or population density
drops that coexistence becomes unstable (Fig. 6-2b and Fig. 6-4b). At low ini-
tial sucrose concentration and high population density, the external metabolisers
have a big chance to outcompete the internal metabolisers (as long as their initial
frequency in the culture is sufficiently high, as shown in the Fig. 6-2b), because
the speed of their metabolism is high (Supplementary Fig. 6-14a), and they have
preferential access to the hexose they provide in the culture. However, at low
initial density the relative fitness of external metabolisers to internal metabolisers
is below one, meaning that they are unfavoured in such environmental condi-
tions (Supplementary Fig. 6-14a). This conclusion agrees with our findings from
Chapter 5, which show that low population density is a potential threat for the
cooperative populations performing external metabolism.
We also examine the stability of the system composed of internal and external
metabolisers in larger microbial communities. Namely we study the dynamics of
the system after an introduction of a new competitor: cheat, which takes advan-
tage of the costly public goods produced by the external metabolisers. Cheats
are known to exploit the public good producers, and in extreme cases, they are
expected to drive the whole populations to extinction: a scenario known as the
’tragedy of the commons’ [65, 66].
Nonetheless, in our system this may not be the case. Paradoxically, instead of
devastating their communities, cheats may help to maintain biodiversity (Fig. 6-
8e). An introduction of a cheat into the system, in which the external metabolisers
have a growth advantage over the internal metabolisers, balances the selection
strengths in such a way that the internal metabolisers can be maintained in the
population for longer time (Fig. 6-8c), than in the absence of cheats (Fig. 6-8a).
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The frequency of external metaboliser becomes limited by the introduced cheat,
but it does not decrease to zero. This agrees with other studies, which show
that public good producers can coexist with cheats, because they have some
preferential access to the public goods they produce [14, 33, 36, 147].
Why does an introduction of cheats slow down the extinction of the unfavoured
strain? The relative fitness of external metabolisers to internal metabolisers is
density and frequency dependent (Supplementary Fig. 6-14a), as also reported
in [36]. Because of the Allee effect, the subpopulation of external metabolisers
grows quickest at intermediate densities. Therefore, a drop in their population
density may result in slower growth and, as a consequence, in being disadvan-
taged compared to the internal metabolising strain. Such a drop in the external
metabolisers density NE = fEN0 can be achieved either by decreasing the over-
all population density N0, by decreasing the external metabolisers frequency fE,
or by decreasing the amount of available resources, which in turn will limit the
population density N0. This is what is effectively done by the introduced cheats
who deplete the available resources, and thus constrain the density of external
metabolisers.
Decreasing the resource concentration and introducing a new competitor which
effectively depletes the resources will limit the external metabolisers density and
slow their growth. This finding is in accordance with the study of [147], in which
the density limitation is at the core of the mechanism promoting cooperation. Al-
though our study agrees on the population density being the crucial factor that
affects the stability of the cooperative system, the underlying mechanisms are dif-
ferent from the ones described in [147]. In [147], a decrease in population density
favoured the cooperative external metabolisers, who naturally would be disad-
vantaged in comparison with their selfish competitors. Decreasing the population
density was expected to limit the access of the selfish individuals to the public
good, and therefore to decrease their advantage over the external metabolisers.
In our system, a sufficient decrease in population density favours the internal
metabolisers (Supplementary Fig. 6-14a & 6-14b) and changes the behaviour of
the system: from the one described by a negative frequency dependent relative
fitness, to the one with positive frequency dependent relative fitness. This re-
sult can be explained as follows. At high population density, the strains compete
mostly for hexose (Supplementary Fig. 6-14e). In that case the sucrose uptake
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by internal metaboliser becomes negligible and the internal metabolisers free-ride
on the hexose hydrolysed in the environment by the external metabolisers. In this
case, the relative fitness of external metabolisers is negative frequency depen-
dent, as in the classical system of public good producers and non-producers (Fig.
6-3a). On the contrary, at low population density, only a very small fraction of su-
crose in the environment is broken down into simple sugars (Supplementary Fig.
6-14c), and the strains effectively compete for sucrose instead of hexose. This
can be described by the toy system of external metabolisers and perfect internal
metabolisers, characterised by the positive frequency dependent relative fitness
(Fig. 6-3b). In that case the internal metabolisers have an advantage over the
external metabolisers. They uptake sucrose directly into their cells and they do
not need to pay a cost of transporting the invertase outside the cell membrane.
Additionally they do not need to rely on the invertase secreted by the other cells
and that is why their performance is not significantly affected by low population
density, in contrary to the performance of external metabolisers (see Chapter 5).
In extension to the study of [147], which perturbed a cooperative system by
introducing a new competitor, and which reported short-term consequences of
such perturbation, we also examine the steady states obtained in perturbed pop-
ulations. We discover that the introduction of a new competitor can change the
equilibrium dynamics. Even if the new competitor, cheat, eventually vanishes
from the population, it can invert the outcome of a long-term competition leading
to fixation of the strain which would have gone extinct if the cheats had never
been introduced to the population (Fig. 6-8d compared to 6-8b). It means that
even short-term invasions and coexistence with other strains or species may sig-
nificantly influence the long-term dynamics of a cooperative system. Moreover, in
our system, an introduction of the new strain may significantly prolong the time in
which the strains coexist. This stabilisation mechanism is especially interesting,
given that the strain we introduce is the classical ’cheat’, which is usually believed
to destroy ecological systems, or even lead to their collapse [32].
We find that, depending on the environmental factors, the system may either
converge to a stable coexistence of external metabolisers and cheats, or to the fix-
ation of internal metabolisers. If a system of stably coexisting external and internal
metabolisers at high initial sucrose concentration is perturbed with an introduction
of a small fraction of cheats, these cheats act as a ’superior cheats’ to the intenal
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metabolisers. They have the same access to the hexose available in the envi-
ronment but, contrary to the internal metabolisers, they do not pay any energetic
cost of producing invertase. Thus cheats start to be favoured over the internal
metabolisers and the system converges to elimination of internal metabolisers
and to the stable coexistence of the external metabolisers and cheats (Fig. 6-7d).
If a larger fraction of cheats is introduced, they exploit the external metabolis-
ers and drive the external metabolisers and themselves to extinction, which can
be described as the tragedy of the commons within the population of external
metabolisers and cheats. In such a case, although the presence of cheats in the
culture is only temporary, it can affect the long-term outcome of the competition
between internal and external metabolisers (Fig. 6-7e). What is noticeable is that,
at high initial sucrose concentration, the tragedy of the commons can be forced
in a culture that in the absence of cheats would stably coexist (Fig. 6-7a). At low
initial sucrose concentration, the tragedy of the commons and the extinction of ex-
ternal metabolisers can be forced in a population of invertase producers, which in
the absence of cheats would end up being composed of the external metabolisers
only (Fig. Fig. 6-8f).
As we have shown, the effect of cheats introduced to our cooperative system
of external and internal metabolisers varies depending on several factors. The
conflicting results obtained previously in the literature, according to which a new
competitor could either stabilise [147, 149] or destabilise [147, 148] the coopera-
tive systems, may have been observed not only because the studied strains and
species were different. Such disparate results can be also observed in a single
system in which the only varied parameter is the resource concentration, or the
initial strains frequencies. In our system an addition of a new competitor may
result in a number of scenarios: it may prolong the three strains coexistence,
leading eventually to stable coexistence of external metabolisers and cheats (Fig.
6-8e), it may destabilise the stable coexistence of external and internal metabolis-
ers leading to stable coexistence of external metabolisers and cheats (Fig. 6-7d),
or it may lead to the scenario of tragedy of the commons (Fig. 6-7e & 6-8f).
Although the experimental system we base our study on is genetically engi-
neered, we believe the model is general enough to be applicable to a wider class
of intra- and interspecific microbial systems, which compete for a common re-
source pool. In general, our strains represent three different feeding strategies:
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external metabolism, internal metabolism, and cheating: the strategy relying on
the resources provided by the others. Our results present a mechanistic under-
standing of the interactions between individuals or species adopting each of these
three strategies.
Finally, we highlight that the relative fitness in our model could be nonlinear
and non-monotonous, which we explained with our toy models. Although, a pos-
sibility of obtaining nonlinear relative fitness has been recently discussed [152], to
our knowledge, this is the first case of non-monotonous relative fitness reported in
the literature. An observation that the relative fitness may be a non-monotonous
function of competitors frequency has significant consequences for many empiri-
cal results. In particular, the relative fitness is often measured only for the extreme
frequencies (very low fraction of either of the competitors), and it is assumed to be
linear between such obtained points [62]. If this was done in our case, for example
in Fig 6-2a, we would conclude that the entire line lies below one, and therefore,
regardless of the initial frequencies of the two considered strains, the external
metabolisers would always go extinct. This is however not true. As pointed out
in the subsection 6.3.1, the strains can stably coexist at external metaboliser fre-
quency f ∗∗ ≈ 0.25.
So why is our relative fitness non-monotonous? As shown in [36], whilst the
external metabolisers face a strong Allee effect, the internal metabolisers do not
show a significant change in their growth rate depending on their population den-
sity. Thus, the external metabolisers growth rate is the highest at intermediate
population density, and so is its relative fitness to the internal metabolisers (Sup-
plementary Fig. 6-14a). Since varying the external metabolisers frequency will
also vary their density in the population of external and internal metabolisers, the
relative fitness of external metabolisers may be non-monotonous at the densi-
ties at which both increase and decrease in the relative fitness can be observed
(Supplementary Fig. 6-14b). For instance, depending on the considered density
(or resource concentration resulting in that density), the observed relative fitness
may be positive frequency dependent (for small densities, as denoted by grey line
in Supplementary Fig. 6-14a), negative frequency dependent (for large densities,
as denoted by black line in Supplementary Fig. 6-14a), or non-monotonous (at
intermediate densities, as plotted in Supplementary Fig. 6-14b).
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6.7 Supplementary Material
6.7.1 Supplementary figures
(a) (b)
Supplementary Figure 6-9: Hexose uptake rates for external and internal metabolis-
ers.
(6-9a): the uptake rates of both strains, (6-9b): the ratio of the uptake rate of external
metaboliser to the uptake rate of internal metaboliser
JHE (H)
JHI (H)
, depending on the hexose
concentration H in the environment.
(a) (b)
Supplementary Figure 6-10: Experimental data obtained by Richard Lindsay.
The plots have been shown in [36]. (6-10a)-(6-10b): The relative fitness of external
metabolisers (termed ’producers’ in [36]) to the interal metabolisers (termed ’transporters’
in [36]), in the competition in: (6-10a) high (25mM) and (6-10b) low (10mM) sucrose
concentrations.
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(a) (b)
(c) (d)
Supplementary Figure 6-11: Changes in frequencies within the invertase producers.
(6-11a)-(6-11b): Strains frequencies in the competition between external and internal
metabolisers, at high initial sucrose concentration. The initial frequency of the external
metaboliser is: (6-11a) 0.1 (6-11b) 0.9. These two scenarios represent the bistability
resulting from the presence of a stable and an unstable coexistence equilibria f ∗∗, and f ∗
as studied in Fig. 6-2a.
(6-11c)-(6-11d): Strains frequencies in the competition between external and internal
metabolisers, at low initial sucrose concentration. The initial frequency of the external
metaboliser is: (6-11c) 0.1 (6-11d) 0.9. These two scenarios represent the bistability
resulting the from presence of an unstable coexistence equilibrium f ∗ as studied in Fig.
6-2b.
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Supplementary Figure 6-12: Allee Effect for the homogeneous population of external
metabolisers.
The growth speed, calculated here as ln(NEend/NE0). At low initial densities NE0, the
growth speed is an increasing function of the initial population density NE0, whereas at
higher initial densities NE0, it starts decreasing.
Supplementary Figure 6-13: Uptake rates of hexose and sucrose for the internal
metaboliser, depending on the resource (hexose/sucrose) concentration R.
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(a) (b)
(c) (d) (e)
Supplementary Figure 6-14: Relative fitness of external metabolisers depending on
the initial total density of the population.
(6-14a)-(6-14b): The relative fitness of external metabolisers to the internal metabolis-
ers in the competition in high initial sucrose concentration, at initial frequency of external
metabolisers f = 0.5.
(6-14b): Zoom into the area in the rectangle plotted in (6-14a). The grey lines denote
relative fitness increasing with the population density, and the black lines denote relative
fitness decreasing with the population density.
(6-14c)-(6-14e): The concentrations of sucrose and hexose in the culture during one sea-
son of growth, starting at high sucrose concentration and at (6-14c): low (6-14d): medium
(6-14e): high population density, as denoted in Fig. 6-14a. Here the grey lines denote
the sucrose concentration (S ), and the black lines denote the hexose concentration (H)
in time.
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(a) (b)
Supplementary Figure 6-15: Relative fitness of external metabolisers to internal
metabolisers in the absence and presence of the new competitor uptaking sucrose.
The relative fitness of external metabolisers, depending on their initial frequency within
the invertase producers, calculated at high initial sucrose concentration and in
(6-15a): absence of the new competitor,
(6-15b): presence of the new competitor.
The frequency of introduced competitor is fn = 0.8.
The stable coexistence frequencies are denoted by f ∗∗, while the unstable coexistence
frequencies are denoted by f ∗.
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6.7.2 Parameter values
The Michaelis-Menten forms of the hexose uptake, and the form of invertase ac-
tivity have been estimated in [14], and their simplified forms have been described
in Chapter 2: Methods. Here we take the parameter values for VHmax,K
H
Pm, rin, kin, cE
directly from Chapter 4. The hexose and sucrose pathway efficiencies ηHxte , η
S
e
are assumed to be constant for the sake of simplicity. Moreover, because the
internal metabolism involves the same process (sucrose hydrolisis) as the exter-
nal metabolism, we assume both pathways yield the same amount of energy per
gram of sucrose, which can be denoted by ηSe = 2η
Hxt
e . For simplicity, we assume
there is no direct sucrose uptake for the external metabolisers and cheats. The
parameter values VSmax,K
S
m for sucrose uptake via the novel sucrose transporter
are taken from [150], where they have been estimated, based on the growth of
S. cerevisiae supplemented with the novel sucrose transporter SRT1. Because
the secretion of invertase to the cell periplasm involves sophisticated molecu-
lar processes [153], we assume it implies some energetic cost for the external
metabolisers, and therefore cE > cI. The parameter values of KHIm and cI have
been chosen such that cE > cI and KHIm > K
H
Em, and their exact values (which have
not been estimated elsewhere) are chosen in such a way that the resulting system
behaviour matches the observations in the experimental system. Namely, they al-
low: the external metabolisers to stably coexist with cheats, internal an external
metabolisers to stably coexist when the initial sucrose concentration is high, and
coexist unstably when the initial sucrose concenration is low.
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Supplementary Table 6.1: Parameters values for the mathematical model (6.2.1)-(6.2.5)
VHmax 50 [mmol hexose / (g protein · hour)]
KHEm 100 [mM hexose]
KHIm 104.5 [mM hexose]
VSmax 0.004 [mmol sucrose / (g protein · hour)]
KSm 0.0026 [mM sucrose]
ηSe 0.04 [g protein/mmol sucrose]
ηHxte 0.02 [g protein/mmol hexose]
rin 77 [mmol/ (g protein · hour)]
kin 5 ·10−3 [mM sucrose]
cE 0.04
cI 0.004
S 0 10 [mM] for ’low concentration’ and
50 [mM] for ’high concentration’
N0 0.005 [g/L], or
0.001 [g/L] for ’low population density’
T 48 [hours]
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Chapter 7
Evolution of internal and external
metabolism
Abstract
Why have certain species developed the external metabolism, which involves se-
cretion of costly enzymes (public goods) and brings the risk of being exploited by
other organisms, while other species stay ’selfish’ and perform internal metabolism?
Here we consider a population composed of a number of phenotypes which de-
ploy various feeding strategies, and we study how that population evolves de-
pending on the environmental conditions. We examine populations under the
mutation-selection balance in a chemostat setting, and we discover that the evo-
lution towards the internal or external metabolism is determined by the chemo-
stat dilution rate. The low dilution rates (meaning low mortality) select for exter-
nal metabolism, whereas high dilution rates (meaning high mortality) select for
internal metabolism. Moreover, for some range of dilution rates, a population
may evolve either towards the cooperative external or towards the selfish internal
metabolism, depending on its initial density and composition.
7.1 Introduction
The rice pathogen Magnaporthe oryzae has been reported to display a coopera-
tive behaviour, in which a public good is created collectively by a number of cells
[36]. The considered public good is an enzyme invertase, which allows for a more
efficient metabolism. It extracellularly breaks down sucrose into simpler sugars
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(hexose) which can be then easily transported into the cells and metabolised. On
the contrary, another plant pathogen Ustilago maydis behaves in a ’selfish way’. It
is able to transport the whole sucrose molecules into the cell, and thus it does not
need to digest it extracellularly with the help of other surrounding individuals [92].
Thus it avoids the risk of being exploited by other organisms, who potentially do
not contribute to the collective public good production, but still reap the rewards.
Why have certain microorganisms, such as M. oryzae [36] or Saccharomyces
cerevisiae [32], developed external metabolism involving the cooperative secre-
tion of public good, while some others, such as U.maydis, stay ’selfish’? Is there
any crucial point in the course of evolution that leads to the shift towards the self-
ish or cooperative behaviour? How does that shift happen and what ecological
events can trigger it?
The ecological setup, in which evolution leads towards intensification of coop-
erative behaviour, has been observed experimentally in a system of S.cerevisiae
[141]. This species is not able to persist in liquid cultures at low population den-
sity, because the simple sugars that have been broken down by invertase diffuse
away from the cells and become hard to capture. This phenomenon has been
found in various setups: batch cultures [1], serial dilutions [93] and chemostats
(Chapter 5). S.cerevisiae populations evolved in such harsh conditions have been
reported to increase the invertase production rate, and thus to intensify the co-
operation [141]. Out of 12 studied clonal populations, almost all increased the
invertase production. However, this evolutionary change was not the only one.
At the same time, the studied populations also increased their hexose uptake by
both: clumping together (which facilitates the hexose uptake from the environment
[1]), and by increasing the number of hexose transporters [141].
Before performing the evolutionary experiments, the authors of [141] hypothe-
sised that, in order to overcome the problem of capturing simple sugars, the cells
could also evolve towards the improvement of the direct sucrose uptake. Interest-
ingly, this did not happen in any of 12 studied populations. Are there any environ-
mental conditions in which the evolution could lead to development of the ’selfish’
sucrose uptake and disappearance of the cooperative external digestion? Finally
if a change in some environmental conditions could lead a cooperative population
to become selfish, would that transition between cooperative and selfish states be
smooth allowing for evolution of stable intermediate states between full coopera-
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tion and full selfishness, or would it be sharp, switching directly between entirely
cooperative and entirely selfish cultures?
A recent theoretical study [154] found that when public good production and
multicellularity evolve jointly, a small change in the genetic relatedness between
the cells (’whole group’ relatedness) may lead to a sharp transition between the
evolutionary outcomes: from a multicellular and cooperative to a sparse and ’self-
ish’ population which does not secrete any public goods. In general, sharp tran-
sitions between different states of ecological systems are ubiquitous in nature
[93, 155–157] and they are of particular interest to biologists because they may
lead to irreversible events, such as species extinction or even the whole ecosys-
tem degradation [155]. For instance, such irreversible shifts have been reported
in microbial communities, for example in cyanobacterial mats [157, 158], or in gut
microbial system [159, 160], in which the composition of the population changed
drastically after certain ecological perturbations, such as a hurricane in the case
of cyanobacterial mat, or antibiotic treatments in the case of gut microbiota. Apart
from the antibiotics, there are other environmental factors that may disturb micro-
bial ecosystems, such as the temperature or CO2 increase [161].
Here we study the evolution of various feeding strategies in a chemostat (for a
detailed description of chemostat systems see the subsection 2.2.1 in Chapter 2:
Methods) and we show how perturbations in the dilution rate, and population den-
sity can disturb the system. As pointed out in Chapter 2, the chemostat culture
is a laboratory setup which represents certain ecological conditions. Namely it
imitates environments in which microorganisms face a constant inflow of fresh re-
sources and a constant outflow of the waste products and cells [42]. Thus, it may
be relevant to any microbial communities residing in liquid environments, such as
oceans, or certain human organs [43–48]. There are known microbial species
that live in such environments and perform extracellular digestion similarly as the
microorganisms studied in this chapter [162]. An example of bacteria that lives
in liquid environments and uses external digestion is the human pathogen Vibrio
cholerae, which secretes extracellular enzymes in order to digest its most com-
mon resource: chitin [31, 163]. Could that feeding strategy change in the course
of evolution?
Motivated by previous studies [53, 54], we construct a mutation-selection model
subject to competition for resources. This allows us to combine evolutionary dy-
201
namics with ecological interactions. In this framework, we show that the dilution
rate and population density are the factors that determine the evolution towards
selfish or cooperative behaviour. A perturbation in these environmental factors
may disturb the ecosystem leading to a sharp transition between cooperative and
a selfish states.
Moreover, we report a non-monotonous relationship between the total popula-
tion density and the biodiversity in our system. Although a switch from cooperative
to selfish behaviour results in a drop in the total population density (i.e. in popula-
tion size in a given space unit), it is followed by an increase in the diversity. This
means that the biological diversity may not be correlated with the population size,
as previously thought [164, 165] and the methods of predicting the diversity based
on the population size [166, 167] may not always give the correct estimates.
7.2 Mathematical model
To study the possible evolutionary outcomes of a public good system, in which
the resources may be digested either externally or internally, we built an N-type
chemostat, mutation-selection model, such as the one studied in [54]. Our model
is based on the ecological principle of competition for resources in a continuous
culture, and it describes the growth and evolution of a population, composed of
phenotypes having diverse feeding strategies.
We assume that during the course of evolution, mutations may occur and
they give rise to cells of different phenotypes i ∈ {1, 2, ...,N}, where N denotes a
positive integer. Throughout time, these phenotypes compete for resources and,
depending on selection strengths, their frequencies in the population change until
they stablise at a steady state (termed also an ’equilibrium’). Here we study these
steady state frequencies of different phenotypes in the population.
Although we base the assumptions of our model on the metabolism in S. cere-
visiae (described in more detail in Chapter 2: Methods), which is known to perform
external digestion, here we consider a whole range of different feeding strategies:
varying from perfectly external to perfectly internal digestion.
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7.2.1 Microbial growth
In our model all the strains take up resources R and use them to generate ATP
using a simple, unbranched pathway [37]. We represent microbial growth as
a linear function of the rate of ATP production, as described in more detail in
Chapter 2: Methods.
Some of the considered phenotypes are able to secrete invertase, which catal-
yses the extracellular hydrolysis of each molecule of sucrose into two molecules
of monosaccharides, i.e. hexose (H). The rate of conversion of sucrose into hex-
ose is represented by Inv, a saturating function of sucrose concentration and, as
described in Chapter 2: Methods, it takes the following form:
Inv =
rinS
kin + S
,
where kin is the saturation constant, and rin is a constant invertase activity, specific
to each of the considered phenotypes. The cells we consider can uptake both:
sucrose (S) and hexose (H), with the following uptake rates:
JS =
VSmaxS
KSm + S
,
JH =
VHmaxH
KHm + H
,
for sucrose and hexose respectively .
For simplicity we assume there is no rate-efficiency trade-off, meaning that
the quantity of ATP produced per resource unit does not depend on the uptake
rate of that resource. We also assume that both: invertase secretion and the su-
crose metabolism incur some energetic costs for the cells: c1 and c2 respectively.
Based on the study in [14], we reflect these costs by multiplying the efficiencies of
sucrose metabolic pathway (ηSe ) and of hexose metabolic pathway (η
Hxt
e ) by (1−c2)
and (1 − c1), respectively. Hence, in the model we will use the net efficiencies of
the metabolic pathways, i.e. nSe = (1 − c2)ηSe for the pathway utilising sucrose, and
nHxte = (1 − c1)ηHxte for the pathway utilising hexose.
Hexose-sucrose uptake trade-off. Although throughout the evolution, different
cell lines may improve their metabolism, we assume that there are restrictions on
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the energy allocated to the improvement of resource uptake. Namely, evolving
cells cannot increase hexose and sucrose uptakes at the same time. Instead, be-
cause of energetic constraints, we assume that during the evolution, an increase
in the maximal uptake rate of hexose VHmax will lead to a decrease in the maximal
uptake rate of sucrose VSmax. Thus we assume the for each phenotype, its maximal
sucrose uptake rate VSmax depends on its maximal hexose uptake rate V
H
max, and
can be defined as:
VSmax = h(V
H
max),
where h is a decreasing function, and it denotes the trade-off between the sucrose
and hexose uptake. The assumption of a trade-off between uptakes of two differ-
ent resources is classical within the resource allocation problem and it is widely
used throughout the literature [51, 53, 130, 168]. Because the shape of ecological
trade-offs is known to play a key role in ecological models [51, 52, 168], we will
consider a range of functions h, described as linear, concave, convex, sigmoidal
or cubic.
In the recent empirical study, hexose uptake was reported to evolve in paral-
lel with the invertase production [141]. Therefore, we assume that extracellular
invertase production evolves jointly with the improvement of the hexose uptake.
Namely, the phenotypes characterised by high hexose uptake rates, have also
high invertase activity, which can be written as:
rin = g(VHmax),
where g is an increasing function.
Phenotypic mutations. We consider mutations that change the maximal up-
take rates of hexose (VHmax) and sucrose (V
S
max), and they happen at a specific
mutation rate . Similarly as in [54], in our model mutations can happen even if no
reproduction occurs (i.e. when the microbial growth rate G = 0), and that is why
the mutation rates are expressed as values per time. Thus the term ’mutation’ is
not necessarily restricted to the changes in DNA, but it generally describes the
transitions between heritable traits (which may be for example due to heritable
epigenetic changes, as noticed in [54]).
The mutations give rise to the cells with different maximal uptake rates VHmax
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and VSmax = h(V
H
max). To represent the mutations between various phenotypes, we
consider N values of VHmax: V
H
max(1) < V
H
max(2) < .... < V
H
max(N) ∈ [0, B], where
VHmax(1) = 0, V
S
max(1) = h(V
H
max(1)) = B,
and
VHmax(N) = B, V
S
max(N) = h(V
H
max(N)) = 0.
If a mutation affects a cell characterised by the maximal hexose uptake rate
VHmax(i), the mutant will have the maximal hexose uptake rate V
H
max(i−1) (with prob-
ability 0.5), or VHmax(i+ 1) (with probability 0.5). The phenotypes with the boundary
maximal uptake rates: VHmax(1) and V
H
max(N) represent a special case (boundary
conditions), in which they can mutate to VHmax(2) or V
H
max(N − 1) respectively, with
probability 0.5, or they can stay unchanged, with the probability 0.5. This ef-
fectively means that they can mutate only into one other phenotype, and their
mutation rate is twice lower than the mutation rate of all the other phenotypes, i.e.
/2.
To describe mathematically the above assumptions, we define a matrix of tran-
sition probabilities M, such that mi j is the probability of mutation from the pheno-
type i to the phenotype j, assuming that a mutation occurs. M is of size NxN and
it can be written as follows:
M =

0 1 0 0 0 . . . 0 0 0 0
0.5 0 0.5 0 0 . . . 0 0 0 0
0 0.5 0 0.5 0 . . . 0 0 0 0
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
0 0 0 0 0 . . . 0.5 0 0.5 0
0 0 0 0 0 . . . 0 0.5 0 0.5
0 0 0 0 0 . . . 0 0 1 0

The mutation probabilities εi for each phenotype i, are defined as:
εi =

/2, if i = 1 or i = N
 if i ∈ {2, 3, ..,N − 1},
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for a fixed parameter value . Here we assume that the mutations have only small
effect on phenotype, which translates to m jk = 0 for | j− k| > 1. Taking into account
the mutation probabilities εi, and the matrix of transition probabilities M we can
associate our mutations with a continuous time Markov chain, with the following
transition rate matrix:
K =

−/2 /2 0 0 0 . . . 0 0 0 0
/2 − /2 0 0 . . . 0 0 0 0
0 /2 − /2 0 . . . 0 0 0 0
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
0 0 0 0 0 . . . /2 − /2 0
0 0 0 0 0 . . . 0 /2 − /2
0 0 0 0 0 . . . 0 0 /2 −/2

Competition in the chemostat. Our model allows us to track in time the con-
centrations of the primary resource: sucrose (S ), the secondary resource: hexose
(H), the total population density (P), and the frequencies of each of the considered
phenotypes at a given time t (f(t) = [ f1(t), f2(t), ..., fN(t)]).
An individual within the phenotype i will have the following resource uptake
rates:
JHi =
VHmax(i)H
KHm + H
, for hexose,
JSi =
h(VHmax(i))S
KSm + S
, for sucrose,
and the following invertase activity:
rini = g(V
H
max(i)).
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7.2.2 The system dynamics
Putting all of our assumptions together, we propose the following mutation-selection
model
d
dt
S =− < Inv + JS, f > P − D(S − S 0) (7.2.1)
d
dt
H = < 2Inv − JH, f > P − DH (7.2.2)
d
dt
P = < G, f > P − DP (7.2.3)
d
dt
f =Gf− < G(S ,H), f > f + fK, (7.2.4)
where G is the vector of growth rates for each phenotype: G = nHxte JH + nSe JS. The
bold symbols account for the vector notation, and < x, y > denotes the Euclidean
inner product:
∑N
i=1 xiyi, whenever x = [x1, x2, ..., xN], and y = [y1, y2, ..., yN].are vec-
tors of the same length N. The term Gf denotes the element-wise multiplication of
the growth rate vector G and the vector of phenotype frequencies f . The process
of mutation is described by the term: K which is the matrix of transition rates, as
described in the previous paragraph. The parameter D is the chemostat dilution
rate, which describes the rate of influx of the resource into the culture, and the
rate of washout of the content of the culture. The inflowing resource concentration
is described by the parameter S 0.
7.3 Results
We consider various phenotypes: ranging from the ones that have high hexose
uptake rates and secrete large quantities of invertase (termed ’external metabolis-
ers’), to the ones with high sucrose uptake, and low invertase activity. These
individuals, termed ’internal metabolisers’, have low hexose uptake rates, and
therefore, in contrary to the ’non-producers’ or ’cheats’ considered in Chapters
3,4,6, they do not benefit from the simple sugars publicly available in the envi-
ronment. Instead, they simply behave in a non-cooperative way, uptaking the
sucrose directly and independently of each other. This is why, throughout this
study, we will term their metabolism ’selfish’. Our internal metabolisers relate to
the internal metaboliser strain of S. cerevisiae introduced in Chapter 6, and stud-
ied empirically in [36]. That strain had an improved sucrose uptake compared to
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the wild type invertase producer, but it suffered a disadvantage in terms of uptak-
ing hexose. Here we extrapolate that concept, allowing the internal metabolisers
to evolve and to increase further their sucrose uptake, for the cost of decreased
hexose uptake rates.
Our ’boundary’ phenotypes 1 and N represent the special cases. The pheno-
type 1, termed ’perfect internal metaboliser’, represents the strain which is not
able to secrete invertase (rin1 = 0) nor to uptake any hexose (V
H
max(1) = 0). On the
contrary, the phenotype N, termed ’perfect external metaboliser’, is not able to
uptake any sucrose directly from the environment (VSmax(N) = h(V
H
max(N) = 0).
7.3.1 Linear hexose-sucrose uptake trade-off.
In order to study the evolution of a population composed of a number of phe-
notypes, possesing various feeding strategies, we first assume that the trade-off
h between sucrose and hexose uptake rates is linear taking the form: h(VHmax) =
B − VHmax, and we study the stable steady states of the chemostat system defined
in (7.2.1)-(7.2.4). In particular, we follow the equilibria total population densities
P∗, and the distributions of the population density into different phenotypes: P∗f∗,
where f∗ = [ f ∗1 , f
∗
2 , ..., f
∗
N] denotes the vector of equilibria frequencies of the phe-
notypes {1, 2, ...,N}, and ∑Ni=1 f ∗i = 1.
Because of the mutation-selection balance, the stable populations in our sys-
tem are composed of phenotypes distributed around the fittest phenotypes i,
which have locally the highest population densities: P∗ f ∗i , and will be termed
’the dominant types’. The populations, in which the dominant types i can be
described as external metabolisers (VHmax(i) > B/2) are termed ’cooperative’, and
those in which the dominant types i can be described as internal metabolisers
(VHmax(i) < B/2) are termed ’selfish’. We will also refer to the total population den-
sity P. Populations with high total population density P will be termed ’dense’,
while those with low total population density will be termed ’sparse’.
The selection for or against cooperative behaviour highly depends on the di-
lution rate. For low dilution rates, the dominant phenotype is the perfect external
metaboliser, i.e. the type that feeds only extracellularly (Fig. 7-1a & 7-1b). On the
contrary, when the dilution rate is high, the dominant phenotype becomes the per-
fect internal metaboliser, which relies only on the intracellular sucrose metabolism
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(Fig. 7-1a & 7-1d). There is also a wide range of intermediate dilution rates, at
which the bistability occurs (Fig. 7-1a). These rates, depending on the initial
conditions, can sustain either a cooperative population of external metabolisers
at high total population density (brown line in Fig. 7-1a and brown distribution
in Fig. 7-1c), or a selfish population of internal metabolisers at low total popula-
tion density (blue line in Fig. 7-1a and blue distribution in Fig. 7-1c). It means
that, depending on the initial conditions, the population may either become dense
and cooperative or sparse and selfish, as reported in [154]. The range of dilution
rates, at which such bistability can be observed depends on the mutation rate ,
and it is larger for lower mutation rates  (Supplementary Fig. 7-14).
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(a)
(b) (c) (d)
Figure 7-1: Positive steady states of a population under mutation-selection balance.
The brown lines and plots indicate populations dominated by external metabolisers,
whereas the blue lines and plots indicate populations dominated by internal metabolis-
ers. The individuals with maximal hexose uptake rate VHmax = 0 are the perfect internal
metabolisers, while the individuals with maximal hexose uptake rate VHmax = 100 are the
perfect external metabolisers.
(7-1a): Total population density P∗ depending on the dilution rate D; The stable steady
states are denoted by solid lines, while the unstable steady states are denoted by dashed
lines.
(7-1b) & (7-1d): Distribution of population density into phenotypes (P∗f∗) in the population
for (7-1b) low and (7-1d) high dilution rates, denoted in Fig. 7-1a by ’B’ and ’D’, respec-
tively. Each bar represents the density of one particular phenotype: P∗ fi.
(7-1c): Possible stable distributions of population density into phenotypes (P∗f∗) at an
intermediate dilution rate, denoted in Fig. 7-1a by ’C’. The resulting distributions depend
on the initial distribution and total density of the population.
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In particular, in the range of dilution rates which support bistability, a pop-
ulation started with density homogeneously distributed over all the phenotypes
( f1 = f2 = ... = fN) and with sufficiently high total population density will become
cooperative and dense (Fig. 7-2b and brown line in Fig. 7-2a), and the one
started with sufficiently low population density, will become sparse and selfish
(Fig. 7-2c and blue line in Fig. 7-2a). Similarly, the populations started with the
same total densities, but different distributions of population density into the phe-
notypes, may diverge into either cooperative or selfish (Fig. 7-3). Figure 7-3 also
shows that our ecological system is highly conservative. Namely, at intermediate
dilution rates, a population once dominated by external or internal metabolisers,
will converge to the dominance of the perfect external metaboliser or the perfect
internal metaboliser, respectively, and it will not allow for the coexistence of both.
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Figure 7-2: The system behaviour depending on the initial total population density.
Two populations, started with slightly different total population densities P, may diverge
into completely different stable steady states: either a dense population of external
metabolisers (with the population density distribution P∗f∗ shown in Fig. 7-2b, right),
or a sparse population of internal metabolisers (with the population density distribution
P∗f∗ shown in Fig. 7-2c, right).
The brown lines and plots indicate populations which become dominated by external
metabolisers, whereas the blue lines and plots indicate populations which become domi-
nated by internal metabolisers. The individuals with maximal hexose uptake rate VHmax = 0
are the perfect internal metabolisers, while the individuals with maximal hexose uptake
rate VHmax = 100 are the perfect external metabolisers.
(7-2a): The trajectories of total population density P depending on the initial conditions.
(7-2b)-(7-2c): the initial (left), and the final (right) population density distributions for two
populations, whose total densities are plotted in Fig. 7-2a. The initial total population
density in (7-2b) is slightly higher than the one in (7-2c). Each bar represents the density
of one particular phenotype: P∗ fi.
The simulations were performed at dilution rate D = 0.33 [1/hour].
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Figure 7-3: The system behaviour depending on the initial population density dis-
tribution.
Two populations, started with the same total population densities, but different distribu-
tions over the considered phenotypes, may diverge into completely different stable steady
states: either a dense population of external metabolisers (with the population density dis-
tribution P∗f∗ shown in Fig. 7-3b, right), or a sparse population of internal metabolisers
(with the population density distribution P∗f∗ shown in Fig. 7-3c, right).
The brown lines and plots indicate populations which become dominated by external
metabolisers, whereas the blue lines and plots indicate populations which become domi-
nated by internal metabolisers. The individuals with maximal hexose uptake rate VHmax = 0
are the perfect internal metabolisers, while the individuals with maximal hexose uptake
rate VHmax = 100 are the perfect external metabolisers.
(7-3a): The trajectories of total population density P depending on the initial conditions.
(7-3b)-(7-3c): the initial (left) and the final (right) population density distributions for the
populations, whose total densities are plotted in Fig. 7-3a and started with a cooperative
(7-3b) and selfish (7-3c) populations. Each bar represents the density of one particular
phenotype: P∗ fi.
The simulations were performed at dilution rate D = 0.33 [1/hour].
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However, a stable selfish population, may shift into a cooperative one if a
perturbation in the population density or distribution occurs. Such a scenario is
presented in Fig. 7-4, in which the density of external metabolisers is suddenly
increased (as denoted by the red vertical arrow in Fig. 7-4 and shown in Fig. 7-
4c). After such a perturbation in population density of external metabolisers, the
selfish population shifts towards being cooperative (Fig. 7-4b & Fig. 7-4d). Similar
shift between the two types of population may occur if to perturb the dilution rate
D (Fig. 7-5). A selfish population of internal metabolisers exposed to a small
decrease in the dilution rate D, may become cooperative (Fig. 7-5a - Fig. 7-5c).
Alternatively an initially cooperative population of external metabolisers subject to
a small increase in the dilution rate D may switch into a selfish one (Fig. 7-5d - Fig.
7-5f). Although in our simulation, the perturbed population eventually stabilises as
a population of internal metabolisers, in undergoes a critical decrease in the total
population density (Fig. 7-5f). In nature, such a decrease of population density
means an extreme risk of extinction of the whole microbial community.
Are there any dilution rates which would select for the phenotypes which are
able to uptake both sucrose and hexose? We study the optimal phenotypes for
a range of dilution rates and interestingly it turns out that, regardless of the dilu-
tion rate, the population can be only dominated by the perfect external or perfect
internal metabolisers. (Fig. 7-6). As discussed previously, there is a range of di-
lution rates, which select either for external or internal metabolisers depending on
the initial conditions. However, a change in dilution rate may also result in a shift
between the population dominated by the perfect external metaboliser and a pop-
ulation dominated by the perfect internal metaboliser. Moreover, the shift between
these two types of population is sharp: the distribution of the population density
into the phenotypes switches directly between the one dominated by internal and
the one dominated by external metabolisers (as shown by the red vertical arrows
in Fig. 7-6). In other words, the dominance of intermediate phenotypes, which
would be able to digest sucrose internally and externally at the same time (having
intermediate values of VHmax), is not possible at any range of dilution rates D. This
observation seems to be consistent with the natural systems in which, according
to our knowledge, species specialise either in the external (as S. cerevisiae or M.
oryzae) or internal (such as U. maydis) sucrose digestion.
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(a)
(b) (c) (d)
Figure 7-4: Critical shift after a perturbation in the population density of external
metabolisers.
The perturbation (a sudden increase in the density of external metabolisers) is indicted
with the red vertical arrow in Fig 7-4a.
The brown lines and plots indicate populations dominated by external metabolisers,
whereas the blue lines and plots indicate populations dominated by internal metabolis-
ers. The individuals with maximal hexose uptake rate VHmax = 0 are the perfect internal
metabolisers, while the individuals with maximal hexose uptake rate VHmax = 100 are the
perfect external metabolisers.
(7-4a): total population density before and after the perturbation respectively;
(7-4b) - (7-4d): distributions of population density P∗f∗ into the phenotypes, at the time
points denoted in the Fig. 7-4a by: (7-4b): B; (7-4c): C, (7-4d): D, i.e. before and after
the perturbation. In particular, Fig. (7-4c) shows the population density distribution just
after the perturbation. Each bar represents the density of one particular phenotype: P∗ fi.
The simulations were performed at dilution rate D = 0.38 [1/hour].
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Figure 7-5: Critical shifts after perturbations in the dilution rate.
The brown lines and plots indicate populations dominated by external metabolisers,
whereas the blue lines and plots indicate populations dominated by internal metabolis-
ers. The individuals with maximal hexose uptake rate VHmax = 0 are the perfect internal
metabolisers, while the individuals with maximal hexose uptake rate VHmax = 100 are the
perfect external metabolisers.
Perturbations are indicted with the red vertical arrow in Fig. 7-5a and Fig. 7-5d.
(7-5a): total population density before and after perturbation in dilution rate from D = 0.31
[1/hour] to D = 0.30 [1/hour];
(7-5b) - (7-5d): distribution of the population density P∗f∗ into phenotypes, at the time
points denoted in the Fig. 7-5a by: (7-5b): B; (7-5c): C, i.e. before and after the pertur-
bation, respectively. Each bar represents the density of one particular phenotype: P∗ fi.
(7-5e): total population density before and after perturbation in dilution rate from D = 0.44
[1/hour] to D = 0.445 [1/hour];
(7-5e) - (7-5f): distribution of the population density P∗f∗ into phenotypes, at the time
points denoted in the Fig. 7-5d by: (7-5e): E; (7-5f): F, i.e. before and after the perturba-
tion, respectively. Each bar represents the density of one particular phenotype: P∗ fi.
Figure 7-6: The dominant phenotype in the population under mutation-selection
balance depending on the chemostat dilution rate D.
The maximal hexose uptake rate VHmax of the dominant phenotype in the stable popula-
tions whose total densities are shown in the Fig. 7-1a. For intermediate dilution rates,
there may be two optimal values of VHmax: depending on the initial conditions (brown corre-
sponding to the cooperative equilibria branch plotted in Fig. 7-1a, and blue corresponding
to the selfish equilibria branch plotted in Fig. 7-1a). The transition between the dominant
types, depending on the dilution rates, is sharp, which means that a small change in dilu-
tion rate may result in a significant shift between the dominant type in the population, as
shown by the red vertical arrows.
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Another interesting trait of our system, is the non-monotonous relation be-
tween the biodiversity and the total population density (Fig. 7-7a). Although, a
decrease in the dilution rate results in higher total population density (Fig. 7-7b),
it may also result in a decrease in the biological diversity. (’F’ to ’E’ in Fig. 7-7c).
Let us consider a sparse population of internal metabolisers at the edge of its
equilibria branch, that is at the dilution rate around D = 0.31 [1/hour] (denoted by
the point ’F’ in Fig 7-7b, and with the population density distribution shown in Fig.
7-7f). In such a case. a small decrease in the dilution rate may result in a dilu-
tion rate D that supports only one stable equilibrium: a cooperative population of
external metabolisers (brown line in Fig. 7-7b). Then our selfish population (with
the population density distribution shown in Fig. 7-7f) will turn into dense and
a ccoperative one (denoted by the point ’E’ in Fig 7-7b, and with the population
density distribution shown in Fig. 7-7e), with a much narrower population density
distribution P∗f∗, that is, less diverse. Thus, a shift from one equilibria branch to
another (internal to external metabolisers), may result in a shift in the diversity.
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Figure 7-7: Biological diversity depending on the dilution rate D.
The biodiversity in a population may not be a monotonous function of population density.
This phenomenological result can be explained by looking at the influence of dilution rate
D on the resulting total population density and on the biodiversity measure: Gini-Simpson
index, defined as GS = 1 −∑Ni=1 f 2i .
The brown lines and plots indicate populations dominated by external metabolisers,
whereas the blue lines and plots indicate populations dominated by internal metabolis-
ers. The individuals with maximal hexose uptake rate VHmax = 0 are the perfect internal
metabolisers, while the individuals with maximal hexose uptake rate VHmax = 100 are the
perfect external metabolisers.
(7-7a): Gini-Simpson index for the population at stable equilibrium, depending on total
population density.
(7-7b): total population density of the population at stable equilibrium, depending on the
dilution rate D.
(7-7c): Gini-Simpson index for the population at stable equilibrium, depending on the di-
lution rate D.
(7-7d)-(7-7g): distributions of the population density P∗f∗ into phenotypes, at various dilu-
tion rates D, denoted in the Fig. 7-7a by: (7-7d: D; (7-7e: E; (7-7f: F; (7-7g: G. Each bar
represents the density of one particular phenotype: P∗ fi.
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7.3.2 Simplified models
We verify if our results are specific to the number of considered phenotypes N.
Here we compute all the steady states for the simplified system, with N = 3.
This means we assume there are only three possible phenotypes, that are sig-
nificantly different from each other: VHmax(1) = 0, V
H
max(2) = B/2, V
H
max(3) = B, and
the mutations cause switches between these three phenotypes with probabilities
/2 for the phenotypes 1 and 3, and  for the phenotype 2. We keep the linear
hexose-sucrose uptake trade-off assumption h(VHmax) = B − VHmax, and therefore
VSmax(1) = h(V
H
max(1)) = B, V
S
max(2) = h(V
H
max(2)) = B/2, V
S
max(3) = h(V
H
max(3)) = 0.
The positive steady states of such simplified system are presented in Fig. 7-
8a. These results preserve our main conclusion. Namely, low dilution rates select
for dense and cooperative populations, i.e. the populations composed of the ex-
ternal metabolisers (Fig. 7-8b and brown line in Fig. 7-8a), the large dilution rates
select for sparse and selfish populations composed of internal metabolisers (Fig.
7-8e and blue line in Fig. 7-8a), and there is a range of intermediate dilution rates
that result in bistability (7-8a). In that case the population may be either dense
and cooperative or sparse and selfish (7-8c-7-8d), depending on the initial condi-
tions. Moreover, similarly as in the main model, we observe that the dominance
of phenotypes that would be able to uptake hexose and sucrose at the same time
is not allowed (Fig. 7-9). Instead, a perturbation in dilution rate may lead to a shift
between the population dominated by the perfect external metaboliser and the
one dominated by the perfect internal metaboliser (as shown by the red vertical
arrows in Fig. 7-9),
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Figure 7-8: Positive steady states in the mutation-selection model with only three
phenotypes (N = 3).
The brown lines and plots indicate populations dominated by external metabolisers,
whereas the blue lines and plots indicate populations dominated by internal metabolis-
ers. The individuals with maximal hexose uptake rate VHmax = 0 are the perfect internal
metabolisers, while the individuals with maximal hexose uptake rate VHmax = 100 are the
perfect external metabolisers.
(7-8a) The total population density P∗, depending on the dilution rate D. The stable steady
states are denoted by solid lines, while the unstable steady states are denoted by dashed
lines. (7-8b)-(7-8e): distributions of the population density (P∗f∗) into phenotypes, for (7-
8b) low and (7-8e) high dilution rates, denoted in Fig. 7-8a by ’B’ and ’E’, respectively.
The figures (7-8c)-(7-8d) show the population density distribution at the same intermedi-
ate dilution rate, but two distinct equilibria branches, denoted in Fig. 7-8a by ’C’ and ’D’,
respectively. Each bar represents the density of one particular phenotype: P∗ fi.
Figure 7-9: The dominant phenotype in the population under mutation-selection
balance depending on the chemostat dilution rate D, model with only three pheno-
types (N = 3).
The maximal hexose uptake rate VHmax of the dominant phenotype in the stable popula-
tions whose total densities are shown in the Fig. 7-8a. For intermediate dilution rates,
there may be two optimal values of VHmax: depending on the initial conditions (brown corre-
sponding to the cooperative equilibria branch plotted in Fig. 7-8a, and blue corresponding
to the selfish equilibria branch plotted in Fig. 7-8a). The transitions between the domi-
nant types, depending on the dilution rates, is sharp, which means that a small change in
dilution rate may result in a significant shift between the dominant type in the population,
as shown by the red vertical arrows.
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We have also analysed a simplified and purely ecological model, in which
there is no mutation ( = 0), and only two phenotypes are considered (N = 2):
perfect internal metabolisers (VHmax(1) = 0 and V
S
max(1) = B) and perfect external
metabolisers (VHmax(2) = B and V
S
max(2) = 0). According to this model, the external
metabolisers are not able to persist at high dilution rates (Fig. 7-10). Moreover,
if started with sufficiently low population density, they will go extinct (as predicted
previously for the externally digesting S. cerevisiae in [1, 93] and in Chapter 5).
Nonetheless, at low dilution rates their stable population density is higher than the
stable population density of the selfish internal metabolisers (Fig. 7-10). There is
also a big range of bistability (Fig. 7-10), where the population composed of both
types may converge to be entirely selfish or cooperative depending on the initial
conditions. While, both of the populations types are locally stable, the coexistence
between these two types is unstable (Fig. 7-10).
Figure 7-10: Positive steady states in the simplified system with no mutations (N =
2,  = 0). The stable steady states are denoted by solid lines, while the unstable steady
states are denoted by dashed lines.
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7.3.3 Other shapes of the hexose-sucrose uptake trade-off
The shapes of trade-offs are well known to play a crucial role in biological sys-
tems, especially in those, where the ecology and evolution could be considered
in the same timescale, and therefore the ecological interactions are crucial for the
direction of evolution [51, 53, 168].
To test the robustness of our results, which so far have been computed for a
linear trade-off h(VHmax) = B − VHmax, here we recalculate the positive steady states
of the model (7.2.1)-(7.2.4) assuming various nonlinear shapes of the hexose -
sucrose uptake trade-off h, that is: concave (Fig. 7-11b), convex (Fig. 7-11c), sig-
moidal (Fig. 7-11e), and cubic (Fig. 7-11e). Although the rage of bistability differs
depending on the trade-off shape (Fig. 7-12), qualitatively the results represent
the same phenomenon: whereas at low dilution rates, the population is coopera-
tive and composed of external metabolisers, for sufficiently high dilution rates, the
population is ’selfish’ and composed of internal metabolisers (Fig. 7-12). More-
over, there may be a range of dilution rates, at which both equilibria branches are
stable, meaning that either external or internal metabolisers can dominate (Fig.
7-12a, Fig. 7-12c - 7-12e), depending on history of the system. The dominance
of one or another type depends on the initial conditions, and it may change with
a perturbation in population density or composition.
Are there any dilution rates that allow for dominance of the phenotypes which
uptake hexose and sucrose at the same time? (0 < VHmax < B) For some of the
trade-off shapes there is a narrow range of dilution rates at which such pheno-
types can stably dominate in the population (Fig. 7-13b & Fig. 7-13d). However,
even in those cases, a small change in the dilution rate may result in a sudden
shift between the population dominated by intermediate phenotype and the one
dominated by the perfect internal (Fig. 7-13b) or perfect external metaboliser (Fig.
7-13d). For the other considered shapes of trade-off, the dominant phenotypes
shift directly between the perfect internal and the prefect external metabolisers,
not allowing for the dominance of any phenotype with intermediate hexose and
sucrose uptakes (Fig. 7-13a, Fig. 7-13c & Fig. 7-13e). Thus, regardless of the
trade-off shape, the transition between the cooperative and selfish populations is
sharp, meaning that a small change in dilution rate may result in a large change
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in the dominant phenotype. This means that the dilution rate can be treated as a
disturbance factor, because its perturbations may lead to major ecological shifts
(the shift between the two different types of populations: selfish and cooperative).
(a) (b) (c)
(d) (e)
Figure 7-11: Considered shapes of the hexose-sucrose uptake trade-off.
(7-11a) linear trade-off: VSmax = f (V
H
max) = B − VHmax
(7-11b) concave trade-off: VSmax = f (V
H
max) = 1.5((V
H
max − 100)/(VHmax − 150))
(7-11c) convex trade-off: VSmax = f (V
H
max) = −4(VHmax − 100)/(VHmax + 4)
(7-11d) sigmoidal trade-off: VSmax = f (V
H
max) = 100/(1 + exp(−8(1 − VHmax/64)))
(7-11e) cubic trade-off: VSmax = f (V
H
max) = −4 · 10−4((VHmax − 50)3) + 50
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Figure 7-12: Positive steady states of a population under mutation-selection bal-
ance, for various shapes of trade-off.
The brown lines indicate populations dominated by external metabolisers, whereas the
blue lines indicate populations dominated by internal metabolisers. The steady states
have been calculated, for: (7-12a) linear trade-off (the default, used to generate Fig. 7-1
- 7-10), (7-12b) concave trade-off, (7-12c) convex trade-off, (7-12d) sigmoidal trade-off,
(7-12e) cubic trade-off. The stable steady states are denoted by solid lines, while the
unstable steady states are denoted by dashed lines.
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Figure 7-13: The dominant phenotype in the population under mutation-selection
balance depending on the chemostat dilution rate D, for various shapes of trade-
off.
The figures (7-13a)-(7-13e) represent the maximal hexose uptake rate VHmax of the domi-
nant phenotype in the stable populations whose total densities are shown in the Fig. 7-12.
For intermediate dilution rates, there may be two optimal values of VHmax: depending on
the initial conditions (brown corresponding to the cooperative equilibria branch plotted in
Fig. 7-12, and blue corresponding to the selfish equilibria branch plotted in Fig. 7-12).
The transitions between the dominant types, depending on the dilution rates, is sharp,
which means that a small change in dilution rate may result in a large shift between the
dominant type in the population. The dominant types have been obtained for: (7-13a) lin-
ear trade-off (the default, used to generate Figures 7-1 - 7-10), (7-13b) concave trade-off,
(7-13c) convex trade-off, (7-13d) sigmoidal trade-off, (7-13e) cubic trade-off.
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7.4 Discussion
We studied some ecological factors that determine the evolution of our microbial
system towards external and cooperative or internal and selfish digestion. In order
to do that we deployed a mutation-selection model set in the ecological context of
resource competition in a continuous culture (chemostat).
Although we based our model on the system of S. cerevisiae (described in
more detail in Chapter 2: Methods), which is known to perform external digestion,
here we considered a whole range of different feeding strategies: varying from
perfectly external to perfectly internal digestion. Thus we generalise our model to
an abstract population which in course of evolution may develop either external
or internal metabolism, and we aim to study how different ecological factors affect
that evolution. In other words, we are trying to understand what may be the
ecological factors that led some species to evolve towards external metabolism
(for example: S. cerevisiae, M. oryzae, or V. cholerae), and some others to evolve
towards internal metabolism (for example: U. maydis).
Although external digestion is prone to being exploited by other organisms in
their neighborhood [32, 61–64], and to loss of resources due to diffusion [1], it
also has a number of advantages. For example, as discussed in [70], it allows for
a greater control over substances entering the cell (and therefore it decreases the
risk of infection), and it gives a bigger chance to match the enzyme production to
particular needs. From the point of view of the resource acquisition only, is one
of the feeding strategies more likely to be selected for in the course of evolution?
Does the competitiveness of external and internal feeding depend on th environ-
mental conditions? In Chapter 6 we considered two distinct strains: one perform-
ing perfectly external digestion, and one with an ability to digest internally. We
showed that resource concentration and population density determine the com-
petitiveness of the external metabolisers to the other strain. Here we consider a
wider range of different feeding strategies, and we study which of these strategies
is selected for in the course of evolution, depending on yet another environmental
factor: chemostat dilution rate. This parameter, specific for continuous cultures,
describes the rate of influx of the resource into the chemostat culture, and the rate
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of washout of the content of the culture. The dilution rate may be also treated as
a continuous counterpart of the dilution factor applied to the experimental set-up
of serial dilutions. In such a case, it is sometimes understood as the mortality rate
[93].
The results show that the chemostat dilution rate is the crucial factor for the
evolution of cooperative or selfish systems. While low dilution rates favour the co-
operative organisms relying on the external metabolism, high dilution rates favour
the individuals that metabolise internally.
We have simulated the population behaviour assuming various shapes of the
trade-off between the sucrose and hexose uptake. Interestingly, for any of the
studied trade-off shapes, the internal metaboliser could not stably coexist with
the external metaboliser (meaning the presence of two local maxima in the pop-
ulation density distribution P∗f∗). On one hand it is possible that more trade-offs
are needed to extend the parameter ranges allowing for such coexistence [54].
On the other hand, the sigmoidal and cubic trade-offs we consider do allow for
multiple local maxima in the growth rate, which was sufficient for biodiversity in
[53, 54]. Why in our study cannot we observe coexistence of internal and exter-
nal metabolisers? The specific feature of our system is that the environmental
conditions are remarkably dependent on the composition of population. If the ex-
ternal metabolisers dominate in the culture, they will convert sucrose into hexose,
and thus they will not allow for an invasion of the internal metaboliser types who
feed on sucrose. Contrarily, if an internal metaboliser type dominates in the cul-
ture, it will deplete the sucrose in the environment before the potential external
metabolisers are able to digest it extracellularly. Thus the relative fitness of ex-
ternal metabolisers is positively correlated with their frequency, which is known
as ’positive frequency dependence’, and it leads to bistability (as studied in more
detail in Chapter 6). Notably, in our system we do not consider any form of cheat-
ing, as in the previous chapters. In this case various phenotypes compete for
sucrose in order to metabolise it, using either internal or external metabolic path-
ways. Moreover, these pathways affect the environment: the external digestion
of sucrose, converts sucrose into hexose, making the growth only on sucrose im-
possible, and the internal digestion depletes sucrose quickly, making the slow in-
vertase production unprofitable. We believe that this environmental feedback can
explain the fact that stable coexistence of the external and internal metabolisers
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is much more difficult to observe in our systems than in the classical cooperator-
cheat systems (as eg [14, 32]).
We also believe that our results represent what happens in natural systems,
where according to our knowledge, the organisms within the same species either
develop internal or external digestion, not allowing for coexistence of subpopula-
tions with two significantly different feeding strategies.
For a range of dilution rates, our system instead of leading to coexistence,
turns out to be bistable. At these dilution rates the population may become either
selfish (with the dominant type being the perfect internal metaboliser, which does
not secrete public goods and it uptakes sucrose directly) or cooperative (with the
dominant type being the perfect external metaboliser, which secretes the public
good and digests sucrose only extracellularly) depending on the initial conditions.
This result holds for various shapes of trade-off between the resource uptakes
(Fig. 7-12).
Varying the dilution rate D may lead to a shift in the dominant phenotype in
the population. Interestingly, that shift is sharp, meaning that a small change in
the dilution rate results in a a significant shift between the dominant phenotypes
in the population (Fig. 7-13). Such sharp transition between selfish and coopera-
tive cultures, is in line with the study [154] which reported that, when public good
production and multicellularity evolve jointly, a small change in the genetic relat-
edness between the cells may lead to a sharp transition between the evolutionary
outcomes: from multicellular and cooperative to sparse and ’selfish’ populations
which do not secrete any public goods. Although we do not model multicellular-
ity explicitly, motivated by [1], we argue that multicellularity may be one of the
strategies to increase the hexose uptake. Thus we generalise the result obtained
in [154], by not only considering multicellularity, but any possible mechanism by
which the hexose uptake changes. Apart from forming multicellular groups it could
be also other mechanisms such as hexose transporter multiplication. Thus our
result holds for the joint evolution of public good production and any strategy of
improved hexose uptake.
We showed that for any of the considered shapes of the hexose-sucrose up-
take trade-off, dilution rate can be treated as a disturbance factor, because its
perturbation may lead to an abrupt shift between two types of population: cooper-
ative and selfish. The disturbance in the population composition may be of special
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relevance to natural systems of pathogens that potentially form cooperative struc-
tures. In these systems the dilution rate naturally varies (for example an increase
in the water flow in aquatic environments, the natural habitat of V. cholerae, may
be understood as an increase in the dilution rate). In such a case, an increase in
the dilution rate may result in a shift between the cooperative and selfish popula-
tions. Moreover, at a range of dilution rates, there is a risk of swapping between
these two states, due to random events. For example, a small increase in the
population density may result in a shift towards the cooperative population (Fig.
7-4), which is able to grow to much higher total densities than the selfish one (see
Fig. 7-10 illustrating the dynamics of each of the types, in a short time-scale, that
in absence of mutation  = 0).
Similarly, a small change in the dilution rate may lead to a switch between
the cooperative and selfish population types (Fig. 7-5). Moreover, even when
the dilution rate comes back to its previous value, this process may not revert.
This is because of the hysteresis phenomenon (see eg. [50]): there are multiple
possible stable equilibria for a given dilution rate (as shown in Fig. 7-1a), and
the equilibrium at which the system will stabilise, depends on the history of the
system. For instance if a population started as selfish (point ’C’ on the blue line
in Fig. 7-1a) is affected by a decrease in the dilution rate, it will be taken into the
region, in which only one stable equilibrium is allowed: the dense and cooperative
population (brown line in Fig. 7-1a). Thus the total population density and its
structure will ’jump’ towards the new equilibrium. However, if the dilution rate will
be increased again, the equilibrium state will not jump back towards the previous
one, but it will move along the brown curve in Fig. 7-1a.
We also show that the switch between cooperative and selfish culture implies
a change in the biodiversity. It is believed that the small populations show lower
levels of biodiversity, because of the genetic drift [169]. This phenomenon has
also been reported in natural systems, in which small populations have smaller
diversity and therefore are prone to extinction (review in [170]). Contrary to this,
in our system, a shift from cooperative to selfish behaviour results in a drop in the
total population density, and therefore population size, which counter-intuitively is
followed by an increase in the diversity. This means that the biological diversity
may not be correlated with the population size, as tends to be believed [164,
165]. In population genetics it is known that there are factors that may invert the
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relationship between population density and diversity: such as migration or the
loss of heterozygosity in diploid populations. However, in our system the only
reason for a shift in biodiversity is the change of the environment: from the one
created by external metabolisers which digest sucrose externally and therefore
supply the environment with large quantities of simple sugars, to the one created
by the internal metabolisers, which uptake sucrose directly, and therefore do not
lead to appearance of any other resources in the environment. This highlights that
the ecological features may be determinative of the diversity and that estimating
the population size based on genetic diversity as in [166, 167] may not always be
accurate.
7.5 Supplementary Material
7.5.1 Dependence on the mutation rate 
The stable states of the system (7.2.1)-(7.2.4) depend on the mutation rate pa-
rameter . The lower the mutation rates, the larger the bistability region, and the
larger the range of dilution rates D, at which internal metabolisers can dominate
the population (Fig 7-14).
(a) (b) (c)
Supplementary Figure 7-14: Positive steady states of a population under mutation-
selection balance, for various mutation rates .
The brown lines indicate populations dominated by external metabolisers, whereas the
blue lines indicate populations dominated by internal metabolisers.
7-14a:  = 8 [1/hour], 7-14b:  = 8 · 10−2 [1/hour], 7-14c:  = 8 · 10−5 [1/hour].
Here we assume the linear shape of the hexose-sucrose uptake trade-off. The stable
steady states are denoted by solid lines, while the unstable steady states are denoted by
dashed lines.
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7.5.2 Dependence on the inflowing resource concentration S 0.
The stable states of the system (7.2.1)-(7.2.4) also depend on the resource con-
centration in the chemostat reservoir S 0. At larger resource concentrations, the
populations are able to grow at higher dilution rates and they reach higher total
population sizes (Fig. 7-15). Nonetheless, regardless of S 0 our main conclusions
hold. Namely low dilution rates select for perfect internal metabolisers, high dilu-
tion rates select for perfect external metabolisers, and there is a range of dilution
rates which lead to bistability between these two population types.
(a) (b) (c)
Supplementary Figure 7-15: Positive steady states of a population under mutation-
selection balance, for various resource concentrations S 0.
The brown lines indicate populations dominated by external metabolisers, whereas the
blue lines indicate populations dominated by internal metabolisers.
7-15a: S 0 = 10 [mM], 7-15b: S 0 = 50 [mM], 7-15c: S 0 = 100 [mM].
Here we assume the linear shape of the hexose-sucrose uptake trade-off. The stable
steady states are denoted by solid lines, while the unstable steady states are denoted by
dashed lines.
7.5.3 Methods and Parameter values
In order to study the steady states of the system (7.2.1)-(7.2.4), we used the
model parameters gathered in the Table 7.1. Although, we base our system on
the system of the public good production in S. cerevisiae, we deliberately decide
not to use the exact parameters values describing that system. This is because,
our mutation-selection model is a certain abstraction from the reality, and is not
supposed to describe fully the system of yeast, but instead it aims to give an
intuitive understanding on the evolution of external and internal metabolism in
general. The wild type strain of S. cerevisiae has a very slow and inefficient
direct sucrose uptake, and thus it may represent the case of the perfect external
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metaboliser. Instead, here we study a hypothetical system which can perform both
types of digestion (external and internal), and we study the potential directions of
its evolution.
We obtain the positive equilibria distributions P∗f∗ and the equilibria total pop-
ulation densities P∗, using the continuation software MAT-CONT.
The results of the simplified models were calculated for:
• N = 3, VH = {0, 50, 100} and  = 8 · 10−2 for the simplified model (Fig. 7-8).
• N = 2, VH = {0, 100} and  = 0 for the purely ecological model with no muta-
tions (Fig. 7-10).
Supplementary Table 7.1: Parameters values for the mathematical model (7.2.1)-(7.2.4).
N 21
KHm 50 [mM hexose]
KSm 100 [mM sucrose]
kin 5 [mM sucrose]
Inv(S ) rinS/(kin + S )
nHxte 0.01 [g protein/mmol hexose]
nSe 0.02 [g protein/mmol sucrose]
 8 · 10−2 [1/hour]
B 100
h(VHmax) B − VHmax [mmol sucrose / (g protein · hour)]
g(VHmax) V
H
max
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Chapter 8
General Discussion
Our study aimed to address a number of questions concerning the ecology and
evolution of the microbial public good systems. Based on the known biological
details of S. cerevisiae, widely studied in the context of public good coopera-
tion [1, 14, 32–34], and motivated by the previous study [14], we built a math-
ematical model describing the common growth of organisms which produce the
public good (termed ’producers’), and those who don’t (termed ’non-producers’).
Throughout this thesis, we extrapolated our model to various contexts, in order to
answer a number of questions concerning the evolution of public good systems,
such as: What happens if a fraction of cheats is introduced to the population of
cooperators? How can a population of cooperators survive an invasion of cheats
who do not pay any cost of invertase production, but reap the rewards? What
are the advantages and disadvantages of extracellular digestion, which involves
producing costly public goods? Is this cooperative form of digestion competitive
in comparison to the ’selfish metabolism’ in which none of the steps of digestion
is shared with the other cells? In order to make empirically testable predictions,
and to gain mechanistic understanding of the empirically observed phenomena,
we aimed to cut the natural complexity of the microbial systems and we sought to
build models as simple as possible, but being capable of generating qualitatively
testable results.
We first sought to obtain the mechanistic understanding of the recent empirical
result [36], which tested and invalidated the virulence reduction strategy, termed
’Hamiltonian medicine’, based on the competitive exclusion principle [113, 114]
within the public good systems. This study revealed that, contrary to the previ-
ous claims [27, 56, 57, 67, 68], a mixture of virulent public good producers and
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non-virulent non-producers, may exhibit enhanced virulence in comparison to the
cultures composed only of the virulent strain. Our mathematical model, which
was able to track in space and time the concentrations of available resources,
and the population densities of the two considered strains, not only reproduced
that empirical result [36], but it also unraveled the factors sufficient to explain it,
namely: the interplay between spatial structure and two cooperative traits (public
good an self-restraint as discussed in Chapter 3). Taking into account how wide
spread are cooperative traits amongst microbes [16–18], our results indicate that
the Hamiltonian medicine, instead of cure is likely to render the desease more
severe.
After studying the consequences of mixing the public good producers with
non-producers, on the whole microbial population, we examined how a mixture
of these two strains affects the fitness of each of them separately. It is known
that the environmental factors such as resource supply [171] or population den-
sity [32, 34, 63, 76] affect the outcome of the competition between public good
producers and non-producers. However, the existing literature does not agree
on the effect of population density on public good cooperation [32, 63, 76]. In
Chapter 4 we deployed a mathematical model to verify if the way the experiments
were performed in the previous experimental studies could be the reason of the
inconsistency between the previous findings. We discovered that the way the
spatial structure is represented in the beginning of the experiment significantly
alters the competition results and the evolutionary predictions. Therefore, we de-
fined a measure of the degree of spatial structure and, for a number of these
degrees, we verified if high population density favours cooperation. We showed
that high population density favours the cooperative public good producers when
the space is highly structured and the available resources are scarce. On the
contrary, it tends to favour non-producers in abundance of resources, or when
the space is not sufficiently structured. Thus, not only we discovered a consistent
answer to the question ’Does high population density favour cooperation?’, but
also we highlighted that the experimental results may not be consistent with each
other because of their unquantitative approach to spatial structure.
Having studied the competition between public good producers and non-producers
throughout Chapters 3 & 4, in Chapter 5 we set out to discover if there are any
other environmental factors that may be a potential threat for the survival of public
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good producers, apart from invasion of non-producers. We found that a homoge-
neous and cooperative population of S. cerevisiae is prone to extinction when cul-
tured at low population densities. This phenomenon could not be observed in the
absence of the cooperative external metabolism (that is when S. cerevisiae was
grown on hexose which does not require the extracellular digestion). Although
the vulnerability of S. cerevisiae at low population densities had been reported
before [1, 93], here we extended that result to chemostat cultures, where small
populations turn out to extinct while the large populations grown at the same con-
ditions are able to survive. This result contradicts the classical chemostat theory
[49], which states that at a given chemostat setting, a culture grown on a single
resource shall converge to a unique globally attractive stable steady state. In
contrary to this, we observed two possible stable states at a single chemostat
setting.
After identifying potential threats for the public good systems, in which the or-
ganisms perform cooperative and extracellular digestion, in Chapter 6 we decided
to verify why the external digestion feeding strategy is so abundant within fungi
and other microbes [70, 92], in spite of its weaknesses. In order to do that, we
built a mathematical model describing the co-growth of externally feeding pub-
lic good producers (termed ’external metabolisers’) and a genetically engineered
strain, termed ’internal metaboliser’, which ’privatises’ its goods, and performs the
digestion internally [36]. We not only aimed to understand the pairwise dynam-
ics of the two strain competition, as in earlier chapters, but also to understand
how an introduction of a new competitor influences that pair of interacting strains.
We first modelled the competition of external and internal metabolisers, and then
we studied the dynamics of a larger, three-strain community composed of exter-
nal and internal metabolisers, and the invertase non-producers (termed ’cheats’)
also studied in earlier chapters. We found, in agreement with the recent empiri-
cal study [36], that the coexistence of external and internal metabolisers is highly
affected by the resource availability. At sufficiently high resource concentration
the strains can stably coexist, however, at lower resource concentration, or in
the presence of another competitor, that coexistence becomes unstable. On the
other hand, when the resources are scarce and the new competitor (’cheat’) is
introduced to the mixture of external and internal metabolisers, it prolongs the
period of coexistence between these two strains, which has been also observed
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experimentally [36]. Our model not only was able to recover the empirical re-
sults [36], but also it extrapolated these results to a number of different scenarios
and discovered a whole range of three strain community dynamics. Moreover, by
testing a number of scenarios, it provided a mechanistic understanding of these
complex results.
Having observed that the coexistence between the two feeding strategies (in-
ternal and external metabolism) may be unstable, we extended our study to evolu-
tionary timescale and we sought to find the evolutionary stable populations under
a mutation - selection balance. In Chapter 7, we found how the cooperative exter-
nal metabolism can evolve, and when the evolution would lead to appearance of
internal and selfish metabolism instead. Similarly as in Chapter 6, we found out
that there may be bistability between these two types of population. This means
that depending on the initial density and composition of a population, it may either
become cooperative (performing external digestion) or selfish (performing internal
digestion). Since our model described the growth and evolution in a chemostat,
we also linked different feeding strategies to different chemostat dilution rates.
In conclusion, our thesis sought to understand the behaviour and evolutionary
dynamics of public good systems, which involve external metabolism. We started
by looking at the effects on the whole population of an introduction of public good
non-producers to the population of producers. Then we studied how the rela-
tive fitness of public good producers to non-producers is affected by a range of
environmental conditions, and when the producers can survive the invasion of
non-producers. We found possible disadvantages of performing the cooperative
external digestion (i.e. the feeding strategy deployed by public good producers),
and then we verified how competitive that feeding strategy is compared to the
internal metabolism. We also verified how these two strategies can appear in the
course of evolution.
In order to address all of these questions we used a bottom-up approach. We
built mathematical models, based on biologically relevant assumptions, which
are able capture the observed biological phenomena, with as little complexity as
possible. This allowed us to test a number of biologically relevant scenarios,
and to gain a mechanistic understanding of the described systems. Thanks to the
dynamical approach, in which none of the fitness effects is predefined ad-hoc, but
they appear based on the models assumptions, we captured the whole dynamics
244
of the considered systems and we could track how the experimental complexity
arises in time.
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