We propose a new approach for parallelizing search for combinatorial optimization that is based on a recursive application of approximate Decision Diagrams. This generic scheme can, in principle, be applied to any combinatorial optimization problem for which a decision diagram representation is available. We consider the maximum independent set problem as a specific case study, and show how a recently proposed sequential branch-and-bound scheme based on approximate decision diagrams can be parallelized efficiently using the X10 parallel programming and execution framework. Experimental results using our parallel solver, DDX10, running on up to 256 compute cores spread across a cluster of machines indicate that parallel decision diagrams scale effectively and consistently. Moreover, on graphs of relatively high density, parallel decision diagrams often outperform state-of-the-art parallel integer programming when both use a single 32-core machine.
Introduction
In recent years, hardware design has increasingly focused on multi-core systems and parallelized computing. In order to take advantage of these systems, it is crucial that solution methods for combinatorial optimization be effectively parallelized and built to run not only on one machine but also on a large cluster.
Different combinatorial search methods have been developed for specific problem classes, including mixed integer programming (MIP), Boolean satisfiability (SAT), and constraint programming (CP). These methods represent (implicitly or explicitly) a complete enumeration of the solution space, usually in the form of a branching tree where the branches out of each node reflect variable assignments. The recursive nature of branching trees suggests that combinatorial search methods are amenable to efficient parallelization, since we may distribute sub-trees to different compute cores spread across multiple machines of a compute cluster. Yet, in practice this task has proved to be very challenging. For example, Gurobi, one of the leading commercial MIP solvers, achieves an average speedup factor of 1.7 on 5 machines (and only 1.8 on 25 machines) when compared to using only 1 machine [18] . Furthermore, during the 2011 SAT Competition, the best parallel SAT solvers obtained a average speedup factor of about 3 on 32 cores, which was achieved by employing an algorithm portfolio rather than a parallelized search [20] . In our experimentation, the winner of the parallel category of the 2013 SAT Competition also achieved a speedup of only about 3 on 32 cores. Constraint programming search appears to be more suitable for parallelization than search for MIP or SAT: different strategies, including a recursive application of search goals [24] , work stealing [14] , problem decomposition [25] , and a dedicated parallel scheme based on limited discrepancy search [23] all exhibit good speedups (sometimes near-linear) of the CP search in certain settings, especially those involving infeasible instances or scenarios where evaluating search tree leaves is costlier than evaluating internal nodes. Yet, recent developments in CP have moved towards more constraint learning during search, for which efficient parallelization becomes increasingly more difficult.
In general, search schemes relying heavily on learning during search (such as learning new bounds, activities for search heuristics, cuts for MIP, nogoods for CP, and clauses for SAT) tend to be more difficult to efficiently parallelize. It remains a challenge to design a robust parallelization scheme for solving combinatorial optimization problems which must necessarily deal with bounds.
Recently, a branch-and-bound scheme based on approximate decision diagrams was introduced as a promising alternative to conventional methods (such as integer programming) for solving combinatorial optimization problems [5, 7] . In this paper, our goal is to study how this branch-and-bound search scheme can be effectively parallelized. The key observation is that relaxed decision diagrams can be used to partition the search space, since for a given layer in the diagram each path from the root to the terminal passes through a node in that layer. We can therefore branch on nodes in the decision diagram instead of branching on variable-value pairs, as is done in conventional search methods. Each of the subproblems induced by a node in the diagram is processed recursively, and the process continues until all nodes have been solved by an exact decision diagram or pruned due to reasoning based on bounds on the objective function.
When designing parallel algorithms geared towards dozens or perhaps hundreds of workers operating in parallel, the two major challenges are i) balancing the workload across the workers, and ii) limiting the communication cost between workers. In the context of combinatorial search and optimization, most of the current methods are based on either parallelizing the traditional tree search or using portfolio techniques that make each worker operate on the entire problem. The former approach makes load balancing difficult as the computational cost of solving similarly sized subproblems can be orders of magnitude different. The latter approach typically relies on extensive communication in order to avoid duplication of effort across workers.
In contrast, using decision diagrams as a starting point for parallelization offers several notable advantages. For instance, the associated branch-and-bound method applies relaxed and restricted diagrams that are obtained by limiting the size of the diagrams to a certain maximum value. The size can be controlled, for example, simply by limiting the maximum width of the diagrams. As the computation time for a (sub)problem is roughly proportional to the size of the diagram, by controlling the size we are able to control the computation time. In combination with the recursive nature of the framework, this makes it easier to obtain a balanced workload. Further, the communication between workers can be limited in a natural way by using both global and local pools of currently open subproblems and employing pruning based on shared bounds. Upon processing a subproblem, each worker generates several new ones. Instead of communicating all of these back to the global pool, the worker keeps several of them to itself and continues to process them. In addition, whenever a worker finds a new feasible solution, the corresponding bound is communicated immediately to the global pool as well as to other workers, enabling them to prune subproblems that cannot provide a better solution. This helps avoid unnecessary computational effort, especially in the presence of local pools.
Our scheme is implemented in X10 [13, 26, 28] , which is a modern programming language designed specifically for building applications for multi-core and clustered systems. For example, Bloom et al. [11] recently introduced SatX10 as an efficient and generic framework for parallel SAT solving using X10. We refer to our proposed framework for parallel decision diagrams as DDX10. The use of X10 allows us to program parallelization and communication constructs using a high-level, type checked language, leaving the details of an efficient backend implementation for a variety of systems and communication hardware to the language compiler and run-time. Furthermore, X10 also provides a convenient parallel execution framework, allowing a single compiled executable to run as easily on one core as on a cluster of networked machines.
Our main contributions are as follows. First, we describe, at a conceptual level, a scheme for parallelization of a sequential branch-and-bound search based on approximate decision diagrams and discuss how this can be efficiently implemented in the X10 framework. Second, we provide an empirical evaluation on the maximum independent set problem, showing the potential of the proposed method. Third, we compare the performance of DDX10 with a state-of-the-art parallel MIP solver, IBM ILOG CPLEX 12.5.1 . Experimental results indicate that DDX10 can obtain much better speedups than parallel MIP, especially when more workers are available. The results also demonstrate that the parallelization scheme provides near-linear speedups up to 256 cores, even in a distributed setting where the cores are split across multiple machines.
The remainder of the paper is structured as follows. In Section 2 we provide a brief overview of the sequential branch-and-bound algorithm based on approximate binary decision diagrams, specifically in the context of the maximum independent set problem. We then, in Section 3, describe how the algorithm is well-suited for parallelization, and describe our framework. We report on experimental results in Section 4 and conclude in Section 5.
Review: Branch-and-Bound with Decision Diagrams
Binary decision diagrams (BDDs) were originally introduced to represent Boolean functions in the context of circuit design and formal verification [1, 12, 22] . More recently, BDDs, and more generally multi-valued decision diagrams (MDDs), have been successfully applied to represent the solution set to arbitrary discrete optimization problems, with applications in constraint programming [2, 6, 19] , disjunctive scheduling [15] , and general discrete optimization [4, 5, [7] [8] [9] [10] .
In this section, we briefly summarize the branch-and-bound search scheme based on decision diagrams proposed by Bergman [5] which was further extended by Bergman, Cire, van Hoeve, and Hooker [7] . It can be applied to any combinatorial optimization (and more generally discrete optimization) problem for which a decision diagram representation is available. For clarity, we discuss the application to the maximum independent set problem, although the presented techniques are generally applicable. (Bergman et al. [7] report results for the maximum independent set, maximum 2-SAT, and maximum cut problems.)
Maximum Independent Set Problem and BDDs
Given a graph G = (V, E), V = {1, . . . , n}, an independent set I is a subset I ⊆ V for which no two vertices in I are connected by an edge in E. Given a nonnegative weight w j for each vertex j ∈ V , the maximum independent set problem (MISP) asks for an independent set of G with maximum total weight. The MISP is equivalent to the maximum clique problem (in the complement graph) and finds application in areas ranging from data mining [17] to bioinformatics [16] and social network analysis [3] .
We next describe how we can represent all independent sets of G using a binary decision diagram. To this end, we let I(G) be the family of independent sets in G, and v * (G) the value of a maximum independent set in G. Let the neighborhood of j ∈ V be N (j) = {j ′ : (j, j ′ ) ∈ E}. In addition, for any subset
For our purposes, a binary decision diagram (BDD) B = (U, ℓ, A, d) for a graph G = (V, E) is a directed graph with nodes U and arcs A. The mapping ℓ : U → {1, . . . , n + 1} associates a layer with each node in U and the mapping d : A → {0, 1} associates an arc-domain with each arc in A. For an arc a = (u, u ′ ) in A with ℓ(u) = j, we define its weight w(a) as w j if d(a) = 1 and 0 otherwise. We impose conditions that ∀a = (u, u ′ ) ∈ A, ℓ(u) < ℓ(u ′ ) and that there exist two special nodes r, t (the root and terminal, respectively) which are the unique nodes with ℓ(r) = 1, ℓ(t) = n + 1. With these conditions, B is acyclic, and all maximal paths connect r to t. Let B| u,u ′ be the subgraph of B induced by the nodes that belong on some u, u ′ path in B.
Paths in B correspond to subsets of V as follows. Let p = (a 1 , . . . , a k ) be any path in B with a i = (u i , u ′ i ) for i = 1, . . . , k. Denote by V (p) the subset of vertices of V that are associated with the domains of the arcs in p, i.e. V (p) = {j : d(a i ) = 1, ℓ(u i ) = j} ⊆ V . In this way, if P(B) is the set of all r − t paths 
To each r − u path p we associate a path-stateẼ(p) ⊆ V .Ẽ(p) represents the set of vertices of V which correspond to the layers below node u that are not adjacent to any vertex in V (p); i.e.,Ẽ(p) := {i ≥ ℓ(u) | ∀ j ∈ V (p) : (j, i) / ∈ E}. Path-states induce a state for each node u defined by the union of all pathstates ending at u: i.e., E(u) := ∪ p∈P(B|r,u)Ẽ (p). Note that in an exact BDD,
An example of an exact, relaxed, and restricted BDD for the graph in Figure 1 is given in Figure 2 . The longest path length in the exact BDD (left-most diagram) is 11 and corresponds to vertex set {2, 5}. The longest path in the relaxed BDD (middle diagram) is 13, an upper bound on the optimal value, while the longest path value in the restricted BDD (right diagram) is 9, a lower bound on the objective value, and corresponds to vertex set {3, 5}.
BDD Construction
One technique for building BDDs is by top-down construction, which starts at the root node r, assigns the root state E(r) = V , and then creates the BDD layer-by-layer. Having constructed all nodes with ℓ(u) ≤ j, the algorithm builds layer j + 1 by examining the nodes with ℓ(u) = j. If j / ∈ E(u), ℓ(u) is increased by 1, pushing it to the next layer j + 1. Otherwise, two nodes u 0 ,
). If two nodes w 1 , w 2 are created for which E(w 1 ) = E(w 2 ), they are merged by creating node w and redirected all arcs with tail w 1 or w 2 to w, deleting w 1 and w 2 .
It has been shown [8] that the algorithm described above generates an exact BDD for the MISP, and that the states established by running the algorithm are equivalent to the definition of the state in the previous subsection. If an exact BDD can be constructed, it will exactly represent the family of independent sets, and therefore allow us to find the optimal value for the MISP by a single longest-path calculation. However, for most practically-sized problems, the BDD will grow exponentially large, requiring a modification of the algorithm that will create a relaxed/restricted BDD, from which we can extract upper/lower bounds, respectively, as described in the previous subsection.
To create a relaxed BDD, we forcibly merge nodes after each layer j is created if the number of nodes with ℓ(u) = j + 1 exceeds a pre-set maximum allotted width W . We reassign the state of the node as the union of the states of the nodes that are merged, and continue the construction algorithm as before, merging nodes whenever the width exceeds W . This process creates a relaxed BDD [10] . To create a restricted BDD, if the number of nodes with ℓ(u) = j + 1 exceeds W , we choose some nodes and delete them until the number of nodes in the layer equals W ; see Bergman et al. [9] . This will ensure that a restricted BDD is created since we are never modifying any states -simply deleting nodes, and hence paths.
The Branch-and-Bound Algorithm
The branch-and-bound algorithm proceeds by branching on nodes in relaxed BDDs. Before describing the algorithm, we first define, recursively, exact versus relaxed nodes in relaxed BDDs. The root r is exact, and any other node u in a relaxed BDD B is exact if all nodes u ′ with arcs (u ′ , u) directed to u are exact, andẼ(p) = E(u), for all p ∈ P(B| r,u ). A node is relaxed otherwise.
An exact cut C is a set of exact nodes whose removal disconnects r and t. The following theorem by Bergman [5] provides the basis for the algorithm:
Theorem 1 thereby establishes that, having constructed a relaxed BDD for G, we can branch on any exact cut C, and solve the problem defined by the graphs G[E(u)] for every u ∈ C, adding the longest path to the nodes u to find the optimal value. Note that each node in the exact cut can therefore be processed individually by recording only the state of the node and the longest-path value up to that node in the relaxed BDD that created the node.
In general there are many choices for an exact cut to branch on. One possible cut is any layer prior to the first forced node merger during the top-down construction. Letl be the first layer where we forcibly merged nodes together during the relaxation construction. For any j <l, each node must be exact, and any such layer (which contains all nodes with ℓ(u) = j) will be an exact cut and can be used to create subproblems. Another possible cut is the frontier cut [5] .
The algorithm branches on a set of partial solutions, as opposed to individual assignments of values to the problem variables, as is typically seen in algorithms designed to solve discrete optimization problems. This removes symmetry, and also allows the subproblems to be solved recursively, and individually. In principle, each node defines a subproblem which can be solved by any technique, but for the purpose of this paper, we will build restricted BDDs for primal heuristics, and relaxed BDDs for relaxation bounds, recursively defining subproblems.
Parallelizing BDD-Based Branch-and-Bound
The limited amount of information required for each BDD node makes the branch-and-bound algorithm naturally suitable for parallel processing. Once an exact cut C is computed for a relaxed BDD, the nodes u ∈ C are independent and can be each processed in parallel. The information required to process a node u ∈ C is its corresponding state, which is bounded by the number of vertices of G, |V |. After processing a node u, only the lower bound v * (G[E(u)]) is needed to compute the optimal value, as shown in Theorem 1.
A Centralized Parallelization Scheme
There are many possible parallel strategies that can exploit this natural characteristic of the branch-and-bound algorithm for approximate decision diagrams. We propose here a centralized strategy defined as follows. A master process keeps a pool of BDD nodes to be processed, first initialized with a single node associated with the root state V . The master distributes the BDD nodes to a set of workers. Each worker receives a number of nodes, processes them by creating the corresponding relaxed and restricted BDDs, and either sends back to the master new nodes to explore (from an exact cut of their relaxed BDD) or sends to the master as well as all workers an improved lower bound from a restricted BDD. The workers also send the upper bound obtained from the relaxed BDD from which the nodes were extracted, which is then used by the master for potentially pruning the nodes according to the current best lower bound at the time these nodes are brought out from the global pool to be processed.
Even though conceptually simple, our centralized parallelization strategy involves communication between all workers and many choices that have a significant impact on performance. After discussing the challenge of effective parallelization, we explore some of these choices in the rest of this section.
The Challenge of Effective Parallelization
Clearly, a BDD constructed in parallel as described above can be very different in structure and overall size from a BDD constructed sequentially for the same problem instance. As a simple example, consider two nodes u 1 and u 2 in the exact cut C. By processing u 1 first, one could potentially improve the lower bound so much that u 2 can be pruned right away in the sequential case. In the parallel setting, however, while worker 1 processes u 1 , worker 2 will be already wasting search effort on u 2 , not knowing that u 2 could simply be pruned if it waited for worker 1 to finish processing u 1 .
In general, the order in which nodes are processed in the approximate BDD matters -information passed on by nodes processed earlier can substantially alter the direction of search later. This is very clear in the context of combinatorial search for SAT, where dynamic variable activities and clauses learned from conflicts dramatically alter the behavior of subsequent search. Similarly, bounds in MIP and impacts in CP influence subsequent search.
Issues of this nature pose a challenge to effective parallelization of anything but brute force combinatorial search oblivious to the order in which the search space is explored. Such a search is, of course, trivial to parallelize. For most search methods of interest, however, a parallelization strategy that delicately balances independence of workers with timely sharing of information is often the key to success. As our experiments will demonstrate, our implementation, DDX10, achieves this balance to a large extent on both random and structured instances of the independent set problem. In particular, the overall size of parallel BDDs is not much larger than that of the corresponding sequential BDDs. In the remainder of this section, we discuss the various aspects of DDX10 that contribute to this desirable behavior.
Global and Local Pools
We refer to the pool of nodes kept by the master as the global pool. Each node in the global pool has two pieces of information: a state, which is necessary to build the relaxed and restricted BDDs, and the longest path value in the relaxed BDD that created that node, from the root to the node. All nodes sent to the master are first stored in the global pool and are then redistributed to the workers. Nodes with an upper bound that is no more than the best found lower bound at the time are pruned from the pool, as these can never provide a solution better than one already found.
In order to select which nodes to send to workers first, the global pool is implemented here using a data structure that mixes a priority queue and a stack. Initially, the global pool gives priority to nodes that have a larger upper bound, which intuitively are nodes with higher potential to yield better solutions. However, this search strategy simulates a best-first search and may result in an exponential number of nodes in the global queue that still need to be explored. To remedy this, the global pool switches to a last-in, first-out node selection strategy when its size reaches a particular value (denoted maxPQueueLength), adjusted according to the available memory on the machine where the master runs. This strategy resembles a stack-based depth-first search and limits the total amount of memory necessary to perform search.
Besides the global pool, workers also keep a local pool of nodes. The subproblems represented by the nodes are usually small, making it advantageous for workers to keep their own pool so as to reduce the overall communication to the master. The local pool is represented by a priority queue, selecting nodes with a larger upper bound first. After a relaxed BDD is created, a certain fraction of the nodes (with preference to those with a larger upper bound) in the exact cut is sent to the master, while the remaining fraction (denoted fracToKeep) of nodes are added to the local pool. The local pool size is also limited; when the pool reaches this maximum size (denoted maxLocalPoolSize), we stop adding more nodes to the local queue and start sending any newly created nodes directly to the master. When a worker's local pool becomes empty, it notifies the master that it is ready to receive new nodes.
Load Balancing
The global queue starts off with a single node corresponding to the root state V , which is assigned to an arbitrary worker which then applies a cut to produce more states and sends a fraction of them, as discussed above, back to the global queue. The size of the global pool thus starts to grow rapidly and one must choose how many nodes to send subsequently to other workers. Sending one node (the one with the highest priority) to a worker at a time would mimic the sequential case most closely. However, it would also result in the most number of communications between the master and the workers, which often results in a prohibitively large system overhead. On the other hand, sending too many nodes at once to a single worker runs the risk of starvation, i.e., the global queue becoming empty and other workers sitting idle waiting to receive new work.
Based on experimentation with representative instances, we propose the following parameterized scheme to dynamically decide how many nodes the master should send to a worker at any time. Here, we use the notation [x] u ℓ as a shorthand for min{u, max{ℓ, x}}, that is, x capped to lie in the interval [ℓ, u] . 
where s is a decaying running average of the number of nodes added to the global pool by workers after processing a node, 4 q is the current size of the global pool, w is the number of workers, and c,c, and c * are parametrization constants.
The intuition behind this choice is as follows. c is a flat lower limit (a relatively small number) on how many nodes are sent at a time irrespective of other factors. The inner minimum expression upper bounds the number of nodes to send to be no more than both (a constant times) the number of nodes the worker is in turn expected to return to the global queue upon processing each node and (a constant times) an even division of all current nodes in the queue into the number of workers. The first influences how fast the global queue grows while the second relates to fairness among workers and the possibility of starvation. Larger values of c,c, and c * reduce the number of times communication occurs between the master and workers, at the expense of moving further away from mimicking the sequential case.
Load balancing also involves appropriately setting the fracToKeep value discussed earlier. We use the following scheme, parameterized by d and d * :
where t is the number of states received by the worker. In other words, the fraction of nodes to keep for the local queue is 1/d * times the number of states received by the worker, capped to lie in the range [d, 1].
DDX10: Implementing Parallelization Using X10
As mentioned earlier, X10 is a high-level parallel programming and execution framework. It supports parallelism natively and applications built with it can be compiled to run on various operating systems and communication hardware.
Similar to SatX10 [11] , we capitalize on the fact that X10 can incorporate existing libraries written in C++ or Java. We start off with the sequential version of the BDD code base for MISP [7] and integrate it in X10, using the C++ backend. The integration involves adding hooks to the BDD class so that (a) the master can communicate a set of starting nodes to build approximate BDDs for, (b) each worker can communicate nodes (and corresponding upper bounds) of an exact cut back to the master, and (c) each worker can send updated lower bounds immediately to all other workers and the master so as to enable pruning.
The global pool for the master is implemented natively in X10 using a simple combination of a priority queue and a stack. The DDX10 framework itself (consisting mainly of the main DDSolver class in DDX10.x10 and the pool in StatePool.x10) is generic and not tied to MISP in any way. It can, in principle, work with any maximization or minimization problem for which states for a BDD (or even an MDD) can be appropriately defined.
Experimental Results
The MISP problem can be formulated and solved using several existing general purpose discrete optimization techniques. A MIP formulation is considered to be very effective and has been used previously to evaluate the sequential BDD approach [7] . Given the availability of parallel MIP solvers as a comparison point, we present two sets of experiments on the MISP problem: (1) we compare DDX10 with a MIP formulation solved using IBM ILOG CPLEX 12.5.1 on up to 32 cores, and (2) we show how DDX10 scales when going beyond 32 cores and employing up to 256 cores distributed across a cluster. We borrow the MIP encoding from Bergman et al. [7] and employ the built-in parallel branchand-bound MIP search mechanism of CPLEX. The comparison with CPLEX is limited to 32 cores because this is the largest number of cores we have available on a single machine (note that CPLEX 12.5.1 does not support distributed execution). Since the current version of DDX10 is not deterministic, we run CPLEX also in its non-deterministic ('opportunistic') mode.
DDX10 is implemented using X10 2.3.1 [28] and compiled using the C++ backend with g++ 4.4.5. 5 For all experiments with DDX10, we used the following values of the parameters of the parallelization scheme as discussed in Section 3: maxPQueueLength = 5.5 × 10 9 (determined based on the available memory on the machine storing the global queue), maxLocalPoolSize = 1000, c = 10,c = 1.0, c * = 2.0, d = 0.1 and d * = 100. The maximum width W for the BDD generated at each subproblem was set to be the number of free variables (i.e., the number of active vertices) in the state of the BDD node that generated the subproblem. The type of exact cut used in the branch-and-bound algorithm for the experiments was the frontier cut [5] . These values and parameters were chosen based on experimentation on our cluster with a few representative instances, keeping in mind their overall impact on load balancing and pruning as discussed earlier.
DDX10 versus Parallel MIP
The comparison between DDX10 and IBM ILOG CPLEX 12.5.1 was conducted on 2.3 GHz AMD Opteron 6134 machines with 32 cores, 64 GB RAM, 512 KB L2 cache, and 12 MB L3 cache.
To draw meaningful conclusions about the scaling behavior of CPLEX vs. DDX10 as the number w of workers is increased, we start by selecting problem instances where both approaches exhibit comparable performance in the sequential setting. To this end, we generated random MISP instances as also used previously by Bergman et al. [7] . We report comparison on instances with 170 vertices and six graph densities ρ = 0.19, 0.21, 0.23, 0.25, 0.27, and 0.29. For each ρ, we generated five random graphs, obtaining a total of 30 problem instances. For each pair (ρ, w) with w being the number of workers, we aggregate the runtime over the five random graphs using the geometric mean. Figure 3 summarizes the result of this comparison for w = 1, 2, 4, 16, and 32. As we see, CPLEX and DDX10 display comparable performance for w = 1 (the left-most data points). While the performance of CPLEX varies relatively little as a function of the graph density ρ, that of DDX10 varies more widely. As observed earlier by Bergman et al. [7] for the sequential case, BDD-based branch-and-bound performs better on higher density graphs than sparse graphs. Nevertheless, the performance of the two approaches when w = 1 is in a comparable range for the observation we want to make, which is the following: DDX10 scales more consistently than CPLEX when invoked in parallel and also retains its advantage on higher density graphs. For ρ > 0.23, DDX10 is clearly exploiting parallelism better than CPLEX. For example, for ρ = 0.29 and w = 1, DDX10 takes about 80 seconds to solve the instances while CPLEX needs about 100 seconds-a modest performance ratio of 1.25. This same performance ratio increases to 5.5 when both methods use w = 32 workers.
Parallel versus Sequential Decision Diagrams
The two experiments reported in this section were conducted on a larger cluster, with 13 of 3.8 GHz Power7 machines (CHRP IBM 9125-F2C) with 32 cores (4way SMT for 128 hardware threads) and 128 GB of RAM. The machines are connected via a network that supports the PAMI message passing interface [21] , although DDX10 can also be easily compiled to run using the usual network communication with TCP sockets. We used 24 workers on each machine, using as many machines as necessary to operate w workers in parallel.
Random Instances. The first experiment reuses the random MISP instances introduced in the previous section, with the addition of similar but harder instances on graphs with 190 vertices, resulting in 60 instances in total. As Figure 4 shows, DDX10 scales near-linearly up to 64 cores and still very well up to 256 cores. The slight degradation in performance when going to 256 cores is more apparent for the higher density instances (lower curves in the plots), which do not have much room left for linear speedups as they need only a couple of seconds to be solved with 64 cores. For the harder instances (upper curves), the scaling is still satisfactory even if not linear. As noted earlier, coming anywhere close to near-linear speedups for complex combinatorial search and optimization methods has been remarkably hard for SAT and MIP. These results show that parallelization of BDD based branch-and-bound can be much more effective.
DIMACS Instances. The second experiment is on the DIMACS instances used by Bergman [5] and Bergman et al. [7] , where it was demonstrated that sequential BDD-based branch-and-bound has complementary strengths compared to sequential CPLEX and outperforms the latter on several instances, often the ones with higher graph density ρ. We consider here the subset of instances that take at least 10 seconds (on our machines) to solve using sequential BDDs and omit any that cannot be solved within the time limit of 1800 seconds (even with 256 cores). The performance of DDX10 with w = 1, 4, 16, 64, and 256 is reported in Table 1 , with rows sorted by hardness of instances.
These instances represent a wide range of graph size, density, and structure. As we see from the table, DDX10 is able to scale very well to 256 cores. Except for three instances, it is significantly faster on 256 cores than on 64 cores, despite the substantially larger communication overhead for workload distribution and bound sharing. Table 2 reports the total number of nodes processed through the global queue, as well as the number of nodes pruned due to bounds communicated by the work-ers. 6 Somewhat surprisingly, the number of nodes processed does not increase by much compared to the sequential case, despite the fact that hundreds of workers start processing nodes in parallel without waiting for potentially improved bounds which might have been obtained by processing nodes sequentially. Furthermore, the number of pruned nodes also stays steady as w grows, indicating that bounds communication is working effectively. This provides insight into the amiable scaling behavior of DDX10 and shows that it is able to retain sufficient global knowledge even when executed in a distributed fashion.
Summary and Future Work
We have introduced a parallelization scheme for a branch-and-bound search based on approximate binary decision diagrams. We implemented our approach using the X10 parallel programming and execution framework. Our application of the technique to the maximum independent set problem demonstrates that approximate BDD-based branch-and-bound can scale significantly better with increasing number of workers than a state-of-the-art commercial-strength solver.
The results indicate that the solution technique is amenable to effective parallelization on hundreds of compute cores.
Besides extending DDX10 to different problem classes in addition to MISP, two interesting extensions of the underlying parallel framework would be to support determinism and decentralized load balancing. Determinism is important to many industrial users and therefore a desirable feature. Conveniently, X10 comes with native determinacy constructs called clocks that can be employed in order to ensure that DDX10 can also be executed deterministically. Second, while the centralized load balancing scheme proposed here scaled well to 256 cores, a central global queue is likely to become a bottleneck when extending to thousands of cores. Particularly attractive in the current setting is the recent work by Saraswat et al. [27] which provides a general determinate application framework, called the Global Load-Balancing (GLB) framework, available as a library in the latest release of X10. The GLB framework is responsible for automatically distributing the generated collection of tasks across all nodes, and detecting global termination. This can be used to design a distributed variant of DDX10 targeted for much larger compute clusters.
In summary, our work highlights how integrating branch-and-bound based on approximate decision diagrams into X10 allows one to leverage the features of a major parallel programming language in order to substantially improve our ability to solve hard combinatorial optimization problems by exploiting hundreds of compute cores in parallel.
