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We introduce a new hybrid quantum-classical adversarial machine learning architecture called
a quantum-classical associative adversarial network (QAAN). This architecture consists of a clas-
sical generative adversarial network with a small auxiliary quantum Boltzmann machine that is
simultaneously trained on an intermediate layer of the discriminator of the generative network.
We numerically study the performance of QAANs compared to their classical counterparts on the
MNIST and CIFAR-10 data sets, and show that QAANs attain a higher quality of learning when
evaluated using the Inception score and the Fre´chet Inception distance. As the QAAN architecture
only relies on sampling simple local observables of a small quantum Boltzmann machine, this model
is particularly amenable for implementation on the current and next generations of quantum devices.
I. INTRODUCTION
Quantum mechanics is widely believed to produce dis-
tributions of data difficult to replicate classically [1].
As deep learning is implemented through applying a
series of transformations to latent probability distribu-
tions to approximate empirical distributions given by
data, this has led to a trend in recent years of apply-
ing quantum computing techniques to machine learn-
ing [2–10]. One approach to this task consists of apply-
ing well-known quantum algorithms—such as the HHL
algorithm [11]—to replace their classical counterparts—
such as the BLAS library [2]. This method has been ap-
plied to principal component analysis [12], support vector
machines [13], and most recently, generative adversarial
networks [14, 15]. These architectures, however, require
large quantum networks and the extensive use of quan-
tum memory, which are not yet available on the current
generation of quantum devices [16].
Instead, one could focus on translating such clas-
sical machine learning algorithms for use on current
and near-term quantum devices, in the so-called Noisy
Intermediate-Scale Quantum (NISQ) era [17]. This has
been made possible by recent developments in neutral
atom and ion trap architectures [18, 19], as well as gate-
model processors [20, 21]. Inspired by variational hybrid
quantum-classical algorithms [22–24], there has been an
effort to create machine learning models that use small
quantum devices to aid in the training of classical ma-
chine learning architectures. Recently studied hybrid
architectures include generalizations of Helmholtz ma-
chines [25, 26] and variational autoencoders [27]. In these
models, the small quantum device encodes a quantum
Boltzmann machine (QBM) [28], which is a quantum
generalization of classical restricted Boltzmann machines
(RBMs) [29]. In this paper, we focus on using small
QBMs to improve the performance of generative adver-
sarial networks (GANs).
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GANs are the state-of-the-art classical machine learn-
ing architectures for unsupervised learning [30–36]. They
have a wide range of applications, including regres-
sion and classification [37, 38], image generation [39–41],
and image-to-image translation [42, 43]. GANs can be
thought of as a zero-sum game between two players—the
generator and the discriminator—each implemented as a
neural network. Taking the concrete setting of image gen-
eration, the generator learns to create images resembling
a given data set of authentic images, and the discrimina-
tor learns to distinguish between images produced by the
generator and images drawn from the true data set [36].
The generator does not have direct access to the data set,
and only learns how to create images through feedback
from the discriminator—that is, through an error signal
backpropagated through the GAN.
Although GANs are the most ubiquitous adversarial
models, they are notoriously difficult to train [38]. One
of the major reasons GANs are difficult to train is that
the generator and discriminator learn at different rates
generically. One approach towards combating this is-
sue is through the use of associative adversarial networks
(AANs) [44]. In this architecture, a Boltzmann machine
acts as an associative memory that learns the high-level
feature distribution of a layer of the discriminator. The
generator then draws samples from the distribution ap-
proximated by the Boltzmann machine. The associa-
tive memory also adds expresivity to the network by
providing the generator with inputs drawn from a more
meaningful, data-specific distribution, rather than a uni-
form or Gaussian distribution as is the case for standard
GANs. Motivated by the observed improvement in per-
formance of QBMs over RBMs [28, 45], we propose a
method of implementing hybrid quantum-classical AANs
(QAANs), where the associative memory is instead pro-
vided by a QBM.
The structure of the paper is as follows. In Sec. II,
we give an introduction to classical adversarial networks
and, in particular, AANs. In Sec. III, we construct a
quantum analog of AANs, and give a numerical compar-
ison between classical and quantum AANs in Sec. IV.
Finally, we discuss our results and future research direc-
tions in Sec. V.
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2II. CLASSICAL GENERATIVE MODELS
A. Restricted Boltzmann Machines
A Boltzmann machine is an energy-based generative
model, and one of the first neural networks capable of
learning internal representations for and sampling from
arbitrary probability distributions [46]. Recent work has
seen successful applications of this model to a wide va-
riety of machine learning tasks, including image [47],
text [48], and speech [49] generation. It also serves as a
key component in other machine learning architectures,
such as deep belief networks [47]. A Boltzmann machine
is characterized by an energy function
E (z;θ) = −
∑
a
baza −
∑
a<b
Wabzazb, (1)
where z ∈ {0, 1}N is a binary vector and θ = {b,W }
are the model parameters. The model can be viewed
as a two-layer network by dividing its nodes into visible
units, which represent the input data, and hidden units,
which form an internal representation of the data. In
practice, since training a general Boltzmann machine is
impractical, we consider restricted Boltzmann machines
(RBMs) which further simplify the model to only contain
connections between visible and hidden units [29] (see
Fig. 1). By labeling the indices of visible nodes by υ and
the indices of hidden nodes by η, we can separate our
vector as z = (v;h), and rewrite the energy function in
the form:
E (v,h;θ) = −
∑
υ
bυvυ −
∑
η
bηhη −
∑
υ,η
Wυηvυhη. (2)
For an input vector v, this network assigns the probabil-
ity
P (v;θ) = 1
Z
∑
h
e−E(v,h;θ), (3)
where Z =
∑
v
∑
h
e−E(v,h;θ) is the partition function. The
model parameters θ are then chosen such that samples
drawn from the marginal probability distribution P (v;θ)
approximate samples drawn from the empirical probabil-
ity distribution of the data Pdata (v). This is achieved by
minimizing the Kullback–Leibler divergence (KL) diver-
gence [50] between Pdata (v) and P (v;θ), or equivalently,
by minimizing the negative log-likelihood
L (θ) = −
∑
v
Pdata (v) log (P (v;θ)) . (4)
The minimization of L (θ) is usually performed using a
gradient based optimizer, where the gradient of the loss
function is:
∂θL (θ) =
∑
v
Pdata (v) 〈∂θE (v,h;θ)〉v−〈∂θE (v,h;θ)〉 .
(5)
Wυη
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FIG. 1. Schematic depiction of an RBM. The classical spin
system with an energy given by Eq. (2) thermalizes and sam-
ples are drawn from the system’s visible units (green). Wυη
terms represent interactions between visible and hidden units
(blue), bυ terms represent on-site interactions for the visible
units, and bη terms represent on-site interactions for the hid-
den units. A QBM has an identical structure, but its Hamil-
tonian (Eq. (9)) also includes terms not diagonal in the com-
putational basis.
Here, 〈·〉 denotes the average with respect to a Boltz-
mann distribution with the energy given by Eq. (2), and
〈·〉v is the same but with the visible nodes clamped to
v. The first term is known as the positive phase, and the
second term as the negative phase. Exact maximum like-
lihood learning of the negative phase requires knowledge
of the partition function, which is intractable. There-
fore, in practice, this phase is approximated using Gibbs
sampling [51]. We use Persistent Contrastive Divergence
(PCD) [52] to train our RBM and simulated annealing
to sample from it; both are described in Appendix A.
B. Generative Adversarial Networks
Generative adversarial networks (GANs) are struc-
tured probabilistic models over the space of observed
variables x and latent variables z [32, 36]. They im-
plicitly model high-dimensional distributions of data and
can be used to efficiently generate samples from these
distributions. GANs are generally characterized by a
pair of neural networks competing against each other in
a zero-sum game. The generator network G with pa-
rameters θ(G) learns to map vectors z from the latent
space to samples x = G (z;θ(G)) drawn from a probabil-
ity distribution that is close to Pdata. The discriminator
network D with parameters θ(D) receives samples from
both the generator and the true distribution of data, and
emits a probability D (x;θ(G)) ∈ [0, 1] that the input is
real. The generator wishes to minimize its loss function
J (G)
(
θ(G),θ(D)
)
by attempting to fool the discrimina-
3tor into believing that its generated samples are real.
The discriminator, on the other hand, tries to minimize
its loss function J (D)
(
θ(G),θ(D)
)
by correctly classifying
the inputs as either fake or real [31]. We can cast these
statements into the minimax optimization problem [32]:
J (G)(θ(G),θ(D)) = −J (D)(θ(G),θ(D))
= 〈log (D (x))〉data + 〈log (1−D (G (z)))〉noise ,
(6)
where the goal is to find the optimal generator parame-
ters
θ(G)∗ = arg min
θ(G)
max
θ(D)
J (G)(θ(G),θ(D)). (7)
Here, 〈·〉data denotes the expectation value when x is
drawn from real data, and 〈·〉noise denotes the expecta-
tion value when z is drawn from the distribution of latent
variables. For GANs, the latent variables are normally
chosen to be Gaussian or uniform noise [36]. The first
term in Eq. (6) favors the discriminator outputting 1 on
real data, while the second term favors the discriminator
outputting 0 on generated data. The generator strives to
achieve the opposite. The solution to this optimization
problem is a point of Nash equilibrium where the genera-
tor samples are indistinguishable from the real data and
the discriminator predicts 0.5 on all inputs.
Unfortunately, finding the Nash equilibrium is quite
difficult in practice [38]. In recent years, there have been
many proposals aiming to improve the training of GANs.
Some of them include considering a non-saturating ver-
sion of the generator loss function [32], introducing sur-
rogate objective functions [35], regularizing the discrim-
inator by adding gradient penalty terms [33, 34], and
using a formulation of the training objective based on
the Wasserstein-1 distance [30, 33]. Most of these ar-
chitectures are extensions of deep convolutional GANs
(DCGANs) [37], which use convolutional neural networks
(CNNs) for their generators and discriminators, instead
of the fully-connected dense layers proposed initially [36].
Our implementation of a DCGAN is described in Fig. 3.
In this paper we focus on the AAN architecture [44],
which is an extension of the DCGAN architecture, and
the improvements that it brings to training GANs, as
described in Section II C.
C. Associative Adversarial Networks
An associative memory provided by an RBM can cir-
cumvent the imbalance in training rates typically present
in a GAN and enhance the expressivity of the model; such
architectures are called associative adversarial networks
(AANs) [44]. In an AAN, the latent space for the gener-
ator is treated as a feature space that is learned by the
RBM. The RBM is simultaneously trained with the GAN
on an intermediate layer of the discriminator, with a sig-
moid activation function interpreted as the probability
N
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FIG. 2. Diagrammatic representation of a GAN. The gen-
erator G and the discriminator D are trained jointly. The
generator learns to forge data, and the discriminator learns
to distinguish between forged data and real data.
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FIG. 3. Architecture layout of the deep convolutional neu-
ral networks composing our DCGAN. Although not used in
DCGANs, the green block denotes clamping to a Boltzmann
machine (either classical or quantum) as used in the AAN and
QAAN architectures.
of a particular neuron firing. In general, in an AAN, the
discriminator D is decomposed into a mapping into the
feature space F and a a classifier C such that:
D = C ◦ F . (8)
We find that in practice, however, using a trivial classifier
as in Fig. 3b suffices to improve the performance of the
generator.
Though the initial motivation behind AANs was to
bring the generator and discriminator learning rates in
line with each other—as often the instability in GAN
training is due to the discriminator learning more quickly
than the generator—our DCGAN implementation for the
data sets under consideration experiences no notable dif-
ference in the learning rates of the generator and dis-
criminator, and thus our main advantage when using an
AAN is due to the generator expressivity gained when
it draws samples from an improved feature space rather
than from noise. Our AAN architecture consists of the
DCGAN architecture described in Fig. 3, coupled to an
RBM as in Fig. 4.
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FIG. 4. Schematic representation of an AAN. The RBM acts
as an associative memory for the GAN. The RBM is simul-
taneously trained with the GAN to learn the distribution of
a layer of the discriminator of the GAN. The distribution ap-
proximated by the RBM then acts as the latent distribution
for the generator of the GAN (instead of noise). A QAAN
has an identical architecture, except that the RBM is replaced
with a QBM.
III. QUANTUM GENERATIVE MODELS
A. Quantum Boltzmann Machines
Quantum Boltzmann machines (QBMs) are a recently
introduced method of quantizing Boltzmann machines
that have been numerically observed to give a quantum
speedup in both the rate of training and in the accuracy
of the approximating distributions [28, 45]. As initially
proposed, instead of considering the classical energy func-
tion of Eq. (1), one considers the Hamiltonian:
H (θ) = −
∑
a
Γaσ
x
a −
∑
a
baσ
z
a −
∑
a<b
Wabσ
z
aσ
z
b (9)
and the thermal density matrix:
ρ (θ) = e
−H(θ)
tr
(
e−H(θ)
) , (10)
where now θ = {Γ , b,W } are the model parameters.
Defining the projector onto the subspace with visible
nodes equal to v as Πv, our goal is to now train the
parameters Γ , b, and W such that the probability dis-
tribution of samples from ρ
P (v;θ) = tr (Πvρ (θ)) (11)
approximates the empirical probability distribution
Pdata (v). Due to the difficulties in computing the log-
liklihood of this distribution [28], one instead usually [53]
trains QBMs to minimize the upper bound on the loss
function
L (θ) ≤ L˜ (θ) ≡ −
∑
v
Pdata (v)
(
tr
(
e−Hv (θ)
)
tr
(
e−H(θ)
) ) , (12)
where
Hv (θ) = H (θ)− ln (Πv) = H (σxυ → 0, σzυ → vυ;θ)
(13)
is the clamped Hamiltonian. The gradients of this loss
function are now given by:
∂θL˜ (θ) =
∑
v
Pdata (v) 〈∂θHv (θ)〉v − 〈∂θH (θ)〉 , (14)
where here 〈·〉 denotes expectation values taken with
respect to ρ and 〈·〉v denotes expectation values taken
with respect to the thermal density matrix with clamped
Hamiltonian Hv. Training on this upper bound leads to
Γ → 0, so in training Γ is fixed to some constant and
treated as a learning hyperparameter [28].
In order to numerically simulate large QBMs on a clas-
sical computer, we consider only the stoquastic Hamilto-
nian given by Eq. (9), and not more general QMA-hard
Hamiltonians which have been studied in the context of
QBMs [45, 54]. The details of our Monte Carlo-based
simulation method are given in Appendix B.
B. Quantum-Classical Associative Adversarial
Networks
We now quantize AANs by transforming the associ-
ated RBM into a QBM, and call the resulting architec-
ture a quantum-classical associative adversarial network
(QAAN). Our implementation otherwise exactly follows
that of our AAN (see Sec. II C).
The hybrid quantum-classical nature of our QAAN ar-
chitecture lends itself well to being implementable on
NISQ devices. Though in general simulating quantum
thermal states is inefficient even on quantum devices,
there is evidence that the structure of QBMs allows for
efficient heuristic training on NISQ devices [55]. Further-
more, as QBM training only necessitates measuring sim-
ple local observables in the QBM state, there is no need
for a quantum memory for the training data. Finally,
as the QBM is only trained on a feature space of much
lower dimensionality than the data, many fewer qubits
are required to implement the QBM than if it were to
directly learn the data. This hybrid quantum-classical
approach to machine learning, inspired by variational
hybrid quantum-classical algorithms [22–24], can serve
as a model for similar future quantum machine learning
architectures that minimize the need for large quantum
devices.
IV. RESULTS
We compare the performance of the classical and
quantum-classical architectures on three data sets of in-
creasing difficulty. First, we show that QBMs outperform
RBMs on a simple synthetic data set of mixed Bernoulli
distributions, thus suggesting that quantum models can
5FIG. 5. The results of training an RBM and a QBM on
a data distribution given by a mixture of multidimensional
Bernoulli distributions (see Sec. IV A). The dark regions de-
note the probability of a Bernoulli variable to be 1, and the
light regions denote the probability of a Bernoulli variable
to be 0. The QBM distribution matches data more closely
than the RBM distribution, which is reflected in its lower KL
divergence with the data distribution.
provide an improvement in approximating certain dis-
tributions. Next, we compare the performance of DC-
GAN, AAN, and QAAN architectures on the MNIST
data set [56], which is a standard benchmark used in clas-
sical machine learning. Finally, we test the three archi-
tectures on the more challenging CIFAR-10 data set [57],
and show that our implementation of a QAAN archi-
tecture produces samples that more closely mirror the
samples drawn from the data distributions.
In order to quantitatively evaluate the different archi-
tectures on real data sets, we use the Inception score [38]
and the Fre´chet Inception distance (FID) [58]. The
Inception score computes the KL divergence between
the conditional class distribution and the marginal class
distribution over generated samples as predicted by an
Inception-v3 network [59]. A higher score indicates bet-
ter generated images. This is the most widely used met-
ric for evaluating GANs and allows for easy comparisons
with previous works. However, the IS has some limi-
tations in assessing the realism and intra-class diversity
of the generated samples. The FID is a more compre-
hensive metric that has been shown to mitigate some
of these shortcomings [58]. It relies on computing the
Wasserstein-2 distance between the generated data and
the real data in the feature space of an Inception-v3 net-
work. Lower FID values are better and suggest that the
generated images are more similar to the original data
set. A detailed description of both metrics is provided in
Appendix D.
In all of our experiments, 104 samples are randomly
drawn from each model and used to evaluate its perfor-
FIG. 6. The Inception score of our three generative models
trained on the MNIST data set as a function of training epoch.
The QAAN clearly outperforms both classical architectures.
Error bars denote the standard deviation of the mean Incep-
tion score. The MNIST test set has an Inception score of
approximately 9.75.
mance. Similar results are obtained for different initial-
izations of the network parameters. The Inception score
showed a higher variance over different data subsets and
therefore we report the average over 10 batches, each
consisting of 1000 generated images. Since the FID re-
lies on a particular layer of a pre-trained network and
can only be unambigously defined for colored images, we
only use it in quantifying the performace of our models
on CIFAR-10.
A. Synthetic Data
We begin by comparing the learning capability of an
RBM with that of a QBM by training both on 6400 sam-
ples from the mixed Bernoulli distribution:
Pdata
(
z;
{
si
})
=
N∑
i=1
qd(z,s
i) (1− q)dim (z)−d(z,si) (15)
with N random modes
{
si
}
, where d (a, b) denotes the
Hamming distance between a and b. We choose N = 8
and q = 0.9 for our numerical experiments. More de-
tails about our training procedure are provided in Ap-
pendix C. Samples are then drawn from each of the data,
RBM, and QBM distributions. The resulting empirical
probability distributions are given by Fig. 5. To quantita-
tively measure the distance between the original and re-
constructed distributions, we compute the KL divergence
DKL ( Pdata||PBM). We obtain a KL divergence of ap-
proximately 1.23 for the RBM and 0.76 for the QBM. We
see that the QBM outperforms the RBM, even though
both of them have the same number of parameters and
are trained similarly.
6(a) MNIST test set (b) DCGAN (c) AAN (d) QAAN
FIG. 7. Samples of handwritten digits from the original MNIST data set and from our generative models.
B. MNIST Data
We now compare our implementations of DCGAN,
AAN, and QAAN. We train all three networks on the
MNIST handwritten digit data set [56], which consists
of 6 × 104 grayscale images, each of size 28 × 28 pixels.
We rescale the pixel values to the interval [−1, 1] before
feeding them into our networks. The training parameters
for this data set are summarized in Appendix C.
We monitor the performance of each network by com-
puting the Inception score on generated images after ev-
ery epoch, as shown in Fig. 6. We notice that the results
converge within the considered 30 epochs, with QAAN
reaching a better Inception score than its classical coun-
terpart by roughly 2%. It is worth mentioning that all of
the architectures considered achieve a score that is close
to that of real data (9.75). We also visually examine sam-
ples of generated handwritten digits, as shown in Fig. 7,
and confirm that they are almost indistinguishable from
the orginal data.
C. CIFAR-10 Data
Finally, we study the performance of our models on
the CIFAR-10 data set. This data set consists of 6 ×
104 colored natural scene images, each of size 32 × 32
pixels and 3 color channels, divided across 10 different
classes [57]. The training procedure is identical to the
case of MNIST and is described in Appendix C.
We once again compute the Inception score and FID on
generated images after every epoch, and plot our results
for all three models in Fig. 8. Notice that the incep-
tion scores are overall lower than in the case of MNIST,
even though both data sets have 10 classes. This can
be attributed to the increased complexity of the data set
of colored images. The better performance of QAAN is
more prominent in the FID metric, where it achieves a
consistently better score in the last five training epochs
when compared to DCGAN and AAN. The improvement
in FID is approximately 7% by the end of training. The
metrics reported in Fig. 8 are on par with those obtained
for a variety of classical GANs, such as WGANs, with
similar architectures [60, 61]. We also note that both
AAN and QAAN have a steeper learning curve in the
(a)
(b)
FIG. 8. Evaluation of our generative models trained on the
CIFAR-10 data set using (a) the Inception score and (b) the
FID as a function of training epoch. In both metrics, the
QAAN slightly outperforms both the DCGAN and the AAN.
Error bars denote the standard deviation of the mean Incep-
tion score. The CIFAR-10 test set has an Inception score of
11.31 and an FID score of 3.16.
early epochs, which can be attributed to the associative
memory providing a more meaningful latent space for the
generator. Sample images from CIFAR-10 and our mod-
els are shown in Fig. 9. The generated images look very
realistic.
7(a) CIFAR10 test set (b) DCGAN (c) AAN (d) QAAN
FIG. 9. Samples of CIFAR-10 images from the original data set and from our generative models.
V. DISCUSSION
In Sec. IV we showed that the QAAN architecture can
learn the MNIST and CIFAR-10 data sets more effec-
tively than the AAN and DCGAN architectures. Since
the only difference between the QAAN and AAN ar-
chitectures is the use of a QBM, rather than an RBM,
we attribute to it the observed increase in performance.
Nonetheless, QAAN’s learning advantage is not as sub-
stantial as QBM’s edge on simpler data sets, as supported
by [28, 45] and our results in Sec. IV A. We suspect that
this is due to the moderate size of the QBM used in
our QAAN architecture. The bottleneck in our numeri-
cal experiments comes from simulating the QBM qubits
on a classical computer through Monte Carlo sampling,
which severely limits the accessible system sizes for the
QAAN associative memory. Further improvements may
be gained by improving our classical simulations and by
considering QMA-hard Hamiltonians [45, 54], which we
leave to future work.
As QAANs are a quantum-assisted classical architec-
ture, they lend themselves well to potential experimental
implementations on NISQ devices. There are propos-
als for implementing QBMs on quantum annealing de-
vices [62] and generic NISQ devices [55], and the neces-
sary Gibbs distributions have been produced on atomic
lattice systems with similar Hamiltonians through Hamil-
tonian quenching [63, 64]. Furthermore, as the necessary
number of visible units of the QBM only grows as the di-
mensionality of the latent space of the QAAN—which
in general is much smaller than the size of the prob-
ability distribution being approximated—the necessary
number of qubits also remains small. For instance, our
simulations considered Boltzmann machines with 32 vis-
ible units and 8 hidden units (see Appendix C), whereas
the dimensionality of the MNIST input data is 784 and
the dimensionality of the CIFAR-10 input data is 3072.
These considerations suggest that a QAAN could be im-
plemented in the very near future.
While preparing this manuscript, we became aware of
a similar project that also considered quantum-assisted
classical AANs [65]. We believe that our work, although
similar in network architecture and scope, is still very
different when it comes to model training and testing.
In particular, we use quantum Monte Carlo to train the
QBM, while the authors in [65] had access to a quan-
tum annealing platform with many more qubits than our
simulations could achieve. Nonetheless, our quantum-
classical implementation seems to yield better generative
performance under the considered metrics. Furthermore,
we test our models on a more complex data set of colored
images.
In conclusion, we have introduced a new hybrid
quantum-classical generative model capable of success-
fully learning distributions over complex data sets. We
have showed numerically that our model slightly outper-
forms analogous classical generative architectures when
trained under similar conditions. In addition, the model
could potentially be experimentally tested on NISQ de-
vices. Our work adds to the rapidly-expanding family of
quantum-enhanced machine learning algorithms.
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Appendix A: RBM Training and Sampling
We can explicitly write the gradients for each of the
RBM parameters by substituting Eq. (2) into Eq. (5):
∂bυL (θ) =
∑
v
Pdata (v) 〈vυ〉v − 〈vυ〉 , (A1)
∂bηL (θ) =
∑
v
Pdata (v) 〈hη〉v − 〈hη〉 , (A2)
∂WυηL (θ) =
∑
v
Pdata (v) 〈vυhη〉v − 〈vυhη〉 . (A3)
Although the probability distribution over the visible and
hidden units P (v,h;θ) is generally intractable for com-
puting expectation values, the bipartite structure of the
RBM makes it very simple to heuristically sample from
the conditional probability distributions:
P (hη = 1 | v) = σ
(∑
υ
vυWυη + bη
)
, (A4)
P (vυ = 1 | h) = σ
(∑
η
Wυηhη + bυ
)
, (A5)
where σ (x) = (1 + exp (−x))−1 is the sigmoid function.
We can use these relations to approximate the negative
phase of the gradient during training.
Two common algorithms used for this task are Con-
trastive Divergence (CD) [67] and Persistent Contrastive
Divergence (PCD) [68]. CD uses a data sample vdata as
a starting point of a Markov chain at every optimiza-
tion iteration and then performs block Gibbs sampling
for k steps using Eqs. (A4) and (A5). PCD instead relies
on a single Markov chain with a persistent state that is
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preserved at the end of each optimization iteration and
passed on as the initial state of the next iteration. In
practice, choosing k ∈ [1, 10] = O (1) has been shown to
be sufficient [69].
In order to generate samples from the RBM, we ap-
ply the same procedure, but instead of initializing the
visible units with a data sample, we use a random ini-
tialization. Furthermore, we use simulated annealing [70]
by introducing an inverse temperature β that scales the
energy function, and hence the model parameters. We
initialize our Markov chain with a sample drawn from a
uniform distribution at β = 0 and then gradually lower
the temperature at each step of the Markov chain until
we reach β = 1, which corresponds to the desired dis-
tribution parameters. We use a linear schedule in β for
annealing. This procedure improves the diversity of our
samples by increasing the mixing rate of the chain and
helps the training procedure avoid getting trapped in lo-
cal minima of the loss function.
Note that thus far we have assumed that our inputs—
given by the visible units—are binary vectors. In the case
of real-valued data, such as pixel values of images, we can
often rescale the input to be in the range [0, 1] and treat
it as the expectation value pi of a binary variable [31].
We can then sample each entry i in our visible vector
v from a Bernoulli distribution with mean pi. It is im-
portant to mention that although there are formulations
of RBMs with real-valued inputs, known as Gaussian-
Bernoulli RBMs, here we use Bernoulli RBMs as they
are generally easier to train [69].
Appendix B: QBM Training and Sampling
We begin by rewriting Eq. (14) for each of the QBM
parameters, such that at every training step we must
estimate:
−∂baL˜ (θ) =
∑
v
Pdata (v) 〈σza〉v − 〈σza〉 , (B1)
−∂WabL˜ (θ) =
∑
v
Pdata (v) 〈σzaσzb 〉v − 〈σzaσzb 〉 . (B2)
As mentioned in Sec. (III A), the use of the approximate
lower bound given by Eq. (12) precludes the training of
Γ . The positive phases of the gradient can be calculated
exactly, as given in [28]:
〈
σzη
〉
v
=
beffη
Dη
tanh (Dη) , (B3)
where
beffη = bη +
∑
υ
vυWυη, (B4)
Dη =
√
Γ 2η +
(
beffη
)2
. (B5)
As in the RBM case, it is difficult to estimate the neg-
ative phase of the gradient as it requires sampling from a
quantum thermal state, a problem which in general is NP-
hard [71]. To approximately sample from our numerically
simulated QBM, we perform population-annealed Monte
Carlo sampling. In the population annealing sampling
heuristic [72], a population of R0 replicas of the system
in question is maintained at infinite temperature, and
then cooled to some finite temperature by an annealing
schedule of l steps, which is analogous to the number of
Gibbs steps k in the training of RBMs. With each cooling
step, replicas are duplicated or deleted based on an esti-
mate of their relative Boltzmann weights, and are equi-
librated according to some Monte Carlo algorithm [73].
By sampling a population from our quantum Boltzmann
distribution, we are able to parallelize the generation of
a mini-batch of samples with one run of the algorithm.
To perform Monte Carlo sampling at each equilibra-
tion step, we use the Trotter–Suzuki mapping of the sto-
quastic Hamiltonian to a classical energy function with
an extra imaginary time dimension, which is discretized
into M imaginary time slices [74]. Under this mapping,
the quantum thermal distribution at inverse temperature
β given by the stoquastic Hamiltonian is approximated
by the classical thermal distribution:
pβ ({zm}) = e
−β(Ecl({zm})+Eqm({zm};β))∑
{zm}
e−(Ecl({zm})+Eqm({zm};β))
, (B6)
where
Ecl ({zm} ;θ) = 1
M
M∑
m=1
E (zm;θ) , (B7)
Eqm ({zm} ;θ;β) = 12β
∑
a,m
ln
(
tanh
(
βΓa
M
))
zma z
m+1
a .
(B8)
We impose periodic boundary conditions, such that m =
M + 1 is identified with m = 1. In the limit M →
∞, this approximation is exact. Then, we perform the
necessary Monte Carlo sampling using the Metropolis–
Hastings algorithm [75] on the mapped set of spins.
In our simulations, we use R0 = 64 initial population
replicas corresponding to a single mini-batch, a linear
annealing schedule of l = 5 steps from β = 0 to β = 1,
and M = 10 imaginary time slices.
Appendix C: Training Parameters
We train all of our networks using the Adam method
for stochastic optimization [76], with β1 = 0.5 for all
trained variables, β2 = 0.9 for our Boltzmann machines,
and β2 = 0.999 for our generator and discriminator. As
in previous works involving QBMs [27, 28], we take all
Γa = 2. During training on synthetic data, we set the
learning rate for both of our Boltzmann machines to 10−3
and use k = 5 Gibbs steps. Each Boltzmann machine has
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8 visible units and 2 hidden units, which are sufficient for
approximating the studied Bernoulli distribution.
When training on the MNIST and CIFAR-10 data sets,
we consider Boltzmann machines with 32 visible units
and 8 hidden units. For consistency, we also set the di-
mension of the noise distribution for DCGAN to be 32.
We use a learning rate of 2 × 10−4 for both our gener-
ator and discriminator, and a learning rate of 10−3 for
our Boltzmann machines with k = 5 Gibbs steps. Fur-
thermore, we initialize our weights using Xavier initial-
ization [77] and initialize our biases to zero. In order to
help the discriminator learn in the early stages of trainig,
we use soft and noisy labels where a random number be-
tween 0 and 0.1 is used instead of 0 labels (fake images)
and a random number between 0.9 and 1 is used instead
of 1 labels (real images). Each model is trained for 30
epochs, where an epoch represents one full pass through
the training data.
Appendix D: Performance Evaluation Metrics
In this section we describe how various GAN architec-
tures are quantitatively compared. For data sets drawn
from a known distribution pdata, we can evaluate the
performance of a GAN by computing the KL divergence
between the empirical distribution of generated samples
and pdata. Unfortunately, for most image data sets the
underlying distribution is unknown and this method is
not applicable. Ideally, one would want humans to judge
the quality of generated samples in comparison with the
original data. However, as this approach is very subjec-
tive and almost always impractical, two alternative met-
rics have been proposed and successfully used to evaluate
GANs.
1. Inception Score
Salimans et al. [38] proposed the use of a pre-trained
neural network—the Inception-v3 network [59] trained
on the ImageNet data set [78]—to assess the quality of
the generated images. This metric is called the Inception
score [38] and is defined as the average KL divergence
between the conditional label distribution p (y | x) and
the marginal distribution p (y) over generated samples;
that is:
IS (G) = exp (〈DKL ( p (y | x)|| p (y))〉x)
= exp (S (y)− 〈S (y | x)〉x) ,
(D1)
where S denotes the entropy and the expectation value
〈·〉x is taken over image vectors x sampled from G. We
recognize the term on the right-hand side as the expo-
nential of the mutual information I(y;x). This metric
captures two key features that we are looking for in our
generated images: the depiction of clearly identifiable ob-
jects (i.e. p (y | x) should have low entropy for easily clas-
sifiable samples) and a high diversity in samples (i.e. p (y)
should have high entropy if all classes are approximately
equally represented) [79].
Note that the use of the Inception network in comput-
ing the above score is only appropriate for colored images,
which is not the case for the MNIST data set. We follow
the approach described in [34] and train a simple 4-layer
CNN on MNIST, which achieves an accuracy of 99% and
therefore can be viewed as a reliable classifier. We then
use it to compute the Inception score in an otherwise
identical fashion.
The Inception score is a widely adopted evaluation
scheme and is known to match well with the human per-
ception of image quality [38]. However, it also has some
known drawbacks, such as favoring models that memo-
rize the training data or those that generate clear yet
unnatural combinations of objects [79, 80].
2. Fre´chet Inception Distance
The Fre´chet Inception distance, introduced by Heusel
et al. [58], avoids some of the problems of the Incep-
tion score described above by directly comparing the
statistics of synthetic samples to those of real world
data. This metric computes the similarity between
the features extracted by the pool3 layer of Inception-
v3 when the network is supplied with real data and
with images generated from G. These features can be
thought of as drawn from multivariate Gaussian distribu-
tions N (µdata,Σdata) and N (µG ,ΣG) respectively. The
Fre´chet distance, also known as the Wasserstein-2 dis-
tance, is defined as:
FID (G) = ‖µdata − µG‖2
+ Tr
(
Σdata +ΣG − 2 (ΣdataΣG)1/2
)
.
(D2)
This distance is lower when the features extracted from
generated data are distributed similarly to those ex-
tracted from real images.
