We present a generalized version of the itim algorithm for the identification of interfacial molecules, which is able to treat arbitrarily shaped interfaces. The algorithm exploits the similarities between the concept of probe sphere used in itim and the circumsphere criterion used in the α-shapes approach, and can be regarded either as a reference-frame independent version of the former, or as an extended version of the latter that includes the atomic excluded volume. The new algorithm is applied to compute the intrinsic orientational order parameters of water around a DPC and a cholic acid micelle in aqueous environment, and to the identification of solvent-reachable sites in four model structures for soot. The additional algorithm introduced for the calculation of intrinsic density profiles in arbitrary geometries proved to be extremely useful also for planar interfaces, as it allows to solve the paradox of smeared intrinsic profiles far from the interface.
I. INTRODUCTION
Capillary waves represent a conceptual problem for the interpretation of the properties of liquid-liquid or liquid-vapor planar interfaces, because long-wave fluctuations are smearing the density profile across the interface and all other quantities associated to it. This is usually overcome by calculating the density profile using a local, instantaneous reference frame located at the interface, commonly referred to as the intrinsic density profile, ρ(z) = A −1 i δ (z − z i + ξ(x i , y i )) , where (x i ,y i ,z i ) is the position of the i-th atom or molecule, and the local elevation of the surface is ξ(x i , y i ), assuming the macroscopic surface normal being aligned with the Z axis of a simulation box with cross section area A. During the last decade several numerical methods have been proposed to compute the intrinsic density profiles at interfaces [1] [2] [3] [4] [5] [6] . Despite several differences in these approaches, they are, in general, providing consistent distributions of interfacial atoms or molecules 6 and density profiles 7 .
Among these methods, itim 4 proved to be an excellent compromise between computational cost and accuracy 6 , but it is limited to macroscopically flat interfaces, therefore there is a need to generalize it to arbitrary interfacial shapes.
Before these works, albeit for other purposes, several surface-recognition algorithms have been devised, and will be briefly mentioned below. All of them are possible starting points for the sought generalization under the condition that, once applied to the special case of a planar interface, they lead to consistent results with existing algorithms for the determination of intrinsic profiles.
Historically, the first class of algorithms addressing the problem of identifying surfaces was developed to determine molecular areas and volumes. The study of solvation properties of molecules and macromolecules (usually, proteins) might require the identification of molecular pockets, or the calculation of the solvent-accessible surface area for implicit solvation models 8 . Two intuitive concepts are commonly used to describe the surface properties of molecules, namely, that of solvent-accessible surface 9,10 (SAS), and that of molecular surface 11, 12 (MS, also known as solvent excluded surface, or Connolly surface). The MS can be thought as the surface obtained by letting a hard sphere roll at close contact with the atoms of the molecule, to generate a smooth surface made of a connection of pieces of spheres and tori, which represents the part of the van der Waals surface exposed to the solvent. During the process of determining the surface, interfacial atoms can be identified using a simple geometrical criterion. Many approximated [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] or analytical 11, 12, [25] [26] [27] [28] [29] [30] From the late 1970s, the problem of shape identification had started being addressed by a newly born discipline, computational geometry. In this different framework, several algorithms have been actively pursued to provide a workable definition of surface, and in particular the concept of α-shapes 32, 33 showed direct implications for the determination of the molecular surfaces 34, 35 . The approach based on α-shapes is particularly appealing due to its generality and ability to describe, besides the geometry, also the intermolecular topology of the system.
Noticeably, none of these methods -to the best of our knowledge -has ever been employed for the determination of intrinsic properties at liquid-liquid or liquid-gas interfaces.
Prompted by the apparent similarities between the usage of the circumsphere in the alpha shapes and that of the probe sphere in the itim method, as we will describe in the next section, we investigated in more detail the connection between these two algorithms. As a result, we developed a generalized version of itim (gitim) based on the α-shapes algorithm.
The new gitim method consistently reproduces the results of itim in the planar case while retaining the ability to describe arbitrarily shaped surfaces. In the following we describe briefly the alpha shapes and the itim algorithms, explain in detail the generalization of the latter to arbitrarily shaped surfaces, and present several applications.
II. ALPHA SHAPES AND THE GENERALIZED ITIM ALGORITHM
The concept of α-shapes was introduced several decades ago by Edelsbrunner 32, 33 . To date the method is applied in computer graphics application for digital shape sampling and processing, in pattern recognition algorithms and in structural molecular biology 36 . The starting point in the determination of the surface of a set of points in the α-shapes algorithm is the calculation of the Delaunay triangulation, one of the most fruitful concepts for compu-tational geometry 37, 38 , which can be defined in several equivalent ways, for example, as the triangulation that maximizes the smallest angle of all triangles, or the triangulation of the centers of neighboring Voronoi cells. The idea behind the α-shapes algorithm is to perform a Delaunay triangulation of a set of points, and then generate the so-called α-complex from the union of all k-simplices (segments, triangles and tetrahedra, for the simplex dimension k=1,2 and 3, respectively), characterized by a k-circumsphere radius (which is the length of the segment, the radius of the circumcircle and the radius of the circumsphere for k=1,2 and 3, respectively) smaller than a given value, α (hence the name). The α-shape is then defined as the border of the α-complex, and is a polytope which can be, in general, concave, topologically disconnected, and composed of patches of triangles, strings of edges and even sets of isolated points. In a pictorial way, one can imagine the α-shape procedure as growing probe spheres at every point in space until they touch the nearest four atoms. These spheres will have, in general, different radii. Those atoms that are touched by spheres with radii larger than the predefined value α are considered to be at the surface.
An example of the result of the α-shapes algorithm in two dimensions is sketched in Fig. 1a . The itim algorithm is based instead on the idea of selecting those atoms of one phase that can be reached by a probe sphere with fixed radius streaming from the other phase along a straight line, perpendicular to the macroscopic surface. An atom is considered to be reached by the probe sphere if the two can come at a distance equal to the sum of the probe sphere and Lennard-Jones radii, and no other atom was touched before along the trajectory of the probe sphere. In practice, one selects a finite number of streamlines, and if the space between them is considerably smaller than the typical Lennard-Jones radius R p , the result of the algorithm is practically independent of the location and density of the streamlines. The same is not true regarding the orientation of the streamlines; this is a direct consequence of the algorithm being designed for planar surfaces only. The basic idea behind the itim algorithm are sketched in Fig. 1b . A closer inspection reveals that the condition of being a surface atom for the itim algorithm resembles very much that of the α-shapes case.
Quadruplets of surface atoms identified by the itim algorithm have the characteristic of sharing a common touching sphere having the same radius as the probe sphere. In this way, one can see the analogy with the α-shapes algorithm, the R p parameter being used instead of α. The most important differences in the α-shapes algorithm with respect to itim are the absence of a volume associated with the atoms, and its independence from any reference frame. We devised, therefore, a variant of the α-shapes algorithm that takes into account the excluded volume of the atoms.
In the approach presented here the usual Delaunay triangulation is performed, but the α-complex is computed substituting the concept of the circumsphere radius with that of the radius of the touching sphere, thus introducing the excluded volume in the calculation of the α-complex. Note that this is different from other approaches that are trying to mimic the presence of excluded volume at a more fundamental level, like the weighted α-shapes algorithm, which uses the so-called regular triangulation instead of the Delaunay one 33 . In addition, in order to eliminate all those complexes, such as strings of segments or isolated points, which are rightful elements of the shape, but do not allow a satisfactory definition of a surface, the search for elements of the α-complex stops in our algorithm at the level of tetrahedra, and triangles and segments are not checked. In this sense gitim can provide substantially different results from the original α-shapes algorithm.
The equivalent of the α-complex is then realized by selecting the tetrahedra from the Delaunay triangulation whose touching sphere is smaller than a probe sphere of radius R p , and the equivalent of the α-shape is just its border, as in the original α-shapes algorithm.
The procedure to compute the touching sphere radius is described in the Appendix.
In the implementation presented here, in order to compute efficiently the Delaunay tri- We have used the itim and gitim algorithms to identify the interfacial atoms of the water phase in the system, for different sizes of the probe sphere. In general, gitim identifies systematically a larger number of interfacial atoms than itim for the same value of the probe sphere radius R p , as it is clearly seen in Fig. 3 . Remarkably, for values of the probe sphere radius smaller than about 0.2 nm (compare, for example, with the optimal itim parameter R p = 0.125 nm suggested in Ref. 6 ), the interfacial atoms identified by gitim show the onset of percolation. The reason for this behavior traces back to the fact that itim is unable to identify voids buried in the middle of the phase, as it is effectively probing only the cross section of the voids along the direction of the streamlines. This difference could explain the higher number of surface atoms identified by gitim, as voids in a region with high local curvature (or, in other words, with a local surface normal which deviates significantly from the macroscopic one) will not be identified as such by itim. In gitim, on the contrary, probe spheres can be thought as inflating at every point in space instead of moving down the streamlines, and this is the reason why the algorithm is able to identify also small pockets inside the opposite phase.
It is possible to make a rough but enlightening analytical estimate of the probability for a probe sphere of null radius in the itim algorithm to penetrate for a distance ζ in a fluid of hard spheres with diameter σ and number density ρ. Using the very crude approximation of randomly distributed spheres, the probability p 0 to pass the first molecular layer, at a depth ζ = σ is the effective cross section p 0 = 1 − π 4 ρ 2/3 σ 2 , and that of reaching a generic depth ζ can be approximated as p(ζ) = p ζ/σ 0 , where κ = ln(1/p 0 )/σ defines a penetration depth. Therefore, using a probe sphere with a null radius, itim will identify a (diffuse) surface at a depth 1/κ, while gitim will identify every atom as a surface one. For water at ambient conditions, the penetration is κ Nevertheless, it is important for practical reasons to be able to match the outcome of both algorithms. It turns out that choosing R p so that the average number of interfacial atoms identified by both algorithms is roughly the same leads also, not surprisingly, to very similar distributions. The probe sphere radius required for gitim to obtain a similar average number of surface atom as in itim can be obtained by an interpolation of the values reported in Fig. 3 . An example showing explicitly the interfacial atoms identified by the two methods (R p = 0.2 nm for itim and R p = 0.25 nm for gitim) is presented in Fig. 4 : roughly 85% of surface atoms are identified simultaneously by both methods, demonstrating the good agreement between the two methods once the probe sphere radius has been re-gauged. The condition of identifying the same atoms as interfacial ones is much more strict that any condition on average quantities, like the spatial distribution of interfacial atoms or intrinsic density profiles. Hence, it is expected that a good agreement on such quantities can also be achieved.
The intrinsic density profiles of water and carbon tetrachloride are reported in Fig. 5, as computed by itim and gitim, respectively, with the interfacial water molecules as reference.
The procedure for identifying the local distance of an atom from the surface is in its essence the same as described in Ref. 7 . Starting from the projection P 0 = (x, y) of the position of the given atom to the macroscopic interface plane, the two interfacial atoms closest to P 0 are found (their position on the interface plane being P 1 and P 2 , respectively). The third closest atom with projection P 3 has then to be found, with the condition that the triangle P 1 P 2 P 3 contains the point P 0 . A linear interpolation of the elevation of P 0 from those of the other points is eventually performed, and employed to compute the distance z − ξ(x, y) which is used to compute the intrinsic density profile.
Efficient neighbor search for the P 1 , P 2 and candidate P 3 atoms is implemented using 
IV. THE PROBLEM OF NORMALIZATION OF DENSITY PROFILES
Before applying gitim to non-planar interfaces, one important issue has still to be solved, namely that of the proper calculation of intrinsic density profiles in non-planar geometries.
In general, one uses one-dimensional density profiles (intrinsic or non-intrinsic) when the system is, or is assumed to be, invariant under displacements along the interface, so that the orthogonal degrees of freedom can be integrated out. When the interface has a non-planar shape, one needs to use a different coordinate system. In the case of a quasi-spherical object for example, one could use the spherical coordinate system to compute the non-intrinsic density profile, and normalize each bin by the integral of the Jacobian determinant, that is the volume of the shell at constant distance from the origin. In the intrinsic case, however, it is necessary to know at every time step the volume of the shells at constant distance from the interface.
The volume of shells at constant intrinsic distance can, in principle, be calculated at each frame by regular numerical integration, but this would require a large computing time and storage overhead. Here, instead, we propose to employ an approach based on simple Monte
Carlo integration: in parallel with the calculation of the histograms for the various phases, we compute also that of a random distribution of points, equal in number to the total atoms in the simulation. The volume of a shell can be estimated as box volume times the ratio of the number of points found at a given distance and the total number of random points drawn. We are following the heuristic idea that for each frame j one does not need to know the volume of the shell V j (r) with a precision higher than that of the average number of atoms in it, N j (r). In addition, we assume that the surface area of the interface is large enough for the shell volume variations δV j (r) to be small with respect to its average valuê
can be approximated as
When the relative volume changes |δV /V | are small, one can therefore simply normalize the histogramN (r) = adequate. On the other hand one can see that far from the interface the two profiles behave quite differently. The case with usual normalization decays slowly to zero: this effect is due to the presence of the second interface, whose profile is smeared again by capillary waves. The case with Monte Carlo normalization, on the contrary, shows that it is possible to recover the proper intrinsic density also at larger distances, and features such as the fourth peak at 2 nm, which are completely hidden in the normal picture, can be revealed. This shows that the use of the proper, curvilinear coordinate system is of fundamental importance also for macroscopically planar interfaces. The calculation of the Monte Carlo normalization factors does not change the typical scaling of the algorithm, as it consists in calculating the histogram for an additional phase of randomly distributed points (which effectively behaves as an ideal gas). The better accuracy at larger distances, however, demonstrates that the use of the Monte Carlo normalization is much more efficient than the standard approach, as it requires much smaller systems to be able to extract the same information (e.g., to resolve the fourth peak in Fig. 5 , an additional slab of about 2-3 nm would have been needed).
In this sense, the Monte Carlo normalization procedure can be even beneficial in terms of performance.
V. EXAMPLES OF NON-PLANAR INTERFACES
A. DPC micelle Dodecylphosphocholine (DPC) is a neutral, amphiphilic molecule with a single fatty tail that can form micelles in solution: these play a relevant role in biochemistry, especially for NMR spectroscopy investigations aiming at understanding the structure of proteins or peptides bound to an environment that is similar to the biological membrane [50] [51] [52] [53] . The molecular structure of DPC is shown in Fig.6 . We have simulated for 500 ps a micelle of 65 DPC and 6305 water molecules using the force field and configurations from Tieleman and colleagues 54 , and have calculated the intrinsic mass density profiles of both phases (DPC and water) using gitim and the Monte Carlo normalization procedure, with a probe sphere radius R p = 0.25. The result of the interfacial atoms identification on the DPC micelle for a single frame is shown in Fig. 6 , where water molecules have been removed for the sake of clarity, and interfacial atoms are highlighted as usual with a halo. The intrinsic mass density profile, calculated relative to the DPC surface, is reported in Fig. 7 , with the DPC mass density profile shown on the left, and the water profile on the right.
As usual, the delta-like contribution at r = 0 identifies the contribution from interfacial DPC atoms. In addition, we have calculated, for the first time, the intrinsic profiles of the orientational order parameters S 1 and S 2 of the water molecules around the DPC micelle.
The two parameters are defined as S 1 = cos(θ 1 ) and S 2 = 3 cos 2 (θ 2 ) − 1 /2, where θ 1 and θ 2 are the angles between the water molecule position vector (with respect to the micelle center), and the water molecule symmetry axis and molecular plane normal, respectively.
The orientation is taken so that θ 1 < π/2 when the hydrogen atoms are farther from the micelle than the corresponding oxygen. The complete picture of the orientation of water molecules would be delivered by the calculation of the probability distribution p(θ 1 , θ 2 ) 55,56 , but here we limit our analysis to the two separate order parameters and their intrinsic profiles. Note that, since these quantities are computed per particle, there is no need to apply any volume normalization. The polarization of water molecules, which is proportional to S 1 , appears to be different from zero only very close to the micellar surface. In particular, 
B. Soot
One of the main byproducts of hydrocarbon flames, soot is thought to have a relevant impact on atmospheric chemistry and global surface warming 58, 59 . Electron, UV, and atomic force microscopy have revealed the size and structure of soot particles from different sources at different scales [60] [61] [62] [63] [64] . In particular, soot emitted by aircraft is found to be made of several, quasi-spherical, concentric graphitic layers of size in the range from 5 to 50 nm 60 . We have used four model structures (S 
C. Secondary cholic acid micelle
Bile acids, such as cholic acid are biological amphiphiles built up by a steroid skeleton and side groups attached to it. The organization of these side groups is such that hydrophilic and hydrophobic groups are located at the two opposite sides of the steroid ring. Thus, bile acids have a hydrophilic and a hydrophobic face (often referred to as the α and β side, respectively) rather than a polar head and an apolar tail, as in the case of other surfactants like, for example, DPC. The unusual molecular shape leads to peculiar aggregation behavior of bile acids. At relatively low concentrations they form regular micelles with an aggregation number of 2-10, while above a second critical micellar concentration these primary micelles form larger secondary aggregates by establishing hydrogen bonds between the hydrophilic surface groups of the primary micelles 65, 66 . These secondary micelles are of rather irregular shape, 66,67 which makes them an excellent test system for our purposes.
Here we analyze the surface of a secondary cholic acid micelle composed of 35 molecules, extracted from a previous simulation work 66 and simulated for the present purposes for 500 ps in aqueous environment. An instantaneous snapshot of the micelle is shown in Fig.10 (water molecules are omitted for clarity) together with a schematic structure of the cholic acid molecule. We calculated the density profile of water as well as of cholic acid relative to the intrinsic surface of the micelle by the gitim method. The resulting profiles are shown in Fig.11 . The micelle has a characteristic elongated shape, which exposes a large part of its components to the solvent, so that roughly 80% of the micelle atoms are identified as surface ones. The small volume to surface ratio of the micelle is at the origin of the rather noisy intrinsic density profile for the micelle itself. The profile, in addition to the delta-like contribution at the surface, presents another very sharp peak located at a distance of about 0.18 nm inside the surface, due to the rather rigid structure of the bile molecule. The water intrinsic density profile, on the contrary, shows a marked peak at 0.25 nm, absent in the DPC micelle case, due to the presence of hydrogen bonds between water molecules and the hydroxyl groups of cholic acid.
VI. CONCLUSIONS
In this paper we presented a new algorithm that combines the advantageous features of both the itim method 4 and the α-shapes algorithm 32, 33 to be used in determining the intrinsic surface in molecular simulations. Thus, unlike the original variant, this new, generalized version of itim, dubbed gitim, is able to treat interfaces of arbitrary shapes and, at the same time, to take into account the excluded volumes of the atoms in the system. It should be emphasized that the gitim algorithm is not only able to find the external surface of the phase of interest, but it also detects the surface of possible internal voids inside the phase.
The method, based on inflating probe spheres up to a certain radius in points inside the phase turned out to provide practically identical results with the original itim analysis for planar interfaces. Further, its applicability to non-planar interfaces was shown for three previously simulated systems, i.e., a quasi-spherical micelle of DPC 54 , molecular models of soot 57 , and a secondary micellar aggregate of irregular shape built up by cholic acid molecules 66 .
Another important result of this paper concerns the correct way of calculating density profiles relative to intrinsic interfaces, irrespective of whether they are macroscopically planar 
By subtracting one of them from the other three (without loss of generality we subtract the one with i = 1), the quadratic term, r 2 , will be eliminated and the system Eq.(3) would become linear with respect to r:
where the matrix M and the vectors d and s are defined as
and
Equation (4) has a unique solution if matrix M is non-singular (the singularity of M corresponds to the case when all 4 spheres are co-planar, which means that the unknown sphere either does not exist, or is not unique):
where M −1 s = r 0 and u = M −1 d. Once Eq. (7) is substituted into the first of the constraints Eq.(3), it leads to the quadratic algebraic equation with respect to R:
where v = r 1 − r 0 . The solution of Eq. (8) can be found in the following form:
If |u| 2 is not equal to unity (which corresponds to the case when the 4 spheres are tangential to one plane), then Eq.(9) provides two different solutions, and the positive one provides the radius R of the touching sphere as a function of the centre position r. Eventually, the positions of their centres can be obtained by inserting R into Eq.(7). In the present manuscript in case of two possible solutions we choose the sphere with minimal radius. 
