We present a coupled atomistic-continuum method for the modeling of defects and interface dynamics in crystalline materials. The method uses atomistic models such as molecular dynamics near defects and interfaces, and continuum models away from defects and interfaces. We propose a new class of matching conditions between the atomistic and the continuum regions. These conditions ensure the accurate passage of large-scale information between the atomistic and the continuum regions and at the same time minimize the reflection of phonons at the atomistic-continuum interface. They can be made adaptive by choosing appropriate weight functions. We present applications to dislocation dynamics, friction between two-dimensional crystal surfaces, and fracture dynamics. We compare results of the coupled method and of the detailed atomistic model. c 2002 Elsevier Science (USA)
INTRODUCTION
Traditionally two apparently separate approaches have been used to model a continuous medium. The first is the continuum theory, in the form of partial differential equations describing the conservation laws and constitutive relations. This approach has been impressively successful in a number of areas, such as solid and fluid mechanics. It is very efficient and simple and often involves very few material parameters. But it becomes inaccurate for problems in which the detailed atomistic processes affect the macroscopic behavior of the medium, or when the scale of the medium is small enough that the continuum approximation becomes questionable. Such situations are often found in studies of properties and defects of micro-or nanosystems and devices. The second approach is atomistic, aiming at finding the detailed behavior of each individual atom using molecular dynamics or quantum mechanics. This approach can in principle accurately model the underlying physical processes. But it is often prohibitively expensive.
Recently an alternative approach has been explored that couples the atomistic and continuum approaches [1] [2] [3] [4] [5] [6] [7] . The main idea is to use atomistic modeling where the displacement field varies on an atomic scale and to use the continuum approach elsewhere. The most successful and best-known implementation is the quasicontinuum method [1, 2] , which combines the adaptive finite element procedure with an atomistic evaluation of the potential energy of the system. This method has been applied to a number of examples [8] [9] [10] , and interesting details were learned about the structure of crystal defects.
Extension of the quasicontinuum method to dynamic problems has not been straightforward [5] [6] [7] . The main difficulty lies in proper matching between the atomistic and the continuum regions. Since the details of the lattice vibrations, the phonons, which are an intrinsic part of the atomistic model, cannot be represented at the continuum level, conditions must be such that the phonons are not reflected at the atomistic-continuum interface. Since the atomistic region is expected to be a very small part of the computational domain, violation of this condition quickly leads to local heating of the atomistic region and destroys the simulation. In addition, the matching at the atomistic-continuum interface must be such that large-scale information is accurately transmitted in both directions.
The main purpose of the present paper is to introduce a new class of matching conditions between atomistic and continuum regions. These matching conditions have the property that they allow accurate passage of large-scale (scales that are represented by the continuum model) information between the atomistic and the continuum regions without reflection of phonon energy to the atomistic region. These conditions can also be used in pure molecular dynamics simulations as border conditions to ensure that there is no reflection of phonons at the boundary of the simulation. As applications, we use our method to study the dynamics of dislocations in the Frenkel-Kontorova model, friction between crystal surfaces, and crack propagation.
CONTINUUM APPROXIMATION OF ATOMISTIC MODELS
As a first step toward constructing a coupled atomistic-continuum method, we discuss briefly how continuum equations are obtained from atomistic models.
1D Frenkel-Kontorova Model-the Klein-Gordan Equation
We first consider a simple problem, the Frenkel-Kontorova model. This is onedimensional chain of particles in a periodic potential, coupled by springs. We will take the potential to be
Here a is the equilibrium distance between neighboring particles and int(x/a) denotes the integer closest to x/a. With the position of the nth particle denoted x n , the dynamic equation for the particles is given by
where f is the applied force.
In the absence of defects such as dislocations, the equilibrium positions of the particles are given by x j = ja. In general, we let x j = a( j + u j ) andf = f /a, where u is the displacement field. We get
Taking the limit as a → 0, we obtain the continuum limit equation for the displacement field u,
This is simply the Klein-Gordan equation.
One can verify by direct simulation that (2.5) provides a good approximation to (2.2) for small displacements in the absence of defects. However, one interesting aspect of the Frenkel-Kontorova model is the possibility of defects, such as dislocations in the system, which correspond to vacant or doubly occupied potential wells. A dislocation corresponds to a kink in u. In this case the Klein-Gordan equation is no longer a good approximation near the dislocation; we need to couple it with the original Frenkel-Kontorova model in order to accurately model the overall dynamics of the defects as well the displacement field away from the defects.
2D Triangular Lattice-Isotropic Elasticity
Next we consider a model for two-dimensional isotropic elasticity. We will assume that nearest-neighbor atoms interact via central forces whose potential is given by (r 2 ), where r is the distance between the atoms (see Fig. 1 
where m is the mass of the atoms, r j is the position of the jth atom (j = ( j 1 , j 2 )), and r 0,j = r 0 − r j . Let {R j } be the equilibrium positions of the atoms. The lattice constant a satisfies the equilibrium condition (a 2 ) = 0. Let {u j } be the displacement vectors, u j = r j − R j . Taylor expanding and omitting nonlinear terms in u, we get
Take the example of a Lennard-Jones potential:
The lattice constant a is equal to 2 1/6 a 0 under the assumption of nearest-neighbor interaction. In this case, Eq. (2.7) becomes
The continuum limit (as a → 0) of the above equations is . This is the equation for isotropic elasticity.
Slepyan Model of Fracture
Here we discuss the one-and two-dimensional Slepyan models of fracture [17] . In the 1D case, one can view it as a model for the atoms lying along a crack surface. Nearest neighbors are connected by elastic springs, with spring constant k, and the atoms are tied to the atoms at the opposite side of the crack surface by similar springs, which, however, snap when extended past some breaking point. The lines of atoms are pulled apart by weak springs of spring constant k/N . These weak springs are meant schematically to represent N vertical rows of atoms pulling in a series. Let {u j,+ , u j,− } be the displacement of atoms on the top and bottom crack surfaces, respectively. The equation which describes the upper line of mass points in this model is
Here, the first term at the right hand side is elastic coupling to neighbors. The second term is the driving force, displacing edges of the strip. The third term is the bonding to atoms at the opposite side of the crack surface. The last term is the dissipation, is a step function, and the term containing it describes bonds which snap when their total extension reaches the distance 2u f . Assume the lattice constant is a. In the region far away from the fracture, we have
Dividing by a 2 and taking the limit as a → 0, we obtain points if there is no exterior force on them. All of the bonds between lattice points behave as perfect linear springs until the instant they snap, at which point they exert no force. The displacement of each mass point is described by a single spatial coordinate u i, j , which can be interpreted as the height of mass point (i, j) into or out of the page. The index i takes integer values, while j = 1/2 − N , . . . , −1/2, 1/2, . . . , N − 1/2. The model is described by the equation
with
representing the brittle nature of the springs, and where is the step function and b the coefficient of a small dissipative term. The boundary condition which drives the motion of the crack is
Similarly, we can get the continuum limit of (2.14),
where u is again the displacement field.
PHONONS
Among the most essential differences between the atomistic and continuum models is the presence of phonons, the lattice vibrations, at the atomistic scale. In this section we will briefly review the spectrum of the phonons. This will be useful later. Let us first consider the simplest model: 1D discrete wave equation (2.3) with k = 1 and f = 0. After discretization in time, we have
where u n j is the displacement of the jth particle at time t = n t. First let K = 0. The phonon spectrum for (3.1) is obtained by looking for solutions of the type u n j = e i(n t+ j ) . This gives us the dispersion relation
For the case when t = 0.01, this dispersion relation is depicted in Fig. 3 . If K = 0, we have
Consider now the 2D triangular lattice described by (2.7). Let us look for solutions of the type u a + sin
The eigenvalues of the matrix A are given by
where
a.
The dispersion relation now has two branches,
where p and s stand for pressure and shear waves, respectively.
OPTIMAL LOCAL MATCHING CONDITIONS
We now come to the interface between the atomistic and the continuum regions. As we mentioned earlier, designing proper matching conditions at this interface is a major challenge in such a coupled atomistic-continuum approach. The basic requirements for the matching conditions are the following:
1. Reflection of phonons to the atomistic region should be minimal. This is particularly crucial since the atomistic regions are typically very small for the purpose of computational efficiency, and reflection of phonon energy back to the atomistic region will trigger local heating and melt the crystalline structure.
2. There should be accurate exchange of large-scale information between the atomistic and the continuum regions.
The first requirement is reminiscent of the absorbing boundary conditions required for the computation of waves [13, 14] . Indeed our work draws much inspiration from that literature. There are some crucial differences though between the phonon problem considered here and the ones studied in [13, 14] . The most obvious one is the fact that electromagnetic and acoustic waves are continuum objects modeled by partial differential equations, and the associated absorbing boundary conditions often use small wavenumber and/or frequency approximations, whereas phonons are intrinsically discrete, with substantial energy distributed at high wavenumbers.
In the following we will give an example of a simple discrete wave equation for which exact reflectionless boundary conditions can be found. Such exact boundary conditions are highly nonlocal and therefore not practical. But they give us guidelines on how approximate boundary conditions should be constructed. We then present a method that constructs optimal local matching conditions, given a predetermined stencil.
Exact Boundary Conditions for 1D Discrete Wave Equation
Consider Eq. (3.1). It is supposed to be solved for all integer values of j. Now let us assume that we will truncate the computational domain and only compute u n j for j ≥ 0. Assuming there are no sources of waves coming from j < 0, we still want to obtain the same solution as when the computation is done for all j. At j = 0, we will impose a new boundary condition to make sure that the phonons arriving from j > 0 are not reflected back at j = 0.
At j = 0, we replace (3.1) with
We would like to determine the coefficients {a k, j }. For the simple problem at hand, it is possible to obtain analytical formulas of {a k, j } such that the imposition of (4.1) together with the solution of (3.1) for j > 0 reproduces exactly the solution of (3.1) when solved for all integer values of j; i.e., an exact reflectionless boundary condition can be found. (For a review on discrete transparent boundary conditions, see [12] ). First, let us consider the case of K = 0. Let = t and let us look for solutions of the form
Substituting (4.2) into (3.1), we get
This equation has two roots for :
Assume a boundary condition of the form
Substituting (4.2) into (4.5), we get
To find s k , we have to find the Laurent expansion of the function on the left hand side. Let
Observe that H (z) satisfies
Solving this equation using a Laurent series, H (z) = m≥−2 m z −m , we obtain a recursion
and
Then from (4.4)-(4.9), we have Equation (4.5) is nonlocal and has memory effects. In order to see how fast the memory decays, let us assume k ∼ m ␣ when m 1. Substituting into (4.8), and equating the coefficients of term order m ␣ , we get
This gives ␣ = −2. The behavior of k when = 0.01 is shown in Fig. 4 . If K = 0, we can proceed as before. But (4.4) changes to
Assuming a boundary condition of the form
substituting (4.2) into (4.12), we get
To find the Laurent expansion of the function on the left hand side, let g(K, ) = K 2 + 2 2 − 2 and
Then from (4.11)-(4.16), we have
In order to see how fast the memory decays, let us assume k ∼ m ␣ when m 1. Substituting it into (4.15), and equating the coefficients of the term m ␣−1 , we get
This gives ␣ = 0 or ␣ = −2/{1 +
These exact boundary conditions should be the same as the ones found numerically in [7] . It represents the exact Green's function for (3.1), which is nonlocal. However, such boundary conditions appear to be impractical for realistic models since they are nonlocal and difficult to obtain, particularly when the atomistic region moves with time, which is the case that interests us. But such calculations can at least give us guidelines on how to construct approximately reflectionless boundary conditions.
Optimal Local Matching Conditions for 1D Discrete Wave Equation
A practical solution is to restrict (4.1) to a finite number of terms and look for the coefficients {a k, j } that minimize reflection. In order to do this, let us look for solutions of the type 18) where is given by (3.2) . R( ) is the reflection coefficient at wavenumber . Inserting (4.18) into (4.1), we obtain
Our goal is to find {a k, j } in order to do the following: 
Conditions of the type (4.22) and (4.23) are intimately related to the absorbing boundary conditions proposed and analyzed in [13, 14] for the computation of waves. These conditions perform well for low wavenumbers but are less satisfactory at high wavenumbers. To improve the performance at high wavenumbers let us consider a case that includes all terms with k ≤ 2, j ≤ 3 and minimizes The resulting reflection coefficients R are displayed in Fig. 5 . 
Optimal Local Matching Conditions for Triangular Lattice
The above procedure can be easily generalized. Let us take the triangular lattice as an example, with the boundary along the x-axis. Given a boundary condition of the form
where A l j are 2 × 2 matrices (A 1 0 = 0) and the summation is done over a preselected stencil, we can find the reflection matrix associated with this boundary condition. For that purpose, we look for solutions of the form
where ␣ = I, O corresponds to incoming and outgoing waves, respectively (see Fig. 6 ), In principle, we can solve the minimization problem
to find optimal {A l j }, where the integration is over the Brillion zone. But in practice, we find it much more convenient to restrict the integration over a few selected low-symmetry atomic planes. In the present context, it amounts to choosing special incidences where the phonon energy dominates. 
The dispersion relations are where I is the 2 × 2 identity matrix. For consistency, we should require that
Imposing this, we get 
The dispersion relations are
The consistency constraints are
• , and 
THE OVERALL ALGORITHM
Now we are ready to describe our overall coupled atomistic-continuum method. Our main objective is to accurately model the macroscopic behavior of the system, not the microscopic details. Therefore we will base our computation on a macroscopic grid, with grid sizes denoted t and x. The computational domain is divided into two nonoverlapping continuum and atomistic regions. This division is done adaptively during the computation, as we explain below. In the continuum region, we solve the linear elasticity equation using conventional finite difference methods. In the atomistic region, we also evolve the macroscopic variables, but with elastic forces computed through averaging the result of the atomistic model.
Each macro time step involves solving a subproblem using the atomistic model in the atomistic region. This micro subproblem is solved via the following steps.
1. Obtain the initial data inside the atomistic region for the atomistic model by interpolating the macroscopic data.
2. Evolve the atomistic model in the atomistic region using the boundary conditions discussed in the last section.
3. Evaluate the macroscopic elastic forces in the atomistic region by averaging the results from the atomistic model.
In the current implementation, for which no coarse graining in time is used, step 1 is only necessary when a macro cell is changed from a continuum cell to an atomistic cell.
At each macro step the overall scheme consists of the following:
(i) Selecting the atomistic and the continuum regions, which is done adaptively by looking at the stress in each cell; cells of largest stress and their immediate neighbors are selected as atomistic cells.
(ii) Solving the atomistic subproblem, as described above.
(iii) Evolving the macroscopic variables using the continuum equation in the continuum region and the empirically calculated elastic forces from the atomistic model in the atomistic region.
In this formulation, passage of the macroscopic data to the atomistic region is done naturally at the initialization step for the atomistic subproblem and at the macroscale evolution step.
APPLICATIONS

Dislocation Dynamics in the Frenkel-Kontorova Model
As the simplest model that encompasses most of the issues in a coupled atomisticcontinuum simulation, we consider the Frenkel-Kontorova model
where U is a periodic function with period 1 and f is an external forcing. The continuum limit of this equation is simply the Klein-Gordan equation where K = U (0). We consider the case where there is a dislocation and study its dynamics under a constant applied forcing. In this example we take (6.1) as our atomistic model and (6.2) as our continuum model.
We first consider the case where a sharp transition is made between the atomistic and the continuum regions with a 1 : 16 ratio for the size of the grids. Figure 7 is a comparison of the displacement and velocity fields computed using the full atomistic model and the coupled atomistic-continuum model, with f = 0.04. The atomistic region has 32 atoms. The full atomistic simulation has 10
3 . Dislocation appears as a kink in the displacement field. Notice that at the atomistic-continuum interface, there is still substantial phonon energy, which is then suppressed by the reflectionless boundary condition. No reflection of phonons back to the atomistic region is observed. In Fig. 8 , we compare the positions of the dislocation as a function of time, computed using the coupled method and the detailed molecular dynamics. Extremely good agreement is observed.
We next consider a case with f = 0.02, which alone is too weak to move the dislocation. To the left of the dislocation, we add a sinusoidal wave to the initial data. The dislocation moves as a consequence of the combined effect of the force and the interaction with the wave. Yet in this case the same atomistic-continuum method predicts an incorrect position for the dislocation, as shown in Fig. 9 . The discrepancy seems to grow slowly in time (see Fig. 10 ). Improving the matching conditions does not seem to lead to significant improvement.
The difference between this case and the case shown in Fig. 7 is that there is substantially more energy at the intermediate scales. This is clearly shown in the energy spectrum that we computed for the two cases but it can also be seen in Fig. 9 , where an appreciable amount of small scale waves are present in front of the dislocation. Such intermediate scales are suppressed in a method that uses a sharp transition between the atomistic and the continuum regions, unless we substantially increase the size of the atomistic region. We therefore consider the next alternative, in which the atomistic-continuum transition is made gradually in a 1 : 2 or 1 : 4 ratio between neighboring grids. In this way, the continuum Fig. 9 shows the results of such a method that uses a gradual 1 : 2 transition. We see that the correct dislocation position is now recovered.
Friction between Flat and Rough Crystal Surfaces
Our second example is the friction between crystal surfaces. To model this process atomistically, we use standard molecular dynamics with the Lennard-Jones potential [15, 16] . First, we consider the case in which the two crystals are separated by a horizontal atomically flat interface. The atoms in the bottom crystal are assumed to be much heavier (by a factor of 10) than the atoms on top. To model the lack of chemical bonding between the atoms in the top and bottom crystals, the interaction forces are reduced by a factor of 5 between atoms in the top and bottom crystals. A constant shear stress is applied near the top surface. We use the periodic boundary condition in the x-direction.
From a physical viewpoint, one interesting issue here is how dissipation takes place. Physically the kinetic energy of the small scales appears as phonons, which then convert into heat and exit the system. A standard practice in modeling such a process is to add a friction term to the molecular dynamics in order to control the temperature of the system [15, 16] . In contrast, we ensure the proper dissipation of phonons to the environment by imposing the reflectionless boundary conditions for the phonons. The results presented below are computed using the last set of coefficient matrices presented at the end of Section 4.
From Fig. 11 we see that we indeed obtain a linear relation between the mean displacement of the atoms in the top crystal as a function of time. The temperature of the system also reaches saturatation. Also plotted in Fig. 11 is the result of the mean displacement computed using the combined atomistic-continuum method. Here the continuum model is the linear elastic wave equation with Lame coefficients computed from the Lennard-Jones potential. The agreement between the full atomistic and the atomistic-continuum simulation is quite satisfactory.
Next, we study the friction between two rough crystal surfaces. The setup is the same as before, except that the initial interface between the crystals takes the form y = f (x). The numerical results obtained are displayed in Fig. 12. In Fig. 13 , we plot the positions of atomistic strip has to be. Clearly, for the purpose of computational efficiency, we want the atomistic strip to be as narrow as possible. On the other hand, it has to be wide enough to provide an accurate description inside the boundary layer, where important atomistic processes can be relaxed. There are two important atomistic processes in the present problem. The first is the vibration of the atoms around their local equilibrium positions. The second is the process of moving from one local equilibrium to the next, i.e., sliding by one atomic distance. Clearly the second process works on a longer time scale. This process has to be resolved by the atomistic layer. In Fig. 15 , we compare the atomic positions of a column of a atoms which were initially vertical; i.e., they had the same x-coordinates. From this picture one can also estimate the strain rate. We can clearly see that if the atomistic layer does not resolve the phonons generated by the second process, we get inaccurate results.
Crack Propagation
Our third example is the Slepyan model of fracture dynamics (2.11). In our coupled atomistic-continuum method, we use full atomistic simulation (2.11) around the crack tip, and we use (2.12) in the region away from the crack tip. For the continuum equation, we use the displacement boundary condition u ± = ± U N at the left boundary and the stress boundary condition In the coupled method, we divided the whole domain into three parts: the middle, including the crack surface with 800 × 64 atoms, is the MD region; the top and bottom are continuum regions. The ratio of atomistic to continuum grids in each dimension was 1 : 8. surface computed using the full atomistic model and the coupled atomistic-continuum method.
Next we apply our method to the 2D Mode III fracture dynamics on a square lattice (2.14). The same boundary conditions as in the 1D case are used for the continuum model. For the matching conditions between the atomistic and the continuum regions, we used a stencil that consists of seven points: the values of the three nearest grid points next to the boundary at the current and previous time steps, plus the value at the boundary grid point at the previous time step. The optimization is carried out using angles = 45
• , 90
• , 135
• . tip as a function of time is given in Fig. 18 . The results are quite satisfactory. In Fig. 19 , we display the shear waves generated as a result of the crack propagation, No reflection is seen. In Fig. 20 , we show an enlarged picture of the molecular dynamics region near the crack tip.
FIG. 20.
The enlarged picture of the MD region near the crack tip.
CONCLUSION
In conclusion, we presented a new strategy for the matching conditions at the atomisticcontinuum interface in multiscale modeling of crystals. The main idea is to choose the boundary condition by minimizing the reflection of phonons along a few low-symmetry atomic planes, subject to some accuracy constraints at low wavenumbers. These conditions are adaptive if we choose the weight functions in (4.20) and (4.31) to reflect the evolving nature of the small scales. They minimize the reflection of phonons and at the same time ensure accurate passage of large-scale information. The coupled atomistic-continuum method presented here is quite robust and works well at low temperature. At finite temperature and when nonlinearity is important at large scales, a new method must be worked out. This work is in progress. Also of interest is coarse graining in time. This can be done naturally in the present framework by restricting the duration of the atomistic subproblem solved at each macro step to only a small protion of t and estimating the needed macroscale data from this restricted data set. This is carried out in [23] .
Perhaps the most significant restriction of the present algorithm is that of low temperature. At finite temperature, phonons contribute to the dynamics of the system at both macro-and microscales. The matching condition at the atomistic-continuum interface should not just be the dissipation of phonons. Rather it should model accurately the exchange of heat between the atomistic region and the environment. This again is work in progress.
