Given x 2 R n an integer relation for x is a nontrivial vector m 2 Z n with inner product hm; xi = 0.
Introduction
Given x = (x 1 ; : : : ; x n ) 2 R n an integer relation for x is a non-trivial vector m = (m 1 ; : : : ; m n ) 2 Z n satisfying hm; xi = 0, where h ; i denotes the Euclidean inner product hm; xi := P n i=1 m i x i . We investigate into the following minimization problems: The problem of nding short and shortest integer relations is rather important because it can be applied to compute minimal polynomials of an algebraic number, (simultaneous) diophantine approximations and integer dependencies among real vectors (see 12, 13, 10] ).
Obviously, for a non-zero vector x 2 Q n there are n ? 1 linearly independent integer relations.
However, van Emde Boas 16] has shown that the decision variant of SIR 1 is NP-complete. For arbitrary real non-zero x 2 R n it cannot even be decided in a very general model of computation whether there exists an integer relation at all (see Babai, Just and Meyer auf der Heide 7] ).
On the other hand, H astad, Just, Lagarias and Schnorr 10] proposed a polynomial time algorithm which approximates for input x 2 Q n the shortest integer relation in the Euclidean norm h ; i 1=2 within a factor 2 n=2 . An algorithm is said to approximate a positive real-valued function opt( ) within a factor f if on every input I, the value of its output is within a factor f of opt(I). Thus, by the result of 10] SIR 1 can be approximated in polynomial time within a factor p n2 n=2 .
The problem of nding the shortest integer relation in any`p-norm clearly contains the Shortest Vector problem SV p for integral lattices in the same`p-norm, i.e., the problem of nding for an integral basis b 1 ; : : : ; b n of an additive subgroup of the Z n , the`p-shortest non-zero linear integral combination of b 1 ; : : : ; b n ; its decision variant is known to be NP-complete for p = 1 (see 16] ).
On the other hand, Arora, Babai, Stern and Sweedyk 4] have shown that under the widely believed assumption NP 6 QP there exists no polynomial time algorithm approximating the Shortest Vector problem in the`1-norm within a factor of 2 log 0:5? n , where is an arbitrarily small positive constant. QP denotes the set of all languages which are recognizable in time O(n poly(log n) ), where n is the length of the input.
In our reduction we adapt the proof in 4] to derive the same inapproximability result for the SSIR 1 problem. For the reduction we will use an equivalent optimization problem, stated as follows. From the problem Min Z-Solution of Homogeneous Linear System in`1-norm we give a gap-preserving reduction to the problem Shortest Integer Relation in`1-norm which implies the claimed inapproximability result.
Preliminaries
We brie y introduce some notation (see 6]):
De nition 1 An optimization problem is a set I f0; 1g of instances, a set S f0; 1g of feasible solutions on input I 2 I, and a polynomial time computable measure m : I S ! R + , that assigns each tuple of instance I and solution S, a positive real number m(I; S), called the value of the solution S. The optimization problem is to nd, for a given input I 2 I a solution S 2 S such that m(I; S) is optimum over all possible S 2 S.
If the optimum is min S2S fm(I; S)g (resp. max S2S fm(I; S)g) we refer to as a minimization (resp. maximization) problem.
De nition 2 For an input I of a minimization problem whose optimal solution has value opt(I), an algorithm A is said to approximate opt(I) within a factor f(I) i opt(I) A(I) opt(I)f (I); where f(I) 1 and A(I) > 0.
For exhibiting the hardness of approximation problems we introduce the following reduction due to Arora 3] Proof. Denote the two sets by S r and S 1 , respectively. Clearly, S r S 1 . For proving the reverse inclusion, suppose that there exists an element x 2 S 1 not satisfying at least one equation of Ax = 0. Let i max denote the largest index for which ha i ; xi 6 = 0. As kxk 1 2
From Theorem 4 we easily conclude the following.
Corollary 2 Approximating Shortest Integer
Relation in`1-norm within a factor of 2 log 0:5? n is almost-NP-hard for any > 0. 6 
Conclusion
We have shown that under the assumption NP 6 QP there exists no polynomial time algorithm approximating SIR 1 within a factor of 2 log 0:5? n , where > 0.
Improving the inapproximability gap to n for some > 0 is a still open problem. It is also desirable to prove the NP-hardness of approximating SIR 1 rather than the almost-NP-hardness. Arora et al. 4] showed also the almost-NPhardness of approximating the Nearest Vector for any`p-norm, the Nearest Codeword and related problems within a factor of 2 log 0:5? n for > 0. The proof relies on a quasi-polynomial time reduction from the Label Cover problem (see 4, 3] ). Using a recent result of Raz 15 ] the inapproximability gap can be ampli ed to 2 log 1? n for > 0. Unfortunately, the underlying technique (`parallel repetition') cannot be applied to the Min Pseudo Label Cover problem since the latter has speci c geometric properties inherently given by the 2-prover 1-round interactive proof-system of 9] (see also 8]).
Thus, in order to resolve the above open problems a more direct reduction to SIR 1 avoiding Min Pseudo Label Cover seems promising. This point requires further study.
