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ABSTRACT. – We consider a singular perturbation problem depending on a parameter ε. The right-hand
side is such that the energy norm does not remain bounded as ε→ 0. A change of variables and functions
transforms the problem in a new one combining singular perturbation, penalty terms and perturbation of
the domain of definition of functions, but involving spaces where the norm remains bounded. This problem
constitutes a simplified model for a kind of thin elastic shells. Ó 2000 Éditions scientifiques et médicales
Elsevier SAS
1. Introduction
We consider a singular perturbation variational problem depending on a small parameter ε
such that the energy space V for ε > 0 is strictly contained in the energy space Va for ε = 0.
Obviously, the duals satisfy V ′a ⊂ V ′. We give a right-hand side f independent of ε which
belongs to V ′ but not to V ′a , so that the limit problem does not make sense, and we study the
behavior of solutions as ε→ 0.
Formal asymptotic expansions methods [2,13] were used in [5] to handle this problem,
showing the presence of boundary layers bearing a quantity of energy which tends to infinity
as ε tends to zero, whereas the energy in the regions out of the layers remains bounded.
In the present paper we prove rigorously the convergence of the solutions to the boundary
layer. The key of the proof is a change of variables and functions which depends on ε and
modifies the structure of the energy integral in such a way that, after the change, the right-
hand side belongs to the dual of the energy space for both ε > 0 and ε = 0. After the change,
the problem is apparently complicated as it involves simultaneously singular perturbation [4],
penalty perturbation ([8], Chap. 3, Sect. 5) and perturbation of the domain of definition of the
functions; nevertheless, it is not hard to prove the convergence using an a priori estimate which
follows from the above-mentioned property of the energy inegral. An analogous result in the
easier case of one-dimensional problems was addressed in [6,7]. In that case, the problem after
the change only involves perturbation of the domain, avoiding penalty and singular perturbation.
It should be noticed that the boundary layers are located along the curves x2 =const., which
are the characteristics of the problem ε = 0:
−1u1 + ∂2u1 = f1,
−∂2u1 + u2 = f2.
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Indeed, it may be seen ([5], Sect. 2.4, and 9) that the boundary layers are associated
with distribution (non-variational) solutions, which have some relation with propagation of
singularities along the characteristics.
This problem constitutes a simplified model for thin shell theory in the case of “inhibited
parabolic shells” (i.e. shells with a middle surface which is developable and geometrically
rigid ([5,12]).
The paper is organized as follows. The remainder of this Introduction contains some classical
results of singular perturbation theory. Our problem, with several variants, is posed in Section 2.
The change of variables and unknowns is done in Section 3. Section 4 is devoted to the study of
the limit problem. The convergence to the solution of the limit problem is proved in Section 5.
Finally, Section 6 contains complements on other problems, (some of them open) and analyticity
of the solutions and their relation with propagation of singularities.
By “singular perturbation theory” we understand the following.
Let V be a real Hilbert space, a(u, v), b(u, v) two continuous and symmetric bilinear forms
on V . In addition a + b is coercive, so that it may be taken as scalar product in V. Moreover, let
a1/2 be a norm, i.e.:
a(v, v)> 0, a(v, v)= 0H⇒ v = 0.(1.1)
Let Va be the completion of V with this norm. We obviously have:
V ⊂ Va, V ′a ⊂ V ′(1.2)
with dense and continuous inbeddings.
We consider the family of variational problems depending on the parameter ε ∈ (0,1]:
PROBLEM Pε . – Let f ∈ V ′. Find uε ∈ V such that:
a
(
uε, v
)+ ε2b(uε, v)= 〈f, v〉 ∀v ∈ V.(1.3)
Obviously, uε exists and is unique. Its energy is defined by:
E(uε)= 1
2
[
a
(
uε,uε
)+ ε2b(uε,uε)].(1.4)
Correspondingly, the “formal limit problem” is:
PROBLEM P0. – Let f ∈ V ′a . Find u ∈ Va such that:
a(u, v)= 〈f, v〉 ∀v ∈ Va.(1.5)
The solution is also well defined, and its energy is:
E(u)= 1
2
a(u,u).(1.6)
We then have:
THEOREM 1.1. – Let f ∈ V ′. The necessary and sufficient condition for E(uε) to remain
bounded as ε→ 0 is that f ∈ V ′a . If f ∈ V ′a , then:
uε→ u strongly in Va,
E
(
uε
)→E(u),(1.7)
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where uε and u are the solutions of (1.3) and (1.5) respectively.
If f /∈ V ′a , then
E
(
uε
)→∞.(1.8)
The proof of this theorem for f ∈ V ′a is in [4] and the complements for f /∈ V ′a may be found
in [3]. Other interesting properties may be found in [1].
In most examples, there is a “pivot space” H identified with its dual (usually an L2(Ω) space)
which allows to establish the equivalence with a boundary value problem by “integration by
parts”:
V ⊂H =H ′ ⊂ V ′(1.9)
but Va is not necessarily contained in H . Examples of this situation are the so-called “not well-
inhibited shells” [12]. In particular, it may happen that V ′a does not contain the space D(Ω) of
test functions of distributions, which constitutes the “sensitivity phenomenon” [10,11].
2. Setting of the problem
Let Ω be the domain (0,pi) × (0,1) of the x = (x1, x2) plane. Let Γ1 be the part of the
boundary with x2 = 0, and Γ0 the remainder part of the boundary. The space V is
V = {v = (v1, v2) ∈H 1(Ω)×H 2(Ω), v satisfies (2.2)},(2.1)
v1 = v2 = ∂nv2 = 0 on Γ0,(2.2)
where ∂n denotes differentiation with respect to the outer normal. The bilinear forms are:
a(u, v)=
∫
Ω
[
(∂1u1)(∂1v1)+ (∂2u1 − u2)(∂2v1 − v2)
]
dx,(2.3)
b(u, v)=
∫
Ω
∑
|α|62
(∂αu2)(∂αv2)dx ≡ (u2, u2)2.(2.4)
We note that it is easily checked that the form a + b is coercive on V. Indeed, we have:
‖∂2v1 − v2‖20 >
1
2
‖∂2v1‖20 − ‖v2‖20
so that
a(v, v)> ‖∂1v1‖20 +
1
2
‖∂2v1‖20 − ‖v2‖20
and as a is positive,
a(v, v)+ b(v, v) > 1
2
a(v, v)+ b(v, v)
> 1
2
‖∂1u1‖20 +
1
4
‖∂2u1‖20 −
1
2
‖u2‖20 + ‖u2‖22.
(2.5)
Then, coerciveness follows from (2.5) and the Poincaré inequality for u1. Obviously, the form a
satisfies (1.1), and we are in the conditions of Section 1.
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The functional f is defined by:
〈f, v〉 =
∫
Ω
fαvα dx +
∫
Γ1
(f3v1 + f4v2 + f5∂nv2)dx1,(2.6)
where we shall admit, unless the opposite is specifically stated, that the fj are smooth functions
defined on Ω or Γ1.
We then have the following criterion for f ∈ V ′a :
THEOREM 2.1. – The necessary and sufficient condition for f ∈ V ′a is the existence of T 1, T 2
belonging to L2(Ω) such that:
〈f, v〉 =
∫
Ω
[
T 1(∂1v1)+ T 2(∂2v1 − v2)
]
dx ∀v ∈ V.(2.7)
The proof may be seen in [5], Section 2.2, it follows easily on considerations on the adjoint,
and is closely related with the cirterion of sensitivity of [11].
Example 2.2. – Let us take f1 = f2 = f4 = f5 = 0 and let f3 be a smooth function of x1.
Then, f /∈ V ′a . Indeed, if T 1, T 2 are elements of L2(Ω) satisfying (2.7), then:
−∂1T 1 − ∂2T 2 = 0 on Ω,(2.8)
−T 2 = 0 onΩ,(2.9)
f3(x1)=−T 2(x1,0) on Γ1,(2.10)
(we note that (2.8) implies that the trace of T 2 on Γ1 makes sense allowing integration by
parts [9]). Then there is a contradiction between (2.9) and (2.10).
Example 2.3. – Let us now take f1 = f2 = f3 = f5 = 0, f4 a smooth function. Then, f /∈ V ′a .
Indeed, we have as in Example 2.2, (2.8), (2.9) and the boundary condition:
f4(x1)= 0 on Γ1.(2.11)
Example 2.4. – Let us take f1 = f3 = f4 = f5 = 0 and let f2 be a smooth function which
does not vanish on Γ1. Then, f /∈ V ′a . Indeed, we have:
−∂1T 1 − ∂2T 2 = 0 on Ω,(2.12)
−T 2 = f2 on Ω,(2.13)
−T 2(x1,0)= 0 on Γ1(2.14)
and there is a contradiction between (2.13) and (2.14).
Example 2.5. – Let us take f1 = f3 = f4 = f5 = 0 and let f2 be smooth in the regions
x2 < 1/2 and x2 > 1/2 of Ω, having a jump across x2 = 1/2 which is a smooth function ϕ(x1).
Then, f /∈ V ′a . Indeed, we have again (2.12) and (2.13), and it follows that
∂1T
1 = δ(x2 − 1/2)ϕ(x1)+ · · · ,(2.15)
where δ denotes the Dirac mass and . . . is for bounded functions. It then follows that T 1 cannot
belong to L2.
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In the sequel (Sections 3, 4 and 5) we shall consider Example 2.2, i.e. the right-hand side
in (2.6) will be defined by:
〈f, v〉 =
pi∫
0
f3(x1)v1(x1,0)dx1.(2.16)
Example 2.3 is in Section 6.1. Examples 2.4 and 2.5, which were addressed in [5] using formal
asymptotic methods, are commented in Section 6.2, which leads to open problems.
3. Reduction to a problem in a variable domain
We consider Problem Pε in the case when a, b and f are given by (2.3), (2.4) and (2.16), i.e.
the case of Example 2.2. We perform the following change of variables and functions
x = (x1, x2)→ y = (y1, y2),(3.1)
uε(x)→ u˜δ(y),(3.2)
with
ε = δ3,(3.3)
x1 = y1, x2 = δy2,(3.4)
uε1(x)=
1
δ
u˜δ1(y),(3.5)
uε2(x)=
1
δ2
u˜δ2(y).(3.6)
Remark 3.1. – The above change is suggested by the asymptotic trend of solutions of problem
Pε (or rather of the system of equations associated with it) of the form
uε(x1, x2)= vεei(ξ1x1+ξ2x2)(3.7)
with v constant, ξ real O(1) and |ξ2| tending to infinity as ε tends to zero, i.e., rapidly oscillating
solutions in the direction x2. This computation, done in [5], Sect. 3.1, only gives the asymptotic
ratio uε1/u
ε
2; the very “size” in (3.5), (3.6) is fixed in order to get a problem with finite limit
hereafter.
Let Ωδ be the domain obtained from Ω be the transformation (3.4):
Ωδ = (0,pi)×
(
0, δ−1
)(3.8)
and V˜ δ the corresponding space obtained from (2.1). Then Pε becomes:
PROBLEM P˜δ . – Find u˜δ ∈ V˜ δ such that:
1
δ2
ac
(
u˜δ, v
)+ a0(u˜δ, v)+ as(u˜δ, v)= pi∫
0
f3(y1)v1(y1,0)dy1 ∀v ∈ V˜ δ,(3.9)
where the bilinear forms ac, a0, as ( for “constraint”, “order zero” and “singular perturbation”)
are given by:
596 E. SANCHEZ-PALENCIA / J. Math. Pures Appl. 79 (2000) 591–602
ac(u, v)=
∫
Ωδ
(∂2u1 − u2)(∂2v1 − v2)dy,(3.10)
a0(u, v)=
∫
Ωδ
[
(∂1u1)(∂1v1)+
(
∂22u2
)(
∂22v2
)]
dy,(3.11)
as(u, v) = δ2
∫
Ωδ
[
(∂2u2)(∂2v2)+ (∂1∂2u2)(∂1∂2v2)
]
dy
+ δ4
∫
Ωδ
[
u2v2 + (∂1u2)(∂1v2)+
(
∂21u2
)(
∂21v2
)]
dy.
(3.12)
Remark 3.2. – It will be useful to consider the functions v of V˜ δ extended with value 0 for
y2 > δ−1, and then defined on:
Ω0 = (0,pi)× (0,+∞).(3.13)
We note that, because of the boundary conditions (2.2), the extended functions belong to
H 1(Ω0)×H 2(Ω0).
The existence and uniqueness of the solution u˜δ of Problem P˜δ is obvious. Nevertheless, the
various terms in (3.9) have coefficients depending on δ which are very different from those of
(1.3), (2.3), (2.4) so that boundedness of the energy as ε tends to zero is a very different concept
in (1.3) and in (3.9).
4. The limit problem P˜0
Let us define a certain problem on Ω0 (3.13). We shall prove later that its solution is the limit
of the solutions u˜δ of (3.9).
The spaces V˜ δ (defined in Section 3 as the “images” of V by (3.1)–(3.6) are ordered by
inclusion as δ tends to zero (Remark 3.2). Let us denote by V˜ 0 the completion of⋃
δ
V˜ δ(4.1)
with the norm
‖v‖2
V˜ 0
= ac(v, v)+ a0(v, v).(4.2)
We also define:
G˜0 = {v ∈ V˜ 0; ∂2v1 − v2 = 0}(4.3)
which is a closed subspace of V˜ 0 (as it is the kernel of the form ac). We then have:
LEMMA 4.1. – The right-hand side of (3.9) is a continuous functional on V˜ 0.
Proof. – It suffices to prove that the trace v1(·,0) is defined by a continuous operator from V˜ 0
to L2(0,pi).
Let v be the restriction to Ω1 = (0,pi) × (0,1) of an element of V˜ 0. From (4.2) and the
boundary conditions (2.2) on y1 = 0, it follows that:
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v1 ∈ L2
(
0,pi; L2(0,1)),(4.4)
∂22v2 ∈ L2
(
0,pi; L2(0,1)),(4.5)
∂2v1 − v2 ∈ L2
(
0,pi; L2(0,1)
)(4.6)
and differenciating twice with respect to y2,
∂32v1 − ∂22v2 ∈ L2
(
0,pi; H−2(0,1))(4.7)
and from (4.5) and (4.7):
∂32v1 ∈ L2
(
0,pi; H−2(0,1)).(4.8)
But in H 1(0,1), the norm [‖v‖2L2(0,1)+ ∥∥∂3v∥∥2H−2(0,1)]1/2
is equivalent to the classical norm as follows immediatly from the closed graph theorem, so that
from (4.4) and (4.8):
v1 ∈L2
(
0,pi; H 1(0,1))(4.9)
and taking the trace on y2 = 0 in H 1(0,1):
v1(·,0) ∈ L2(0,pi).(4.10)
Moreover, as all the operators involved are continuous we have:∥∥v1(·,0)∥∥0 6 C‖v‖V˜ 0, v ∈ V˜ 0. 2(4.11)
Let us state the “limit problem”:
PROBLEM P˜0. – Find u ∈ G˜0 such that
a0(u, v)=
pi∫
0
f3(y1)v1(y1,0)dy1 ∀v ∈ G˜0.(4.12)
We note that on the subspace G˜0 of V˜ 0, the form a0 is the square of the norm (see (4.2),
(4.3)), so that according to Lemma 4.1, P˜0 is a classical variational problem, and the existence
and uniqueness of the solution follow.
Remark 4.2. – In order to state and solve P˜0 we only use the continuity of the right-hand side
of (3.9) on the subspace G˜0, which is a weaker condition than on V˜ 0 (Lemma 4.1). Nevertheless,
Lemma 4.1 will be used later in the limit process.
5. Convergence to the limit problem
This section is devoted to the proof of the convergence result.
THEOREM 5.1. – Let u˜δ and u be the solutions of P˜δ (3.9) and P˜0 (4.12). Then:
u˜δ→ u in V˜ 0 strongly.(5.1)
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We first prove the:
LEMMA 5.2. – The set ⋃
δ
(
G˜0 ∩ V˜ δ)(5.2)
is dense in G˜0.
Proof. – The elements of G˜0 satisfy the constraint
v2 = ∂2v1(5.3)
so that the norm is (a0)1/2 which may be written in terms of the first component v1:
‖v‖2
G˜0
=
∫
Ω0
[|∂1v1|2 + ∣∣∂32v1∣∣2]dy
and using Poincaré inequality in (0,pi) with the boundary condition (2.2) on y1 = 0, this norm
is equivalent to:
‖v‖2
G˜0
'
∫
Ω0
[|∂1v1|2 + ∣∣∂32v1∣∣2 + |v1|2]dy.(5.4)
It is classical ([9], Chap. 1, Theorem 2.3) that
H 3(0,∞)= {w; w ∈ L2(0,∞), ∂3w ∈ L2(0,∞)}
with the corresponding equivalence of norms. It follows then from (5.4) that the norm of u in G˜0
is equivalent to that of u1 in
L2
(
0,pi; H 3(0,∞))∩H 10 (0,pi; L2(0,∞)).(5.5)
Moreover, a classical truncation process (see for instance [9], Chap. 1, proof of Theorem 2.1)
shows that the functions vanishing for large y2 form a dense set. Then, a homothety with respect
to y1 − pi/2 shows that the functions vanishing in neighbourhoods of y1 = 0 and y1 = pi form a
dense set. Let
vn1 → v1(5.6)
be the corresponding approximation process in the space (5.5). Let u ∈ G˜0; then:(
un1, ∂2u
n
1
)→ (u1, u2)(5.7)
is an approximation process in G˜0 by elements of the space (5.2), as the approximating elements
vanish for large y2 and satisfy the boundary conditions. 2
The proof of Theorem 5.1 is then classical, combining features of penalty methos, singular
perturbation and perturbation of domains.
Taking v = u˜δ in (3.9) and using Lemma 4.1 (see perhaps Remark 4.2) we have the estimates:∥∥u˜δ∥∥
V˜ 0 6 C,(5.8)
ac
(
u˜δ, u˜δ
)
6 δ2C,(5.9)
as
(
u˜δ, u˜δ
)
6 C(5.10)
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and extracting a sub-sequence (in fact the whole sequence, as we shall see that its limit is unique)
u˜δ→ u∗ in V˜ 0 weakly(5.11)
for some element u∗ of V˜ 0. It follows from (3.10), (4.2), (5.11) that:
∂2u˜
δ
1 − u˜δ1→ ∂2u∗1 − u∗2 in L2(Ω0) weakly(5.12)
but from (5.9) the left hand side of (5.12) converges to zero in L2(Ω0) strongly, so that the
right-hand side of (5.12) vanishes and we have:
u∗ ∈ G˜0.(5.13)
Let v be a fixed element of (5.2). It belongs to V˜ δ for sufficiently small δ. Taking it as test
function in (3.9) we have (note that the penalty term vanish for such v):
a0
(
u˜δ, v
)+ as(u˜δ, v)= pi∫
0
f3(y1)v1(y1,0)dy1(5.14)
then, letting δ→ 0, the terms as vanish; let us check this for one of the five terms in (3.12), as
the other are analogous. From (5.10) we have:
η4
∫
Ω0
(
∂1u˜
δ
2
)2 dy 6 C(5.15)
so that ∣∣∣∣∣η4
∫
Ω0
(
∂1u˜
1
2
)
(∂1v2)dy
∣∣∣∣∣6 η4C
( ∫
Ω0
(
∂1u˜
δ
1
)2 dy)1/2 6 Cη2(5.16)
which tends to zero. Then, passing to the limit in (3.14) we have:
a0(u∗, v)=
pi∫
0
f3(y1)v1(y1,0)dy1
which holds true for v in a dense set of G˜0 (Lemma 5.2). Then, on account of (5.13) we see that
u∗ is the solution u of (4.12). Theorem 5.1 is proved concerning weak convergence in V˜ 0.
In order to prove strong convergence let us consider the expression:
e(δ)≡ as(u˜δ, u˜δ)+ 1
δ2
ac
(
u˜δ − u, u˜δ − u)+ a0(u˜δ − u, u˜δ − u).(5.17)
Using (3.9) and (4.12) with v = u˜δ and v = u respectively, we have:
e(δ)= 〈f, u˜δ 〉+ 〈f,u〉 − 2[ 1
δ2
ac
(
u, u˜δ
)+ a0(u, u˜δ)].(5.18)
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Moreover, the term in 1/δ2 in (5.18) vanish as u ∈ G˜0. Then, using (4.12) with v = u˜δ we see that
the bracket in (5.18) equals 〈f, u˜δ〉, so that e(δ) tends to zero by virtue of the weak convergence.
Then, strong convergence in V˜ 0 follows from (5.17). The proof of Theorem 5.9 is complete.
6. Complements and open problems
6.1. Case of Example 2.3. Functionals on the traces of v2
The method developped in Sections 3–5 applies to the case when the right-hand side is given
by
〈f, v〉 =
pi∫
0
f4(x1)v2(x1,0)dx1.(6.1)
In that case, the exponents of δ in the scaling (3.5), (3.6) are−2 and−3 respectively. In the right-
hand side of (3.9) we must of course replace f3 and v1 by f4 and v2. The proof of Lemma 4.1 is
then slightly different. From (4.2) we deduce as previously (4.9), so that
∂2v1 ∈L2
(
0,pi; L2(0,1))(6.2)
as well as (4.5). From (4.6) and (6.2) we get
v2 ∈L2
(
0,pi; L2(0,1))(6.3)
and from (4.5) and (6.3) we have classically
v2 ∈L2
(
0,pi; H 2(0,1))
so that the traces
v2(·,0) ∈L2(0,pi),(6.4)
∂2v2(·,0) ∈L2(0,pi)(6.5)
make sense, allowing us to handle (6.1).
The above result (6.5) permits us to consider also:
〈f, v〉 =
pi∫
0
f5(x1)∂2v2(x1,0)dx1,(6.6)
but in that case the scaling is
uε1 =
1
δ3
u˜δ1,(6.7)
uε2 =
1
δ4
u˜δ2(6.8)
instead of (3.5), (3.6).
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6.2. The case of Examples 2.4 and 2.5. An open problem
Let us consider:
〈f, v〉 =
∫
Ω
f2v2 dx(6.9)
with f2 independent of x2 to simplify (this point is not essential). After passing to y, we have
the functional ∫
Ω0
f2(y1)v2(y1, y2)dy1 dy2.(6.10)
We did not succed to prove the analogous of Lemma 4.1 in this case. Netherless, it is easy to
prove that (6.10) is continuous on the subspace G˜0. Indeed, in this subspace there is the constraint
v2 = ∂2v1 and integrating in y2 on account that v1 vanishes for large y2 (at least for v in a dense
set of G˜0, see Lemma 5.2), (6.10) becomes
−
pi∫
0
f2(y1)v1(y1,0)dy1(6.11)
which is of the form of the right-hand side of (3.9). This is sufficient to solve rigorously the limit
problem, but not for proving the convergence δ→ 0 to it (see Remark 4.2 and te process to prove
(5.8)). The case of Example 2.5 is analogous. It should be pointed out that these limit problems
were solved in [5], Sections 5 and 6 using separation of variables.
6.3. Analyticity of solutions of the limit problem
The limit problem P˜0 was solved explicitly in [5] using a separation of variables procedure. In
fact, writing:
u2 = ∂2u1, v2 = ∂2v1(6.12)
in (4.12) the form a0 becomes:
a0(u, v)=
∫
Ω0
[
(∂1u1)(∂1v1)+
(
∂32u1
)(
∂32v1
)]
dy(6.13)
so that the equation is (−∂21 − ∂62 )u1 = 0 on Ω0
with the boundary conditions
u1(0, y2)= u1(pi, y2)= 0(6.14)
and non-homogeneous boundary conditions on y2 = 0. The solution (see [5], formulas (5.10),
(5.11)) takes the form
u1(y1, y2)=
∞∑
1
cn(y2) sinny1,(6.15)
where cn is the sum of three exponentially decreasing functions of ny2. It is then easily seen
that u1 (and then u2) is a real analytic function with respect to y1 (for instance, this follows
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from uniform convergence for fixed y2 > 0 in an extended complex domain). As u does not
vanish identically, it follows from analytic continuation that support u intersects any segment
x1 = const., x1 ∈ (0,pi).
This property is related to propagation of singularities of the problem P0 in (x1, x2) along
the characteristics. Indeed, if the prescribed loading f3(x1) has a support S strictly contained
in (0,pi) , the leading term of the boundary layer does not vanish out of S , but fills the whole
interval (0,pi).
In the case of an internal layer (see Example 2.5 or [5], Sect. 6) this property accounts for the
propagation of singularities. Nevertheless, we see that it is a more general phenomenon, which
holds true even for genuine boundary layers.
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