Abstract-Electromechanical modes are inherent to any interconnected power systems which provide a measure of the smallsignal stability margin of the system. A number of algorithms have been developed for the estimation of these modes using synchrophasor measurements. However, most of these algorithms are not designed to operate in the presence of forced oscillations (FO). These FOs are results of periodic rogue input driving the system. When FOs are present, estimates of system modes can be biased depending on the frequency and the amplitude of the FOs. To tackle this problem, a new algorithm is proposed in this paper to estimate system modes in the presence of FOs. In the proposed method, the over-determined modified Yule-Walker method which is used to estimate autoregressive coefficients of an autoregressive moving average ( 
I. INTRODUCTION

P
OWER systems consist of a sophisticated network of transmission lines inter-connecting different generators and loads spread over a wide area. These interconnections, while improving system reliability, increase complexity level of the system giving rise to their own set of challenges, electromechanical oscillations being one [1] . These oscillations are the natural response of power systems associated with system modes, which contain information on the small-signal stability margin of the system. Mathematically, these modes are given by the eigenvalues of the system state matrix and are characterized by frequency and damping ratio. For a system to have a reasonable small-signal stability margin, damping ratio of all the system modes must be greater than some value, typically 3-5% [2] . A system event such as a critical line or generator trip can cause a decrease in the damping ratio of a system mode indicating that the system moved toward a less stable region, as was observed in the 1996 western grid outage [3] . Thus, continuous monitoring of these modes can provide critical information on the system stability margin and can help thwart an impending system outage by enabling a timely action. A number of algorithms have been developed for estimating system modes using PMU (phasor measurement units) measurements under ambient conditions, some of which are described in [2] , [4] - [6] . These algorithms are designed to operate in the presence of ambient noise only and hence can result in biased mode estimates when a forced oscillation (FO) is also present, depending on the frequency and the amplitude of the FOs [7] , giving inaccurate information on the system stability margin. Besides, the mode-meter algorithms can incorrectly report FO as an undamped oscillatory mode. Thus, it becomes necessary to incorporate the presence of FOs in the mode-estimation algorithms that can provide accurate estimates of system modes. These FOs are the result of rogue input driving the system. Some of the sources of FOs are cyclic loads, slow driven diesel generators, etc. described in [8] - [11] .
In [4] , [5] , ambient noise is modeled as output of an autoregressive (AR) and auto-regressive moving-average (ARMA) model respectively. However as the outputs of AR and ARMA models are stochastic processes, these models cannot be effectively fit to measurements containing deterministic signals such as FOs. To deal with this, [12] proposed least squares-ARMA+S (LS-ARMA+S) method to estimate system modes which incorporates the presence of FOs by introducing a deterministic input component to the ARMA model leading to an ARMA+S model. However, the algorithm proposed in [12] further requires the estimates of the start and the end time of FOs. Though these estimates can be obtained using the algorithm described in [13] , the algorithm may not work well for some cases such as for a low-amplitude FOs or when FOs are present intermittently in the signal, thereby affecting the performance of the LS-ARMA+S method. Taking this into consideration, a new method is proposed in this paper to estimate the system modes in the presence of FOs that can also work for scenarios where it can be difficult to obtain accurate estimates of the start and the end time of FOs. In the proposed method, over-determined modified YuleWalker (OMYW) method based on an ARMA signal model, which estimates system modes under ambient conditions, is extended to an ARMA with exogenous input (ARMAX) model that incorporates the presence of deterministic FOs. Two versions of the proposed method are included in this paper. The first version referred to as YW-ARMA+S1 requires an estimated duration of FOs present in the signal, which is computed using the algorithm described in [13] . It will be seen in Section IV that this method is less sensitive to the accuracy of the estimate of the duration of FOs than the LS-ARMA+S method is to the estimates of the start and the end time of FOs. The second version, referred to as YW-ARMA+S2, is obtained by approximating the first version of the proposed method and does not require any information on the duration of FOs present in the signal. While both versions of the proposed method perform better than the methods that do not incorporate the presence of FOs, the performance is similar to the LS-ARMA+S method when the FO is present in the signal continuously. However, both versions of the proposed method outperform LS-ARMA+S method for the case when FOs are present intermittently.
The rest of the paper is organized as follows. Section II describes modeling of the output measurements that consist of FOs embedded in the ambient noise. The formulation of the proposed method is presented in Section III. The effectiveness of the proposed method is validated and compared with other methods using simulated and real-world data for different cases in Section IV. Section V concludes the paper.
II. MODELING OF POWER SYSTEMS
Under ambient condition, power systems can be represented by an ARMA model as described in [5] for estimating system modes using PMU measurements. However, ARMA model that represents stochastic processes cannot be used to represent output measurements that consist of deterministic signal embedded in the random ambient noise. Thus, an ARMAX model shown in Fig. 1 , also used in [14] , is used in this new method to incorporate the presence of deterministic FOs in the ambient noise measurements.
The PMU measurements, {y [k] } N k =1 , represented as an output of an ARMAX model is given by
where e[k] is the input noise that represents an equivalent of the random load variations that continuously drive the system, s [k] is the forced input and k is the discrete time index. The input noise is represented by zero-mean white noise.
is the unit delay operator such that
III. PROPOSED METHOD
In the proposed method, the OMYW method is extended to an ARMAX model to estimate electromechanical modes. Similar to the YW-ARMA method, the initial step is to derive the formulation of the auto-covariance function (ACVF) of the output of the ARMAX signal model and then use the ACVF structure of the output signal to estimate the AR coefficients. Before the derivation, a few terms are introduced.
r The ensemble average of a signal is given by
where E denotes the expectation of a variable.
r The classical ACVF of a signal between the k-th and (k − l)-th discrete time indices is given by [15] 
r The large sample ACVF of a signal is given by
for large N . For practical applications, the ACVF sequences are not available and have to be estimated as [15] :
where N (l) = N for the biased ACVF estimate and N (l) = N − l for the unbiased ACVF estimate. For deriving the proposed method, an ARMAX model of order (n a , n b , n c ) is considered and the periodic forced input, s [k] , is given by a sum of sinusoids [12] ,
where ω i , X i and φ i are the frequency (in radians/sample), the amplitude and the phase of the i-th component of the forced input and M is the number of components of FOs. For implementing the Yule-Walker methods, it is required that the ACVF of the output measurements be a funtion of lag only. The classical ACVF, which is used in the OMYW method for ARMA signal model [15] , is a function of discrete-time index for ARMAX signal as given by (23) in Appendix A, and hence cannot be used in the proposed method. However, the large sample ACVF of the signal, derived in Appendix A and given by (26), for l > n c , where m is the duration of the FO present in the signal, is a function of lag only and is used in the proposed method. This large sample ACVF is estimated byR using (5). In (26), we assume that the frequency of the FO is known. However, ∠A (ω i ) = θ A,i is unknown, making (26) non-linear in terms of unknowns. In order to estimate AR coefficients without any iterative approach, it is required that (26) be linear. This is achieved by re-writing (26) as
which gives the ACVF of the ARMAX signal for l > n c , where
and
To estimate the AR coefficients, (7) is represented in a matrix form for different value of lags from l = n c + 1 to n c + L as follows
where denotes Hadamard product, L > n a for solving an overdetermined set of equations, r is an
Equation (8) is a least squares problem, the solution of which is given byθ
where ' †' denotes the pseudo-inverse of a matrix. This gives the first version of the proposed method, YW-ARMA+S1, which requires information on the duration of FOs.
To derive the second version of the proposed method, it is to be noted that solving (8) requires ACVF estimates only over a short range of lags, L. For practical applications, L is chosen between 50 to 150 samples (10-30 seconds) such that sufficient information is captured of the system modes from the signal ACVF sequences. For such a short range of lags,
can be approximated to be a constant, given by m N , for l N . Different simulation scenarios were considered to analyze the effect of the approximation on the mode estimates and, as will be later demonstrated in the result section, the effect of the approximation was minimal on the system mode estimates. Hence, (7) can be written as
where the term m/N is merged into X c i and X s i . Thus, the AR parameters now can be estimated by solving
the least squares solution of which is given bŷ
This gives the second version of the proposed method, YW-ARMA+S2, which does not require duration of FOs. FOs in a system can be present intermittently in a signal. The second version of the proposed method, YW-ARMA+S2, can estimate modes even under such situation. The ACVF of the ARMAX signal when an FO is present intermittently is given by (33) in Appendix A. Again, using our assumption that the duration of the sinusoids are sufficiently large as compared to l, X and φ can be considered to be constant over short range of lags and (33) can be expressed as (10) . Thus, using YW-ARMA+S2 method, system modes can be estimated using same set of equations for both continuously and intermittently present FOs.
Once the coefficients of polynomial A(q −1 ) are estimated, the estimates of electromechanical modes in discrete-time domain are given by the roots, z i , of the polynomial. The continuoustime mode estimates are then given by
where f s is the sampling frequency. The steps for implementing the proposed methods can be summarized as follows:
r Acquire PMU measurements, and pre-process them as required which can include interpolating missing data, removing outliers, filtering, downsampling, etc.
r Obtain the estimates of the frequencies of FOs using [16] and the start and the end time of FOs using [13] r Calculate the large sample ACVF estimates using (5) r Estimate the unknown coefficients of polynomial A(q −1 ) using (9) for YW-ARMA+S1 and using (12) for YW-ARMA+S2 r Calculate the roots of the polynomial A(q −1 ) and then calculate the system modes using (13) .
IV. RESULTS AND DISCUSSIONS
The performance of the proposed methods were analyzed and compared with the LS-ARMA+S and YW-ARMA methods using both simulated data and real-world measured data. Simulated data helped analyze the statistical performance of the algorithms by running Monte-Carlo trials, random quantity being the unique set of random load variations that excited the system. The real-world measured data helped demonstrate the practical applicability of these methods.
Simulated data was generated using the minniWECC model [17] , and the real-world data was collected from the Eastern Interconnection (EI) in 2007. Frequency measurements, obtained by taking time derivative of the difference of the voltage angle at two different buses, were used for both simulated and real-world data. The reporting time of the EI data was 30 samples/sec. The simulated data were also generated at the rate of 30 samples/sec to reflect a typical PMU setting. For modal analysis, frequency of interest ranges from 0.1 to 2 Hz for which data rate of 5 samples/sec suffices, based on the Nyquist criteria [4] . This also saves computational time as described in [4] . Thus, both simulated and real-world data were decimated from their respective reporting rates to 5 samples/sec using approach similar to that described in [4] . In addition, the real-world data can contain missing data or outliers. For this, the corrupted data, such as outliers, were removed, and short periods of the removed and the missing data were replaced by new interpolated data, which is a standard approach to deal with missing and corrupted data [4] .
A. Results Using Simulated Data
The minniWECC model is a reduced order dynamic model of the WECC system, the details of which can be found in [17] . The model has 33 electromechanical modes, out of which the mode of interest for the results presented in this paper is NS-A mode having a frequency of 0.218 Hz and a damping ratio of 7.47%. Forced input is represented by a limit cycle, a square waveform, added to the mechanical power input to one source generator. Amplitude of the FO was varied based on different values of output signal-to-noise ratio (SNR) calculated at the frequency of the fundamental component of the FO. The frequency of the FO was chosen close to that of the NS-A mode, and hence the performance of the methods were analyzed for the estimate of the NS-A mode.
The total signal duration was 75 minutes and the FO was present for 25 minutes. A 20-minute data block was used to get each estimate and the data window was updated every 15 seconds. The results for the data analysis window at t = 0 used portion of the signal from t = −20 to 0 minutes and so on. The average value and the standard deviation of the estimates of the frequency and the damping ratio of the modes were obtained over 53.75 minutes of data analysis window by using the proposed and the other methods as the FO entered and left the data analysis window. The model order selected were n a = 16, n b = 14 and n c = 46 for LS-ARMA+S and n a = 14, n b = 12 and L = 108 for YW-ARMA and both the proposed methods. As the LS-ARMA+S and Yule-Walker methods use different approach to solve a common problem, using same set of parameters can favor one algorithm more than the other. Thus, to ensure a fair comparison, the parameters selected were algorithm specific. The performance was similar for a range of orders, which is common for LS and YW methods [18] . The value of L was changed to 148 for the proposed methods when an FO was detected to get an improved estimate of the FO parameters. This is because the amount of information that can be extracted for FOs present in a signal can be increased by increasing the value of L as the ACVF of a sinusoid does not decay as quickly as the ACVF of the ambient noise associated with system modes, as long as the sinusoid has sufficient duration.
In this paper, to assess overall performance of the mode estimation methods for real world application and to fairly compare their performance, only synchrophasor measurements were provided. From the earlier descriptions of the mode estimation algorithms, LS-ARMA+S requires estimates of FO frequencies, start times, end times, while YW-ARMA+S1 requires estimates of FO frequencies and durations and YW-ARMA+S2 requires only estimates of FO frequencies. The FO frequencies were estimated from the synchrophasor measurements using the algorithm in [16] . The FO starting and ending times were estimated from the synchrophasor measurements using the time localization algorithm in [13] . The FO detector was implemented using multiple detection windows having detection window length of 1 minute to 21.25 minutes. Also, analyzing results for the YW-ARMA+S methods, it was observed that for a false detection of FOs, the algorithms resulted in a small value of amplitude of the detected FOs with value close to zero, and had negligibly small impact on the performance of the mode estimation algorithms which was also illustrated in [12] for LS-ARMA+S method. Since the LS-ARMA+S and the proposed methods are robust to a false detection of FOs, a comparatively large value of probability of a false alarm, 0.01, was chosen to detect FOs. Fig. 2(a) shows the signal for one of the trials for the first case with a low-amplitude FOs having an SNR of 20 dB and frequency of 0.208 Hz. Here, as the SNR was calculated using the component of the ambient noise spectrum only at the fundamental component of the FO, the SNR of 20 dB resulted in a low amplitude FOs. The FO was present in the signal from t = 3.75 to t = 28.75 minutes as shown by vertical dashed lines in Fig. 2(a) . As the length of the data analysis window was 20 minutes, the FO was present in the data analysis window until t = 48.75 for the data analysis window. The FO was present for the entire duration from t = 23.75 to t = 28.75 minutes of the data analysis window. Fig. 2(b)-2(e) show the average and the standard deviation of the estimates obtained over 53.75 minutes of the data analysis window. As seen in these results, YW-ARMA gave highly biased estimates in the presence of FOs due to the model mismatch. However, this was not the case with the methods that incorporated the presence of FOs. The mean of the damping ratio estimates obtained using the proposed methods and LS-ARMA+S were close to the true value. The estimates were further less biased for the proposed methods as compared to the LS-ARMA+S method although with a slightly increased variance. For cases when the FO detector failed to detect the presence of FOs, as FOs were leaving the data analysis window from t = 38 to 48.75 minutes, the estimates of both frequency and damping ratio became biased, which was expected.
The second case analyzes the performance of the proposed methods for the case with signal containing a high amplitude FOs having an SNR of 40 dB and frequency of 0.168 Hz, 0.05 Hz from the NS-A mode. An example of the signal for this case for one of the trials is shown in Fig. 3(a) . Here also, the FO was present in the data analysis window from t = 3.75 to 48.75 minutes. Results shown in Fig. 3(b)-3 (e) are similar to that for the first case except that the estimates of the damping ratio obtained using the YW-ARMA+S2 were slightly more biased than that obtained using LS-ARMA+S and YW-ARMA+S1 methods. However the difference was slight and the effect of the approximation reduced as the FO duration in the data analysis window increased. Again, YW-ARMA+S2 has an advantage of not requiring estimates of the duration of FOs, which can be useful for cases such as intermittently present FOs where it can be difficult to obtain accurate estimates of the start and the end time of FOs. For the case when the FO was not detected, the proposed methods gave biased estimates, which was again expected. Overall, the proposed methods gave consistent estimates under both ambient conditions and when the FO was present for both the cases, thereby validating the effectiveness of the proposed methods.
The second set of results analyzed the statistical performance of the proposed methods in the presence of intermittent FOs. These intermittent FOc can occur in the system under certain operating conditions like continuously changing power output of wind farms. The amplitude of the FO was chosen such that the SNR of the FO was 25 dB, and the initial phase of the two sets of FO were π/3 and π/5. The frequency of the FO was 0.1982 Hz, close to the NS-A mode. Different cases were considered based on the gap between the two FOs, the result for which is summarized in Table I based on 1000 MonteCarlo trials. As already seen in the results for previous cases, the frequency estimates are reasonably accurate for all methods including YW-ARMA method that do not incorporate the presence of FOs. Hence, results are presented only for damping ratio estimates. An example of the signal for one of the trials for the case with d = 6 minutes is shown in Fig. 4 . From results, it can be seen that as the gap between the two FOs increased, bias of the estimates of the damping ratio obtained using LS-ARMA+S method also increased. This was the case because the algorithm used to estimate the start and the end time of the FO is designed for continuously present FOs, and thus resulted in inaccurate estimates when the FO was present intermittently. This was not the case with both versions of the proposed method. Although YW-ARMA+S1 uses estimates of the duration of FOs, the method is less sensitive to these estimates as compared to the LS-ARMA+S method as previously mentioned.
The computational complexity of the proposed methods were also analyzed to examine their applicability for real-time operations. The methods were implemented on a Dell-Precision T1650 desktop having a 64-bit Intel(R) Core(TM)i7-6700 @ 3.41 GHz processor and 32 GB of RAM. The average algorithm implementation time for mode-estimation algorithms, calculated over 200 Monte-Carlo trials, for both the methods were much lower (5X lower) than that for LS-ARMA+S method and required less than 0.006 seconds for analyzing 20 minutes of data making them suitable for real-time applications.
B. Results Using PMU Measurements
The proposed methods were implemented on the real-world data collected from the WECC in 2009 shown in Fig. 5(a) . Due to the confidentiality requirement, only the year and the system from where the measurements were taken are mentioned. Data were pre-processed as mentioned earlier. This signal contained very low-amplitude FOs, the detection result for which is shown in Fig. 5(b) with the blue dotted line near 0.4 Hz. A 15 minute data-block was used to obtain results. The model orders selected were n a = 28, n b = 12 and n α = 65 for LS-ARMA and n a = 28, n b = 12 and L = 65 for YW-ARMA, YW-ARMA+S1 and YW-ARMA+S2. For the case when the FO was detected, L was changed to 100 for YW-ARMA+S1 and YW-ARMA+S2. Fig. 5(b) and 5(c) show the point-estimates of the frequency and the damping ratio of the mode, which was closest to the frequency of the FO equal to 0.4 Hz. Even though the FO started appearing in the frequency domain of the data analysis window at t = 16 minutes, it was of very small amplitude and remained undetected until t = 36.5 minutes. With FOs present in the data analysis window, frequency estimates obtained using YW-ARMA were biased and so were other methods that incorporated the presence of FOs when the FO was not detected. The damping ratio estimates obtained using the YW-ARMA method were biased toward zero damping ratio in the presence of FOs giving a false indication that the system contained a lightly damped mode. This was not the case with the methods that incorporated the presence of FOs. Once the presence of the FO was detected, the estimates obtained using the proposed and LS-ARMA+S methods were consistent with that obtained under ambient conditions. This result validates the effectiveness of the proposed methods for real world applications.
V. CONCLUSION
The results obtained using both simulated and measured data validate the effectiveness of the proposed methods. From results, it can be concluded that the performance of the proposed methods is comparable to the LS-ARMA+S method for cases when FO is continuously present in the signal and that the proposed methods perform better than the LS-ARMA+S method in the presence of intermittent FOs. From results obtained for intermittently present FOs, it can be seen that the YW-ARMA+S1 method is less sensitive to the estimates of the duration of FOs as compared to that LS-ARMA+S method is to the estimates of the start and the end time of the FOs. For all cases, YW-ARMA+S2 performed comparable to the YW-ARMA+S1 method even though not requiring any information on the duration of the FOs, which is an added advantage as it requires less information. Thus, the two methods proposed in this paper can be used for mode estimation in the presence of both continuous and intermittent FOs for real-time operations.
APPENDIX A LARGE SAMPLE ACVF OF ARMAX SIGNAL
In this section, formulation for the large sample ACVF is derived for the ARMAX signal considered in this paper. Using (1), the ensemble average of the output measurement is given by
As e[k] is a zero-mean signal and s [k] is the deterministic signal, we get
where s o [k] is the steady-state response of the system to the periodic forced input and is given by
where θ B ,i = ∠B (ω i ) and θ A,i = ∠A (ω i ). Equation (1) can be written as [15] ,
Re-arranging and multiplying both sides of (17) by y[k − l] and taking expectation gives
Using (15), (18) becomes
Now, the steady-state output of the filter B(q −1 ) with s[k] as an input is given by:
Using (6), (16) and (20),
Using the properties of white noise, we have
for l > n c . Thus, using (3), (21) and (22), (19) becomes
for l > n c . Using (4) and (23), the large sample ACVF of the ARMAX signal is given by
Equation (24) holds true when the FO is present for the entire duration of the signal. However, this is not always the case. Let's assume that FO is present from k = N 1 + 1 to k = N 2 such that the duration of the sinusoid, m, is N 2 − N 1 , then
for k = 1 to N 1 + l and from k = N 2 + 1 to N . Using the property that the summation of a sinusoid signal over a sufficiently large number of samples, m, can be approximated to zero, (24) simplifies to
Equation (25) can further be simplified as
which gives large sample ACVF of the ARMAX signal for l > n c .
FO Present Intermittently in a Signal
Equation (26) gives ACVF of the ARMAX signal for the case when an FO is continuously present in a signal. However, FOs in a system can be present intermittently. Let us assume that an FO represented by a sinusoid with frequency ω o is present from N 1 + 1 to N 2 with amplitude X 1 and phase φ 1 , and then from N 3 + 1 to N 4 with amplitude X 2 and phase φ 2 such that N 3 = N 2 + d, where d is the number of samples between the two sinusoids, and the FO durations are m 1 = N 2 − N 1 and m 2 = N 4 − N 3 . Then, the output measurement is given by
As derived earlier, the large sample ACVF of the signal with intermittently present FO is given by:
for l > n c . As the second sinusoid is present only after the first sinusoid has ended,
The large sample ACVF between the 2 sinusoids is nonzero only when 
Hence, combining (28), (29) and (30), the large sample ACVF of the signal is given by:
for l > n c . In (31), the part of ACVF corresponding to that between two sinusoids, given by (30), will be negligibly small if (l − d) is much smaller than (N − l). For the case, (l − d) is comparatively large, the second term in (30), which is the sum of a sinusoid over different values of k, can be approximated to zero. Thus, (31) can be approximated by
for l > n c . As the sum of sinusoids having same frequency and different amplitude and phase is also a sinusoid of the same frequency with a new amplitude and phase [19] , (32) can be written as: 
