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  Digital Fringe Profilometry Based On Triangular Fringe Patterns 
and Spatial Shift Estimation 
 
Pu Cao, Jiangtao Xi*, Yanguang Yu and Qinghua Guo 
School of Electrical, Computer and Telecommunications Engineering 
University of Wollongong, Wollongong, NSW2522, Australia 
ABSTRACT 
In this paper, we present a new approach for the 3D measurement using digital fringe projection.  Instead of sinusoidal 
fringe patterns and the traditional phase shift detection, the proposed technique makes use of triangular patterns and the 
spatial shift estimation for extract the 3D shape.  The proposed technique is advantageous not only by improved 
immunization to nonlinear distortion associated with digital projections, but also reduced computational burden for its 
implementation.  Theoretical analysis and experimental results are also presented to confirm the effectiveness of the 
proposed technique.      
Keywords: fringe pattern profilometry, 3D measurement, digital fringe projection 
 
1. Introduction: 
In recent years, optical noncontact three-dimension (3D) profile measurement has attracted increasing research 
efforts due to many potential applications.  Among other approaches, the Fringe Pattern Profilometry (FPP) based on 
Digital Fringe Projection (DFP) has been proven to be one of the most promising techniques due to the advantages of 
simple system structure, flexible fringe pattern generation and high accuracy. 
Figure 1 shows the system structure of a DFP based FPP, consisting of a digital video projector, a CCD camera and a 
reference plane.  A frame of image with a particular fringe pattern produced by the digital projector is casted onto the 
reference plane, and then onto the surface of the object when the reference plane is removed.  The light reflected from 
the reference plane and the object surface are captured by the CCD camera, with the later being a deformed version of 
the former due to the variance of the height of the object surface.  The deformed fringe pattern carries the information 
of surface shape, and 3D profile of the object can be retrieved from the two fringe patterns.   
 
 
Figure 1. Schematic diagram of FPP system. 
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A number of FPP approaches have been introduced.  The most widely used methods are on the basis of phase 
detection (PD) or phase difference detection (PDD) [1-6].  In these approaches, the deformed fringe pattern is 
considered as the result of phase modulation of the original fringe pattern, and hence detection of phase maps from 
original and deformed fringe patterns enables the retrieval of the 3D shape.  However, PDD approaches also suffer from 
a number of disadvantages.  A major problem is the influence of nonlinear distortions inherent to digital video 
projection [7, 8].  Such distortions make it difficult for the original fringe patterns to be either sinusoidal or ideal 
periodic, which are required by PDD based approaches.  As an effort to solve the problem, Hu, et al. [9] proposed an 
approach referred to as Spatial Shift Estimation (SSE) profilometry, which instead of detecting the phase difference 
between the phase maps, is based on the estimation of spatial shift for corresponding pixels on the two fringe patterns.   
Compared to PDD based approaches, SSE techniques are advantageous in that non-sinusoidal fringe patterns can be 
employed, and that they do not suffer from the nonlinear distortion associated with the digital fringe projection.  
However, these advantages are not fully exploited, as the fringe patterns are usually sinusoidal in the existing work on 
SSE [9, 10, 11].  Although the influence of nonlinear distortions can be remedied, computational burden associated 
with the reported work on SSE is still rather heavy.   
In this paper, we will investigate the use of non-sinusoidal fringe patterns with the aim to improve the efficiency in 
terms of computation.  In particular, we propose to employ triangular patterns which will lead to significant reduction in 
computation burden in contrast to other commonly used ones, such as sinusoidal fringe patterns. 
This paper is organized as follows.  In Section 2 we firstly present a brief description of conventional PDD and SSE 
based FPP, including working principles, system structures and relevant algorithms.  Shortcomings and limitation 
associated with the use of sinusoidal fringe patterns are discussed in Section 3.  In Section 4 we introduce a triangular 
fringe pattern instead of sinusoidal based on theoretic analysis.  Experiment results are presented in Section 5 which to 
verify the effectiveness and advantages of the triangular fringe patterns.  Section 6 concludes the paper. 
2. Problem Statement 
2.1. Principle of Triangulation    
Operation of FPP is based on the triangulation principle described as follows.  As the image projected has a fringe 
structure, without loss of generality we assume that light intensity varies periodically alone x direction, while keeping 
constant along y direction, as shown in Figure 1.  Hence we can use ( )s x  and ( )d x  to denote the variance of light 
intensity of the fringe pattern on the reference plane and object surface respectively.  We will use )(xh  to denote the 
height distribution of the object surface along x-coordinate.  We also assume that the reference plane and the object 
surface have the same reflective characteristics. 
Let us consider what happens when a beam of light is projected onto the point D on the object.  From Figure 1, we 
can see when the object is removed, the same light beam (hence with the same intensity) should be projected onto point 
H on the reference surface, which is reflected back to the camera through point C.  As the triangles  HEE Pc  and 
CDH  are similar, we are able to obtain the following relationship to determine the height of object at dx : 
                                      0
0
( )d
l C Dh x
d
=  (1) 
Note that dx  denotes the coordination of point D.  )( dxh  denotes the distance between points C and the 
reference plane.  CD  is the distance between points C and D. The above relationship is the foundation for FPP. 
2.2. PDD-based Profilometry 
Phase Difference Detection (PDD) is a class of widely used approaches for FPP.  With PDD, the fringe patterns 
projected are sinusoidal or periodic, which can be expressed as follows [1, 2]: 
                  0
0
( ) cos(2 )k k
k
s x b kf xπ ψ
+∞
=
= +∑    (2)             
and the deformed fringe pattern reflected from the object surface is: 
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               0
0
( ) cos(2 ( ) )k k k
k
d x b kf x xπ φ ψ
+∞
=
= + +∑  (3) 
In the above expressions, 0f  is the spatial frequency of the fundamental component in the fringe patterns, and kb  
is the amplitude of the k-th order harmonic component.  kψ  is the initial phase of the k-th order harmonic component.  
( )k xφ  denotes the phase difference between the k-th order harmonic components of these two fringe patterns, that is, 
the phase shift between C and D can be determined by the spatial distance CD , that is [1, 2]: 
                  0 0( ) 2 2 ( )k x kf CD k f CD k xφ π π φ= = ⋅ = ⋅  (4) 
where 0( ) 2x f CDφ π=  is the phase shift of the fundamental component.     
    Substituting Equation (4) to Equation (1) we have: 








=  (5) 
Equation (5) shows that as long as ( )xφ  can be detected, we are able to calculate the height distribution ( )h x of the 
object surface.  This is the foundation of all PDD based approaches. 
A number of fringe pattern analysis methods have been developed to detect ( )xφ  , such as Fourier Transform 
Profilometry (FTP) [3], Phase Shifting Profilometry (PSP), Phase Measuring Profilometry (PMP) [4, 5, 6], Modulation 
Measurement Profilometry (MMP) [12], Spatial Phase Detection (SPD) [13, 14], Phase Lock Loop (PLL) profilometry 
[15], Moiré Technique (MT) [16], colour-coded fringe projection [17, 18] and other methods [19, 20]. 
2.3. Nonlinear Distortions associated with Digital Projection 
As mentioned above, all PDD based approaches require projection of sinusoidal or periodic fringe patterns.  
However, in practice, it is hard to meet this requirement due to the undesired factors inherent to digital projection.  A 
major problem is the nonlinear projection luminous response, referred to as Gamma distortion [7, 8], which is introduced 
by visual display systems in order to enhance human perception of the sensation of lightness.  The distortion can be 
modelled as follows [7, 8]: 
                          ( ) ( )w x v x γ=     for   [0,1]u∈   (6) 
where ( )v x  is the image intensity function delivered to projector, and ( )w x  is the actual output image intensity 
distribution.  γ  is a fractional number within 1 3γ< < .  Obviously, even if a pure sinusoidal fringe pattern is 
delivered to the projector, the resulting one will no longer be a sinusoidal due the influence of Gamma distortion.  
In order to overcome the nonlinear distortion, a number of methods have been proposed.  Guo, et al. [21] proposed 
a method which approximates the gamma value using iterative statistical analysis of digital fringe patterns.  However, it 
does not work if the single parameter model in Eq. (6) is not able to accurately describe the distortion, which always 
happens in practice.  Baker, et al. [8] introduced a defocus method to deal the gamma distortion, where the high order 
harmonic waveforms are filtered out by means of defocusing the projector thus no additional computation for correction 
or compensation is required.  However, the requirement to adjust parameter for gamma modeling and defocusing is 
complex.   Zhang, et al. [22] also proposed a phase error compensation method by using a lookup table (LUT) to store 
and compensate the phase error.  This method does not employ a mathematical model, which is suitable for non-
analytical situations.  However, the result of this compensation method is unstable since it only computes the gamma at 
center of projected image.  The accuracy of the method is depended by the length of LUT. Hence it is time-consuming 
for high accuracy compensation.  Zhang and Yau [23] then presented another LUT-based method which requires no 
pre-computing of the gamma.  However, the accuracy of the results is still depends on the length of LUT.  Pan, et al. 
[24] introduced an iterative phase compensation algorithm based on the theoretical analysis of the phase error.  This 
method works well for gamma compensation, but it is vulnerable to the influence caused by other factors, such as 
background brightness and reflectivity of reference plane.  Liu, et al. [25] developed a complicated gamma model to 
increase the accuracy of compensation, while the computing time is also increased. 
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As an effort to combat the distortion problem, Hu, et al. proposed a class of approaches called Spatial Shift 
Estimation (SSE) profilometry [9].  The idea of SSE based approaches is rather simple and straight forward.  Let us 
look at Figure 1 again. As dx  and cx  are the points on ( )d x  and ( )s x  with the same light intensity, that is 
( ) ( )d cd x s x= , we have: 
                          ( ) ( ( ))d d dd x s x u x= −                                      (7) 
where ( )d d cu x CD x x= = − , which is the spatial shift between dx  and cx .  As the above derivation is valid for 
all values of dx  and cx , dx  can be replaced by x , yielding the following: 
                                  ( ) ( ( ))d x s x u x= −     (8) 
Hence Eq. (1) can be expressed as: 





xh =        (9) 
Equations (8) and (9) provide a straight forward way to measure the 3D profile of the object surface.   For every 
pixel on ( )d x , we will locate the corresponding pixel on ( )s x  with the same intensity (i.e. ( ) ( ( ))d x s x u x= − ), 
and then we work out the spatial distance between the two points (i.e., ( )u x ) .  The height of the object at the location 
of x can be determined by Equation (9).  By repeating the procedure for all pixels on ( )d x  (including all the y 
values), 3D profile of the object surface can be obtained.   
At discussed above, the key to reconstruct object surface using SSE is to obtain the shift distribution ( )u x  from 
( )d x  and ( )s x .  A number of approaches were proposed to achieve this [9, 10, 11].  Among these approaches, the 
one referred to as Inverse Function based Shift Estimation (IFSE) [11] is particularly interesting and briefed as follows. 
For a monotonic segment of ( )s x , there exists a function which is unique and the inverse function of ( )s x , that is: 
                                    [ ]
1 ( )s s x x− =
       (10) 
Applying this inverse function 1( )s v−  to the deformed signal ( )d x , we have: 
                         
1 1( ( )) { [ ( )]} ( )s d x s s x u x x u x− −= − = −        (11) 
Hence the shift distribution function ( )u x  can be retrieved by: 
                                    
1( ) ( ( ))u x x s d x−= −        (12) 
Now the key problem is to obtain the inverse function 1( )s v− .  A simple way is to employ the polynomial curve 
fitting, that is, employing a polynomial function ( )kf v  to approximate 1( )s v− .  As [ ]1 ( )s s x x− = , ( )kf v  can 
be determined by minimization of the following average square error (i.e., the curve fitting error): 
                                    2
1
1 [( ( ( )) ) ]
N
k k i i
i
e f s x x
N =
= −∑        (13) 
where N is the number of data samples, ( )kf v is the polynomial of order k, that is, 
1
1 1 0( ) ...
k k
k k kf v a v a v a v a
−
−= + + + + .  The accuracy of the above estimation depends on k and the characteristic of 
the inverse function, which then depends on that of ( )s x .  
The above spatial shift based approach has a great advantage.  The projected fringe patterns are no longer required 
to be sinusoidal or periodic, leading to an increased freedom for the selection of the fringe patterns.  Also, the approach 
does not suffer from the influence of nonlinear distortion.   
2.4. SSE-based Profilometry 
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Although SSE approaches provide more degrees of freedom in fringe pattern selection, in the existing work on SSE 
[9, 10, 11], sinusoidal fringe patterns are still employed.  The issue of choosing fringe patterns with the aim to achieve 
best efficiency and accuracy performance has remained an open issue. 
As a matter of fact, use of sinusoidal fringe pattern is never the best choice for IFSE based SSE approach.  As 
described above a straight forward method to obtain the inverse function of ( )s x  is data fitting by the following 
polynomial function of k-th order. The coefficients 0 1, , , ka a aL  , by the least square principle, can be determined by 
solving the equation below: 
 





1 1 1 1
1 2





N N N N
k
i i i i i
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L
 (14) 
where N is the number of data samples.  From Equation (14), it is clear that with the increase of k, there will be a 
significant increase in computational burden.  Hence in order to improve the efficiency in terms of computational 
burden, the polynomial should be as simple as possible, that is, its order as low as possible. 
In order to show the how the order of the polynomial is related to the shape of the fringes, we studied the sinusoidal 
fringe, and Figure 2 shows the monotonic part of a sinusoidal function, where the length of this segment is 100 pixels.  
We performed the data fitting on its inverse function with different degrees of polynomial.  Table 1 shows the 
relationship between the curve fitting error ke  and k, the degrees of polynomial used to fitting, which clearly show that 
the degree of the polynomial must be high enough to approximate the inverse function. 
 
Figure 2.  Selected monotonic interval of sinusoidal waveform 
 
k 1 2 3 4 5
ke  12.0773 12.0594 1.9247 1.9197 0.6070 
k 6 7 8 9 10
ke  0.6048 0.2633 0.2621 0.1373 0.1364 
Table 1: curving fitting error in different polynomial degree 
3. Limitations of sinusoidal fringe patterns for SSE-based profilometry 
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4. SSE-based profilometry using triangular fringe patterns 
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As γ  is typically a fractional value within the range 1 3γ< < , it is easy to evaluate the minimal degree of the 
polynomial for it to approximate the inverse function with a given error.   Figure 4 gives the results of numerical 
computation for the case when  2γ = . The x-axis is variable x, and y-axis is the results of [ ]( )ky f s x= .  When a 
perfect inverse function is employed, we should have [ ]( )ky f s x x= = , which is the solid line.  Using a 3rd order 
polynomial, the dashed line is obtained, which is very close to the solid line with a very small curve fitting error
0.0231ke = .  Hence a third order polynomial is enough to estimate the inverse function.  In contrast, when 
sinusoidal fringe patterns are utilized, a 10th order polynomial is required to yield the same curve fitting error.  Hence 
the triangular patterns are much better than the sinusoidal patterns.   
 
Figure 4.  Curve of inverse functions 
5. Simulation 
In this section, simulation was employed to test the performance of the proposed triangular fringe pattern.  A flat 
board with its height known as 10mm is simulated as the object surface.  The fringe images were than distorted using 




Figure 5.  The simulated fringe images 
Figure 5 gives the simulated fringe pattern images.  Figures 5 (a) and (b) show the sinusoidal fringe pattern on the 
reference plane and on the object surface respectively, and Figures 5 (c) and (d) are using the triangular fringe pattern. 
Figure 6 (a) shows the height distribution of cross section of the flat board at the central line.  In these figure, x label 
stands for the length of flat board (in pixels), and h label is the height (mm).  Note that the degree of the polynomial for 
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the inverse function is selected to be 3 (k=3).  Figures 6 (b) and (c) show the results using sinusoidal fringe in the cases 
of k=3 and 10 respectively. 
 
Retrieved Height Distribution using Triangular Fringe, k=3 
 
Retrieved Height Distribution using Sinusoidal Fringe, k=3 
 
Retrieved Height Distribution using Sinusoidal Fringe, k=10 
Figure 6.  Retrieved height distribution result (simulated board) 
 
The reconstructed 3D surface shape of the object is shown in Figure 7.  Figure 7 (a) is the result using triangular 
fringe in the cases of k=3.  The results which retrieved by using sinusoidal fringe with different polynomial degrees are 
also shown in Figures 7 (b) and (c) where the degrees are 3 and 10 respectively. 
 
 
(a) 3D Reconstruct Result using Triangular Fringe, k=3 
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(b) 3D Reconstruct Result using Sinusoidal Fringe, k=3 
 
(c) 3D Reconstruct Result using Sinusoidal Fringe, k=10 
Figure 7. 3D reconstruct results (simulated board) 
 
The error distribution of these reconstruct results is also calculated and shown in table 2: 
 






Fringe (k=3) 0.0494mm -0.0515mm 0.0007mm 
Sinusoidal 
Fringe (k=3) 1.1923mm -1.0033mm 0.2196mm 
Sinusoidal 
Fringe (k=10) 0.3633mm -0.3094mm 0.0084mm 
Table 2: error distribution of reconstruct results (simulated board) 
 
From the results above we can see that, with same polynomial degree, the triangular fringe performs much better than 
sinusoidal fringe.  Also for the same level of accuracy, the degree of polynomial associated with triangular fringe 
patterns can be much lower than that with the sinusoidal patterns.  The degree of the polynomial has significant impact 
on the efficiency of the 3D measurement in terms of computational burden and hence the time required.  For the 
examples studied above where the degrees of the polynomials for sinusoidal and triangular patterns are 10 and 3 
respectively, there will be a significant reduction in terms of computational burden with the proposed approach. 
6. Experiments and Results 
Experiments were also carried out in our laboratory to verify the validity of the proposed method.  The experimental 
setup is shown in Figure 8.  The digital projector used is HITACHI CP-X260, and camera is Duncan Tech MS3100.  
The digital camera is placed on top of the projector with a distance of 350 mm.  The distance between the camera lens 
and the reference plan is 1295 mm.   
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Retrieved Height Distribution using Sinusoidal Fringe, k=10 
Figure 10.  Retrieved height distribution result (board) 
 
We also give the results of height distribution which retrieved by using sinusoidal fringe with different polynomial 
degrees.  Figures 10 (b) and (c) show height distributions obtained for the cross section of the board, where the degree 
of the polynomials is 3 and 10 respectively.     
 
 
(a) 3D Reconstruct Result using Triangular Fringe, k=3 
 
(b) 3D Reconstruct Result using Sinusoidal Fringe, k=3 
 
(c) 3D Reconstruct Result using Sinusoidal Fringe, k=10 
Figure 11. 3D reconstruct results (board) 
 
The 3D surface shape of the object is also reconstructed shown using triangular patterns as described above and the 
results are shown in Figure 11 (a) where the degree of polynomial is 3.  For comparison, use of the sinusoidal patterns 
and polynomials of degree 3 and 10 are also depicted in Figures 11 (b) and (c).  Since the height of this board is already 
known. The error distribution of these reconstruct results is calculated and shown in table 3: 
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Fringe (k=3) 0.8290mm -0.7094mm 0.1407mm 
Sinusoidal 
Fringe (k=3) 1.4787mm -2.0044mm 0.6493mm 
Sinusoidal 
Fringe (k=10) 0.5456mm -0.7875mm 0.1627mm 
Table 3: error distribution of reconstruct results (board) 
It can be seen that using polynomials with the same degree 3, the proposed triangular patterns yield much higher 
accuracy, while in order to achieve the same accuracy, the degree of the polynomial must be much higher (i.e. 10) in 
contrast to that used for triangular patterns (i.e., 3). 
We also tested the proposed technique using another object which is a dome where the max height is 22.8mm.   In 
this experiment, the digital camera is still placed on top of the projector with a distance of 350 mm.  The distance 
between the camera lens and the reference plan is changed to 1195 mm.  Figure 12 shows the captured fringe patterns 
using sinusoidal fringe pattern (a) and triangular fringe pattern (b).  We have about 8 fringes, each covering 40 pixels.   
 
  
Figure 12.  Fringe patterns observed (dome) 
 
Figure 13 shows the height distribution obtained for the middle line in this dome. Figure 13 (a) is the result using 
triangular fringe pattern with polynomial degree k=3, and Figures 13 (b) and (c) gives the reconstructed object shape 
using sinusoidal fringe with polynomial degree k=3 and k=10 respectively.  From these results, it can be seen that only 
the degree of polynomial equals to 10 or above, the employment of sinusoidal pattern can achieve the same accuracy as 
using triangular pattern with polynomial degree k=3.  
 
Retrieved Height Distribution using Triangular Fringe, k=3 
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Retrieved Height Distribution using Sinusoidal Fringe, k=3 
 
Retrieved Height Distribution using Sinusoidal Fringe, k=10 
Figure 13.  Retrieved height distribution result (dome) 
 
Figure 14 gives the reconstructed 3D surface shape of the object.  Figure 14 (a) is the result using triangular fringe 




(a) 3D Reconstruct Result using Triangular Fringe, k=3 
 
(b) 3D Reconstruct Result using Sinusoidal Fringe, k=3 
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(c) 3D Reconstruct Result using Sinusoidal Fringe, k=10 
Figure 14. 3D reconstruct results (dome) 
 
From the results above we can still see the triangular fringe performs much better than sinusoidal fringe with same 
polynomial degree and for the same level of accuracy, the degree of polynomial associated with triangular fringe patterns 
can be much lower than that with the sinusoidal patterns.  These experimental results successfully verified the 
efficiency of the proposed method. 
7. Conclusion 
In this paper, we demonstrated a new approach for implementing FPP, where the fringe patterns are triangular and 
the height distribution is calculated based on spatial shift estimation using inverse functions.  In contrast to the phase 
detection based technique using sinusoidal fringe patterns, the proposed technique is advantageous by (1) better 
immunization to nonlinear distortions associated with digital projection, and (2) improved efficiency in terms of 
computational burden required for 3D measurement.  The performance of the proposed technique has been verified by 
experiments. 
It should be pointed out that the proposed approach is based on projection of a single fringe pattern, and the 
measurement accuracy is not as high as the approaches using multiple image patterns, such as phase shift profilometry 
(PSP).  Also, the spatial shift is calculated on fringe-by-fringe basis, leaving some measurement errors at the joint 
points between adjacent fringes.  As a future work we will investigate the use of multiple triangular fringe patterns with 
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