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Abstract
We review a class of methods that can be collected under the name nonlinear transform coding (NTC), which
over the past few years have become competitive with the best linear transform codecs for images, and have
superseded them in terms of rate–distortion performance under established perceptual quality metrics such as
MS-SSIM. We assess the empirical rate–distortion performance of NTC with the help of simple example sources,
for which the optimal performance of a vector quantizer is easier to estimate than with natural data sources.
To this end, we introduce a novel variant of entropy-constrained vector quantization. We provide an analysis of
various forms of stochastic optimization techniques for NTC models; review architectures of transforms based on
artificial neural networks, as well as learned entropy models; and provide a direct comparison of a number of
methods to parameterize the rate–distortion trade-off of nonlinear transforms, introducing a new one.
This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible.
1 Introduction
There is no end in sight for the world’s reliance on mul-
timedia communication. Digital devices have been in-
creasingly permeating our daily lives, and with them
comes the need to store, send, and receive images and
audio ever more efficiently. Almost universally, trans-
form coding (TC) has been the method of choice for
compressing this type of data source.
In his 2001 article for IEEE Signal Processing Maga-
zine (Goyal, 2001), Vivek Goyal attributed the success
of TC to a divide-and-conquer paradigm: the practical
benefit of TC is that it separates the task of decorrelat-
ing a source, from coding it. For comparison: in theory,
any source can be optimally compressed using vector
quantization (VQ) (Allen Gersho and Robert M. Gray,
1992). However, in general VQ quickly becomes com-
putationally infeasible for sources of more than a hand-
ful dimensions, mainly because the codebook of repro-
duction vectors as well as the search for the best repro-
duction of the source vector grow exponentially with
the number of dimensions. TC simplifies quantization
and coding by first mapping the source vector into a la-
tent space via a decorrelating invertible transform, such
as the Karhunen–Loève Transform (KLT), and then sep-
arately quantizing and coding each of the latent dimen-
sions.
Much of the theory surrounding TC is based on an
implicit or explicit assumption that the source is jointly
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Figure 1: Linear transform code (left), and nonlinear transform code (right) of a banana-shaped source dis-
tribution, both obtained by empirically minimizing the rate–distortion Lagrangian (eq. (13)). Lines represent
quantization bin boundaries, while dots indicate code vectors. While LTC is limited to lattice quantization, NTC
can more closely adapt to the source, leading to better compression performance (RD results in fig. 3; details in
section 3).
Gaussian, because this assumption allows for closed-
form solutions. If the source is Gaussian, all that is
needed to make the latent dimensions independent is
decorrelation. When speaking of TC, it is almost al-
ways assumed that the transforms are linear, even if the
source is far from Gaussian. In what follows, we focus
on widening this perspective.
Until a few years ago, one of the fundamental con-
straints in designing transform codes was that deter-
mining nonlinear transforms that improve indepen-
dence between latent dimensions is a difficult prob-
lem for high-dimensional sources, so in practice, not
much research was conducted in directly using nonlin-
ear transforms for compression. However, this premise
has changed with the recent resurgence of artificial neu-
ral networks (ANNs). It is well-known that, with the
right set of parameters, ANNs can approximate arbi-
trary functions (Leshno et al., 1993). It turns out that
in combination with stochastic optimization methods,
such as stochastic gradient descent (SGD), and mas-
sively parallel computational hardware, a nearly uni-
versal set of tools for approximating arbitrary func-
tions has emerged, and these tools have also been
used in the context of image compression (Toderici,
O’Malley, et al., 2016; Ballé, Laparra, and Simoncelli,
2017; Theis et al., 2017; Toderici, Vincent, et al.,
2017; Rippel and Bourdev, 2017; Agustsson, Mentzer,
et al., 2017). Even though these methods were devel-
oped from scratch, they have rapidly become compet-
itive with modern conventional compression methods
such as HEVC (HEVC 2013), which are the culmina-
tion of decades of incremental engineering efforts. This
demonstrates, as it has in other fields, the flexibility and
ease of prototyping that universal function approxima-
tion brings over designing methods manually, and the
power of developing methods in a data-driven fashion.
This paper reviews some of the recent developments
in data-driven lossy compression; in particular, we fo-
cus on a class of methods that can be collectively
called nonlinear transform coding (NTC), providing in-
sights into its capabilities and challenges. We assess
the empirical rate–distortion (RD) performance of NTC
with the help of simple example sources: the Laplace
source and a two-dimensional banana-shaped distri-
bution. To this end, we introduce a novel variant of
entropy-constrained vector quantization (ECVQ) algo-
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rithm (Chou, Lookabaugh, and Robert M Gray, 1989).
Further, we provide insights into various forms of opti-
mization techniques for NTC models and review ANN-
based transform architectures, as well as entropy mod-
eling for NTC. A further contribution of this paper is to
provide a direct comparison of a number of methods to
parameterize the RD trade-off, and to introduce a new
one.
In the next section, we first review stochastic gradient
optimization of the RD Lagrangian, a necessary tool for
optimizing ANNs for lossy compression. We introduce
variational ECVQ, illustrating this type of optimization.
VECVQ also serves as a baseline to evaluate nonlinear
transform coding (NTC) in the subsequent section. In
that section, we discuss various approaches for approx-
imating the gradient of the NTC objective and review
ANN architectures. Section 4 reviews entropy model-
ing via learned forward and backward adaptation, and
illustrates their performance gains on image compres-
sion. Section 5 compares several ways of parameteriz-
ing the transforms to achieve multiple points along the
RD curve with a single set of transforms, without signif-
icantly losing performance. The last section discusses
connections to related work and concludes the paper.
2 Stochastic rate–distortion opti-
mization
Consider the following lossy compression scenario. Al-
ice is drawing vectors x ∈ RN from some data source,
whose probability density function we denote psource.
Here, Alice is concerned with compressing each vec-
tor into a bit sequence, communicating this sequence
to Bob, who then uses the information to reconstruct an
approximation to x. Each possible vector x is approx-
imated using a codevector ck ∈ C , where C = {ck ∈
RN | 0≤ k < K} is called the codebook. Once the code-
vector index k = e(x) for a given x is determined us-
ing the encoder e(·), Alice subjects it to lossless entropy
coding, such as Huffman coding or arithmetic coding,
which yields the bit sequence of nominal length s(k).
In what follows, we’ll assume that the performance of
this entropy coding method is optimized to closely ap-
proximate the theoretical limit, i.e., that Alice and Bob
8.91 7.175.347.13 3.54 5.351.74 0.00 1.74 8.923.54
source space
0.0
0.2
0.4
0.6 source
boundaries
codebook
Figure 2: Top: A near-optimal entropy-constrained
scalar quantizer of a standard Laplacian source, found
using the VECVQ algorithm (eq. (5)). Bottom: an
entropy-constrained vector quantizer of a banana-
shaped source, found using the same algorithm.
share an estimate of the marginal probability distribu-
tion of k, also called an entropy model, P(k), and that
s(k) ≈ − log2 P(k). To the extent that P(k) approxi-
mates M(k) = Ex∼psource δ(k, e(x)), the true marginal
distribution of k (where δ denotes the Kronecker delta
function), s(k) is close to optimal, since codes of length
− log2 M(k) would achieve the lowest possible average
rate, the entropy of k. Since Alice and Bob also share
knowledge of the codebook, Bob can decode the index
k and finally look up the reconstructed vector ck.
To optimize the efficiency of this scheme, Alice and
Bob seek to simultaneously minimize the cross entropy
of the index under the entropy model (the rate) as well
as the distortion between x and the reconstructed vec-
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Figure 3: Left: rate–distortion performance of different quantizers for standard Laplace source. Both VECVQ and
NTC with optimized offset ("dithering proxy”) recover the optimal entropy-constrained scalar quantizer estab-
lished by Sullivan (1996). NTC with randomized offset (“dithered quantization”) is slightly suboptimal at lower
rates, as predicted by theory. The NTC trained with the straight-through proxy is unstable at low rates. Using
the dithering proxy with explicit soft quantization recovers the optimal quantizer as well. R(D) indicates the
information-theoretic rate–distortion function, R(D) = infp( xˆ |x){I(x; xˆ) s.t. E[d(x , xˆ)] ≤ D} (achievable only in
the limit of large blocksizes, not with a scalar quantizer). Right: rate–distortion performance of different quan-
tizers for banana source. NTC closely matches the performance of VECVQ; the straight-through variant diverges
at low rates. The linear TC trained for the same objective performs significantly worse. Constraining it to the KLT
is not necessarily optimal, as pointed out by Goyal (2001).
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tor, quantified by some distortion measure d:
L = Ex∼psource
− log2 P(k) +λ d(x,ck), (1)
with k = e(x) is determined by the algorithm e(·) that
chooses a codebook index for each possible source vec-
tor. Many authors have formulated this as a minimiza-
tion problem over one of the quantities given a hard
constraint on the other (Cover and Thomas, 2006). In
this paper, we consider the Lagrangian relaxation of the
distortion-constrained problem, with the Lagrange mul-
tiplier λ on the distortion term determining the trade-
off between rate and distortion.
The top panel of fig. 2 illustrates a lossy compression
method for a simple, one-dimensional Laplacian source,
optimized for squared error distortion (i.e., d(x, xˆ) =
‖x − xˆ‖22). The source distribution is plotted in blue.
The codebook vectors are represented by the horizon-
tal locations of the black stalks, while the height of each
stalk is proportional to the likelihood of that code vec-
tor under the entropy model P. Dotted lines delineate
the quantization bins, i.e., the intervals for which all
source values get mapped to a given codebook value
(the one within the respective interval). For Laplacian
sources, the minimizer of L has been studied by Sulli-
van (1996). It is characterized by equal-width quan-
tization bins and equidistant code vectors, except for
the center bin (coinciding with the mode of the source
distribution); both characteristic features are present in
the figure up to small deviations. The bottom panel
of the same figure visualizes a vector quantizer for a
banana-shaped source distribution. The boundaries be-
tween quantization bins are shown as pink lines, while
the code vectors are rendered as discs. Note the pres-
ence of hexagon-like bins, which are a feature of opti-
mal VQ for squared-error distortions.
2.1 Variational entropy-constrained vec-
tor quantization
To generate both of the results in fig. 2, we used a novel
algorithm for entropy-constrained vector quantization
based on directly minimizing eq. (1). To begin, without
loss of generality, we parameterize the entropy model
as
P(k) =
exp(ak)∑K−1
j=0 exp(a j)
. (2)
Then, denoting model parameters Θ = {ak,ck | 0≤ k <
K}, we define the sample loss
`Θ(k,x) = − log2 P(k) +λ d(x,ck) (3)
and the encoder function
eΘ(x) = argmin
k
`Θ(k,x), (4)
where we have made explicit their dependence on the
parameters Θ. We express eq. (1) as
LVQ = Ex `Θ(eΘ(x),x) = Exmin
k
`Θ(k,x), (5)
which we now wish to minimize over Θ using stochas-
tic gradient descent (SGD). SGD relies on a Monte Carlo
approximation of the expectation, and the fact that ex-
pectations and derivatives are both linear operators,
whose order can be exchanged using the dominated
convergence theorem. Thus
∂
∂Θ
LVQ = Ex
∂
∂Θ
min
k
`Θ(k,x), (6)
which can be approximated by the sample expectation
∂
∂Θ
LVQ ≈ 1B
∑
{xb∼psource|0≤b<B}
∂ `Θ(kb,xb)
∂Θ
, (7)
with kb = eΘ(xb). This Monte Carlo approximation is
an unbiased estimator of the derivative of LVQ based on
averaging the derivatives of ` over a batch of B source
vector samples.
Minimization of LVQ will fit the entropy model to the
marginal distribution of k, M(k) = Ex∼psource δ(k, e(x)),
as well as adjust the codebook vectors to minimize dis-
tortion. To see this, add and subtract the expected neg-
ative log likelihood of k under the marginal to eq. (5):
LVQ = DKL[M ‖ P]+Ex
− log2 M(k)+λ d(x,ck). (8)
Since only the first term depends on the parameters of
P, minimizing LVQ results in fitting P to M by mini-
mizing their Kullback–Leibler (KL) divergence. Addi-
tionally, each ck is adjusted to minimize the distortion
between it and all source vectors getting mapped to
k, since only the second term depends on the code-
book. Also note that since the KL divergence is non-
negative, LVQ can be interpreted as an upper bound
5
on the second term, which is the rate–distortion ob-
jective for the optimal choice of entropy model. This
can be likened to variational Bayesian inference, in
which a variational approximation (P) to an unob-
served true distribution (M) is found by minimizing
an upper bound on the true objective. We therefore
name this method variational entropy-constrained vec-
tor quantization (VECVQ).1 Note that, since P as de-
fined in eq. (2) can represent arbitrary distributions, the
variational approximation here is capable of recovering
the true marginal, i.e., the Kullback–Leibler divergence
can converge to zero.
In the left panel of fig. 3, we plot the operational rate–
distortion function of the optimal entropy-constrained
scalar quantizer due to Sullivan (1996) as well as the
empirical rate–distortion function for the VECVQ algo-
rithm for the same Laplace source. The plot shows that
the algorithm recovers the theoretical optimum. Since
it is constrained only by the size of the codebook, we can
use the algorithm as an empirical lower bound on the
rate–distortion objective of more constrained compres-
sion methods, such as nonlinear transform coding, even
for source distributions for which no theoretical opti-
mum is presently known. As an example, consider the
more complex banana distribution in the right panel:
the nonlinear transform coders trained with the dither-
ing proxy (to be discussed in the next section) perform
ever so slightly worse than VECVQ.
3 Nonlinear transform coding
It is easy to modify eq. (1) to accommodate nonlinear
transform coding. Rather than explicitly enumerating
the codebook vectors, we consider mapping the source
vectors into a latent space RM and back via a pair of
transforms. Quantization and compression takes place
in the latent space. Specifically, we define the analysis
1The VECVQ algorithm inherits from two methods. The first is the
ECVQ algorithm of Berger (1972), Favardin and Modestino (1984),
and Chou, Lookabaugh, and Robert M Gray (1989), which minimizes
eq. (1) using a clustering algorithm instead of gradient descent. The
second is the online K-means algorithm of Bottou and Bengio (1995),
which minimizes the distortion part of eq. (1), Ex

d(x,ck)

, using
gradient descent. Both ECVQ and the online K-means algorithms de-
rive in turn from the generalized Lloyd algorithm (Lloyd, 1982; Max,
1960; MacQueen et al., 1967; Linde, Buzo, and R. M. Gray, 1980).
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Figure 4: A near-optimal nonlinear transform code of a
standard Laplacian source, obtained by minimizing the
dithering rate–distortion proxy (eq. (13)).
transform as a parametric function y = ga(x), imple-
mented by a neural network with parameters φ, and
the synthesis transform as a function c = gs(y), with
parameters θ. We can write the rate–distortion objec-
tive as:
LNTC = Ex
− log2 P bga(x)e+
λ d
 
x, gs(bga(x)e)

, (9)
where b·e denotes uniform quantization (rounding to in-
tegers). P is now a probability distribution over a space
of integer vectors, which take the role of the codebook
index k in eq. (1).
As an example, consider the nonlinear transform
coder illustrated in fig. 4. Again, we plot the effective
codebook vectors and quantization boundaries on top
of the source distribution. However, unlike the exam-
ple in fig. 2, this quantization scheme is defined indi-
rectly via the analysis and synthesis transforms, as il-
lustrated in the bottom panel of fig. 4. The analysis
transform maps the space of source values to the latent
6
Figure 5: Location-dependent Jacobian matrices ∂ ga(x)/∂x (left; arrows visualize local Jacobian inverse) and
∂ gs(y)/∂ y (right; arrows visualize local Jacobian) of a model optimized for squared error distortion on the
banana source. The transforms form a local orthogonalization of the source density.
space (blue curve). In this space, uniform quantization
is applied, rounding values between half-integers to full
integers. These integer values are then mapped back
into the source space using the synthesis transform (or-
ange curve).
There are a few key observations here: First, the
analysis transform determines the effective quantiza-
tion bins. In particular, its intersections with the dot-
ted lines, corresponding to half-integers in the latent
space, give rise to quantization bins of varying size in
the source space. Second, the synthesis transform de-
termines the effective codebook vectors. Notably, the
full behavior of the synthesis transform as determined
by the optimization procedure does not matter – only
its values at integer locations are relevant. Third, since
the transforms are not constrained to be exact inverses
of each other, using uniform quantization in the latent
space is sufficient to enable codebook vectors to be lo-
cated anywhere in the corresponding quantization bins
(technically, even outside of it). Nonlinear transform
coding thus generalizes companding (Bennett, 1948;
A. Gersho, 1979), which permits implementing non-
uniform quantization using uniform quantizers; with
nonlinear transforms, the quantization step size can be
fixed to one without loss of generality (parameterizing
the model for different rate–distortion trade-offs is dis-
cussed in section 5).
Figure 1 illustrates linear and non-linear transform
coding of the banana distribution shown in fig. 2. Both
the linear and nonlinear transform codes are designed
to minimize eq. (9) under their respective constraints.
Because the linear transform coder is constrained to
affine transformations, the method effectively amounts
to a lattice quantizer in the source space (left panel).
Note that the linear transform is not orthogonal and
hence is not the KLT, as would be optimal if the source
distribution were Gaussian.
The non-linear transform coder has more flexibility,
and can adapt the shapes of its quantization bins to bet-
ter fit the source distribution (right panel). Note that in
both cases, since invertibility of the transforms is not
enforced, codebook vectors do not necessarily appear
in consistent locations relative to their bins. Their op-
timal locations, for squared error distortions, are at the
conditional mean of their respective cells. Both coders
reflect this by shifting the codebook vectors closer to
the high-probability regions of the source distribution.
This may come at the expense of reconstruction accu-
racy in low-probability regions – in the nonlinear ex-
ample, some low-probability codebook vectors even lie
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outside of their respective bins – because the behavior
of the method in these regions often does not contribute
much to the overall objective. Another reason for this
trade-off may be limitations in the parameterizations of
the transforms. This is further examined in section 3.2.
Although the optimized nonlinear analysis and syn-
thesis transforms shown in fig. 1 (right) are globally
non-linear, they are of course differentiable, and hence
can be viewed as locally linear. In regions of the data
distribution contributing sufficiently to the training ob-
jective, they locally resemble KLTs in that they are ap-
proximately orthogonalized (fig. 5). Specifically, at
each point x, the columns of the matrix [Ga(x)]−1,
which is the inverse of the Jacobian matrix Ga(x) =
∂ ga(x)/∂x of the analysis transform, are approxi-
mately orthogonal to each other, as shown in the quiver
plot of the left panel of the figure, for points x selected
on a regular grid. Thus, the columns of Ga(x) are also
approximately orthogonal to each other. Likewise, the
columns of the Jacobian matrix Gs(y) = ∂ gs(y)/∂ y
of the synthesis transform are approximately orthogo-
nal to each other, as shown in the quiver plot of the
right panel, for points x˜ = gs(y) where points y are
selected on a regular grid. For points x in the neigh-
borhood of x0, (y − y0) ≈ Ga(x0)(x − x0) is approx-
imately a scaled orthonormal analysis transform, and
(x˜− x˜0) ≈ Gs(y0)(y − y0) is approximately its inverse,
where y0 = ga(x0) and x˜0 = gs(y0).
While more can be said about the local properties
of the analysis and synthesis transforms, for now, let
us consider the transforms as “black boxes” that simply
serve to approximate the optimal transforms.
3.1 Optimization and proxy rate–
distortion loss
Note that in the VECVQ loss given in eq. (5), the en-
coder function is defined by exhaustively minimizing
over all possible codes. As such, it can be folded into
a minimum over the sample loss `, which is differen-
tiable with respect to almost all x. If we were to choose
another encoder function with trainable parameters of
its own, we would not be able to obtain a gradient of
the loss function with respect to them that is useful for
SGD. The gradient would be zero for almost all x, be-
8.37 6.49 4.62 2.81 1.090.30 2.29 4.05 5.90 7.78 9.68
source space
0.0
0.1
0.2
0.3
0.4
0.5
0.6 source
boundaries
codebook
4.618 2.812 1.093 0.304 2.286 4.053
source space
2.65
1.65
0.65
0.35
1.35
2.35
la
te
nt
 sp
ac
e
analysis transform
synthesis transform
codebook
boundaries
0.50 0.25 0.00 0.25 0.50
o
2.30
2.35
2.40
L
Figure 6: The same instance of NTC as in fig. 4, ob-
tained by minimizing Eo LNTC,o. For this figure, a sub-
optimal offset was chosen post hoc. Top: visualization
of effective quantizer. Center: analysis and synthesis
transforms giving rise to the quantizer. Note that the
transforms themselves are identical to the ones in fig. 4,
but the quantization in the latent space is performed
with an offset o = .35. Bottom: LNTC,o as a function of
o.
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Figure 7: Instabilities observed with straight-through
proxy objective at low rates for the Laplace (top) and
banana (bottom) distribution. While the synthesis
transform tends to be smoother, the analysis transform
begins oscillating around the locations of bin bound-
aries, leading effectively to discontiguous quantization
bins.
cause e is integer valued. This problem also applies
to eq. (9) due to the quantizer. Derivatives of the loss
with respect to any parameter of the analysis transform
are zero almost everywhere. However, when employing
dithered quantization (i.e., randomizing the quantiza-
tion offset) (Schuchman, 1964), this problem can be
avoided (Ballé, Laparra, and Simoncelli, 2016b).
Consider uniformly sampling one random quantiza-
tion offset per latent dimension o ∈ [− 12 , 12 )M , and for-
mulating the following loss function as an expectation
over it:
Eo LNTC,o = Ex,o
− log2 P bga(x)− oe;o
+λ d
 
x, gs(bga(x)− oe+ o)

, (10)
where LNTC,o is the loss for a given offset o, and P(·;o) is
an entropy model conditioned on o. (Note that all else
being equal, the marginal distribution of the quantized
latents changes with the offset.) This loss function is
still not differentiable with respect to the parameters of
ga. However, it can be shown that it has a differentiable
equivalent. Let us consider both terms separately. For
the rate term, we have
−Ex,o log2 P
 bga(x)− oe;o
=−Ex,o
∑
k∈ZM
δ
 bga(x)− oe= k log2 P(k;o)
=−Ex
∫
· · ·
∫ 1
2
− 12
do
∑
k∈ZM
δ
 ‖ga(x)− o−k‖∞ ≤ 12 log2 P(k;o)
=−Ex
∫
· · ·
∫ ∞
−∞
dvδ
 ‖ga(x)− v‖∞ ≤ 12 log2 p(v)
=−Ex
∫
· · ·
∫ 1
2
− 12
du log2 p
 
ga(x) +u

=−Ex,u log2 p
 
ga(x) +u

, (11)
where δ is the Kronecker delta function, we define
v = k + o and p(v) = P(bve;v − bve), and consider
u ∈ [− 12 , 12 )M uniformly distributed. It is easy to show
that p is non-negative and integrates to one, and hence
represents a probability density function. We can thus
interpret p as a continuous equivalent of an entropy
9
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Figure 8: Transforms for Laplace source with explicit soft quantization due to Agustsson and Theis (2020). Left:
ANN transforms including the explicit soft quantization. Right: ANN transforms excluding the explicit soft quan-
tization. With this technique, the ANNs themselves can implement smoother (i.e., in some sense, simpler) func-
tions.
model for the “noisy” latents ga(x) + u. For the dis-
tortion term, we have
Ex,o d
 
x, gs(bga(x)− oe+ o)

=
Ex,u d
 
x, gs(ga(x) +u)

, (12)
since dithered quantization and additive uniform noise
have the same marginal distribution (i.e., integrating
out o and u is equivalent). For a proof, refer to Schuch-
man (1964).
Hence, we can now write
Eo LNTC,o = Ex,u
− log2 p ga(x) +u+
λ d
 
x, gs(ga(x) +u)

, (13)
which is differentiable with respect to parameters of
ga (as well as gs and p, if we assume the latter to be
some parametric density model), and which can be min-
imized via SGD analogously to eq. (7).
Note that as in eq. (8), we can interpret eq. (13) as a
variational upper bound on the true marginal:
Eo LNTC,o = DKL[m ‖ p]+Ex,u
− log2 m ga(x)+u+
λ d
 
x, gs(ga(x) +u)

, (14)
where m(v) = Ex,u δ(v, ga(x) + u) is the marginal
distribution of the noisy latents.2 As such, minimiz-
ing eq. (13) results in fitting the continuous entropy
model p to the marginal. Note that, unlike in the case
of VECVQ, the KL divergence may not converge to zero,
as for high-dimensional source distributions such as im-
ages, the entropy model will generally not be capable
of representing the marginal accurately. Section 4 talks
about this in more detail.
There is one caveat with using dithered quantization
for compression itself: this is not necessarily optimal,
since Eo LNTC,o ≥ mino LNTC,o (fig. 3, left panel, illus-
trates this). If we do not wish to use dithered quantiza-
tion, we can still use eq. (13) as a proxy loss for trans-
form coding with a quantization offset known to both
Alice and Bob. Note that it optimizes the parameters of
the model to do well on average. This suggests a sim-
ple algorithm for stochastic optimization of a transform
coder:
1. Minimize eq. (13).
2. Determine which offsets o minimize LNTC,o. If the
continuous entropy model p is accurate enough,
this can be done without re-estimating the discrete
entropy models, since P(k;o) = p(k+ o).
2This formally establishes an equivalence between rate–distortion
optimized nonlinear transform coding and variational Bayes, specif-
ically β-variational autoencoders (Ballé, Laparra, and Simoncelli,
2017; Higgins et al., 2017; Alemi et al., 2018).
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A suboptimal choice of offset for an NTC encoding a
Laplace source is illustrated in fig. 6, along with a plot of
LNTC,o as a function of o for the same source. Note that
optimizing the dithering proxy loss leads to the trans-
forms becoming increasingly curved around the central
quantization bin, to accommodate arbitrary choices of
o. Because the analysis transform becomes increasingly
flat around the center, and the synthesis transform in-
creasingly steep, the effective code vector and quantiza-
tion bin around the mode of the distribution is skewed
towards the near-optimal quantizer illustrated in fig. 4.
It could be argued that, to minimize the loss function,
this should happen in all bins. However, we haven’t
observed this empirically, presumably due to ANNs nat-
urally favoring smoother functions, and the other bins
not contributing enough to the value of the loss func-
tion.
While Ballé, Laparra, and Simoncelli (2017) explic-
itly perform a grid search over o, some follow-up papers
have resorted to a simple heuristic: guided by the re-
sult that for Laplacian distributions, it is optimal to pick
an offset that aligns the mode of the source distribution
with a codebook vector, one can simply pick an offset for
each latent dimension such that one of the quantization
bins is centered on the mode (or, in case that is compu-
tationally intractable, the median) of the entropy model
p (Ballé, Minnen, Singh, et al., 2018; Minnen, Ballé,
and Toderici, 2018). Other authors choose to retain
the dithering proxy for the rate term, but use a straight-
through gradient estimate for the distortion term (effec-
tively computing the distortion loss with constant-offset
quantization during training, but replacing the gradi-
ent expression of the quantization operation with the
identity function (Agustsson, Minnen, et al., 2020; Ok-
tay et al., 2019; Singh et al., 2020; Minnen and Singh,
2020). We have found this approach to yield reason-
able results at higher rates, but at low rates, the ad-hoc
nature of this approach leads to problematic behaviors
of the transforms (RD performance plotted in fig. 3, il-
lustration in fig. 7).
Agustsson and Theis (2020) discuss augmenting the
transforms with a soft quantization function (and mak-
ing appropriate modifications to the entropy model),
which explicitly implements the curvature observed in
fig. 4. The soft quantization function has a temperature
parameter, interpolating between the identity function
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Figure 9: Rate–distortion performance of an image
transform code with GDN vs. a typical pointwise non-
linearity, reproduced from (Ballé, 2018). We compare
networks with a different number of hidden units A, B.
At low rates, the approximation capacity of all networks
is sufficient, and performance converges. At high rates,
the capacity of smaller networks saturates earlier; in
this regime, performance differences between nonlin-
earities become measurable.
and hard quantization. By explicitly modeling this be-
havior, the technique relieves the ANN itself from im-
plementing it (fig. 8), and represents a more princi-
pled approach to bridging the gap between quantiza-
tion and additive uniform noise while retaining near-
optimal performance at all rates (fig. 3). The tempera-
ture parameter allows explicitly trading off the bias of
the proxy loss with the variance of the gradients. For
simplicity, the experiments in this paper use the mode-
centering approach.
3.2 Nonlinear transforms
ANNs are known as arbitrary function approximators,
and as such we permitted ourselves to ignore their de-
tails in the examples above. However, it is crucial to
take into account their limitations, some of which arise
as a function of their architecture. This is particularly
important for complex or high-dimensional source dis-
tributions, such as natural images. With higher com-
plexity and rates (larger values of λ), the optimal trans-
forms generally are more complex and require neural
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networks with an increasing number of parameters.3
In general, neural networks are compositions of lay-
ers (parametric functionsRA→ RB), wherein each layer
typically consists of a linear transformation such as ma-
trix multiplication or convolution, followed by the ad-
dition of a bias vector, followed in turn by a nonlinear
function, which is typically applied separately on each
vector dimension:
v = g(r), with r =Wu+ b, (15)
where u ∈ RA is the input vector to the layer, v ∈ RB are
the layer’s outputs or activations, and W ∈ RB×A and
b ∈ RB are the layer’s parameters. For the NTC exam-
ples above, we used neural networks with 4 fully con-
nected (i.e., non-convolutional) layers, the first three
using the softplus nonlinearity (g(x) = log(1+ exp(x))
elementwise), while the last layer omits the nonlinear-
ity in order not to constrain the range of the trans-
form to positive values. The approximation capacity,
i.e., the capability of the neural network to approximate
increasingly complex functions, grows with the num-
ber of units per layer (A, B), as well as the depth of
the network (the number of layers). Above, we chose
A= B = 100 (except that we set A= N for the first, and
B = M = N for the last layer in ga; analogous for gs),
which we found empirically to be large enough for all
values of λ.
For practical sources such as images, video, or audio,
imposing special structure in the transforms may have
significant benefits in terms of computational complex-
ity, training data efficiency, or both. Generally, nonlin-
ear transform codes for this type of data use combina-
tions of architectural constraints, most commonly con-
volutionality in ga and gs, as well as downsampling in
ga and upsampling in gs, making the transforms share
certain characteristics with multi-scale filterbanks, and
leading to latent vectors with a tensor structure, con-
sisting of one or more spatial/temporal dimensions, as
well as one channel dimension (akin to subbands). A
detailed example of such an architecture is described
by Ballé, Laparra, and Simoncelli (2017).
3It could be argued that in the high-rate limit, the transforms
should collapse to identity functions. However, we haven’t observed
this effect for image compression models and practically interesting
rate–distortion trade-offs, suggesting that this is only the case for ex-
tremely high rates.
It has been observed that spatially local normaliza-
tion as a nonlinearity is beneficial in terms of the trade-
off between number of units and RD performance in
image compression. In particular, a computationally
optimized version of generalized divisive normalization
(GDN) (Ballé, Laparra, and Simoncelli, 2016a) as used
in recent models is defined as
vi =
ri
βi +
∑
j γi j |r j | , (16)
where r are the linear responses of the layer, v rep-
resents the vector of normalized responses (the activa-
tions), and the vector β and matrix γ represent pa-
rameters of the transformation (both non-negative).
The computation is typically replicated across spatial
dimensions, as linear filtering is in convolutions, and
i, j only index the channel dimension. Johnston et al.
(2019) show that the originally more complex form
of GDN can be simplified to resemble a weighted `1-
norm (plus a constant), as in eq. (16), with negligible
RD performance loss, but minimizing computationally
costly exponentiations. Since ANNs can be understood
as universal function approximators, the benefit of a
particular architectural constraint may only become ev-
ident when the network is at its approximation capac-
ity. Ballé (2018) finds that this is the case at higher
rates; i.e., for a constant network architecture, the su-
periority of GDN versus pointwise nonlinearities disap-
pears at lower rates (fig. 9). Johnston et al. (2019) also
discuss the trade-off between computational complex-
ity and RD performance resulting from other architec-
tural choices in further detail, such as the number of
channels per layer or the number of decoder layers, and
provide an algorithm to semi-automatically determine
these hyperparameters.
4 Learned entropy models
In linear transform coding with a Gaussian source as-
sumption, the probabilistic model P in eq. (9) is typ-
ically considered to be a distribution factorized over
each latent dimension, since the KLT factorizes the
source. However, as pointed out by Goyal (2001), this is
not necessarily the case for real-world sources, and fac-
torizing the source is not necessarily RD optimal, even
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Figure 10: Illustration of a nonlinear transform coder
using both learned forward and backward adaptation.
x is the source vector, xˆ the reconstruction. y is a latent
representation tensor, and yˆ its uniformly quantized
counterpart. z and zˆ are an analogous hierarchical la-
tent representation computed via a transform ha, repre-
senting side information. While the entropy model on
zˆ is predetermined, the entropy model on yˆ is here as-
sumed conditionally independent Gaussian with mean
tensor µ and standard deviation tensor σ. Both ten-
sors are computed as functions of previously decoded
values of yˆ (backward adaptation) and the side infor-
mation zˆ (forward adaptation) using the ANNs hm and
hs. While Bob begins with entropy decoding zˆ (ED),
and then uses it to decode yˆ, Alice must have access to
the entropy model on yˆ to entropy encode it (EC). Thus,
in addition to computing the upper half of the diagram,
she must also compute the section in the shaded box.
The quantization offset of y is aligned with the condi-
tional mean of the Gaussian, making the entropy model
only dependent on σ. To enable reliable cross-platform
decoding of yˆ, hs may be computed using a learned in-
teger transform and translated into an arithmetic code
via lookup tables.
assuming linear transforms; this is also illustrated in
fig. 3.
In NTC, any differentiable density model p can be
used to minimize eq. (13) in principle; after determin-
ing a quantization offset, it can be translated into an
equivalent probability mass function P(·;o), and used
for entropy coding. However, to fully benefit from
the function approximation capabilities of ANNs, tech-
niques have been developed that allow jointly optimiz-
ing the transforms with an ANN-based density model,
such that both components of the model are adapted to
each other as best as possible. Key to this approach is
conditioning. Generally, entropy coding methods such
as arithmetic coding process one dimension at a time.
Thus, we must be able to write the entropy model as a
chain of conditionals:
p(y | z) =∏
i
p(yi | y:i ,z), (17)
where y = ga(x)+u is the latent representation, y:i in-
dicates the vector comprising the dimensions of y pre-
ceding the ith (according to some predetermined or-
dering), and z is another (optional) vector that must
be known to both Alice and Bob. In the simplest case,
p is assumed factorized, and the chain collapses to a
product of independent scalar densities. Conditioning
on some other vector z typically requires transmitting
the vector as side information, and thus corresponds to
forward adaptation (FA) of the density model. Condi-
tioning on the preceding dimensions of y can be done
without additional side information, but requires inter-
leaving the computation of the probabilities with the
decoding of y; this is backward adaptation (BA). FA and
BA have long been used in conventional image compres-
sion. Context-adaptive arithmetic coding is an example
of BA; mode selection and signaling is an example of FA
(Marpe, Schwarz, and Wiegand, 2003).
Learned forward adaptation was first described in the
context of image compression (Ballé, Minnen, Singh, et
al., 2018), inspired by the observation that the scales
of spatially nearby dimensions of y in a convolutional
NTC for images tend to be correlated. As illustrated
in fig. 10, y is further processed by an ANN ha to pro-
duce a side information vector z. The entropy model
for y is conditioned on the decoded zˆ. Ballé, Min-
nen, Singh, et al. (2018) assume elements of y to be
13
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Figure 11: Image compression performance using nonlinear transform coding. We compare several learned
image compression models to JPEG and BPG, which is a popular variant of HEVC, a relatively recent and popular
commercial method. Conditional entropy models lead to significant improvements over factorized models. With
sophisticated entropy modeling, learned image compression compares favorably to HEVC in terms of PSNR, which
HEVC is optimized for. Regarding MS-SSIM, note that even the factorized model optimized for mean squared error
(MSE) performs relatively closely to BPG, and when optimized for MS-SSIM, far outperforms it. We attribute this
to the fact that regardless of the distortion metric, nonlinear transforms are better suited to model the source
distribution, as illustrated in fig. 1, and MS-SSIM captures certain image features that are characteristic to the
source.
zero-mean Gaussians, conditionally independent wrt.
zˆ; a non-zero mean model is introduced by Minnen,
Ballé, and Toderici (2018). The entropy of zˆ is small
enough to warrant the improved fit of P(yˆ | zˆ), effec-
tively lowering the rate. Figure 11 compares the rate–
distortion performance of several learned image com-
pression models with JPEG (JPEG 1992) and BPG, a
variant of HEVC (HEVC 2013), in terms of peak signal-
to-noise ratio (PSNR) as well as MS-SSIM, a popular
perceptual image quality metric (Z. Wang, Simoncelli,
and Bovik, 2003). The introduction of FA into NTC
leads to a significant improvement of RD performance
with respect to both metrics.
Minnen, Ballé, and Toderici (2018) are among the
first authors to discuss learned backward adaptation.
They introduce a spatially autoregressive model, where
y is processed one spatial location at a time, producing
a distribution for each channel vector conditioned on
previously decoded spatial locations. Combined with
FA, the model produces further RD gains over the FA-
only model (fig. 11), and outperforms BPG. However,
ANN-based compression methods benefit from compu-
tational parallelism, and the small scale of iterations
makes it difficult to leverage GPU processors. Minnen
and Singh (2020) introduce a model that instead it-
erates over channel slices, which is more amenable to
hardware acceleration and, along with further model-
ing improvements, presents a significant improvement
over traditional methods.
A problem frequently encountered with conditional
entropy models is numerical determinism. To make im-
age compression models practically relevant, they need
to be implemented on a wide variety of hardware plat-
forms. However, when probabilities are computed us-
ing floating-point arithmetic, numerical round-off er-
rors can lead to catastrophic decoding failures due to
the sensitivity of entropy coding with respect to dis-
crepancies in the probability model between sender
and receiver. The exact numerical round-off at each
layer of an ANN depends on the hardware representa-
tion of floating point numbers, as well as the mode of
parallelism, because round-off errors are not associa-
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tive. This problem is typically handled in linear trans-
form coders by using lookup tables to model proba-
bilities (e.g., Marpe, Schwarz, and Wiegand, 2003).
Ballé, Minnen, and Johnston (2018) provide a solu-
tion for ANN-based entropy modeling, where ANNs are
trained using floating-point arithmetic, but use integer
arithmetic when d eployed. This enables reliable de-
coding on arbitrary hardware platforms for the above-
mentioned class of entropy models.
5 RD parameterizing the trans-
forms
The loss function in eq. (13) is optimized in expectation
over the source distribution. The resulting transform
thus jointly minimizes the rate and the expected distor-
tion d between the source and the reconstruction, with
the trade-off determined by λ. In many linear trans-
form coders, the system is parameterized by the quan-
tization step size. This is not the case for the previously
discussed formulation. Rather, for each λ, a separate
set of transforms and entropy models must be trained.
To substantially reduce the number of parameters of
such a family of nonlinear transforms, the transforms
and/or the entropy model can be made functions of λ,
such that only one set of parameterized transforms and
one entropy model is needed for a range of RD trade-
offs. It is common to do this in ANNs by introducing
additional computations between layers, such as affine
transformations:
w = h f (λ) v + hb(λ), (18)
where v are the outputs of a layer, w are the inputs to
the next layer, and  represents elementwise multipli-
cation. h f and hb are parametric functions of λ that are
either computed themselves via ANNs, or, since they are
functions of a scalar, may be conveniently defined via
first-order splines (i.e., piecewise linear functions). The
parameters of these functions themselves are optimized
for the RD objective (eq. (13)) as well. An alternative
for transforms using GDN is to treat its parameters (β
and γ) as functions of λ.
We carried out experiments with an NTC model with
FA following Ballé, Minnen, Singh, et al. (2018), but
with 256 channels per layer. When implementing h f
and hb with ANNs, we used two-layer networks with
128 hidden units for each scalar element produced
by the functions. For the spline implementation, we
used a first-order spline with 25 parameters. We found
that the optimization of ANN-based parameterization
is numerically more difficult than first-order splines
(fig. 12, left panel). Furthermore, we removed the λ-
parameterization of the entropy model and noted that
it is not crucial to RD performance (right panel). Along
with the practical requirement that hs needs to be im-
plemented with integer arithmetic for cross-platform
stability, this suggests that making the entropy model
explicitly dependent on λ may not be worth the com-
plexity of implementation.
Figure 13 illustrates the RD performance of differ-
ent parameterizations of the transforms ga and gs.
As for the experiments with different nonlinearities,
differences between the parameterizations emerge at
high rates, since the network capacity saturates in that
regime. We find that a scaling or affine transformation
of the latent space alone, roughly equivalent to param-
eterizing the quantization step size and offset, are not
sufficient to achieve an RD performance equivalent to
the family of full, non-parameterized models. However,
any layer-wise parameterization appears close enough.
This is explainable by the fact that the RD family of
optimal entropy-constrained scalar quantizers cannot
in general be parameterized by a scaling of the quan-
tization offset (a notable exception being the Laplace
source discussed above). GDN reparameterization per-
forms the best in an RD sense, but also requires slightly
more model parameters compared to the other meth-
ods, since eq. (18) requires two length-B vectors, but γ
is a B × B matrix.
6 Discussion
Due to the resurgence of ANNs and data-driven com-
puting in recent years, the field of data compression has
received an influx of new ideas. While transform coding
as a concept has been around for decades (Ahmed and
Rao, 1975), one could observe a recent convergence of
it with the idea of autoencoders (Hinton and Salakhut-
dinov, 2006). Autoencoders, likewise, have been dis-
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Figure 12: Performance comparisons of different λ-parameterization techniques for models of the same architec-
ture, and using eq. (18) for each layer of the transforms, as well as for each layer of a forward-adaptive entropy
model. As in fig. 9, differences between models become more evident at high rates. Both comparisons yield con-
sistent results regardless of whether the models are optimized using the dithering proxy or the straight-through
proxy. Left: comparison of models implementing h f and hb using ANNs vs. using first-order splines. We find
that the performance of ANNs is consistently worse than that of splines, despite a larger number of parameters,
suggesting that optimization of ANNs in this context may be numerically more difficult than that of spline param-
eters. Right: comparison of models using either a λ-parameterized entropy model, or a forward-adaptive entropy
model independent of λ. We find that the benefit of parameterization in terms of RD performance is rather small,
especially considering that it is not trivial to parameterize an ANN using integer arithmetic, as is necessary in the
entropy model for reliable cross-platform decoding.
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Figure 13: Performance comparison of different λ-parameterization techniques using first-order splines in
eq. (18), and parameterizing only the transforms, not the entropy model. All models have the same architec-
ture and were optimized using the dithering proxy either for MSE (left panel) or MS-SSIM (right panel). As in
fig. 9, differences between models become more evident at high rates. Optimization using the straight-through
proxy gives consistent results (not shown). Full: RD performance of separate models for each λ; latent scaling:
only the output of the ga and the input to gs are scaled with a single scalar each (hb is zero); latent affine: each
output channel of ga and each input channel of gs are subjected to a scalar affine transformation, as in eq. (18);
layer affine: each channel of each layer of ga and gs is subjected to a scalar affine transformation; layer scaling:
ditto, except that hb is zero; GDN parameters: rather than adding a scaling between layers, the parameters of
each instance of GDN in the transforms (β and γ) are represented as first-order splines dependent on λ. We note
that a simple affine transformation of the latent space, corresponding to varying the quantization interval, is not
sufficient to maintain comparable performance with the full model. Scaling the activations of each layer appears
sufficient, while reparameterizing GDN as a function of λ yields slightly better performance.
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Figure 14: Reconstructions of kodim15 (Kodak, 1993) compressed by BPG (left, 0.0738 bpp) and by a learned
NTC model (Minnen and Singh, 2020) optimized for MS-SSIM (right, 0.0713 bpp). The combination of NTC and
an MS-SSIM loss function, which is designed to model texture masking effects in the human visual system, leads
to significantly better texture retention in the sweater and fewer geometric distortions on the person’s face.
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cussed for decades, but largely in a separate commu-
nity. One notable step towards this convergence was
the fusion of variational Bayesian methods with au-
toencoders, which introduced a probabilistic interpre-
tation, making the connection to information-theoretic
quantities such as entropy (Kingma and Welling, 2014;
Rezende, Mohamed, and Wierstra, 2014); another was
the use of a dithering-based loss for optimization of
nonlinear transform codes (Ballé, Laparra, and Simon-
celli, 2016b).
As is often the case in lossy compression, the field
of nonlinear transform coding has been driven forward
by the need to compress digital images. Early image
compression models using ANNs include the work of
Toderici, Vincent, et al. (2017) and Covell et al. (2017),
who do not use entropy modeling; Rippel and Bour-
dev (2017), who use a context-based adaptive entropy
coder that isn’t jointly optimized with the transforms;
and Ballé, Laparra, and Simoncelli (2017) and Theis
et al. (2017), who jointly optimize the transforms with
continuous entropy models, the latter with a different
formulation than what we use in this paper. Agusts-
son, Mentzer, et al. (2017) notably combine an autoen-
coder with VQ in the latent space over small blocks of
coefficients, utilizing a soft quantization proxy. More
recent work using soft notions of quantization includes
the work of Alexandre et al. (2019) and Agustsson and
Theis (2020).
Beyond the use of convolutional filtering, up- or
downsampling, and special nonlinearities (Ballé, La-
parra, and Simoncelli, 2017) as discussed earlier, many
authors exploit properties of the image distribution by
way of introducing special structure into the trans-
forms, such as multi-scale architectures (Rippel and
Bourdev, 2017; Nakanishi et al., 2018; C. Cai et al.,
2018); non-local, or “attention”-based network archi-
tectures (H. Liu et al., 2019; T. Chen et al., 2019); or
iteration built into the transforms (J. Cai and L. Zhang,
2018; Mali et al., 2018). Recently, the topic of extend-
ing nonlinear transform codes to video signals has re-
ceived much attention, and the space of possible net-
work architectures suitable for this application has been
explored, including spatiotemporal convolutions, opti-
cal flow networks, as well as multi-scale linear filter-
ing (Wu, Singhal, and Krahenbuhl, 2018; Jun Han et
al., 2018; Lu, Ouyang, et al., 2019; Z. Chen et al.,
2019; Rippel, Nair, et al., 2019; Habibian et al., 2019;
Djelouah et al., 2019; Lombardo et al., 2019; Golinski
et al., 2020; R. Yang et al., 2020; Lu, X. Zhang, et al.,
2020; Agustsson, Minnen, et al., 2020). Ballé, Minnen,
and Johnston (2018) develop integer architectures for
learned entropy models, in order to guarantee reliable
decoding on arbitrary hardware platforms, and John-
ston et al. (2019) discuss selecting architecture param-
eters, such as the number of layers, or number of chan-
nels per layer, while taking into account the RD perfor-
mance.
Notable work in the space of learned entropy mod-
els includes Minnen, Toderici, et al. (2018), which
use block-based forward adaptation, and several other
concurrent publications performing learned backward
adaptation (Minnen, Ballé, and Toderici, 2018; Jooy-
oung Lee, Cho, and Beack, 2018; Mentzer, Agustsson,
Tschannen, Timofte, and Van Gool, 2018). More recent
work on learned backward adaptation includes the pa-
pers by M. Li, K. Ma, et al. (2020) and Guo et al. (2020).
The first work exploring the rate–distortion trade-off
of a nonlinear transform coder with a single model pa-
rameterized for λ is due to Dumas, Roumy, and Guille-
mot (2018), who explore varying the quantization step
size, as in linear TC (corresponding most closely to “la-
tent affine” in fig. 13). Guarda, Rodrigues, and Pereira
(2020) use the same method for coding point-cloud ge-
ometries. Layer-wise parameterization as in eq. (18),
while originally introduced in the context of image styl-
ization (Dumoulin, Shlens, and Kudlur, 2017), was in-
troduced for image compression by Choi, El-Khamy,
and Jungwon Lee (2019). It was generalized by Doso-
vitskiy and Djolonga (2019) for a range of other tasks
including compression. To our knowledge, we provide
the first direct comparison of different approaches in
this paper, and also introduce a new one (GDN param-
eterization).
While many authors have explored ANN-based com-
pression in the context of existing, commercially viable
image and video compression methods (Jiang et al.,
2017; J. Li et al., 2018; Jia et al., 2019; D. Liu, H.
Ma, et al., 2018; Hu et al., 2019), other authors be-
gin with nonlinear transforms, and explore incorporat-
ing concepts traditionally used in linear TC, such as en-
ergy compaction (Cheng, Sun, et al., 2019), wavelets
(Akyazi and Ebrahimi, 2019; C. Yang, Zhao, and S.
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Wang, 2019), or trellis coded quantization (D. Liu, Y.
Li, et al., 2020). Lossless image compression based
on learned entropy models has been explored by, e.g.
Mentzer, Agustsson, Tschannen, Timofte, and Van Gool
(2018) and Mentzer, Agustsson, Tschannen, Timofte,
and Gool (2019). Still others explore the intersection
between learned image compression and other vision
tasks such as content and semantic analysis (M. Li,
Zuo, et al., 2018; Campos et al., 2019; Akbari, Liang,
and Jingning Han, 2019; Luo et al., 2018), inpainting
(Baig, Koltun, and Torresani, 2017), super-resolution
(Cao, Wu, and Krähenbühl, 2020), quality enhance-
ment (Jooyoung Lee, Cho, and Kim, 2019), or encryp-
tion (Duan, J. Liu, and E. Zhang, 2019).
Another topic of active research is the question of
more “perceptual” image compression. In contrast to
traditional image compression systems, NTC models
can be directly optimized for any differentiable loss
function modeling subjective image quality. An illus-
tration of this is provided in fig. 14. For further notes
regarding optimization of NTC models for squared er-
ror vs. MS-SSIM, refer to Ballé, Minnen, Singh, et al.
(2018). Ding et al. (2020) provide a more in-depth
discussion, with an even larger set of different percep-
tual distortion metrics. Interestingly, L.-H. Chen et al.
(2019) provide a method to optimize NTC models for
non-differentiable perceptual metrics. Valenzise et al.
(2018), Cheng, Akyazi, et al. (2019), and Ascenso et
al. (2020) study the perceived image quality of learned
image compression models optimized for metrics such
as squared error and MS-SSIM with the help of hu-
man rating experiments. Other authors have explored
replacing the fixed distortion metric with ANN-based
losses that have shown visually convincing results in im-
age generation tasks, most notably generative adversar-
ial networks (GANs) (Santurkar, Budden, and Shavit,
2018; Agustsson, Tschannen, et al., 2019; Tschannen,
Agustsson, and Lucic, 2018; Kudo et al., 2019; Mentzer,
Toderici, et al., 2020). Blau and Michaeli (2019) for-
mulate theoretical limits for the three-way trade-off be-
tween the rate, the reconstruction quality of an image
compression method, as well as divergence measures
between the source distribution and the marginal dis-
tribution of image reconstructions, the latter of which
are related to GAN objectives.
While image compression dominates the literature on
NTC, other applications have emerged as well, such as
compression of point clouds (Quach, Valenzise, and Du-
faux, 2019; Guarda, Rodrigues, and Pereira, 2020), vol-
umetric data (Tang et al., 2020), ANN features for tasks
like large-scale image retrieval (Singh et al., 2020), and
compression of ANN parameters themselves (Oktay et
al., 2019). Further reviews of the current state of the
literature, specifically with respect to image and video
compression, are given by S. Ma et al. (2019) and D.
Liu, Y. Li, et al. (2020).
Being based on artificial neural networks and
stochastic optimization, nonlinear transform coding en-
ables much faster development cycles than traditional
compression methods, and has witnessed remarkable
performance gains within only a few years. With the
rapidly increasing availability of parallelized computa-
tion, we believe it will fundamentally change the land-
scape of practical data compression.
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