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Uvod
U teoriji vjerojatnosti, klasicˇan ergodski teorem se mozˇe shvatiti kao poopc´enje jakog
zakona velikih brojeva: prosjek gledan kroz duzˇi vremenski period (vremenski prosjek)
je jednak ocˇekivanoj vrijednosti (prostorni prosjek), uz odredene pretpostavke na nizove
slucˇajnih varijabli koje promatramo. U ovom diplomskom radu c´emo dati definicije pojma
stacionarnosti i ergodicˇnosti niza slucˇajnih varijabli te c´emo dokazati klasicˇan Birkhoff-
Hincˇinov ergodski teorem te ergodski teorem za stacionarne procese. Osim toga, uvest
c´emo pojam subaditivnosti te dokazati subaditivni ergodski teorem. Rad zavrsˇavamo sa
primjenama ergodskih teorema.
Rad zapocˇinjemo Poglavljem 1 koje sadrzˇi kratki pregled pojmova i rezultata iz te-
orije mjere i teorije vjerojatnosti koji su nam potrebni u daljnjim razmatranjima. Uvodimo
pojam slucˇajnog procesa te produkta prebrojivo mnogo vjerojatnosnih prostora, koji proiz-
lazi iz teorema Ionescu Tulcea. Nadalje, navodimo teorem iz kojeg slijedi Kolmogorovljeva
konstrukcija koja nam omoguc´ava rad sa koordinatnim reprezentativnim slucˇajnim proce-
som te dajemo iskaze klasicˇnih Kolmogorovljevih rezultata: Kolmogorovljev zakon 0-1 te
Kolmogorovljev jaki zakon velikih brojeva.
Nadalje, u Poglavlju 2 definiramo pojam stacionarnosti slucˇajnog procesa i dajemo
primjere stacionarnih procesa, ukljucˇujuc´i Markovljeve lance, te rezultate koji nam daju
dovoljne uvjete za stacionarnost. Takoder pokazujemo da transformacija stacionarnog pro-
cesa izmjerivom funkcijom cˇuva stacionarnost. Uvodenjem pojma transformacije koja
cˇuva mjeru dolazimo do definicije pomaka na R∞ te dokaza tvrdnje da pomak cˇuva vjero-
jatnosnu mjeru koja je pridruzˇena koordinatnoj reprezentaciji stacionarnog procesa. Pojam
invarijantnog skupa u odnosu na transformaciju koja cˇuva mjeru nas vodi prema dokazu
tvrdnje da je familija svih invarijatnih skupova σ-algebra, sˇto je kljucˇna tvrdnja prije defi-
nicije ergodicˇke transformacije koja cˇuva mjeru. Definirat c´emo i gotovo sigurno invari-
jantan skup i pokazati da uvijek postoji invarijantan skup koji mu je gotovo sigurno jednak.
Nadalje, uvodimo pojam invarijantne slucˇajne varijable u odnosu na transformaciju koja
cˇuva mjeru i dajemo nuzˇne i dovoljne uvjete za invarijantnost slucˇajne varijable. Dokazu-
jemo i vezu izmedu ergodicˇnosti transformacije koja cˇuva mjeru i invarijantnih slucˇajnih
varijabli. Pomoc´u Fourierovih redova c´emo pokazati da je rotacija kruzˇnice ergodska tran-
sformacija, ali samo za iracionalne kuteve. Poglavlje zavrsˇavamo tehnicˇkim rezultatom
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o tome kako transformacije koje cˇuvaju mjeru ne utjecˇu na ocˇekivanje slucˇajne varijable,
tj. ocˇekivanje slucˇajne varijable je jednako ocˇekivanju slucˇajne varijable komponirane sa
transformacijom koja cˇuva mjeru.
U Poglavlju 3, prije dokaza klasicˇnog ergodskog teorema, dokazujemo maksimalan er-
godski teorem. Iz njega, za transformaciju T koja cˇuva mjeru na vjerojatnosnom prostoru
(Ω,F ,P) i slucˇajnu varijablu X na istom vjerojatnosnom prostoru koja je apsolutno in-
tegrabilna, pokazujemo da su vremenski prosjek limn→∞
1
n
∑n−1
k=0 X(T
k) i prostorni prosjek,
sˇto je uvjetno ocˇekivanje od X u odnosu na σ-algebru svih invarijantnih skupova u odnosu
na T , jednaki gotovo sigurno. Taj rezultat se naziva Birkhoff-Hincˇinov ergodski teorem
i kljucˇan je dio ovog diplomskog rada. Posˇto se radi o vazˇnom teoremu, iz njega izlaze
razni korolari i tvrdnje, na primjer, ako je T ergodicˇka transformacija, uvjetno ocˇekivanje
iz ergodskog teorema postaje ocˇekivanje slucˇajne varijable X. Zanimljiv je i korolar za
nenegativnu slucˇajnu varijablu X koja nema konacˇno ocˇekivanje i kako tada vremenski
prosjek nije konacˇan. Uz to, pokazat c´emo da konvergencija iz ergodskog teorema vrijedi i
u srednjem reda 1. Posˇto smo vec´ prije uveli pojmove koordinatnog reprezentativnog pro-
cesa i transformacije pomaka, definirat c´emo invarijantan dogadaj i invarijantnu slucˇajnu
varijablu na zadanom vjerojatnosnom prostoru. Iz ergodskog teorema c´e tada slijediti te-
orem o konvergenciji gotovo sigurno niza (1
n
∑n
k=1 Xk, n ∈ N), za dani stacionaran proces
(Xn, n ∈ N) za koji vrijedi E|X1| < +∞. Nadalje, definiramo ergodski stacionaran pro-
ces te korolar prethodnog teorema za ergodski proces. Dokazujemo i par tvrdnji vezane
uz ergodicˇnost stacionarnog procesa: transformacija izmjerivom funkcijom cˇuva svojstvo
ergodicˇnosti, niz nezavisnih i jednako distribuiranih slucˇajnih varijabli je ergodski proces,
. . . Posljedica tih tvrdnji i korolara o konvergenciji prosjeka ergodskog procesa je jaki
zakon velikih brojeva.
Poglavlje 4 sadrzˇi Liggettovu verziju Kingmanova dokaza subaditivnog ergodskog te-
orema u cˇetiri koraka te dokaz da klasicˇan ergodski teorem slijedi iz tog mnogo opc´enitijeg
rezultata.
Rad zavrsˇavamo Poglavljem 5 koje sadrzˇi primjere korisˇtenja ergodskih teorema. Weylov
ekvidistribucijski teorem nec´emo dokazati, ali c´emo pokazati kako se on koristi u odredivanju
distribucije prvih znamenaka potencija broja 2 (Benfordov zakon). Promatramo i jednos-
tavan primjer filtriranja: na cjelobrojnoj mrezˇi u Z2 gledamo brzinu prijenosu poruke po
bridovima do zadane tocˇke.
Poglavlje 1
Osnovni pojmovi i potrebni rezultati
Definicija 1.0.1. Neka je (Ω,F ) izmjeriv prostor te neka je Xn slucˇajna varijabla na
(Ω,F ), za svako n ∈ N. Familija X = (Xn, n ∈ N) naziva se slucˇajni proces (sa diskretnim
vremenom).
Neka su dani izmjerivi prostori (Ω j,F j), j ∈ N, te neka je Ω =
∏∞
j=1 Ω j = {ω =
(ω1, ω2, . . . ) : ω j ∈ Ω j, j = 1, 2, . . . }. Za proizvoljan n ∈ N, izmjeriv pravokutnik
u
∏n
j=1 Ω j je skup A1 × · · · × An, gdje je A j ∈ F j, za svako j = 1, 2, . . . , n. Skupove
A j, j = 1, 2, . . . , n, nazivamo stranice pravokutnika A1 × · · · × An. Najmanja σ-algebra de-
finirana familijom svih izmjerivih pravokutnika naziva se produkt σ-algebri F1,F2, . . . ,Fn
i oznacˇava se sa
n∏
j=1
F j = σ{A1 × · · · × An : A j ∈ F j, j = 1, 2, . . . , n}.
Definicija 1.0.2. Neka je n ∈ N proizvoljan te neka je dan proizvoljan izmjeriv pravokutnik
Bn ∈
∏n
j=1 F j. Izmjeriv cilindar sa bazom B
n je skup Bn ⊆ Ω definiran sa:
Bn = {ω ∈ Ω : (ω1, . . . , ωn) ∈ B
n}.
Familiju svih izmjerivih cilindara u Ω oznacˇavat c´emo sa F0 te je ona algebra sku-
pova na Ω. Kazˇemo da je izmjeriv cilindar izmjeriv pravokutnik ako mu je baza oblika
Bn =
∏n
j=1 B j ∈
∏n
j=1 F j, gdje je A j ∈ F j, j = 1, 2, . . . , n. Familija svih konacˇnih unija
medusobno disjunktnih izmjerivih pravokutnika u Ω je algebra skupova na Ω. Kazˇemo da
je izmjeriv pravokutnik Borelov pravokutnik ako su mu sve stranice baze Borelovi skupovi
u R. Definiramo
∏∞
j=1 F j = σ(F0) i
∏∞
j=1 F j nazivamo produkt σ-algebri F j, j ∈ N. Pro-
dukt σ-algebri F j, j ∈ N, je jednak σ-algebri generiranoj svim izmjerivim pravokutnicima.
Neka je R∞ =
∏
n∈N R, skup svih realnih funkcija definiranih na N. Tada je B
∞ produk-
tna σ-algebra generirana na R∞ u smislu prijasˇnjih definicija, tj. B∞ je σ-algebra generi-
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rana familijom svih Borelovih cilindara u R∞. Kolekciju B∞ nazivamo σ-algebra Borelo-
vih skupova u R∞. Zbog prijasˇnjih tvrdnji slijedi da je B∞ jednaka σ-algebri generiranoj
familijom svih Borelovih pravokutnika u R∞.
Teorem 1.0.3. (Ionescu Tulcea)
Neka su (Ω j,F j), j ∈ N, izmjerivi prostori i neka su Ω =
∏∞
j=1 Ω j i F =
∏∞
j=1 F j. Neka je
zadana vjerojatnost P1 na F1 i neka je za svako j ∈ N i svako (ω1, . . . , ω j) ∈ Ω1 × · · · ×Ω j
zadana vjerojatnost P j+1(ω1, . . . , ω j; ·) na F j+1. Pretpostavimo da je za svako j ∈ N i za
svako fiksno C ∈ F j+1 P j+1(ω1, . . . , ω j; C) (
∏ j
k=1
Fk,B)-izmjerivo preslikavanje. Za pro-
izvoljno n ∈ N i proizvoljan n-dimenzionalan izmjeriv cilindar Bn ∈
∏n
j=1 F j definiramo:
P′n(B
n) =
∫
Ω1
P1(dω1)
∫
Ω2
P2(ω1; dω2) · · ·
∫
Ωn−1
Pn−1(ω1, . . . , ωn−2; dωn−1)∫
Ωn
χBn(ω1, . . . , ωn)Pn(ω1, . . . , ωn−1; dωn).
Tako definirana funkcija P′n je vjerojatnost na
∏n
j=1 F j. Tada postoji jedinstvena vjerojat-
nost P na F takva da se za svako n ∈ N vjerojatnost P podudara sa vjerojatnosˇc´u P′n na
n-dimenzionalnim izmjerivim cilindrima, tj. vrijedi:
P(ω ∈ Ω : (ω1, . . . , ωn) ∈ B
n) = P′n(B
n), za sve n ∈ N i sve Bn ∈
n∏
j=1
F j.
Dokaz se mozˇe pronac´i u [6].
Korolar 1.0.4. Neka su (Ω j,F j,P j), j ∈ N, vjerojatnosni prostori i neka su Ω =
∏∞
j=1 Ω j i
F =
∏∞
j=1 F j. Tada postoji jedinstvena vjerojatnost P na F takva da vrijedi:
P(ω ∈ Ω : ω1 ∈ A1, ω2 ∈ A2, . . . , ωn ∈ An) =
n∏
j=1
P j(A j),
za sve n ∈ N i sve A j ∈ F j. Vjerojatnosnu mjeru P nazivamo produkt vjerojatnosti P j, j ∈ N,
i oznacˇavamo sa P =
∏∞
j=1 P j. Vjerojatnosni prostor (Ω,F ,P) nazivamo produkt vjerojat-
nosnih prostora (Ω j,F j,P j), j ∈ N.
Zadnja dva rezultata povlacˇe Kolmogorovljevu konstrukciju koja nam omoguc´ava da
svaki slucˇajan proces mozˇemo zamjeniti sa njegovim koordinatnim reprezentativnim pro-
cesom koji ima jednaku distribuciju kao polazni proces.
Teorem 1.0.5. Neka je (Fn, n ∈ N) proizvoljan niz vjerojatnosnih funkcija distribucije na
R. Tada postoji vjerojatnosni prostor (Ω,F ,P) te niz (Xn, n ∈ N) nezavisnih slucˇajnih
varijabli na Ω takvih da vrijedi FXn = Fn, za svako n ∈ N.
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Teorem 1.0.6. (Borel-Cantellijeva lema)
Neka je (An, n ∈ N) niz dogadaja na vjerojatnosnom prostoru (Ω,F ,P). Ako vrijedi da je∑∞
n=1 P(An) < +∞, tada je P(lim supn An) = 0.
Dokaz se mozˇe pronac´i u [6].
Neka je (Xn, n ∈ N) niz slucˇajnih varijabli na (Ω,F ,P). Za n ∈ N definiramo
σ(Xn, Xn+1, . . . ) = σ

∞⋃
k=n
Xk
−1(B)

najmanju σ-algebru na Ω u odnosu na koju su sve slucˇajne varijable Xn, Xn+1, . . . izmjerive.
Tada je
F∞ =
∞⋂
n=1
σ(Xn, Xn+1, . . . )
repna σ-algebra niza (Xn, n ∈ N). Repni dogadaji su elementi σ-algebre F∞. Funkcija
f : Ω −→ R je repna funkcija ako je (F∞,B)-izmjeriva.
Teorem 1.0.7. (Kolmogorovljev zakon 0-1)
Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli. Tada je vjerojatnost svakog repnog
dogadaja 0 ili 1, a svaka repna funkcija je gotovo sigurno konstanta.
Dokaz se mozˇe pronac´i u [6].
Propozicija 1.0.8. Ocˇekivanje slucˇajne varijable X postoji (konacˇno je) ako i samo ako je∑∞
n=1 P(|X| ≥ n) < +∞.
Teorem 1.0.9. (Kolmogorovljev jaki zakon velikih brojeva)
Neka je (Xn, n ∈ N) niz nezavisnih jednako distribuiranih slucˇajnih varijabli. Tada niz
(1
n
∑n
j=1 X j, n ∈ N) konvergira gotovo sigurno prema konacˇnom limesu ako i samo ako
postoji EX1 (konacˇno je) i u tom slucˇaju vrijedi:
lim
n→∞
1
n
n∑
j=1
X j = EX1 gotovo sigurno.
Dokaz se mozˇe pronac´i u [6].
Poglavlje 2
Preslikavanja koja cˇuvaju mjeru i
pojam ergodicˇnosti
2.1 Stacionarni procesi
Definicija 2.1.1. Neka je (Xn, n ∈ N) slucˇajan proces na vjerojatnosnom prostoru (Ω,F ,P).
Kazˇemo da je to stacionaran proces ako za svako k ≥ 0 vrijedi:
(Xk+1, Xk+2, . . . )
D
= (X1, X2, . . . ),
to jest:
P((X1, X2, . . . ) ∈ B) = P((Xk+1, Xk+2, . . . ) ∈ B), za svako B ∈ B
∞.
Posˇto je distribucija procesa odredena funkcijama distribucije svih konacˇno-dimenzio-
nalnih slucˇajnih vektora, definicija stacionarnosti je ekvivalentna:
P(X1 ≤ x1, . . . , Xn ≤ xn) = P(Xk+1 ≤ x1, . . . , Xk+n ≤ xn)
i to za sve x1, . . . , xn ∈ R i za svaki k ≥ 0 cijeli broj.
Posebno slijedi da su sve jednodimenzionalne funkcije distribucije slucˇajnih vektora
jednake:
P(X1 ≤ x) = P(Xk ≤ x), za svako k = 1, 2, . . . i za svaki x ∈ R.
Primjer 2.1.2. Svaki niz (Xn, n ∈ N) nezavisnih i jednako distribuiranih slucˇajnih varijabli
je stacionaran proces.
Primjer 2.1.3. Slucˇajan proces (Xn, n ∈ N0) je Markovljev lanac na vjerojatnosnom pros-
toru (Ω,F ,P) ako vrijedi:
P(Xn+1 ∈ A|Xn, Xn−1, . . . , X0) = P(Xn+1 ∈ A|Xn)
6
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za svako n ≥ 0 i svako A ∈ B.
Neka su vjerojatnosti prijelaza dane sa:
p(x, A) = P(Xn+1 ∈ A|Xn = x), za svaki n ∈ N, za svaki A ∈ B i za svaki x ∈ R
i stacionarnom distribucijom π :
π(A) =
∫
π(dx)p(x, A).
Ovo je vremenski homogen Markovljev lanac. Ako X0 ima distribuciju π, tada je X0, X1, . . .
stacionaran niz. Naime, neka je k ∈ N proizvoljan i neka je Bn ∈ B∞ proizvoljan n-
dimenzionalan izmjeriv pravokutnik:
Bn = {(xn, n ∈ N) ∈ R
∞ : x1 ∈ B1, . . . , xn ∈ Bn}, za neke B1, . . . , Bn ∈ B.
Tada iz Markovljevog svojstva, definicije uvjetne vjerojatnosti i definicije n-dimenzionalnog
izmjerivog pravokutnika slijedi:
P((X0, X1, . . . ) ∈ B
n) = P(X0 ∈ B1, . . . , Xn−1 ∈ Bn)
= P(Xn−1 ∈ Bn|Xn−2 ∈ Bn−1, . . . , X0 ∈ B1)P(Xn−2 ∈ Bn−1, . . . , X0 ∈ B1)
= P(Xn−1 ∈ Bn|Xn−2 ∈ Bn−1)P(Xn−2 ∈ Bn−1|Xn−3 ∈ Bn−2, . . . , X0 ∈ B1)
P(Xn−3 ∈ Bn−2, . . . , X0 ∈ B1)
= · · · = P(Xn−1 ∈ Bn|Xn−2 ∈ Bn−1) · · · P(X1 ∈ B2|X0 ∈ B1)P(X0 ∈ B1).
(2.1)
Iz definicije vjerojatnosti prijelaza slijedi:
P(X j ∈ B j+1|X j−1 ∈ B j) = P(X j+k ∈ B j+1|X j+k−1 ∈ B j), za svako j = 1, . . . , n − 1.
Iz definicije stacionarne distribucije imamo:
P(X0 ∈ B) = P(Xk ∈ B), za svako k ≥ 0 i za svako B ∈ B.
Tada iz formule (2.1) slijedi:
P((X0, X1, . . . ) ∈ B
n) = P(Xn−1+k ∈ Bn|Xn−2+k ∈ Bn−1) · · · P(Xk+1 ∈ B2|Xk ∈ B1)P(Xk ∈ B1).
Vrac´anjem unatrag kao u (2.1) dobivamo:
P((X0, X1, . . . ) ∈ B
n) = P((Xk, Xk+1, . . . ) ∈ B
n).
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Familija izmjerivih pravokutnika cˇini π-sistem koji generira produktnuσ-algebruB∞. Kako
je familija izmjerivih skupova na kojoj se podudaraju vjerojatnosti uvijek Dynkinova klasa,
familija koja sadrzˇi skupova za koje vrijedi jednakost vjerojatnosti sadrzˇi i Dynkinovu
klasu generiranu sa gore spomenutim π-sistemom. Po Dynkinovom teoremu slijedi da je
Dynkinova klasa generirana π-sistemom ekvivalentnaσ-algebri generiranoj tim π-sistemom
pa slijedi tvrdnja o jednakosti za sve elemente σ-algebreB∞. Time smo pokazali da je svaki
vremenski homogen Markovljev lanac stacionaran proces.
Sljedec´i primjer je primjer Markovljevog lanca koji nije stacionaran.
Primjer 2.1.4. Neka je (Xn, n ∈ N) Markovljev lanac sa skupom stanja S = {0, 1} te
matricom prijelaza:
P =
[
0 1
1 0
]
.
Neka je pocˇetna distribucija ovog lanca dana sa:
π = [1 0] .
Stoga lanac poprima vrijednosti (X0, X1, X2, . . . ) = (0, 1, 0, . . . ) sa vjerojatnosˇc´u 1 te vrijed-
nosti (X0, X1, X2, . . . ) = (1, 0, 1, . . . ) sa vjerojatnosˇc´u 0. To ocˇito nije stacionaran proces,
vec´ sa pomakom za jedan ne dobivamo isto distribuiran proces kao pocˇetni.
Primjer 2.1.5. (Rotacija kruga)
Neka je Ω = [0, 1〉, F = B([0, 1〉) i P = λ Lebesguova mjera na [0, 1〉. Neka je θ ∈ 〈0, 1〉 i
za n ≥ 0 neka je:
Xn(ω) = (ω + nθ) mod 1
x mod 1 = x − ⌊x⌋ .
Neka je
p(x, A) =
1 ako je (x + θ) mod 1 ∈ A,0 inacˇe.
Tada je to poseban slucˇaj Primjera 2.1.3.
Propozicija 2.1.6. Proces X1, X2, . . . je stacionaran ako su procesi X1, X2, . . . i X2, X3, . . .
jednako distribuirani.
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Dokaz. Pretpostavimo da (X1, X2, . . . )
D
= (X2, X3, . . . ), to jest da vrijedi:
P((X1, X2, . . . ) ∈ B) = P((X2, X3, . . . ) ∈ B), za sve B ∈ B
∞.
Definiramo X′
k
= Xk+1, k = 1, 2, . . . Ocˇito slijedi:
P((X1, X2, . . . ) ∈ B) = P(X
′
1, X
′
2, . . . ) ∈ B), za sve B ∈ B
∞ (2.2)
tj. X′
1
, X′
2
, . . . ima jednaku distribuciju kao X1, X2, . . . Iz pretpostavke tada slijedi da
X′
2
, X′
3
, . . . ima jednaku distribuciju kao X′
1
, X′
2
, . . . pa iz definicije od (X′n, n ∈ N) i (2.2)
slijedi da X1, X2, . . . i X3, X4, . . . imaju jednaku distribuciju. Dokaz za proizvoljan n ∈ N
slijedi indukcijom. Pretpostavimo da za neki n ∈ N vrijedi:
(Xn+1, Xn+2, . . . )
D
= (X1, X2, . . . ).
Tada definiramo da je X′
k
= Xn+k, k = 1, 2, . . . Po pretpostavci indukcije X1, X2, . . . i
X′
1
, X′
2
, . . . su jednako distribuirani, a po pretpostavci propozicije slijedi da su X′
1
, X′
2
, . . . i
X′
2
, X′
3
, . . . jednako distribuirani. Stoga slijedi:
(Xn+2, Xn+3, . . . )
D
= (X1, X2, . . . )
pa tvrdnja slijedi za svaki n ∈ N, to jest (Xn, n ∈ N) je stacionaran proces. 
Ponekad promatramo procese . . . , X−2, X−1, X0, X1, X2, . . . , to jest (Xn, n ∈ Z). To je pro-
ces koji ima beskonacˇno mnogo opazˇanja u beskonacˇnoj prosˇlosti i beskonacˇnoj buduc´nosti.
Takav proces je stacionaran ako:
P(X1 ≤ x1, . . . , Xn ≤ xn) = P(Xk+1 ≤ x1, . . . , Xk+n ≤ xn)
i to za sve x1, . . . , xn ∈ R i za sve k ∈ Z.
Propozicija 2.1.7. Za zadani jednostrani stacionarni proces X1, X2, . . . postoji dvostrani
stacionarni proces
. . . , Xˆ−1, Xˆ0, Xˆ1, . . .
takav da Xˆ1, Xˆ2, . . . i X1, X2, . . . imaju istu distribuciju.
Dokaz. Po Kolmogorovljevoj konstrukciji, da bismo definirali trazˇeni proces, dovoljno
je zadati suglasnu familiju konacˇno-dimenzionalnih funkcija distribucije koje odgovaraju
procesu
. . . , Xˆ−1, Xˆ0, Xˆ1, . . .
Definiramo:
P(Xˆ−m ≤ x−m, . . . , Xˆn ≤ xn) = P(X1 ≤ x−m, . . . , Xn+m+1 ≤ xn),
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za x−m, . . . , xn ∈ R i za sve m, n ∈ N. Po Kolmogorovljevoj konstrukciji slijedi da postoji
slucˇajni proces cˇije su ovo konacˇno-dimenzionalne funkcije distribucije te je ovo ocˇito
stacionaran proces posˇto je X1, X2, . . . stacionaran proces po pretpostavci. Po tome kako
smo definirali taj proces slijedi da su Xˆ1, Xˆ2, . . . i X1, X2, . . . jednako distribuirani. 
Propozicija 2.1.8. Neka je (Xn, n ∈ N) stacionaran slucˇajni proces i neka je ϕ : R
∞ −→ R
izmjeriva funkcija u paru σ-algebri (B∞,B). Definiramo proces Y1,Y2, . . . sa
Yk = ϕ(Xk, Xk+1, . . . ), za sve k = 1, 2, . . .
Tada je Y1,Y2, . . . takoder stacionaran slucˇajni proces.
Dokaz. Za svaki k ∈ N definiramo ϕk : R
∞ −→ R sa
ϕk(x1, x2, . . . ) = ϕ(xk, xk+1, . . . ).
Stoga su funkcije Yk : R
∞ −→ R iz iskaza propozicije dane sa:
Yk = ϕk(X1, X2, . . . )
za svaki k ∈ N. To su ocˇito slucˇajne varijable jer vrijedi:
Yk
−1(B) = [ϕk(X1, X2, . . . )]
−1(B)
= (X1, X2, . . . )
−1 (ϕk
−1(B))︸    ︷︷    ︸
∈B∞
, za sve B ∈ B∞
posˇto je po pretpostavci ϕ B∞-izmjeriva funkcija. Za skup
A = {① = (xn, n ∈ N) ∈ R
∞ : (ϕ1(①), ϕ2(①), . . . ) ∈ B)}, B ∈ B
∞
vrijedi A ∈ B∞ jer su ϕ1(①), ϕ2(①), . . . slucˇajne varijable. Iz definicije skupa A i slucˇajnih
varijabli Y1,Y2, . . . slijedi
{① ∈ R∞ : (Y1(①),Y2(①), . . . ) ∈ B} = {① ∈ R
∞ : (X1(①), X2(①), . . . ) ∈ A} (2.3)
{① ∈ R∞ : (Y2(①),Y3(①), . . . ) ∈ B} = {① ∈ R
∞ : (X2(①), X3(①), . . . ) ∈ A} (2.4)
i to za sve B ∈ B∞.
Posˇto je (Xn, n ∈ N) stacionaran proces slijedi:
P((X1, X2, . . . ) ∈ A) = P((X2, X3, . . . ) ∈ A), za sve A ∈ B
∞
pa posˇto za svaki B ∈ B∞ mozˇemo konstruirati skup A ∈ B∞, iz (2.3) i (2.4) slijedi:
P((Y1,Y2, . . . ) ∈ B) = P((Y2,Y3, . . . ) ∈ B), za sve B ∈ B
∞
pa stoga iz Propozicije 2.1.6 slijedi da je (Yn, n ∈ N) stacionaran proces. 
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Korolar 2.1.9. Neka je (Xn, n ∈ N) niz nezavisnih i jednako distribuiranih slucˇajnih va-
rijabli i neka je ϕ : R∞ −→ R izmjeriva funkcija u paru σ-algebri (B∞,B). Definiramo
proces Y1,Y2, . . . sa:
Yk = ϕ(Xk, Xk+1, . . . ), za sve k = 1, 2, . . .
Tada je Y1,Y2, . . . stacionaran slucˇajni proces.
Dokaz. Svaki niz nezavisnih i jednako distribuiranih slucˇajnih varijabli je stacionaran pro-
ces pa tvrdnja slijedi iz Propozicije 2.1.8 
Primjer 2.1.10. (Bernoullijev pomak)
Neka je Ω = [0, 1〉, F = B([0, 1〉) i P = λ Lebesguova mjera na [0, 1〉. Neka je Y0(ω) = ω i
Yn(ω) = (2Yn−1(ω)) mod 1, za sve n ≥ 1.
Iz Propozicije 2.1.8 slijedi da je to stacionaran proces. Naime, neka je X0, X1, . . . niz
nezavisnih i jednako distribuiranih slucˇajnih varijabli takav da:
P(Xi = 0) = P(Xi = 1) =
1
2
, za sve i = 0, 1, 2, . . .
Neka je g : R∞ −→ R izmjeriva funkcija definirana sa:
g(x) =
∞∑
i=0
xi+12
−(i+1),
pri cˇemu je x =
∑∞
i=0 xi2
−(i+1) binarni zapis broja x ∈ [0, 1〉. Tada je Yk = g(Xk, Xk+1, . . . ), k ∈
N0, stacionaran proces po Propoziciji 2.1.8.
2.2 Transformacije koje cˇuvaju mjeru
Pretpostavimo da na vjerojatnosnom prostoru (Ω,F ,P) imamo definiranu transformaciju
T : Ω −→ Ω.
Kazˇemo da je T izmjeriva ako vrijedi
T−1(A) = {ω ∈ Ω : T (ω) ∈ A} ∈ F , za sve A ∈ F .
Definicija 2.2.1. Kazˇemo da izmjeriva transformacija T : Ω −→ Ω cˇuva mjeru ako vrijedi
P(T−1(A)) = P(A), za sve A ∈ F .
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Za izmjerivost transformacije T je dovoljno provjeriti
T−1(C) ∈ F , za sve C ∈ C,
gdje je F = σ(C) te je C π-sistem skupova na Ω. Stoga je, zbog Dynkinovog teorema,
dovoljno provjeriti:
P(T−1(C)) = P(C), za sve C ∈ C
kako bismo pokazali da je T transformacija koja cˇuva mjeru.
Primjer 2.2.2. (Verizˇni razlomci)
Neka je T (x) = 1
x
−
⌊
1
x
⌋
, x ∈ 〈0, 1〉 te A(x) =
⌊
1
x
⌋
. Sa an = A(T
n(x)), n = 0, 1, 2, . . .
definiramo verizˇni razlomak realnog broja x:
x = a0 +
1
a1 +
1
a2 +
1
a3 + · · ·
Tada T cˇuva mjeru µ : B(〈0, 1〉) −→ [0,+∞〉 definiranu sa:
µ(A) =
1
log 2
∫
A
dx
1 + x
Dovoljno je provjeriti da je µ(T−1(I)) = µ(I), za I interval u 〈0, 1〉. Neka je I = 〈a, b〉
proizvoljan podinterval od 〈0, 1〉. Tada je:
T−1(I) = T−1(〈a, b〉)
= {y ∈ 〈0, 1〉 : a <
1
y
−
⌊
1
y
⌋
< b}
=
+∞⋃
n=1
〈
1
b + n
,
1
a + n
〉
︸            ︷︷            ︸
medusobno disjunktni
Stoga slijedi:
µ(T−1(〈a, b〉)) = µ

+∞⋃
n=1
〈
1
b + n
,
1
a + n
〉
=
∞∑
n=1
µ
(〈
1
b + n
,
1
a + n
〉)
(σ − aditivnost)
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=
1
log 2
∞∑
n=1
∫ 1
a+n
1
b+n
dx
1 + x
=
1
log 2
∞∑
n=1
[log
(
1 +
1
a + n
)
− log
(
1 +
1
b + n
)
]
=
1
log 2
∞∑
n=1
[log(a + n + 1) − log(a + n) − log(b + n + 1) + log(b + n)]
=
1
log 2
lim
N→∞
N∑
n=1
[log(a + n + 1) − log(a + n) − log(b + n + 1) + log(b + n)]
=
1
log 2
[log(b + 1) − log(a + 1) + lim
N→∞
log
a + 1 + N
b + 1 + N︸                 ︷︷                 ︸
log limN→∞
a+1+N
b+1+N
=log 1=0
]
(neprekidnost logaritamske funkcije)
=
1
log 2
[log(b + 1) − log(a + 1)]
=
1
log 2
∫ b
a
dx
1 + x
= µ(〈a, b〉)
pa smo pokazali da je T transformacija koja cˇuva mjeru µ.
Pomoc´u transformacija koje cˇuvaju mjeru mozˇemo generirati veliki broj slucˇajnih pro-
cesa.
Primjer 2.2.3. Neka je X slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F ,P). Neka
je T : Ω −→ Ω transformacija koja cˇuva mjeru. Iz definicije slijedi da je to izmjeriva
funkcija. Definiramo proces:
X1(ω) = X(ω),
X2(ω) = X(T (ω)),
X3(ω) = X(T
2(ω)),
...
Xn(ω) = X(T
n−1(ω)) = Xn−1(T (ω)), n ∈ N.
Ako je X1(ω) izmjerena vrijednost u trenutku 1, tada je Xn(ω) mjerenje te iste vrijednosti,
ali nakon n − 1 koraka tj. ω 7−→ T n−1(ω) je iteracija nakon n − 1 koraka. Intuitivno je
jasno da distribucija niza X1, X2, . . . ne ovisi o trenutku u kojem ga krec´emo promatrati jer
se Xn(ω) dobiva iz X1(ω) kao X1(T
n−1(ω)), uz pretpostavku da definiramo da je T 0(ω) = ω
identiteta.
POGLAVLJE 2. PRESLIKAVANJA KOJA CˇUVAJU MJERU I POJAM
ERGODICˇNOSTI 14
Propozicija 2.2.4. Neka je X slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F ,P) i
neka je T : Ω −→ Ω transformacija koja cˇuva mjeru. Tada je niz
Xn(ω) = X(T
n−1(ω)), ω ∈ Ω, n = 1, 2 . . . (2.5)
stacionaran niz slucˇajnih varijabli.
Dokaz. Prvo pokazˇimo da je Xn slucˇajna varijabla, za sve n ∈ N. Za proizvoljan Borelov
skup B ∈ B vrijedi:
Xn
−1(B) = {ω′ ∈ Ω : Xn(ω
′) ∈ B}, gdje je ω′ = T n−1(ω), za sve ω ∈ Ω
= {ω ∈ Ω : X(T n−1(ω)) ∈ B}, po (2.5)
= (X(T n−1))−1(B)
= (T n−1)−1 (X−1(B))︸    ︷︷    ︸
∈F
∈ F ,
gdje zadnja jednakost slijedi iz cˇinjenice da je X slucˇajna varijabla na vjerojatnosnom pros-
toru (Ω,F ,P) te cˇinjenice da je T n izmjerivo preslikavanje, za sve n ∈ N. Naime, po
pretpostavci je T transformacija koja cˇuva mjeru pa je to izmjerivo preslikavanje, a kom-
pozicija izmjerivih preslikavanja je izmjerivo preslikavanje.
Pokazˇimo stacionarnost niza X1, X2, . . . . Za svaki B ∈ B
∞ definiramo skup:
A = {ω ∈ Ω : (X1(ω), X2(ω), . . . ) ∈ B}.
Posˇto je (Xn, n ∈ N) slucˇajan proces slijedi da je on (F ,B
∞)-izmjeriv pa je stoga A ∈ F . Iz
definicije (2.5) slijedi
A = {ω ∈ Ω : (X(ω), X(T (ω)), X(T 2(ω)), . . . ) ∈ B}, za sve B ∈ B∞.
Analogno definiramo skup:
A′ = {ω ∈ Ω : (X2(ω), X3(ω), . . . ) ∈ B}, za sve B ∈ B
∞
te vrijedi A′ ∈ B∞ i
A′ = {ω ∈ Ω : (X(T (ω)), X(T 2(ω)), . . . ) ∈ B}, za sve B ∈ B∞.
Iz definicije skupova A i A′ te svojstava praslike slijedi:
T−1(A)) = T−1((X, X(T ), X(T 2), . . . )−1(B))
= (X(T ), X(T 2), X(T 3), . . . )−1(B)
= A′, za sve B ∈ B∞.
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Posˇto je T transformacija koja cˇuva mjeru vrijedi P(T−1(A)) = P(A) pa stoga iz prethodne
jednakosti slijedi:
P((X2, X3, . . . ) ∈ B︸              ︷︷              ︸
A′=T−1(A)
) = P((X1, X2, . . . ) ∈ B︸              ︷︷              ︸
A
), za sve B ∈ B∞.
Slijedi da su X1, X2, . . . i X2, X3, . . . jednako distribuirani pa po Propoziciji 2.1.6 slijedi
da je X1, X2, . . . stacionaran niz. 
U smislu distribucije, svaki stacionaran slucˇajan proces mozˇemo prikazati pomoc´u
neke transformacije koja cˇuva mjeru. Naime, ako je (Xn, n ∈ N) proizvoljan staciona-
ran slucˇajni proces, pomoc´u Kolmogorovljeve konstrukcije dolazimo do vjerojatnosnog
prostora (R∞,B∞, Pˆ) te koordinatnog reprezentativnog procesa (Xˆn, n ∈ N) na tom vjero-
jatnosnom prostoru za koji vrijedi:
Xˆn(①) = xn, ① = (xn, n ∈ N) ∈ R
∞.
Taj proces ima jednake konacˇno-dimenzionalne distribucije kao pocˇetni proces.
Definicija 2.2.5. Na izmjerivom prostoru (R∞,B∞) definiramo pomak S : R∞ −→ R∞ sa
S (x1, x2, . . . ) = (x2, x3, . . . ), (xn, n ∈ N) ∈ R
∞.
Iz definicije slijedi:
Xˆn(①) = Xˆ1(S
n−1(①)), ① = (xn, n ∈ N) ∈ R
∞, za sve n ∈ N.
Propozicija 2.2.6. Transformacija pomaka S : R∞ −→ R∞
S (x1, x2, . . . ) = (x2, x3, . . . ), (xn, n ∈ N) ∈ R
∞
je izmjeriva funkcija u odnosu na σ-algrebu B∞ i ako je X1, X2, . . . stacionaran proces,
tada S cˇuva vjerojatnosnu mjeru Pˆ pridruzˇenu koordinatnom reprezentativnom procesu.
Dokaz. Vrijedi:
B∞ = σ(F0),
gdje je F0 algebra izmjerivih Borelovih pravokutnika u R
∞.
Neka je n ∈ N proizvoljan te neka je C ∈ F0 proizvoljan n-dimenzionalan Borelov
pravokutnik tj.
C = {(xn, n ∈ N) ∈ R
∞ : x1 ∈ B1, . . . , xn ∈ Bn},
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gdje su B1, . . . , Bn ∈ B. Slijedi
S −1(C) = {(xn, n ∈ N) ∈ R
∞ : S (x1, x2, . . . ) ∈ C}
= {(xn, n ∈ N) ∈ R
∞ : (x2, x3, . . . ) ∈ C} (definicija od S )
= {(xn, n ∈ N) ∈ R
∞ : x2 ∈ B1, x3 ∈ B2, . . . , xn+1 ∈ Bn} (definicija od C)
= {(xn, n ∈ N) ∈ R
∞ : x1 ∈ R, x2 ∈ B1, x3 ∈ B2, . . . , xn+1 ∈ Bn}︸                                                                        ︷︷                                                                        ︸
izmjerivi pravokutnik ∈F0⊆σ(F0)=B∞
pa je S B∞-izmjeriva funkcija.
Pretpostavimo da je X1, X2, . . . stacionaran proces. Neka je n ∈ N proizvoljan te neka
je C ∈ F0 proizvoljan n-dimenzionalan Borelov pravokutnik, to jest
C = {(xn, n ∈ N) ∈ R
∞ : x1 ∈ B1, . . . , xn ∈ Bn}.
Tada slijedi:
Pˆ(S −1(C)) = Pˆ({(xn, n ∈ N) ∈ R
∞ : S (x1, x2, . . . ) ∈ C})
= Pˆ({(xn, n ∈ N) ∈ R
∞ : (x2, x3, . . . ) ∈ C})
= Pˆ({(xn, n ∈ N) ∈ R
∞ : x2 ∈ B1, . . . , xn+1Bn})
= Pˆ(Xˆ2 ∈ B1, . . . , Xˆn+1 ∈ Bn) (definicija koordinatnog procesa)
= Pˆ(Xˆ1 ∈ B1, . . . , Xˆn ∈ Bn) (stacionarnost koordinatnog procesa)
= Pˆ({(xn, n ∈ N) ∈ R
∞ : x1 ∈ B1, . . . , xnBn})
= Pˆ({(xn, n ∈ N) ∈ R
∞ : (x1, x2, . . . ) ∈ C})
= Pˆ(C).
Tada iz konacˇne aditivnosti vjerojatnosti Pˆ slijedi ekvivalentna tvrdnja za algebru ko-
nacˇnih unija medusobno disjunktnih izmjerivih Borelovih pravokutnika. Iz Dynkinovog
teorema slijedi jednakost na σ-algebri generiranoj tom algebrom, a to je upravo B∞. Slijedi
da S cˇuva mjeru Pˆ. 
2.3 Invarijantni skupovi i ergodicˇnost
Neka je T transformacija koja cˇuva mjeru na vjerojatnosnom prostoru (Ω,F ,P).
Definicija 2.3.1. Skup A ∈ F je invarijantan u odnosu na transformaciju T ako vrijedi
T−1(A) = A.
Ako je A invarijantan skup, tada T preslikava skup A u njega samog. Indukcijom slijedi
da ako je skup A invarijantan u odnosu na transformaciju T , tada je taj skup invarijantan i
u odnosu na transformaciju T n, za sve n ∈ N.
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Propozicija 2.3.2. Familija T invarijantnih skupova u odnosu na transformaciju T koja
cˇuva mjeru je σ-algebra.
Dokaz. Definiramo familiju invarijantnih skupova u odnosu na transformaciju T koja cˇuva
mjeru:
T = {A ∈ F : T−1(A) = A}.
Pokazˇimo da je T σ-algebra.
1. Posˇto je ∅ ∈ F i po definiciji praslike vrijedi T−1(∅) = ∅, slijedi da je ∅ ∈ T .
2. Neka je A ∈ T . Tada vrijedi da je T−1(A) = A. Posˇto je F σ-algebra, slijedi da je
Ac ∈ F . Po definiciji komplementa i svojstvima praslike slijedi:
Ac = {ω ∈ Ω : ω < A} = {ω ∈ Ω : ω < T−1(A)} = (T−1(A))c = T−1(Ac)
pa slijedi da je Ac ∈ T .
3. Neka je (An, n ∈ N) ⊆ T . Slijedi da je An ∈ F , za sve n ∈ N i T
−1(An) = An, za
sve n ∈ N. Posˇto je F σ-algebra, slijedi
⋃
n∈N
An ∈ F . Tada iz svojstava praslike i
definicije invarijantnog skupa vrijedi:
T−1
⋃
n∈N
An
 =⋃
n∈N
T−1(An) =
⋃
n∈N
An.
Slijedi da je
⋃
n∈N
An ∈ T .
Stoga je T σ-algebra. 
Definicija 2.3.3. Neka je T transformacija koja cˇuva mjeru na vjerojatnosnom prostoru
(Ω,F ,P). Kazˇemo da je transformacija T ergodska ili ergodicˇna ako za svaki invarijantan
skup A ∈ T vrijedi P(A) = 0 ili 1.
Definiramo da je dogadaj A ∈ F gotovo sigurno invarijantan ako vrijedi:
P(A△T−1(A)) = 0.
Familija svih gotovo sigurno invarijatnih dogadaja u odnosu na transformaciju T nadopu-
njuje familiju svih invarijatnih dogadaja T na vjerojatnosnom prostoru (Ω,F ,P).
Propozicija 2.3.4. Neka je A ∈ F gotovo sigurno invarijantan skup. Tada postoji skup
A′ ∈ F koji je invarijantan (A′ ∈ T ) takav da vrijedi
P(A△A′) = 0.
POGLAVLJE 2. PRESLIKAVANJA KOJA CˇUVAJU MJERU I POJAM
ERGODICˇNOSTI 18
Dokaz. Definiramo
A′′ =
∞⋃
n=0
T−n(A)
te stavimo da je T 0(A) = A. Pokazˇimo da je A′′ gotovo sigurno invarijantan skup. Po
definiciji od A′′ vrijedi T−1(A′′) =
∞⋃
n=0
T−n−1(A). Iz svojstava praslike, razlike skupova,
unije skupova, definicije skupa A′′ te cˇinjenice da ako je T transformacija koja cˇuva mjeru,
tada je i T n, za sve n ∈ N, transformacija koja cˇuva mjeru slijedi:
A′′\T−1(A) =

∞⋃
n=0
T−n(A)
 \

∞⋃
n=0
T−n−1(A)

≤
∞⋃
n=0
(T−n(A)\T−n−1(A))
=
∞⋃
n=0
(T−n(A)\T−n(T−1(A)))
=
∞⋃
n=0
(T−n(A\T−1(A))).
Analogno dobivamo:
T−1(A′′)\A′′ =

∞⋃
n=0
T−n−1(A)
 \

∞⋃
n=0
T−n(A)

≤
∞⋃
n=0
(T−n−1(A)\T−n(A))
=
∞⋃
n=0
(T−n(T−1(A)\A)).
Sada iz definicije simetricˇne razlike, skupa A′′, svojstava praslike i σ-subaditivnosti i mo-
notonosti vjerojatnosti slijedi:
P(A′′△T−1(A′′)) ≤ P

∞⋃
n=0
(T−n(A\T−1(A))) ∪ (T−n(T−1(A)\A))

≤
∞∑
n=0
P(T−n((A\T−1(A)) ∪ (T−1(A)\A)︸                           ︷︷                           ︸
∈F
))
=
∞∑
n=0
P((A\T−1(A)) ∪ (T−1(A)\A))︸                               ︷︷                               ︸
=0 jer je A g.s. invarijantan
.
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Stoga iz nenegativnosti vjerojatnosti slijedi da je P(A′′△T−1(A′′)) = 0 pa po definiciji slijedi
da je A′′ gotovo sigurno invarijantan skup.
Sljedec´e c´emo pokazati da je A = A′′ gotovo sigurno, tj. da vrijedi P(A△A′′) = 0. Iz
definicije simetricˇne razlike skupova, razlike skupova i unije slijedi:
A△A′′ = (A\A′′) ∪ (A′′\A)
= A\

∞⋃
n=0
T−n(A)
 ∪

∞⋃
n=0
T−n(A)
 \A
⊆

∞⋃
n=0
(A\T−n(A))
 ∪

∞⋃
n=0
(T−n(A)\A)

=
∞⋃
n=0
(A△T−n(A)).
Tada iz monotonosti vjerojatnosti i σ-subaditivnosti slijedi:
P(A△A′′) ≤ P

∞⋃
n=0
A△T−n(A)

≤
∞∑
n=0
P(A△T−n(A))︸          ︷︷          ︸
=0 jer je A g.s. invarijantan
pa iz nenegativnosti vjerojatnosti slijedi da je P(A△A′′) = 0 tj. A = A′′ gotovo sigurno.
Pokazˇimo da je T−1(A′′) ⊆ A′′ :
T−1(A′′) = T−1

∞⋃
n=0
T−n(A)

=
∞⋃
n=0
T−n−1(A) ⊆
∞⋃
n=0
T−n(A) = A′′.
Sljedec´e definiramo skup A′ sa:
A′ =
∞⋂
n=0
T−n(A′′).
Pokazˇimo da je A = A′ gotovo sigurno tj. P(A△A′) = 0. Posˇto je A = A′′ gotovo si-
gurno slijedi da je P(A△A′) = P(A′△A′′) pa iz svojstava razlike, unije i monotonosti te
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σ-subaditivnosti vjerojatnosti slijedi:
P(A′△A′′) = P


∞⋂
n=0
T−n(A′′)
 \A′′ ∪ A′′\

∞⋂
n=0
T−n(A′′)


≤ P

∞⋃
n=0
(T−n(A′′)\A′′ ∪ A′′\T−n(A′′))

≤
∞∑
n=0
P(T−n(A′′)\A′′ ∪ A′′\T−n(A′′))︸                                 ︷︷                                 ︸
=0 jer je A′′ g.s. invarijantan
pa iz nenegativnosti vjerojatnosti slijedi da je P(A△A′) = 0 tj. A = A′ gotovo sigurno.
Preostaje pokazati da je A′ invarijantan u odnosu na transformaciju T tj. da vrijedi
T−1(A′) = A′. Pokazˇimo da je T−1(A′) ⊆ A′:
T−1(A′) = T−1

∞⋂
n=0
T−n(A′′)

=
∞⋂
n=0
T−n(T−1(A′′)︸   ︷︷   ︸
⊆A′′
)
⊆
∞⋂
n=0
T−n(A′′) = A′.
Obratno:
T−1(A′) = T−1

∞⋂
n=0
T−n(A′′)

=
∞⋂
n=0
T−n−1(A′′) ⊇
∞⋂
n=0
T−n(A′′) = A′
pa tvrdnja slijedi. 
2.4 Invarijantne slucˇajne varijable
Definicija 2.4.1. Neka je X slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F ,P) te
neka je T : Ω −→ Ω transformacija koja cˇuva mjeru. Kazˇemo da je X invarijantna
slucˇajna varijabla ako vrijedi:
X(ω) = X(T (ω)), za sve ω ∈ Ω.
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Propozicija 2.4.2. X je invarijantna slucˇajna varijabla u odnosu na transformaciju T koja
cˇuva mjeru ako i samo ako je X T -izmjeriva slucˇajna varijabla, gdje je T σ-algebra
invarijatnih skupova u odnosu na T tj. T = {A ∈ F : T−1(A) = A}.
Dokaz. Pretpostavimo da je X invarijantna slucˇajna varijabla. Tada za proizvoljan x ∈ R
vrijedi:
X−1(〈−∞, x]) = {ω ∈ Ω : X(ω) ∈ 〈−∞, x]}
= {ω ∈ Ω : X(T (ω)) ∈ 〈−∞, x]} (X invarijantna)
= (X(T ))−1(〈−∞, x])
= T−1(X−1(〈−∞, x])).
Stoga je X−1(〈−∞, x]) invarijantan skup u odnosu na transformaciju T pa slijedi da je
X−1(〈−∞, x]) ∈ T , za sve x ∈ R. Stoga je X T -izmjeriva funkcija.
Obratno, neka je X T -izmjeriva slucˇajna varijabla. Pokazat c´emo da je to invarijantna
slucˇajna varijabla Lebesguovom indukcijom.
I Neka je X(ω) = χA(ω), za sve ω ∈ Ω i za proizvoljan A ∈ T . Tada vrijedi:
X(T (ω)) = χA(T (ω))
=
0,T (ω) < A1,T (ω) ∈ A =
0, ω < T
−1(A)
1, ω ∈ T−1(A)
=
0, ω < A1, ω ∈ A ( slijedi iz A ∈ T )
= χA(ω)
= X(ω), za sve ω ∈ Ω.
Slijedi da je X invarijantna slucˇajna varijabla.
II Neka je X jednostavna, T -izmjeriva slucˇajna varijabla. Slijedi da X ima sljedec´i pri-
kaz:
X =
n∑
k=1
xkχAk
gdje su x1, . . . , xn ∈ R te A1, . . . , An ∈ T medusobno disjunktni skupovi.
POGLAVLJE 2. PRESLIKAVANJA KOJA CˇUVAJU MJERU I POJAM
ERGODICˇNOSTI 22
Tada slijedi:
X(T (ω)) =
n∑
k=1
xkχAk(T (ω))
=
n∑
k=1
xkχAk(ω) (prema I)
= X(ω), za sve ω ∈ Ω
pa slijedi da je X invarijantna slucˇajna varijabla.
III Neka je X nenegativna, T -izmjeriva slucˇajna varijabla. Tada postoji rastuc´i niz
(Xn, n ∈ N) nenegativnih, jednostavnih, T -izmjerivih slucˇajnih varijabli takvih da
vrijedi:
X = lim
n→∞
Xn. (2.6)
Slijedi da je (Xn ◦ T, n ∈ N) rastuc´i niz nenegativnih, jednostavnih, T -izmjerivih
slucˇajnih varijabli takvih da vrijedi:
X ◦ T = lim
n→∞
(Xn ◦ T ). (2.7)
Izmjerivost slijedi iz cˇinjenice da je T T -izmjerivo preslikavanje i da je kompozicija
dva izmjeriva preslikavanja ponovno izmjerivo preslikavanje. Slijedi:
X(T (ω)) = lim
n→∞
Xn(T (ω)) (2.7)
= lim
n→∞
Xn(ω) ( prema II)
= X(ω), za sve ω ∈ Ω. (2.6)
Slijedi da je X invarijantna slucˇajna varijabla.
IV Neka je X proizvoljna T -izmjeriva slucˇajna varijabla. X se mozˇe prikazati kao X =
X+ − X− gdje su X+ i X− nenegativne, T -izmjerive slucˇajne varijable. Iz III slijedi:
X(T (ω)) = X+(T (ω)) − X−(T (ω)) = X+(ω) − X−(ω) = X(ω), za sve ω ∈ Ω.
Slijedi da je X invarijantna slucˇajna varijabla.

Propozicija 2.4.3. Neka je T transformacija koja cˇuva mjeru na vjerojatnosnom prostoru
(Ω,F ,P). T je ergodska ako i samo ako je svaka invarijantna slucˇajna varijabla X na Ω
gotovo sigurno konstanta.
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Dokaz. Pretpostavimo da je T ergodska transformacija koja cˇuva mjeru. Tada za svako
A ∈ T vrijedi da je P(A) = 0 ili 1. Neka je X proizvoljna invarijantna slucˇajna varija-
bla na Ω. Iz prethodne propozicije slijedi da je X T -izmjeriva. Stoga je {X ≤ x} ∈ T ,
za sve x ∈ R. Posˇto je T ergodska transformacija slijedi da je P(X ≤ x) = 0 ili 1,
za sve x ∈ R, pa iz definicije funkcije distribucije slijedi da je FX(x) = 0 ili 1, za sve x ∈ R.
Neka je (xn, n ∈ N) niz u R koji raste prema +∞. Posˇto je {X ≤ ∞} =
∞⋃
n=1
{X ≤ xn} i to je
rastuc´i niz dogadaja, iz neprekidnosti vjerojatnosti u odnosu na rastuc´i niz dogadaja slijedi:
P(X ≤ ∞)︸     ︷︷     ︸
FX(∞)=1
= lim
n→∞
P(X ≤ xn)︸     ︷︷     ︸
FX(xn)
.
Neka je x0 = inf{xn : P(X ≤ xn) = 1}. Tada je P(x0 −
1
n
< X ≤ x0) = P(X ≤ x0) − P(X ≤
x0 −
1
n
) = 1 − 0 = 1, za sve n ∈ N, zbog definicije infimuma. Slijedi:
P(X = x0) = P

∞⋂
n=1
{x0 −
1
n
< X ≤ x0}

(neprekidnost vjerojatnosti u odnosu na padajuc´i niz dogadaja)
= lim
n→∞
P(x0 −
1
n
< X ≤ x0)︸                   ︷︷                   ︸
=1, za sve n∈N
= 1
pa slijedi da je X gotovo sigurno konstanta.
Obratno, pretpostavimo da je svaka invarijantna slucˇajna varijabla na Ω gotovo sigurno
konstanta. Neka je A ∈ T proizvoljno. Definiramo slucˇajnu varijablu:
X(ω) = χA(ω), ω ∈ Ω.
Ovo jeT -izmjeriva slucˇajna varijabla pa je po prethodnoj propoziciji X invarijantna slucˇajna
varijabla. Tada po pretpostavci slijedi da je X gotovo sigurno konstanta pa posˇto je X de-
finirana kao karakteristicˇna funkcija skupa A slijedi P(A) = 0 ili 1 te je stoga T ergodska
transformacija. 
Iz dokaza propozicije slijedi:
Propozicija 2.4.4. T je ergodska transformacija ako i samo ako je svaka ogranicˇena inva-
rijantna slucˇajna varijabla gotovo sigurno konstanta
Opc´enito je tesˇko pokazati da je dana transformacija ergodska.
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Primjer 2.4.5. Neka je Ω = [0, 1〉, F = B([0, 1〉) i P = λ Lebesguova mjera na [0, 1〉. Za
dano θ ∈ [0, 1〉 definiramo transformaciju T koja cˇuva mjeru sa:
T (x) = (x + θ) mod 1.
Pokazat c´emo da je T ergodska transformacija ako θ < Q. Neka je f proizvoljna Borelova
funkcija na [0, 1〉 koja je invarijantna u odnosu na T i f ∈ L2([0, 1]):∫
f 2(x)dλ(x) < +∞.
Promatramo Fourierov red funkcije f (x) =
∑+∞
n=−∞ cne
2πinx, gdje su Fourierovi koefici-
jenti dani sa cn =
∫ 1
0
f (x)e−2πinxdλ(x), za svako n ∈ N0. Za Fourierove koeficijente funkcije
f ◦ T vrijedi:
c˜n =
∫ 1
0
f (x + θ)e−2πinxdλ(x)
{y = x + θ, dλ(y) = dλ(x)}
=
∫ 1
0
f (y)e−2πinye2πinθdλ(y)
= e2πinθcn, za sve n ∈ N.
Posˇto je f invarijantna funkcija u odnosu na T vrijedi f (x) = f (T (x)), za sve x ∈ R, pa
usporedivanjem Fourierovih koeficijenata obije strane dobivamo:
cn(1 − e
2πinθ) = 0, za sve n ∈ Z
te je stoga cn = 0 ili e
2πinθ = 1, za sve n ∈ Z. Posˇto je θ < Q, vrijedi da je e2πinθ = 1 samo
za n = 0 pa je cn = 0, za sve n , 0. Posˇto je f ∈ L
2([0, 1]), iz teorema o jedinstvenosti
koeficijenata Fourierovog reda slijedi f = c0 gotovo sigurno.
Tada iz Propozicije 2.4.3 slijedi da je T ergodska transformacija.
Propozicija 2.4.6. Neka je T transformacija koja cˇuva mjeru na (Ω,F ,P) i neka je X
slucˇajna varijabla na Ω. Tada vrijedi:
EX = E[X ◦ T ]
u smislu da X ima ocˇekivanje ako i samo ako X ◦ T ima ocˇekivanje i ocˇekivanja su im
jednaka.
Dokaz. Tvrdnju c´emo dokazati Lebesguovom indukcijom po X.
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I Neka je X = χA, za A ∈ F . Slijedi da je EX = P(A). Posˇto je X ◦ T = χT−1(A) i T je
transformacija koja cˇuva mjeru slijedi:
E[X ◦ T ] = P(T−1(A))
= P(A) = EX.
II Neka je X jednostavna slucˇajna varijabla. Tada se X mozˇe prikazati kao:
X =
n∑
k=1
xkχAk
gdje su x1, . . . , xn ∈ R i A1, . . . , An ∈ F medusobno disjunktni skupovi. Slijedi da je
X ◦ T =
∑n
k=1 xkχT−1(Ak). Tada iz definicije ocˇekivanja jednostavne slucˇajne varijable
slijedi:
E[X ◦ T ] =
n∑
k=1
xkP(T
−1(Ak))
=
n∑
k=1
xkP(Ak) (prema I)
= EX.
III Neka je X nenegativna slucˇajna varijabla. Tada postoji rastuc´i niz (Xn, n ∈ N) nenega-
tivnih jednostavnih slucˇajnih varijabli takvih da vrijedi
X = lim
n→∞
Xn.
Slijedi da je ((Xn ◦ T ), n ∈ N) rastuc´i niz nenegativnih jednostavnih slucˇajnih varijabli
takav da je
X ◦ T = lim
n→∞
(Xn ◦ T )
posˇto je T F -izmjeriva funkcija.
Tada iz Lebesguovog teorema o monotonoj konvergenciji slijedi:
E[X ◦ T ] = E[ lim
n→∞
(Xn ◦ T )]
= lim
n→∞
E[Xn ◦ T ]
= lim
n→∞
EXn (prema II)
= E[ lim
n→∞
Xn] = EX.
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IV Neka je X proizvoljna slucˇajna varijabla. Tada se X mozˇe prikazati kao X+ − X−, gdje
su X+ i X− nenegativne slucˇajne varijable. Iz III slijedi:
EX+ < ∞ ⇔ E[X+ ◦ T ] < +∞
EX− < ∞ ⇔ E[X− ◦ T ] < +∞.
Stoga EX ima ocˇekivanje ako i samo ako E[X ◦ T ] ima ocˇekivanje i vrijedi:
EX = EX+ − EX−
= E[X+ ◦ T ] − E[X− ◦ T ] (prema III)
= E[X ◦ T ].

Poglavlje 3
Ergodski teorem
3.1 Ergodski teorem
Da bi dokazali klasicˇan ergodski teorem, prvo c´emo dokazati sljedec´i rezultat:
Teorem 3.1.1. (Maksimalni ergodski teorem)
Neka je T : Ω −→ Ω transformacija koja cˇuva mjeru na vjerojatnosnom prostoru (Ω,F ,P)
i neka je X slucˇajna varijabla na Ω takva da je E|X| < +∞. Za svako ω ∈ Ω definiramo:
S k(ω) = X(ω) + X(T (ω)) + · · · + X(T
k−1(ω)), k = 1, . . . , n
Mn(ω) = max{0, S 1(ω), . . . , S n(ω)}, za svako n ∈ N.
Tada vrijedi: ∫
{Mn>0}
XdP ≥ 0, za svako n ∈ N.
Dokaz. Neka je n ∈ N proizvoljan. Iz definicije Mn slijedi:
S k(ω) ≤ Mn(ω), za svako k ≤ n i za svako ω ∈ Ω.
Stoga vrijedi:
S k(T (ω)) ≤ Mn(T (ω)), za svako k ≤ n i za svako ω ∈ Ω.
Za svako k = 1, . . . , n i za svako ω ∈ Ω trivijalno slijedi:
X(ω) + Mn(T (ω)) ≥ X(ω) + S k(T (ω))
= S k+1(ω)
pa dobivamo:
X(ω) ≥ S k+1(ω) − Mn(T (ω)).
27
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Posebno, X(ω) ≥ S 1(ω) − Mn(T (ω)) jer iz definicija skupova S 1 i Mn slijedi da je X(ω) =
S 1(ω) i Mn(ω) ≥ 0. Slijedi:
X(ω) ≥ S k+1(ω) − Mn(T (ω)), za sve k = 0, 1, . . . , n i sve ω ∈ Ω
pa dobivamo:
X(ω) ≥ max{S 1(ω), . . . , S n(ω)} − Mn(T (ω)), ω ∈ Ω.
Iz monotonosti integrala slijedi:∫
{Mn>0}
XdP ≥
∫
{Mn>0}
[max{S 1, . . . , S n} − Mn(T )]dP
(na skupu {MN > 0} vrijedi max{S 1, . . . , S n} = Mn)
=
∫
{Mn>0}
[Mn − Mn(T )]dP
≥
∫
Ω
[Mn − Mn(T )]dP
=
∫
Ω
MndP −
∫
Ω
Mn(T )dP. (3.1)
Mn je slucˇajna varijabla posˇto je kompozicija slucˇajne varijable X, izmjerive funkcije
T i neprekidnih funkcija. Mn ima ocˇekivanje (koje je konacˇno) jer iz nejednakosti trokuta,
monotonosti ocˇekivanja, svojstava sume i maksimuma i Propozicije 2.4.6 slijedi:
E|Mn| = E|max{0, S 1, . . . , S nW}|
≤ E|S 1| + · · · + E|S n|
= E|X| + E|X + X(T )| + · · · + E|X + X(T ) + · · · + X(T n−1)|
≤ n E|X|︸︷︷︸
<+∞
+(n − 1) E|X(T )|︸  ︷︷  ︸
=E|X|<+∞
+ · · · + E|X(T n−1)|︸      ︷︷      ︸
=E|X|<+∞
< +∞.
Sada iz (3.1) i Propozicije 2.4.6 slijedi:∫
{Mn>0}
XdP ≥ EMn − EMn(T ) = 0. 
Sljedec´e c´emo dokazati Birkhoff-Hincˇinov ergodski teorem.
Teorem 3.1.2. (Ergodski teorem)
Neka je T : Ω −→ Ω transformacija koja cˇuva mjeru na vjerojatnosnom prostoru (Ω,F ,P).
Ako je X slucˇajna varijabla na Ω koja je apsolutno integrabilna (E|X| < +∞), tada vrijedi:
lim
n→∞
1
n
n−1∑
k=0
X(T k) = E[X|T ] gotovo sigurno.
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Dokaz. Za svako ω ∈ Ω definiramo:
S k(ω) = X(ω) + X(T (ω)) + · · · + X(T
k−1(ω)), k = 1, . . . , n
Mn(ω) = max{0, S 1(ω), . . . , S n(ω)}, za svako n ∈ N.
Pokazujemo:
lim
n→∞
S n
n
= E[X|T ] gotovo sigurno.
Prvo c´emo tvrdnju pokazati za slucˇaj E[X|T ] = 0. Definiramo slucˇajnu varijablu
X¯ = limn
S n
n
. Za svaki ǫ > 0 mozˇemo definirati skup:
Dǫ = {X¯ > ǫ}.
Slucˇajna varijabla X¯ je invarijantna u odnosu na T :
X¯(T (ω)) = lim
n
S n(T (ω))
n
= lim
n
S n+1(ω) − X(ω)
n
= lim
n
S n+1(ω)
n + 1︸        ︷︷        ︸
X¯(ω)
n + 1
n︸︷︷︸
→1
− lim
n
X(ω)
n︸     ︷︷     ︸
=0
= X¯(ω), za sve ω ∈ Ω.
Stoga iz Propozicije 2.4.2 slijedi da je Dǫ ∈ T , za sve ǫ > 0.
Za proizvoljan ǫ > 0 definiramo slucˇajnu varijablu X∗ = (X− ǫ)χDǫ . Zbog pretpostavke
teorema vrijedi:
E|X∗| ≤ E|XχDǫ | + E|ǫχDǫ |
≤ E|X| + ǫ P(Dǫ)︸︷︷︸
≤1
≤ E|X| + ǫ < +∞.
Za svako ω ∈ Ω definiramo:
S ∗k(ω) = X
∗(ω) + X∗(T (ω)) + · · · + X∗(T k−1(ω)), k = 1, . . . , n
M∗n(ω) = max{0, S
∗
1(ω), . . . , S
∗
n(ω)}, za svako n ∈ N.
Po maksimalnom ergodskom teoremu slijedi:∫
{M∗n>0}
X∗dP ≥ 0, za sve n ∈ N.
Za svako n ∈ N definiramo dogadaj Fn = {M
∗
n > 0} = {max
1≤k≤n
S ∗
k
> 0}. Sada je (Fn, n ∈ N)
rastuc´i niz dogadaja koji u uniji daje dogadaj F = {sup
k≥1
S ∗
k
> 0}.
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Iz definicije skupova Dǫ , F i definicije slucˇajnih varijabli X
∗ i X¯ slijedi:
F = {sup
k≥1
S ∗k > 0} =
{
sup
k≥1
S ∗
k
k
> 0
}
=
{
sup
k≥1
S k
k
> ǫ
}
∩ Dǫ .
Stoga je F ⊆ Dǫ .
S druge strane, iz definicije slucˇajne varijable X¯ slijedi da je sup
k≥1
S k ≥ X¯. Stoga za
proizvoljan ω ∈ Dǫ = {X¯ > ǫ} slijedi da je sup
k≥1
S k(ω) ≥ X¯(ω) > ǫ. Tada je ω ∈ F pa imamo
Dǫ = F. Posˇto je (X
∗χFn , n ∈ N) rastuc´i niz nenegativnih slucˇajnih varijabli koji konvergira
prema slucˇajnoj varijabli X∗χF , slijedi:∫
Fn
X∗dP −→
∫
F
X∗dP, kada n → +∞.
Naime, iz Lebesguovog teorema o monotonoj konvergenciji slijedi:
lim
n→∞
∫
Fn
X∗dP = lim
n→∞
E[X∗χFn]
= E[ lim
n→∞
X∗χFn] (LTMK)
= E[X∗χF] =
∫
F
X∗dP.
Posˇto je
∫
Fn
X∗dP ≥ 0, za sve n ∈ N, slijedi da je
∫
F
X∗dP ≥ 0, sˇto povlacˇi
∫
Dǫ
X∗dP ≥ 0.
Medutim, vrijedi da je:∫
Dǫ
X∗dP =
∫
Dǫ
XdP −
∫
Dǫ
ǫdP
=
∫
Dǫ
E[X|T ]︸  ︷︷  ︸
=0
dP − ǫP(Dǫ) (definicija uvjetnog ocˇekivanja)
= −ǫ︸︷︷︸
<0
P(Dǫ).
Stoga iz nenegativnosti vjerojatnosti slijedi da je P(Dǫ) = 0, za sve ǫ > 0, pa dobivamo da
je X¯ ≤ 0 gotovo sigurno.
Analogno za slucˇajnu varijablu −X vrijedi limn
−S n
n
= −lim
n
S n
n
≤ 0 gotovo sigurno te
oznacˇimo X = lim
n
S n
n
. Slijedi da je −X ≤ 0 gotovo sigurno sˇto povlacˇi da je X ≥ 0 gotovo
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sigurno. Stoga dobivamo da vrijedi:
0 ≤ lim
n
S n
n
≤ lim
n
S n
n
≤ 0 gotovo sigurno
pa po teoremu o sendvicˇu i definiciji limesa slijedi:
0 = E[X|T ] = lim
n
S n
n
= lim
n
S n
n
= lim
n→∞
S n
n
gotovo sigurno.
Pokazˇimo da tvrdnja vrijedi za proizvoljnu slucˇajnu varijablu E[X|T ]. Definiramo Y =
X − E[X|T ]. Tada je Y slucˇajna varijabla i iz svojstava uvjetnog ocˇekivanja slijedi:
EY = EX − E[E[X|T ]] = EX − EX = 0
pa po prethodno dokazanom vrijedi:
lim
n→∞
1
n
n−1∑
k=0
Y(T k) = 0 gotovo sigurno.
Posˇto je:
lim
n→∞
1
n
n−1∑
k=0
Y(T k) = lim
n→∞
1
n
n−1∑
k=0
X(T k) − lim
n→∞
1
n
n−1∑
k=0
E[X(T k)|T ]
preostaje pokazati da je E[X(T k)|T ] = E[X|T ], za svako k ∈ N0. Po definiciji uvjetnog
ocˇekivanja i Propoziciji 2.4.6, za proizvoljno D ∈ T imamo:∫
D
E[X(T k)|T ]dP =
∫
D
X(T k)dP
= E[X(T k)χD]
(D ∈ T ⇒ T−k(D) = D)
= E[XχD]
=
∫
D
XdP =
∫
D
E[X|T ]dP.
Slijedi trazˇena tvrdnja pa je stoga:
lim
n→∞
1
n
n−1∑
k=0
X(T k) = E[X|T ] gotovo sigurno.

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3.2 Korolari ergodskog teorema
Korolar 3.2.1. Neka je T : Ω −→ Ω ergodicˇka transformacija koja cˇuva mjeru na vjerojat-
nosnom prostoru (Ω,F ,P). Neka je X slucˇajna varijabla na Ω za koju vrijedi E|X| < +∞.
Tada vrijedi:
lim
n→∞
1
n
n−1∑
k=0
X(T k) = EX gotovo sigurno.
Dokaz. Iz ergodskog teorema slijedi:
lim
n→∞
1
n
n−1∑
k=0
X(T k) = E[X|T ] gotovo sigurno.
Preslikavanje T je ergodicˇko pa vrijedi da je:
P(A) = 0 ili 1, za svako A ∈ T .
Pokazat c´emo da su T i σ(X) = X−1(B) nezavisne σ-algebre. Neka su A ∈ T i B ∈ B
proizvoljni.
Ako je P(A) = 0, slijedi:
P(X−1(B) ∩ A) ≤ P(A) = 0
pa je po teoremu o sendvicˇu i nenegativnosti vjerojatnosti slijedi P(X−1(B) ∩ A) = 0, sˇto je
jednako P(X−1(B))P(A).
Ako je P(A) = 1, slijedi:
P(X−1(B)) ≥ P(X−1(B) ∩ A) = 1 − P((X−1(B))c ∪ Ac)
= 1 − P(X−1(Bc)) − P(Ac)︸︷︷︸
=0
+P(X−1(Bc) ∩ Ac)︸              ︷︷              ︸
=0
= 1 − P(X−1(Bc))
= P(X−1(B))
pa slijedi da je P(X−1(B) ∩ A) = P(X−1(B)), sˇto je jednako P(X−1(B))P(A).
Posˇto su T i σ(X) = X−1(B) nezavisne σ-algebre, slijedi:
E[X|T ] = EX gotovo sigurno
pa je stoga:
lim
n→∞
1
n
n−1∑
k=0
X(T k) = EX gotovo sigurno. 
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Korolar 3.2.2. Neka je T : Ω −→ Ω ergodicˇka transformacija koja cˇuva mjeru na vje-
rojatnosnom prostoru (Ω,F ,P). Neka je X nenegativna slucˇajna varijabla na Ω za koju
vrijedi EX = +∞. Tada vrijedi:
lim
n→∞
1
n
n−1∑
k=0
X(T k) = +∞ gotovo sigurno.
Dokaz. Za proizvoljan α > 0 i svako ω ∈ Ω definiramo:
Xα(ω) =
X(ω), X(ω) ≤ α,0, inacˇe.
Vrijedi: E|Xα| ≤ α < +∞. Tada iz Korolara 3.2.1 imamo:
EXα = lim
n→∞
1
n
n−1∑
k=0
Xα(T
k)
≤ lim
n
1
n
n−1∑
k=0
X(T k) gotovo sigurno (3.2)
jer je Xα ≤ X i limes inferior je monotona funkcija.
Pustimo α u +∞ pa stoga Xα −→ X. Posˇto je (Xα, α > 0) rastuc´i niz nenegativnih
slucˇajnih varijabli, iz Lebesguovog teorema o monotoj konvergenciji slijedi:
lim
α→∞
EXα = E[ lim
α→∞
Xα] = EX = +∞.
Tada iz (3.2) imamo:
lim
α→∞
EXα ≤ lim
n
1
n
n−1∑
k=0
X(T k) gotovo sigurno
pa slijedi:
+∞ ≤ lim
n
1
n
n−1∑
k=0
X(T k) ≤ lim
n
1
n
n−1∑
k=0
X(T k) ≤ +∞ gotovo sigurno.
Tada iz teorema o sendvicˇu i definicije limesa slijedi:
lim
n→∞
1
n
n−1∑
k=0
X(T k) = +∞ gotovo sigurno. 
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Opc´enito, ako X nije nenegativna slucˇajna varijabla, iz E|X| = +∞ ne mora slijediti da
prosjeci divergiraju gotovo sigurno.
Neka je A ∈ F proizvoljan te definiramo:
X(ω) = χA(ω), ω ∈ Ω.
Tada je X slucˇajna varijabla na Ω i vrijedi da je E|X| < +∞. Ako je T ergodicˇka transfor-
macija koja cˇuva mjeru, tada iz Korolara 3.2.1 slijedi:
lim
n→∞
1
n
n−1∑
k=0
χA(T
k) = P(A) gotovo sigurno.
Gornju sumu mozˇemo protumacˇiti kao prosjecˇan broj tocˇaka ω,T (ω),T 2(ω), . . . u skupu A
pa je stoga za gotovo svaku pocˇetnu tocˇku ω asimptotski prosjek tocˇaka ω,T (ω),T 2(ω), . . .
u skupu A upravo jednak P(A).
Pretpostavimo da je Ω i topolosˇki prostor, tj. zadana je familija otvorenih podskupova
od Ω. Posebno ima smisla pojam okoline tocˇke iz Ω. Takoder pretpostavimo da svaka
tocˇka ima prebrojivu bazu okolina, tako da se konvergencija u Ω mozˇe okarakterizirati
nizovima. Kazˇemo da je A gust skup u Ω ako za svaki ω ∈ Ω i svaku otvorenu okolinu N
od ω takvu da je P(N) > 0 postoji barem jedna tocˇka iz A koja je u N.
Neka je ω′ ∈ Ω proizvoljan i neka je N ∈ F takav da je ω′ ∈ N i P(N) > 0 te vrijedi:
lim
n→∞
1
n
n−1∑
k=0
χN(T
k) = P(N) gotovo sigurno.
Tada je:
lim
n→∞
1
n
n−1∑
k=0
χN(T
k(ω)) > 0
za sve ω iz skupa koji ima vjerojatnost 1. Stoga postoji n0 ∈ N takav da je:
1
n
n−1∑
k=0
χN(T
k(ω)) > 0, za sve n ≥ n0
pa je stoga sigurno neka od tocˇakaω,T (ω),T 2(ω), . . . u skupu N. Slijedi da je {ω,T (ω),T 2(ω), . . . }
gust skup u Ω.
Korolar 3.2.3. Neka je T : Ω −→ Ω ergodicˇka transformacija koja cˇuva mjeru u od-
nosu na vjerojatnosne prostore (Ω,F ,P1) i (Ω,F ,P2). Tada je ili P1 = P2 ili su P1 i P2
ortogonalne mjere u smislu da postoji skup A ∈ T takav da vrijedi:
P1(A) = 1, P2(A
c) = 1.
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Dokaz. Pretpostavimo da je P1 , P2. Tada postoji B ∈ F takav da je P1(B) , P2(B).
Definiramo X(ω) = χB(ω), ω ∈ Ω. Tada iz Korolara 3.2.1 slijedi:
lim
n→∞
1
n
n−1∑
k=0
X(T k) = P1(B) gotovo sigurno.
Oznacˇimo skup tocˇaka za koje se dogada gornja konvergencija sa A. Iz definicije ko-
nvergencije gotovo sigurno slijedi da je P1(A) = 1. Medutim, iz Korolara 3.2.1 takoder
slijedi:
lim
n→∞
1
n
n−1∑
k=0
X(T k) = P2(B) gotovo sigurno.
Posˇto je konvergencija gotovo sigurno gotovo sigurno jedinstvena i P1(B) , P2(B),
slijedi da se gornja konvergencija dogada na skupu Ac i vrijedi P2(A
c) = 1. 
Korolar 3.2.4. Uz pretpostavke ergodskog teorema vrijedi:
lim
n→∞
E
∣∣∣∣∣∣∣
1
n
n−1∑
k=0
X(T k) − E[X|T ]
∣∣∣∣∣∣∣ = 0
tj.
1
n
n−1∑
k=0
X(T k)
L1
−→ E[X|T ], kada n → ∞.
Dokaz. Bez smanjenja opc´enitosti mozˇemo pretpostaviti da je E[X|T ] = 0. Definiramo
Vn =
1
n
∑n−1
k=0 X(T
k), n ∈ N. Iz ergodskog teorema slijedi:
lim
n→∞
Vn = 0 gotovo sigurno.
Iskazˇimo Egorovljev teorem koji c´emo koristiti u nastavku dokaza:
Teorem 3.2.5. (Egorovljev teorem)
Neka je (Ω,F , µ) prostor s mjerom i neka je E ∈ F takav da je µ(E) < +∞. Neka su
( fn, n ∈ N) i f realne funkcije definirane na E koje su F -izmjerive i za koje vrijedi:
lim
n→∞
fn = f gotovo sigurno.
Tada za svaki ǫ > 0 postoji B ∈ F , B ⊆ E, takav da je µ(B) < ǫ i niz ( fn, n ∈ N) konvergira
uniformno prema f na E\B.
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Dokaz se mozˇe pronac´i u [2].
Stoga slijedi da za svako ǫ > 0 postoji A ∈ F takvo da je P(A) ≤ ǫ i (Vn, n ∈ N)
uniformno konvergira prema 0 na Ac. Stoga na Ac vrijedi da je limn Vn = 0 ⇔ limn |Vn| = 0.
Iskazˇimo obrnutu Fatouvu lemu:
Teorem 3.2.6. (Obrnuta Fatouva lema)
Neka je ( fn, n ∈ N) niz realnih izmjerivih funkcija definiranih na izmjerivom prostoru
(Ω,F , µ). Ako postoji nenegativna integrabilna funkcija g na Ω takva da je fn ≤ g, za
sve n ∈ N, tada vrijedi:
lim
n
∫
Ω
fndµ ≤
∫
Ω
lim
n
fndµ.
Tada slijedi:
0 ≤ lim
n
E|VnχAc | ≤ E[lim
n
(|VnχAc |)︸        ︷︷        ︸
=0
] = 0
pa je stoga limn E|Vn| = 0 na A
c.
Iz te cˇinjenice i definicije Vn slijedi:
lim
n
E|Vn| = lim
n
∫
Ω
|Vn|dP
= lim
n
∫
A
|Vn|dP
≤ lim
n
1
n
n−1∑
k=0
∫
A
|X(T k)|dP.
Za proizvoljan N > 0 imamo:∫
A
|X(T k)|dP =
∫
A∩{|X(T k)|>N}
|X(T k)|dP +
∫
A∩{|X(T k)|≤N}
|X(T k)|dP
≤
∫
A∩{|X(T k)|>N}
|X(T k)|dP + N
∫
A
dP (monotonost integrala)
=
∫
A∩{|X(T k)|>N}
|X(T k)|dP + NP(A)
= E[|X(T k)|χA∩{|X(T k)|>N}] + NP(A)
≤ E[|X(T k)|χ{|X(T k)|>N}] + NP(A)
= E[|X|χ{|X|>N}] + NP(A) =
∫
{|X|>N}
|X|dP + NP(A). (Propozicija 2.4.6)
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Stoga za proizvoljan ǫ > 0 i proizvoljan N > 0 vrijedi:
lim
n
E|Vn| ≤
∫
{|X|>N}
|X|dP + N P(A)︸︷︷︸
≤ǫ
.
Sada iz proizvoljnosti ǫ > 0 slijedi da ako pustimo N u beskonacˇnost dobivamo:
lim
N→∞
∫
{|X|>N}
|X|dP = lim
N→∞
E[|X|χ{|X|>N}]
= E[ lim
N→∞
|X|χ{|X|>N}] = 0. (LTDK)
Zadnju jednakost smo dobili iz cˇinjenica da je E|X| < +∞ pa je stoga P(|X| = +∞) = 0 te
iz Lebesguovog teorema o dominiranoj konvergenciji primjenjenog na niz (|X|χ{|X|>N}, N ∈
N). Slijedi da je limn E|Vn| ≤ 0 pa po teoremu o sendvicˇu imamo da je limn E|Vn| = 0. Tada
ponovno iz teorema o sendvicˇu i definicije limesa dobivamo:
lim
n→∞
E|Vn| = 0
pa tvrdnja slijedi. 
3.3 Slucˇajni procesi i ergodski teorem
Neka je (Xn, n ∈ N) slucˇajni proces na vjerojatnosnom prostoru (Ω,F ,P). Njemu pri-
druzˇujemo koordinatni reprezentativni proces (Xˆn, n ∈ N) na vjerojatnosnom prostoru
(R∞,B∞, Pˆ) koji ima jednake konacˇno-dimenzionalne distribucije kao pocˇetni proces. De-
finiramo transformaciju pomaka S : R∞ −→ R∞ sa:
S (x1, x2, . . . ) = (x2, x3, . . . ).
Slijedi da se reprezentativni proces mozˇe prikazati kao:
Xˆn(①) = Xˆ1(S
n−1(①)), ① = (xn, n ∈ N) ∈ R
∞, za sve n ∈ N
te iz Propozicije 2.2.6 slijedi da je S preslikavanje koje cˇuva mjeru.
Iz ergodskog teorema i Korolara 3.2.1 slijedi:
ako je S ergodska transformacija koja cˇuva mjeru na vjerojatnosnom prostoru (R∞,B∞, Pˆ),
tada vrijedi:
lim
n→∞
1
n
n−1∑
k=0
Xˆ1(S
k) = EX1 gotovo sigurno i u srednjem reda 1
⇐⇒
lim
n→∞
1
n
n−1∑
k=0
Xˆk = EX1 gotovo sigurno i u srednjem reda 1.
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Ako je S ergodska transformacija, ista tvrdnja c´e vrijediti i za originalan proces
(Xn, n ∈ N) posˇto konvergencija gotovo sigurno i u srednjem reda 1 ovise samo o dis-
tribuciji procesa, a originalni proces i koordinatni reprezentativni proces imaju jednake
konacˇno-dimenzionalne distribucije. Stoga c´emo sve tvrdnje vezane uz invarijantnost i
ergodicˇnost formulirati u terminima originalnog procesa (Xn, n ∈ N) bez korisˇtenja koordi-
natnog reprezentativnog procesa.
Oznacˇimo sa X = (Xn, n ∈ N) slucˇajni proces kojeg promatramo. To je preslikavanje sa
Ω u R∞. Za operator pomaka S i proizvoljan B ∈ B∞ vrijedi:
{X ∈ S −1(B)} = X−1(S −1(B))
= {ω ∈ Ω : X(ω) ∈ S −1(B)}
= {ω ∈ Ω : S (X(ω)) ∈ B}
= {ω ∈ Ω : S (X1(ω), X2(ω), . . . ) ∈ B}
= {ω ∈ Ω : (X2(ω), X3(ω), . . . ) ∈ B}.
Definicija 3.3.1. Dogadaj A ∈ F je invarijantan ako postoji B ∈ B∞ takav da za svako
n ≥ 1 vrijedi:
A = {(Xn, Xn+1, . . . ) ∈ B}.
Sa T oznacˇavamo familiju svih invarijantnih dogadaja A ∈ F .
Napomena 3.3.2. Provjeravanjem definicije σ-algebre, iz cˇinjenice da je B∞ σ-algebra i
osnovnih svojstava komplementa i unije, slijedi da je T σ-algebra.
Definicija 3.3.3. Kazˇemo da je slucˇajna varijabla Z na vjerojatnosnom prostoru (Ω,F ,P)
invarijantna ako postoji slucˇajna varijabla (tj. funkcija) ϕ na (R∞,B∞) takva da vrijedi:
Z = ϕ(Xn, Xn+1, . . . ), za sve n ≥ 1.
Lebesguovom indukcijom se lako pokazˇe da je Z invarijantna slucˇajna varijabla ako i
samo ako je T -izmjeriva (dokaz analogan dokazu Propozicije 2.4.2).
Prvo c´emo dokazati jednu tehnicˇku propoziciju koju c´emo koristiti u dokazu ergodskog
teorema za stacionarne procese.
Propozicija 3.3.4. Neka je X slucˇajan proces na (Ω,F ,P) i neka je X′ slucˇajan proces na
(Ω′,F ′,P′) te neka su ti procesi jednako distribuirani, tj.
P(X ∈ B) = P′(X′ ∈ B), za svako B ∈ B∞.
Tada za B∞-izmjerivu funkciju ϕ vrijedi:∫
Ω
ϕ(X)dP =
∫
Ω′
ϕ(X′)dP′
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u smislu da jedan od integrala postoji ako i samo ako postoji drugi i vrijednosti su im
jednake.
Dokaz. Tvrdnju c´emo dokazati Lebesguovom indukcijom po ϕ.
I Neka je ϕ = χA, za A ∈ B
∞. Tada vrijedi:
χA(X) = χX−1(A) i χA(X
′) = χ(X′)−1(A).
Slijedi: ∫
Ω
ϕ(X)dP =
∫
Ω
χA(X)dP =
∫
Ω
χX−1(A)dP
= P(X ∈ A) = P′(X′ ∈ A) (pretpostavka)
=
∫
Ω′
χA(X
′)dP′ =
∫
Ω′
ϕ(X′)dP′.
II Neka je ϕ =
∑n
k=1 xkχAk , gdje su x1, . . . , xn realni brojevi i A1, . . . , An ∈ B
∞ medusobno
disjunktni skupovi. Slijedi:∫
Ω
ϕ(X)dP =
∫
Ω
n∑
k=1
xkχAk(X)dP
=
n∑
k=1
xk
∫
Ω
χAk(X)dP (linearnost integrala)
=
n∑
k=1
xk
∫
Ω′
χAk(X
′)dP′ (prema I)
=
∫
Ω′
n∑
k=1
xkχAk(X
′)dP′ =
∫
Ω′
ϕ(X′)dP′.
III Neka je ϕ proizvoljna nenegativna B∞-izmjeriva funkcija. Tada postoji rastuc´i niz
(ϕn, n ∈ N) nenegativnih jednostavnih B
∞-izmjerivih funkcija takvih da vrijedi:
ϕ = lim
n→∞
ϕn.
Slijedi da su (ϕn(X), n ∈ N) i (ϕn(X
′), n ∈ N) rastuc´i nizovi nenegativnih jednostavnih
B∞-izmjerivih funkcija takvih da vrijedi:
ϕ(X) = lim
n→∞
ϕn(X)
ϕ(X′) = lim
n→∞
ϕn(X
′).
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Tada iz Lebesguovog teorema o monotonoj konvergenciji i II slijedi:∫
Ω
ϕ(X)dP =
∫
Ω
lim
n→∞
ϕn(X)dP
= lim
n→∞
∫
Ω
ϕn(X)dP = lim
n→∞
∫
Ω′
ϕn(X
′)dP′
=
∫
Ω′
lim
n→∞
ϕn(X
′)dP′ =
∫
Ω′
ϕ(X′)dP′.
IV Neka je ϕ proizvoljna B∞-izmjeriva funkcija. Tada vrijedi da je ϕ = ϕ+ − ϕ−, gdje su
ϕ+ i ϕ− nenegativne B∞-izmjeriva funkcije. Iz III i definicije integrala slijedi da lijevi
integral u tvrdnji postoji ako i samo ako postoji desni integral i vrijedi:∫
Ω
ϕ(X)dP =
∫
Ω
ϕ+(X)dP −
∫
Ω
ϕ−(X)dP
=
∫
Ω′
ϕ+(X′)dP′ −
∫
Ω′
ϕ−(X′)dP′
=
∫
Ω′
ϕ(X′)dP′. 
Teorem 3.3.5. Neka je (Xn, n ∈ N) stacionaran proces na vjerojatnosnom prostoru (Ω,F ,P),
neka je T σ-algebra invarijantnih dogadaja iz F te neka je E|X1| < +∞. Tada vrijedi:
lim
n→∞
1
n
n∑
k=1
Xk = E[X1|T ] gotovo sigurno.
Dokaz. Oznacˇimo sa X = (Xn, n ∈ N) nasˇ stacionaran proces te definiramo pripadni koor-
dinatni reprezentativni proces na (R∞,B∞, Pˆ) sa:
Xˆk(①) = xk, za ① = (xn, n ∈ N) ∈ R
∞.
Tada iz ergodskog teorema slijedi da niz (1
n
∑n
k=1 Xˆk, n ∈ N) konvergira gotovo sigurno, pa
zbog jednakosti konacˇno-dimenzionalnih distribucija reprezentativnog i originalnog pro-
cesa slijedi:
lim
n→∞
1
n
n∑
k=1
Xk = Y gotovo sigurno,
za neku slucˇajnu varijablu Y .
Zˇelimo pokazati da je Y = E[X1|T ]. Oznacˇimo S n =
∑n
k=1 Xk, za svaki n ≥ 1, te
stavimo da je Y = limn
S n
n
. Za proizvoljan y ∈ R slijedi da je dogadaj {Y < y} invarijantan po
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definiciji limesa superiora pa je stoga Y T -izmjeriva funkcija. Neka je A ∈ T proizvoljan.
Tada iz Korolara 3.2.4 slijedi:
lim
n→∞
E
∣∣∣∣∣∣∣
1
n
n∑
k=1
Xk − Y
∣∣∣∣∣∣∣ = 0. (3.3)
Korisˇtenjem Jensenove nejednakosti te svojstava aposolutne vrijednosti i karakteristicˇne
funkcije dobivamo: ∣∣∣∣∣∣∣E[
1
n
n∑
k=1
(Xk − Y)χA]
∣∣∣∣∣∣∣ ≤ E
∣∣∣∣∣∣∣
1
n
n∑
k=1
(Xk − Y)χA
∣∣∣∣∣∣∣
≤ E
∣∣∣∣∣∣∣
1
n
n∑
k=1
(Xk − Y)
∣∣∣∣∣∣∣
pa iz (3.3), teorema o sendvicˇu i neprekidnosti apsolutne vrijednosti slijedi:
lim
n→∞
E[
1
n
n∑
k=1
(Xk − Y)χA] = 0.
Tada iz lineranosti ocˇekivanja imamo:
lim
n→∞
1
n
n∑
k=1
∫
A
XkdP =
∫
A
YdP. (3.4)
Posˇto je A ∈ T , slijedi da postoji B ∈ B∞ takav da za svako n ≥ 1 vrijedi:
A = {(Xn, Xn+1, . . . ) ∈ B}. (3.5)
Proces (Xn, n ∈ N) je stacionaran pa za svako k ≥ 1 vrijedi da su procesi X1, X2, . . . i
Xk, Xk+1, . . . jednako distribuirani.
Definiramo funkciju ϕ na R∞ sa:
ϕ(X) = π1(X)χ{X∈B}.
Vrijedi:
ϕ(X1, X2, . . . ) = X1χ{(X1,X2,... )∈B}
ϕ(Xk, Xk+1, . . . ) = Xkχ{(Xk ,Xk+1,... )∈B}
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pa iz Propozicije 3.3.4 i (3.5) slijedi:∫
A
XkdP =
∫
{(Xk ,Xk+1,... )∈B}
XkdP =
∫
Ω
Xkχ{(Xk ,Xk+1,... )∈B}dP
=
∫
Ω
X1χ{(X1,X2,... )∈B}dP
=
∫
{(X1,X2,... )∈B}
X1dP =
∫
A
X1dP, za sve k ∈ N.
Zbrajanjem n prethodnih integrala, njihovim dijeljenjem sa n te pusˇtanjem n u be-
skonacˇnost, iz (3.4) slijedi:∫
A
X1dP =
∫
A
YdP, za svako A ∈ T
te, posˇto je Y T -izmjeriva slucˇajna varijabla, iz definicije uvjetnog ocˇekivanja slijedi:
Y = E[X1|T ]
pa tvrdnja doista vrijedi. 
Definicija 3.3.6. Stacionaran proces (Xn, n ∈ N) je ergodski ako svaki invarijantan dogadaj
ima vjerojatnost 0 ili 1, tj. ako za svako A ∈ T vrijedi:
P(A) = 0 ili 1.
Korolar 3.3.7. Neka je (Xn, n ∈ N) stacionaran ergodski proces takav da je E|X1| < +∞ te
neka je T σ-algebra invarijantnih skupova. Tada vrijedi:
lim
n→∞
1
n
n∑
k=1
Xk = EX1 gotovo sigurno.
Dokaz. Iz Teorema 3.3.5 slijedi:
lim
n→∞
1
n
n∑
k=1
Xk = E[X1|T ] gotovo sigurno
pa trebamo pokazati da je E[X1|T ] = EX1 gotovo sigurno. Dovoljno je dokazati da je
σ-algebra generirana sa X1, σ(X1) = X
−1
1
(B), nezavisna od T . Neka su A ∈ T i B ∈ σ(X1)
proizvoljni dogadaji. Tada postoji B′ ∈ F takav da B = X−1
1
(B′).
Ako je P(A) = 0, tada slijedi da je:
0 ≤ P(A ∩ B) = P(A ∩ X−11 (B
′))
≤ P(A) = 0
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pa po teoremu o sendvicˇu slijedi da je P(A ∩ B) = 0 sˇto je jednako P(A)P(B).
Ako je P(A) = 1, tada slijedi da je P(Ac) = 0. Slijedi:
P(B) ≥ P(A ∩ B) = 1 − P(Ac ∪ Bc)
= 1 − P(Ac)︸︷︷︸
=0
−P(Bc) + P(Ac ∩ Bc)
= P(B) + P(Ac ∩ Bc)︸      ︷︷      ︸
≥0
≥ P(B)
pa slijedi da je P(A ∩ B) = P(B) sˇto je jednako P(A)P(B).
Slijedi da je X1 nezavisna od T pa je E[X1|T ] = EX1 gotovo sigurno i tvrdnja korolara
slijedi. 
Transformacija procesa nekom izmjerivom funkcijom cˇuva svojstvo ergodicˇnosti tog
procesa, isto kao i za stacionarnost.
Propozicija 3.3.8. Neka je (Xn, n ∈ N) stacionaran ergodski proces na (Ω,F ,P) i neka je
ϕ : R∞ −→ R izmjeriva funkcija u paru σ-algebri (B∞,B). Definiramo proces (Yn, n ∈ N)
sa:
Yk = ϕ(Xk, Xk+1, . . . ), za sve k ≥ 1.
Tada je (Yn, n ∈ N) stacionaran ergodski proces.
Dokaz. Iz Propozicije 2.1.8 slijedi da je (Yn, n ∈ N) stacionaran proces. Za svaki k ∈ N
definiramo funkciju ϕk sa:
ϕk(x1, x2, . . . ) = ϕ(xk, xk+1, . . . ).
Tada je Yk = ϕk(X1, X2, . . . ), za sve k ≥ 1.
Neka je B ∈ B∞ proizvoljan. Definiramo skup:
A = {① ∈ R∞ : (ϕ1(①), ϕ2(①), . . . ) ∈ B}.
Ocˇito je A ∈ B∞ jer su ϕ1, ϕ2, . . . B
∞-izmjerive funkcije te po definiciji skupa A vrijedi:
{ω ∈ Ω : (Y1(ω),Y2(ω), . . . ) ∈ B} = {ω ∈ Ω : (X1(ω), X2(ω), . . . ) ∈ A}. (3.6)
Neka je C ∈ T . Tada postoji B ∈ B∞ takav da je za svako n ≥ 1:
C = {(Yn,Yn+1, . . . ) ∈ B}.
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Tada slijedi:
P(C) = P{(Yn,Yn+1, . . . ) ∈ B}, za svako n ≥ 1
= P{(Xn, Xn+1, . . . ) ∈ A}︸                  ︷︷                  ︸
invarijantan dogadaj
, za svako n ≥ 1 (po (3.6))
= 0 ili 1 ((Xn, n ∈ N) ergodski proces)
Stoga je (Yn, n ∈ N) ergodski proces. 
Propozicija 3.3.9. Neka je (Xn, n ∈ N) stacionaran proces na vjerojatnosnom prostoru
(Ω,F ,P). Tada je svaki invarijantan dogadaj A ∈ T repni dogadaj.
Dokaz. Neka je A ∈ T proizvoljan. Tada postoji B ∈ B∞ takav da za svako n ≥ 1 vrijedi:
A = {(Xn, Xn+1, . . . ) ∈ B}.
Tada iz definicije slijedi da je A ∈ σ(Xn, Xn+1, . . . ), za svako n ≥ 1, pa je stoga A repni
dogadaj tj. A je element repne σ-algebre F∞ = ∩
∞
n=1
σ(Xn, Xn+1, . . . ).

Korolar 3.3.10. Neka su X1, X2, . . . nezavisne i jednako distribuirane slucˇajne varijable.
Tada je (Xn, n ∈ N) ergodski proces.
Dokaz. Iz nezavisnosti i jednake distribuiranosti slijedi da je (Xn, n ∈ N) stacionaran pro-
ces. Iz Propozicije 3.3.9 slijedi da je svaki invarijantan dogadaj A repni dogadaj. Tada iz
Kolmogorovljevog zakona 0-1 slijedi da je P(A) = 0 ili 1 pa je stoga (Xn, n ∈ N) ergodski
proces. 
Jaki zakon velikih brojeva je posljedica ergodskog teorema. Naime, neka je
(Xn, n ∈ N) niz nezavisnih jednako distribuiranih sucˇajnih varijabli. Tada je po Primjeru
2.1.2. i Korolaru 3.3.10. to stacionaran ergodski niz slucˇajnih varijabli. Ako je E|X1| <
+∞, tada po Korolaru 3.3.7. vrijedi:
lim
n→∞
1
n
n∑
k=1
Xk = EX1 gotovo sigurno.
Poglavlje 4
Subaditivni ergodski teorem
Definicija 4.0.1. Kazˇemo da je niz (an, n ∈ N) subaditivan ako za sve m, n ∈ N vrijedi
nejednakost:
an+m ≤ an + am.
Kazˇemo da je funkcija f : A −→ B subaditivna ako su joj domena A ⊆ R i kodomena
B ⊆ R zatvorene na zbrajanje i vrijedi:
f (x + y) ≤ f (x) + f (y), za sve x, y ∈ A.
Teorem 4.0.2. (Subaditivni ergodski teorem)
Prepostavimo da je (Xm,n, 0 ≤ m < n, n ∈ N) dvostruki niz slucˇajnih varijabli za koji
vrijedi:
i) X0,m + Xm,n ≥ X0,n, za sve n ∈ N i sve 0 ≤ m < n
ii) (Xnk,(n+1)k, n ∈ N) je stacionaran niz, za svako k ∈ N
iii) distribucija niza (Xm,m+k, k ∈ N) ne ovisi o m ∈ N0
iv) EX+
0,1 < +∞ i za svako n ∈ N vrijedi:
EX0,n ≥ γ0n
gdje je γ0 > −∞.
Tada slijedi:
a) limn→∞
EX0,n
n
= infm≥1
EX0,m
m
≡ γ
b) X ≡ limn→∞
X0,n
n
konvergira gotovo sigurno i u srednjem reda 1 i vrijedi da je EX = γ
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c) ako su svi stacionarni nizovi u ii) ergodski, tada je X = γ gotovo sigurno.
Primjer 4.0.3. Ergodski teorem za stacionarne procese je posljedica subaditivnog ergod-
skog teorema.
Naime, neka je (Yn, n ∈ N) stacionaran slucˇajni proces takav da je E|Yn| < +∞, za sve
n ∈ N. Definiramo: Xm,n = Ym+1 + · · · + Yn, za sve n ∈ N i sve 0 ≤ m < n. Provjeravamo
pretpostavke subaditivnog ergodskog teorema:
i) Imamo:
X0,n = Y1 + · · · + Yn
X0,m = Y1 + · · · + Ym
Xm,n = Ym+1 + · · · + Yn
pa slijedi da je X0,n = X0,m + Xm,n.
ii) Stacionarnost niza (Xnk,(n+1)k, n ∈ N) slijedi iz cˇinjenice da je (Yn, n ∈ N) stacionaran
niz i Propozicije 2.1.8.
iii) Iz pretpostavke stacionarnosti niza (Yn, n ∈ N) slijedi da distribucija niza
(Xm,m+k, k ∈ N) ne ovisi o m, za m ∈ N0.
iv) EX+
0,1 = EY
+
1
≤ E|Y1| < +∞.
Po pretpostavci je E|Yn| < +∞ pa slijedi da je EYn > −∞. Stoga slijedi da je:
EX0,n = EY1 + · · · + EYn ≥ γ0n, za sve n ∈ N i γ0 > −∞.
Tada iz Teorema 4.0.2 b) slijedi:
(
Y1 + · · · + Yn
n
, n ∈ N
)
konvergira gotovo sigurno i u L1.
Dokaz. Dokazat c´emo Liggettovu verziju Kingmanova dokaza teorema koja ima cˇetiri ko-
raka. Dokaz se mozˇe pronac´i u [4].
Korak 1 Pokazujemo da je E|X0,n| ≤ Cn, za sve n ∈ N, za proizvoljnu konstantu C.
Iz pretpostavke i) slijedi da je:
X+0,n ≤ X
+
0,m + X
+
m,n, za sve n ∈ N i 0 ≤ m < n.
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Tada iz monotonosti ocˇekivanja i korisˇtenja prethodne relacije visˇe puta slijedi:
EX+0,n ≤ EX
+
0,n−1 + EX
+
n−1,n
≤ EX+0,n−2 + EX
+
n−2,n−1 + EX
+
n−1,n
≤ · · · ≤ EX+0,1 + EX
+
1,2 + · · · + EX
+
n−2,n−1 + EX
+
n−1,n
= nEX+0,1 < +∞, za sve n ∈ N. (iz iii) i iv))
Posˇto je |x| = 2x+ − x, iz iv) i prethodne relacije slijedi:
E|X0,n| = 2EX
+
0,n − EX0,n
≤ 2nEX+0,1 − γ0n
= (2EX+0,1 − γ0)︸          ︷︷          ︸
=C
n
= Cn < +∞ (po iv))
jer je EX+
0,1 ≥ γ0 pa je stoga 2EX
+
0,1 − γ0 ≥ 2γ0 − γ0 = γ0 > −∞.
Neka je an = EX0,n, za svako n ∈ N. Iz pretpostavki i) i iii) i monotonosti ocˇekivanja
slijedi:
an = EX0,n ≤ EX0,m + EXm,n (po i))
= EX0,m + EX0,n−m (po iii))
= am + an−m, n ∈ N, 0 ≤ m < n.
Pokazat c´emo da vrijedi:
lim
n→∞
an
n
= inf
m≥1
am
m
≡ γ.
Iz definicije infimuma i limesa inferiora slijedi:
lim inf
n
an
n
= lim
n→∞
inf
m≥n
am
m
≥ lim
n→∞
inf
m≥1
am
m
= lim
n→∞
γ = γ
pa preostaje pokazati da je lim supn
an
n
≤ γ, tj. da je lim supn
an
n
≤
am
m
, za sve m ∈ N.
Neka je n = km + l, za proizvoljan 0 ≤ l < m. Slijedi:
an ≤ am + an−m
≤ am + am(k−1) + al
≤ am + am + am(k−2) + al
...
≤ kam + al
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pa dijeljenjem sa n = km + l dobivamo:
an
n
≤
kam
km + l
+
al
n
=
km
km + l︸ ︷︷ ︸
≤1
am
m
+
al
n︸︷︷︸
→0,n→∞
.
Pusˇtanjem n u +∞ dobivamo:
γ ≤ lim inf
n
an
n
≤ lim sup
n
an
n
≤ γ
pa iz definicije limesa dobivamo:
lim
n→∞
an
n
= γ
tj.
lim
n→∞
EX0,n
n
= inf
m≥1
EX0,m
m
≡ γ
cˇime je dokazana tvrdnja a).
Korak 2 Korisˇtenjem i) dobivamo:
X0,n ≤ X0,km + Xkm,n (n = km + l)
≤ X0,(k−1)m + X(k−1)m,km + Xkm,n
...
≤ X0,m + Xm,2m + X2m,3m + · · · + X(k−1)m,km + Xkm,n.
Dijeljenjem sa n = km + l dobivamo:
X0,n
n
≤
k
km + l
X0,m + · · · + X(k−1)m,km
k
+
Xkm,n
n
.
Po ii), (X(k−1)m,km, k ∈ N) je stacionaran proces, za svako m ∈ N0, pa iz ergodskog
teorema za stacionarne procese slijedi:
lim
k→∞
k
km + l
X0,m + · · · + X(k−1)m,km
k
=
1
m
lim
k→∞
X0,m + · · · + X(k−1)m,km
k
=
Am
m
gotovo sigurno i u L1, gdje je Am = E[X0,m|Im] i Im je σ-algebra invarijantnih sku-
pova u odnosu na stacionaran niz (X(k−1)m,km, k ∈ N).
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Iz svojstava uvjetnog ocˇekivanja slijedi:
EAm = EX0,m, za svako m ∈ N0.
Ako fiksiramo 0 ≤ l < m i uzmemo proizvoljno ǫ > 0, iz iii) slijedi:
∞∑
k=1
P(Xkm,km+l > (km + l)ǫ) =
∞∑
k=1
P(X0,l > (km + l)ǫ)
≤
∞∑
k=1
P(X0,l > kǫ) (monotonost vjerojatnosti) .
Po Koraku 1 je E|X0,l| < +∞ pa stoga po Propoziciji 1.0.8 slijedi
∑∞
k=1 P(X0,l > kǫ) <
+∞. Slijedi da je
∑∞
k=1 P(Xkm,km+l > (km + l)ǫ) < +∞, za svako ǫ > 0 pa iz Borel-
Cantellijeve leme (Teorem 1.0.6) slijedi:
P
(
lim sup
k
{
Xkm,km+l
km + l
> ǫ
})
= 0, za sve ǫ > 0
iz cˇega slijedi:
lim
k→∞
Xkm,n
n
= 0 gotovo sigurno .
Stoga slijedi:
X¯ ≡ lim sup
n
X0,n
n
≤ lim sup
n
k
km + l
X0,m + · · · + X(k−1)m,km
k
+ lim sup
n
Xkm,n
n︸          ︷︷          ︸
=0, gotovo sigurno
=
Am
m
gotovo sigurno, za svako m ∈ N.
Iz monotonosti ocˇekivanja slijedi EX¯ ≤ E
X0,m
m
i uzimanjem infimuma po m ∈ N iz
Koraka 1 slijedi:
EX¯ ≤ E inf
m≥1
X0,m
m
= Eγ = γ.
Ako je niz u ii) ergodski, tada je X¯ ≤ γ.
Uz pretpostavku da i)-iii) vrijedi i da je EX0,1
+ < +∞ i ako je infm≥1
EX0,m
m
= −∞,
tada iz zadnje dokazanog slijedi da limn→∞
X0,n
n
= −∞ gotovo sigurno jer je X¯ ≤ γ =
infm≥1
EX0,m
m
= −∞ i X¯ ≡ lim supn
X0,n
n
≤ −∞ pa tvrdnja slijedi iz teorema o sendvicˇu.
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Korak 3 Sljedec´e c´emo pokazati da za
X = lim inf
n
X0,n
n
vrijedi EX ≥ γ.
Tada zbog iv) i definicije limesa inferiora i infimuma slijedi:
+∞ > EX0,1 ≥ γ > γ0 > −∞.
U Koraku 2 smo pokazali da je EX¯ ≤ γ pa slijedi da je EX¯ = EX = γ pa je X = X¯
gotovo sigurno i limes gotovo sigurno niza (
X0,n
n
, n ∈ N) postoji.
Neka je
X
m
= lim inf
n
Xm,m+n
n
,
za proizvoljan m.
Iz i) slijedi:
X0,m+n ≤ X0,m + Xm,m+n
pa dijeljenjem sa n dobivamo:
X0,m+n
n
≤
X0,m
n
+
Xm,m+n
n
pa uzimanjem limesa inferiora po n i iz cˇinjenice da je lim infn
X0,m+n
n
= X dobivamo
X ≤ X
m
.
Iz iii) slijedi da X i X
m
imaju istu distribuciju pa X = X
m
gotovo sigurno (distribucija
od X
m
ne ovisi o m).
Neka je ǫ > 0 proizvoljan. Neka je Z = ǫ+max{X,−M}, za proizvoljan M > 0. Posˇto
je X ≤ X¯ i po Koraku 2 je EX¯ ≤ γ < +∞, slijedi da je E|Z| ≤ ǫ + E|X| + EM < +∞.
Neka je Ym,n = Xm,n − (n − m)Z, za n ∈ N i 0 ≤ m < n.
Za (Ym,n, 0 ≤ m < n, n ∈ N) vrijedi i)-iv):
i) Imamo:
Y0,n = X0,n − nZ
≤ X0,m + Xm,n − nZ
= X0,m + Xm,n − (n − m)Z + (n + m)Z − nZ
= Y0,m + Ym,n.
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ii) (Ynk,(n+1)k, k ∈ N) je stacionaran niz kao funkcija stacionarnog niza
(Xnk,(n+1)k, k ∈ N), za svako k ∈ N.
iii) Posˇto distribucija od (Xm,m+k, k ∈ N) ne ovisi o m, slijedi da distribucija od
(Ym,m+k, k ∈ N) ne ovisi m ∈ N0.
iv) Imamo:
EY0,1
+ = E[X0,1
+ − Z+] ≤ EX0,1
+ + E|Z| < +∞
EY0,n = EX0,n − nEZ ≥ EX0,n − nE|Z|
= n (γ0 − E|Z|)︸       ︷︷       ︸
>−∞
Tada vrijedi:
Y ≡ lim inf
n
Y0,n
n
= lim inf
n
(
X0,n − nZ
n
)
= lim inf
n
X0,n
n︸       ︷︷       ︸
=X
− lim inf
n
Z
= X − lim inf
n
(ǫ + max{X,−M})
≤ X − ǫ − X + M = −ǫ + M
pa iz proizvoljnosti od M slijedi Y ≡ lim infn
Y0,n
n
≤ −ǫ.
Neka je Tm = min{n ≥ 1 : Ym,m+n ≤ 0}, za m ∈ N0. Iz iii) slijedi:
Tm = min{n ≥ 1 : Ym,m+n ≤ 0}
D
= min{n ≥ 1 : Y0,n ≤ 0}
= T0, za sve m ∈ N0.
Za proizvoljan N ∈ N vrijedi:
E[Ym,m+1; Tm > N] = E[Y0,1; T0 > N].
Posˇto je lim infn
Y0,n
n
≤ −ǫ, iz definicije limesa inferiora slijedi da c´e za neki konacˇan
n vrijediti Y0,n ≤ 0 pa stoga P(T0 < +∞) = 1. Stoga postoji dovoljno velik N takav
da je
E[Y0,1; T0 > N] ≤ ǫ. (4.1)
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Za m ∈ N0 definiramo:
S m =
Tm, ako Tm ≤ N,1, ako Tm > N
i
ǫm =
0, ako Tm ≤ N,Ym,m+1, ako Tm > N.
Po definiciji Tm vrijedi Ym,m+Tm ≤ 0 i S m > 0 i Ym,m+1 > 0 na dogadaju {Tm > N}.
Stoga imamo Ym,m+S m ≤ ǫm, za m ∈ N0 i ǫm ≥ 0.
Neka je
R0 = 0
Rk = Rk−1 + S Rk−1 , k ≥ 1.
Neka je K = max{k ∈ N0 : Rk ≤ n}. Iz i) slijedi:
Y0,n ≤ Y0,RK + YRK ,n
≤ Y0,RK−1 + YRK−1,RK + YRK ,n
≤ · · · ≤ Y0,R1 + YR1,R2 + · · · + YRK−1,RK + YRK ,n.
Posˇto je ǫm ≥ 0 slijedi:
YR0,R1 = YR0,R0+S R0 = Y0,S 0 = Y0,T0 ≤ 0 ≤ ǫ0
YR1,R2 = YR1,R1+S R1 = · · · = YT0,T0+S R1 ≤ 0 ≤ ǫ1
...
YRK−1,RK ≤ ǫn−1.
Posˇto je n − RK ≤ N, po i) zakljucˇujemo:
|YRK ,n| ≤ |Yn−1,n| + |YRK ,n−1|
≤ · · · ≤ |Yn−1,n| + |Yn−2,n−1| + · · · + |Yn−N,n−N+1|.
Stoga slijedi:
Y0,n ≤ YR0,R1 + YR1,R2 + · · · + YRK ,N
≤
n−1∑
m=0
ǫm +
N∑
j=1
|Yn− j,n− j+1|.
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Dijeljenjem sa n dobivamo:
Y0,n
n
≤
n−1∑
m=0
ǫm
n
+
N∑
j=1
|Yn− j,n− j+1|
n
pa iz monotonosti ocˇekivanja slijedi:
EY0,n
n
≤
n−1∑
m=0
Eǫm
n
+
N∑
j=1
E|Yn− j,n− j+1|
n
pa slijedi:
EY0,n
n
≤ Eǫ0 +
N∑
j=1
E|Yn− j,n− j+1|
n
jer distribucija od ǫm ne ovisi o m. Uzimanjem limesa superiora po n iz iii) dobivamo:
lim sup
n
E|Yn− j,n− j+1|
n
= lim sup
n
E|Y0,1|
n
= 0.
Iz definicije ǫ0 i (4.1) slijedi:
lim sup
n
EY0,n
n
≤ Eǫ0 = E[Y0,1; T0 > N] ≤ ǫ.
Posˇto je Y0,n = X0,n − nZ, iz a) slijedi:
γ = lim
n→∞
EX0,n
n
= lim
n→∞
E[Y0,n + nZ]
n
≤ ǫ + lim
n→∞
EZ = ǫ + ǫ + E[max{X,−M}]
= 2ǫ + E[max{X,−M}].
Posˇto su ǫ > 0 i M proizvoljni, slijedi EX ≥ γ pa slijedi tvrdnja b) o konvergenciji
gotovo sigurno.
Korak 4 Preostaje pokazati konvergenciju u L1.
Oznacˇimo Bm =
Am
m
= E[X0,m|Im], za m ∈ N0 iz Koraka 2. Tada je EBm =
EX0,m
m
, za
m ∈ N0. Oznacˇimo B = infm≥1 Bm.
Posˇto je |x| = 2x+ − x, slijedi:
E
∣∣∣∣∣X0,nn − B
∣∣∣∣∣ = 2E
(
X0,n
n
− B
)+
− E
(
X0,n
n
− B
)
≤ 2E
(
X0,n
n
− B
)+
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jer je E
X0,n
n
≥ γ = infm≥1
EX0,m
m
≥ infm≥1 EBm ≥ EB.
Posˇto vrijedi (x+y)+ ≤ x++y+ iz definicije infimuma i cˇinjenice da je Bm ≥ B slijedi:
E
(
X0,n
n
− B
)+
≤ E
(
X0,n
n
− Bm
)+
+ E[Bm − B]
+︸        ︷︷        ︸
=E[Bm−B]
.
Iz a) slijedi limm→∞ EBm = limm→∞
EX0,m
m
= γ pa iz Koraka 2 i Koraka 3 slijedi
EB ≥ EX¯ ≥ EX ≥ γ sˇto povlacˇi EB = γ. Stoga za dovoljno veliki m E[Bm − B]
mozˇe biti proizvoljno malo.
Iz i) slijedi:
E
(
X0,n
n
− Bm
)+
= E
(
X0,km+l
km + l
− Bm
)+
≤ E
(
X0,km + Xkm,km+l
km + l
− Bm
)+
≤ · · · ≤ E
(
X0,m + · · · + X(k−1)m,km
km + l
− Bm
)+
+ E
(
Xkm,km+l
km + l
)+
Vrijedi da je limn→∞
EX0,l
+
n
= 0.
Iz ergodskog teorema slijedi:
E
∣∣∣∣∣X0,m + · · · + X(k−1)m,kmn − Bm
∣∣∣∣∣ −→ 0, kada n → ∞
pa stoga:
E
(
X0,n
n
− Bm
)+
−→ 0, kada n → ∞
iz cˇega slijedi tvrdnja teorema. 
Poglavlje 5
Primjene ergodskih teorema
Primjer 5.0.1. (Weylov ekvidistribucijski teorem)
Neka je Ω = [0, 1〉, F = B([0, 1〉) i P = λ Lebesguova mjera na [0, 1〉. Neka je T (ω) =
(ω + θ) mod 1 te pretpostavimo da je θ < Q. tj. θ je iracionalan broj. Tada po Primjeru
2.4.5 slijedi da je T ergodska transformacija koja cˇuva mjeru.
Ako stavimo da je X(ω) = χA(ω), ω ∈ Ω, za A Borelov podskup od [0, 1〉, tada iz
ergodskog teorema slijedi:
lim
n→∞
1
n
n−1∑
k=0
χT−k(A) = λ(A) gotovo sigurno.
Lijeva strana ove jednakosti predstavlja prosjecˇan broj tocˇaka skupa {ω, 2ω, . . . , (n − 1)ω}
koje upadaju u skup A. Vidimo da je asimptotski taj prosjek jednak Lebesguovoj mjeri
skupa A.
Ako stavimo da je ω = 0, taj rezultat se naziva Weylov ekvidistribucijski teorem.
Opc´enito, konvergencija gotovo sigurno ne povlacˇi konvergenciju u nekoj posebno oda-
branoj tocˇki. Ipak, u slucˇaju kada je A interval u [0, 1〉, to je doista istina i konvergencija
vrijedi basˇ u toj tocˇki. Dokaz ovog teorema se mozˇe pronac´i u [3].
Primjer 5.0.2. (Benfordov zakon)
Iz ekvidistribucijskog teorema slijedi asimptotski rezultat o distribuciji prvih znamenaka
potencija broja 2.
Neka je θ = log10 2, k = 1, 2, . . . , 9 i Ak = [log10 k, log10(k + 1)〉. Iz Weylovog ekvidis-
tribucijskog teorema, za svako k = 1, 2, . . . , 9 dobivamo:
1
n
n−1∑
m=0
χAk(T
m(0)) −→ log10
(
k + 1
k
)
, kada n → ∞.
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Vrijedi da je prva znamenka od 2m jednaka k ako i samo ako je (m log10 2) mod 1 ∈
Ak = [log10 k, log10(k + 1)〉. Naime, prirodan broj x ima prvu znamenku k ∈ {1, . . . , 9} ako
i samo ako postoji m ∈ N0 takav da vrijedi:
k10m ≤ x < (k + 1)10m.
Primjenom logaritma u bazi 10 dobivamo log10 k+m ≤ log10 x < log10(k+1)+m, pa slijedi
da je log10 x mod 1 ∈ [log10 k, log10(k + 1)〉.
Vjerojatnost pojavljivanja k kao prve znamenke je priblizˇno log10
(
k+1
k
)
te su vjerojat-
nosti za znamenke k = 1, 2, . . . , 9 dane u sljedec´oj tablici:
1 2 3 4 5 6 7 8 9
30.10 % 17.61 % 12.49 % 9.69 % 7.92 % 6.69 % 5.80 % 5.12 % 4.58 %
Postoji mnogo primjera skupova brojeva koji bi priblizˇno trebali zadovoljavati Ben-
fordov zakon: popis stanovnisˇtva 428 hrvatskih opc´ina, prvih 106 Fibonaccijevih brojeva,
2014 fundamentalnih konstanti u fizici (izabrane od strane NISTa), . . .
Benfordov zakon se koristi za otkrivanje poreznih prijevara, prijevara u znanstvenim
radovima te validaciju makroekonomskih podataka.
Primjer 5.0.3. (Filtriranje)
Promatramo cjelobrojnu mrezˇu Z2 u kojoj su vrhovi x, y ∈ Z2 povezani ako je |x − y| = 1,
gdje je | · | euklidska norma. Neka je E skup svih bridova u mrezˇi i neka je svakom bridu
e pridruzˇena slucˇajna varijabla Te koja predstavlja vrijeme potrebno da poruka prijede brid
e.
Neka je X0,n najkrac´e vrijeme potrebno da poruka prijede put izmedu ~0 = (0, 0) i n~v,
gdje je ~v = (1, 0). Tada je:
X0,n = min
put ~0→n~v
∑
e∈E
Te
i josˇ oznacˇimo:
Xm,n = min
put m~v→n~v
∑
e∈E
Te.
Posˇto mozˇe postojati minimalan put izmedu ~0 i n~v koji ne prolazi kroz m~v, slijedi:
X0,n ≤ X0,m + Xm,n.
Pretpostavimo da su {Te : e ∈ E} nezavisne jednako distribuirane slucˇajne varijable.
Neka je Ω = {Te : e ∈ E}. Definiramo transformaciju T : Ω −→ Ω sa T (ω) = (te+ , e ∈ E),
ω = (te, e ∈ E), gdje je e
+ brid desno od brida e sa istom orijentacijom.
Iz subaditivnog ergodskog teorema slijedi da ako je T ergodska transformacija, tada
postoji konstantan limes Y = limn→∞
X0,n
n
, sˇto znacˇi da se poruka krec´e konstantnom brzi-
nom.
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Sazˇetak
Ovaj diplomski rad se bavi klasicˇnim Birkhoff-Hincˇinovim ergodskim teoremom te teori-
jom potrebnom za njegov dokaz. Uz to, uvodi se pojam ergodskog stacionarnog slucˇajnog
procesa te se dokazuje ergodski teorem za takve procese. Na kraju se dokazuje subaditivan
ergodski teorem koji je poopc´enje oba prethodno navedena rezultata te se daju primjeri
korisˇtenja ergodskih teorema.
Summary
In this graduate thesis we are examining the classical Birkhoff-Hincˇin ergodic theorem
and the mathematical framework surrounding it. We are also defining ergodic stationary
processes and giving the proof for the version of the ergodic theorem concerning those
processes. Subadditive ergodic theorem, which is a generalization of the previously men-
tioned theorems, is given along with its proof and the applications of ergodic theorems are
shown on several examples.
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