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1ABSTRACT
Automatic Weather Stations (AWSs) are widely used in environmental sensing.
AWS is an automated type of traditional weather station that allows measure-
ments from a remote station with the purpose of studying the climatic condi-
tions. These systems are often used in harsh sites where they have to be energy
self-sufficient. Thus, they are equipped with an energy harvesting system, e.g.
solar panels and wind turbines, which are used to recharge the batteries. These
systems execute an application that provides sensing and communication rates.
The AWS designer has to establish a tradeoff between user demands of sensing
and communication rates and the energy survival of the AWS itself, which is a
key factor.
In this thesis we introduce an energetic AWS simulator which helps the AWS
designer to assess the feasibility of a given policy, taking in consideration his-
torical or ad-hoc generated context information such as temperature, solar ra-
diation and wind power. This simulator gives the designer a powerful and cus-
tomizable tool that models physical components and the application of an AWS.
Applications are modeled as a suite of independent policies, one for each sens-
ing or transmission device. Policies are modeled independently on the actual
implementation, so they can easily be defined by the AWS designer.
The simulator can be used in many interesting cases but we focused on the
choice of the best configuration for an AWS, starting from the environmental
condition, using static policies and the simulation of adaptive application that
makes the AWS energy-aware.
The simulator was also validated using real data from an experimental Za-
greb AWS [27] making a comparison between simulator results and Zagreb
data.
2SOMMARIO
Le Automatic Weather Stations (AWSs) sono sistemi molto diffusi in ambito di
sensing ambientale. Una AWS è una versione automatizzata di una stazione
metereologica tradizionale, che permette di effettuare misurazioni ambientali
da stazioni remote con lo scopo di studiare l’andamento climatico del sito su cui
è installata. Questi sistemi vengono spesso impiegati in ambienti ostili all’uomo,
pertanto devono essere auto-sufficienti dal punto di vista energetico; a tal scopo
sono dotati di un sistema di energy harvesting, composto da più fonti ener-
getiche, come per esempio pannelli solari e turbine eoliche, necessario per la
ricarica delle batterie. Un AWS esegue un’applicazione che regola la frequenza
di campionamento dei sensori e le modalità di trasmissione dei dati campionati.
Un progettista di AWS ha il difficile compito di stabilire il giusto compromesso
tra le richieste degli utenti finali, a livello di quantità dei dati campionati e di
frequenza di trasmissione, e il vincolo fondamentale di garantire la continuità
nella raccolta e trasmissione dei dati.
In questa tesi presentiamo un simulatore energetico di AWS che ha lo scopo di
aiutare il progettista di AWS nella valutazione di fattibilità di un set di politiche
di comunicazione e di sensing, tenendo in considerazione il contesto ambientale
(temperatura, irradianza solare e vento) in cui l’AWS stessa opererà. Questo
simulatore costituisce per il progettista uno strumento potente e facilmente
personalizzabile. Il tool modella sia i disposistivi fisici che l’applicazione che
viene eseguita sull’AWS. L’applicazione è modellata da un insieme di politiche
indipendenti, una per ogni sensore e disposistivo di comunicazione presente
sull’AWS. Inoltre, le politiche sono modellate indipendentemente dalla reale
implementazione, in modo da essere definite facilmente dal progettista di AWS.
Il simulatore può essere usato in molte situazioni interessanti, ma in questa
tesi ci siamo concentrati nella descrizione dei seguenti casi d’uso:
• scelta della configurazione ottimale per una AWS a partire dalle con-
dizioni ambientali, utilizzando politiche statiche
• valutazione dei benefici relativi all’utilizzo di politiche adattive (energy-
aware) su una AWS
Il simulatore è stato inoltre validato confrontando il suo comportamento con
quello di una reale stazione sperimentale a Zagabria [27].
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An Automatic Weather Station (AWS) is an automated type of traditional weather
station that allows measurements from a remote station with the purpose of
studying the climatic conditions. AWS generally consists of a datalogger, a bat-
tery and a set of meteorological sensors. Typically operations of an AWS are that
periodically collects environmental data from sensors, it stores this data into a
storage device and periodically sends it to the base station. The type and the
number of sensors installed on an AWS is fully customizable according to the
studies that need to be made. Typical meteorological sensors, that can be found
on an AWS, measure temperature, humidity, solar radiation and wind speed,
etc (example of AWS can be seen in Figure 1.1).
AWSs are often placed in remote and harsh environments such as deserts
[16], the Antarctica [20], the High Alpine environment [11] and many others.
The first reference refers to the AWSs in the Central Namibi desert, which have
been in use since 1995 to study the area. The second one refers to the study
of the meteorological processes and climatological conditions in several regions
of the Antarctica using more than 100 AWSs, and the third one refers to the
AWS that is placed in La Mare glacier in the Ortles-Cevedale group and whose
collected data we will use in the results of this thesis.
All these places have one thing in common: that they are usually far from
main power sources, so AWSs use an energy harvesting module which has the
task of recharging the battery. The energy harvesting module usually consists of
a mixed sources energy production, in particular solar panels and wind turbines.
In the absence of communication devices, the collection of sampled data in
these remote sites can be really complicated. In fact, expeditions to the site
should be organized periodically , when data would be manually downloaded
from the datalogger of the AWS. These expeditions are usually expensive and
not practicable for long periods of the year where the site may be unreachable.
For these reasons AWSs are often equipped with a wireless communication mod-
ule which sends all collected data periodically from the datalogger to the base
station. A communication module has many benefits, such as up-to-date of data
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and do not need periodic expeditions, etc; but this solution has a drawback that
has to be considered by an AWS designer: a communication module consumes














Figure 1.1: Example of AWS [3]
A critical design issue of AWSs is the power supply module. In fact an AWS
designer should design AWSs which are energy self-sufficient but that respect
sensing and communication constraints imposed by the researcher who will
work with data collected from the station.
Therefore, an AWS designer, starting from the historical environment data
of the site chosen and from a set of sensing and communication constraints
imposed by the users, has to conduct a preliminary study in order to evaluate
the right components that ensure the energetic survival of the system.
For example, let us to introduce an hypothetical case. An AWS designer pro-
grammed his AWS to transmit all the collected data every two hours and then,
after its installation, he realized that the AWS could not survive during the night
because the battery would not have accumulated enough energy during the day
because the solar panel chosen produced only 10W. Maybe, if the designer had
chosen a bigger solar panel, the battery would not have fully discharged. On
the other hand, maybe, it would have been enough if the designer had set the
AWS to transmit every 4 hours. In general, in cases like this, the designer should
either increase the energy production (using a bigger solar panel or adding a
wind turbine) or decrease the energy consumption (decreasing the communica-
tion or the sensors rate). Clearly, it would not be a big problem if the AWS was
placed in an easily accessible place, but this is hardly ever happens.
Thus, an AWS designer must be careful to choose the right components,
because if there was an energetic problem on an AWS placed in a remote site,
many days (or months) could pass before an expedition could be organized
to replace them. It is vital that the system is able to guarantee continuous
operation in any working conditions [17].
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Nowadays, this requirement of survival is generally fulfilled by over-dimensioning
energy-related components of the AWS, i.e., harvesting and storage, with the re-
sult of increased costs and size of the system. This is because the actual tools
that can help the AWS designer are often concentrated only on a single electri-
cal subsystem, without a global vision of the behavior of the system itself [18].
Analytic models of the energy balance of plants based on solar cells and wind
turbines are widely used [22]. Therefore, testbed-based power profiling tech-
nique and software-based power measurement tools can also be found in litera-
ture [39] [36]. Simulated approaches for the analysis of the energetic behavior
of AWSs are also present in the literature [23] [21], but they are more focused
on the power analysis of the hardware components.
In this thesis we want to introduce a new tool that simulates the energetic
behavior of an Automatic Weather Station. This simulator models the ener-
getic behavior of each physical device of the AWS, and above all, it models the
application that runs on the processing unit of the AWS. The application is mod-
eled independently on the actual implementation with a set of communication
and sensing policies. A policy, as we will describe in the second chapter, is the
behavioral description of the task with which the processing unit of the AWS
manages an active hardware of the AWS, in particular sensors and communica-
tion module. A policy can be static, for example we set the modem to send all
data collected each Sunday, or can be adaptive. In the second case the AWS can
perceive when it is not the best moment to start a transmission (for example
the battery level is too low) and can delay the start of the transmission until
the general conditions improve. This is only an example of the adaptive policies
that can be designed for an AWS, and in the second chapter we will introduce a
methodology to model these adaptive policies. We will define adaptive policies
for sensors and for communication modules. The aim of this simulator is to
establish if the AWS designed will survive under a running application starting
from a set of environmental data that replace the environmental conditions or
not.
In order to obtain this behavior, the tool was designed starting from a de-
tailed study of the AWS components, as can be found in the first part of the
second chapter. In particular, it contains the description of the energetic charac-
teristics of physical components of an AWS, such as solar panels, wind turbines
and sensors, etc. There will be, among others, a detailed description of the en-
ergetic characteristics of the wind turbine and the MPPT. A detailed study of the
solar panel can be found on the Master’s Thesis of Silvia Mandala [28], who
started this project.
The second part of the second chapter is dedicated to the modeling of the
components of the AWS. During the modeling of the physical device of the
AWS, in case of approximation we followed a rule that was fundamental during
this thesis. Given that the final goal of the simulator was to determine whether
the system would survive in terms of energy, each approximation had to be
pessimistic. Therefore, if we had to make a approximation in terms of power
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produced by the harvesting system, which could never exceed the actually en-
ergy produced by the real AWS, and in the best case, had to be the same. On the
other hand, the simulated energy drained by the AWS always has to be greater
or at least equal to that of real AWS.
In the third chapter we will describe the AWS simulator that is based on SAN
formalism in detail [30] and which was developed using the Möbius tool [37].
The general architecture of the simulator, as we will see detailed in chapter 3,
is made up of the following seven atomic models: a) Battery; b) PhysicalGen; c)
SolarPanel; d) MPPT; e) WindTurbine; f) Datalogger; g) Sensor; h) SelfAdapta-
tion; i) Transceiver.
The last part of the third chapter is deals with the validation of the simulator,
starting from data collected in an experimental AWS in Zagreb [27].
In the last chapter we will focus on some use cases that the simulator offers to
the AWS designer. In particular, we will show three main uses of the simulator:
1. if a set of static communication and sensing policies can be used safely on
AWS that has already designed or built.
2. which energy components (solar panels, wind turbines, batteries etc.)
should he used in his AWS to allow the execution of a set of static com-
munication and sensing policies.
3. if adaptive policies can help the AWS to survive in situations where static
policies cause battery discharge.
We will see that the adaptive policies, compared to static policies, have other




An Automatic Weather Station is a system consisting of by many different de-
vices. Each of them will be described in detail in this chapter. We will see that an
AWS consists of sensors, a datalogger, a communication subsystem and a har-
vesting subsystem that allows the survival of the AWS in harsh environments.
In the first part of the chapter we will focus on the general description and
the energetic behavior of each device of an AWS; in the second part we will
introduce the description of the model that we have chosen for each device.
Therefore, in this chapter we will define the application that runs in an AWS,
and we will define the policies that models the different aspects of the behavior
of an AWS.
14
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2.1 General Structure of AWS
In Figure 2.1 is shown the general structure of an AWS. Orange (green) continu-



















Figure 2.1: General structure of an AWS [19]
2.1.1 Sensors
Sensors allow the AWS to measure environmental conditions. In fact, when
they are enabled, sensors provide samples of physical quantities in the form of
electrical signals. A sensor consumes energy during the sampling and in a short
period before called settling-time. The frequency with which sensors sample
the environment is regulated by a duty cycle. This duty cycle can be static or
dynamic. If static the sampling is done at regular intervals. On the other hand,
the sampling frequency can be modified by the AWS, according to the power
conditions of the AWS itself.
Examples of typical environmental sensors that can be found in an AWS are:
thermo-hygrometers (an example of a thermo-hygrometer can be seen in Figure
2.2(a)), thermistors, albedometers (an example of an albedometer can be seen
in Figure 2.2(b)), anemometers and snow gauges, etc.
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(a) Thermo-Hygrometer Vaisala
HMP45C [7]
(b) Albedometer Delta Ohm LP Pyra05 [1]
Figure 2.2: Example of environmental sensors
2.1.2 Datalogger
The datalogger is the processing system of an AWS. It represents the brain of
the AWS and it is equipped with a microprocessor, internal memory for data
storage and a number of analog and digital I/O ports that are used to provide
communication interfaces (an example of Datalogger can be seen in Figure 2.3).
The datalogger itself drains current when active. Its consumption of energy
can be distinguished in three phases. In fact, the datalogger has low consumption
during the inactive phase, has a medium consumption while sensors are sampling
data and has a high consumption during the transmission of data. Therefore,
datalogger consumption is closely related to sensors and modem behaviors. This
relationship will be discussed in Section 4.2.
CHAPTER 2. AUTOMATIC WEATHER STATION 17
Figure 2.3: Datalogger CR1000, Campbell Scientific [2]
2.1.3 Communication Subsystem
The communication system enables the AWS to send the collected environmen-
tal data to the base station. It can be implemented using WiFi links, RF bridges,
GPRS or Satellite modems. This subsystem is important for two reasons: the
first is the freshness of data and the continuous availability of the data that can
be essential in many research areas. The second is the difficulty and cost to
retrieve the data from an AWS located in remote locations such as glaciers and
deserts, etc. On the other hand, the communication subsystem often represents
the main energy drain of an AWS system. As a results, when a designer de-
fines communication behavior of the AWS, he has to find the right compromise
between the need for fresh data and energy consumption.
2.1.4 Battery
The presence of a battery allow the AWS to operate during the night and when-
ever the harvesting subsystem do not produce enough energy. The harvesting
subsystem is usually used to recharge the battery. In case of absence of the
harvesting subsystem, a set of high capacity batteries may be the only energy
source for the AWS.
2.1.5 Energy Harvesting
Since AWSs are usually placed far from main power sources, some AWSs use en-
ergy harvesting, typically from solar radiation or wind power [34], to recharge
batteries. In this subsection, we will describe two forms of renewable energy
that are used by AWSs: solar power and wind power. Moreover, we will talk
about MPPT (Maximum Power Point Tracking), which is a technique used to
maximize the power produced by solar panels that are widely used inside AWSs.
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2.1.5.1 Solar Energy
A solar panel is made up of a set of solar cells (also called photovoltaic cells)
which convert energy in light (photons) into electrical energy. Solar panels are
widespread, and they represent an important energy source for remote environ-
ments where they are used to recharge batteries (an example of a solar panel
that can be used in the AWS is shown in Figure 2.4). A detailed discussion of the
behavior of solar panel is discussed in the Master Thesis of Silvia Mandalà [28].
Figure 2.4: Solar panel SP20, Campbell Scientific [6]
Energy production of a solar cell depends on the values of irradiation and
temperature (Figure 2.5).
For any given set of operational conditions (Temperature and Irradiance),
cells have a single working point where the values of the Short-Circuit Current
(I) and Open Circuit Voltage (V) 1 of the cell produce the maximum power
output MPP.
If the solar panel works in that working point, the value of current and volt-
age are called Imp and Vmp. As evidenced in Figure 2.5(a) and Figure 2.5(b),
the I–V characteristic of a PV array, and hence its MPP, changes as a conse-
quence of the variation of the irradiance level and of the panels temperature.
Therefore, it is necessary to track continuously the MPP in order to maximize
the power output from a PV system, for a given set of operating conditions [24].
For these reasons, using a solar panel or an array of panels without a con-
troller that can perform Maximum Power Point Tracking (MPPT) will often re-
sult in wasted power, which in a remote site could be essential for the life of
an AWS. In order to obtain the same results without a MPPT it would be neces-
sary to install more panels for the same power requirements than that of MPPT.
1Short-Circuit Current and Open Circuit Voltage are normally available in the Data-sheet
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Figure 2.5: An example of I-V characteristics for a standard solar cell
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Moreover, in the last case it would be more expensive and incur more difficulties
during installation.
2.1.5.2 MPPT
Maximum Power Point Tracking is a technique used to maximize the power
generated by the solar panel under all operating conditions of temperature and
irradiance. The are several methods developed to implement MPPT, the most
famous is called Perturb and Observe.
Perturb and Observe: The widespread use of this method in the implemen-
tation of MPPT is due to its simplicity. It is based on the following criterion:
if the operating voltage of the PV array is perturbed in a given direction and
if the power drawn from the PV array increases, this means that the operat-
ing voltage has moved towards the MPP and, therefore, the operating voltage
must be further perturbed in the same direction. Otherwise, if the power drawn
from the PV array decreases, the operating point has moved away from the MPP
and, therefore, the direction of the operating voltage perturbation must be re-
versed [24]. One problem of the P&O technique is that, at a steady state, the
working point fluctuates around MPP and part of the available energy is wasted.
Some problems of the P&O method have been solved with the Incremental
Conductance Method.
Incremental Conductance Method: Unlike the previous method, this one ha
the advantage of calculating the direction of perturbation of the voltage [31].
According to Figure 2.6 the slope of P-V curve is zero at MPP, increasing on
the left of MPP and decreasing on the right of MPP. The basic equations of this
















The first is valid at MPP, the second on the left of MPP and the last on the
right of MPP. The incremental conductance is capable of identifying whether
the MPP is reached or not and consequently stopping the perturbations. This
MPPT method can track the MPP with higher precision, and it is more accurate
under fast changing weather conditions compared to the P&O method. The
drawback is that it requires a higher computation and therefore consumes more
energy [40].
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Another method that is used to implement MPPT is Constant Voltage Method
Figure 2.6: I-V characteristics of a generic solar panel
Constant Voltage Method: The Constant Voltage Method is based on the con-
cept that at difference irradiance conditions, the MPP is almost equal, as shown
in Figure 2.7.
Figure 2.7: I-V characteristics of a generic solar panel
VOC , the open circuit voltage of the PV panel, depends on the property of
the Solar Panel. The relationship between VOC and VMPP is described by this
equation, where k is commonly 0.76:
VMPP = k ∗ VOC (2.4)
In this method VOC is measured periodically disconnecting the Solar Panel
from the converter. The operating voltage of the MPP is then set to 76% of
the measured VOC . The greatest advantage of using this method is that the
MPP is found quickly. The disadvantage is that if there is a rapid change of
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temperature, and hence of the VOC , we will have a transition period until the
next VOC measurement where the MPP will be incorrect.
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2.1.5.3 Wind Energy
AWSs can use other both solar panels and wind turbines as power supply. In
northern Europe (Virkisjökull glacier in Island for example [8]) solar panels are
often assisted by wind turbines as power supplies of AWSs. In this subsection
we will describe the fundamental concepts of wind energy production.
Wind is a natural source of energy. We are interested in wind turbines and
wind belts that produce electrical power. The most important advantage that
we have using this form of power supply is that wind is free just like solar
irradiation but unlike the latter can be used with excellent results even in remote
places that are not very sunny, such as glaciers near the north or south pole.
Although it is free, wind is very unstable and this must be considered when a
wind power based AWS is designed.
Figure 2.8: Wind Turbine Evance R9000 5 kW [9]
Wind Turbine The power produced by a wind turbine (Figure 2.8) at a certain





Where A indicates the area swept by the turbine rotor, ρ is the density of air, v is
the wind speed and Cp is the power coefficient that represents the aerodynamic
efficiency of the rotor [14]. All these parameters affect the energy production
of the turbine. Air density ρ is not the same in all places and it is inversely
proportional with the temperature and the altitude. For example, at sea level,
with a temperature of 15° Celsius, air density is 1.2250 kg/m3,but at the same
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temperature and at an altitude of 3000 meters the air density is approximately
0.845 kg/m3.
At the same time, the power coefficient can also differ greatly depending
on the speed of the wind, and its variation is not linear as can be seen in Figure
2.9.
In this Figure, we show the relationship between Power Control and the






Figure 2.9: Relation between power coefficient and TSR
For the above reasons it is really difficult to predict analytically the produc-
tion of energy due to the numerous factors involved.
In Figure 2.10 is shown an example of a wind turbine behavior according to
the variation of wind speeds. Wind turbines are designed to generate their rated
or nameplate output power at a rated wind speed Ur.
For wind speeds below a cut-in wind speed U∞ the wind turbine is not
operational as the developed aerodynamic torque is not sufficient to overcome
the frictional losses of the drivetrain and generate a useful power.
For wind speeds above rated the power is controlled aerodynamically to
maintain the output at the rated value until some limiting wind speed value is
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reached, known as the cut-out wind speed Uco at which point the turbine is
shut down [25].
Figure 2.10: Example of wind turbine output characteristics
Figure 2.11: Wind turbine components [5]
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Basic section of medium and large wind turbines Figure 2.11 provides a
detailed view of the inside of a medium and large wind turbine, its components
and their function. We can observe:
• Blades: Lift and rotate when wind is blown over them, causing the rotor
to spin. Most turbines have either two or three blades
• Nacelle: Contains the gear box (if present), low- and high-speed shafts,
generator, controller and brake.
• Gear Box: Connects the low-speed shaft to the high-speed shaft and in-
creases the rotational speeds in order to obtain the speed required by most
generators to produce electricity
• Controller: Starts up the machine only when the wind reaches a mini-
mum speed that is known as cut-in speed and shuts off the machine when
the speed achieves a maximum speed, known as cut-off speed. Turbines
do not operate at wind speeds higher than a threshold because they may
be damaged by high winds.
• Anemometer: Measures wind speed that is used by controller.
• Generator: Converts power from the rotating rotor high speed shafts to
electrical power, using the high-speed shafts. There are many different
kinds of generators that could be used in a wind turbine (Induction Gen-
erator, Permanent Magnet Alternators or Brushed DC Motor)
Turbine efficiency The maximal achievable extraction of wind power by a
wind turbine is 59% of the total theoretical wind power. An effective wind
turbine can achieve up to 45-50% efficiency. [26]
Types of Wind Turbine Wind turbines can rotate around either a horizontal
or a vertical axis. The former is the older one so it is most used.
Horizontal axis Horizontal-axis wind turbines (HAWT) have the main rotor
shaft and electrical generator at the top of a tower, and must be pointed towards
the wind. Generally they use auxiliary wind sensors to orient the rotor.
Vertical axis Vertical-axis wind turbines (or VAWTs) have the main rotor shaft
arranged vertically (Figure 2.12). The main advantage of these turbines is that
they do not need to direct towards the wind but their performance remains
lower than those with horizontal axis. One of the most common VAWT is the
Savonius Turbine.
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Figure 2.12: Vertical axis wind turbine
Small wind turbines: In recent years there has been an increase in the manu-
facture and use of small and micro wind turbines (SWTs) that produce less than
1 kW. The most common use for turbines of this scale are private off-grid ap-
plications such as providing electricity for a cabin or sailboat, providing power
to remote monitoring equipment, and augmenting the diesel power supply for
isolated telecommunications installations [35].
SWTs can also be used with success for Automatic Weather Stations with the
solar panels, creating an hybrid system suitable for all possible sites. These
wind turbines are also used in cold areas, using appropriate techniques which,
however, do not solve all the problems related to ice.
Basic section of small wind turbine Compared to the turbines of medium
and large size there are many differences as shown in Figure 2.13. For example
gear box is not present in this type of turbine, because the speed of the blades is
higher compared to large turbines and and it is not necessary to increase it.
The yaw drive is here consists of by a simple passive system (tail vane) that
allows the turbine to remain aligned to the wind direction. In case of high wind,
a dynamic braking is used to dump exceeding power, allowing the wind turbine
to produce current. 2
2Dynamic braking uses a resistor to dissipate exceed electric power as heat and can to reduce
blades speed.
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Figure 2.13: Small Wind Turbine
Wind Belt The Windbelt is a device for converting wind power into electric
power [32]. Instead of using conventional geared, rotating airfoils to pull en-
ergy from the wind, the Windbelt relies on an aerodynamic phenomenon known
as aeroelastic flutter (example of WindBelt is shown in Figure 2.14). While the
phenomenon is a well-known destructive force (e.g., a cause of bridge failure),
it has been discovered that it can be a useful and powerful mechanism for catch-
ing the wind and producing electricity [10]. Windbelts were invented by Shawn
Frayne in 2007, but they are still in the development phase and not commer-
cially widespread; for this reason we have decided not to model the WindBelt
for now in the simulator and wait for further information about windbelt tech-
nology and adoption.
Figure 2.14: Windbelt
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2.1.6 Application
The application that runs on the processing unit of the AWS defines, at behav-
ioral level, how each device, i.e., sensors and modems of the AWS, should be
managed. So sensors and communication module are activated on request of
application which manage all the AWS behaviors. The application, in the real
AWS, can be described by automatically translation into hardware description
language specification (if the processing unit is in a FPGA or ASIC device) or
into a program (if the processing unit is a microcontroller).
In the Listing 2.1 we can see an example of a part of an application that is
written in BASIC-like programming language for the CR1000 datalogger [38].
1 SlowSequence
2 Scan (1 ,Min , 0 ,0 )
3 RealTime(rTime)
4 check = 0
5 I f ((WeekDay = 1 AND Sunday) OR [ . . . ] )
6 For i=1 To NumWindows Step 1
7 I f ((WHourStart(i) = WHourStop(i) ) AND [ . . . ] ) Then
8 Cal l PowerOn
9 check = 1
10 ExitFor
11 EndIf
12 [ . . . ]
13 Next i
14 I f (check = 0) Then




Listing 2.1: Function for the managing of the modem in CR1000 [38]
In the application the AWS designer has to specify the communication and sens-
ing constraints imposed by researchers.
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2.2 Modeling an AWS
In this section we describe how we modeled each component introduced in the
previous section. Clearly, given that the final goal of the simulator is to deter-
mine whether the system will survive in terms of energy, each approximation
had to be pessimistic. Therefore, during the modeling phase, if we had to make
a approximation in terms of power produced by harvesting system, this could
never exceed the actual energy produced by the real AWS and in the best case
had to be the same. On the other hand the simulated energy drained by the
AWS had always to be greater or at least equal to that of the real AWS.
2.2.1 Sensors
In our simulator a sensor is considered a device that periodically consumes elec-
trical energy. The power consumptions of a sensor can be found on its datasheet.
Depending of the sensing policies (consequently on duration of duty cycle of the
sensor) the overall energy drained by a sensor during a period can be high or
low.
2.2.2 Datalogger
Datalogger is considered, as we said for sensors, a device that consumes elec-
trical energy. The power consumptions of a datalogger can be found on its
datasheet. Datalogger is the processing unit that executes an application. Sensor
and communication policies that are performed by the datalogger itself affects
its electrical power consumption.
2.2.3 Communication Subsystem
Communication subsystem is another device that consumes electrical energy.
For our purposes we are not interested in the type of communication (satellite
communication, UMTS or GSM communication etc.) but we focus on:
1. Electrical energy consumptions
2. Communication protocol
3. Transmission rate
The first one can be easily found on the modem datasheet. Communication
protocol has to be modeled in order to estimate the number of packets needed
to transmit data. Finally, the transmission rate allows the simulator to estimate
the duration of the transmission and can be found on the modem datasheet
too. Depending on the communication policies, the overall energy drained by a
communication subsystem during a period can be high or low. Often the high
electrical energy consumption of this subsystem is the main problem that an
AWS designer has to solve.
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2.2.4 Battery
The battery is modeled as an energy storage. In fact, it accepts the produced
energy and the drained energy and updates its battery energy level. In this
simulator we did not considered the dependency between capacity and tem-
perature and between capacity and ageing. These two dependencies exist in
the real battery but are not considered in this model. Thus, the capacity of the
battery is approximated at a constant threshold.
2.2.5 Energy Harvesting
These devices are more difficult to model precisely, and when an approximation
was needed we followed the rule explained at the beginning of this Section,
underestimating their energy production.
2.2.5.1 Solar Panel
Analytically modeling a phenomenon as complex as the photovoltaic conversion
is not simple. In this subsection we describe the model chosen to simulate the
solar panel behavior. A detailed discussion of the search of an analytic model of
solar panel was discussed in the Master Thesis of Silvia Mandalà [28].
In literature there are different equivalent circuits of the solar panel, but for
our purpose the model in Figure 2.15 was chosen. It consists of:
• current Iph: that represents the current produced by photovoltaic effect.
• current Ipv: that represents the current generated by solar cell.
• current Io: reverse saturation current of diode
• current Isc that represents short circuit current at the end of solar cell
• G that represents solar irradiance
• T that represents temperature
• diode D
• resistor Rs that represents current loss due to the material
• Vpv: voltage at the end of solar cell
• A: ideality factor of the diode







Figure 2.15: Example of Solar cell model equivalent circuit
Now we will calculate current produced by solar panel Ipv:


















a = A · Vth:







Parameters of the system in Standard Conditions will be:
Iph−ref = Isc−ref (2.10)
aref =
βoc · Tref − Voc−ref + Eg
(Tref · αsc/Iph−ref )− 3 (2.11)
I0−ref =
Iph−ref
exp [(Voc−ref/aref )− 1] (2.12)
Rs−ref =
aref · ln [1− (Impp−ref/Iph−ref )]− Vmpp−ref + Voc−ref
Impp−ref
(2.13)
Now, with that parameters we can calculate final value of current Ipv when
current temperature is T and current solar irradiance is G. Tref , Gref can be
found in the solar panel datasheet and represents temperature and current in




· Iph−ref · [1 + αsc(T − Tref )] (2.14)
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Rs = Rs−ref (2.17)
Thus, using the equation 2.9, we can calculate the value of the current Ipv
that we looked for.
2.2.5.2 MPPT
Using only data from the MPPT datasheet would be very complicated to get a
parametrization of MPPT that allows an analytical accurate approach. So we
decided to extract a double dimension lookup table from historical data of the
AWS in order to obtain the right value of produced electrical power, having the
current values produced for each value of temperature and irradiance. In or-
der to create this lookup table we ordered environmental values by ascending
order of temperature and irradiance. Then we calculated the average power
produced by the Solar Panel for each combination of temperature and irradi-
ance. These values were put in the lookup table with temperature as column
index and irradiance as rows index.
irr|temp 2 3 4 5 ...
3.0 11 22 20 15 ..
4.0 11 22 20 15 ..
...
Table 2.1: Example of MPPT lookup table
2.2.5.3 Wind Turbine
In this Subsection we will describe two possible versions of a wind turbine
model.
Wind Turbine Model: First version As described in Section , the wind tur-
bine behavior is very complex. Thus, we had to to make some approximations
in order to create a model of a wind turbine. Clearly, if we had to make a simpli-
fication in terms of energy produced by wind turbines, this must never exceed
the energy actually produced by the real AWS and in the best case has to be the
same.
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To model a wind turbine we consider the following values that are generally
included in the data-sheet:
• Start-up Speed: This is the wind speed at which blades and rotor start to
rotate.
• Cut-in Speed: This the minimum wind speed at which the turbine starts
to produce power.
• Rated Speed: This is the minimum speed at which turbine starts to pro-
duce the nominal power.
• Cut-off Speed: This is the maximum wind speed at which turbine can
work. This is because at very high speed most turbines can be damaged.
As we can see in Figure 2.10, between cut-in speed and rated speed, the power
does not increase linearly and real shape of the curve would be very difficult to
model. We have therefore decided to model the turbine making the following
binary choice:
1. if the wind speed is lower than the cut-in speed: simulated wind turbine
does not produce electrical energy.
2. if the wind speed is equal or higher than cut-in speed: simulated wind
turbine produce all the rated energy.
In this manner the wind turbine model has an output value that is always
lower or at most equal to the real turbine in any wind condition. In Figure 2.16
you can see the new wind turbine output characteristics with a cut-in speed of
14 m/s, cut-out speed equal to 24 m /s and a rated power of 20kW.
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Figure 2.16: Wind Turbine output Model
Wind Turbine Model: Second version Looking at historical data from La
Mare glacier, we noticed that the wind turbine model would hardly ever produce
electrical energy because the activation threshold (rated speed) was too high for
our historical data. Indeed there would be a lot of cases in which the wind speed
has a value between cut-in speed and rated speed, where the real turbine would
produce a non-null amount of power. To improve the model, considering the
non-uniqueness of the output curves of wind turbines produced, we decided to
model the output of wind turbines using a lookup table. In this way we got
relatively precise values of electrical power produced by wind turbine for each
value of wind speed provided by the datasheet.
2.2.6 Policies
First of all, let us define a policy as the behavioral description of the task with
which the processing unit of the AWS manages a given sensing or communica-
tion device of the system. The whole application running on the AWS is modeled
as a set of n different policies, being n the number of different devices in the
AWS. Note that in such a way, we model the application running on the AWS
without respect of its actual implementation.
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In an AWS two different kind of policies can be modeled: the sensor policies,
that model the sensing subsystem behavior and the communication policies, that
model the communication subsystem behavior.
2.2.6.1 Sensor Policies
A sensor policy defines the duty cycle of a sensor. An AWS designer may be
interested to keep this parameter static or dynamic.
If the duty cycle of a sensor is short, a lot of sampled data will be avail-
able. This could be important for the researcher but sensors will consume more
electrical energy. It has to be noticed that sensor policies and communication
policies are not independent from each other. In fact with a short cycle, a sensor
will produce more data at the same time. This data has to be sent periodically
by the communication subsystem of the AWS. But if a large amount of data
from the last transmission is collected, the new one has to last a long time, and
consequently we use more electrical energy for each transmission.
On the other hand if the sensor duty cycle is long, there will be less data
available but the communication to transfer the data will last less and the AWS
will consume less energy to sample and to transmit.
If the duty cycle is static, the AWS will not be interested on environmental
conditions. But if the duty cycle is dynamic, the AWS will modify that value
according to the environmental conditions.
Adaptive sensing policies: We define adaptability from the sensing point of
view as the ability of the processing unit of the AWS to adapt the sampling
frequency to the environmental conditions. In particular, we want to introduce
a model of adaptive policy, which reduces (increase) the sampling frequency of
a given sensor when the amount of energy produced by the harvesting system
decreases (increases). Moreover, we set a minimum threshold of level of battery.
If the battery level goes under that threshold, the sensor will sample at the
minimum rate.
Thus, during sunny or windy days the AWS will collect a large amount of
data, while during cloudy days or during the night the AWS will reduce the sam-
pling frequency, but never under a minimum value of sampling frequency that
we will define. At the same time we will define a maximum value of sampling
frequency in order to avoid oversampling. However, the level battery has to be
over a minimum threshold in order to have more samples for period.
We define a sensor policy for each sensor of the AWS. The duty cycle of each
sensor, called measureRate, can be computed dynamically based on two envi-
ronmental thresholds as we can see in Figure 3.2.






Figure 2.17: Computation of sensor’s measure rate
Let us consider the last energy produced by the harvesting subsystem Eh
and the current battery level Eb.
• if Eb is under a minimum threshold Ebmin, then the measure rate of the
sensor will be Fmin, the minimum frequency.
• else if Eh is less or equal than a minimum threshold Ehmin then the mea-
sure rate of the sensor will be Fmin, the minimum frequency.
• else if Eh is greater than a maximum threshold call EhMAX , then the mea-
sure rate of the sensor will be FMAX , the maximum frequency.
• Otherwise, the measure rate of the sensor will be obtained from linear




Thus, we allow also the AWS designer to set a fixed value for the duty cycle.
In fact if fmax and fmin are equal, the measure rate will be costant for each
sensor.
2.2.6.2 Communication Policies
A communication policy defines the time interval between two consecutive
transmission. This parameter can be static or dynamic.
The communication from an AWS to a base station can be periodic or can
be set at fixed windows transmission. We chose to model the first case: periodic
transmission.
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Thus, if this interval between two consecutive transmission was short, the
researcher interested in data sampled by the AWS could always have fresh data
and each transmission would not last long. Therefore, if we transmitted often
there would be a communication overhead which was a great waste of energy.
On the other hand, if the time interval between two consecutive transmis-
sion was long, the AWS wasted less energy with the communication overhead.
Clearly, there would be more data to send for each transmission and conse-
quently each transmission would last longer. However, as we said in Section
2.1.3, the communication subsystem is usually the largest consumer of energy
inside an AWS and the AWS designer has to find the right trade-off between
freshness of data and energy constraint.
Adaptive communication policies: We define adaptability of the the commu-
nication module as the ability of the processing unit of the AWS to dynamically
decide whether or not to start the transmission according to the environmental
conditions. In particular, the processing unit will start a transmission only if:
1. a minimum amount of data has been collected
2. a minimum level of energy is stored in the battery
3. a minimum amount of energy is being produced by the harvesting system
In this way, with the adaptive policies, we guarantee the feasibility of the
communication from both the cost and the energetic survival of the system point
of view.
In the simulator we define communication policies for every modem in the
system. Anyhow, the AWS designer can setting the second and the third condi-
tions equal to zero in order to obtain a periodic transmission.
Chapter 3
AWS Simulator
Starting from the AWS components described in the previous chapter, we built
a discrete-event simulate model aimed at analyzing the energetic behavior of
an AWS. An AWS can execute a lot of different tasks that differ from each other
in term of electrical energy consumption. In Section 4.2 we described how poli-
cies define the behavior of a task that is executed by the processing unit of an
AWS. The main objective of the simulator is to estimate the electrical energy
drained by communication, sensing and processing subsystems, and the electri-
cal energy produced by the energy harvesting subsystem in order to evaluate
the feasibility of given sampling and communication policies. Moreover, if the
communication or the sensor policies are static, a designer can use this simu-
lator to evaluate which communication or harvesting devices could implement
the the policies without causing energy problems.
The simulator, which we are going to describe in this chapter, should help
designers to build up an AWS that is able to find the trade-off between the
requirement of sensing and communication, and the requirement of energetic
survival of the AWS itself.
In the first part of the chapter we describe the simulator in general. We show
the block diagram of the simulator and the input files that allow the configura-
tion of simulation.
In the second part of the chapter we introduce the Möbius tool and the specific
realization of the simulator using it.
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First of all, in Figure 3.1 we introduce the block diagram of the simulator.
Figure 3.1: Functional view of the AWS simulator [13]
Inputs The simulator has three kinds of inputs:
• Configuration: represents electrical characteristics of the components.
• Policies: represents sensors and communication policies which were ex-
plained in Section 4.2.
• Environment: represents historical (or ad hoc generated) values for tem-
perature, irradiance and wind, etc.
Outputs The output of the simulator is a file called balance.csv. It is used by
the simulator to store the energy balance at the end of each simulation period.
Moreover, in this file the simulator stores the following data at the end of every
period 1:
• consumed_energy [J]: represents the amount of energy consumed by drained
components in the last period.
1each period has a duration of SPACING simulated seconds
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• solar_produced_energy [J]: represents the amount of energy produced by
solar panels in the last period.
• wind_produced_energy2 [J]: represents the amount of energy consumed
by drained components in the last period.
• Wasted energy [J]: represents the amount of energy produced by the har-
vesting subsystem that is not used by the AWS because the battery is fully
charged.
• Tx_Yes_or_Not: this variable will be equal to one if it has been at least one
transmission in the last period. Otherwise, the variable will be equal to
zero.
• Battery Level [J]: represents the amount of energy stored in the battery.
1 Timestamp;Produced Energy (J);Consumed Energy (J);←↩





Listing 3.1: Sample content of Balance.csv
Note that in the AWS system there may be voltage switchings which allow
the components to work at different operative voltages. We had considered this
possible case in the calculation of produced and consumed energy.
How the simulator works: The simulator, for each second of simulation, per-
forms the following actions:
1. Processes the input environmental data.
2. Computes the instantaneous power consumption of the datalogger, the
transceiver and the sensors.
3. Computes the instantaneous power production of the harvesting subsys-
tem.
4. At the end of a period, it updates both the output file with the period
results and the battery level.
2if the wind turbine is not present in the AWS configuration, this value will be always equal to
zero
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3.1 Configuration files
The configuration files allow the designer to customize the AWS with whatever
device on the market. These files represent the energetic characteristics of the
devices, and the values are often found in the datasheets of the devices them-
selves. In our simulator, each row in a configuration file represents a component
of the AWS. If a designer wants to add a new component to his AWS, he simply
adds a new line to the file corresponding. It thus becomes very easy to add,
delete or modify a component in the AWS simulator.
Files used by the simulator are:
• Battery.csv: Contains the value of the battery capacity. As we said in Sec-
tion 2.2.4 we modeled the battery as energy storage. There is a maximum
energy threshold that allows it to model the battery.
1 Name,Capacity(mJ)
2 Vaisala,500000000
Listing 3.2: Sample content of Battery.csv
1. The field Name contains the name, or identifier, of the battery that
we using.
2. The field Capacity contains the maximum amount of energy that the
battery can store when it is fully charged.
• Datalogger.csv: this file contains parameters of all dataloggers that we





Listing 3.3: Sample content of Datalogger.csv
1. The field Name contains the name, or identifier, of the datalogger
that we are using. This Name will not used during the simulation but
it’s important for the legibility of the file.
2. The field Power_Rest contains the energetic consumption of the dat-
alogger when it is inactive.
3. The field Power_Active contains the energetic consumption of the dat-
alogger when it is active.
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4. The field Additional_Power_Tx contains additional energetic consump-
tion of the datalogger during a transmission.
5. The field Settling_Time contains the time that is needed by the data-
logger to prepare for a transmission or a measure.
• Modem.csv: this file contains parameters of all modems that we want to




2 Modem satellitare MiChroSat ←↩
2403,15,150,4500,2400,20
Listing 3.4: Sample content of Modem.csv
1. The field Name contains the name, or identifier, of the modem that
we are using.
2. The field Power_Rest contains the energetic consumption of the mo-
dem when it is inactive.
3. The field Power_Idle contains the energetic consumption of the mo-
dem when it is idle, that is when the modem is turned on but it is not
transmitting
4. The field Power_Tx contains the energetic consumption of the modem
during a transmission.
5. The field Transfer_Rate contains the transfer rate of the modem, ex-
pressed in bps (bits per second).
6. The field txOverhead contains the time overhead for each transmis-
sion
• MPPT_lookuptable.csv: this file contains the MPPT lookup table that is







Listing 3.5: Sample content of MPPT_lookuptable.csv
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In the second row there are the number of irradiance and the number of
temperatures that comprise the lookup table. In the third row there is the
value of temperatures where the electrical power produced by solar panel
is known. From the third row to the end of the table, there is the electrical
power value produced by the solar panel, except in the first column, where
there are the irradiance values.
• CommunicationProtocolDim.csv: this file contains the packet structure









Listing 3.6: Sample content of CommunicationProtocolDim.csv
Using this file the simulator can estimate the number of packets, and con-
sequently, the number of bytes that modem has to send. If the quantity
of data exceeds the maximum dimension of Message, there will be frag-
mentation.
• Sensor.csv: This file contains parameters of all sensors that we want to in-




2 Termo-igrometro Vaisala HMP45C,2,40,0.15,32
3 Termo-igrometro CS215,0.07,17,0.2,24
4 Nivometro SR50A,1,2500,1,12
Listing 3.7: Sample content of Sensor.csv
1. The field Name contains the name, or identifier, of the sensor that we
are using.
2. The field Power_Rest contains the energetic consumption of the sen-
sor when it is in an inactive state.
3. The field Power_Active contains the energetic consumption of the sen-
sor when it is in an active state.
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4. The field Settling_Time contains the time that is needed by the sensor
to make a sample.
5. The field num_byte contains the number of bytes that are stored in
the datalogger for each sampling of this sensor.
• SolarPanel.csv: This file contains parameters of all solar panels that we




Listing 3.8: Sample content of SolarPanel.csv
1. The field Model contains the model, or identifier, of the solar panel
that we are using.
2. The field Impp contains the current produced by the solar panel at
maximum power, which is computed in STC (Standard Test Condi-
tions).
3. The field Vmpp contains the voltage of the solar panel at maximum
power, which is computed in STC (Standard Test Conditions).
4. The field Isc contains the short circuit current, which is computed in
STC (Standard Test Conditions).
5. The field Voc contains the open circuit voltage, which is computed in
STC (Standard Test Conditions).
6. The field Alpha contains the temperature coefficient of the current.
7. The field Beta contains the temperature coefficient of the voltage.
• WindTurbine.csv: this file contains electrical parameters of all wind tur-
bines that we want to include in the simulation 3.
1 Model,RatedSpeed,Power,Volt
2 Rutland504,9.77,25,12
Listing 3.9: Content of WindTurbine.csv
1. The field Model contains the model, or identifier, of the wind turbine
that we are using.
2. The field RatedSpeed contains the minimum speed at which the tur-
bine starts to produce the nominal power.
3it is not mandatory to include a wind turbine in the simulator. In fact wind energy could not be
used as power supply in a specific AWS
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3. The field Power contains the power produced by the the wind turbine
when the wind speed is above or equal to the rated speed.
4. The field Volt contains the operating voltage of the wind turbine.
These parameters can be used by the simulator to estimate the actual
power produced by the wind turbine, using the first or the second model
described in Section 2.2.5.3.
• WindTurbineOutput.csv
The second version of the Wind turbine model (described in Section 2.2.5.3)
uses a lookup table to estimate the electrical energy produced by a wind
turbine. In this file we have four rows four each wind turbines that is





Listing 3.10: Sample content of WindTurbineOutput.csv
The first row is used for the Name of the wind turbine. The second row
represents the number of wind speeds for which we know exactly the
power produced by the wind turbine. The third and the fourth row con-
tain the known wind speed values and the corresponding produced power
values respectively.
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3.2 Policies files
The policies files contain the set of rules of which the processing unit needs to
manage the sensors and communication devices (the meaning of policies was
introduced in Section 4.2).
SensorPolices.csv: This file contains parameters that the simulator uses to
estimate the measureRate that represents the frequency with which a specific
sensor samples. The measureRate of each sensor may not be costant and it can
be estimated by the simulator according to the environmental conditions and to
the battery level.
The adaptive policy chose to model the sensors behavior was described in








Listing 3.11: Sample content of SensorPolicy.csv
1. The field Name contains the name, or identifier, of the sensor that we are
using.
2. The field Threshold_Harvesting_Min contains the minimum threshold of
energy produced by the energy harvesting subsystem. I
3. The field Threshold_Harvesting_Max contains the maximum threshold of
energy produced by the energy harvesting subsystem.
4. The field Batt_min contains the battery level threshold.
5. The field fmin contains the minimum frequency interval between two con-
secutive sampling.
6. The field fmax contains the maximum frequency interval between two
consecutive sampling.
ModemPolicy.csv: This file contains conditions that has to be satisfied in
order to have a transmission. The Transceiver atomic model verify these con-
ditions for each second of simulation. The adaptive policy chose to model the
communication module behavior was described in Section 2.2.6.2.
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1 Name,fmin(s),battery_min(mJ),energy_produced_min(mJ)
2 MiChroSat 2403,10800,400000000,560
Listing 3.12: Content of ModemPolicy.csv
1. The field Name contains the name, or identifier, of the modem that we are
using.
2. The field fmin contains the minimum time interval between two consecu-
tive transmissions.
3. The field battery_min contains the battery level threshold. If the current
battery level is lower than this threshold the transmission will be delayed.
4. The field energy_produced_min contains the threshold of energy produced
by the energy harvesting subsystem. If the last energy produced is lower
than this threshold the transmission will be delayed.
3.3 Environment
The environment file describes the evolution of the meteorological conditions in
the time period that the designer wants to simulate. This data can be histor-
ical or ad-hoc generated. The environmental values most commonly used are
temperature, irradiance and wind speed, etc.






Listing 3.13: Example of environment
In the next section we will introduce Möbius™, a software tool that we have
used to build the AWS simulator.
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3.4 Möbius
3.4.1 Motivation
Möbius™ is a software tool for modeling the behavior of complex systems. Al-
though it was originally developed for studying the reliability, availability, and
performance of computer and network systems, its use has expanded rapidly.
It is now used for a broad range of discrete-event systems, from biochemical
reactions within genes to the effects of malicious attackers on secure computer
systems, in addition to the original applications.
3.4.2 Möbius features
The main Möbius features [37]:
• Allow the use of numerous high-level modeling formalisms, as for example
Stochastic Activity Networks (SAN).
• Provide the opportunity to extend the capabilities and behavior of SAN
adding to them, functions written in C++.
• Allow creation of very complex hierarchical models, considered as a com-
bination of individual components.
Figure 3.2: Sample of Möbius interface
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The model’s construction process has been divided into several steps:
1. The first step in the model construction process is to generate a model
using some formalism. The most basic model in the framework is
called an atomic model and it is made up of state variables and
actions.
2. If the model being constructed is intended to be part of a larger
model, then the next step is to compose it with other models (i.e.,
atomic or composed models) to form a larger model. This is some-
times used as a convenient technique to make the model modular
and easier to construct. For example, by using composition is possi-
ble to share some variable among modules.
3. After a composed model is created, the next step is to specify some
measures of interest on the model using reward specification formal-
ism. The Möbius tool captures this pattern by having separate model
types called reward models, that augments composed models with
reward variables.
4. The next step is typically to apply some solver to find a solution to the
reward model. We call any mechanism that calculates the solution
to reward variables a solver. The calculation method can be exact,
approximate, or statistical.
3.4.3 Stochastic Activity Networks (SAN)
Möbius supports multiple formalisms, including stochastic activity networks
(SANs). SANs [30] are stochastic extensions to Petri nets [15]. Using graphical
primitives, SANs provide a high-level modeling formalism with which detailed
performance, dependability, and performability models can be specified in eas-
ily.
SAN primitives SANs consist of four primitive objects:
1. places: Places represent the state of the modeled system. They are rep-
resented graphically as circles. In Figure 3.3, produced_energy, Physi-
cal_Values, Params, elapsed_seconds, start_sim, calc_solar_done, done_solars,
elapsed_seconds, time and last_current_produced are places.
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Figure 3.3: Example of Atomic Model
Each place contains a certain number of tokens, which represent the mark-
ing of the place
2. activities: Activities represent actions in the modeled system that take
some specified amount of time to complete. They are of two types: timed
and instantaneous. Timed activities have durations that impact the per-
formance of the modeled system, such as packet transmission time or the
time associated with a retransmission timer. Each timed activity has an
activity time distribution function associated with its duration. They are
represented by the thick vertical line. Instantaneous activities represent
actions that simulator completes immediately when they become active.
They are represented by a thin vertical line, as we can see in Figure 3.3
with Calv_output. An activity is enabled when the predicates of all input
gates connected to the activity are true.
3. input gates: Input gates control the enabling of activities and define the
marking changes that will occur when an activity completes. They are
represented graphically as triangles. In Figure 3.3 IG1 is an input gate.
Each input gate is defined by an enabling predicate and a function. The en-
abling predicate is a Boolean function that controls whether the connected
activity is enabled.
1 (start_sim−>Mark() > 0) && (calc_output_done−>Mark() == ←↩
0)
Listing 3.14: Example of IG1 enabling predicate
The input gate function defines the marking changes that occur when
activity completes.
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1 start_sim−>Mark()−−;
Listing 3.15: Example of IG1 function
4. output gates: Like input gates, output gates define the marking changes
that will occur when activities complete. An output gate is defined only





Listing 3.16: Example of OG1
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3.5 AWS Simulator using Möbius Tool
The introduced formalism was used to model the energy behavior of a generic
Automatic Weather Station (AWS). The model is parametric, so a designer can
specify number, characteristics and policies of each component.
A functional view of simulator is shown in Figure 3.4.
Figure 3.4: Functional view of the AWS simulator
3.5.1 Composed System
As shown in Figure 3.5, the behavior of an AWS can be modeled as a compo-
sition of basic (or composed) SAN modules. Each module models one of the
subsystems described in chapter 2 using Möbius-SAN formalism.
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Figure 3.5: Architecture of AWS simulator
3.5.2 Atomic Model
In this subsection we describe each Atomic Model that is modeled in the AWS
simulator.
3.5.2.1 PhysicalGen
The PhysicalGen Atomic Model is responsible for the virtual generation of his-
torical environmental values (as we introduced in Section 3.3) that are used by
the other Atomic Models of the simulator. Its operation is regulated by a global
variable called SPACING. This variable sets the simulator period with which the
generator produces new data.
The environmental inputs consists of all the environmental variables used by
the simulator during its execution such as temperature, irradiance etc. These
types of data have been modeled using some generators inside PhysicalGen, each
of them with a unique ID. The internal structure of the generator is inspired
by a flip-flop SR. Each generator is activated every SPACING seconds, while it
remains inactive (and not transparent) during the rest of the time.
During the Custom Initialization of PhysicalGen all the historical environ-
mental data contained in a file is loaded into a dynamic array.
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Figure 3.6: PhysicalGen atomic scheme
Generation of new data: IG1 is the Input Gate of get_value. The gate is
enabled if all the following conditions are true 4:
• (start > 0) –> this condition is true if at least one generator has not yet
produced a new value.
• (elapsed_seconds % SPACING == 0) –> this condition is true periodi-
cally, after each simulation period.
• (done->Index(ID)) == 0)–> this condition is true if the generator with
a identifier ID has not yet produced a new value.
ID->Mark() can take value from 1 to n, where n is the number of variables
that has to be generated. Activity get_value is performed for n times, one for
each generator, in every simulation period.
Output Gate 1: Based on the value assumed by ID, PhisicalGen OG1 can rec-
ognize which generator has to produce a new value and stores it inside an array.
1 [ . . . ]
2
3 i f ( ID−>Mark()==0)
4 {
5 Physical_Values−>Index(0)−>Mark() = getTemperature(index−>←↩
Mark() ) ;
6 done−>Index(0)−>Mark() = 1;
4Note: Although keyword Mark() is used in Möbius C++ in order to access access the value of
a place, in this manual will be omitted for an easier understanding of the conditions
CHAPTER 3. AWS SIMULATOR 56
7 reset−>Mark() = 1;
8 }
9 else i f (ID−>Mark()==1)
10 {
11 Physical_Values−>Index(1)−>Mark() = getIrradiance(index−>Mark←↩
() ) ;
12 done−>Index(1)−>Mark() = 1;
13 reset−>Mark() = 1;
14 }
15
16 [ . .−]
Listing 3.17: A part of PhysicalGen OG1
Reset of generators: Activity reset_state is performed for n times each time
that a new value of all n generators has been produced. It restores the genera-
tors to its initial state.
IG2 is the Input Gate of reset_state. The gate is enabled if all the following
conditions are true:
• (reset==1) –> This condition is true if all generators have already pro-
duced a new value for that simulation period.
• (elapsed_seconds % SPACING != 0) –> This condition is true if that
instant of simulation is not equal or multiple of SPACING.
• (done->Index(ID) != 0) –> This condition is true if generator ID has
already produced a new value for that simulation period.
IG1 and IG2 will never be active simultaneously.
Output Gate 2: In the OG2, the simulator performs the following actions:
1 reset−>Mark()−−;
2 done−>Index(ID−>Mark() )−>Mark() = 0;
3 start−>Mark() = 1;
Listing 3.18: PhysicalGen OG2
In other words, this means that the generator ID has been reset and allows the
execution of a new action of the simulator setting start at value 1.
3.5.2.2 Sensor
The Sensor Atomic Model represents the Sensing Subsystem of the AWS and is
modeled as we described in Section 2.2.1.
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During the Custom initialization, the Sensor subsystem loads the electrical
characteristics of sensors from Sensor.csv, and loads the initial sensor policies
from SensorPolicy.csv. The sensor policies will be modified dynamically by the
SelfAdaptation atomic model. Each row of Sensor.csv has its policy in the same
row of SensorPolicy.csv.
Each times a sensor makes a sampling, a number of bytes defined in the
configuration file is added to the extended place bucket_bytes. Thus, when the
Transceiver atomic model simulates a transmission, the number of bytes that has
been stored in the datalogger will be loaded by bucket_bytes, which is shared
with Transceiver.
Figure 3.7: The Sensor atomic scheme
Calculation of Sensor consumption IG1 is the Input Gate of calc_consumption.
The gate is enabled if all following conditions are true:
• (start > 0) –> this condition is true if at least one generator has not yet
produced a new value.
• (done_sens->Index(ID) == 0) –> this condition is true if that sensor
(identified by ID) has not produced its value of drained electrical energy
yet at that simulated time.
• (done_dataloggers==0–> this condition is true if at least one sensor has
not yet produced its value of drained electrical energy.
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Output Gate 1: In the OG1, the simulator performs the following actions:
1 [ . . . ]
2 in t measureRate = Sensors_Policies−>Index(id)−>measureRate−>←↩
Mark() ;
3 in t normalizedSeconds = elapsed_seconds−>Mark() % measureRate←↩
;
4 f l o a t settlingTime = ceil(Sensors−>Index(id)−>settlingTime−>←↩
Mark() ) ;
5
6 i f ((normalizedSeconds >= (measureRate − settlingTime) ) && (←↩
normalizedSeconds < measureRate) )
7 {





12 consumed_energy−>Mark() += (Sensors−>Index(id)−>←↩
neededPowerIdle−>Mark() *VOLTAGE) ;
13 [ . .−]
Listing 3.19: Sensor OG1
In other words, the Sensor checks if it has to sample in that moment. If so,
the Sensor atomic model adds its value of sampling consumed energy to the
consumed_energy place and adds the number of bytes to the bucket_bytes place
that will be stored in the datalogger. Otherwise, the Sensor atomic model adds
its value of neededPowerIdle to the consumed_energy place.
3.5.2.3 SelfAdaptation
The SelfAdaptation Atomic Model represents a module that manages the adap-
tive sensing policies of the AWS. Its task is to periodically recalculate the sam-
pling period of each sensor. The model is explained in detail in Section 2.2.6.1.
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Figure 3.8: SelfAdaptation atomic scheme
Calculation of new sampling rate IG1 is the Input Gate of calc_output. The
gate is enabled if all following conditions are true:
• (battery_done->Mark() > 0) –> this condition is true if the battery has
already calculated the energy balance for that period
This activity calculates a new sensing rate for each sensor. If there is no
adaptive policy set for the sensing subsystem, the new_measureRate will always
be the same. Instead, if there a adaptive policy is set, the new measure rate will
depend on the battery level and the last electrical energy produced.
1 [ . . ]
2 for ( in t i=0; i<num_sensors ; i++)
3 {
4
5 in t new_measureRate=calcMeasureRate(i ,battery_level−>Mark()←↩





9 [ . . ]
Listing 3.20: A part of SelafAdaptation OG1
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3.5.2.4 Transceiver
The Transceiver Atomic Model represents a generic Communication Subsystem
of an AWS and it is modeled as we described in Section 2.2.3. During the Custom
initialization, the Transceiver atomic model loads both the electrical character-
istics of the transceiver from Modem.csv, and the communication policies from
ModemPolicy.csv.
Figure 3.9: Modem atomic scheme
Calculation of Transceiver consumption IG1 is the Input Gate of calc_consumption.
The gate is enabled if all following conditions are true:
• (start > 0) –> this condition is true if at least one generator has not yet
produced a new value.
• (done_mod->Index(ID) == 0) –> this condition is true if the modem
identified by ID has not yet produced its value of drained electrical energy
at the simulated time.
• (done_modems==0)–> this condition is true if at least one modem has
not yet produced its value of drained electrical energy.
• (solar_done==1)–> this condition is true if the SolarPanel atomic model
has already produced a new value of solar energy.
Output Gate 1: The simulator needs to know exactly how much data is stored
in datalogger by sensors, so it can estimate how many bytes has to be sent by
the communication subsystem, and thus, the transmission time required. As
explained in the Sensor atomic model (Section 3.5.2.2), the extended place
bucket_bytes is used to count the number of bytes stores in the datalogger.
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The simulator uses loadProtocolDimBytes (CommunicationProtocol.csv..) to
load the byte size of the packet used by the transmission protocol. Thus, by
matching the information of number of bytes, the structure of a packet for the
communication protocol used and transceiver transmission rate, we can obtain
the duration of each transmission. When the simulator transmits, it sends all
the latest environmental data collected.
Using function int calcTxDuration(int elapsedSeconds, float bytesSec, int pro-
tocolPayload, int protocolOverhead, int transferRate) the simulator can calculate
the time necessary for the transmission as we will describe in 3.5.2.5.
The simulator can execute adaptive policies. In fact, it will start a transmission
only if a minimum amount of data has been collected, a minimum level of
energy is stored and a minimum amount of energy could be harvested from the
environment.
If the second and third threshold is be set at zero, the communication policy
will become static and the transmission will be periodic. This behavior can be
seen in the Listing 3.22.
10 [ . . . ]












19 [ . .−]
Listing 3.21: A part of Transceiver OG1
If active becomes true, there will be a transmission in that second of sim-
ulation. Thus, the transceiver has to add the value of transmission consumed
energy to the total. Otherwise, the transceiver will add the value of idle energy
to the total. This behavior is showed in the next listing that is part of Transceiver
OG1.
21 [ . . . ]
22 in t normalizedSeconds = (elapsed_seconds−>Mark()−←↩
Modems_Policies−>Index(id)−>offset−>Mark() ) ;
23 in t txDuration =transmission_duration ;
24 i f (normalizedSeconds < txDuration)









31 [ . .−]
Listing 3.22: A part of Transceiver OG1
3.5.2.5 Datalogger
The Datalogger Atomic Model represents the Datalogger Subsystem of the AWS
and is modeled as we described in Section 2.2.2. It represents the processing
unit of the AWS and therefore it has to share a lot of information with the other
Atomic Models of the simulator.
During the Custom initialization, the Datalogger subsystem loads the electri-
cal characteristics of the datalogger from Datalogger.csv.
Figure 3.10: Datalogger atomic scheme
Calculation of Datalogger consumption: IG1 is the Input Gate of calc_consumption.
The gate is enabled if all following conditions are true:
• (start > 0) –> this condition is true if at least one generator has not yet
produced a new value.
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• (done_datalog->Index(ID) == 0) –> this condition is true if the data-
logger identified by ID has not yet produced its value of drained electrical
energy at that simulated time.
• (done_dataloggers==0)–> this condition is true if at least one datalog-
ger has not yet produced its value of drained electrical energy.
As we already said in Section 2.1.2, a datalogger has different ranges of
consumption according to its current state. In order to find the electrical energy
consumption of Datalogger in each moment, the Datalogger has to know the
transceivers and sensors state. In order to obtain communication subsystem
states, the Datalogger atomic model shares with Transceiver atomic model the
static variable Tx_ON, which shows that at least one transceiver is transmitting.
The datalogger also has to share the extended place Sensor_Policies with the
Atomic Model Sensors in fact, for the same previous reasons, it has to know if at
least one sensor is sampling.
When IG1 is enabled, the Datalogger has to calculate a new value of en-
ergy_consumed that refers to that specific second of simulation.
Output Gate 1: In the OG1, simulator performs the following actions:
1 [ . . . ]
2
3
4 bool active = f a l se ;
5 for ( in t j = 0; j <num_sensors ; j++)
6 {
7 in t measureRate = Sensors_Policies−>Index(j)−>measureRate←↩
−>Mark() ;
8 in t normalizedSeconds = elapsed_seconds−>Mark() % ←↩
measureRate ;
9 f l o a t settlingTime = ceil(Dataloggers_Params−>Index(id)−>←↩
settlingTime−>Mark() ) ;
10 i f ((normalizedSeconds >= (measureRate − settlingTime) ) && ←↩
(normalizedSeconds < measureRate) )
11 active = true ;
12 }
13
14 i f (active)
15 // i f ac t i v e i s true there i s at l ea s t on sensor that i s ←↩
sampling
16 datalogger_energy += (Dataloggers_Params−>Index(id)−>←↩
neededPowerActive−>Mark() *VOLTAGE) ;
17 else // i f ac t i v e i s f a l s e there i s no sensor that i s ←↩
sampling
18 datalogger_energy += (Dataloggers_Params−>Index(id)−>←↩
neededPowerRest−>Mark() *VOLTAGE) ;
19
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20 [ . . . ]
Listing 3.23: First part of Datalogger OG1
Thus, the Datalogger atomic model is able to determine if there is at least
one sensor that is sampling or not.
Furthermore, we have already stated that there would be an additional con-
sumption of the Datalogger if there was a transmission in that simulation time.
So, the Datalogger atomic model needs to check if the transceiver is transmitting
or not.
1 [ . . . ]
2
3 i f (tx_ON==true )
4 datalogger_energy+= (Dataloggers_Params−>Index(id)−>←↩
neededPowerTx−>Mark() *VOLTAGE) ;
5 [ . . . ]
Listing 3.24: Second part of Datalogger OG1
3.5.2.6 SolarPanel
The SolarPanel Atomic Model represents the Solar Panel Subsystem of the AWS
and is modeled as we described in Section 2.2.5.1.
In the initial phase, the subsystem SolarPanel loads the electrical characteris-
tics values of the real solar panel using function loadSPParams(..). These values
are used by the simulator to find the operative conditions of the solar panel. In
fact, it is necessary to translate the I-V curve according to the conditions of the
entries that are provided by PhysicalGen.
Figure 3.11: The SolarPanel atomic scheme
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This Atomic Model uses historical values of irradiance and temperature that
are produced by the Atomic Model named PhysicalGen (as described in Section
3.5.2.1).
Calculation of SolarPanel energy production IG1 is the Input Gate of calc_output.
The gate is enabled if all the following conditions are true:
• (start_sim> 0) –> This condition is true if new environment values have
already been generated for that simulator period by PhysicalGen
• (calc_output_done== 0) –> This condition is true if a new value of
produced electrical energy has not yet been generated in that simulation
second.
In the OG1 simulator calls function calcSPOutput(..) where, using data
loaded from PhysicalGen, a new value of produced_energy is determined by
the Solar Panel and it is added to extended place produced_energy.
Output Gate 1: In the OG1, the simulator performs the following actions:
1 [ . . . ]
2




, Params−>Voc_ref−>Mark() , Params−>Impp_ref−>Mark() , ←↩




7 [ . . . ]
Listing 3.25: SolarPanel OG1
3.5.2.7 MPPT
The MPPT Atomic Model represents the MPPT Subsystem of the AWS and is
modeled as we described in Section 2.2.5.2. During the Custom initialization,the
MPPT subsystem 5 loads the electrical characteristics of MPPT from MPPT.csv.
5NOTE: if it was not present in the real AWS, this subsystem would be not loaded by the simulator
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Figure 3.12: MPPT atomic scheme
This Atomic Model uses historical values of irradiance and temperature that
are produced by the atomic model named PhysicalGen (as described in Section
3.5.2.1).
Calculation of MPPT production IG1 is the Input Gate of calc_output. The
gate is enabled if all following conditions are true:
• (start_sim> 0) –> This condition is true if new environment values have
already been generated for that simulator period by PhysicalGen
• (calc_solar_done== 0) –> This condition is true if a new value of pro-
duced electrical energy has not yet been generated in that simulation sec-
ond.
Output Gate 1: In the OG1 simulator calls function calcMPPTOutput(..) where,
using data loaded from PhysicalGen, a new value of produced_energy is deter-
mined by the MPPT and it is added to extended place produced_energy.
calcMPPTOutput(..) uses a lookup table contained in MPPTlookupTable.csv
to determine the electrical energy produced by the solar panel.
1 in t i=0;
2 in t j=0;
3
4 while (temp>temperature[i] && i<numberOftemperature)
5 i++;
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6
7 i f (i==numberOftemperature)
8 i=numberOftemperature−1;
9
10 while (irradiance>outputCurrent[0][j] && j<numberOfirradiance)
11 j++;
12
13 return outputCurrent[i][j ] ;
Listing 3.26: the function calcMPPTOutput(...)
In the OG1, simulator performs the following actions:
1 [ . . . ]
2
3 in t id = ID−>Mark() ;
4 produced_energy−>Mark()+=calcMPPTOutput(Physical_Values−>←↩
Index(0)−>Mark() ,Physical_Values−>Index(1)−>Mark() ) ;
5 done_MPPT−>Index(id)−>Mark() =1;
6
7 [ . . . ]
Listing 3.27: MPPT OG1
3.5.2.8 WindTurbine
The WindTurbine Atomic Model represents a Wind Turbine Subsystem of the
AWS and is modeled as we described in Section 2.2.5.3.
During the Custom initialization,the WindTurbine subsystem 6 loads the elec-
trical characteristics of the wind turbine from WindTurbine.csv and the output
energy production of the wind turbine(contained in a lookup table) from Wind-
TurbineOutput.csv.
In Figure 3.13 the Wind Turbine atomic scheme is shown.
6NOTE: if it was not present in the real AWS, this subsystem would be not loaded by the simulator
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Figure 3.13: WindTurbine atomic scheme
This atomic model uses historical values of wind speed that are produced
periodically by the Atomic Model named PhysicalGen (as described in Section
3.5.2.1).
Calculation of produced electrical energy: IG1 is the Input Gates of calc_produced_current,
and it is enabled if the following condition is true:
• (start_sim->Mark() > 0) –> This condition is true if new environment
values have already been generated for that simulator period by Physical-
Gen.
• (calc_wind_done->Mark() == 0) –> This condition is true if a new
value of wind turbine produced energy has not yet been generated in that
simulation second.
Output Gate 1: In the OG1, the simulator performs the following actions:
1
2 f l o a t g=calcWTOutput(Physical_Values−>Index(3)−>Mark() , ←↩
Wind_Params−>RatedSpeed−>Mark() , Wind_Params−>Power−>Mark←↩
() , Wind_Params−>Volt−>Mark() ) ;
3 produced_current−>Mark()+=g ;
4 calc_wind_done−>Mark() =1;
Listing 3.28: Wind Turbine OG1
The function calcWTOutput(..) estimates the amount of electrical energy
that the wind turbine has produced with actual environmental conditions using
the data contains in the lookup table WindTurbineOutput.csv.
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1
2 f l o a t calcWTOutput( f l o a t WindSpeed , f l o a t Rated_Speed , f l o a t ←↩
Power , f l o a t Volt)
3 {
4 in t i=0;
5
6 //we are looking for the r ight wind speed entry ins ide the ←↩
lookup table
7 //as soon as we f ind a wind speed higher then WindSpeed we ←↩
wi l l stop
8 //LookUp Table i s sorted in ascending mode according to the ←↩
wind speed
9
10 while (WindSpeed>windSpeed[i] && i<numberOfpoints)
11 i++;
12
13 i f (i==numberOfpoints)
14 return outputPower[numberOfpoints −1];
15 else
16 i f (i==0)




20 // the lowest value of power between the two adjacent i s ←↩
returned
21 }
Listing 3.29: Function calcWTOutput contained in WindTurbine.cpp
3.5.2.9 Battery
Battery subsystem receives the value of electrical energy produced by the har-
vesting subsystem, receives the value of electrical energy drained by the other
subsystems and makes a balance. Therefore, this atomic model is responsible for
the generation of balance.csv that contains all the periodic energetic balances.
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Figure 3.14: Battery atomic scheme
Charge Regulator Charge regulator is a safety device that prevents overcharg-
ing of the battery and extends battery life. This has been added to the Battery
Atomic Model but it is an approximation of the real one. It consists of fixing
a costant threshold, and when the battery level reaches that threshold, it stops
accumulating electrical energy.
In this model we have not considered the dependency between capacity and
temperature and between capacity and ageing. Thus, the capacity of the battery
is approximated at a fixed threshold.
Calculation of energetic balance: IG2 and IG2 are the Input Gates of calc_balance.
IG1 is enabled if the following condition are true:
• (done_dataloggers>0) –> This condition is true if a new value of pro-
duced electrical energy has already been produced by each datalogger for
that simulated second.
• (done_sensors>0) –> This condition is true if a new value of produced
electrical energy has already been produced by each sensor for that simu-
lated second.
• (done_modems>0) –> This condition is true if a new value of produced
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electrical energy has already been produced by each modem for that sim-
ulated second.
IG2 is enabled if:
• (calc_solar_done>0) –> This condition is true if a new value of produced
electrical energy has already been produced by each solar panels for that
simulated second.
• (calc_wind_done>0)||num_windturbines==0 –> This condition is true
if a new value of produced electrical energy has already been produced
by each wind turbine for that simulated second. 7
The Battery atomic model contains many interesting places:
• The extended place consumed_energy contains the overall energy con-
sumption of the AWS in the last SPACING - elapsed_seconds seconds.
• The extended place solar_produced_energy contains the overall energy pro-
duction of the solar panels in the last SPACING - elapsed_seconds seconds.
• The extended place wind_produced_energy contains the overall energy pro-
duction of the wind turbines in the last SPACING - elapsed_seconds seconds.
• The extended place battery_level is used to track the current value of the
battery level.
• The extended place wasted_energy is used to track the energy wasted when
the battery level reaches the maximum.
In the OG1, simulator performs the following actions:
1




4 wasted_energy−>Mark() = (battery_level−>Mark()+(←↩
solar_produced_energy−>Mark()+wind_produced_energy−>Mark←↩






Listing 3.30: Battery OG1
7If there are not wind turbines, this value will be always true
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Let us to define balance = solar_produced_energy->Mark() + wind_produced_energy-
>Mark() - consumed_energy->Mark(). After SPACING seconds of simulation we
can see two situations:
• balance > 0 –> at that moment of simulation the produced electrical en-
ergy is greater than drained electrical energy, so the battery level will
increase.
• balance < 0 –> at that moment the AWS is draining more energy than
what is producing, so the battery level will decrease.
3.5.3 Study
The global variables can be used to parametrize model characteristics, and they
can be defined on an Atomic Model or in a Composed Model. Möbius provides
a convenient method to investigate the behavior of systems for several different
parameters values through the creation of studies. A study allows one to exam-
ine the effect of varying parameters (global variables) on system performance.
First of all we will show a list of all global variables that are defined in the
simulator:
• DURATION (int): duration of the simulation, measured in “quantum tem-
poral”
• GRANULARITY (int): quantum temporal that is subtracted from DURA-
TION after each processing cycle
• SPACING (int): frequency with which generators (of PhysicalGen) pro-
duce new environmental values.
• num_physical_values (int): number of generators that are defined inside
PhysicalGen
• num_dataloggers (int): number of dataloggers that we want to include
in simulator
• num_sensors (int): number of sensors that we want to include in simu-
lator
• num_modems (int): number of modems that we want to include in sim-
ulator
• num_panelsolars (int): number of solar panels that we want to include
in simulator
• num_windturbines (int): number of wind turbines that we want to in-
clude in simulator
• num_MPPT (int): number of MPPTs that we want to include in simulator
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• num_windows (int): number of windows that we want to include in sim-
ulator
• start_day (int): day of month in which simulation starts
• start_month (int): month of the year in which simulation starts
• start_year (int): year in which simulation starts
• start_hour (int): hour of the day in which simulation starts
• start_minute (int): minute of the day in which simulation starts (0-59)
AWSRangeStudy.ccp: Möbius provides a graphical interface that allows the
user to introduce a specific value for each global variable. In order to allow a
easier interface for the final user we have modified the automatic generated file
AWSRangeStudy.cpp. In this manner, the user can access the projlib folder and
modify a CSV file named Config.csv without opening the Möbius tool.




5 // s e t values for DURATION
6 // ******************************************************
7 void AWSRangeStudy : : SetValues_DURATION() {





13 // s e t values for GRANULARITY
14 // ******************************************************
15 void AWSRangeStudy : : SetValues_GRANULARITY() {





21 // s e t values for SPACING
22 // ******************************************************
23 void AWSRangeStudy : : SetValues_SPACING() {




28 . . .
Listing 3.31: AWSRangeStudy.cpp auto-generated version
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1 . . .
2
3 // ******************************************************
4 // s e t values for DURATION
5 // ******************************************************
6 void AWSRangeStudy : : SetValues_DURATION() {






12 // s e t values for GRANULARITY
13 // ******************************************************
14 void AWSRangeStudy : : SetValues_GRANULARITY() {






20 // s e t values for SPACING
21 // ******************************************************
22 void AWSRangeStudy : : SetValues_SPACING() {
23 // cout<<get_current_dir_name ()<<endl ;




27 . . .






Listing 3.33: Content of Config.csv
3.5.4 Solver
In this AWS simulator there is no non-deterministic component, so it is made
up of only one simulation batch. The behavior is completely deterministic.
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3.6 Simulator Validation
After we built our simulator, which, as we described before, consists of many
separated modules, we wanted to validate it. Validation is utilized to determine
that a model is an accurate representation of the real system. In this valida-
tion we had to verify if our simulator could replicate, as accurately as possible,
the behavior of a real one, starting from the same conditions. This validation
process involved the validation of all the subsystems of the AWS.
In order to achieve our aim, we used an experimental AWS that was built
in Zagabria. The reason we used this AWS was because it allows us to do
some interesting experiments that could never have been done in an operative
Automatic Weather Station.
The author of this thesis and Daniel Cesarini gratefully thank Marjian Kuri
from UniZg-FER (Zagreb, Croatia) for useful help and collaborations [27].
The Zagreb AWS provides us interesting data. In fact, in addiction to envi-
ronmental data, the AWS periodically collects electrical data about its operation.
This data is very useful for our purpose. In fact, we used it to make a comparison
with the results of our simulation.
The main data that this AWS produces is the Charging current, which is the
current produced by the solar panel, environmental temperature, irradiance and
battery voltage, which is the voltage at the ends of the battery.
The Zagreb AWS is based on Libelium Waspmote v. 1.1 [4], which is the data
acquisition system. The only form of energy source is a solar panel. The AWS
takes data from sensors every ten seconds, stores it into a SD card and sends
everything to the server using a Xbee 868 RF module. This AWS uses a MPPT to
maximize the solar panel energy production.
The environmental and electric data that we used for our validation was
generated in four high-consumption experiments that took place during March
2013. In each of these experiments the following conditions were verified:
1. the begging of the experiment the AWS battery was completely discharged.
2. as soon as the solar panel started to produce energy the AWS automati-
cally turned on and started to collect data.
3. during the day the solar panel charged the battery.
4. when the sun set, the solar panel stopped producing energy and the bat-
tery level started to decrease
5. the battery level decreased until the battery became completely discharged
again and the AWS turned itself off. Of course, as soon as it turned itself
off, it stopped collecting environmental and electrical data.
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Moreover, in order to make the battery flat, two high consumption resis-
tances (1.5 W) were added that automatically turned themselves on for an hour
twice a day.
Our aim was to replicate the same conditions in our simulator and to observe
the simulator behavior that should have been as similar as possible to the real
one. In particular, we focused on the battery level trend.
We define time of real activation (tra) as the timestamp of the first data
collected by Zagreb AWS at the begging of each experiment and time of real
discharge(trd) as the timestamp of the last data collected by Zagreb AWS before
the turning off at the end of the experiment.
Therefore, we define time of simulated activation (tsa) as the simulation
starting time. It will always be equal to the time of real activation in this valida-
tion. Finally, we define time of simulated discharge (tsd) as the simulation time
when the simulated battery level will reach zero again, before the end of the
simulation.
We define error of simulation es compared with the real AWS as:
es = 1− tsd
trd
(3.1)
After running a simulation that replaced the previous conditions, we could
observe two situations:
1. es < 0: this means that the simulated battery level reaches zero when the
real battery is already completely discharged. This would be a negative
result for the validation because the simulator would never be optimistic
compared to the real AWS behavior.
2. es >= 0: this would be the best result for the validation. In fact, this
means that the simulated battery level reaches zero before the real battery
has already become completely discharged.
In the next section, we will analyze the results of the running of all four
simulations compared to the trend of the real battery voltage. In the graphs, for
each experiment, we will show the trend of the simulated battery level trend
compared with the real battery voltage of Zagreb AWS trend. This compar-
ison cannot be quantitative because we compare energy accumulating in the
simulated battery and voltage at the ends of the real battery, but it will be qual-
itative. We will see that the peak of each curve are comparable with the peaks
of the level of the simulated battery, and above all, we will find the simulated
discharged time (sdt).
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3.6.1 First case
Activation time Discharged time Total seconds
Real AWS 08:27:40, 15/03/2013 05:18:40, 16/03/2013 75064
Simulated AWS 08:27:40, 15/03/2013 05:09:32, 16/03/2013 74512
es [%] = 0.24%
Table 3.1: Validation: a comparison between the real AWS and simulated results
for the first experiment
Figure 3.15: Validation: a comparison between the trend of the real battery
voltage and the simulated battery level trend for the first experiment
3.6.2 Second case
Activation time Discharged time Total seconds
Real AWS 08:32:07, 16/03/2013 04:43:40, 17/03/2013 72693
Simulated AWS 08:32:07, 16/03/2013 01:48:39, 17/03/2013 62192
es [%] = 14.45%
Table 3.2: Validation: a comparison between real AWS and the simulated results
for the second experiment
CHAPTER 3. AWS SIMULATOR 78
Figure 3.16: Validation: a comparison between the trend of the real battery
voltage and the simulated battery level trend for the second experiment
3.6.3 Third case
Activation time Discharged time Total seconds
Real AWS 08:24:47, 17/03/2013 13:49:08, 18/03/2013 105861
Simulated AWS 08:24:47, 17/03/2013 09:06:35, 18/03/2013 88908
es [%] = 16.02%
Table 3.3: Validation: a comparison between the real AWS and simulated results
for the third experiment
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Figure 3.17: Validation: a comparison between the trend of the real battery
voltage and the simulated battery level trend for the third experiment
3.6.4 Fourth case
Activation time Discharged time Total seconds
Real AWS 07:45:20, 19/03/2013 01:08:01, 21/03/2013 148961
Simulated AWS 07:45:20, 19/03/2013 18:54:48, 20/03/2013 128568
es [%] = 13.7%
Table 3.4: Validation: a comparison between real AWS and the simulated results
for the fourth experiment
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Figure 3.18: Validation: a comparison between the trend of the real battery
voltage trend and the simulated battery level trend for the fourth experiment
Results of validation Figure 3.15, Figure 3.16, Figure 3.17 and Figure 3.18
show a comparison between the simulated battery level trend and the real bat-
tery voltage trend for each case. The moments in which the peaks of energy
stored in the battery are comparable for the two curves. Moreover, the simu-
lated battery levels always go to zero before the end of the simulation. In fact,
from Tables 3.1, 3.2, 3.3 and 3.4 we found that the es were always above zero
for all experiments and they were never over the 18%. These results are posi-
tive for our simulator. In fact, our simulated battery behavior should always be
reasonably pessimistic compared to the real one.
Thus, we can provide the AWS designer with a validated simulator.
Chapter 4
Results
In this chapter we will show some use cases where our simulator may be very
useful for the AWS designer. To demonstrate the importance of using this simu-
lator, we present a real case of study about an AWS placed on La Mare glacier
in the mountains of Trentino (Italy).
Case of study: AWS on La Mare Glacier The AWS has been operating since
2007 at 3000mt on La Mare Glacier, Ortles-Cevadale group, the Italian Alps. It
consists of the following devices:
• The processing subsystem is a Campbell Scientific CR1000 programmable
unit based on a Renesas H8 2322 16-bit CPU, running at 7.3 Mhz [38].
• The station is powered by a rechargeable 12V-24Ah battery.
• A solar panel with 20W power peak output is connected to the battery
through a charge regulation, but there is no wind turbine.






Since August 1st 2012 the AWS has been sending sensors data via a satellite
link.
We have historical data of this site, produced by the AWS from August 1st
2012 to April 5th 2013 (a total of 5928 hours of environmental data). This en-
vironmental data, such as temperature, irradiance and wind speed, will be used
as environmental input for the following experiments. In fact, we configure the
simulator in order to replace the real AWS system on the La Mare glacier.
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4.1 Static policies
In this Section we will describe three simulator use cases where it will be used




Table 4.1: Communication and Sensing policies used in static policies experi-
ments
The first row refers to the sample rate of the sensors, while the second row
refers to the transmission frequency. These values of frequency do not change
during all the static policies simulations.
4.1.1 First simulator use: choice of the harvesting subsystem
As we said in Section 2.2.5.3, wind energy can be very important in AWS placed
in remote sites where solar irradiation is not always present during the day. To
demonstrate the importance a wind turbine may have in AWS, we use historical
data from La Mare AWS where there is no wind turbine but the wind trend is
known.
Our aim is to obtain a comparison between simulated production of energy
of the AWS with the original configuration (without a wind turbine) and the
AWS, as it would be with mixed energy sources of a wind turbine and a solar
panel.
These results have been produced by the simulator using two different exper-
iments. The first one has the original configuration of La Mare AWS, while in
the second a wind turbine was added.
Thus, in the first simulation the solar panel was the only form of energy
harvesting. We plotted the results of simulation in Figure 4.1 where we can
observe the simulated solar production of the AWS. In this graph we can notice
that the simulated solar production is high from august to november, then drops
between november and january, then increases steadily until april.
This is reasonable, firstly because there are fewer hours of daylight and sec-
ondly because the weather conditions are worse than the rest of the year.
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Figure 4.1: Val de La Mare AWS station: simulated energy produced by the
solar panel from August 1st 2012 to April 5th 2013
The AWS in La Mare does not have a wind turbine but we would be inter-
ested to evaluate the opportunity to buy it if there were energy benefits.
Therefore, we modified the configuration of the simulator adding a micro
wind turbine called Rutland 504 [29] that produces 25W of power when the
wind speed reaches the rated speed. With this new configuration, but using
the same historical environmental data of La Mare AWS, we run the simulator
again. Figure 4.3 shows the results of the this simulation. From that comparison
we can establish that during the winter months the wind turbine production
would be much higher than the solar panel production. This result was obtained
with that specific turbine, but could be different if another wind turbine is used.
Figure 4.2: Val de La Mare AWS station: simulated energy produced by the
wind turbine from August 1st 2012 to April 5th 2013
CHAPTER 4. RESULTS 84
Figure 4.3: Val de La Mare AWS station: a comparison between the monthly
simulated energy produced by the Rutland 504 wind turbine current from Au-
gust 1st 2012 to May 5th 2013, and the monthly simulated energy produced by
the solar panel in the same period.
For the above reasons, if the designer has an bigger budget, and mechanical
constraints of the station allow it, he could think about adding a wind turbine
to the energy harvesting subsystem of the La Mare AWS. Otherwise, during the
winter months the AWS has a low solar energy production that could cause the
AWS to shut down. If the La Mare AWS designer had studied the site with our
AWS simulator, maybe he might have added a wind turbine to the first design.
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4.1.2 Second simulator use: optimization of the harvesting
system
This simulator can be used successfully to optimize the devices. For example,
there is no point in spending a lot of money on a large wind turbine if a smaller
one would be sufficient. However, this evaluation is difficult without a simu-
lation tool that replaces the overall behavior of the AWS. In this case we will
show that this simulator is also useful to make this comparison.
For this experiment we use the same configuration and the same input en-
vironmental data of the previous one. Moreover, in this use we also focused
on the simulated consumption of the AWS. In fact, the value that we are going
to study is the simulated battery level that depends on both the production
and consumption of energy. In this simulator use the communication and the
sensing policies are static, so there is periodic transmission and sampling.
Thus, we need to choose the smaller size wind turbine which will keep the
AWS going in a real environment situation like La Mare glacier.
In this simulator use we use two different wind turbines that have different
power production characteristics:
1. Small size wind turbine: Marlec Rutland 504 [29], 3.5 kg, 550mm in
diameter and 60W as max output power
2. Large size wind turbine: Ampair 100, 12.5 kg [12], 928mm in diameter
and 110W as max output power
These two wind turbines were parametrized in the simulator using a lookup
table using graphs from their datasheets. As in Section 4.1.1, in this simulator
use we ran two different simulations. The first one with the Rutland 504 and
the second one with the Ampair 100. In both cases the simulator is configured
with the same electrical configuration and the same static policies (Table 4.1)
of the first case use, except for the wind turbine.
Figure 4.4 shows a comparison between trends of the minimum charge level
of the battery day by day for the first and the second simulations.
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Figure 4.4: Val de La Mare AWS station: comparison between trends of the
minimum charge level of the battery day by day for the small size wind turbine
case and the big size wind turbine case
Clearly, we are interested in the trend of the simulated battery level. Fig-
ure 4.4 shows that using both the Rutland 504 and the Ampair 100 the AWS
will survive under these environmental conditions, these static policies and this
AWS configuration. Thus, in this specific case the choice should be based on
other parameters, such as the cost of the components and on the installation
difficulties. Looking at the price lists on their website respectively (November
2013) Rutland 504 costs 287 dollars, while the Ampair 100 costs 771 dollars.
Moreover, the Rutland 504 weights a quarter of the Ampair 100. For these rea-
sons, in these environmental conditions and with this set of AWS configurations
and static policies, it would be a waste of money and effort to use the Ampair
100. In conclusion, the AWS designer should choose the Rutland 504, according
to the simulator.
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4.1.3 Third simulator use: choice of the most suitable battery
Starting from the results of the last simulator use, the AWS designer chose the
wind turbine Rutland 504, saving a lot of money. At this point, the AWS designer
might wonder if he can save money, and reduce total weight of the system, by
replacing the high capacity battery with a lower capacity one.
The static policies (Table 4.1) and the configuration are the same as the pre-
vious simulator use (with wind turbine Rutland 504), except for the battery that
is replaced with a lower capacity one. We are going to analyze the simulated
battery level.
In detail the two lead acid batteries chosen were:
1. Low capacity battery: Power-Sonic PSH-1255 [33], 6Ah and 12V.
2. High capacity battery: Yuasa NP12-12 [41], 12 Ah and 12V.
Figure 4.5: Val de La Mare AWS station: comparison between trends of the
minimum charge level of the battery day by day for the low capacity battery
case and the high capacity battery case
Figure 4.5 shows that using the Power-Sonic PSH-1255 the AWS will not
survive during winter months. That is a terrible situation that an AWS designer
should avoid. Instead, using the NP12-12 the AWS will not have any energetic
problems.
Thus, the AWS designer, with these static communication and sensing poli-
cies, this AWS configuration and these environmental conditions cannot replace
the battery with a lower capacity one.
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4.2 Adaptive policies
In this section we will analyze the defined adaptive policies presented in Section
4.2. The aim of this experiment is to compare the results of static and adaptive
policies applied in the same environmental and electrical conditions.
The experiment is divided in four different simulations where we introduce








Static Sensing 1/15m – – – – –
Adaptive Sensing – 22 20 15 – 3h
Static Commun. 1/15m 1/2.5m 100 mJ 600 mJ 80% –
Adaptive Commun. – – 100 mJ – 80% 3h
Table 4.2: Communication and Sensing policies used adaptive policies experi-
ment
The meaning of each variable was explained in Section . We fed into the
simulator the same historical data, such as temperature and irradiance, which
is collected by La Mare AWS from August 1st 2012 to April 5th 2013.
The configuration of the AWS simulator is the same of the first simulator use,
with a solar panel as power supply and no wind turbine. In each simulation we
will introduce a different set of policies, following this lists:
1. Static Sensing policy and Static Communication policy
2. Adaptive Sensing policy and Static Communication policy
3. Static Sensing policy and Adaptive Communication policy
4. Adaptive Sensing policy and Adaptive Communication policy
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Figure 4.6: Minimum battery levels [19]
Figure 4.6 shows the evaluation of the minimum charge level of the battery
day by day, with the static and the adaptive policies. It can be observed that
in 4 days (from 31/12 to 03/01), the static polices led the AWS to the switch-
off, while the adaptive policies achieve the goal of guaranteeing the energetic
survival of the system. In particular, this is due to the adaptive communication
policies, that, by postponing transmission when the battery energy level is low,
avoid discharging the battery.


















Figure 4.7: Maximum battery level [19]
CHAPTER 4. RESULTS 90


















Figure 4.8: Wasted energy difference [19]
Figure 4.7 reports the analysis of the amount of energy wasted, which was
defined in this thesis as the energy provided by the harvesting subsystem when
the battery is already fully charged, with static and adaptive policies. It shows
the difference between the energy wasted with static and the adaptive policies
day by day (positive values are cases in which static wastes more than adaptive,
negative values vice versa). From this figure it clearly appears that in most cases
the adaptive policies lead the AWS to waste much less energy than the static
policies. This is due to the adaptive policies, that, by increasing the sampling
frequency, lead the AWS to exploit much more the available energy. It is worth
noting that the energy wasted by the adaptive policies is not null. This is due
to the fact that we defined a maximum sampling frequency for each sensor and
since the amount of energy that can be stored in the battery is finite.
Figure 4.8 shows the evolution of the maximum charge level of the battery
day by day. Looking at this Figure and at Figure 4.7, it appears that the cases in
which static policies wasted less energy than adaptive policies are those cases
in which the battery in the adaptive case is completely charged while, the AWS
in the static case is recharging its battery.
Finally, in the static case, the AWS collected and transmitted 2 MBytes, while
in the adaptive case, the amount of sampled and transmitted data was 4.2
MBytes. This result shows that the adaptive policies achieve the goal of maxi-
mizing the amount of data that the AWS is able to collect and transmit.
Chapter 5
Conclusions and future work
An AWS simulator for assessing the feasibility of static or adaptive policies has
been proposed, showing the characteristics of its design. The proposed simula-
tor has been used in this work, in many cases starting with the choice of adding
or not adding a component in existent AWS and ending with the simulation
of adaptive policies with all their benefits in terms of energy balance, maximiz-
ing the amount of exploited energy and maximizing the amount of sampled
data. The aim of this simulator is to give the designer an easy and customiz-
able tool that can help him during the preliminary study of an interesting site.
Applications that run in the AWS processing unit are modeled at high level of
abstraction, without any reference to the final implementation, so the designer
can evaluate them early on during the AWS design process.
During the modeling of the AWS, when we had to make an approximation,
we always chose to be pessimistic compared to the real AWS in terms of en-
ergy production and energy consumption. All this was done to avoid cases in
which an AWS designed after a positive evaluation of the energy behavior by
the simulator, would discharge the battery completely during the real operation.
Possible future work on this topic include:
• Battery model: a more accurate model of battery that takes into account
the dependency between capacity and temperature and between capacity
and ageing.
• Adaptive policies: these policies can be extended in order to implement
more complex and effective adaptation strategies.
• Communication costs: in this simulator we do not focus on communi-
cation costs. Future work can be to optimize communication policies in
order to minimize these costs.
• Automatic translator: an automatic translator can be implemented in or-
der to produce program and HDL specifications skeleton starting from the
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high level policies, in order to help the designer to implement the real
application.
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