Abstract: This paper presents a supervised classification task on gait biometric of siblings' data sets. This task, which we refer to as matched-pair classification, evaluates the within pair differences in terms of the data set via jackknifing. A misclassification rate (MCR), which measures the percentage of misclassification of one sib compared to the other, gives an estimate on the potential uniqueness of gait for a person, particularly in twins. By this approach, the MCR values are mostly in the range of 90% for a data set of twins and in the range of 80% for a data set of non-twin siblings. When compared to the standard Leave-One-Out (LOO) classification, the MCR values of the proposed approach are higher than the LOO classification, which may suggest its potential use in machine learning with regard to biometric-based systems.
Background
The problem of classification in machine learning is to approximate an unknown class for an exemplar (or probe data) from a limited number of observations. In a supervised classification method, data sets are divided into a training (with known class label) and a test set. A classifier is then used to map the unlabeled exemplar from the test set to a labelled class, based on information learned from internal data structures of the training set. A common procedure, the Leave-One-Out (LOO) rule of matching one to a candidate of many is applied multiple times to measure classification performance.
Siblings are defined as a number of individuals who share at least one parent by blood. An individual, however, claiming to be unique, would have some shared features with his/her sib particularly in the case of twins. In such a case, the LOO rule may not be accurate when classifying a person, who may be a twin, into his/her unique class (or identity) in a biometric person identification system due to the shared features. The literature on face biometric, for example, has looked into unique features to uniquely identify a person with twin [1] [2] [3] [4] , as have other researchers [5, 6] .
Consequently, in statistics, siblings' biometric data are said to be dependent (or correlated). In statistics, a pairedtest is a mechanism for comparing two dependent groups of data. Similarly, in psychology research, a matched-pair experimental design is most often used to analyze supposedly random people but who are believed to be related in some way (such as in studies of twins, husbands-wives). Thus, this paper adopts these concepts from these domains by proposing a matched-paired-test to measure the uniqueness of a sib when compared to his/her sib (in a pair) for person identification in siblings' biometric data sets.
In this paper, the biometric that is investigated is the gait biometric. Gait is a behavioral biometric based on the way an individual walks [7] . Gait is believed to be unique to every person [8, 9] . It has the advantage that it can be observed from afar and hence suitable for use in video-based surveillance systems. Unlike the face, a gait biometric system does not require high resolution cameras to capture its detailed features since it captures only body movement patterns. Therefore, it is attractive to include gait in biometric-based systems to complement the shortcomings of face biometrics.
Methodology

Data Collection and Feature Extraction
To analyze the siblings' gait data in terms of supervised classification, the approach is to firstly collect the relevant data. Ten and 12 pairs of non-twins (NT) and twins (TW) siblings have volunteered to participate in this study. They are healthy young adults, aged between 16 and 28 years of age, with about the same body sizes. Videos of them walking indoors at their normal pace have been captured from a sideway's point of view, with a non-cluttered homogenous background. They have been asked to walk with flat shoes without carrying any objects from the left side to the right side and vice versa along a defined straight path at the filming location. These procedures have followed the data collection setup of other established gait research [10, 11] .
By tracking each person's lower limbs from a sideway's point of view, the displacement values of the lower limbs with respect to his/her body's vertical axis throughout the video have been chosen as that person's gait feature, as illustrated in Figure 1(a) . This follows successful similar research on unique individuals [12] [13] [14] [15] . The forward movement of the lower limbs gives positive degree values and the reverse is a negative degree. The value of near to 0 o is set to be at the position when the lower limbs are about vertically straight. By gathering these displacement values from a video, these become a representative sinusoidal signal for a person's gait. These are illustrated in Figure 1 
Feature Selection
However, the length of each signal varies from person to person due to differences in walking speed. To establish invariance, the concept of a gait cycle as defined by Murray [8] , can be used as a guideline for feature selection. After feature selection, signal resampling is performed in order to standardize the length of each signal. The resampling length value is chosen to be 30 based on the average length for all signals. Thus, the finalized feature (or w descriptor) is a concatenated sinusoid signal ( 
Matched-Pair Classification with Jackknifing
To investigate the uniqueness of the descriptor for person identification, these data sets are tested through the use of supervised classification analysis within a matched-pair experimental setting. Due to the small sample size, only the linear discriminant (LDA) and k-nearest neighbor (k-NN) classifiers can be used. These classifiers are standard classifiers and have been performing well for small sample problem in previous gait recognition research [12, 14, 15] . The LDA finds discriminant functions that can give the maximum class separability via an eigen equation formed on a ratio of between class to within class scatter data. The class for an exemplar will be decided based on its nearest distance to the discriminant function in a data scatter space. The k-NN decides on the class label for an exemplar based on its nearest distance to some k data. The k distances create a pool of k class decisions that then form a class majority. The usual k values chosen relate to 1, 3, and 5 neighbors.
In our matched-pair setting, a paired-test is performed by looking into the within-pair differences. This can be done by omitting samples (signals) from data set of one sib and testing (classifying) an exemplar from this sib to the data set of its pair. The absence of samples from the other sib allows a paired-test for uniqueness. The concept of deleting samples from the data set is known as statistical jackknifing, and was invented by Quenouille [16] . This paper called it jackknife-like due to its difference from the original jackknife that calculates a pseudo-value, but ours do not estimate this value but instead we define a pseudo-class. 
Jackknife-Like Paired-Test Formulation
Jackknife-Like Paired-Test Algorithm
Using the jackknifing approach in a matched-pair classification with supervised data, the training set deletes any other sample data belonging to the class of the exemplar in the test set. This exemplar is assigned a supervised pseudo-class, which dictates that is belongs to the same class of his/her sibling. At each instance of a matched-pair classification, the hypothesis, which is if a sib's gait is unique, the pseudo-classes should give an inequality, ,1 ,2 ps ps ii 
. If the equality fails to hold for the paired siblings, then this instance is counted as a misclassification. An average rate (in %) that calculates the misclassification instance is the average misclassification rate (MCR).
The algorithm to perform the jackknife-like paired-test within a matched-pair experiment is as follows: Table 1 lists the MCR for the matched-pair classification on both twin and non-twin siblings' data sets. Two standard similarity measures of Euclidean and City-Block distance are used with the k-NN classifier.
Results and Discussion
At the same time we have performed the standard LOO classification on the data sets for comparison. The difference between the LOO classification and our approach is that the LOO classification retains all the sample data and the class information as it is in the training set, and then performs classification on the test set. Our approach deletes all sample data belonging to the test set and assigns a pseudo-class to the exemplar in the test set. Thus, we are looking at a misclassification value because our hypothesis is that when the misclassification rate is high, the exemplar has been unable to be classified into his/her sib's class. This gives an estimate on a person's gait which may be unique when compared to that of his/her sib.
For the TW data set from the jackknife-like matched-pair classification, the k-NN classifier via the City-Block distance measure gives the MCR value of 95.8%. Similarly for the NT data set, the MCR value is 96.2% with k = 1 neighbor. This follows with the results of the City-Block k = 3 with 95%. However for the NT data set, the City-Block classifier of k = 5 attains only 83.7%, which is much lower than the result of LDA classifier with 86.2%. The second highest value for the TW data set from jackknife-like matched-pair classification is via the Euclidean classifier with 94.8% for all three k values. This is followed with 89.6% for the LDA.
As for the LOO classification, the highest MCR for the TW data set is 56.2% in terms of the LDA classifier. This is followed by 5-NN of both City-Block and Euclidean classifiers with 54.2% and 41.7%, respectively. Both k = 1 of City-Block and Euclidean classifiers give out the lowest MCR of 24% for the TW data set. Similarly both classifiers with k = 3 give MCR values of 34.4% for the TW data set.
The NT data set gives the highest MCR of 45% via the LOO classification using the Euclidean classifier with k = 5, followed by 35% with k = 3. The third highest is 30% via the City-Block classifier with k = 5. The LDA classifier gives a 25% MCR. The lowest MCR via the LOO classification is 5% by the 1-NN City-Block classifier. When comparing the results of the jackknife-like matchedpair classification with the LOO classification, the MCR values of the LOO classification are mostly lower than 50%. Looking at the lowest MCR of the LOO classification on NT (5%), this means that only 95% of the LOO classification instances have correctly classified a unique person into his/her own class, as is expected for the NT data set. The LOO classification is expected to give an accurate estimate of a machine learning performance when using the NT data set, since the gait biometrics for a person has been shown to be unique in the literature. However, a misclassification error of higher than 5% for the TW data set may have not been acceptable in biometric-based systems design since we can say that 24% from the population of twins in the data set have been incorrectly identified, perhaps due to the similarity in their gait. With our approach, the MCR values are consistently high. This is where our approach can perhaps be used to investigate and estimate the uniqueness and hence viability of gait for use in biometric-based systems.
Nonetheless, there exists a small value of correctly classified instances, even though the MCR values are consistently high in the jackknife-like matched-pair classification. This indicates that the exemplar is nearest to one of his/her sib; thus it has been correctly classified to one of his/her sib's class in one of the classification instance. This may indicate a potential small similarity between each sib in the pairs of siblings of TW data sets.
Conclusion
This paper has presented a machine learning technique of supervised classification for data sets in pairs, which we refer to as a matched-pair classification via a jackknife-like approach. Jackknifing is a statistical technique that deletes samples from data set. In this paper, jackknifing has been applied in order to evaluate the within-pair difference with regard to siblings' gait biometric data in sets of twin and nontwin siblings. Misclassification values have been calculated to measure an estimate on the potential uniqueness of gait for an individual sib, and hence its viability for use in biometricbased systems. Comparing the MCR values of our approach to the standard LOO classification, it has been shown that our approach may have potential use in machine learning tasks related to the supervised classification of paired data.
