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Abstract
Systems for Open-Domain Question Answer-
ing (OpenQA) generally depend on a re-
triever for finding candidate passages in a
large corpus and a reader for extracting an-
swers from those passages. In much recent
work, the retriever is a learned component
that uses coarse-grained vector representa-
tions of questions and passages. We argue
that this modeling choice is insufficiently ex-
pressive for dealing with the complexity of
natural language questions. To address this,
we define ColBERT-QA, which adapts the
scalable neural retrieval model ColBERT to
OpenQA. ColBERT creates fine-grained in-
teractions between questions and passages.
We propose a weak supervision strategy
that iteratively uses ColBERT to create its
own training data. This greatly improves
OpenQA retrieval on both Natural Questions
and TriviaQA, and the resulting end-to-end
OpenQA system attains state-of-the-art per-
formance on both of those datasets.
1 Introduction
The goal of Open-Domain Question Answering
(OpenQA; Voorhees and Tice 2000) is to find an-
swers to factoid questions in potentially massive
unstructured text corpora. Systems for OpenQA
typically depend on two major components: a re-
trieval model to find passages that are relevant to
the user’s question and a machine reading model
to try to find an answer to the question in the re-
trieved passages. At its best, this should combine
the power and scalability of current information
retrieval (IR) models with recent advances in ma-
chine reading comprehension (MRC). However, if
the notions of relevance embedded in the IR model
fail to align with the requirements of question an-
swering, the MRC model will not reliably see the
best passages and the system will perform poorly.
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Figure 1: Sub-figure (a) depicts the ColBERT retrieval
model. ColBERT encodes questions and passages into
fine-grained representations and allows these represen-
tations to interact via a scalable maximum-similarity
(MaxSim) mechanism. Sub-figure (b) illustrates our
proposed ColBERT-QA training strategy: we use a pre-
trained ColBERT model to retrieve the top-k passages
for every training question and, with a simple heuris-
tic, sort these passages into positive (+ve) and negative
(–ve) examples, using those to train a more effective
model. This process is applied twice, and the resulting
ColBERT-QA is used in the OpenQA pipeline.
Many prior approaches to OpenQA rely on clas-
sical IR models whose notions of relevance are
not tailored to questions. In effect, this reduces
the OpenQA problem to few-passage MRC, im-
posing a hard limit on the quality of the passages
seen by the MRC model. More recent work has
sought to address this problem by learning to re-
trieve passages. For instance, Guu et al. (2020)
and Karpukhin et al. (2020) jointly train vector
representations of both passages and questions to
support similarity-based retrieval that is specific
to OpenQA. Such approaches have led to state-of-
the-art performance on multiple OpenQA datasets.
However, the representations learned by these mod-
els are relatively coarse: they encode each passage
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into a single high-dimensional vector and corre-
spondingly estimate relevance via one dot-product.
We seek to address this limitation with ColBERT-
QA, which leverages the neural retrieval model Col-
BERT (Khattab and Zaharia, 2020) to create an end-
to-end system for OpenQA. Like other recent neu-
ral IR models, ColBERT encodes both the question
and the document using BERT (Devlin et al., 2019).
However, a defining characteristic of ColBERT is
that it explicitly models fine-grained interactions
(Figure 1(a)) between the question and document
representations (§3) while scaling to millions of
documents and maintaining low query latency. By
relying on ColBERT’s expressive retrieval mod-
eling, our OpenQA retriever can be sensitive to
the nature of questions without compromising the
OpenQA goal of scaling to massive datasets.
To assess ColBERT-QA, we report on experi-
ments with Natural Questions (Kwiatkowski et al.,
2019) and TriviaQA (Joshi et al., 2017a). We adopt
the OpenQA formulation in which the passage
is not given directly as gold evidence, but rather
must be retrieved. On both datasets, ColBERT-QA
achieves state-of-the-art retrieval and end-to-end
OpenQA results.
Our first set of experiments (§4) focuses on the
retriever. We propose starting from a pretrained
ColBERT model and consider two key questions.
First, what is the best way to supervise the model
for OpenQA? In this setting, we cannot assume that
we always have gold-labeled passages, but we are
always given the gold answer text. We show that
these texts support a form of weak supervision that
ColBERT-QA can leverage effectively. Second,
what is the best way to use ColBERT for retrieving
high-quality evidence for OpenQA? We find that
even zero-shot ColBERT is competitive with exist-
ing learned retrieval models. Moreover, fine-tuning
for one or two rounds using ColBERT itself as a
supervision source (ColBERT-QAi and ColBERT-
QAi+1 in Figure 1(b)) leads to large improvements
over the best existing OpenQA retrievers and over
fine-tuning ColBERT with alternative strategies.
We then carry these insights about the retriever
forward to evaluate ColBERT-QA on the full
OpenQA task (§5). Here, owing to its highly-
accurate retrieval, ColBERT-QA emerges as the
best model. Overall, these findings indicate that,
by relying on more expressive computations for
estimating relevance and for creating training data,
ColBERT-QA is able to considerably outperform
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Figure 2: A comparison between the two extremes of
building learned retrievers using pretrained Transformer-
based (Vaswani et al., 2017) models like BERT. On the
left, single-vector similarity models use a two-tower ar-
chitecture that encodes each question and document into
a single passage and estimates relevance via a single
dot-product. On the right, all-to-all self-attention mod-
els feed a sequence containing the question and each
passage through the Transformer, leveraging all layers
of self-attention to estimate a single relevance score.
the quality of existing OpenQA models that rely on
a single-vector similarity computations.
2 Background & Related Work
2.1 Machine Reading Comprehension
MRC refers to a family of tasks that involve an-
swering questions about about text passages (Clark
and Etzioni, 2016). In recent work, the potential an-
swers are usually selected from a set of pre-defined
options (Hirschman et al., 1999; Richardson et al.,
2013; Iyyer et al., 2014) or guaranteed to be a sub-
string of the passage (Yang et al., 2015; Rajpurkar
et al., 2016; Kwiatkowski et al., 2019; Joshi et al.,
2017a). Here, we start from the version of the task
established by Yang et al. and Rajpurkar et al., in
which the passage p and question q are MRC inputs
and the correct answer aˆ is a literal substring of p.
2.2 OpenQA
In its most general formulation, the OpenQA task
is defined as follows: given a large corpusC of doc-
uments (e.g., Wikipedia or a fraction of the Web)
and a question q, the goal is to produce the correct
short answer aˆ. Much of the earliest work in ques-
tion answering adopted this paradigm (Voorhees
and Tice, 2000; Ferrucci et al., 2010; Kushman
et al., 2014). Our focus is on the specific version of
OpenQA that is a relaxation of the standard MRC
paradigm (Chen et al., 2017; Kratzwald and Feuer-
riegel, 2018): the passage is no longer a given, but
rather needs to be retrieved from a corpus, and
the MRC component must seek answers in the re-
trieved passages without a guarantee that an answer
is present in any of them.
2.3 Retrieval Models for OpenQA
Mainstream approaches use sparse retrieval mod-
els (e.g., BM25; Robertson and Zaragoza 2009)
and various heuristics (e.g., traversal of Wikipedia
hyperlinks) to retrieve a set of k passages that are
relevant to the question q. Subsequently, they de-
ploy a reader to read each of these k passages and
return the highest-scoring answer, aˆ, present as a
span in one or more of the k passages.
More recent literature has shown that there
is value in learning the retriever, including
ORQA (Lee et al., 2019), REALM (Guu et al.,
2020), and DPR (Karpukhin et al., 2020). Com-
mon to all three is the BERT-based two-tower ar-
chitecture depicted in Figure 2(a). As shown, this
architecture encodes every question q or passage d
into a single, high-dimensional vector and models
relevance via a single dot-product. However, these
models differ substantively in supervision.
Lee et al. (2019) propose the Inverse Close Task
(ICT), a self-supervised task for pretraining BERT
encoders for learned retrieval. Given a corpus C,
the question encoder is fed a random sentence q
and the passage encoder is fed a number of con-
text passages, one of which is the true context of
q. The training objective is to classify the correct
context from which q was extracted. Guu et al.
(2020) extend this self-supervised task to retrieval-
augmented language modeling (REALM), where
these encoders are optimized to retrieve passages
that help with a Masked Language Modeling task
(Devlin et al., 2019). After pretraining, both ORQA
and REALM freeze the passages index and encoder
and subsequently fine-tune the question encoder to
retrieve passages whose content helps a jointly-
trained reader model extract the correct answer.
Though they do not need labeled data, the
pretraining procedures of ORQA and especially
REALM are computationally expensive, owing
to the amount of data they must see. Addition-
ally, as the document encoder’s parameters change,
REALM continually re-indexes the entire corpus
during pretraining. Guu et al. (2020) use 64 Cloud
TPUs for pretraining and, concurrently, 16 TPUs
for refreshing the corpus index.
Very recently, Karpukhin et al. (2020) propose a
dense passage retriever (DPR) that replaces these
pretraining objectives with a retrieval task. In par-
ticular, they propose directly training the archi-
tecture in Figure 2(a) for retrieval and rely on a
simple approach to collect positives and negatives.
Specifically, for every question q in the training set,
Karpukhin et al. (2020) recover the hand-labeled
evidence passages (if available) as positive pas-
sages and sample negatives from the top-k results
by BM25. Importantly, they also use in-batch neg-
atives: every positive passage in the training batch
is a negative for all but its own question. Using
this simple strategy, DPR considerably outperforms
both ORQA and REALM and establishes a new
state-of-the-art for extractive OpenQA.
The single-vector approach taken by ORQA,
REALM, and DPR can be very fast but allows for
only shallow interactions between q and d. Khattab
and Zaharia (2020) describe a spectrum of options
for encoding and scoring in neural retrieval, within
which this single-vector paradigm is one extreme.
At the other end of this spectrum is the model
shown in Figure 2(b). As shown, we could feed
BERT a concatenated sequence 〈q, d〉 for every
passage d to be ranked and fine-tune all BERT at-
tentions against the ranking objective. This allows
for very rich interactions between the query and
document. However, such a model is prohibitively
expensive beyond re-ranking a small set of pas-
sages already retrieved by much cheaper models.
As we describe in detail in §3, ColBERT seeks
a middle ground between these two extremes. It
separately encodes the query and document into
token-level representations and relies on a scalable
yet precise scoring mechanism that creates rich
interactions between q and d. Central to their effi-
ciency, these interactions are late in the sense that
they involve just the output states of BERT. Essen-
tial to their effectiveness, they are fine-grained in
the sense that they cross-match representations of
the constituent tokens of q and d against each other.
2.4 Supervision Paradigms in OpenQA
Broadly, there are two paradigms for training and
evaluating OpenQA models.
Gold-Evidence Supervision. Some OpenQA
datasets supply annotated evidence passages or
human-curated contexts from which the gold an-
swers can be derived. For such datasets, it is natural
to rely on these labels to train the retriever, akin to
typical supervision in many IR tasks. For example,
Natural Questions contains labeled “long answers”,
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Figure 3: The general architecture of ColBERT given a
question and a passage.
which DPR uses as positive passages.
However, using gold-evidence labels is not
possible with OpenQA datasets that only supply
question–answer string pairs, like TriviaQA and
WebQuestions (Berant et al., 2013).1 Moreover,
manual annotations might fail to reflect the rich-
ness of passages that answer the same question in
the corpus, possibly due to biases in how passages
are found and annotated.
Weak Supervision. Addressing these limi-
tations, weakly-supervised OpenQA (Lee et al.,
2019; Guu et al., 2020) supplies its own evidence
passages during training. To do so, it exploits a
question’s short answer string as a crucial supervi-
sion signal. For a question q in the training set, a
passage that contains q’s answer string aˆ is treated
as a potential candidate for a positive passage. To
weed out spurious matches, other heuristics are
often introduced (e.g., considering only evidence
passages retrieved for q with BM25).
Weak supervision is also a topic in IR. For in-
stance, Dehghani et al. (2017) explore ways to use
BM25 as a teacher model to train a neural ranker
that can outperform its teacher. Other weak su-
pervision signals in IR include anchor text (Zhang
et al., 2020) and headings text (MacAvaney et al.,
2019), treating this text as a query for which the
target content is assumed relevant. Lastly, clicks
and other user interactions have long been used as
a source of supervision for search and recommen-
dation. However, the gold short answer string is
unique to OpenQA and, as we show, can lead to
very large quality improvements when combined
with an effective model like ColBERT.
1TriviaQA also provides “distant supervision” labels, com-
piled automatically.
3 ColBERT-QA
We now describe the proposed ColBERT-QA sys-
tem, which leverages ColBERT to improve re-
trieval modeling and supervision in OpenQA. We
bootstrap our system with ColBERT-QA0, that is,
zero-shot ColBERT pretrained for IR passage rank-
ing. Given ColBERT’s scalable and expressive
query–passage interaction mechanism (§3.1), this
promises to be a highly-effective starting point.
On top of this, we propose ColBERT-guided
supervision (§3.2), a simple yet effective OpenQA-
centric training strategy for fine-tuning ColBERT-
QA. Unlike ColBERT’s original IR-style training,
this strategy relies on ColBERT itself to create the
training data and to do so efficiently, as illustrated
in Figure 1. Using this strategy, we describe how to
fine-tune ColBERT-QA in one and two stages arriv-
ing at ColBERT-QA1 and ColBERT-QA2, respec-
tively. Extensive evaluation shows that ColBERT-
guided supervision leads to considerably improved
OpenQA retrieval (§4) and culminates in state-of-
the-art OpenQA performance (§5).
3.1 The ColBERT Model
ColBERT capitalizes on BERT’s powerful capacity
for contextually encoding text sequences into token-
level output representations.
Given a question text q, we tokenize it accord-
ing to BERT’s tokenization method to obtain a se-
quence of tokens [q1, . . . , qn], where q1 is BERT’s
designated [CLS] token. The token sequence is
truncated if it is longer than n or padded with a
[MASK] token if it is shorter. Khattab and Zaharia
(2020) refer to this padding as query augmenta-
tion and show empirically that it improves Col-
BERT’s effectiveness. These tokens are processed
by BERT to obtain a sequence of output vectors
q = [q1, . . . ,qn].
The encoding of a passage d into tokens
[d1, d2, . . . , dm] follows the same pattern, except
no augmentation is performed and d2 is a new to-
ken [D] that helps the model distinguish passages
from questions. BERT processes these tokens into
a sequence of output vectors d = [d1, . . . ,dm].
For both q and d, we apply a linear layer with
no activation function on top of each representation
to further reduce the dimensionality of the outputs,
with the goal of decreasing query latency. These
representations are then passed to an L2 layer that
rescales all the vectors into unit length 1.
Let Eq (length n) and Ed (length m) be the final
vector sequences derived from q and d according
to this full model. Then the ColBERT scoring
mechanism is given as follows:
Sq,d =
n∑
i=1
m
max
j=1
Eqi · ETdj (1)
In essence, for every query embedding, Col-
BERT computes its maximum-similarity (MaxSim)
score over all passage embeddings, then sums all
these scores. Intuitively, this mechanism is in-
tended to “softly” match each query term in the pas-
sage and to quantify the strength of this match with
a similarity score. Crucially, this sum of MaxSim
computations easily scales to billions of tokens cor-
responding to many millions of passages. This al-
lows ColBERT to retrieve passages directly from a
massive corpus, not restricted by the limitations of
a cheaper “first-stage” retrieval model (e.g., BM25
or even single-vector retrieval models).
Overall, ColBERT strikes a balance between the
scalability of single-vector retrieval models and the
richness of BERT’s query–document interaction
(§2.3). Indeed, Khattab and Zaharia (2020) show
that, in IR applications ColBERT, can outperform
single-vector retrieval and that, while ColBERT’s
precision is comparable to that of BERT when re-
ranking a closed set of passages, its scalability can
greatly improve recall. In §4, we show that this
combination of high precision and recall is essential
for OpenQA.
ColBERT is trained to give positive passages
higher scores than negative passages. More specif-
ically, it requires triples 〈q, d+, d−〉, where q is a
short textual query, d+ is a positive passage, and
d− is a negative passage. We score each of d+
and d− according to Equation 1 given q, and treat
this as a binary classification task between both
passages, optimizing the model parameters using a
cross-entropy loss.
For generic IR applications, negative passages
can be sampled uniformly from the top-k (e.g.,
k = 1000) results for an existing IR system. Posi-
tive passages are more difficult to obtain; IR evalu-
ations generally require labeled positive passages.
In this manner, Khattab and Zaharia (2020) train
and evaluate ColBERT on two IR datasets, namely,
the MS MARCO Passage Ranking (Nguyen et al.,
2016) and the TREC CAR (Dietz et al., 2017)
search collections.
3.2 ColBERT-Guided Supervision
Where gold evidence passages are available, Col-
BERT’s standard supervision paradigm can be used:
the question text is the query, and the evidence pas-
sages are the positive documents. However, for
OpenQA, we often lack gold-labeled passages and,
instead, we have short answer strings as supervi-
sion signals. This difference between OpenQA
and typical IR broadens the set of promising ap-
proaches for training an OpenQA retriever, making
weak supervision an attractive alternative.
For weak supervision, we adopt a heuristic that
we refer to as retrieve-and-filter. It is a simple gen-
eralization of the BM25-based training approaches
used by Wang et al. (2019) and Karpukhin et al.
(2020). Under retrieve-and-filter, we fix a retrieval
model R and filter its retrieved passages to collect
positive and negative passages. For every question
q in the training set, we collect the highest-ranked
t (e.g., t = 3) passages—ranked by model R—that
contain q’s short answer, restricted to the top-k+
(e.g., k+ = 1000) results. We treat these passages
as positives. Every passage in the top-k− (poten-
tially with k− > k+) that does not contain the short
answer is treated as a negative.
Despite its simplicity, retrieve-and-filter works
very well in practice while allowing us to examine
the impact of the specific model R used to guide
this process. We expect that more effective retrieval
leads to more accurate and diverse positives and to
more challenging and realistic negatives. To begin
with a standard supervision strategy, §4 first con-
siders fixing R as the bag-of-words model BM25,
a choice that enables us to establish ColBERT’s
high effectiveness even with simple, standard weak
supervision.
Unlike existing approaches that rely on a simple
model R for supervision, we propose to center this
heuristic around ColBERT itself, leading to our pro-
posed ColBERT-guided supervision strategy. To
this end, §4 explores using zero-shot ColBERT pre-
trained on IR for OpenQA retrieval, or ColBERT-
QA0 for short. Subsequently, we investigate fine-
tuning ColBERT-QA0 by relying on itself to create
the training data in line with Figure 1. Doing so
yields ColBERT-QA1 and repeating this procedure
with ColBERT-QA1 as the guiding model produces
ColBERT-QA2. Our evaluation shows ColBERT-
guided supervision, in particular via both of these
models, leads to markedly improved OpenQA re-
trieval (§4).
3.3 Reader Supervision for OpenQA
Like many extractive OpenQA systems, ColBERT-
QA uses a BERT encoder as a reader. After re-
trieval, the reader takes as input a concatenation
of a question q and a passage d: [CLS] q [SEP]
d [SEP], for each passage d in the top-k set pro-
duced by the retriever. It scores each individual
short span s in passage d via a multilayer per-
ceptron (MLP) whose input is a concatentation of
BERT’s output vectors for the start and end tokens
of the span: MLP(hstart(s);hend(s)).
To train the reader, we also use a set of triples
〈q, d+, d−〉 for every question q in the training set,
where passage d+ is positive and passage d− is
negative. We collect these triples using the same
general heuristic used for creating retrieval train-
ing data. In particular, we extract them from the
ranking model R whose top-ranked passages we
feed to the reader during inference (or, alternatively,
the model used for supervising R), permitting the
reader to adapt to this distribution of passages. We
note that the parameters t, k, and k′ chosen for cre-
ating the reader’s training triples need not match
those used to train the retriever.
Since d+ may contain multiple occurrences of
the gold answer string, every span matching the
answer is treated as correct for the purpose of opti-
mization. In particular, we minimize the maximum
marginal likelihood (MML) of the correct answer
string. The probability of each span s, namely
P (s|d; θ), in document d ∈ {d+, d−} is modeled
as
P (s|d; θ) ∝ MLP(hstart(s);hend(s)) (2)
normalized over all spans in both documents. For
the subset of spans Sˆ that match the gold answer in
d+, we minimize the loss J(θ) for model parame-
ters θ as follows:
J(θ) = − log
∑
s∈Sˆ
P (s|d+; θ) (3)
The retriever influences this optimization by con-
trolling the quality of positives d+ and the difficulty
of the negatives d−. While we expect the quality
of this training data to impact the kinds of mistakes
made by the reader (e.g., with adversarial exam-
ples), we leave such exploration for future work.
4 Evaluating ColBERT-QA’s Retrieval
Quality
Retriever quality is a crucial component to suc-
cessful OpenQA. ColBERT-QA presents many op-
tions for training and fine-tuning the retriever to
ensure that it extracts the best passages for the
reader model to use. In this section, we explore a
wide range of such options, seeking to address the
following key questions.
Our first question concerns ColBERT itself, in
particular, its retrieval modeling capacity. Can Col-
BERT’s fine-grained interactions improve the ac-
curacy of OpenQA retrieval? We consider this
question under two standard OpenQA retrieval su-
pervision paradigms: training with gold-evidence
passages and weak supervision based on BM25
ranking. In §4.3, we show that ColBERT is highly
effective in both settings.
Our second question concerns the zero-shot ver-
sion of our model, ColBERT-QA0. ColBERT is
standardly trained on IR data to perform IR tasks.
Is such training sufficient for effective OpenQA?
If so, then this might be an appealingly modular
option for many OpenQA applications, allowing
system designers to focus on the reader. In §4.4,
we show that ColBERT is sucessful in this setting.
Our third set of questions concerns how best to
supervise ColBERT-QA for OpenQA. In particu-
lar, can ColBERT-guided supervision, as defined
in §3.2, improve on the standard supervision ap-
proaches by capitalizing on the structure and effec-
tiveness of ColBERT itself? We find that the an-
swer is “yes”; ColBERT-guided supervision proves
to be the best method by a noticeable margin (§4.5).
4.1 Methods
Similar to Chen et al. (2017), Guu et al. (2020),
and Karpukhin et al. (2020), we isolate the retrieval
quality in OpenQA by reporting P@5. P@k is
defined as the percentage of questions for which
at least one retrieved passage (up to depth k) con-
tains the gold answer string. We conduct these
experiments on the open versions of the Natural
Questions (NQ) and TriviaQA (TQ) datasets, re-
porting the retrieval results on their development
sets. Additional details on these datasets and how
we preprocessed them are in our appendices.
Our retrieval results are summarized in Table 1.
To describe how each model was trained, we report
its sources of positive and negative passages and
how it was pretrained for retrieval (“relevance pre-
Name Source ofPositives
Source of
Negatives
Relevance
Pretraining
NQ
P@5
TQ
P@5
Baselines
BM25 n/a n/a n/a 45.1 67.6
ORQA zero-shot n/a n/a ICT
∗
13.9 -
REALM zero-shot n/a n/a ICT+LM
∗
38.5 -
DPR Gold BM25+IBN -
#
67.1 -
Standard Supervision Approaches (§4.3)
ColBERT weakly-supervised BM25 BM25 - 71.0 79.5
ColBERT gold-trained Gold ColBERT-QA0 ColBERT-QA0 73.1 -
ColBERT-guided Supervision (§4.5)
ColBERT-QA0 n/a n/a MSMARCO 66.2 72.4
ColBERT-QA1 ColBERT-QA0 ColBERT-QA0 ColBERT-QA0 74.9 80.1
ColBERT-QA2 ColBERT-QA1 ColBERT-QA1 ColBERT-QA1 77.4 81.1
Table 1: A comparison between baseline retrieval models and a number of approaches for training ColBERT-QA. A
subscript 0 on ColBERT-QA indicates the zero-shot case, and subscripts 1 and 2 indicate the number of OpenQA
fine-tuning rounds. Results are shown on the validation sets. ∗The ORQA and REALM zero-shot results are from
Guu et al. (2020) and use a different train/dev split of the same data. #For DPR, we compute P@5 ourselves (as
described in §B) using the authors’ released retrieval output, which is slightly more effective than in the original
paper.
training”), when applicable. Doing so allows us to
separately explore the impact of ColBERT’s mod-
eling and supervision. Ultimately, these retrieval
results inform the end-to-end OpenQA systems we
study in §5.
4.2 Baselines
The top of Table 1 shows the retrieval effective-
ness of four baseline models: BM25, zero-shot
ORQA and REALM, and the recent DPR model.
For ORQA and REALM, the authors only report
zero-shot P@5 and do not report retrieval effec-
tiveness after fine-tuning. Additionally, we note
that ORQA and REALM use a different random
train/dev split of NQ; we use the same split as DPR.
As shown on the NQ dataset, DPR has a con-
siderable edge over BM25 as well as the ICT-
pretrained zero-shot ORQA and REALM (all dis-
cussed in §2.3). This illustrates the effectiveness
of directly training the retrieval model with a rele-
vance objective, even without expensive unsuper-
vised ICT pretraining. Karpukhin et al. (2020) re-
port similar, albeit smaller, gains on the TQ dataset
(in particular, on its test set).
4.3 Evaluating ColBERT with Standard
Supervision
We now begin to address how best t supervise Col-
BERT for OpenQA. We consider two standard su-
pervision approaches for learned OpenQA retriev-
ers. These are ColBERT weakly-supervised and
ColBERT gold-trained, both of which are sum-
marized and their results reported in Table 1.
For ColBERT weakly-supervised, we use the
retrieve-and-filter heuristic presented in §3.2 to col-
lect positive and negative examples. In line with
existing work (e.g., Wang et al. 2019; Karpukhin
et al. 2020), we use BM25 as the guiding model
for this simple heuristic. We initialize the model
parameters from the official BERT-base model (i.e.,
with no relevance pretraining).
As shown in Table 1, ColBERT is already very
effective here despite using this simple supervi-
sion approach with weak labels. In fact, it already
outperforms the best DPR retrieval result on the
NQ dataset (DPR’s P@5 is not available on TQ),
even though DPR is trained with gold-evidence
passages. This validates our hypothesis that weak
supervision—in particular, via retrieve-and-filter—
is a competitive paradigm for OpenQA retrieval,
particularly when using a powerful model like Col-
BERT that learns from fine-grained interactions
between queries and documents.
Next, we consider ColBERT gold-trained, which
is trained using gold-evidence positive passages.
We use the positives collected and released by
Karpukhin et al. (2020) for the NQ dataset. Unlike
NQ, the TQ dataset does not have hand-labeled
evidence passages. For NQ, positives were recov-
ered from the corpus for about 74% of all training
questions. We extract negative passages from the
top 1000 retrieved by ColBERT-QA0 that do not
contain the gold answer. We found this selection
of negatives to be superior to collecting negatives
from BM25, hence this choice. We also initialize
the model parameters using ColBERT-QA.
As reported in the table, ColBERT gold-trained
is able to considerably outperform all models con-
sidered so far by a substantial margin on the NQ
dataset where gold-evidence positives are avail-
able. This demonstrates that ColBERT’s capac-
ity for modeling relevance is superior to models
that rely on single-vector representations, allowing
more precise retrieval.
4.4 Evaluating ColBERT-QA0
We now directly address the effectiveness of the
the zero-shot version of our model, ColBERT-
QA0. For this, we pretrain ColBERT as in Khat-
tab and Zaharia (2020) on the MS MARCO Rank-
ing dataset, which is a natural choice for trans-
fer learning to OpenQA. To elaborate, it is origi-
nally derived from the MRC dataset with the same
name and, accordingly, contains many question-
like search queries as well as other “free-form”
queries. Unless otherwise stated, we evaluate
ColBERT-based models by indexing and retrieving
directly from the full corpus.
The results in Table 2 show that this model is
more effective than BM25 and the two zero-shot
baselines, by very large margins, and it is even
competitive with DPR. This strong performance
reinforces our expectation that ColBERT-QA0 pro-
vides a promising source of pretrained weights for
OpenQA retrieval and a promising source of posi-
tive and negative examples for training. This result
forms the basis for the remaining ColBERT-guided
supervision experiments.
4.5 Evaluating ColBERT-guided Supervision
We now turn our attention to the proposed
ColBERT-guided supervision paradigm, which we
define in §3.2. The goal of this strategy is to exploit
ColBERT’s high precision to collect high quality
positives and challenging negatives and leverage
its recall to collect richer positives with a larger
coverage of harder questions. Below, we test how
these hypotheses fare after one and two stages of
ColBERT-guided supervision.
The model ColBERT-QA1 relies on ColBERT-
QA0 for collecting its positive and negative pas-
sages, and is initialized by the weights of ColBERT-
QA0, but its retriever is subsequently further fine-
tuned on the target OpenQA dataset. The results on
NQ show that ColBERT-QA1 outperforms every
model considered so far. The same observation
extends to TQ with the models shown. In fact,
ColBERT-QA1’s advantage over DPR is substan-
tive: while Karpukhin et al. (2020) do not report
P@5 for TQ, we can compare against DPR via
P@20 on the test set. Therein, the authors report
79.4% P@20 for DPR (and 79.9% for BM25 +
DPR, a linear combination of the scores of the two)
while ColBERT-QA1 achieves 85.2% P@20.
These results show the value of the improved
ColBERT-QA0-based training data for OpenQA.
On TQ, the results are only slightly better than
the next best model, namely ColBERT weakly-
supervised, but considerably outperform other base-
lines. This strong performance emphasizes Col-
BERT’s capacity to learn from noisy supervision
examples can lead to more accurate OpenQA re-
trieval. It also suggests that adapting to the bi-
ases of OpenQA, the corpus, and the target QA
datasets can be more important than high-quality
retrieval training for generic IR. This is evidenced
by both ColBERT-QA1 and ColBERT weakly-
supervised consistently showing higher accuracy
than the already-effective ColBERT-QA0.
Taking this a step further, we also evaluate using
ColBERT-QA1 itself to create data for further train-
ing, yielding ColBERT-QA2. This model lever-
ages our full pretrained setup for pretraining and
supervision: in particular, its parameters are ini-
tialized with ColBERT-QA1 and, for training, it
is relies on the retrieval output of ColBERT-QA1
as well. As shown, ColBERT-QA2 is consistently
the most effective model, outperforming existing
baselines (and other ColBERT models considered)
on both NQ and TQ. These gains translate to the
test set and to larger depths: NQ’s ColBERT-QA2
P@20 on the test is 86.0% whereas Karpukhin et al.
(2020) reports 79.4% for DPR.
As mentioned in §3, relying on ColBERT’s scal-
ability permits us to leverage its accuracy by ap-
plying it to the entire corpus, promising improved
recall as well as high precision. For instance, Col-
BERT weakly-supervised achieves around 1% im-
provement in P@5 via end-to-end retrieval over re-
ranking BM25 and TQ’s ColBERT-QA1 gains 0.6%
in P@5 by end-to-end retrieval over re-ranking
even ColBERT-QA0. However, we noticed little
change in effectiveness for NQ’s ColBERT-QA2
between re-ranking ColBERT-QA1 and indexing
from scratch, suggesting that the recall gains stat-
urate faster than the precision gains. Thus, we
evaluate ColBERT-QA2 on TQ by re-ranking the
top-1000 results retrieved by ColBERT-QA1, sav-
ing the additional indexing step.
Overall, these retrieval experiments confirm the
value of using ColBERT for better retrieval mod-
eling, effective pretraining, and more accurate su-
pervision for OpenQA. Next, we investigate the
impact of these gains on the full OpenQA system.
5 End-to-end OpenQA Evaluation
We now evaluate ColBERT-QA on the full OpenQA
task. Our primary question is whether ColBERT-
QA’s retrieval improvements lead to better end-to-
end OpenQA quality in terms of the final exact
match of the short answers. Here, we find that
the answer is consistently positive: ColBERT-QA
leads to state-of-the-art results.
5.1 Datasets
We use two popular QA datasets to evaluate our
method. We use their open versions (Lee et al.,
2019), which discard the evidence passages of the
validation and test questions. In line with the stan-
dard approach in OpenQA, for each of the three
datasets, we randomly split the original training set
for training and validation and use the original de-
velopment set for testing. Details on these datasets
are provided in Appendix A, and Appendix B cov-
ers additional implementation details.2
2We do not report results for SQuAD based on Asai et al.
(2020)’s observation that the choice of Wikipedia dump used
has a large impact on system performance as article contents
evolve over time. Specifically, while we use the Dec 2018
dump used by all of our baselines for NQ and TQ, Asai et al.
(2020) argue that for SQuADv1.1 comparisons should be
made using a 2016 dump that is closer to the creation date
5.2 Baselines
The results are shown in Table 2. We report Exact
Match (EM) of the gold answer on the test sets
of the OpenQA versions of NQ and TQ. We con-
sider a wide range of baselines, from mainstream
approaches that rely on heuristic retrieval to recent
approaches that use learned vector-based retrieval.
Under mainstream OpenQA, we first report the
purely BM25-retrieval-based results of Karpukhin
et al. (2020). Both GraphRetriever (Min et al.,
2019b) and PathRetriever (Asai et al., 2020) pro-
pose graph-based augmentation mechanisms to
classical bag-of-words IR models (in particular,
BM25 and TF-IDF). Unlike most other OpenQA
systems included, PathRetriver uses a BERT-large
reader (pretrained with whole-word masking or
WWM) with 330M parameters.
Under learned-retrieval OpenQA, we report re-
sults of ORQA, REALM, and DPR, which are ex-
tractive OpenQA models like ColBERT-QA. Ad-
ditionally, we include the results of the concur-
rent work RAG by Lewis et al. (2020): unlike all
other models included here, RAG is a generative
OpenQA models based on BART-large (406M pa-
rameters; Lewis et al. 2019).
5.3 Our Models
We adopt ColBERT-QA2 as our model and re-
port results using (a) ColBERT-QA (base) with
a BERT-base reader and (b) ColBERT-QA (large)
with a BERT-large reader pretrained with whole-
word masking (WWM). The former model allows
us to compare directly with the majority of ap-
proaches, which only use BERT-base, and the latter
allows us to evaluate ColBERT-QA’s performance
given a powerful reader that can better leverage
its retrieved passages. It also allows us to com-
pare against the recent RAG model (Lewis et al.,
2020), which uses over 626M parameters (i.e.,
nearly 200M more than ColBERT-QA (large)).
As Table 2 shows, ColBERT-QA (base) out-
performs the existing OpenQA models that use
a BERT-base reader on NQ. Moreover, it also out-
performs RAG on TQ, despite using far fewer pa-
rameters and being restricted to extractive reading,
unlike RAG. On TQ, ColBERT-QA attains state-of-
the-art EM on the OpenQA version of TQ. Shifting
our attention to ColBERT-QA (large), we observe
that it similarly establishes a state-of-the-art EM
of SQuADv1.1. We hope to address this and to evaluate on
“open” SQuAD in subsequent work.
Name Retriever
(# parameters)
Retriever
Pretraining
Reader
(# parameters)
Reader
Pretraining NQ TQ
Mainstream OpenQA
BM25 + BERT
Karpukhin et al. (2020) BM25 n/a
BERT-base
(110M)
LM 32.6 52.4
GraphRetriever
Min et al. (2019b)
BM25
+graph-based retr. n/a
BERT-base
(110M)
LM 34.5 56.0
PathRetriever
Asai et al. (2020)
TFIDF
+graph-based retr. n/a
BERT-large
(330M)
LM (WWM) 32.6 -
Learned-Retrieval OpenQA
ORQA
Lee et al. (2019)
ORQA
(2×110M) ICT
BERT-base
(110M)
LM 33.3 45.0
REALM
Guu et al. (2020)
REALM
(2×110M) ICT+LM
BERT-base
(110M)
LM 40.4 -
DPR
Karpukhin et al. (2020)
DPR
(2×110M) LM
BERT-base
(110M)
LM 41.5 57.9
RAG (generative model)
Lewis et al. (2020)
DPR (joint)
(2×110M) LM
BART-large
(406M)
LM 44.5 56.1
Our Models
ColBERT-QA (base)
ColBERT
(110M)
MSMARCO
BERT-base
(110M)
LM 42.5 63.2
ColBERT-QA (large)
ColBERT
(110M)
MSMARCO
BERT-large
(330M)
LM (WWM) 48.2 -
Table 2: End-to-end OpenQA results using the exact-match (EM) metric.
OpenQA Dataset Train Dev Test
Natural Question 79,168 8,757 3,610
TriviaQA 78,785 8,837 11,313
Table 3: Sizes of the splits of the datasets used in this
work. More details are available in the appendices.
score on the open version of NQ. These results re-
inforce the value of improved retrieval as explored
in §4.
6 Conclusion
We proposed ColBERT-QA, an end-to-end system
for OpenQA that employs the recent ColBERT re-
trieval model to improve both retriever modeling
and supervision in OpenQA. We also developed a
simple yet effective training procedure that relies
on ColBERT to progressively improve the quality
of the OpenQA training data, even without hand-
labeled evidence passages. Our results show that
ColBERT is highly effective for OpenQA retrieval;
the proposed training paradigm can improve re-
trieval quality over existing training approaches
by up to 6% P@5 (absolute) and outperform the
best existing retrievers by up to 10% P@5 and
6% P@20. As a result, an OpenQA pipeline that
uses the proposed method attains state-of-the-art
OpenQA results.
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Appendices
A Datasets
Natural Questions (NQ; Kwiatkowski et al. 2019)
contains real questions submitted to Google by mul-
tiple searchers each, filtered such that a Wikipedia
article is among the top-5 results. Answers are
short spans in the Wikipedia article. Owing to
its large scale and organic nature, this is the main
dataset in our experiments.
TriviaQA (TQ; Joshi et al. 2017b) is a set of
trivia questions originally created by trivia enthusi-
asts.
For NQ and TQ, we use the train/validation splits
released by Karpukhin et al. (2020). We note that
the test sets used in §5 are the same for all methods
across both datasets.
B Implementation Details
Corpus & Preprocessing. Similar to related work,
we use the full English Wikipedia, excluding ta-
bles, lists, and disambiguation pages. To facilitate
comparisons with the state of the art, we use the
preprocessed passages released by Karpukhin et al.
(2020) for the 20 December 2018 dump.3
Like Karpukhin et al. (2020) and following stan-
dard practice (e.g., as in (Lee et al., 2019) and
(Min et al., 2019b)), we prepend the title of each
Wikipedia page to all of its passages. For retrieval
evaluation (i.e., measuring P@5), we treat a pas-
sage as relevant if it contains the short answer string
one or more times. Karpukhin et al. (2020)’s open-
source implementation does not take into account
the title when evaluating whether a passage con-
tains the answer or not. As we note in §4, we use
their released retrieval output ourselves to evaluate
DPR in Table 1.4
Indexing & Hyperparameters. For BM25 re-
trieval, we use the Anserini toolkit. For passage
retrieval, we use its default MSMARCO-tuned k1
and b. For training our ColBERT models, we use
a batch size of 32 triples (i.e., a question, a pos-
itive passage, and a negative passage each). We
train using up to 10 negatives per query–positive
passage pair but for no more than 50k iterations
in total. An exception to this is our gold-evidence
3https://github.com/facebookresearch/DPR
4Considering titles for retriever evaluation raises the P@5
of their released output from 66.8% to 67.1% (0.3% increase).
We saw small deltas for our models as well. We note that
the 66.8% of these released outputs already reflects a 1.0%
improvement over the result reported in the original paper.
training, which we to train for 50k iterations by col-
lecting more negatives, owing to the high quality
of the individual positive passages. For training
our NQ reader, we derive the training triples from
ColBERT-QA2 trained on NQ and for training the
TQ reader, we derive these triples from ColBERT-
QA1 trained on TQ, since we do not index with
ColBERT-QA2 for TQ as explained in §4.5.
