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ABSTRACT
We have measured stellar photometry with the Hubble Space Telescope (HST) Wide Field Cam-
era 3 (WFC3) and Advanced Camera for Surveys (ACS) in near ultraviolet (F275W, F336W),
optical (F475W, F814W), and near infrared (F110W, F160W) bands for 117 million resolved
stars in M31. As part of the Panchromatic Hubble Andromeda Treasury (PHAT) survey, we
measured photometry with simultaneous point spread function fitting across all bands and at
all source positions after precise astrometric image alignment (<5-10 milliarcsecond accuracy).
In the outer disk, the photometry reaches a completeness-limited depth of F475W∼28, while in
the crowded, high surface brightness bulge, the photometry reaches F475W∼25. We find that
simultaneous photometry and optimized measurement parameters significantly increase the de-
tection limit of the lowest resolution filters (WFC3/IR) providing color-magnitude diagrams that
are up to 2.5 magnitudes deeper when compared with color-magnitude diagrams from WFC3/IR
photometry alone. We present extensive analysis of the data quality including comparisons of
luminosity functions and repeat measurements, and we use artificial star tests to quantify pho-
tometric completeness, uncertainties and biases. We find that largest sources of systematic error
in the photometry are due to spatial variations in the point spread function models and charge
transfer efficiency corrections. This stellar catalog is the largest ever produced for equidistant
sources, and is publicly available for download by the community.
1. INTRODUCTION
The stellar content of galaxies probes fundamental
quantities such as the initial mass function, the clus-
ter mass function, the distance scale, stellar evolution,
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galaxy growth, the history of star formation, and star
formation feedback energetics. Resolved stellar pho-
tometry for a massive spiral galaxy therefore provides
a superb testbed for validating the details of many as-
trophysical processes.
Interpreting large libraries of Galactic stars is cur-
rently challenging due to the uncertain and wide-
ranging distances and extinctions. In contrast, M31,
the nearest large spiral galaxy to our own, is far enough
away that all of the disk stars are at the same distance
to within ∼1%. Furthermore, M31 is the only other
galaxy in the Local Group that is similar in mass, mor-
phology, and metallicity to those that host most of the
stellar content of the universe (massive disk-dominated
galaxies of roughly solar metallicity; Driver et al. 2007;
Gallazzi et al. 2008).
1.1. Ground-based M31 Disk Catalogs
Although M31 seems an ideal target for producing
a valuable library of stellar photometry, work has his-
torically been inhibited by its large angular size (190′
major axis; de Vaucouleurs et al. 1991). Most ground
based studies of M31 that have concentrated on the
field star population, on OB associations, or on por-
tions of the halo (Massey et al. 1986; Mould & Kris-
tian 1986; Pritchet & van den Bergh 1988; Haiman
et al. 1994; Davidge 1993; Durrell et al. 1994, 2001;
Ibata et al. 2001; McConnachie et al. 2009).
Due to the poor angular resolution available, ground-
based surveys of the disk are limited to photometry of
only the brightest stars. The first resolved star study
covering the optical disk was that of Magnier et al.
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2(1992), providing a catalog of 360,000 objects in 4
bands. This catalog has been superseded by Massey
et al. (2006), which contains a similar number of stars
in 5 bands with improved photometric and astrometric
precision and which has led to a census of the bright-
est and most massive M31 members. This photometry
also provided some constraints on the age distribution
and star formation rate of the disk (Williams 2003).
Ground-based halo studies have taken advantage of
the very large fields of view available on many tele-
scopes, leading to the discovery of extended density
features from accreted smaller galaxies (Ibata et al.
2001; Ferguson et al. 2002). Further ground-based pho-
tometry and spectral work showed the halo metallicity
gradient and more structure (McConnachie et al. 2009;
Gilbert et al. 2012).
1.2. HST M31 Catalogs
Until now, HST imaging has been limited in cover-
age because of the large angular size of M31; however,
even small studies have had significant scientific im-
pact. Studies of the stellar populations in the bulge in
the UV (Bertola et al. 1995) resolved hot stars, later
found to be post-AGB stars (Brown et al. 2008). Stud-
ies of the luminosity function of the field stars in the
bulge have also been done in the IR (Stephens et al.
2003).
HST observations of the resolved stellar populations
of halo fields provided detailed evidence of its metal-
rich nature (Rich et al. 1996), and very deep obser-
vations have provided the detailed metallicity and age
distribution of a handful of halo pointings (Brown et al.
2003, 2006, 2007, 2008, 2009)
There have been several isolated HST fields in the
disk analyzed as well (Sarajedini & Van Duyne 2001;
Williams 2002; Bellazzini et al. 2003; Ferguson et al.
2005; Brown et al. 2006). These studies have provided
insight into how portions of the disk formed, includ-
ing finding signs for early metal enrichment, a typical
age older than 1 Gyr and extended star formation in
many of the currently star forming regions. Further-
more, many individual star forming regions in the disk
have been observed in detail in the UV (e.g., Bianchi
et al. 2012), allowing initial measurements of hierarchi-
cal clustering and dispersion timescales of young stars.
Many other HST resolved star studies of M31 have
focused on star clusters, measuring metallicities, struc-
tural parameters for old clusters (e.g., Holland et al.
1997; Barmby et al. 2000, 2002) and ages for young
clusters (Williams & Hodge 2001a,b), finding many
similarities to the Milky Way cluster population, but
a larger number of young, massive clusters in M31.
Improved catalogs and measurements of star cluster
parameters have also been ongoing (Krienke & Hodge
2008; Barmby et al. 2009; Hodge et al. 2010; Perina
et al. 2010; Tanvir et al. 2012; Wang & Ma 2013; Agar
& Barmby 2013)
All of these studies to date made significant advances
in our knowledge of M31, even though they were lim-
ited to scattered fields across the disk and halo of M31.
1.3. The Panchromatic Hubble Andromeda Treasury
Given that M31 offers the best opportunity to study
the resolved stellar populations of a large spiral galaxy,
we carried out the Panchromatic Hubble Andromeda
Treasury (PHAT) survey, covering ∼1/3 of the star-
forming disk of M31 in six bands from the near-UV to
the near-IR using HST’s imaging cameras. This sur-
vey combines the wide field coverage typical of ground-
based surveys with the precision of HST observations.
The overall survey strategy, initial photometry and
data quality assessments were described in detail in
Dalcanton et al. (2012a). Our wavelength coverage
provides the data necessary to constrain masses, metal-
licities, and extinctions of individual stars, from which
we can infer the spatially-resolved metallicity, age, and
extinction distributions over a very large contiguous
area.
The PHAT survey has been instrumental in several
M31 discoveries already. These include improved con-
straints on post-AGB and AGB-manque´ evolutionary
phases (Rosenfield et al. 2012), tracing the stellar mass
distribution of the inner M31 halo (Williams et al.
2012), new techniques for measuring robust ages and
masses of star clusters (Beerman et al. 2012) and for
measuring the initial mass function from resolved stel-
lar photometry (Weisz et al. 2013), a major increase
in the number of cataloged star clusters in M31 (John-
son et al. 2012; Fouesneau et al. 2014), evidence for a
metallicity ceiling for Carbon stars (Boyer et al. 2013),
and additional complexity in the structural compo-
nents of M31 (Dorman et al. 2013). These results were
based on our first generation of photometry, where
measurements were made for each camera separately,
and then combined at the catalog level.
In this paper, we report on our second generation
of photometric measurements of the resolved stars in
the PHAT imaging, in which we take advantage of all
available information by carrying out photometry si-
multaneously in all 6 filters. This new approach gives
a significant increase in the depth and accuracy of our
photometry over that presented in Dalcanton et al.
(2012a). Section 2 describes our technique for per-
forming and merging simultaneous 6-filter photome-
try, fitting data from 3 HST cameras with different
point spread functions (PSFs), distortion corrections,
and pixel scales. Section 3 details the resulting color-
magnitude diagrams (CMDs). Section 4 discusses con-
tamination from non-M31 sources. Section 5 gives the
detailed analysis of the quality of the photometry, in-
cluding a full assessment of random and systematic
uncertainties. Section 6 compares this generation of
PHAT photometry to the previous version. Section 7
describes individual fields whose photometry may dif-
fer from that of the survey in general. Section 8 de-
scribes the available data products. Finally, Section 9
provides a summary of our work.
2. DATA
2.1. Survey Overview
The data for the PHAT survey were obtained from
July 12, 2010 to October 12, 2013 using the Ad-
vanced Camera for Surveys (ACS) Wide Field Chan-
nel (WFC), the Wide Field Camera 3 (WFC3) IR
(infrared) channel, and the WFC3 UVIS (Ultraviolet-
Optical) channel. The observing strategy is described
in detail in Dalcanton et al. (2012a). In brief, we per-
3formed 414 2-orbit visits. Each visit was matched by
another visit with the telescope rotated at 180 degrees,
so that each location in the survey footprint was cov-
ered by the WFC3/IR, WFC3/UVIS, and ACS/WFC
cameras. The different orientations were schedulable
6 months apart from one another, so that the WFC3
data and ACS observations of each region were sep-
arated by 6 months. A list of the target names, ob-
serving dates, coordinates, orientations, instruments,
exposure times, and filters is given in Table 1. We
note that each field includes a short (<20 sec) expo-
sure in F475W and F814W to avoid saturation of the
brightest stars. In total, the area covered by all 6 filters
is 0.5 deg2.
The survey was designed around the camera with the
smallest footprint, the WFC3/IR. Thus the tiling is
most easily navigated by plotting the WFC3/IR foot-
prints, as shown in the F160W exposure map in Fig-
ure 2. The area plotted in Figure 2 corresponds to
a single rectangle in Figure 1. The ACS/WFC and
WFC3/UVIS exposure maps are shown in Figure 3.
This tiling was necessarily much more complex to max-
imize the contiguous WFC3/IR coverage and make the
most efficient use of the ACS parallels.
Each survey region is described by two identifiers,
a “brick” number and a “field” number. “Bricks” are
rectangular areas of ∼6′×12′ that correspond to a 3×6
array of WFC3/IR footprints. The bricks are num-
bered, 1-23, starting from the brick at the nucleus,
and counting west to east, south to north. Odd num-
bered bricks move out along M31’s major axis, and
even numbered bricks follow the eastern side of the
odd-numbered bricks, as shown in Figure 1. Within
each of the 23 bricks, there are 18 “fields” that each
correspond to an IR footprint. These fields are num-
bered, 1-18, from the northeast corner, counting east
to west, north to south (see Figure 2). Thus, Brick 23-
Field 18 is the IR footprint in the southwest corner
of the brick farthest out along the major axis. Each
pointing has its own unique brick, field number. Im-
ages in other cameras are labeled by the brick and field
of the IR footprint they primarily overlap (e.g., M31-
B01-F13-ACS overlaps M31-B01-F13-IR even though
it was taken in parallel during the primary observa-
tions of M31-B01-F16-IR).
Although the neighboring fields overlap significantly
in ACS and UVIS, for the purposes of this generation
of photometry, we were not able to take advantage of
this extra exposure due to computational limitations.
Including all exposures that overlap a location in our
survey requires putting more than 200 CCD reads into
memory and slows down the measurements, requiring
a large amount of processing time on expensive high-
memory machines. Therefore, when carrying out the
6-filter photometry for each survey brick+field, we in-
cluded only the UVIS, ACS, and IR data specifically
pointed at that brick+field. The effective exposure for
each field as measured is shown in Figure 4. Note that
the single-field data leaves the chip gap in ACS uncov-
ered; we discuss how these areas were treated in Sec-
tion 2.4. The Figure also shows the other exposures
in the survey that could be included in the photom-
etry of this single field. For our next generation of
photometry, the computing power should be available
to include all overlapping exposures when measuring
photometry of each field, which will improve the depth
and homogeneity of the photometry.
2.2. Astrometry
To measure stars in all 6 bands, our first challenge
was to align all of our data to a relative precision of
∼0.1 ACS pixel (5 milliarcseconds). We aligned the
images based on preliminary star catalogs using ini-
tial photometry performed on each individual CCD
readout to generate initial positions of stars for each
CCD of each exposure. These catalogs were then cross-
correlated to solve for the relative astrometry of each
CCD of each exposure in each brick. We now describe
the process in detail.
We first cleaned the images of cosmic rays (CRs) to
avoid them being mistakenly matched and hindering
alignment. The flt images as initially downloaded
from MAST at the time did not have well-determined
CRs, partially due to our observing strategy, which
had only 2 exposures per band in UVIS and a very
wide range of exposure times in ACS. Therefore, we
performed out own CR flagging with the PyRAF task
astrodrizzle (Gonzaga 2012), which identifies CRs by
finding pixels that are bright in one exposure and not
in the other exposures in the same band. The CRs
were identified and flagged in the DQ extensions of the
flt images. We note that the MAST data reduction
pipeline is always improving, so that future downloads
may not require this extra step for reliable CR flagging.
We used the point spread function photometry pack-
age DOLPHOT — an updated version of HSTPHOT
(Dolphin 2000) — to find and measure the positions
of stars on each CCD of each exposure of the survey.
These positions provide the basis for astrometric align-
ment. The DOLPHOT task acsmask or wfc3mask up-
dates the images into units of counts per pixel appro-
priate for DOLPHOT photometry. This task applies
the data quality (DQ) flags as well as the pixel area
map to the flt science (SCI) extensions to mask out
bad pixels and CRs, and calibrates the flux in each
pixel by the area coverage on the sky. The flt im-
ages were then split into their individual CCDs using
the DOLPHOT task splitgroups. These single-CCD
DOLPHOT catalogs were culled for artifacts using the
same criteria as those used for the single-camera pho-
tometry in Dalcanton et al. (2012a).
For the UVIS and short ACS exposures, in some
cases there were fewer than ∼10 stars for determin-
ing alignment. For several of these cases, we found
that alignment solutions were not acceptable when we
measured star positions on the flat-fielded (flt) im-
ages. However, we circumvented this problem in many
cases by measuring star positions on charge transfer ef-
ficiency (CTE)-corrected (flc) images in cases where
convergence was not reached from the positions mea-
sured on the flt images. Thus, we found that the
CTE-corrected images produce more reliable centroids
than the flt images, showing the high-quality of the
on-image CTE-correction algorithm (Anderson & Be-
din 2010). However, there were still some exposures
that were not able to be aligned due to the low density
of detected point sources (see Section7).
Using the single-CCD catalogs, astrometric align-
4ment was performed as follows. We first aligned the
ACS catalogs with exposure times > 30 seconds with
each other and with a deep CFHT i-band image (which
was in turn calibrated to 2MASS). The alignment pro-
ceeds by assuming the input astrometry is roughly cor-
rect and then performing an astrometric cross-match
between each pair of ACS images and each ACS image
to the CFHT reference catalog. We align the bright-
est stars in each sample to reduce the computational
cost and to reduce the impact of measurement error
in fainter stars. Each matching provides a set of as-
trometric offsets, some of which are correct and some
of which are due to spurious matches, or matches to
neighboring stars. We fit these offsets as a mixture of
a flat background (for spurious matches) and a Gaus-
sian (for correct matches), using a coarse histogram to
initialize an Expectation-Maximization method. The
result allows us to weight each matched star by its
probability of being drawn from the foreground distri-
bution. We then solve the large least-squares problem
to find astrometric shifts and affine transforms (rota-
tions, scalings, and shears) of each input catalog to
minimize the matching residuals. We repeat this pro-
cess several times, using a decreasing matching radius
and including an increasing number of fainter stars.
After having aligned the long ACS exposures with each
other and the reference frame in this way, we repeat
this process, aligning the short ACS exposures and the
WFC3 IR and UVIS exposures to the ACS reference.
The result of these alignment processes is a set
of scripts that update the FITS WCS astrometric
headers of the input images, including all affine
geometric transformations. We applied the image
header update scripts to their respective flt images
as originally downloaded from STScI and processed
by OPUS 2012 4. We then combined images with
updated astrometry to produce images of each brick in
each band, using the PyRAF task astrodrizzle with
the following altered parameters: context=True,
build=True, skysub=False, final wcs=True,
final rot=0.0, clean=True. These brickwide
astrodrizzled images are available from the Space
Telescope Science Institute through the high-level
science products archive.
A zoomed example of a small (17′′×17′′) region
with many overlaps in all 3 cameras is shown in Fig-
ure 5, which reveals the seamless nature of our stacked,
aligned data. More quantitative alignment checks are
shown in Figure 6, where the first 3 panels show er-
ror ellipses are plotted for each individual CCD read
compared to the reference frame (gray), to other CCD
reads in the same filter (red), and compared to CCD
reads in other filters (blue). These one-sigma error el-
lipses were measured via expectation-maximization of
a model of all star-to-star matches between each pair of
exposures. The alignment uncertainties were typically
<∼ 0.01′′ between different HST images in all cameras.
The reference frame is the ground-based global astro-
metric reference for F475W, and the F475W images
provide the reference frame for the other bands. The
uncertainties on the alignment between the F475W
and the reference frame are the largest (though still
∼0.05′′).
The resulting images were carefully checked by eye
to look for any problems with alignments within each
field and across overlaps with neighboring fields. These
brickwide images are also publicly released in the
Mikulski Archive at Space Telescope (MAST) High
Level Science Products (HLSP).
2.3. Data Processing
After updating the original flt images with new as-
trometry, the images were passed through our multi-
camera photometry pipeline, which consists of several
pre-processing steps, the run of DOLPHOT, and sev-
eral post-processing steps to check quality and produce
easy-to-use data products. We now describe the steps
in detail.
2.3.1. Running DOLPHOT
The preprocessing divides the data into different
groups determined by their respective brick+field lo-
cations. Data from each brick+field were processed
separately (see left panel of Figure 4). This stack con-
tains 31 CCD reads. There are 9 ACS exposures (2
CCDs per exposure), 5 IR exposures (1 CCD per ex-
posure), and 4 UVIS exposures (2 CCDs per exposure).
Thus, there were 18 separate groups of 31 CCD reads
for each brick. The entire processing pipeline was run
independently for each of these 18 groups.
Within each group, all of the preprocessing of the
individual images was carried out in the same man-
ner as when preparing them for individual photome-
try (see previous subsection), but with improved align-
ment. The identification of CRs was also more reliable
because prior to our astrometry updates, misaligned
stars were sometimes identified as CRs.
DOLPHOT uses a reference image as the astromet-
ric standard. It ties each detection to a location on
the reference image. We used the stacked, distortion-
corrected F475W image as this reference because it of-
fers the best combination of depth, completeness, and
resolution. To generate the F475W reference image,
the F475W astrodrizzle output was also processed with
acsmask, calcsky, and splitgroups in order to be used
as the DOLPHOT reference image.
As described in Dalcanton et al. (2012a), the pack-
age DOLPHOT was used for all of the photometry for
the PHAT survey. However, the quality of the pho-
tometry output from DOLPHOT is strongly depen-
dent on the appropriateness of the parameters set by
the user. In particular, the precision and complete-
ness of photometry in very crowded fields—like those
in the PHAT survey—can be strongly affected by the
technique DOLPHOT uses to measure the local sky
and the size of the aperture used for determining PSF
offsets.
To optimize our photometry, we performed a grid of
test runs of DOLPHOT on several select fields using
a variety of DOLPHOT parameters. The parameters
we varied were RAper, RChi, FitSky, and PSFPhot which
control the radius inside of which aperture photome-
try is compared with PSF-fitting, the radius inside of
which the quality of the PSF fit is assessed, the method
for measuring the background level for each star, and
the weighting during PSF fitting, respectively. Ranges
of the parameters were 2–8, 1.5–8, 1–3, and 1–2 for
5each of the four parameters, respectively. One thou-
sand artificial stars were inserted at each of 2–3 CMD
locations roughly corresponding to the main sequence
(UVIS and ACS only), the RGB (ACS and IR only),
and ∼1 mag above the S/N cutoff in both filters (all
3 cameras). All of our photometry uses the Anderson
(ACS ISR 2006-01) PSF library.
To assess the quality of each set of test parameters,
we calculated the number of detected sources (all 3
cameras), the red clump tightness (ACS only), and
the RGB width (IR only) as measured from the output
photometry for all combinations of processing parame-
ters. We also assessed the artificial star completeness,
bias, and scatter (all 3 cameras) as measured from the
artificial star tests performed on the test fields for each
set of test parameters.
Based on these metrics, the best photometry re-
sulted from small apertures, standard PSF photomet-
ric weighting, and measuring the sky immediately out-
side the photometry aperture (but within the PSF).
This requires adjusting the PSF for the fact that sky
is being measured in a region where the star itself con-
tributes. These parameters were clearly superior in
the most crowded regions, and were at least as good
as other parameter combinations in uncrowded regions,
where the sensitivity to parameter choices is much less.
Our final DOLPHOT processing parameters are given
in Table 2.
We note that while CTE correction was turned on
(UseCTE=1), CTE corrections were only made for the
ACS bands (F475W and F814W) because when we be-
gan our photometry no CTE corrections were available
for WFC3. In the next generation of photometry, we
plan to run our measurements on CTE-corrected im-
ages, and turn the DOLPHOT CTE corrections off,
which may further improve the level of systematic er-
rors in our photometry.
We were able to improve the results from DOLPHOT
by fixing the ref2img parameters, which control the
distortion terms for the aligning images. To optimize
cross-camera alignment, DOLPHOT uses the many
stars in the image stack to refine the distortion so-
lution for each camera. If these parameters were al-
lowed to be freely fitted for all individual fields, some-
times relatively empty short exposures or UV expo-
sures could throw off the solution. Thus, using a few
fields from Brick 21, where the crowding is low, and the
density of UV-bright stars is relatively high, we mea-
sured the ref2img values that provided the best image
alignment. This DOLPHOT parameter provides minor
changes to the IDCTAB specified distortions, which
yield the best fit for our data, but because we did not
include the overlaps at different cross-camera orienta-
tions from the standard PHAT observation strategy,
our precise terms would likely not be relevant for other
HST observing programs.
We fixed the ref2img values measured in Brick 21 for
the rest of the survey data, which resulted in excellent
alignment across the survey. DOLPHOT measures the
precision by which the images of the input stack are
aligned with the reference image. Our median astro-
metric precision is ∼5 milliarcseconds. In the lower-
right panel of Figure 6, we provide the histogram of
alignment values from DOLPHOT, in units of pixels,
for all of the CCD chip readouts for the entire survey,
showing 99.8% of all of the survey images are aligned to
0.5 pixels or better. The median value is 0.11 ACS pix-
els, or 5 milliarcseconds. The small tail of CCD reads
with poor alignment are a small fraction of the very
short exposure (10–15 s) ACS images in regions with
few bright stars, and a few UVIS exposures in regions
along the NE edge of the survey with little or no young
stars to align the image. These few images are essen-
tially pure noise, and therefore contribute very little to
any of our photometry measurements. Because few, if
any, stars are detected in these exposures, they are not
included in the vast majority of combined photometry
measurements. In cases where a noise spike is mea-
sured in the very short optical exposures (i.e. any star
not saturated in the long exposures), that measure-
ment will be weighted at 0.006 (0.6%, the fraction of
the exposure time in these frames), making its effects
on the resulting photometry at most 0.6%. These fields
are described in more detail, along the other fields that
have data issues, in § 7.
When DOLPHOT is run on a collection of images,
all of the individual CCDs are aligned to the reference
image in memory, stacked to search for any significant
peaks, and then each significant peak above the back-
ground level is fitted with the point spread function for
the specific band, and camera of each CCD in the stack.
The measurements are corrected for charge transfer ef-
ficiency (CTE, ACS only) and calibrated to infinite
aperture. The measurements are then combined into a
final measurement of the photometry of the star. The
final measurements include a combined value for all
data in each band for the count rate, rate error, VEGA
magnitude and error, background, χ of the PSF fit,
sharpness, roundness, crowding, and signal-to-noise.
VEGA magnitudes apply the encircled energy cor-
rections and zero points from the ACS handbook dated
15-July-2008 and the WFC3 encircled energy correc-
tions and zero points from 2010 by J. Kalirai. The
rate and rate error measurements are particularly use-
ful for stars that were not detected in one or more
bands (and therefore have negative rates or rates of 0,
which results in an undefined magnitude), as they pro-
vide upper-limits in these bands that can be employed
for constraints when fitting spectral energy distribu-
tions. The sharpness is zero for a perfectly-fit star,
positive for a star that is too sharp (perhaps a cosmic
ray), and negative for a star that is too broad (per-
haps a blend, cluster, or galaxy). The crowding pa-
rameter is in magnitudes, and tells how much brighter
the star would have been measured had nearby stars
not been fit simultaneously. For an isolated star, the
value is zero. These measurements are also output for
each individual exposure, allowing for the possibility of
variability studies (Wagner-Kaiser et al., in prep.) or
searches for artifacts not masked by our preprocessing
techniques. All measurements are output to a “.phot”
ascii file.
2.3.2. Creation of Photometry Catalogs
The star positions from DOLPHOT are then con-
verted to RA and Dec using the header of the refer-
ence image (see above) for astrometry. RA and Dec
are then added to the phot catalog, and the full pho-
6tometric catalog (481 columns) is placed into a tagged
FITS table (.phot.fits file). The data are then culled
to include only the combined output for sources, sig-
nificantly reducing the size of the data files for those
not interested in the measurements on the individual
CCD chips. At this step, we also kept only sources
with S/N≥4 and reasonable sharpness (see Table 3) in
at least one band (“ST” catalogs) to limit the number
of noise spikes, CRs, and artifacts surrounding satu-
rated stars in our catalogs. This initial cut removed
up to 20% of the objects from the initial DOLPHOT
output, mostly very low signal-to-noise with some scat-
tered brighter measurements. An example CMD of the
culled objects is shown in the right side panel of Fig-
ure 7, and it shows no overdensities associated with
typical CMD features. Thus, users looking for a spe-
cific source may find it in the pre-culled phot.fits
files, if it is not contained in the ST files; however, any
measurement not included in the ST files should only
be used with extreme caution.
The sources in the ST catalog are then flagged so
that any band with measurements of high crowding or
high square of the sharpness (see Table 3) or that have
S/N<4 can be easily left out of any analysis, result-
ing in the “GST” sample. The flagged measurements
are likely to be unreliable (strongly affected by blend-
ing, CRs, or instrument artifacts). The key difference
between all measurements in the ST catalogs and the
subset that pass our GST criteria is that the GST cri-
teria are performed per band. For example, if a star
is well-measured in F275W, F336W, F475W, F814W,
and F110W it may not be well-measured in F160W.
Measurements in all six bands for the star will appear
in the catalog, but its F160W measurement will have
a GST flag of 0. A further difference between the full
catalog measurements and those with the GST flag is
the use of crowding as a quality metric. Crowding is
one of the quality metrics considered when determining
which bands pass the GST flag criteria for each star;
however, crowding is not considered at all for inclusion
in ST the catalog.
The precise values of sharpness and crowding used
for cutting were different for the UV, optical, and IR,
and are provided in Table 3. We used both qualitative
and quantitative criteria to determine the photomet-
ric quality cuts that maximize the quality of the stel-
lar CMDs (e.g., number of stars, photometric depth,
tightness of features) and minimize the number of non-
stellar objects (e.g., blends, background galaxies, cos-
mic rays). We accomplished this by a combination of
visual inspection and fitting particular CMDs, which
we now describe.
For each permutation of DOLPHOT input parame-
ters (raper, rchi, fit sky psfphot), we constructed
140 per-camera CMDs for various permutations of
sharpness and crowding. For each CMD, we calcu-
lated or visually inspected the following factors: CMD
depth for a fixed SNR=4, number of stars that passed
the photometric cuts, quality of maximum likelihood
fits of a Gaussian plus line model to the color and lu-
minosity profile of the RC (only for the ACS and IR
CMDs), and the CMD of rejected objects. In addi-
tion, we also considered the completeness fraction and
color/magnitude biases from sets of artificial star tests
(ASTs). Specifically, for each CMD, we inserted 1000
ASTs 1 magnitude above the S/N limit, 1000 on the
upper MS, and 1000 on the upper RGB. We computed
the recovered fraction (i.e., completeness) and mean
magnitude and color biases for each set of 1000 ASTs.
Using all of the above criteria, we found that the
majority of photometric quality cut combinations pro-
duced CMDs that were clearly not ideal (e.g., poor
completeness, obvious stellar features on the rejected
CMDs, poor fits to the RC). We readily eliminated
these permutations and focused on the small subset
that produced deep CMDs with clear features. To
distinguish among these, we primarily considered the
completeness fraction and magnitude and color spreads
of the AST sets. We also visually compared high S/N
regions of the various CMDs for tightness of the lu-
minous CMD features (e.g., upper MS), and elimi-
nated those that rejected a higher percentage of high
S/N objects that had colors and magnitudes consistent
with known stellar sequences (e.g., MS, HeB sequence).
Based on this iterative process, we found the param-
eters listed in Table 3 provided for the best overall
CMDs. We note that these cuts were chosen to provide
an approximate set of values for obtaining high-quality
CMDs from our catalogs over the entire survey. Those
using our photometry for specific projects will likely
want to determine their own flags optimized for their
science needs.
2.4. Merging Catalogs
The final ST photometry catalogs for the individ-
ual fields are then combined into brick-wide catalogs,
and then into a survey-wide catalog. To avoid du-
plicate catalog entries, for each brick we generated a
grid in RA and Dec with single-point corners inside
the IR footprint corners of the survey, creating unique
regions and trimming the IR detector edges simultane-
ously. Then the catalog of each field of the grid was
cut to include only detections inside of that field re-
gion as defined by the grid. These cut catalogs were
then combined into a initial brickwide catalogs with no
duplicate entries and no gaps in UVIS or IR coverage.
Because ACS exposures from neighboring fields are
not included in the DOLPHOT photometry measure-
ments of an individual field, the ACS chip gap contains
no optical coverage (the UVIS chip gap was covered
by dithers). Thus, the initial brickwide catalogs had
only UV and IR measurements for stars in the ACS
chip gap. However, the catalogs for the neighboring
fields contain optical measurements at these locations.
Within the chip gaps, we include ACS measurements
from neighboring fields: for example, the top half of
the chip gap in Field 1 is has optical measurements in
the catalog for Field 2 (the field to the right), while the
bottom half has optical measurements in the catalog
for Field 7 (the field below). The resulting final brick-
wide catalogs have full 6-band coverage throughout,
although the photometry in the chip gap has matching
that was performed at the catalog level. Therefore, in
the ACS chip gaps, the UVIS and IR photometry will
be of different quality due to the lack of ACS data in
that region when the image stack was being reduced
(see Section 6). To allow investigators to efficiently
leave out the chip gaps if they would like to avoid
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inside chipgap flag in our catalogs, which is set to
1 for all stars that were affected by this catalog-level
merging.
We defined brick edges in the same way as field edges,
with single corner points. Then we trimmed the brick-
wide catalogs to contain only stars within these single
corner points. Once trimmed in this way, the catalogs
could be merged to produce a single catalog for the
entire survey with no duplicate entries and no gaps in
6-band coverage. We note the only gap to be the 0.1
arcmin2 area that we did not observe due to changes
in the observing program that were necessary to have
guide stars for all observations (see Section 7.3 for de-
tails).
The number of stars in each 6-band brick catalog
is given in Table 4, where the total number of ST
stars measured in each brick is given along with the
number of reliable (high signal-to-noise, low crowding)
GST measurements in each band. The entire genera-
tion 2 catalog has 116,861,772 stars. Each one of these
was measured in at least 16 exposures (ignoring over-
laps between fields and the very short ACS exposures),
making 1,869,788,352 photometric measurements. In
cases where the star was not detected in a given band,
the rate and rate error, measured based on the sky
level, can be used as a constraint for a non-detection,
which is recorded as a 99.999 in the magnitude column.
The full catalog is available in machine readable format
on Vizier. The individual brick catalogs are available
in FITS format from MAST.14 A small example of the
catalog is provided in Table 5.
It is clear from Table 4 that no band has good mea-
surements of all 117 million stars, but each of the 117
million stars has a good measurement in at least one
band. The most extreme cases of this are in the UV,
where only 0.3% of the total 2nd generation catalog
has reliable measurements (other than upper-limits)
for both the F275W and F336W bands. A very high
percentage of these UV measurements are actually full
6-band measurements.
In Figure 8 we plot UV, Optical, and IR CMDs of a
small random sample from our catalog, with the points
color-coded by the total number of bands with reliable
measurements. The UV CMD shows that nearly every
data point corresponds to a star with reliable measure-
ments in all 6 bands. The optical CMD shows that a
high fraction of RGB stars are detected in 4 bands
(the optical and IR bands), and only the brightest
main-sequence stars tend to be detected in 6 bands.
The IR CMD shows again that most RGB stars are
measured in 4 bands (optical and IR) while only the
brightest main sequence stars are measured in the UV.
Taken together, these results show that only faint blue
stars tend to have good measurements in fewer than
4 bands. UV-bright stars tend to have good IR mea-
surements, but IR-bright stars do not tend to have
good UV measurements. Both tend to have good op-
tical measurements, given that the ACS data have the
greatest depth in terms of CMD features; however, the
reddest RGB stars are only detected in the IR.
14 http://archive.stsci.edu/missions/hlsp/phat/
3. CMDS
We show the UV photometry for the entire survey
in the CMDs in Figure 9. The UV photometry had
roughly equal depth throughout the survey because it
had constant, low crowding everywhere due to its not
being deep enough to include the very numerous RGB
stars, which are very faint in the UV. Thus, only for
the UV do we show the entire survey on a single CMD.
The figure shows the CMD before our quality cuts,
the fraction of sources that pass our quality cuts as a
function of color and magnitude, and the CMD after
our quality cuts. Stars that survive the cuts but fall in
regions where large fractions of the stars were rejected
have a higher probability of being poor measurements.
Because of the high density of RGB stars in M31, the
depth of our optical and IR photometry varied greatly
with position in the galaxy. We therefore have pro-
duced 6 color-magnitude diagrams in each of 4 filter
combinations, following the spatial distribution shown
in Figure 10. These densities are relative logarithmic
star number densities taken from a model distribution.
They were used only to provide a reasonable division
of the catalog into regions with similar photometric
depths. The areal coverage of each stellar density
range is different, with 770, 481, 349, 113, 106, and
31 arcmin2 for the 0.0–0.3, 0.3–0.6, 0.6–1.2, 1.2–1.8,
1.8–3.0 and 3.0–8.0 regions, respectively. In figures 11-
18, we show the fraction of measurements that pass our
quality cuts, and the CMDs after quality cuts in each
of these filter combinations at each of these densities.
Apart from the familiar features like the RGB and
main sequence, these CMDs reveal several detailed fea-
tures that have been already commented on in Dalcan-
ton et al. (2012a, Figure 20), but which appear some-
what more clearly in the present photometry, such as
the sharp drop in star counts at the tip of the RGB at
F814W∼20 or F160W∼18, and spanning a broad range
of colors, the red clump at F814W∼24 or F160W∼23.5.
Other features appear that are associated with the red
clump, such as the extension to red colors caused by
differential extinction, the half-magnitude extension to
fainter magnitudes caused by the secondary red clump
(Girardi 1999), and a more subtle extension to bluer
colors and fainter F814W magnitudes caused by hori-
zontal branch stars (Williams et al. 2012). In addition,
there is a clear concentration of stars at the early-AGB
about 1.5 mag above the red clump. Younger helium
burning stars draw more feeble and less-defined se-
quences towards brighter magnitudes, but their upper
part is clearly seen at F814W<20, F475W-F814W∼3.
Finally, the UV CMDs of the bulge region (e.g., Fig-
ure 12, bottom-right panel) reveal the unusual se-
quences of hot horizontal branch and post asymptotic
giant branch stars and their progeny (Rosenfield et al.
2012), while the NIR CMDs reveal a plume of TP-
AGB stars departing from the TRGB towards brighter
magnitudes.
4. MILKY WAY AND BACKGROUND GALAXY
CONTAMINATION
Figures 9-18 also contain contributions from fore-
ground MW stars. We plot the CMDs for
the model foreground in Figure 19. The fore-
ground stars draw nearly-vertical sequences at
8colors 1<F275W-F336W<3, 0<F336W-F475W<2,
1<F475W-F814W<4, 1.5<F475W-F160W<5, and
0.4<F110W-F160W<0.8. These features are expected
given that the PHAT survey covers 0.5 deg2. For ex-
ample, the vertical feature at 0.4<F110W-F160W<0.8
corresponds to the locus of nearby dwarfs, of masses
0.3–0.5 M. Due to their low effective temperatures,
these stars develop marked water vapor features in
their near-infrared spectra and hence accumulate at
those NIR colors (e.g., Allard et al. 2000).
Because the higher density regions cover less area
and the foreground contamination has constant den-
sity on the sky, the foreground features are less pro-
nounced in the higher density region CMDs. We ran
a simulation of the Girardi et al. (2005, 2012) model
of the stellar population of the Milky Way at the lo-
cation of M31. The model returns ∼23000 stars down
in the range 15<I<27 in a 0.5 deg2 region. This to-
tal is likely an upper-limit as the models are not well
constrained at the faint end, and other models (such
as Robin et al. 2003) predict far fewer. Thus, the fore-
ground contamination in our catalog is expected to be
an inconsequential percentage (<0.02%).
Although the percentage is low, the foreground stars
occupy regions of color-magnitude space that could
overlap with interesting and sparsely-populated fea-
tures for M31 stars. In general, the bright portion
of our CMDs, where the young He-burning stars and
bright AGB stars in M31 lie, also contain MW fore-
ground.
In addition to foreground stars, we would expect
some contamination from background galaxies; how-
ever, most of these are flagged by our sharpness cut.
Our previous work has found a background contami-
nation density in the optical bands of ∼60 arcmin−2
(Dalcanton et al. 2009). As our deepest bands are the
same bands and are of comparable depth to Dalcan-
ton et al. (2009), we expect our background galaxy
contamination density to be similar. This density sug-
gests ∼105 background galaxies in the survey after our
sharpness and crowding cuts, still 1% of the total
number of stars.
5. DATA QUALITY
We consider a number of tests to characterize pho-
tometric quality of the data. These include: (1) recov-
ery of artificial stars, (2) comparing repeated measure-
ments of stars in overlapping data, and (3) stability
of CMD features at fixed magnitude across the survey.
We now discuss each of these tests in turn.
5.1. Random Uncertainties, Biases, and
Completeness
We first measured the precision and completeness of
our photometry in each band with a series of artifi-
cial star tests in each field. To cover the most rele-
vant portions of the 6-band space, we produced 50,000
spectral energy distributions (SEDs) in our 6 bands
covering a grid of Kurucz (1979) model spectra, ap-
plying our assumed M31 distance, and applying a ran-
dom extinction to each model of 0<AV<2. We only
included model stars that had magnitudes <1 mag be-
low our limiting magnitude in at least one band. These
50,000 model SEDs were then assigned random posi-
tions within each of 6 fields that covered the full range
of red giant branch stellar densities in our data (i.e.,
corresponding to the range of densities sampled in the
Hess diagrams in Figures 12-18), but with higher sam-
pling where the crowding increases most dramatically.
In each of the six chosen fields (each covering one-
eighteenth of a brick), the artificial stars were added
to the entire stack of data (all 18 ACS and WFC3 ex-
posures). Thus, while our tests cover the full range of
crowding levels in our data, they only cover 1.5% of
the survey area. These tests are computationally ex-
pensive (2000 CPU hours to run 50,000 for one field).
Thus we performed this efficient set of tests to provide
an accurate quality check at a range of crowding levels.
We applied photon noise to each model SED, and
added a star with the corresponding magnitudes to the
images of each field using the PSF of each image. We
then reran the photometry to determine if the artificial
star was recovered, and if it was recovered, to compare
the input and output magnitudes. These tests were
performed one star at a time to avoid the artificial stars
from affecting one another. A star was considered to
be recovered if it was detected within two pixels of the
same position, passed our quality criteria, and had a
measured magnitude within 2 magnitudes of the input
value. A catalog of our artificial star tests is provided
on Vizier, as well as in Table 7. The RMS uncertainties
and median magnitude bias from the artificial stars,
along with the corresponding DOLPHOT reported er-
ror, and ratio of the RMS to the DOLPHOT reported
error as a function of stellar density, filter, and mag-
nitude are provided in Table 8. We now describe the
results in detail.
5.1.1. Magnitude Errors and Bias
Figure 20 shows the root mean square (RMS) scat-
ter in positive and negative directions (calculated sep-
arately) and the median bias of the artificial star pho-
tometry in each band, as a function of magnitude for
six characteristic fields, color-coded by stellar density
of the region. The magnitude biases and uncertain-
ties are clearly a strong function of band and stellar
density.
In the UV, the RGB stellar density has little effect on
the photometry because our UV images do not probe
the RGB. Therefore none of our UV images suffer from
significant crowding. In all areas of the survey, the UV
photometry goes from a bias of ∼0 at the bright end
to ∼0.1 mag at the faint end, and the uncertainties go
from ∼0.01 mag at the bright end to ∼0.2 mag at the
faint end. The bias in the UV is in the direction of
stars at the faint end being recovered at fainter mag-
nitudes than the input. This result clearly shows that
crowding is not the cause of magnitude bias in our UV
photometry. We attribute this bias to charge transfer
efficiency (CTE). The CTE trails in the image cause
the sky level to be slightly over-estimated, making the
brightness of the star systematically low.
All of the other bands show clear crowding effects.
In the lower density regions that represent the bulk of
our survey, the magnitude bias is <0.05, and is not
correlated with brightness. As the RGB stellar density
increases, the bias becomes negative (the measurement
9is brighter than the input) at brighter magnitudes and
redder bands, reaching ∼−0.5 mag at the faint end.
This crowding bias is of most concern in the most dense
portion of the M31 bulge, where it begins to affect
photometry near the TRGB in F814W. Thus, in the
most crowded regions of the survey, the bias can cause
RGB stars to be measured brightward of the TRGB.
Such biases will be important to consider for any study
seeking to disentangle the stellar populations of the
central M31 bulge.
Figure 21 shows the same quantities as Figure 20 for
6 color combinations from the UV to the IR. These
plots show that while the scatter is larger in color than
magnitude, the color bias in our photometry is gener-
ally <0.1 mag outside of our faintest detections. This
result is not surprising, since our bias is dominated by
contamination from blended stars, which will push all
of the bands to be biased brightward, resulting in less
color bias than magnitude bias. Again, the fact that
crowding is not the source of magnitude bias in the
UV is noticeable, as the color bias in the UV is worse
than in the other bands. Thus, our artificial star tests
appear to provide a reasonable estimate of the effects
of crowding on our photometric measurements.
Figure 22 shows the ratio of the RMS of the arti-
ficial star tests to the error reported by DOLPHOT
(photon statistics error) as a function of stellar den-
sity, filter, and magnitude. In the UV, the DOLPHOT
reported errors tend to be underestimated by factors
of 2 to 10, with the worst underestimates coming at
the bright end, where photon statistics typically give
very small uncertainties that are much smaller than
the dominant systematic errors. In the optical, the
brightest stars are only measurable in the very short
exposure (they are saturated in the long exposures),
making their photon statistics poor. At ∼18th mag-
nitude, the stars are measurable in the longer ACS
exposures, and the photon statistics yield very small
errors that are underestimated by factors of ∼10–20,
again due to the dominance of systematic errors. At
the faint end in the optical the factor by which the
DOLPHOT reported errors are underestimated is a
strong function of crowding, with errors in low-density
regions underestimated by factors of a few and errors in
high-density regions underestimated by factors of 20–
30. In the IR, crowding causes DOLPHOT reported
errors to be severely underestimated at all stellar den-
sities, ranging from factors of ∼4–20 at the bright end,
factors of ∼10–100 at ∼18th magnitude, and factors
of ∼3–80 at the faint end, depending on the degree of
crowding. Thus, over most of our survey, the errors are
dominated by sources of uncertainty other than photon
counting, and which are better characterized by using
artificial star tests, or an interpolation of the artificial
star test results presented here.
5.1.2. Completeness
Figure 23 and Table 9 provide the 50% completeness
limit for each band as a function of the surface density
of stars with 18.5<F160W<19.5 in stars per arcsec2.
These values are about 1 mag deeper in the IR bands
and 1 mag deeper in F336W compared to those per-
formed on the individual camera data presented in Dal-
canton et al. (2012a). This improvement is due to both
our DOLPHOT parameter optimization and in inclu-
sion of data from all cameras in the DOLPHOT runs
(see Section 6). Essentially, the deep, high-resolution
ACS data increases the fidelity and precision of source
positions, improving deblending and accuracy of pho-
tometry for faint sources in the shallower data from
the other cameras.
The completeness trends for each band reveal the
effects of crowding as a function of spectral window.
In redder bands (F814W–F160W), which are sensi-
tive to the very numerous RGB stars in the M31 disk,
the completeness is crowding-limited (we detect stars
to the point where they are hopelessly blended with
neighbors of similar brightness), as shown by the mono-
tonic decrease in depth as RGB stellar density in-
creases. In the UV, which only contains the much
less numerous massive young stars, the completeness
shows no trend with RGB stellar density, showing that
the completeness is photon-limited (we detect stars to
the signal-to-noise limit). Finally, in the intermedi-
ate F475W band, the completeness becomes a strong
function of RGB stellar density only when the stellar
density reaches ∼0.5 stars with 18.5<F160W<19.5 in
stars per arcsec2.
5.2. Systematic Uncertainties
Because of the high stellar density and our overlap-
ping fields in ACS (entire survey) and WFC3/IR (Brick
9 and 11 boundary), we have multiple measurements
of many stars taken at different locations on the detec-
tors15. To test the consistency of our photometry, we
have matched our overlapping measurements across lo-
cations on the detectors to look for systematic trends.
We match a large number of stars with magnitude be-
tween 22 and 24 in the relevant filter, using a matching
radius of 50 milli-arcseconds. We drop matches with
large differences in magnitude between the two mea-
surements, via sigma clipping. In Figure 24, we show
the median magnitude residual in spatial bins in pixel
coordinates for ACS and WFC3-IR.
As shown in Figure 24, we find patterns in photom-
etry at RMS levels of ∼±0.02–0.05 mag in F475W,
F814W, F110W, and F160W, depending on stellar
brightness (see Table 6). These systematics are most
likely due to a combination of flat-fielding, point spread
function, and charge transfer efficiency. As the pat-
terns are similar in F475W and F814W, the colors of
stars are only affected at the ±0.02 mag level (the dif-
ference in amplitude of the two filters). We also note
that the footprint of the IR camera is visible in these
consistency tests at a low level because bins that con-
tain the detector edge often contain fewer stars. In
any case, these edges are trimmed from the photom-
etry catalogs (see Section 2.4) and are therefore our
final photometry is not affected by any IR edge effects.
The magnitude of the true systematic errors due to
detector position is likely exaggerated in these maps
because our survey strategy results in a constant over-
lap pattern. This pattern results in the same locations
on the detector being paired many times. Thus each
15 Although UVIS does contain overlapping measurements,
the stellar density was not high enough to provide a useful check
for systematic uncertainties in this way
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pixel is not typically being compared with many other
pixels around the detector, but with the same area on
the opposite side of the detector. Therefore, if a star
is too bright by 0.02 mag on one side, and too faint
by 0.02 mag on the other, these Figures will show an
offset of 0.04 on one side and -0.04 on the other, exag-
gerating the effect by a factor of 2. The overlaps aren’t
exactly the same across the survey, but they are similar
enough that this effect will be included in the compar-
ison. As a result, the values for systematic errors we
report should be considered upper limits.
In addition, our systematic error map for F475W
and F814W shows a grid pattern on a scale of 256×256
ACS pixels, at a level smaller than the large scale±0.05
and ±0.03 level of the systematic errors in both bands.
This grid pattern provides a clue as to the dominant
source of our systematic errors because DOLPHOT
uses a grid of this size to define the PSF used for pho-
tometry. In short, the Anderson (ACS ISR 2006-01)
PSFs are binned into a 16×16 grid when fitted to the
data, making small errors in the the PSF models a
likely cause of the grid pattern.
To further investigate the PSFs as the dominant
source of systematic error, we produced maps of our
median sharpness values as a function of instrumental
position. Negative sharpness means that the PSF un-
derestimates the peak of the light distribution, causing
an underestimate of the flux, which corresponds to a
systematically high magnitude. The maps for F475W
and F814W are shown in Figure 25, and clearly show
not only the same grid pattern seen in the systematic
magnitude errors, but also the large scale pattern seen
in the systematic magnitude errors. Furthermore, the
regions with systematically negative sharpness values
correspond to areas with systematically positive mag-
nitude errors, in agreement with expectation if the PSF
is responsible for the errors. The amplitude of the ef-
fect is larger in F475W than in F814W, also in agree-
ment with the magnitude errors. Future DOLPHOT
versions will not bin the PSF models as coarsely, which
should eliminate the grid pattern. However, only im-
proved PSF models will reduce the larger scale varia-
tions.
Systematic uncertainties related to the model PSF
are expected to be magnitude-dependent. Unlike aper-
ture photometry, PSF-fitting photometry applies opti-
mal position-based weighting to the data contained in
each pixel. Weights are higher at a star’s center, so
the star will appear fainter if the model PSF is sharper
than the actual PSF (and vice versa). We investigated
the magnitude dependence by producing ∆-mag de-
tector maps like those in Figure 24 for a series of mag-
nitude bins. The standard deviation of these maps in
each filter are provided in Table 6, and provide a quan-
titative measure of the level of systematic errors in our
catalogs. We also made detector maps of sharpness
(like Figure 25) in the same magnitude bins, and we re-
port the standard deviation of those maps in Table 6 as
well. In Figure 26, we plot the median sharpness value
vs. the measured magnitude offset in each location on
the detector in four bins of magnitude. At bright mag-
nitudes (top row), the magnitude difference correlates
strongly with sharpness, as expected for magnitude er-
rors driven by the PSF model. At faint magnitudes,
the magnitude difference and sharpness are uncorre-
lated suggesting that something other than the PSF is
causing the magnitude offsets at the faint end.
We explore the faint end systematic differences in
magnitude in Figure 27, generating the same map of
magnitude offset vs position as in Figure 24, but for
faint stars (m¿28) alone. These maps show that at
that the systematic magnitude differences at the faint
end are symmetric about the chip gap, and completely
different from those at the bright end. Furthermore,
the amplitude of the magnitude offset variations in-
creases as stellar brightness decreases, while the am-
plitude of the sharpness variations decreases as stellar
brightness decreases. These patterns suggest that the
magnitude offsets at the faint end are dominated not
by PSF model problems but instead by CTE effects.
If so, the systematic errors at the faint end may im-
prove significantly in the next generation of photome-
try, when CTE-corrected images are employed instead
of post facto CTE corrections.
In Figures 24–26, it is clear that the PSF library
alone is not to blame for all off the systematic errors
at the bright end. The 16×16 grid in the ACS maps
is clearly due to the PSF binning used by DOLPHOT;
however, some of the large scale patterns are slightly
different, causing the scatter in the anti-correlation be-
tween sharpness and magnitude offset. For example,
the upper-right corner of the F475W sharpness map
shows a somewhat different pattern than that of the
corresponding ∆−magnitude map, and the upper-left
corner of the F814W sharpness map is different than
the corresponding ∆−magnitude map.
Finally, there is no grid pattern and little, if any,
correlation between sharpness and magnitude offset in
the F110W and F160W, suggesting some other source
for the systematic errors in the IR. However, the PSF
model used by DOLPHOT in the IR contains no vari-
ations with position on the detector, and perhaps a
spatially-varying PSF could improve the systematics
there. In addition, some of these less severe magnitude
offsets may be due to flat-fielding (Dalcanton et al.
2012a).
5.3. CMD Feature Consistency
Beyond cross-checking multiple measurements of in-
dividual stars, we can also check the consistency of fea-
tures in the color-magnitude diagrams. In Figure 28,
we overplot the F814W luminosity function (left) and
cumulative luminosity function (right) in a color slice
of 3<F475W-F814W<3.5 for 34 6′×6′ regions of the
survey. The histograms have all been normalized to
have the same integral over the plotted range. The lu-
minosity functions of all of these regions agree, showing
that the photometry is exceptionally consistent across
the survey. From these histograms, there is a clear
change in the slope of the luminosity function just
brightward of F814W∼20.5.
To check the consistency of the IR photometry across
the survey, in Figure 29 we show histograms in the
0.9<F110W-F160W<1.2 color interval, looking at the
F160W luminosity function for 40 6′ × 6′ regions of
the survey. We find the same exquisite agreement as
in the optical, but with a slope change just fainter
than F160W∼18.2. Determining the precise TRGB
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magnitude requires sophisticated modeling of the red-
dening across the survey, so that looking at these his-
tograms is likely accurate to only ±0.1 mag. However,
we note that this magnitude for the TRGB, which ap-
pears consistently across our survey, is consistent with
the distance modulus we assume for M31 (24.47; Mc-
Connachie et al. 2005) and the typical M31 foreground
extinction of AV = 0.17 (Schlafly & Finkbeiner 2011).
In addition to looking at the TRGB feature, we mea-
sured the F814W magnitude of the red clump across
the survey. This feature is sufficiently well-populated
to obtain a precise measure of its peak. In Figure 30,
we show a histogram of the F814W values of the peak
magnitudes in the color range 1.5<F475W<2.0 for 298
3′ × 3′ regions in our survey, which corresponds to the
blue end, or least reddened, portion of the red clump.
The values agree to within ±0.05 mag, even at this
much fainter level in the photometry, slightly larger
than the systematics measured by comparing multiple
F814W measurements of individual stars (±0.03, see
Figure 24). Some of the additional scatter is likely at-
tributable to real changes in the stellar populations,
since the red clump does change somewhat in bright-
ness with metallicity, age, and He content (e.g., Cole
1998; Girardi & Salaris 2001). A detailed study of the
red clump and AGB bump will be presented in a fu-
ture paper (Byler et al., in prep.) However, even if this
entire scatter is due to photometric errors, our catalog
is remarkably homogeneous and clearly equidistant.
6. COMPARISON WITH FIRST GENERATION
PHOTOMETRY
We found that optimizing the DOLPHOT parame-
ters and including data from all 6 bands significantly
affected the resulting photometry catalogs. The 6-
band catalogs have improved matching between bands
over any matched photometry from the individual cam-
eras. In addition, the process provides a measurement
of every source in every band, so that upper limits can
be used for bands where the source was not detected
at sufficient signal to noise. Furthermore, completeness
of any combination of filters can be measured, whereas
previously there was no way to assess the completeness
for colors that included data from 2 cameras (such as
F336W-F475W or F814W-F160W).
In addition to the cross-matching advantages, our
optimization of DOLPHOT parameters for our data
set and including data from multiple cameras in the
DOLPHOT stack dramatically improved the depth
and quality of the IR photometry. While we expected
that the crowding limit of the IR data may improve
with the addition of the optical data to the stack, we
did not expect the improvement to be as remarkable
as it was. Figure 31 shows side-by-side the old pho-
tometry of Brick 1, Field 5 (with old parameters and
including only the IR data), a re-reduction of this field
using improved photometry parameters alone, and our
new photometry, which includes both the new opti-
mized parameters and the UV and optical data in the
stack. With the new parameters and the addition of
higher resolution optical data to the stack to separate
discrete objects, the photometry extends more than 2
magnitudes farther down the RGB.
In addition to the vastly improved IR photometry,
fewer faint sources were detected in the optical when
the IR data were included. To understand the reason
for the lower number, we looked at the CMD of discrete
sources that were measured in stacks with and without
the IR data. The comparison is shown in Figure 32.
The plots show the fraction of optical measurements
lost when including the IR data as a function of opti-
cal color and magnitude. We found <5% of detections
were lost brightward of F814W∼25, but a significantly
higher percentage (up to∼30%) were lost in the highly-
uncertain and relatively amorphous faint points at the
bottom of the CMD. Furthermore, including the IR
data into the DOLPHOT stack decreases the number
of low-quality measurements in the most crowded re-
gions at the faintest flux levels (clusters and the inner
disk).
Overall, the addition of the IR data appears to im-
prove the fidelity of the catalogs, working as another
assessment of the quality of a measurement. Essen-
tially, the IR data helped remove many low-quality
measurements in a similar way that our quality cuts
do. Thus while including the IR data may result in
lower numbers of optical detections at the faint end, it
also results in higher reliability of measurements that
remain.
As shown in Figure 4, the portions of a Field’s cat-
alog outside of the IR footprint do not contain any
IR data. Therefore, as described above, these areas
will have higher densities of optical detections. Thus,
one feature of merging neighboring ACS and WFC3
catalogs is higher detection densities in the ACS chip
gap. We show this effect in Figure 33. This feature
only occurs at the faint magnitudes where crowding
has the largest impact on the quality of the photome-
try as shown in Figures 34 and 35. In the outer bricks,
the feature is hardly noticeable. Future reductions of
the data on machines with significantly more memory
will allow the full collection of overlapping fields to be
measured in the same DOLPHOT run, eliminating the
need for this merging and greatly reducing the severity
of this feature.
7. FIELDS WITH CAVEATS
7.1. Poor UV alignment
As described in Section 2.2, some the some UVIS
exposures were not able to be reliably aligned due to
a lack of bright stars. The UV photometry for these
fields may be strongly affected, as no UV exposures
have low weighting. Thus, UV photometry of the six
fields with fewest UV detections is not reliable. These
include the following fields: Brick 2, Field 1; Brick 6,
Field 13; Brick 12, Field 7; Brick 20, Field 13; Brick
22, Field 13; Brick 23, Field 2.
7.2. High IR Background
Some of our fields had strong effects from Earthlimb
glow in an IR exposure (Dalcanton et al. 2012b), which
can cause problems with PSF fitting and background
subtraction. These fields with elevated IR background
levels are listed in Table 10. In all but one case, the re-
sulting photometry was of similar quality to the rest of
the survey. That is, DOLPHOT was able to measure
the local background to the stars and provide CMDs
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and detection densities similar to surrounding fields.
In one case, this background issue caused the IR pho-
tometry to be significantly worse than the neighboring
fields. This field was Brick 22, Field 8, where the IR
photometry should be used with extra caution.
7.3. Fields with Altered Observing Setup
There were 3 fields that could not be observed at
our standard orientation angles due to a lack of guide
stars. For these fields, the ACS and UVIS data were
taken with different parts of the detector overlapping
than the rest of the survey. In order to obtain 6-band
coverage for these fields, we needed to have 6 addi-
tional orbits. These orbits were taken at the expense
of the southwestern edge of Brick 11 (Fields 15, 17,
and 18 in WFC3, and Fields 13, 14, and 18 in ACS),
because this location was covered almost completely
by the northern edge of Brick 9.
The ACS data for 3 fields were obtained at different
orientations than our standard, because the necessary
orientation to have the proper ACS parallel location
did not have available guide stars. In these cases, the
orientation of the original (WFC3 primary) observa-
tion was changed to provide guide stars, and the ACS
data for the optical coverage was obtained in a sepa-
rate observation with ACS as the primary instrument,
also with a non-standard orientation.
In detail, the ACS data of Field 12, Brick 3 was
observed with in ACS as primary instrument, and with
an orient of 159. In all other bricks south of the survey
bend, the ACS data for Field 12 were taken as the
parallel for Field 9 at an orient of 54, but in this case
the WFC3 data for Field 9 were taken at an orient of
249 (instead of the usual orient of 69) to make guide
stars available.
Brick 10 Field 17 was taken at an orient of 249 with
ACS as the primary instrument. In all other bricks,
the ACS data for Field 17 was taken as the parallel for
Field 14 at an orient of 69 degrees, but in this case,
the WFC3 data for Field 14 was observed at an orient
of 249 to make guide stars available.
The ACS data for Field 14 of Brick 16 was observed
at orient 54 with ACS as the primary instrument. In
all other bricks north of the survey bend, the ACS data
for Field 14 was taken as the parallel for Field 17 at
an orient of 234, but in this case, the WFC3 data for
Field 17 was observed at an orient of 54 degrees to
make guide stars available.
These 6 observations with non-standard orientations
resulted in additional parallel observations which were
not included in this release of the survey data as they
were not needed to produce 6-band coverage of the
PHAT footprint. They did result in a different struc-
ture of the overlap between the different cameras, but
this difference appeared to have no effect on the result-
ing photometry.
After the changes for guide star acquisition were fin-
ished, we had one 0.1 arcmin2 triangle at the bound-
ary between bricks 9 and 11 without 6-filter coverage
(where Brick 11, Field 13 meets Brick 9, Field 1).
8. DATA PRODUCTS
In addition to the machine readable photometry and
fake star tables available through this publication, we
are releasing several data products through the MAST
high level science products (HLSP). These include, for
each field, a fits format table of the original 6-filter pho-
tometry output as returned from DOLPHOT, as well
as ST and GST filtered versions of this table. We also
include drizzled images in all filters for each field with
the correct astrometric solution to our survey precision
of 5 milliarcseconds.
We also provide brickwide catalogs trimmed so that
they contain only unique measurements at each loca-
tion on the sky. Each brick has its own catalog. These
catalogs contain all of the unique measurements from
each ST single-field catalog as described in Section 2.4,
along with a GST column for each filter that has a
value of 1 if the measurement passes the GST criteria
in that bandpass.
9. CONCLUSIONS
We have produced the largest, highest-fidelity, and
most homogeneous UV to IR photometric catalog of
equidistant stars ever assembled. Using the ACS
and WFC3 cameras aboard HST, we have photome-
tered 414 contiguous WFC3/IR footprints covering 0.5
square degrees of the M31 star-forming disk. The re-
sulting catalog contains 6-band photometry of over 100
million stars, with very little (1%) contamination
from the Milky Way foreground or background galax-
ies. Our photometric quality as a function of stellar
density is homogeneous throughout the survey; how-
ever, the stellar density covers 2.5 orders of magnitude
in the I-band, causing our limiting magnitude in the
optical and IR to vary by 4-5 magnitudes over the full
extent of the survey, and causing the photometric bias
to brighter magnitudes to increase with decreasing ra-
dius.
Photometry of artificial stars shows that our UV
photometry tends to measure stars fainter than their
true brightness, while all other bands tend to measure
stars brighter than their true brightness due to crowd-
ing effects. These tests also show that the DOLPHOT
uncertainties, which account only for photon noise, are
dominated by other effects except in the UV at the
faint end. In some cases, the photon noise error ac-
counts for only ∼1% of the total photometric error,
such as for IR measurements of stars in areas of high
stellar density.
Analysis of the systematic magnitude offsets as a
function of detector position suggests that our system-
atics are largest in F475W (∼0.04 mag) and less than
∼2% in redder bands. The spatial pattern of our mag-
nitude offsets, as well as its magnitude dependence,
suggests that most of our systematic error from ACS
photometry is due to the model PSFs for all but the
faintest stars in our catalog. At the faint end, how-
ever, the systematic errors with position are symmet-
ric about the chip gap, suggesting that they are dom-
inated by CTE effects. These errors at the faint end
attributable to CTE are as large as 0.1 mag.
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TABLE 1
Observations, full 2710 row table available electronic only
Target Name RA (J2000) Dec (J2000) Start Time Exp. (s) Inst. Aper. Filter PA-V3
M31-B01-F01-IR 00 43 23.674 +41 15 17.96 2010-12-14 06:05:28 1197.694 WFC3 IR-FIX F160W 249.000
M31-B01-F01-IR 00 43 23.687 +41 15 18.10 2010-12-14 06:13:09 799.232 WFC3 IR-FIX F110W 249.000
M31-B01-F01-IR 00 43 23.681 +41 15 18.15 2010-12-14 06:44:46 499.232 WFC3 IR-FIX F160W 249.000
M31-B01-F01-UVIS 00 43 23.973 +41 15 18.28 2010-12-14 03:24:58 1350.000 WFC3 UVIS-CENTER F336W 249.000
M31-B01-F01-UVIS 00 43 23.973 +41 15 18.28 2010-12-14 04:29:38 1010.000 WFC3 UVIS-CENTER F275W 249.000
M31-B01-F01-WFC 00 43 22.717 +41 15 04.89 2010-07-22 21:05:37 1520.000 ACS WFC F814W 69.000
M31-B01-F01-WFC 00 43 22.717 +41 15 04.89 2010-07-22 22:34:36 1720.000 ACS WFC F475W 69.000
M31-B01-F02-IR 00 43 14.050 +41 16 06.28 2010-12-16 17:12:31 1197.694 WFC3 IR-FIX F160W 249.000
M31-B01-F02-IR 00 43 14.063 +41 16 06.42 2010-12-16 17:43:36 799.232 WFC3 IR-FIX F110W 249.000
M31-B01-F02-IR 00 43 14.057 +41 16 06.47 2010-12-16 19:27:29 499.232 WFC3 IR-FIX F160W 249.000
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
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TABLE 2
DOLPHOT Parametersa
Detector Chip Parameter Value
IR 1 xform “1 0 0”
IR 1 raper 2
IR 1 rchi 1.5
IR 1 rsky0 8
IR 1 rsky1 20
IR 1 rpsf 10
IR 1 ref2img 20 Value Array
UVIS 1,2 raper 3
UVIS 1,2 rchi 2.0
UVIS 1,2 rsky0 15
UVIS 1,2 rsky1 35
UVIS 1,2 rpsf 10
UVIS 1 ref2img 20 Value Array
UVIS 2 ref2img 20 Value Array
WFC 1,2 raper 3
WFC 1,2 rchi 2.0
WFC 1,2 rsky0 15
WFC 1,2 rsky1 35
WFC 1,2 rpsf 10
WFC 1 ref2img 20 Value Array
WFC 2 ref2img 20 Value Array
All · · · apsky “15 25”
All · · · UseWCS 1
All · · · UseCTE 1
All · · · PSFPhot 1
All · · · FitSky 2
All · · · SkipSky 2
All · · · SkySig 2.25
All · · · SecondPass 5
All · · · SearchMode 1
All · · · SigFind 3.0
All · · · SigFindMult 0.85
All · · · SigFinal 3.5
All · · · MaxIT 25
All · · · NoiseMult 0.10
All · · · FSat 0.999
All · · · FlagMask 4
All · · · ApCor 1
All · · · Force1 1
All · · · Align 2
All · · · aligntol 4
All · · · alignstep 2
All · · · Rotate 1
All · · · RCentroid 1
All · · · PosStep 0.1
All · · · dPosMax 2.5
All · · · RCombine 1.415
All · · · SigPSF 3.0
All · · · PSFres 1
All · · · psfstars · · ·
All · · · psfoff 0.0
All · · · DiagPlotType PNG
WFC 1,2 ACSpsfType 1
IR 1 WFC3IRpsfType 1
UVIS 1,2 WFC3UVISpsfType 1
a Parameter descriptions available at
http://americano.dolphinsim.com/dolphot/dolphot.pdf
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TABLE 3
Crowding and square of sharpness
values used for measurement culling
and flagginga
Camera Sharpness Squared Crowding
UVIS 0.15 1.3
ACS 0.2 2.25
IR 0.15 2.25
a Maximum allowed values for the crowding
and the square of the sharpness value applied
to the combined measurement for each star
in each band independently. Measurements
with lower values are given a GST value of
1, and those with higher values are given a
GST flag of 0. Measurements that did not
pass the sharpness criterion in any band were
completely rejected.
TABLE 4
Number of stars with reliable measurements in each band in each brick
Brick Total F275W F336W F475W F814W F110W F160W
1 7739068 18310 268608 6587303 7276966 5605734 4547719
2 5389720 32745 150598 4064105 4635696 3753250 2740961
3 7420074 25280 126152 6296160 6969507 5327618 4161662
4 5699925 38868 165470 4430452 4966957 3949133 2947135
5 7017006 27125 121143 5871771 6513479 5070041 4000621
6 5737431 35452 154325 4413826 4969404 3928435 2898493
7 6548176 31481 110925 5307224 5917345 4654753 3696269
8 5619644 33584 151109 4256729 4817534 3841721 2787050
9 6107219 38838 144052 4589795 5361598 4255312 3282843
10 5286304 37461 114350 3826009 4445694 3666566 2604794
11 2944424 16185 41962 2257404 2560174 2007530 1490975
12 5037810 32830 130383 3715558 4286834 3433973 2421219
13 5701760 37060 100222 4178398 4886377 3907437 2844294
14 5381346 37474 139786 3945878 4583746 3649396 2565388
15 5506459 47311 201660 3579821 4638748 3876490 2831302
16 4978208 36893 135707 3453638 4152284 3371484 2324596
17 4928251 35865 144164 3299131 4072788 3462695 2398277
18 3988686 31269 87305 2588023 3199622 2691382 1724250
19 4030587 27500 76068 2638976 3259447 2740509 1762750
20 3116348 38093 70767 1843219 2390934 2064556 1273885
21 3207788 31108 90925 1897030 2535071 2228104 1414521
22 2718684 25772 55894 1495505 2002241 1739825 1063914
23 2756854 22383 53262 1613141 2134913 1780956 1114743
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TABLE 6
Standard deviation of magnitude offsets and median sharpness for different magnitude bins in different filters.
Mag F475W Offset F475W Sharp F814W Offset F814W Sharp F110W Offset F110W Sharp F160W Offset F160W Sharp
22.5 · · · · · · 0.016 0.010 0.013 0.006 0.014 0.006
23.5 0.019 0.018 0.017 0.009 0.013 0.006 0.017 0.006
24.5 0.022 0.017 0.018 0.007 0.023 0.006 0.049 0.009
25.5 0.027 0.014 0.021 0.004 0.048 0.007 0.051 0.016
26.5 0.031 0.010 0.044 0.003 0.041 0.012 · · · · · ·
27.5 0.043 0.004 0.077 0.007 · · · · · · · · · · · ·
28.5 0.113 0.012 · · · · · · · · · · · · · · · · · ·
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TABLE 8
RMS, Bias, and DOLPHOT-reported uncertainties from our
artificial star tests as a function of stellar density, filter,
and magnitude. Full table available in electronic form only.
Density Filter Magnitude Bias RMS DOLPHOT Ratio
0.04 F275W 16.0 0.005 0.015 0.002 7.4
0.04 F275W 16.5 0.005 0.012 0.003 4.0
0.04 F275W 17.0 0.006 0.012 0.004 3.1
0.04 F275W 17.5 0.007 0.011 0.005 2.3
0.04 F275W 18.0 0.009 0.012 0.006 2.0
0.04 F275W 18.5 0.011 0.016 0.008 1.9
0.04 F275W 19.0 0.013 0.018 0.010 1.8
0.04 F275W 19.5 0.015 0.023 0.013 1.7
0.04 F275W 20.0 0.018 0.029 0.017 1.7
0.04 F275W 20.5 0.022 0.037 0.022 1.7
... ... ... ... ... ... ...
a Density of stars with 18.5<F160W<19.5 per arcsec2.
TABLE 9
50% completeness limits for each band at a variety of stellar densities.
Brick Field Stellar Densitya F275Wlim F336Wlim F475Wlim F814Wlim F110Wlim F160Wlim
21 15 0.041 25.06 26.04 27.97 26.85 26.11 25.16
9 2 0.185 24.96 25.95 27.60 26.03 24.99 23.99
5 10 0.516 24.83 25.90 27.34 25.17 23.80 22.88
3 5 1.549 24.81 25.87 26.25 23.89 22.72 21.70
1 5 4.304 24.64 25.34 25.41 23.05 21.89 20.68
1 10 7.532 24.41 25.08 24.72 22.39 21.07 19.99
a Density of stars with 18.5<F160W<19.5 per arcsec2.
TABLE 10
Fields with elevated
IR background
Brick Field Filter
2 7 F110W
4 2 F110W
4 13 F110W
7 16 F110W
7 17 F110W
8 7 F110W
8 9 F110W
10 17 F110W
13 7 F110W
16 2 F160W
16 15 F110W
17 4 F110W
17 18 F110W
18 3 F110W
18 7 F110W
18 13 F110W
18 14 F110W
18 15 F110W
21 6 F110W
22 2 F160W
22 3 F160W
22 7 F160W
22 8 F110W
22 13 F160W
22 14 F110W
23 11 F110W
23 13 F110W
23 14 F110W
23 14 F110W
23 15 F110W
23 15 F160W
21
B23
B22
B21
B20
B19
B18
B17
B16
B15
B14
B13
B12
B11
B10
B09
B08
B07
B06
B05
B04
B03
B02
B01
Fig. 1.— PHAT footprints. The pattern of the 23 “bricks” of the PHAT survey are shown on a GALEX NUV image oriented with
north up and east left.
22
0 1000 2000 3000 4000 5000 6000
F12
F06F01 F02
F03 F04
F18
F05
F07 F08 F09 F10
F17
F11
F13 F14 F15 F16
Fig. 2.— IR exposure map with labeled field numbers for a generic PHAT brick. The grayscale is in units of seconds of exposure
time.
23
0 5000 10000 15000 20000 25000 30000
Fig. 3.— Total exposure map for a generic PHAT brick including all cameras. The grayscale is in units of seconds of exposure time.
24
0 5000 10000 15000 20000
Fig. 4.— Left: Total exposure map for one PHAT field including all cameras. This shows the data stack that is included for one
group of CCD reads into DOLPHOT. Right: Exposure map of all of the neighboring observations that overlap with IR footprint of
the field shown in left. It was too computationally expensive to include all of these fields in the simultaneous stack in this generation
of photometry, but their addition may improve future generations. The grayscale is in units of seconds of exposure time.
25
Fig. 5.— Stacked image quality in each camera. Left panels show the exposure map (1′′ per pixel; darker gray indicates more
exposure) of the 17′′×17′′ location shown on the right in UVIS (F336W; top) ACS (F475W; middle), and IR (F160W; bottom). The
images (grayscale inverted) show an area of complex overlaps including the 180◦ flip at the middle of Brick 14. The precision alignment
results in virtually seamless images.
26
Fig. 6.— Alignment quality of all images in the survey. Upper Left: One-sigma uncertainty ellipses for alignment between pairs
of CCD reads for all F475W data in Brick 15. The ellipses are fit via expectation-maximization of a foreground-background model
of all star-to-star matches between the pair of exposures. Each red ellipse shows the uncertainty between one pair of F475W CCD
reads. Each blue ellipse shows the uncertainty between an F475W CCD read and a F814W CCD read. Each gray ellipse shows the
uncertainty between an F475W CCD read and the ground-based absolute astrometric reference.Upper Right: Same as upper left, but
for F160W CCD read, and gray circles show alignment to the F475W images, red to other F160W reads, and blue to F110W reads.
Lower Left: Same as upper right, but for F336W, and gray circles show alignment to the F475W images, red to other F336W reads,
and blue to F275W reads. Lower Right: The scatter of alignment stars is computed as the standard deviation of the distribution
of alignment stars in units of native pixels of the CCD read being aligned. Blue indicates short (<20 seconds) exposure times. Red
indicates UVIS images of the North and East edges of the survey footprint.
27
Fig. 7.— Example of raw phot.fits output in the optical (left) and measurements culled from the raw DOLPHOT output (phot.fits)
when producing the ST tables (st.fits) because no single band had a measurement with signal-to-noise>4 and a sharpness value that
passed our cut from Table 3 (left). No CMD feature is seen in the culled measurements, showing the low quality of these measurements.
Fig. 8.— UV, optical, and IR CMDs of a small random sample from the catalog, color-coded to show the number of bands with
good measurements. In all panels, black, blue, cyan, orange, and red points show stars with good measurements in 2, 3, 4, 5, and
6 bands, respectively. Left: UV CMD produced from all measurements where both bands passed our GST criteria. Center: Optical
CMD produced from all measurements where both bands passed our GST criteria. Right: IR CMD produced from all measurements
where both bands passed our GST criteria.
28
Fig. 9.— UV color magnitude diagram for all F275W and F336W measurements in the survey. Numbers in the upper-right of the
panels refer to relative stellar densities shown on the map in Figure 10. In this case, the full survey, covering all stellar densities, is
shown. Left: Fraction of measurements flagged as not passing our quality cuts in either of the two bands. Right: CMD produced
showing only measurements that pass our quality cuts in both bands.
29
Fig. 10.— Map of the six levels of model stellar densities used to define the six regions that were used to make the different CMDs
shown in Figures 11–18. Numbers refer to the log of the stellar density of red giant branch stars. The numbers are relative and
determined from a model disk, making the normalization irrelevant. The areas covered by the defined regions are 770, 481 349, 113,
106, and 31 arcmin2 from lowest to highest stellar density, respectively. White squares mark the centers of the fields where artificial star
tests were performed to probe a range of stellar densities. We divided our results in this way to account for the changing completeness
limits with stellar density.
30
Fig. 11.— Fraction of F336W or F475W measurements flagged as not passing our quality cuts as a function of color and magnitude.
31
Fig. 12.— F336W-F475W CMDs of the 6 different regions defined by Figure 10, showing only measurements that pass our quality
cuts in both bands.
32
Fig. 13.— F475W-F814W at different stellar densities of the fraction of stars passing our cuts, as in Figure 11.
33
Fig. 14.— F475W-F814W CMDs at different stellar densities after quality cuts, as in Figure 12.
34
Fig. 15.— F475W-F160W CMDs at different stellar densities of the fraction of stars passing our cuts, as in Figure 11.
35
Fig. 16.— F475W-F160W CMDs at different stellar densities after quality cuts, as in Figure 12.
36
Fig. 17.— F110W-F160W CMDs at different stellar densities of the fraction of stars passing our cuts, as in Figure 11.
37
Fig. 18.— F110W-F160W CMDs at different stellar densities after quality cuts, as in Figure 12.
38
Fig. 19.— Model predictions for the CMDs of the total foreground population of the 0.5 deg2 PHAT survey. The foreground stars
draw nearly-vertical sequences at colors 1<F275W-F336W<3, 0<F336W-F475W<2, 1<F475W-F814W<4, 1.5<F475W-F160W<5,
and 0.4<F110W-F160W<0.8. Although the foreground stars make up <0.02% of the catalog, these sequences are still evident in the
observed CMDs show in Figures 9-18.
39
Fig. 20.— Root mean square scatter in the positive and negative directions (thick) and median (thin) of artificial star tests as a
function of (and relative to) input magnitude in all 6 bands at 5 different stellar densities (number of stars with 18.5<F160W<19.5
per arcsec2). Both the bias and the RMS scatter are very small at the bright end. In the UV bands, the errors at the faint end only
reach ∼0.2 mag, and the bias is faintward. In redder bands with low crowding, the bias is near 0, and the errors are ∼0.2 mag at the
faint end. In crowded regions, the bias and the errors can reach >0.5 mag, and the bias is brightward.
40
Fig. 21.— Root mean square scatter in the positive and negative directions (thick) and median (thin) in color as a function of
magnitude and stellar density (number of stars with 18.5<F160W<19.5 per arcsec2). Color scatter increases substantially with stellar
density, but the bias remains low, except right at the magnitude limit, where the bias can be large and relatively unpredictable.
41
Fig. 22.— Ratio of the RMS from artificial star tests to the DOLPHOT-reported uncertainty as a function of magnitude for a range
of stellar densities. Each panel gives the results for a different filter, as labeled, and each line color represents a different stellar density
(number of stars with 18.5<F160W<19.5 per arcsec2), as labeled.
42
Fig. 23.— Completeness as a function of stellar density (number of stars with 18.5<F160W<19.5 per arcsec2) in the survey. There
is a clear trend that the red bands are crowding-limited over much of the survey, while the UV bands are not.
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Fig. 25.— Median sharpness values for the all stars outside of the bulge as a function of position on the ACS/WFC camera in
F475W (top left) and F814W (top right), and as a function of postion on the WFC3/IR camera in F110W (bottom left) and F160W
(bottom right). The systematic patterns are the same as those seen in magnitude, suggesting the PSF library as the dominant source
of systematic errors.
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Fig. 26.— Median F475W sharpness values vs. F475W magnitude offset at each location on the ACS detector in several magnitude
bins. Upper-left: The relation at F475W=24.5, showing a strong anti-correlation. Upper-right: The relation at F475W=25.5, showing
the correlation begin to steepen as the range of median sharpness drops with increasing magnitude. Lower-left: The relation at
F475W=26.5, showing a continued steepening as the sharpness range continues to drop. Lower-right: The relation at F475W=27.5,
where the sharpness measurements no longer have the necessary precision to detect the correlation.
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Fig. 27.— Systematic magnitude variations for the same stars measured on different parts of the ACS/WFC camera in F475W
(top row) and F814W (bottom row). The pattern at the for brighter stars (left side) shows a grid pattern and correlation with
sharpness indicative of PSF model origin, while the pattern for faint stars (right side) is symmetric about the chip gap, indicative of
a CTE-correction origin.
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Fig. 28.— The F814W magnitude (left) and cumulative magnitude (right) distributions around the tip of the red giant branch for
34 6′ × 6′ regions of the survey. Note the tight consistency across the entire PHAT survey.
Fig. 29.— The F160W magnitude (left) and cumulative magnitude (right) distributions around the tip of the red giant branch for
40 6′ × 6′ regions of the survey. Note the tight consistency across the entire PHAT survey.
48
Fig. 30.— Histogram of the F814W magnitude of the center of the red clump feature for 298 3′ × 3′ regions of the survey. They are
all consistent with one another to ±0.05 mag, and the distribution is quite symmetric, suggesting that any biases in our photometry
are below this level of precision at this magnitude.
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Fig. 31.— Left: CMD from IR photometry of Brick 1, Field 5 when only the IR data are included in the DOLPHOT process. Middle
Same as right with updated DOLPHOT parameters. Right CMD from IR photometry with updated DOLPHOT parameters when all
UV, optical, and IR data centered on the Brick 1, Field 5 are included in the DOLPHOT process. All panels provide the total number
of stars and the magnitude which 90% of the stars are brighter than.
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Fig. 32.— Left: Fraction of raw optical detection lost as a function of color and magnitude. Contour levels show the locations of
CMD features in the full sample of the field. Very few (<10%) are lost inside of CMD features. Right: Same as left, but for culled
optical detections. The fractions is very low <5% inside of CMD features.
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Fig. 33.— Left: Stellar density map in Brick 17, where crowding is less severe. Right: Same as Left, but for Brick 2, where crowding
is more severe. Grayscale units are in stars per arcsec2. The chip gap features become much more apparent as crowding increases.
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Fig. 34.— Stellar density maps of Brick 02 showing bright stars (20<m<21) with good measurements in F110W. Left: Map produced
using results from single-camera photometry. Right: Map produced using results from multi-camera photometry. Grayscale units are
stars per 5′′×5′′ bin.
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Fig. 35.— Stellar density maps of Brick 02 showing faint stars (24<m<25) with good measurements in F110W. Left: Map produced
using results from single-camera photometry. Right: Map produced using results from multi-camera photometry. Grayscale units are
stars per 5′′×5′′ bin.
