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Abstract. During the manufacturing product life cycle, an increasing volume of 
data is generated and stored in distributed resources. These data are heterogene-
ous, explicitly and implicitly linked and they could be structured and unstruc-
tured. The rapid, exhaustive and relevant acquisition of information from this 
data is a major manufacturing industry issue. The key challenges, in this context, 
are to transform heterogeneous data into a common searchable data model, to 
allow semantic search, to detect implicit links between data and to rank results 
by relevance. To address this issue, the authors propose a query system based on 
a graph database. This graph is defined based on all the transformed manufactur-
ing data. Besides, the graph is enriched by explicitly and implicitly data links. 
Finally, the enriched graph is queried thanks to an extended queries system de-
fined by a knowledge graph. The authors depict a proof of concept to validate the 
proposal. After a partial implementation of this proof of concept, the authors ob-
tain an acceptable result and a needed effort to improve the system response time. 
Finally, the authors open the topic on the subjects of right management, user pro-
file/customization and data update. 
Keywords: Graph Database · Query System · Information Retrieval · Manufac-
turing Data · Manufacturing Industry 
1 Manufacturing Data Query 
Leveraging the data product generated during its life cycle is a main issue for manu-
facturing industry. Manufacturing can be qualified as either discrete – i.e., the produc-
tion of discrete items (e.g., cars, aircraft and appliances) – or continuous process, i.e., 
the production process that lends itself to an endless flow of non-discrete product 
(e.g., pharmaceutical, food and beverage, chemicals and cosmetics) [1, 2]. In this pa-
per, our proposal is mainly dedicated to discrete manufacturing but could be enlarged 
to other domains. It requires collecting and managing data that are heterogeneous (in-
cluding structured and unstructured data), explicitly and implicitly linked. Data are 
stored in distributed resources. One part is stored in information systems (PLM, ERP, 
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MES etc.) databases which are supported by different data models and the other part 
are mainly unstructured and semi-structured data such as target tracking in spread-
sheets, note taking in a text editor, reporting written in e-mail, etc. All this data are 
generated by different actors, using different languages, codifications and vocabulary.  
The rapid, exhaustive and relevant acquisition of information in this complex context 
is difficult. There is no unique point of access to get the requested information and this 
information is often difficult to access. The time spent searching for information repre-
sents a non-negligible part of the employee’s working time estimated to 19% [3]. 
When considering the relational nature of manufacturing data, the authors directed 
the work towards a graph-database query system. This choice allows the exploitation 
of all data relationships when searching. Besides, the authors have chosen to prioritize 
the search in all the textual content of the data (which can come from metadata, text 
files, but also images and tables). Indeed, the authors consider that textual content is of 
all other types (3D, schematic, etc.) the one that contains the most useful information 
for different people. The use of geometric content, images, diagrams, videos or any 
other type of non-textual content is therefore excluded from this paper to limit the  
study.  
The authors present the main issues to be solved and deduce their main function 
required for a solution in section 2. A detailed state of the art by function is presented 
in section 3. The authors detail in section 4 the proposal and its partial validation and 
conclude with a discussion in section 5. 
2 Key Challenges and Associated Functions 
A retrieval information system is defined by three main functions which are : data pre-
processing, query pre-processing and relevance evaluation of the data according to the 
query. Beyond the main requirements of a retrieval information system, which are fast 
time response, completeness and relevance of results, retrieving information in a man-
ufacturing company context involves many other challenges. To answer these chal-
lenges, the authors proposed to enrich the three main functions of any query system 
with four supplementary functions derived respectively from each identified challenge, 
which are: 
1. Data exploitation despite its syntactic heterogeneity: Data can be recorded in data-
bases or in documents as text files. In order to optimize search capabilities, the sys-
tem must be able to exploit the specifications of each type of data and return, as 
required, either a file list, a record list from a database, data linked to another through 
a relational database, a metadata value, a table cell value or a specific sentence in a 
text content.  To answer this challenge, the authors define a function that integrates 
each searchable element in the graph data model. This concerns the metadata of the 
records in the databases, the metadata of semi and unstructured files, explicit rela-
tionship between database tables, the textual content of the text files, image files and 




2. Data exploitation despite vocabularies and languages heterogeneity: Data contains 
textual content defined by a wide variety of actors, especially in an extended enter-
prise. In order to optimize the query results displayed to the user, it is necessary to 
return all the relevant results, even if the language or the vocabulary used in the data 
content differs from the language or vocabulary used in the query. A new function is 
then needed to extend the search for query keywords to all its semantically related 
terms. For example, if the term battery is used in the query, results must contain those 
with the battery translation as batterie in French and the battery synonyms as accu-
mulator. This function is called: “Function B - Search by Semantic Proximity”. 
 
3.Exploitation of implicit links between data: One impact of the distributed nature of 
data is the lack of links between data. For example, if the user searches for the price 
of a part using its functional reference but the price is associated with the supplier 
reference in another database, the search system must be able to detect the link be-
tween the two references in order to obtain the expected result. To answer this chal-
lenge, a function is then needed to detect implicit links between data. This function 
is called: “Function C - Detect implicit links between data”.  
 
4. Displaying results by relevance: The ranking of results by relevance is essential to 
any query system that provides a significant number of results. It is therefore neces-
sary to present the result according to a degree of relevance. The authors propose to 
define a system function called: “Function D – Rank the results in relevance or-
der”. 
3 Related Works 
The authors conduct a general state of the art considering several works that proposing 
query or analysis systems based on graph databases to deal with distributed and heter-
ogeneous data source issues. In Table 1,  the authors identify some works where each 
function consideration is evaluated. 
Table 1. Related work evaluation according to the expected functions. 
References Function A 
Process syntax spe-
cifics of data 
Function B 




links between data 
Function D Rank 
the results in rel-
evance order 
[4] Yes No Yes No 
[5] Yes No No No 
[6] No No Yes No 
[7] No Yes Yes Yes 
[8] [9] [10] 
[11] [12] [13] 
No No No No 
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The treatment of syntactic heterogeneity is achieved by using a meta-model to be 
instantiated at each new information source in the work of [4] and by integrating as 
many plug-ins as necessary transformations in the work of [5]. The works described in 
[4] and [7] deal with the automatic detection of non-existent links mentioning the use 
of various analytics such as text mining and the use of Levenshtein distance. The work 
describes in [6] integrates the detection of links between data to be unified by rules 
involving the relationships and common properties between the data. Finally, the au-
thors of [7] integrate the notion of semantic search thanks to semantic annotation via 
bio-ontologies and result classification according to a model specific to biology. The 
authors of [8-13] don't integrate any of the functions mentioned, notably because the 
sources of the data involved are known and limited in number, which makes processing 
ad hoc. 
As none of these works encompasses all the manufacturing industry challenges, the 
authors define a specific state of the art by function. It allows deeply defining the pos-
sible orientations transcribed in the scientific literature for each specific function. This 
study is described in the bullet list below. 
 Function A – The treatment process of data syntactic specificity. The transfor-
mation of relational database schema into a graph database schema is a well-proven 
field. For some graph database, the transformation is conducted by ETL (Extraction 
Transformation and Load) tools plug-in1. This transformation allows the relation-
ships retrieval between tables (with foreign keys) to generate graph links. Whereas, 
text extraction from document is possible with parser tools. Supported by natural 
language processing algorithms [14], the specific sentence detection according to 
language specificities such as grammatical rules can be done. Besides, property ex-
traction from documents is possible with standard computer operation. Finally, 
spreadsheet syntax exploitation has already been done in papers like [15] but the 
transformation is limited by adaptability of the different array formats. 
 
 Function B – Search by enabling semantic proximity. Since the Latent Semantic 
Indexing proposed by the Information Retrieval field [16], the tendency is rather to 
exploit knowledge resources of semantic relation between terms supported by ontol-
ogies [17] or knowledge graph [18]. Two orientations are then taken, query expan-
sion or enrichment of indexed descriptors.  
 
 Function C – Detect implicit links between data. Record Linkage is the task of 
finding two records referring to the same entity through different sources. Two ob-
jects can be associated if they have a common key. The typographical variations 
problems in this key are to be considered and can be solved by the comparison of 
common character strings (Levenshtein distance for example [19] ).  The link can be 
accentuated according to the number of common labels, and according to the labels 
involved, which can be weighted based on a revelation criterion [20]. On the other 
hand, it is also possible to use a knowledge graph and the user browsing history to 
                                                          
1 https://neo4j.com/developer/neo4j-etl/ 
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detect link between data [21]. Besides, link prediction is an important research area 
in social network analysis where the existing link analysis allows to the new links 
prediction [22]. 
 
 Function D – Rank the results in relevance order. The results ranking is carried 
out using several criteria. In the Information Retrieval field, the vector model used 
the number of terms occurrences. Other methods used by web search engines in the 
field of Search Engine Optimization should be considered [23]. These methods use 
for example the popularity of the sites (are they often browsed or searched?), the 
page freshness (are they regularly updated?) and the pages authority (do other sites 
refer to them?) etc. 
4 I-DATAQUEST, a Proposal for a Manufacturing Data 
Query System 
4.1 Proposal Description 
The authors define the proposal for a manufacturing data query system based on a graph 
in Fig. 1. The main object of the proposal is to offer to any manufacturing stakeholder 
the possibility to query all the company data. The back end of the proposed system 
contains three areas presenting the system main functions:  data pre-processing, query 
pre-processing and relevance evaluation of the data according to the query. Each of 
these parts was then enriched by sub-blocks allowing to respond to the specific func-
tions listed in section 2 and thus to the key challenges related to the study context. The 
details of the proposal implementation are briefly presented below. 
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Fig. 1. I-DATAQUEST – Architecture proposal for a manufacturing data query system  
1. Heterogeneous data transformation. As in the ETL transformation rules and the 
spreadsheet-specific transformation rules set out in Part 3, heterogeneous data are 
transformed to the unified graph data model of 𝐺𝑑 as shown in Fig. 2. (a) The node 
represents a document, a relational database record or a table row. (b) The nodes 
have relationships between them carried by the foreign keys of relational databases. 
(c) The nodes carry labels with a name and value that represent properties of docu-
ments, metadata of relational databases or columns value of a table content. (d) The 
label ‘contents’ integrating the textual content of the documents is added to each 
node concerned. (e) The ‘relevance’ label including a relevance score is added to 
each node.  
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Fig. 2. Transformation of heterogeneous data to the graph data model 
2. Data enrichment. Implicit links between nodes are added to 𝐺𝑑. In line with the rec-
ord linkage domain, these relationships are detected if a main label value (e.g. title, 
reference, name etc.) of a node A is mentioned in a label of a node B. The weighting 
of this relationship is added according to the presence of versioning label values (e.g. 
version, revision, maturity etc.) of node A in the labels of node B. 
3. Relevance return. As in popularity ranking methods for websites, when the user se-
lects a query result, the value of the label ‘relevance score’ of the associated node in 
𝐺𝑑 is increased. 
4. Query 𝑄 integration. The query 𝑄 integration is carried out by a graphical user in-
terface represented in Fig. 1. The user expresses his need for information in two parts: 
𝑄 = 𝑄𝑤 ∙ 𝑄𝑎 with 𝑄𝑤 terms representing the information type sought (‘what’) and 
𝑄𝑎 terms contained in the information sought (‘about what’). In addition to the ‘about 
what’ field, the use of the ‘what’ field allows searching for the value of a specific 
node label (for example the search for the 'price' label of a node whose title is 'battery' 
is thus allowed when 𝑄𝑤 = ′𝑝𝑟𝑖𝑐𝑒′ and 𝑄𝑎 = ′𝑏𝑎𝑡𝑡𝑒𝑟𝑦′). 
5. Transformation of the query 𝑄 to 𝑄′. The 𝑄 query is translated into the query lan-
guage adapted to the graph database and it is adapted according to the values of 𝑄𝑤 
and 𝑄𝑎. For example, if 𝑄𝑤  𝑖𝑠 𝑛𝑜𝑡 𝑛𝑢𝑙𝑙, 𝑄′ will integrate the query of all named or 
approximately named 𝑄𝑤 and return the values as results. In addition, 𝑄′ will query 
all textual content and return specific sentences based on the terms of 𝑄 and using 
natural language processing algorithms. For example, in a requirement search query, 
it is then possible to search for all sentences expressing a requirement because they 
contain specific verbs and modals as ‘require’, ‘must’ etc. The query is also divided 
into several sub-queries to evaluate the ranking of the results. For example, the sub-
query querying only the labels named ‘title’ will return results of high relevance.  
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6. Query expansion. The terms used in query are extended to the relevant terms. The 
relevant terms defined with a knowledge graph 𝐺𝑘 and according to a relevance 
score.  This relevance score is calculated based on the frequency of the term use in 
previous queries. For example, in a car manufacturer context, if the user uses the 
term ‘batterie’ in French, which means both the musical instrument and the energy 
storage element, the English translation ‘battery’ and not ‘drums’ will by preferred 
because it is more often used. 
7. Knowledge graph 𝐺𝑘 creation. Merging both ontology and knowledge graph con-
cepts, 𝐺𝑘 is built using external resources such as [24] to obtain synonymous, related 
and translating terms used in 𝐺𝑑 . 
8. Knowledge graph 𝐺𝑘 enrichment. When the user submits a query, the relevance score 
𝑆𝑟  between the query terms 𝑡𝑞 and the terms selected in reformulation contained in 
𝐺𝑘 is increased. Conversely, when terms are deselected, the relevance score 𝑆𝑟  is 
decreased. 
9. Query reformulation. A cross-reference of the terms used in 𝑄 and all terms in rela-
tionship in 𝐺𝑘 are proposed to the user as shown in Fig. 1. The user can select or 
deselect the terms to be included and thus reformulate the query. 
10. Graph database querying. The query 𝑄′ is applied to the graph database 𝐺𝑑. 
11. Results displaying. The results of the query of  𝐺𝑑 according to 𝑄′ are displayed to 
the user in an order of relevance established by steps 2 and 9. 
4.2 Proposal Validation 
The authors checked that necessary functions defined in section 2 are taken into account 
in the proposal. The authors have transcribed the result in Table 2. 















1,2,4 X       
7,8,9  X      
5   X     
7    X    
3,10,11     X   
8      X  
6       X 
A validation concerning the main requirements of a query system such as the fast re-
sponse time, completeness and relevance of results must be conducted. This validation 
has been so far partially achieved. Indeed, only the first four functions in Table 2 has 
been developed for the moment (including step 1,2,5,6,7) and by excluding the auto-
mation of data transformation step. 
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 The proof of concept developed by the authors uses different tools among the Python 
language, Apache Tika2 to extract the textual content of documents, Tesseract3 for the 
characters recognition in images documents and Neo4J4 as graph databases. Py2neo5 
was selected to conduct the query to Neo4j with Python language and DashByPloty6 
generates a web interface suitable for data analysis. Fig. 3 shows the different tools 
used for each layer of the proposition. 
 
Fig. 3.  Proof of concepts tools 
The dataset used to validate the author’s approach, comes from a digital model of a 
drone project and enriched. It contains 686 elements, 47% of which are unstructured 
data, 22% tree structure data and 17% from a relational database. The authors identified 
19 queries to meet the requirements of innovative uses in the manufacturing company 
and from its various departments. The expected answers per query were evaluated man-
ually by browsing through each object in the dataset. For time measurement, the aim is 
to achieve less than one second between the submission of the query by the user and 
the display of the result according to [25].  
The measures used to evaluate the Information Retrieval system are the recall (num-
ber of relevant documents found according to the number of relevant documents in the 







database) and the precision (number of relevant documents found according to the total 
number of documents display in result). A system returning all relevant results without 
displaying irrelevant results will have these two measurements equal to 1.  
The results obtained are in Table 3. The results are compared to a first step where 
only node and labels without processing of texts and tables content, have been inte-
grated in the graph database. 
Table 3. Partial evaluation of the proposal 
Stage Response time (s)  Precision Recall 
First step : Only metadata 25 1 0.01 
Second step : With function A 79 0.60 0.45 
 
Evaluation of the results shows a degraded query time. An important waste of time 
is due to the search for sentences in the textual content. There are ways to improve time 
such as the search for sentences on demand only but also by the integration of text 
content descriptors rather than the entire content, the reduced selection of labels to be 
used in a search, and the table content extracts on demand. It will therefore be necessary 
to evaluate each option according to the degradation of the other requirement values. 
However, the recall measurement improves and precision decreases with the increase 
in the number of results.  
5 Perspectives 
In order to address the issue of information retrieval in the context of manufacturing 
industry, the authors have highlighted the key challenges related to the manufacturing 
context and specifies the functions to be developed. These challenges have been defined 
according to the nature of the manufacturing data. These characteristics may be com-
mon to other domains, so it will be interesting to study the applicability of the solution 
to other domains in the future. A graph-based query system proposal was presented in 
this paper with three main functions and four specific functions. A proof of concept has 
been conducted for 4 of the 7 functions. This proposal responds to key challenges by 
first transforming the syntactic specificities of the data into a graphical data model, by 
extending the query terms to semantically close terms, by detecting and transforming 
the implicit links between the data into explicit links, and finally by classifying the 
results according to their relevance. It is therefore necessary to develop the integration 
of the remaining functions in order to complete the evaluation of the proposal. In addi-
tion to this work, some topics can be discussed. 
The user rights management is an important security issue. Indeed, unifying multiple 
data sources, the system integrates a variety of heterogeneous rights matrices, particu-
larly in the extended enterprise context. The main orientation is then the creation of a 
specific rights management to the query system. This right management required the 
same complexity as the existing one, which is a greatest remaining challenge. 
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Beyond the management of user rights, the user profile information (who, what pro-
fession, with what history of use) is an important asset to improve the results relevance. 
One of the questions is whether knowledge graphs by profile or user is needed. If so, 
its feasibility will have to be assessed while still meeting the requirements. 
Updating source data is also a feature to be considered in this proposal. This paper 
does not present the automation of data extraction from their sources but one orientation 
was taken in the creation and the update by batch. So the features to be considered are 
the creation, modification and deletion of nodes and relationships. 
Finally, the authors wish to consolidate the detection of implicit links between data. 
This allows a better follow-up in change management as presented in [26] with graphs 
and ontology.  
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