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Abstract . An extended polynomial GCD algorithm using Hankel matrices is presented
in this paper . Given f and g univariate polynomials over a field we construct from a
Hankel matrix, a finite sequence of polynomials -called the Polynomial Hankel Sequence-
such that the last element gives the greatest common divisor and the second to the last
yields the polynomials of the extended-GCD equality : u • f + v • g = gcd(f, g) .
1 . Introduction
Extended polynomial greatest common divisor (GCD) computation is an impor-
tant problem in Computer Algebra . Given two polynomials f (x), g(x) over a field F,
the goal is to determine simultaneously the greatest common divisor and the polyno-
mials u(x), v(x) that satisfy Bezout's equality : f •
u + g - v
= gcd(f, g) .
In this paper, we present a new method for solving the extended-GCD problem by
means of Hankel matrix techniques . For this purpose, we start with the association of
a Hankel matrix with the given polynomials, we continue by defining the fundamental
vectors, and constructing the fundamental solution sequence 0 . Finally, we consider
the polynomial sequence A subordinated to fl . The last element of A gives the greatest
common divisor and the second to the last yields the polynomials of the extended-
GCD equality. The sequence A has finitely many elements, and it can be generated
recursively. Hence, it follows that the GCD and the Bezout'8 polynomials are obtained
simultaneously by means of these sequences .
The properties of the polynomial Hankel sequence provide the fundamental tools to
construct the algorithms for the extended polynomial GCD problem. First, we design
an algorithm for determining the polynomial Hankel sequence of two given polynomials .
Second, we construct the corresponding Hankel algorithm to solve the extended-GCD
problem. These algorithms require at most O(n 2 ) univariate polynomial operations -it
is optimum among classical algorithms- and the maximum computing time function is
O(n9 1 2 ), where n and 1 bound the degree and size of the coefficients of the given poly-
nomials, respectively. The reason for this complexity is the coefficient growth in the
polynomial Hankel sequence . Furthermore, in the multivariate case Sendra (1990), the
modular version of this Hankel approach has the same complexity of Brown's modular
algorithm, see Brown (1971) .
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2. Basic Results
This section presents the fundamental propositions, notations and terminology we
will need from Hankel matrix theory .
A Hankel matrix is a symmetric matrix with a special structure . Its auxiliary
diagonal -sometimes called antidiagonal- as well as the diagonals parallel to it consist
of equal elements . Its definition is as follows :
• Let F be an arbitrary field, and (d;)>1, d1 E F. Then, the Hankel ma-
trix generated by (d;) ; >1 is defined as the infinite matrix H„ _ (h ;,1) ;,ß>1i where
h+,i = d+f-1
for i, j > 1 . And, H, (r > 1) is the r x r principal submatrix of H,, .
PROPER HANKEL MATRICES AND POLYNOMIALS
The proper Hankel matrix class is of fundamental importance for investigating the
relations between Hankel matrices and polynomials . The infinite Hankel matrix H„
generated by (d;);>1 is of rank r if and only if there exist elements a,,. . . , a, E F such
that :
dj = aldj-r
+ . . .
+ ard,-1, j > r (1)
and r is the least number satistying this property . Furthermore, if H,o is of rank r,
then H, is nonsingular, see Gantmacher (1974) . Finite rank Hankel matrices have
several interesting properties and applications . Such a matrix is said to be proper .
On the other hand, proper matrices can be characterized by means of rational
functions, establishing the connections between Hankel Matrix Theory and Computer
Algebra. For this purpose, we define:
e The Hankel matrix associated with the polynomials f, g E F [x] (deg(g) <
deg(f)) is the Hankel matrix generated by (d;)1>1, where d1 are given by the expansion:
g(x) _ Z
4-x-;
f (x)
i>O
Using characterization (1) one can prove the following :
LEMMA 1 . Let f (x) and g(x) be relatively prime polynomials over a field (deg(g) <
deg(f) = n) . Then, the Hankel matrix associated with f and g is proper of rank n .
PROOF : Consider the expansion given by (2) and let H„ be the Hankel matrix as-
sociated with f and g. One can assume that n > 0, otherwise H, o would be the zero
matrix.
Let f (x) = f"x" + + fo, then multiplying both sides of (2) by f (x) gives :
g(x) = ( fnx"
+
. . . +
fo) . ( do
+ dix- ' +
. . .)
( 2 )
and by equating coefficients of equal powers of x one obtains :
d.
_ fnd,_„ . . . - f n l d,-1 i>n
On the other hand, if one assumes that there exist a,,.a, E F (s < n) that
satisfy d1 = aid,_, + • • • + a,di_ 1 for i > s, then one has :
(z'
- ax"-'
-
. . . -
ai)
f (x) = d0x' +
(d1
-
a,do)xs-1
+ . . . +
(d, - a,d,_1 -
. . . -
a1do )
And, since g and f are relatively prime, one deduces that f (x) must divide the polyno-
mial x'- a,xs-1--.• - a,, which is impossible because s < n . Thus, H. has rank n. D
POLYNOMIAL HANKEL SEQUENCES
We now present a polynomial sequence derived from the Hankel matrix associated
with two given polynomials. This sequence solves the extended-GCD problem. We
begin with the following concepts :
• Let Hoe be the Hankel matrix generated by (d;)1>1, and H,n its m x m principal
submatrix. If H, n is nonsingular, then one defines as the m-fundamental pair of
solutions for H .. . the pair of vectors {w m, ym} such that :
wm
Hm = dm+1, . . . , d2m)
ym • Hm• = (o, . . .'0'1)
(assuming that H° is the principal submatrix of order zero of Hoe , and its fundamental
pair is {w° _( ),y° _( ) }) .
Now, consider { H„o , H,, l , Hn„ . . . , Hn, }, with no = 0, 1 < n1 < n2 < • • • < n, <
n, to be the sequence of all the nonsingular principal submatrices of Hoe . Then :
•
	
We define the Fundamental Solution Sequence for Hoe as the sequence
of vectors { wno,wnl,
. .
. , wn . }, where w nj is the first vector of the ni-fundamental pair .
• We also define the Polynomial Hankel Sequence for f and g as the se-
quence of polynomials {
Pno (z),Pn1 (z), . . . , Pn . (z) } :
Pn;
(x) = 2
n i
-
an ;x
n;-1
-
. . .
- a1
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with (a,, . . . , a,,,)=
w"i
being the ni-th fundamental solution, and po(x) = 1 .
REMARKS:
1) Let w"j = (ai, . . . , a,, ;) be the ni-fundamental vector, then we denote the
vector (ai , . . . , a,,,, -1) by (w
ni,
-1), and the n x m matrix (6i+p .i)i<<<n,i<j<,n by Iv
,m .
2) It always holds that :
-f . ( fo,
. . .
, fn-i) • H" = (d"+i,
. . . , d2n)
Therefore, if H,, is nonsingular then wn _ (7 ,	fn_I ) and p,,(x)
= -
f (x) .
3) Since the rank of H.,, can not be greater than n, one can work with the
finite Hankel matrix H" generated by (di g . . . , d zn_ 1 ) . Furthermore, one need not com-
pute the whole expansion in order to obtain either the Polynomial Hankel Sequence
or the Fundamental Solution Sequence . Indeed, only the quotient of the polynomial
x2n-i • g(x) and the polynomial f (x) need be calculated .
ALGORITHMIC TOOLS
Now, the next step is the effective construction of the Polynomial Hankel Sequence .
For this purpose, a recursive method is employed to determine the fundamental pairs .
The following results show how to design such a process, see Sendra (1990) .
Let H,, be the Hankel matrix of order n generated by (d ;)i<i<2n-i ; and the non-
singular principal submatrices HP, Hq (0 < p < q :5 n) be such that det(Hi) = 0 for
p < i < q, and {WP, yP}, {w 9 , y4 } are the associated fundamental pairs . One can then
formulate the statements :
• The following conditions are equivalent :
i) There exists a positive integer m (p < m < n) such that :
(WP ' - 1) . (d;, . . . , d;+P )T = O O < t < m
(WP, -1) (dm , . . . , dmtP)
T :A 0
ii) det(Hi ) = 0 for p < i < m and det(H,n) # 0 .
(3)
with ak, j E F, and :
o = (wp , -1) • (dq , . . . .
dq+p)T
ak = o(dp+q+k+1
-
w(k)'(dp+k+1,
. .
.,dp+q+k)T)
An Extended Polynomial GCD Algorithm
	
29
• If one considers the family {w(k)}k=o, . . .,q_p of p-dimensional vectors (p > 0) :
W(O) = WV
w(k + 1) = w(k) • Ip,p +
pkwp
+ Ekyp for 0 < k < q - p - 1
then it holds that :
w(k)
• Hp =
(
dp+k+1, . . .,d2p+k)
for 0 < k < q - p
where-
Pk
= w(k) • (0, . . . , 0, 1)T , Ek = d2p+k+1 - w(k) '
(dp+1,
. . . ,
d2,
) T
• If {w(k)}k=o, . . .,q_p is the above family, and {w(k)}k=o,,,,,q_p
of q-dimensional vectors :
• When p is zero then the family {w(k)}k=o, . . .,q is defined as :
0(0) = (0, . . . , 0)
1 w(k
+ 1) =
w(k)
+ ak(-1) •
iqk-1
for 0 < k < q - 1
with ak
= á,
(dq+k+l -
w(k) • (
dk+1, . . . , dq+k)T) .
is the family
w(0) =
w(q
- p) ' 1p•q
o(k
+
1) = w(k) + ak(wp, -1) Ip+l,q k-1 for 0
<
k
< q - p -
1
then it holds that :
w(k)
' Hq = (dq+l,
. .
. , dq
+p+k, ak,q+p+k+1,
. .
.
,
ak,2q)
0
<
k
<
q
-
p
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The previous statements allow the q-fundamental pair to be expressed by means
of the p-fundamental one :
• Let H„ be the Hankel matrix generated by (di , . . . , d2„_1) ; And the nonsin-
gular principal submatrices HP, Hq be such that det(Hi) = 0 for p < i < q .
Then, it holds that :
{w° , y9 } _ {W(q - p),
a
1
j,q}
where a and {w(k)}k=o,,, .,q_r are defined as above .
HANKEL DETERMINANTS
Finally, we present a theorem for Hankel determinants . The algorithmic version
of this result has as key elements the relations between the fundamental pairs and the
minors of the given matrix, and provides a fast method -O(n 2)- to compute the deter-
minant of an n x n Hankel matrix . This process can be applied to several Computer
Algebra problems, see Llovet & Sendra (1989) .
THEOREM 2 . Let H„ be the Hankel matrix generated by (d,) 1<i<n ; HP,Hq (0 < p <
q < n) are nonsingular principal submatrices such that det(Hi ) = 0 for p < i < q, and
wP is the p-fundamental vector . Then, it holds that :
Mi =
(~ - p
)(i2-
P+1)
i
-P
det(Hi) _ (-1) a; det(HH ) p < i < q
whereas = (w)), -1) • (d;, . .
. ,
di+P)
T
.
PROOF : Let p > 0 (if p = 0 the theorem is trivial), and wP = (a,,. ai,) . For every i
(p < i < q) we consider the matrix of order is
/ 1
1
a1 . . .
a, -1
a1
. .
aP -1
where a; = 0 if j < q . Therefore, for every i (1 < i < q) it holds that :
det(H1) =
(-1)
(
i -P)(2p+e)
a;-"
det(H,) det(Mi)
= (-1)
ci-P)(2 P+l)
a~-p det(Hp ) .
3. Main Results
g(x) _
	
d,x
-i
f(X )
f (x) = fn pn . (x) d(x)
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Consider two polynomials f, g E F[x], then let Hoe be the Hankel matrix, II the
fundamental sequence and A the polynomial Hankel sequence associated with the given
polynomials, respectively :
• f (x) = fnxn
+
. . . +
fo g(x) = gmxm +
. . . + go (m < n)
• Hoe generated by (di ) i>l where :
• fl wno , . . ,
n.
I
w
• A = {Pno(x),
. .
.,Pn,(x)Î
In this section, we show that the GCD of two polynomials can be obtained by
means of the last element p,,. (x) of the sequence A, and that the extended- GCD problem
can be solved using the second to the last element pn,_, (x) of the sequence A .
THEOREM 3 . The polynomial f (x) can be factorized aa :
where d(x) = ged(f,g) .
PROOF: Let 1,9 E F[x] be such that f = Id, g = pd . Since the expansion of the
Then:
/
d1
. . dp dp+l
di
d2
dp+1 dp+2 di+1
dp
d2p-1
d2p d1+p-1
Mi
	 Hi-
a1
' UP
ap+l Ui
a2
Op+l Op+2 Oi+1
ai-P ' •
ai-i ai
. .
a21-p-1 /
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rational functions g1 f and #/I are the same, and as f and g are relatively prime, one
deduces according to Lemma 1, that Hoe is proper, and its rank is the degree of f .
Therefore :
deg(f(x)) = n, = deg(Pn
.(x))
On the other hand, wn • _ (a 1 , . . . , an ,) and p,, . (x) = xn' - an,xn'
-1
- • - a1 , then
using (3) it holds that :
(Wn, ,-1) ((lj, . . .,dj+n
.)T
-0
for
Hence, if one uses fnpn,(z) to multiply both sides of:
g(x) I]
dix-
i
i(x)
i>
L
o
one obtains :
j>1
n,
fnPn.(x)0(x) = f(x) L„
mifnx
i
i=0
with 11tí = (-ai+l,	n,, 1) • (do , . . ., dn.
_i)T
E F for 0 < i < n„
Mn.
= d0 .
Consequently, since f and g are relatively prime, one shows that f divides fnpn,(z) .
Furthermore, these two polynomials have the same degree and the same leading coef-
ficient, hence f(x)=fnpn,(x), and therefore f(z) = fnpn,(x)d(x) . o
The next lemma states a useful property relating the fundamental sequence to the
polynomial Hankel sequence .
LEMMA 4 . The Hankel matrix associated with the polynomials p n,(x) and 1 is gener-
ated by (c i ) i>l where :
Ci =
- (,,n .-l'
-1)
. (d'.' . .
. ,
di+++
.-i )T
with or =
(,,n .-I, -1)
• (dn
	dn,+n.-1)T .
PROOF : Let Wn . = (a1i . . .,an .) and pn,(x) = xn • -
an .
xn •- i - - a1 . Then, if one
uses pn. (x) to multiply both sides of the expansion :
	 1
= E
ciz -i
Pn.(x) i>>
.
i
one obtains :
Ci =0 for 1<i<n,
Cn.=1
ci = a.1ci_ n, + • • • + an,ci_1 for i > n,
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On the other hand, let (c
;);>1 be the sequence defined by
:
C1
. _ (W", -1) for i > 1
We then prove that c
; = ci for each i . Now, since w"--I and wn • are consecutive
fundamental vectors, it holds from (3) that (,,n
.- 1, -1)
•
(d;,
. . . , d;+n,_, )T = 0 for
1 < i < n„ and therefore c
; = 0 = c; (1 < i < n,)
. Furthermore, a = (W n'-',-1)
(dn	
dn
. +n,_1)T 54 0, and cn . = 1 = c,, .
. For the case i > n, it follows :
C* = 1 ~(n
.-l'
W-1) (d,
	
d
;+n. ')T
d1_n, di-1
'(,n.-I _1)
. . (wn.)T
* •
(
.n
. )T
a1Cti n
. +
. . . ++ an
.Ci-1
Hence, one can conclude that the sequences (c
;);>1 and (c ; )
;>1 are equal .
The next theorem deals with the extended-GCD problem . More precisely, we
intend to determine the polynomials u(x), v(x) E F[x] such that :
u(x)
. f (x) + v(x) . g(x) = gcd(f, g)
(We will not consider the trivial case where f (x) = cg(x), and c E F)
.
THEOREM 5 . Let f,g E F[x] and a = - fn(wn •-
', -1) (dn
	
dn,+n,_,)T then :
• v(x) = áPn,_1(x)
f 0 0 • 0 da
0 0 ••• do d1
• u(x) = -a(w"_
.',-1)
0 do
. . . A
.-,-2 dn,_1-1
do d1
. . . 4
.-,-1 4 .-1 1
f xn •- 1
X
1 j
PROOF : First, observe that a is never zero . Let f and g be polynomials over F such
that f =1d and g = gd . Then, using Theorem 3 one has that I (x) = fnpn, (x) and by
applying Lemma 4 :
x_
;
AX) - s>_1 fn
where c; = (- fn/a) (wn
•-
', -1)
•
(d
;	d;+n,_,)T . Therefore, if one assumes that
(1/a)Pn •_ 1(x) = bn._, xn'-' +
• • • + bo it holds that :
C, - ff1(bp, . . . 1 bn
.-, ) (w,
. . . 1 di+n,-, )T
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Thus :
	 1 = E(E b
. )x
nE b
x-'
f (x)
' ~+j
>1 j=o
j=0
i>j+1
Hence :
f (x) = F bi 2
;j (f (x) E d,xaPn
.-1 (x) f (x) n~1 6'
d,x~
j=o i=o
Then, if m(x) is the polynomial over F :
n._i j
E bj E djxj-i
j=o i=o
one obtains :
4 . Algorithm
Main theorems provide the fundamental tools to construct an efficient extended
polynomial GCD algorithm using Hankel matrices
. First, we design the algorithm PHS
that determines the polynomial Hankel sequence for two given polynomials. Second,
we construct the Hankel algorithm HEGCD to solve the extended-GCD problem . Fi-
nally, we shall illustrate the process HEGCD by an example .
Algorithm PHS (f, g) (Polynomial Hankel Sequence)
QPn
.-1(x)9(x) -M(X)f(X) = 1
and finally multiplying both sides of the last equality by gcd(f, g) one concludes that
V(x) = a~Pn
.-1(x) and u(x) = -m(x)
.
To prove the second statement, we apply the two last expressions and obtain :
n .-1 3
u(x) = - 6j L djxj-
j=o ;=o
El
Input : •
f,g E F[x] ;
•
f (X) = fnxn +
. . . + f0, g(x) = gmxm + . . . + go (m < n)
;
Output : • The polynomial Hankel sequence for f and g .
1 . Compute the quotient of the polynomials x2n-1
. g(x) and f (x)
:
dn_mxn+m-1 +
. . . + d2n_1
:= quotient(x2n-lg(x), f (x), x)
d,:=0 for i < n - m
2. no := 0 ; r := 0 ; s := 1 ; Pno (x) :=1;
3 .
3 .7 .
3 .8 .
3 .9 .
4 . Return
Algorithm HEGCD(f,g) (Hankel Extended GCD)
Input : • f, g E F[x] ;
•
	
f (X)
= fnxn
+
. . . +
fo, g(x) = gmxm
+
. . . +
go
Output : • A list L with three elements in F[x] satisfying :
• L[1] = gcd(f, g)
• L[2] • f + L[3] • g = L[1]
1 .
{Pno(x),
. .
.,Pn.(x)}
:= PHS(f,g)
;
o :=
(,n.-I,
-1) • (dn	dn
.+n,-i ) T ;
(where w
n
.- ' is the ns_ 1-th fundamental solution)
0
2. U .=
1~0(Wn
.-', -1) .
do
3. u(x) := U .
(Zn.-i' . .
. , x, 1)T
v(x) :_ -f1 Pn.-i (x)
d(x) := quotient(f (x), fnPn . (x), x) ;
4. Return [d, u, v] ;
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While r < n do
3.1. Determine m such that m =min{ j / 0 < j < n - r and o1 # 0 }
where Q1 = ( wr, -1) • (dr
+i+l, . . . ,der+i+1)T ;
If all the o1 are zero then « s = s - 1; go to (4) > ;
3.2. If m = n - r - 1 then « n, := n ; pn , (x) :_ ~ f (X) ; go to (4) > ;
3.3. If r = 0 then « w(0) = (0, . . . , 0) E Fr+m+l
;
go to (3.6) »;
3.4. W(0) := w' ;
for k :=0 tourdo
« pk := w(k)
.(0,,0,1)T;
Ek:=
der+k+1 -
w(k) • ( dr+1, . . . , d2r) T ;
w(k + 1) := w(k) •
I,,,,
+ PkWr + EkYr » ;
3 .5 . w(0) := w(m + 1) •
I°r+,n+1
;
3 .6 . For k :=0 tom do
<
ak :=
om
(tü(k) • (dr+k+1,
. . . .
der+m+l+k)T - der+m+k+2,I ;
tv(k + 1) := to(k) + ak(wr, -1)
I,+1r+m+l » ;
{Wr+m+l , yr+m+l} :_
{tv (m + 1)
l
(Wr 1) • Io } •
r+ l,r+m+1
n = r + m + 1 ; p (x) :_ -(W'+m+
1
x
xr+m+1) T .
r :=r+m+ l ;s :=s+1;
{Pno(x),
. .
.,Pn.(x)} ;
(m < n) ;
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Example: Let f and g be the following polynomials over Q :
f (x) = 2x 5 + z 4 - z3 + 4x2 +2x-2 , g(x) = 10x3 + 3x2 - 6z + 1
• The quotient of the polynomials z9 • g(x) and f (x) is :
q(x) = 5x 7 - x6 - 10x4 + 2x3 + 20x - 4
• Therefore the Hankel matrix associated with f and g is the matrix generated by
(0,5,-1,0,-10,2,0,20,-4) :
• The fundamental solution sequence of H5 is { w ° , w2 , w3 }, where w°
W 2 = (-2b ,- 1 ), w 3 = (-2,0,0) and v = zbl .
Hence the polynomial Hankel sequence of f and g is {
PO(X), P2 (X), P3 (X)
} :
PO(x) = 1, P2(z) =
x
z
+
1
5x +
1
25 , P3(x) = x
s
+ 2
• The coefficient vector of the polynomial u(x) is :
0 0 0
U
:=
- 502 ( 25' b'-1)
.
0
0
0
0
5
0 :_ (0,0,
502 )
Thus :
v(x) _
-5
02 P2
- . ( z) _ - sözx2 - sóz z - 502
d(x)= -= x2 +!x-Z
(x)zvs
5. Computing time analysis
The present section is devoted to the issues concerning the complexity of the previ-
ous algorithms . We shall concentrate on the worst case complexity, which is calculated
in terms of the degree and the length of the given polynomials . We observe that,
since whenever one multiplies a vector by I' one just shifts its coordinates, it is not
actually necesary to multiply them .
For this purpose, we first analyze the complexity of the algorithm PHS that com-
putes the polynomial Hankel sequence (Propositions 6 and 8) . To finish, we derive
complexity bounds for the algorithm HEGCD (Theorems 9 and 10) .
0 5 -1 0 -10 "
5 -1 0 -10 2
H5 = -1 0 -10 2 0
0 -10 2 0 20
v
-10 2 0 20 -4 ~
PROPOSITION 6 . Given two polynomials f,g E F[x}, the algorithm PHS requires at
most 0(n2) operations, where n = max{deg(f ), deg(g)} .
PROOF : Let us also assume that { nl, . . . , np+l } ,1 < n l < n2 < . . . < np < np., l = n,
are the orders of all the nonsingular principal submatrices of the Hankel matrix associ-
ated with f and g. The time for execution of the i-th step in PHS is denoted by t ;, and
us ,,,j is the time for step 3 .i. in the j-th loop of the third step ; then t1 -< n 2 , t2 -< 1
and t4 -< n . In analyzing t3, one observes that third step has to be repeated (p + 1)
times, and that r = nj_ 1i m = nj - nj_1 - 1 in the j-th loop . Therefore :
Thus :
p+1 9
	
p+1
t3 '~
Y, Y,
u3,i,, :~ E nj - n,_1 =
np
+,
-n 2
-< n2
j=1i=1 j=1
Consequently, the algorithm PHS requires at most 0(n 2 ) operations .
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Now we analyze the complexity of the algorithm PHS when f and g are univariate
polynomials over the rational number field . For this purpose, we state the following :
LEMMA 7 . Let B be an n x n nonsingular matrix over the integers, and b E Z" .
If all the nonzero entries of B and b are bounded in length by 1, then it holds that
(n log n+2n1) bounds in length all the nonzero entries of the unique solution of B•x = b .
PROOF : Let z be the solution of the linear system, then every coordinate of z can
be expressed as the quotient of two n x n determinants whose entries are from B and
b . Therefore, using Hadamard's inequality, the numerator and denominator of every
coordinate of z are bounded in magnitude by n"/ 2 . c", where c is the maximum of the
magnitudes of the entries of B and b . Hence taking logarithms one ends the proof. 0
REMARK . When B and b are over the rational number field it follows that n2 1 domi-
nates -in length- the coordinates of the solution .
PROPOSITION 8 . Given two polynomials f,g E Q[xj, the maximum computing time
for the algorithm PHS is 0(n9 1 2 ), where l = max{log(norm(f )), log(norm(g))} and
n = max{deg(f), deg(g)} .
PROOF : Let us also assume that { n1 , . . . , np+l }, 1 < n1 < n2 < . . . < np < np+l = n,
are the orders of all the nonsingular principal submatrices of the Hankel matrix asso-
ciated with f and g . We also denote the time for execution of i-th step in PHS by t i ,
and the time for the step 3 .i. in the j-th loop of the third step by u5,1,1 ; then, tj -< 12 n3 ,
t2 -< 1, t
4 -< n, and the maximum length of the entries d; -of the Hankel matrix asso-
ciated with f and g- is dominated by d = nl . In deriving a bound for t 3 , we suppose
u3,1j -<
(nj-
1 + 1
)(nj - nj-1) u3,2,j
:~
nj u3,3,j
:~
nj
u3,4,j :~ (nj-1
+ 1
)(ni - ni-1) u3,5,j
::~
ni us,6,j
-<
nj(nj - nj-1)
u3,7,j
-< nj
u3,8,j
-<
nj u3,9,j 1
.ia
	
j .
K
. senara ana J . L1ove1
that one is on the j-th loop of the third step . Since r = nj_1 and m = nj - nj_1 - 1,
it will then hold that :
u3,2á :~ nj12, u3,3á _~ nj, u3,5,j :~ nj, u3,8,j :~ nj, u3,9,j _-~ nj
and for the remainding steps it follows that :
Step 3.1. Since w
ni
-1 is the nj_ 1 -th fundamental solution, if we apply the remark
of Lemma 7, it can be deduced that all its entries are dominated in length by l j_ 1 =
ni_ 1 nl . Thus :
u3,1á
:~
(nj-1
+
1
)(nj - nj-1) dlj-1
and the length of am is dominated by d + lj_1 .
Step 3.4 . Since :
w(k) • Hnj-1 = (dni_,+k+1, . . . , d2ni_1+k)
0 < k < m + 1
using the remark of Lemma 7 one deduces that, for every k, Ij_ 1 dominates in length the
entries of w(k) . And thus, the length of pk and ck
are dominated by lj_ 1 . Consequently :
m
u3 4 j ni-1(d +
1j-
jij
-1
=
(ni - ni- 1) (ni-1
+ 1
)i_
k=0
Step 3 .6 . Since ak is dominated in length by 2(k+1)(d+lj_1), and since the entries
from tv(k+1) are also dominated by 2(k +1) (d+lj_ 1 )+li_ 1i then the computing time
for obtaining ak and w(k + 1) is dominated by 2(k + 1)nj(d + íj_ 1 ) 2 . Therefore :
u3,6,j
-~ > (k + 1)njli
ni(ni - ni-1) 2 l
_1
k=0
Step 3.7 . Also u8,7,j -< n j lj_ 1 .
Taking into account the computing time for all the previous steps :
p+l 9 p+l
u3,,,j
-
ni(ni - ni-1) 2l _ 1
i=1+=1 j=1
p+l
n712
>2(ni
- ni-1) -< n
9 1 2
t3 7~
m
j=1
Finally, the maximum computing time for the algorithm PHS is 0(n
912) .
D
Using the above results we obtain the corresponding complexity of the algorithm
HEGCD .
THEOREM 9 . Given two polynomials f,g E F[x], the algorithm HEGCD requires at
most 0(n2 ) operations, where n = max{deg(f ), deg(g)} .
THEOREM 10 . Given two polynomials f,g E Q[x], the maximum computing time for
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the algorithm HEGCD is 0(n9 1 2 ), where l = max{log(norm(f)), log(norm(g))} and
n = max{deg(f), deg(g)} .
Conclusions
We have seen that the extended polynomial GCD problem can be solved by means
of Hankel matrices . Using this approach we construct an algorithm that requires at
most 0(n2) operations, and its maximum computing time function is 0(n91 2 ) . The
required number of operations of the algorithm HEGCD is optimum among the corre-
sponding bounds of the classical algorithms . However, the maximum computing time
function is not so optimal . The reason for this is the coefficient growth in the polyno-
mial Hankel sequence. Nevertheless, the modular version of this approach improves the
computing time function . In particular, for the multivariate case, the Hankel method
has the same complexity of the Brown's modular algorithm .
In contrast to classical algorithms, we treat the problem by means of matrices .
This treatment can improved implementation timings .
We gratefully thank F . Winkler for his useful remarks on computing time analysis .
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