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A graph has quantum symmetry if the algebra associated with its quantum automorphism
group is non-commutative. We study what quantum symmetry means and outline one
specific method for determining whether a graph has quantum symmetry, a method that
involves studying planar algebras and manipulating planar tangles. Following the method
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1.1 Background and Notation
We recall some introductory definitions that will be used in the course of this paper.
Definition 1.1.1. The symmetric group of order n is the group of all permutations of
n elements with group operation of composition. Formally, Sn is the set of all bijections of
the set {1, ..., n} to itself.
Remark 1.1.2. Any permutation σ ∈ Sn can be written in cycle notation. For example, the
permutation σ sending 1 to 3, 3 to 2, 2 to 1, 4 to 5, and 5 to 4 can be written as (1 3 2)(4 5).
Definition 1.1.3. The adjoint of a bounded linear operator T on a Hilbert space H is
another bounded linear operator T ∗ on H such that 〈Tx, y〉 = 〈x, T ∗y〉 for all x, y ∈ H





= In (where M is the matrix such that M ij = Mij). A matrix in
Mn(C) is said to be unitary if it is in the unitary group.
Definition 1.1.5. A projection is a linear map p from a vector space V to itself such that
p2 = p.
Definition 1.1.6. A partition of unity is a finite set of projections P such that:
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a) The projections are orthogonal, meaning for any p, q ∈ P , pq = 0
b) They sum to the identity.4
1.2 Permutation Groups
Every permutation in Sn can be associated with a matrix as follows. Let a permutation
σ ∈ Sn. Let {e1, e2, ..., en} be the canonical basis vectors of Cn.
Then, define the map π : Sn →Mn(C) by
π(σ) = [eσ(1)eσ(2)...eσ(n)]. (1.1)
Below is an example permutation for σ = (132)






Remark 1.2.1. From the example and from the construction using basis vectors, one can see
that every entry in a permutation matrix is either a 0 or a 1, and there is exactly one entry
that is 1 along every row and column.
Because of this, the sum along any row or column of a permutation matrix is 1.
Proposition 1.2.2. The map π : Sn →Mn(C) is an injective group homomorphism.
Proof. We show π is a group homomorphism from Sn (with group operation composition) to
Mn(C) (with group operation matrix multiplication). Specifically, we show that π(σ1σ2) =
π(σ1)π(σ2).
Let the n× n matrices A,B, and C be defined by A = π(σ1), B = π(σ2), and C = AB.
Note that in the matrix C, cij =
∑n
k=1 aikbkj for all i, j ∈ {1, ..., n}. From Remark 1.2.1, it
is clear that each aij, and bij are either 1 or 0, so each cij is also either 1 or 0.
4
Thus, for cij 6= 0, aikbkj = 1 for some k ∈ {1, ..., n}. In fact, there is only one k where
this is the case, because from Remark 1.2.1, there is only 1 in each row or column of A and
B. Thus, for a specific k, 1 = aik = bkj.
Since A = π(σ1) = [eσ1(1), ..., eσ1(n)], if aik = 1, then eσ1(k) = ei, so σ1(k) = i. Likewise,
since B = π(σ2) = [eσ2(1), ..., eσ2(n)], if bkj = 1, then eσ2(j) = ek, so σ2(j) = k.
This means that for any j ∈ {1, ..., n}, (σ1σ2)(j) = σ1(σ2(j)) = σ1(k) = i. There-
fore, cij = 1 if and only if (σ1σ2)(j) = i Now, for the n × n matrix M = π(σ1σ2) =
[e(σ1σ2)(1), ..., e(σ1σ2)(n)], mij = 1 if and only if (σ1σ2)j = i. Therefore, M and C are the same
matrix.
The injectivity of π follows from showing that ker(π) = {ε}, where ε is the identity
permutation. Thus, we show that σ ∈ ker(π) if and only if σ = ε.
σ ∈ ker(π) ⇐⇒ π(σ) = In
⇐⇒ [eσ(1)...eσ(n)] = In
⇐⇒ σ(j) = j for all j ∈ {1, ..., n}
⇐⇒ σ = ε.
1.3 C∗-Algebras
Definition 1.3.1. A C∗ algebra is a normed algebra A over the complex numbers that has
all the following properties:
• A is complete with respect to that norm (it is a Banach algebra).
• A has an anti-multiplicative, conjugate-linear involution. That is for every a, b ∈ A,
there is an a∗ ∈ A such that (a∗)∗ = a, (ab)∗ = b∗a∗, and (a + λb)∗ = a∗ + λ̄b∗ (where
λ ∈ C).
5
• For all a ∈ A, the identity ||a∗a|| = ||a||2 is satisfied.
Remark 1.3.2. C is a C∗-algebra with the involution being the complex conjugate.
Remark 1.3.3. Mn(C) is a C




Remark 1.3.4. The space C(X) of continuous, complex valued functions on a compact space
X is a C∗-algebra. The norm of f(x) ∈ C(X) in this space is given by the supremum norm
‖f‖∞, and the involution of f(x) is f(x)∗ = f(x) given by pointwise conjugation.
In fact, every commutative C∗ algebra is isomorphic to an algebra of bounded linear op-
erators on a Hilbert space according to a theorem by Gelfand and Naimark (see [6, Theorem
1.4.1]).
Definition 1.3.5. A projection in a C∗-algebra is an element p ∈ C∗-algebra such that
p2 = p = p∗.
The terminology comes from orthogonal projections in vector geometry. For a vector
space V , if p is the map p : V → V that orthogonally projects v ∈ V onto a subspace Y ,
then p2 = p as in Definition 1.1.5. In the geometric case, this can be thought of as projecting
a vector onto another vector. If the result after the first projection is then projected again,
there is no change. The map p is thus a projection in the sense of Definition 1.3.5 within
the algebra of endomorphisms of V , which is also a C∗-algebra as in 1.3.3
Moreover, from the Gelfand-Naimark Theorem, a projection p in a C∗ algebra A can be
associated with a bounded linear operator P on some Hilbert space H. Then, it is known
that P ∗ (where in this case the star denotes the adjoint of H, see Def 1.1.3), is the operator
associated with p∗. Therefore, since p∗ = p, we say that p is self-adjoint and the ∗ of the
involution in A is used to simultaneously refer to the ∗ of the adjoint operator.
6
Chapter 2
Quantum Permutation Groups and
Quantum Symmetry
2.1 The Classical Permutation Group as a C∗-Algebra
Now, we may consider C(G) where G ⊂ U(n) (See Definition 1.1.4) is a compact Lie group.
From work done by Woronowicz [13], it is possible to translate the algebraic properties of G
onto C(G).
Definition 2.1.1. A biunitary matrix is a matrix u ∈ Mn(A) over a C∗-algebra A such
that u∗ = u−1 and uT = ū−1, where u∗ is the involution of u ∈ A as described in Definition
1.3.1.
Definition 2.1.2. A Woronowicz Algebra is a C∗-algebra A generated by n2 elements
uij (1 ≤ i, j,≤ n) such that the matrix u = [uij] is a biunitary matrix (see Definition 2.1.1)
and the maps
a) ∆ : A→ A⊗ A given by ∆(uij) =
∑
uik ⊗ ukj, the comultiplication,
b) ε : A→ C given by δ(uij), the counit,
c) S : A→ Aop given by S(uij) = u∗ji, the antipode,
7
are morphisms.
Remark 2.1.3. From Definition 1.1.4 and Remark 1.3.3, if the algebra A is commutative, like
C, then a biunitary matrix is the same as a unitary matrix.
For a full explanation of comultiplication, counit, and antipode see [4]. The terminology
is reminiscent of the axioms of groups —a group has an associative binary operation, a
identity element, and elements are invertible.














These uij functions generate C(G) as an algebra (a fact which is explained as it relates to
our purposes in [2] as a consequence of the Stone-Weierstrass Theorem). Furthermore, the
maps ∆, ε, and S are also defined as the comultiplication, counit, and antipode outlined in









Ergo, C(G) is a Woronowicz algebra. In fact, this explanation, along with Theorem 3.1
8
in [4], allows us to state the remark below.
Remark 2.1.4. If G is a finite group, C(G) is a commutative Woronowicz algebra
If we consider πn = {π(σ) | σ ∈ Sn}, the group of permutation matrices associated with
Sn, it is possible to see that πn ⊂ U(n). However, as notation shorthand we may consider
Sn ⊂ U(n) remembering to consider each permutation in Sn as its permutation matrix using
the map π described in Equation 1.1.
From Remark 2.1.4, we are able to say that C(Sn) is a commutative Woronowicz alge-
bra, and following [12], we may define C(Sn) as using the Woronowicz algebra framework.
Specifically, each of the generators uij are given by [4]
uij = χ{σ ∈ Sn | σ(j) = i}, (2.1)
This can be seen because for a permutation σ ∈ Sn, the coefficient in the ijth entry of
the matrix g = π(σ) is 1 if σ(j) = i and zero otherwise. These uij’s generate the C
∗-algebra
C(Sn) by Remark 2.1.4 and Definition 2.1.2.
Proposition 2.1.5. Each of the uij’s satisfy the following properties [12]:
a) u2ij = uij = u
∗




j=1 uij = 1, for all i ∈ {1, ..., n}
c)
∑n
i=1 uij = 1, for all j ∈ {1, ..., n}
Proof. a) Each of the uij’s are taken from entries in matrices in πn, which from Remark
1.2.1 means each uij takes either 0 or 1 as a value, and since both 0
2 = 0 = 0∗ and
12 = 1 = 1∗, all the uij’s are projections in C(Sn).
b) Fix i ∈ {1, ..., n}. Since all of the uij’s take either 0 or 1 as a value, let uij = 1.
Then, from 2.1, for σ ∈ Sn, σ(j) = i. Then, for all j′ 6= j, σ(j′) 6= i because σ is a
permutation, meaning uij′ = 0. Thus,
∑n
j=1 uij = 1.
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c) This follows from the proof of b) by fixing j ∈ {1, ..., n} and summing
∑n
i=1 uij.
Moreover, in C(Sn), the uij’s are projections with each row and column of the matrix
u = [uij] summing to 1, so u is a magic unitary.
Definition 2.1.6. [4, Definition 5.1] For a C∗-algebra A, a matrix u ∈ Mn(A) is a magic
unitary if all entries of u are projections, along each row and column the projections are
orthogonal (See Definition 1.1.6), and each row and column sums up to 1.
It is also said that a magic unitary matrix is a matrix such that each row and column
forms a partition of unity (See Definition 1.1.6).
The word “magic” in this definition comes from a tangential reference to magic squares
where each row, column, and the main diagonals of a square of numbers is the same.
In fact, C(Sn) is the unique commutative C* algebra with generators uij forming a magic
unitary matrix [4], which yields the following observation.
Remark 2.1.7. C(Sn) is the universal commutative C
∗-algebra generated by n2 elements
{uij | i, j ∈ {1, ..., n}}
such that that the matrix u = [uij] ∈Mn(C(Sn)) is a magic unitary.
2.2 Quantum Permutation Groups
From Definition 2.1.7, the algebra C(Sn) is commutative, however we may remove the com-
mutativity condition in a process called liberation to study a new algebra [12].
Definition 2.2.1. C(S+n ) is the universal C
∗-algebra generated by n2 elements
{uij | i, j ∈ {1, ..., n}}
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such that that the matrix u = [uij] ∈Mn(C) is a magic unitary.
It is clear to see that C(S+n ) has the same properties as C(Sn) however the latter has a
further requirement of commutativity. Thus, from the universal property, it follows that
C(Sn) ∼= C(S+n )/〈ab = ba〉.
We may think of the surjection from C(S+n ) to C(Sn) defined by
C(S+n )→ C(S+n )/〈ab = ba〉 ∼= C(Sn)
as the restriction of functions from S+n to Sn. Although there is no obvious group or object
known as S+n made up of elements, we may think of S
+
n as the quantum permutation
group with Sn ⊆ S+n using the restriction of functions above.
If C(S+n ) is commutative, then
C(S+n )/〈ab = ba〉 ∼= C(S+n )
and the surjection above is an isomorphism, so
C(Sn) ∼= C(S+n ).
In this instance, since their respective algebras are isomorphic, we may write Sn = S
+
n
while keeping in mind all caveats about the latter group not being a classical object.
Remark 2.2.2. [12]
For n = 1, 2, 3, C(S+n ) = C(Sn), so the quantum permutation group is equivalent to the
classical one. For n ≥ 4, C(S+n ) is non-commutative, meaning the quantum permutation
group S+n is a different object than the classical Sn.
For n = 1, this is clear because there is only one generator which commutes with itself.
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For n = 2, any 2× 2 magic unitary matrix of generators has the form [4]
 p 1− p
1− p p
 .
Clearly p commutes with itself. Also, p commutes with 1− p since p(1− p) = 0 = (1− p)(p)
because entries in the same row and column are orthogonal projections.
When n = 3, C(S+3 ) is commutative, so S
+
3 = S3, and a description for this result is
shown in [4, Theorem 6.2].
When n = 4, the generators of C(S+4 ) can be put into the matrix below where p, q are
projections. 
p 1− p 0 0
1− p p 0 0
0 0 q 1− q
0 0 1− q q

Therefore, the algebra formed by these generators does not need to be necessarily com-
mutative, so S+4 6= S4
2.3 Automorphism groups
Let G be a graph on n vertices (we consider a general case where edges are not directed
and there are no multiple edges between vertices or loops). A function is an automorphism
on G if it is a bijection from the vertex set of G to itself that preserves adjacency and
non-adjacency of edges.
Definition 2.3.1. Let V (G) be the set of vertices of an n-vertex graph G. A function
α : V (G)→ V (G) is graph automorphism if α is a bijection and α(u) is adjacent to α(v)
if and only if u is adjacent to v for all u, v ∈ V (G)
Intuitively, if the vertices of G are labelled from {1, ..., n}, a graph automorphism is a
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re-labelling of those vertices that preserves the same connections after the re-ordering. In
2.1, each vertex is connected with the same labelled vertices before and after applying the
example graph automorphism.
Figure 2.1: α = (1 6 2 5)(3 4) (in cycle notation)
Each graph automorphism on an n-vertex graph defines an element in Sn. In fact, the
set of all of a graph’s automorphisms is a subgroup of Sn.
Definition 2.3.2. The automorphism group of an n-vertex graph G, Aut(G), is the
group of all graph automorphisms of G.
From Section 1.2, each permutation can be thought of as a matrix, which means each
automorphism on an n vertex graph is associated with a matrix.
Moreover, the automorphism group of a graph can be shown to be the set of matrices
with a specific property.
Definition 2.3.3. For an n-vertex simple graph G with vertex set V (G) = {v1, v2, ..., vn},
the adjacency matrix of G is an n× n matrix A such that aij = 1 only when vi, vj is an
edge in G and aij = 0 otherwise.
Remark 2.3.4. For a graph on n vertices with adjacency matrix A,
Aut(G) = {σ ∈ Sn | π(σ)A = Aπ(σ)} ,
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where π is the map in Equation 1.1.
do we need this part?
Recall that in Section 1.2, we associated every permutation in Sn with a permutation
matrix, so for ease of notation, we may write σA = Aσ and omit the π map.
2.4 Quantum Automorphism Groups
Since Aut(G) ⊆ Sn, we may use the same framework of C∗-algebras as shown in the ear-
lier section to analyze C(Aut(G)). From Remark 2.3.4, we can consider the C∗-algebra
C(Aut(G)) as the the elements in C(Sn) that commute with the adjacency matrix of G.
The definitions below follow from Banica [1].
Definition 2.4.1. C(Aut(G)) is the universal commutative C∗-algebra generated by n2
elements
{uij | i, j ∈ {1, ..., n}}
such that that the matrix u = [uij] ∈Mn(C) is a magic unitary and
uA = Au.
Note that Definition 2.4.1 only differs from Definition 2.1.7 by the final condition requiring
that the matrix u of generators commutes with the graph G’s adjacency matrix.
The inclusion Aut(G) ≤ Sn can be seen by the restriction from C(Sn) to C(Aut(G))
C(Sn)→ C(Sn)/〈uA = Au〉 ∼= C(Aut(G)).
Then, the same liberation process can be applied to the commutative C∗-algebra C(Aut(G))
to form a new, not-necessarily commutative algebra [1]. Recall from Definition 2.2.1 that
C(S+n ) was defined as the universal C
∗-algebra generated by n2 elements uij that form a
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magic unitary matrix.
Definition 2.4.2. For an n-vertex graph with adjacency matrix A, define
C(Aut(G)+) = C(S+n )/〈uA = Au〉
where u is the matrix formed by the generators of C(S+n ) as outlined in Definition 2.2.1.
Note that Definition 2.4.2 means that C(Aut(G)+) is the algebra C(S+n ) with a further
requirement that the matrix u of generators uij commutes with the adjacency matrix of
G. Also, from Definition 2.2.1, C(S+n ) is formed by liberation of C(Sn), meaning we let go
of the requirement for commutativity. Therefore, imposing a commutativity condition on
C(Aut(G)+) would once again yield a commutative, universal C∗-algebra with generators uij
forming a magic unitary matrix u commuting with the adjacency matrix of G. Condensing
this into symbols, we have
C(Aut(G)) ∼= C(Aut(G)+)/〈ab = ba〉
for a, b ∈ C(Aut(G)+).
This allows us to consider the surjection from C(Aut(G)+) to C(Aut(G)) as the restriction
of functions
C(Aut(G)+)→ C(Aut(G)+)/〈ab = ba〉 ∼= C(Aut(G))
meaning we think of Aut(G) ⊂ Aut(G)+. Again like with S+n , Aut(G)+ is not necessarily
a group with elements or permutations in it, but we call it the quantum automorphism
group of G and we may use the algebra C(Aut(G)+) to study it.
It is important to note at this stage that there are two different types of commutativity
present in these definitions. The first is commutativity in a C∗-algebra (or in another space
in the traditional sense) where ab = ba for all a, b in the space. This is the requirement
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we loosen in the liberation process to define the quantum groups S+n and Aut(G)
+ (see
Definitions 2.2.1 and 2.4.2). The second is a commutation relation where the matrix u made
up of the generators uij commutes with the adjacency matrix A of a graph G. Specifically,
since the automorphism group of a graph G is tied to commutativity with the graph’s
adjacency matrix (see Remark 2.3.4), we use the condition uA = Au to delineate C(Aut(G))
from C(Sn) (see Definition 2.4.1), and C(Aut(G)
+) from C(S+n ) (see Definition 2.4.2).
Like outlined in Section 2.2 with C(S+n ), if C(Aut(G)
+) is a commutative algebra, then
C(Aut(G)+)/〈ab = ba〉 ∼= C(Aut(G)+),
which means that the restriction of functions from C(Aut(G)+) to C(Aut(G)) is an isomor-
phism and
C(Aut(G)) ∼= C(Aut(G)+).
In this case, we then write Aut(G) = Aut(G)+. The implications and analysis of this are
discussed in the next section.
As stated in Remark 2.2.2, the quantum permutation groups S+1 , S
+
2 , and S
+
3 are equiv-
alent to their classical counterparts. This means that C(S+n ) is a commutative algebra for
n = 1, 2, 3, so then C(Aut(G)+) is a commutative algebra for graphs on 1, 2 or 3 vertices.
Thus, the quantum automorphism groups for graphs on 1, 2, and 3 vertices are equivalent
to their classical automorphism groups, so these graphs have no quantum symmetry. Quan-
tum symmetry in graphs begins with graphs with 4 or more vertices, for example, K4, the
complete graph on 4 vertices has quantum symmetry [3].
2.5 Quantum Symmetry
At this point, the diagram below summarizes the relationship between C∗-algebras and
groups mentioned thus far.
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Although the groups S+n and Aut(G)
+ do not have clear elements or structure that we
know of, they can be studied by looking at the algebras C(S+n ) and C(Aut(G)
+). These
spaces are are C∗-algebras clearly outlined by definitions (2.1.7 and 2.4.2 respectively) based
on the Woronowicz algebra structure of C(Sn) and C(Aut(G)), but by liberating each of
them from the commutativity requirement.
Overall, the idea of determining whether or not a graph has quantum symmetry involves
studying C(Aut(G)+) for that graph. If this algebra is commutative, it is isomorphic to
C(Aut(G)), meaning we say Aut(G) = Aut(G)+ and thus the graph has no quantum
symmetry. However, if there are elements in C(Aut(G)+) that do not commute, then the
restriction of functions from C(Aut(G)+) to C(Aut(G)) is in fact surjective but not bijective,
and we can say Aut(G) ⊂ Aut(G)+. There are no concrete “quantum automorphisms,” but
since the algebra C(Aut(G)+) has non-commutative elements in it whereas C(Aut(G)) does
not, we consider Aut(G)+ to be in a sense “bigger” than Aut(G), and thus we say the graph
has quantum symmetry.
It is possible to directly manipulate the generators uij for a specific C(Aut(G)
+) and
17
deduce whether or not the algebra is commutative. Many tools and results for doing so are
congregated in [9], and some of those methods are applied in [11] to show that the Petersen
graph does not have quantum symmetry.
However, the more complicated a graph is, the more opaque C(Aut(G)+) becomes to
directly manipulate. There are however other methods to analyze the quantum symmetry




3.1 Planar Algebras and Planar Tangles
Planar algebras were introduced by Jones [7] to study subfactors in the theory of von Neu-





over a field K and a set of specific maps between tensor products of Vk’s for k ∈ Z+∪{+,−}.
These specific maps between tensor products are a generalization of multiplication in
regular algebras and they are defined by other mathematical objects, planar tangles [7]. The
presentation in this section is directly lifted from Curtin’s description [5], but there are many
ways to depict planar tangles diagrammatically depending on ease of notation or what they
are used to study [7, 5]. We first give a general description for how planar tangles are used
to construct these maps.
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Figure 3.1: Some simple tangles with varying number of strings and inner disks
Let D0 be a disk and D1, D2, ..., Dn disjoint disks in the interior of D0. Furthermore, let
each disk have an even number of points on its boundary such that there are simple, smooth
curves called “strings” in D0/∪ni=1Di connecting all the boundary points, so disk Di has 2ki
boundary points. Now, each of the regions made by the boundary of D0 and the curves can
be colored black or white so that no two adjacent regions are the same color.
The diagrams above are not labelled; they are overall pictures of what tangles look like.
However specific labelling conventions are used in order to make tangles useful for defining
maps in a planar algebra. For a specific example, see Figure 3.2.
Figure 3.2: Labelled version of the rightmost tangle from Figure 3.1
20
Each of the boundary points divide the disks into intervals, and one of these intervals on
each disk that is touching a white region should be marked as “privileged”, denoted above
with a ?. If the entirety of a disk is one interval, it is privileged only if it touches a white
region. Additionally, the boundary points of each disk are numerically labelled clockwise
starting at the privileged interval, but with duplicated indices. Note that the process of
selecting privileged intervals makes the coloring redundant [5].
Definition 3.1.1. For an outer disk D0 the isotopy class of such diagrams with the same
disks, strings, colors, and labelled intervals is called a planar k0-tangle or a k0-tangle.
Additionally, a diagram with outer disk D0, inner disks D1, ..., Dn, and each Di having 2ki
boundary points for i ∈ {0, ..., n} can also be called a (k1, ..., kn, k0)-tangle. [1].
These planar tangles can be naturally composed within each other if the boundary points
on one planar tangle’s inner disk are matched with the boundary points of another’s outer
disk, the strings are connected, and the coloring is kept the same (see Figure 3.3 for an
example). The collection of all planar tangles along with this composition operation is
known as the planar operad.
Figure 3.3: Composition of two tangles. The one on the left can be put inside the inner disk
of the one on the right
For ease of reference, this paper will shorten the term “planar tangle” to “tangle.” It
21
should be noted however that diagrams that are not necessarily planar but still constructed
similarly to planar tangles are also called tangles.
There are different types of planar algebras coming from different structures [5, 7], but
for this instance we are interested in the planar algebra of functions on a finite set.
Definition 3.1.2. [5, Section 3.1] Let X be a finite set and for all i > 0, let Pi(X) be the






is the spin planar algebra [5].
Planar tangles define maps between tensor products of Pi(X), and the formalism that
follows from [1] informs us how.






ZT (x1 ⊗ ...⊗ xn) = βc(T )
∑
y
(x1, ..., xn, y)
Ty
where the sum is over all n-fold tensor products of Dirac masses, β is the number of elements
in X, and c(T ) is the number of closed circles in T , and (x1, ..., xn, y)
T = 1 If all strings in
T are connected to equal indices and 0 otherwise.
Using the example the tangle T below, we will show how this map is defined. Let us say
the upper inner disk is D1 and the lower inner disk is D2, and let the boundary points be
labelled as shown in Figure 3.4.
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Figure 3.4: The planar tangle S
From Definition 3.1.1 it is clear that S is a (2, 3, 4)-tangle, so it gives a map ZS from
P2(X)⊗ P3(X) to P4(X). For x1 ∈ P2(X), x2 ∈ P3(X), and y ∈ P4(X), let
x1 = δA1 ⊗ δA2
x2 = δB1 ⊗ δB2 ⊗ δB3
y = δC1 ⊗ δC2 ⊗ δC3 ⊗ δC4
where δ represents the Dirac measure or Dirac mass. Dirac masses form a basis for C(X)
on a finite set X [1]. Therefore x1 ∈ P2(X), can be written as a 2-fold tensor product of
Dirac masses on elements in X2. Similarly, x2 ∈ P3(X), and y ∈ P4(X) can be written as a
3-fold, and 4-fold product of Dirac masses, respectively.
From the Definition 3.1.3, and since there are zero closed circles in S, the map associated
with it is given by
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ZS(x1 ⊗ x2) =
∑
y
(x1, ..., xn, y)
Sy (3.1)
and it is nonzero only when (x1, ..., xn, y)
S = 1, meaning all strings in S must join equal
indices. Thus, if A1 and A2 are fixed, B1 = A2 andB2 = B2 (meaning there are no restrictions
on B2). Furthermore, since the sum is over all y ∈ P4(X), there are only certain indices of
the Dirac masses in y that make (x1, ..., xn, y)
T nonzero. Namely C1 = A1, C3 = B3, and
C4 = B1 = A2 (along with C2 = C2).
Thus, the only nonzero map is of the form
ZS(x1 ⊗ x2) =
∑
y
(x1, ..., xn, y)
Sy
where
x1 = δA1 ⊗ δA2
x2 = δA2 ⊗ δB2 ⊗ δB3
and the sum is over all y of the form
y = δA1 ⊗ δC2 ⊗ δB3 ⊗ δA2
Therefore, the tangle S gives a map ZS : P2(X) ⊗ P3(X) → P4(X). This map can
be thought of as a way to do multiplication in the spin-planar algebra. Often, for ease of
notation, if a tangle T gives a map ZT (x1⊗...⊗xn), we write the function as T (x1⊗...⊗xn) =
ZT (x1 ⊗ ...⊗ xn).
Now we define a specific type of spin-planar algebra that we will use for the remainder
of this paper.
Definition 3.1.4. [10, Definition 6.1.2][5]
Let P (X) be the spin planar algebra associated with some finite set X = {e1, ..., ed}
24
and let G ⊆ Sd be a group. Then, G has a natural action on α : Xk × G → Xk where
((e1, ...ek), g) 7→ (eg(1), ...eg(k)) for g ∈ G. This action can be extended to
α⊗k : X⊗k ×G→ X⊗k
(ei1 ⊗ ...⊗ eik , g) 7→ eg(i1) ⊗ ...⊗ eg(ik).
This induces an action of G on P (X). Thus, the group-action planar algebra PG is
the fixed-point algebra of the group action, meaning
PGk =
{








(with PG+ and PG− associated with C as in Definition 3.1.2).
3.2 Other Drawings
As noted in Definition 3.1.1, planar tangles can be depicted in many ways up to isotopy,
meaning any drawing of them can be deformed or stretched into equivalent ones.
Since all of the planar tangles necessary for the scope of this paper have at most one
inner disk, it is useful to consider one of the disks as the input disk and the other as the
output disk. This helps intuitively consider compositions of tangles as seen in Figure 3.3.
The rest of this paper will use a formalism for drawing that is adapted from [1] and [8] that
allows visualization of this fact using vertically stacked tangles instead of concentric ones.
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Figure 3.5: The tangle on top can be deformed to the ones on the bottom.
Planar tangles will be depicted as a rectangle with the boundary points at the top being
the “input boundary” and the ones at the bottom being the “output boundary”. Note that
by wrapping the edge of the rectangle around and connecting it, as seen in Figure 3.5, this
diagram can be transformed into circular planar tangles that were shown in Section 3.
This means it is intuitive to consider compositions of planar tangles as stacked rectangular
diagrams with an input at the top and an output at the bottom, as in Figure 3.6.
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Figure 3.6: Three tangles stacked on top of each other. If the tangles are labelled from top
to bottom as A, B, and C, the stacked diagram above depicts the map ZC(ZB((ZA))).
Also note that by wrapping in the other direction, the input and output disk can be
switched, as seen in the bottom of Figure 3.5. In fact, there is no clear distinction between
what the “input” and “output” are, however for intuition and consistency, we will use input
boundary to refer to the top of the rectangle and output boundary to refer to the bottom
of the rectangle.
3.3 The Generating Property
In order to relate planar algebras and planar tangles to quantum symmetry, we go over some
terms and results from [10].
Definition 3.3.1. [10, Definition 6.1.3]
The planar algebra P is said to be generated by a set S if for every x ∈ P , there exists
a planar tangle T such that T (s1, ..., sk)) = x for some si ∈ S.
Definition 3.3.2. For a finite graph G with vertex set X and automorphism group Aut(G),
let P = PAut(G) which is the group action planar algebra denoted in 3.1.4.
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Definition 3.3.3. Let AAut(G) be the algebra generated by PAut(G)2 . In [10], P
Aut(G)
2 is called
the 2-box space, so AAut(G) is the algebra generated by the 2-box space.
Definition 3.3.4. [10, Definition 6.1.5] A finite graph G has the generating property if
P is generated by its 2-box space, meaning AAut(G) = P .
For the graphs we will consider, it is known [10, Corollary 6.2.4] that the generating
property exists for a graph if and only if that graph has no quantum symmetry. This is
based on associating other algebraic objects known as orbital algebras to these graphs, but
this will not be considered in this paper. In this instance, a key simplification can be made.
Recall the definition of a distance-transitive graph.
Definition 3.3.5. A graph G is distance-transitive if for any two vertices u, v ∈ V (G)
distance a apart and any other pair of vertices z, w ∈ V (G) also distance a apart, there
exists a σ ∈ Aut(G) such that σ(u) = z and σ(v) = w.
Intuitively, this means that for any pair of vertices at a certain distance apart, there
exists a graph automorphism that maps these two vertices to any other two vertices that
same distance apart. The graphs we will look at will all be distance-transitive, which means
we may use [10, Example 2.4.13] to say the following:
Remark 3.3.6. [10, Example 6.3.1] For a distance-transitive graph G, G has the generating
property if and only if it has no quantum symmetry.
This means Remark 3.3.6 and Definition 3.3.4 can be used to say the following.
Remark 3.3.7. For a distance-transitive graph G, if P is generated by its 2-box space (mean-
ing AAut(G) = P), then the graph has no quantum symmetry.
This is a method of showing a graph does or does not have quantum symmetry that
does not involve directly manipulating the uij generators of the algebra associated with the
quantum automorphism group. This method was used to show that the distance-transitive
graph known as the Higman-Sims graph HS has quantum symmetry [10, Theorem 6.3.3].
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The paper showed that the dimension of AAut(HS) is not equal to the dimension of PAut(HS),
so the algebras are not equal and thus the graph does not have the generating property.
Furthermore, a different proof has been given that the Petersen graph PS has no quantum
symmetry by showing that PAut(PS) is generated by its 2-box space [8, Theorem 3.1.9].
This proof was used in service of studying subfactor algebras, but the method used can be
extended to look at other distance-transitive graphs and judge their quantum symmetry or
lack thereof.
3.4 The 5-Cycle
In this section we will adapt the method used to prove that the 5-cycle, or C5, has no
quantum symmetry. We modify the method used in [8, Theorem 3.1.9] but do it for a
different example.
Figure 3.7: A drawing of C5
Let the vertex set of C5 be V = {v1, v2, v3, v4, v5}. For any i, j ∈ {1, 2, 3, 4, 5}, vivj is an
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edge if and only if i = j ± 1 (mod 5).
It is known that the automorphism group of C5 is D5 ⊆ S5, the dihedral group of order
10, and this group acts on V in the way defined below for a permutation σ ∈ D5.
σ(vi) = vσ(i)for any vi ∈ V .
Therefore, we let PD be the group action planar algebra that is the fixed-point algebra
of this group action as defined in 3.1.4.
Definition 3.4.1. Let S be χ[u⊗v] where u, v ∈ V and uv is an edge of C5. This is the
characteristic function of the orbit of u ⊗ v under the automorphism group of C5. S ∈ PD2
can be depicted by the following drawing
S = χ[u⊗v] =
We note that an element in PDk is the characteristic function of the orbit of a k-fold
tensor product of vertices in C5. This means an element can be depicted as a tangle with
2k-boundary points on the top and bottom each, with the filled in regions representing the
vertices in the tensor product and the structure of the tangle depicting their relationship.
This is what we have done in Definition 3.4.1 to show the tangle S.
Proposition 3.4.2. [8, Prop 3.1.6] The 2-box space PD2,+ has the following basis
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Proof. Let v, u, w ∈ V such that u 6= v 6= w, uv is an edge of the 5-cycle, and vw is not an




. This is because
there are only three possibilities for the orbits of a 2-fold tensor product of vertices of C5.
The two vertices are either the same, unequal and adjacent to each other, or unequal and
non-adjacent to each other.
The first drawing, in the image of Prop 3.4.2 denotes a characteristic function of an
orbit with two of the same vertices, so χ[v⊗v]. The second drawing denotes a characteristic
function of an orbit with two different vertices related by an edge, so it is χ[v⊗u] = S. Finally,
the third drawing denotes any pair of vertices. Thus, PD2,+ can be generated by the three
elements in the image.
Definition 3.4.3. [8, Def 3.1.7] The element R ∈ P4,+ is equal to χ[u⊗v⊗v⊗u] where u, v ∈ V
are arbitrary. A drawing of R is given below.
The element R can be thought of as something that switches two vertices as seen in the
drawing. Specifically, if x = χ[a⊗b], then R(x) = χ[b⊗a]. This means we can write R as
the characteristic function of a 4-fold tensor product of vertices in C5 where the second two
terms in the tensor product are the reverse of the first two.
Along with the element S from Definition 3.4.1, which connects two adjacent vertices,
we may show a useful statement about PD.
Theorem 3.4.4. [8, Theorem 3.1.8]
PD is generated by {S,R} .
Proof. Let A be the algebra generated by {S,R}. We show that if the characteristic function
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of any arbitrary orbit in PD can be generated by elements in A. We will build up to this by
using other intermediary tangles in A.
First, we will use the 5-cycle to create the element X in A. To do this, consider the
labelled drawing below of the 5-cycle with all vertices put on an outer circle with a ∗ on the
left most interval
Figure 3.8
We can create an element in P5,+ by replacing every vertex in the diagram above with
the shape at the top of Figure 3.9, since each vertex is of degree 2. Also, if there is an edge
between two vertices, it will be replaced by the element S.
Figure 3.9
As a side-note, in Ren’s proof for the Petersen graph in [8], overlapping vertices were
replaced by the element R, but since C5 is planar, that step is not necessary in this instance.
This gives us the diagram below, an element X in P5,+
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Figure 3.10: The Tangle X
The filled-in regions can be labelled clockwise as D1, ..., D5. Furthermore, let σ be a
function assigning each filled-in region to a unique vertex in V . Therefore, the map
X(σ(D1)⊗ σ(D2)⊗ σ(D3)⊗ σ(D4)⊗ σ(D5))
is nonzero if and only if σ(Di) = σ(Dj±1 (mod 5)) for any vivj an edge of the 5-cycle. For the
bijection σ(Di) = vi, this will always be the case.
Therefore, we may say that
X = χ[v1⊗v2⊗v3⊗v4⊗v5] ∈ A
where vi ∈ V and vi 6= vj for i 6= j.
We may say that X ∈ A because X was constructed using only the element S. Now,
before continuing with the main proof, some additional tangles must be constructed.
Next, we will define the following tangle Omj ∈ A with 2m input and 2m output boundary
points.
Definition 3.4.5. The Omj tangle has 2m input boundary points and 2m output boundary
points, where the jth and j + 1st regions are input into the tangle R. A drawing is given in
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Figure 3.11.
Figure 3.11: A general Omj tangle
From the construction of R (See Def 3.4.3), we may see that applying this tangle to the
characteristic function of the orbit of an m-fold tensor product of vertices yields almost the
same product, but with the jth and j+1st entries transposed for j ∈ {1, ...m} (if j = m then
it switches the first and last entry, so in effect Omj transposes the jth and j + 1 (mod m)st).
Omj (χ[v1⊗v2⊗...vj⊗vj+1...⊗vm]) = χ[v1⊗v2⊗...vj+1⊗vj ...⊗vm] (3.2)
Furthermore, multiple Omj tangles can be stacked in order to permute the entries in the
characteristic orbit of any m-fold tensor product. This means we have an action of Sm on
Pm,+. We may label Omσ be the tangle that permutes the entries in the characteristic function
of the orbit of an m-fold tensor product using σ ∈ Sm. The effect of the tangle is summarized
in the equation below.
Omσ (χ[v1⊗v2...⊗vm]) = χ[vσ(1)⊗vσ(2)...⊗vσ(m)] (3.3)
Now we will define another tangle Cmj ∈ A.
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Definition 3.4.6. The Cmj tangle has 2m input boundary points and 2(m − 1) output
boundary points, where the jth and j+ 1st regions are condensed into one region. A drawing
is given in Figure 3.12.
Figure 3.12: A general Cmj tangle
Applying Cmj to a characteristic function of the orbit of an m-fold tensor product shortens
the tensor product into an m− 1-fold one by condensing the jth and j+ 1st entries. In effect
the function associated with this tangle is only nonzero when the jth and j + 1st entries in
the m-fold tensor product are the same, and the output is an m − 1-fold tensor product
where the duplicates are condensed into one entry.
Cmj (χ[v1⊗v2⊗...vj⊗vj+1...⊗vm]) = χ[v1⊗v2⊗...vj⊗vj+2...⊗vm] (3.4)
Now, we show the result, that PD is generated by {S,R}. Let
Q = χ[vj1⊗...⊗vjm ]
be the characteristic function of an arbitrary orbit, so Q ∈ PD is arbitrary. Note that j1, ...jm
can take any values in {1, 2, 3, 4, 5} at any order. For an example that can be followed for
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the rest of this proof, consider E = χ[v4⊗v3⊗v2⊗v2⊗v5⊗v4].
First we will take j1, ...jm and reorder them such that the indices are increasing in order.
This can be done using some permutation α ∈ Sm, which means we may use the tangle
Omα ∈ A. Thus,
Omα (χ[vj1⊗...⊗vjm ]) = (χ[vi1⊗...⊗vim ])
where ik = α(jk).
For E = χ[v4⊗v3⊗v2⊗v2⊗v5⊗v4] and α being (3 1 4 2)(5 6).
O6α(E) = χ[v2⊗v2⊗v3⊗v4⊗v4⊗v5] (3.5)
Since, for an arbitrary Q, the order of the entries in the tensor product can be changed
into an increasing order using a tangle in A, we only need to show that any Q = χ[vj1⊗...⊗vjm ]
with j1 ≤ j2 ≤ ... ≤ jm is in A. We continue on by assuming j1...jm are ordered as such.
Now, note that it is possible for duplicate entries to exist in the tensor product. Say for
example j1 = j2 = ... = jk1 = t1; jk1+1 = jk1+2 = ... = jk2 = t2;..., jkl−1+1 = ... = jm = tl and
t1 < t2 < ... < tl by the re-ordering that was just done.
Now we may use Cmi ∈ A to condense any two adjacent indices i and i + 1 that are the
same index. Multiple C tangles can be stacked to condense all the j1 = j2 = ... = jk+1 into
t1, the jk1+1 = jk1+2 = ... = jk2 into t2, and so on until
CC(χ[vj1⊗...⊗vjm ]) = χ[vt1⊗...⊗vtl ] ∈ A
where CC is the tangle formed by stacking each of the previous C tangles and t1 < t2 <
... < tl.
At this point, the only thing we need to show is that for arbitrary t1 < t2 < ... < tl with
ti ∈ {1, 2, 3, 4, 5}, χ[vt1⊗...⊗vtl ] is in A.
For the example E, this amounts to showing
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χ[v2⊗v3⊗v4⊗v5] ∈ A (3.6)
Now we introduce the tangle Lt1,...,tl ∈ A. It is difficult to draw a general L tangle since it
is dependent on t1, ..., tl, so the example tangle for E is shown in Figure 3.13 and the process
for constructing it will be described.
Figure 3.13: L2,3,4,5 tangle for the example E.
The general process involves drawing a tangle where the characteristic function of the
orbit of v1 ⊗ v2 ⊗ v3 ⊗ v4 ⊗ v5 is the input and the characteristic function of the orbit of
vt1 ⊗ ... ⊗ vtl is the output. This can be done by drawing a tangle with 10 input boundary
points and the 2l output boundary points This amounts to a map going from P5,+ to Pl,+
according to Definition 3.1.3.
So for E, we draw a box with 10 input boundary points and 8 output boundary points.
Then, the input boundary points 3 and 4 are connected to the output boundary points 1 and
2, the input boundary points 5 and 6 are connected to the output boundary points 3 and 4,
the input boundary points 7 and 8 are connected to the output boundary points 5 and 6,
and the input boundary points 9 and 10 are connected to the output boundary points 7 and
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8. Finally, input boundary points 1 and 2 are connected to each other, which can be thought
of as removing v1. This is because v1 does not appear in the tensor product χ[v2⊗v3⊗v4⊗v5]
Thus, we have that
L2,3,4,5(χ[v1⊗...⊗v5]) = χ[v2⊗v3⊗v4⊗v5].
A general Lt1,...,tl tangle can be drawn by drawing an aforementioned box with 10 input
boundary points labelled i1, i2, ..., i10 and 2l output boundary points labelled from left to
right as o1, o2, ..., o2l. The input boundary points can be associated with the tensor product
of v1 ⊗ ...⊗ v5, by associating each vk with the shaded region between points i2k and i2k−1.
Likewise, the output boundary points can be associated with the tensor product of vt1⊗...⊗vt1
by associating vtk with the shaded region between points o2k and o2k−1. Then, for each
k ∈ {1, ..., 5} when vk on the input boundary is equal to some vtp on the output boundary,
those corresponding regions are connected by joining a string between i2k and o2p and a
string between i2k−1 and o2p−1. Then, for any k ∈ {1, ..., 5} where vk on the input boundary
is not equal to any vtp on the output boundary, i2k is connected to i2k−1. In effect, what
this does is preserve the indices in the tensor product v1 ⊗ ...⊗ v5 that appear in the tensor
product vt1 ⊗ ...⊗ vt1 , and remove any that do not appear in the latter product.
With all this described, the goal was to show that for arbitrary t1 < t2 < ... < tl with
ti ∈ {1, 2, 3, 4, 5}, χ[vt1⊗...⊗vtl ] is in A. Using the corresponding Lt1,...,tl tangle,
Lt1,...,tl(χ[v1⊗...⊗v5]) = χ[vt1⊗...⊗vtl ].
Since we showed earlier that X = χ[v1⊗...⊗v5] ∈ A, we have shown that χ[vt1⊗...⊗vtl ] ∈ A.
Therefore, any arbitrary Q ∈ PD is in A.
Now, Theorem 3.4.4 is useful because it shows that PD is generated by A, so in order
to show the 5-cycle has the generating property, it just remains to show that A is generated
by the 2-box space of PD. Since S ∈ P2,+ already (see Proposition 3.4.2), all we must show
is that R is generated by P2,+. This will be done by following the method of Ren in [8,
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Theorem 3.1.9].
Theorem 3.4.7. PD is generated by its 2-box space.
Proof. Let U be the algebra generated by P2,+. We show that R ∈ U .
Let a, b, u, v, w be vertices of C5 such that u 6= v 6= w, uv is an edge of the 5-cycle and
vw is not an edge of the C5. Now, we define an element T ∈ PD2,+.
Definition 3.4.8. Let T = χ[u⊗w] such that u 6= w and uw is not an edge of the 5-cycle.
Now, consider R from Definition 3.4.3, which can be considered as the characteristic orbit
of a 4-fold tensor product where the last two entries are the first two but in reverse order.
Thus, we let R = χ[a⊗b⊗b⊗a] for any two vertices a, b of C5.
From Proposition 3.4.2, we know that χ[a⊗b] = χ[u⊗u] + χ[u⊗v] + χ[u⊗w] where a, b are any
vertices in V . Again this is intuitive for C5 because any two vertices are either equal, unequal
but adjacent, or unequal and nonadjacent. Therefore, for any two vertices a, b whose order
is switched by R, we have the following equation.
R = χ[a⊗b⊗b⊗a] = χ[a⊗a⊗a⊗a] + χ[u⊗v⊗v⊗u] + χ[u⊗w⊗w⊗u] (3.7)
Intuitively, for a 4-fold tensor product of vertices where the last two entries are the first
two but in reverse order, these two vertices can have only the relations described in the
previous paragraph. This yields the sum in Equation 3.7. which is summarized in Figure
3.14.
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Figure 3.14: R as a sum of three other tangles
All that remains to be shown is that each term on the righthand side of Equation 3.7 is
in U . The first term is in U [1, Example 5.2] due to some known facts about Temperley-Lieb
diagrams.
Therefore, now we show that the second term is in U . Consider the following element
H ∈ U .
Figure 3.15: H = χ[vi1⊗vi2⊗vi4⊗vi3 ]
For H to be nonzero, vijvij+1 (mod 4) is an edge in the 5-cycle for all j ∈ {1, 2, 3, 4}. This
means each vij cannot be unique, since the 5-cycle has no quadrangle, meaning it has no
subgraph isomorphic to a square. Thus, either vi1 = vi3 or vi2 = vi4 , or both.
Using the labelling of C5 in Figure 3.8, we have
H = χ[vi1⊗vi2⊗vi4⊗vi3 ] = χ[v1⊗v2⊗v5⊗v1] + χ[v2⊗v1⊗v1⊗v5] + χ[v1⊗v2⊗v2⊗v1] (3.8)
Now consider the elements I, J ∈ U .
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Definition 3.4.9. Let I = χ[v1⊗v2⊗v2⊗v1] + χ[v2⊗v1⊗v1⊗v5]
Figure 3.16: I tangle
and J = χ[v1⊗v2⊗v2⊗v1] + χ[v1⊗v2⊗v5⊗v1]
Figure 3.17: J tangle
Since the second term in Equation 3.7 is χ[v1⊗v2⊗v2⊗v1], it follows from Definitions 3.4.9
and 3.15 that
I + J −H = χ[v1⊗v2⊗v2⊗v1]
Therefore, the second term in 3.7 is in U .
Finally, all that is left to show is that the third term in 3.7 is in U . Thus, we show that
χ[u⊗w⊗w⊗u] ∈ U for u,w unequal and nonadjacent vertices in V . To do this, we consider the
tangle F shown below in Figure 3.18 shaded regions labelled Bi.
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Figure 3.18: The tangle F
Note that F ∈ U since it is constructed using only the the second term in the equation,
which we just showed is in U , and T . We show that F is equivalent to the third term in the
equation.
Let F = χ[a⊗b⊗c⊗d] for a, b, c, d vertices of C5. Let σ be a function from the shaded
regions to V defined by the labelling in Figure 3.18. Since B1 and B2 are connected by T ,
we know σ(B1) is not adjacent to σ(B2). Thus, without loss of generality, let σ(B1) = v1
and σ(B2) = v3. Then, since both B1 and B2 are connected to B3 by S, σ(B3) is adjacent
to both v1 and v3, so σ(B3) = v2.
Continuing on, we note that σ(B4) = σ(B3), σ(B5) = σ(B1), σ(B6) = σ(B2), and
σ(B7) = σ(B3) by the definition of R. Therefore, σ(B4) = σ(B7) = v2, σ(B5) = v1, and
σ(B6) = v3. Finally, since B4 is connected to B8 by S, and B5 is also connected to B8 but
by T , this means σ(B8) is adjacent to v2 and not adjacent to v1, so σ(B8) = v3. By a similar
argument, B6 is connected to B9 by T , and B7 is also connected to B9 but by S, so σ(B9)
is not adjacent to v3 and adjacent to v2, meaning σ(B9) = v1
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Therefore, we have shown that
F = χ[σ(B1)⊗(B2)⊗σ(B8)⊗σ(B9)] = χ[v1⊗v3⊗v3⊗v1]
which is equivalent to the third term in Equation 3.7.
Thus, all three terms in Equation 3.7 are in U , which means that R ∈ U . Therefore, A
is generated by the 2-box space, and since PD is generated A, the result is shown.
Overall, in this section we have shown that the 5-cycle has the generating property, so




The previous section that adapted the proof of the Petersen graph in [8] was contingent
upon specific properties of the Petersen Graph and the 5-cycle. For any pair of vertices, the
two vertices are either at distance 0 from each other (the same), distance 1 from each other
(adjacent), or distance 2 from each other (nonadjacent). This means there are only three
orbits on pairs under the automorphism group of each respective graph. Therefore we may
say that the basis of the 2-box space has the three elements outlined in Proposition 3.4.2.
Therefore, this method can be extended for graphs that are similar to these two examples,
namely other distance transitive graphs since Remark 3.3.7 shows us that we may use the
properties of the 2-box space to give a result about the quantum symmetry of a graph.
Furthermore if a graph is defined in a way that does not match the specific requirements of
the proof in Section 3.4, say for example it does contain a quadrangle, it could be possible
to adapt the proof by drawing different tangles that help simplify the problem. This would
not be a trivial task, but it is another method that can be used to determine the presence or
absence quantum symmetry of a graph. Although manipulating generators in a C∗-algebra
is a viable and useful method to show quantum symmetry, if the algebra is too complex,
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