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Abstract
We prove the global existence and uniqueness of solutions of certain mixed hyperbolic–
parabolic systems of partial differential equations in one space dimension with initial data that
is assumed to be pointwise bounded with possibly large oscillation and with small total energy.
The systems we consider are general enough to include the Navier–Stokes equations of
compressible ﬂow, the equations of compressible MHD, models of chemical combustion, and
others. In particular, the application of our results to the MHD system gives an existence
result which is new.
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1. Introduction
We prove the global existence and uniqueness of solutions of certain mixed
hyperbolic–parabolic systems of partial differential equations in one space
dimension with initial data that is assumed to be pointwise bounded with possibly
large oscillation and with small total energy. The systems we consider are general
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enough to include the Navier–Stokes equations of compressible ﬂow, the equations
of compressible magnetohydrodynamics, models of chemical combustion, and
others. We also prove existence of solutions locally in time when the initial energy is
large. Solutions may remain discontinuous for all time, and this fact leads to a
number of interesting mathematical issues: the identiﬁcation of mechanisms which
enforce pointwise bounds in the absence of maximum principles or Sobolev
estimates, the analysis of the propagation, evolution, and cancellation of
singularities, and the strong convergence of weakly convergent sequences of
approximate solutions, again in the absence of higher-order regularity.
This work generalizes that of Kawashima [7], who considers similar systems, but
with small, smooth initial data, proving global existence by establishing asymptotic
decay rates for solutions of corresponding linearized systems. Linearization is not
valid in the large oscillation, discontinuous regime considered here, however, and
truly nonlinear effects can occur. Our results also generalize in a different direction
those of Hoff [5,6], which are similar to those of the present paper, but which apply
only to the Navier–Stokes equations of compressible ﬂow. The goal of the present
paper is therefore to formulate a general theory, applicable to a broad class of
physically important systems, by identifying features and mechanisms common to all
systems in this class. It is unreasonable to expect that this theory will give
the sharpest result for every speciﬁc example, of course, but when applied to the
equations of compressible magnetohydrodynamics, for example, the results we
achieve are in fact new (see Theorem 2.1).
We now give a precise formulation of our results. We consider systems of partial
differential equations for unknown vector functions v and w ¼ ðu; eÞ of xAR and
tX0 of the following form:
vt þ ðgðuÞv þ hðuÞÞx ¼ a ð1:1Þ
f 0t þ f 1x ¼ ðGwxÞx þ b; ð1:2Þ
where vðx; tÞARm; w ¼ ðu; eÞ; uðx; tÞARk; eðx; tÞARn are the unknowns, and gðuÞAR;
hðuÞ; aðv; wÞARm; f 0ðv; wÞ; f 1ðv; wÞ; bðv; wÞARkþn; and Gðv; uÞARkþn  Rkþn are
given smooth functions. The components of w are grouped into two sets,
corresponding to u and e; which play different roles in the analysis. This splitting
is made largely to accommodate examples arising in ﬂuid mechanics, in which u
corresponds to velocities, and e to energies. The assumption that the evolution
equation for v is linear is made in order to avoid the occurrence of shocks; indeed,
without such an assumption, our theory would have to subsume that of general
systems of conservation laws, and this is not our purpose. The system (1.1)–(1.2)
considered here is quite general, sufﬁcient to include a number of important and
interesting examples, as we shall see in Section 2.
Data and solutions will lie in a set S in ðv; wÞ space, which is deﬁned as follows. We
ﬁx numbers Rv4Rv4R
0
v40; R

u4Ru4R
0
u40; and e
0i4
%
ei4ei; i ¼ 1;y; n; and
deﬁne S ¼ fðv; wÞ : jv 
 %vjpRv ; ju 
 %ujpRu; eiXei; i ¼ 1;y; ng; where ð%v; %u; %eÞ is
ARTICLE IN PRESS
E. Tsyganov, D. Hoff / J. Differential Equations 204 (2004) 163–201164
a point of S which will be ﬁxed throughout. Thus v and u are bounded in S; while the
components of e are bounded only from below in S:
We make ﬁve sets of assumptions on the functions appearing in (1.1)–(1.2). The
ﬁrst two of these state simple regularity, growth, and injectivity conditions:
I. The functions f 0; f 1; g; h; a; b; and G are C1 in S; and the following growth
conditions hold: for ðv; wÞAS;
(1) j f 0e jpC; j f 0v jpCjej þ C; j f 0u jpCjej þ C;
(2) jrv;wf 1jpCjej þ C;
(3) jajpCðjw 
 %wj þ jv 
 %vjÞ; jrv;wbjpCjej þ C;
(4) jgð f 0 
 %f 0Þ 
 ð f 1 
 %f 1ÞjpCjw 
 %wj þ Cjv 
 %vj:
II. The function f 0 is injective: there is a constant C such that, for ðv; wÞAS;
j f 0ðv; wÞ 
 f 0ð%v; %wÞjXC
1ðjv 
 %vj þ jw 
 %wjÞ:
Next, we assume that there is a convex entropy–entropy ﬂux pair consistent with the
viscosity. These conditions are somewhat technical, but are easily checked in speciﬁc
examples.
III. There exists a strictly convex entropy m : %BRv ð%vÞ  f 0ðSÞ-R such that, for
ðv; wÞAS;
(5) there exists a function qðv; wÞ such that
rðv;wÞq ¼ rðv;f 0Þmðv; f 0Þ
gI vgu þ hu 0
f 1v f
1
u f
1
e
 
;
(6) I
f 0v
0
f 0w
h it
D2ðv;f 0Þmðv; f 0Þ 00 0G
 
is symmetric;
ð60Þ in (6) the product has the form 0
0
0
HG
 
; where Ht ¼ @@wðmf 0ðv; f 0ðv; wÞÞÞ; HG is
symmetric and positive deﬁnite;
(7) 
mvðv; f 0ðv; wÞÞa 
 mf 0ðv; f 0ðv; wÞÞbXC
1jaj2 þ C
1jbj2;
(8) mð%v; f 0ð%v; %wÞÞ ¼ 0; að%v; %wÞ ¼ 0; bð%v; %wÞ ¼ 0:
Next, we make certain symmetrizability assumptions:
IV. There exists a ðk þ nÞ  ðk þ nÞ symmetrizer matrix H; such that, for ðv; wÞAS;
(9) Hf 0w ; HG are diagonal, positive deﬁnite, and depend only on v;
(10) the matrix H has the form H0
H1
h i
; where H0 is a constant k  ðk þ nÞ matrix and
H1 depends only on u;
(11) jHf 0v jpC;
(12) jðHð f 0 
 %f 0ÞÞijpCju 
 %uj þ Cjv 
 %vj; i ¼ 1;y; k:
Finally, we make certain coerciveness assumptions which, as we shall explain below,
are crucial in proving pointwise bounds for the components of v: These conditions
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generalize the requirement for the Navier–Stokes equations that the pressure is an
increasing function of density at critical values:
V. There is a constant C such that,
(13) ðv
 %vÞtðvguþhuÞK0H0ð f 1ðv; wÞ
f 1ð%v; wÞ
gð f 0ðv; wÞ
f 0ð%v; wÞÞÞ
ðv
 %vÞtðaðv; wÞ

að%v; wÞÞXC
1jv
 %vj2; ðv; wÞAðBRv ð%vÞ\BR0v ð%vÞÞðBRuð %wÞÞðeiXei; i¼1;y; nÞ;
where K0 is deﬁned by ½K
10 0 ¼ H0G;
(14) ðHxGwxÞip0; i ¼ k þ 1;y; k þ n; ðv; wÞAS; where ðÞi denotes the ith com-
ponent and HxGwx is computed using rules of differentiation with wx treated as
an arbitrary C1ðRÞ vector-valued function.
An important consequence of III(6) is that
mvf 0ðv; f 0Þ þ f 0v tðv; wÞmf 0f 0ðv; f 0Þ ¼ 0: ð1:3Þ
We also note that, as a consequence of III(60), the matrix H depends only on w; and
both Hfw and HG are symmetric and positive deﬁnite.
Weak solutions of (1.1)–(1.2) are deﬁned in the usual way: ðv; u; eÞ is a weak
solution of (1.1)–(1.2) with Cauchy data ðv0; u0; e0Þ if v; u; ux; e; ex are in L1locðR
½0;NÞÞ and if for all vector-valued test functions f ¼ ½f1;y;fmt and c ¼
½c1;y;cnþkt with fi;cjADðR ð
N;NÞÞ;Z
R
ftð; 0Þv0 dx þ
Z N
0
Z
R
ðfttv þ gftxv þ ftxhÞ dx dt
þ
Z N
0
Z
R
fta dx dt ¼ 0 ð1:4Þ
and Z
R
ctð; 0Þf 0ðv0; u0; e0Þ dx þ
Z N
0
Z
R
ðctt f 0 þ ctx f 1Þ dx dt
þ
Z N
0
Z
R
ctxGwx dx dt þ
Z N
0
Z
R
ctb dx dt ¼ 0: ð1:5Þ
We measure the initial data ðv0; u0; e0Þ in the norm given by
C0 
Z
ðjv0 
 %vj2 þ ju0 
 %uj2 þ je0 
 %ej2Þ dx; ð1:6Þ
and we deﬁne a convective derivative operator d
dt
¼: corresponding to characteristics
of (1.1) by ’o ¼ do
dt
¼ @o@t þ gðuÞ@o@x:
The following gives global existence of solutions when C0 is small, and is the main
existence result of this paper:
Theorem 1.1. Let S be the set in ðv; wÞ space described above and assume that the
system (1.1)–(1.2) satisfies the structural hypotheses I–V. Then there exist positive
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constants e and C; depending on %v; %u; %e; Rv ; R
0
v ; R

u; e
i; i ¼ 1;y; n; and there is a
global positive constant y; such that, given initial data ðv0; u0; e0ÞAS0 ¼ fðv; u; eÞ : jv 

%vjpR0v ; ju 
 %ujpR0u; eiXe0i; i ¼ 1;y; ng for which C0pe; there is a global weak
solution of (1.1)–(1.2) with initial data ðv0; u0; e0Þ satisfying
jjvð; tÞ 
 %vjjLNpRv; t40;
jjuð; tÞ 
 %ujjLNpRu; t40;
eiðx; tÞX
%
ei; xAR; t40;
sup
tX0
Z
½jv 
 %vj2 þ ju 
 %uj2 þ je 
 %ej2 dxpCCy0 ;
sup
tX0
Z
½ð14tÞjuxj2 þ ð14tÞ2jexj2 þ ð14tÞ2j ’uj2 þ ð14tÞ4j’ej2 dxpCCy0 ; ð1:7Þ
Z N
0
Z
½ð14tÞj ’uj2 þ ð14tÞ2j ’ej2 þ ð14tÞ2j ’uxj2 þ ð14tÞ4j’exj2 dxpCCy0 ; ð1:8Þ
ðH0Gwx 
 H0ð f 1 
 %f 1Þ þ gH0ð f 0 
 %f 0ÞÞð; tÞAH1ðRÞ; t40; ð1:9Þ
where 14t ¼ minf1; tg:
Observe that (1.7) and (1.8) imply immediately that w is Ho¨lder continuous in sets
fðx; tÞ : tXtg for every t40: The signiﬁcance of assertion (1.9) of the theorem will be
discussed below.
We now give a brief overview of the proof of Theorem 1.1, explaining the main
ideas and the roles played by the various hypotheses I–V. First, we mollify the initial
data and appeal to the existence theorem of Kawashima [7] to obtain smooth
solutions ðvd; ud; edÞ depending on a mollifying parameter d and deﬁned up to a
positive time which may depend on d: We then derive a number of a priori bounds
for these smooth, approximate solutions, independent of d: The ﬁrst of these is a
set of bounds for jjvd 
 %vjjL2ðRÞ; jjud 
 %ujjL2ðRÞ; jjed 
 %ejjL2ðRÞ; jjudxjjL2ðR½0;TÞÞ; and
jjedxjjL2ðR½0;TÞÞ; derived as a consequence of the entropy hypotheses III. The existence
of the entropy insures that these and all subsequent bounds are independent of
time, so that the small energy regime is not exceeded. Next we apply these L2
bounds to derive higher-order bounds for ud and ed reﬂecting the parabolic
smoothing resulting from the positivity of the matrix G: Speciﬁcally, we assume
that ðvd; ud; edÞ is pointwise in S for as long as it is deﬁned, and we derive bounds for
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the functionals
A1ðTÞ ¼ sup
0ptpT
ð14tÞ
Z
judxj2 þ
Z T
0
Z
ð14tÞj ’udj2
þ sup
0ptpT
ð14tÞ2
Z
jedxj2 þ
Z T
0
Z
ð14tÞ2j ’edj2 ð1:10Þ
and
A2ðTÞ ¼ sup
0ptpT
ð14tÞ2
Z
j ’udj2 þ
Z T
0
Z
ð14tÞ2j ’udxj2
þ sup
0ptpT
ð14tÞ4
Z
j’edxj2 þ
Z T
0
Z
ð14tÞ4j ’edxj2: ð1:11Þ
These bounds are given in terms of powers of C0 and are achieved by exploiting the
symmetrizer matrix H in a sequence of rather technical energy estimates. Observe
that the rates of smoothing near t ¼ 0 for ud and ed differ. This reﬂects the fact that
the theory enforces an LN bound on u; but not on e; and it is for this reason that the
assumptions I are made on the growth rates in e of the various functions appearing
in (1.1)–(1.2). These L2-entropy bounds and the estimates for A1 and A2 are carried
out in Section 3.
The constants appearing in the bounds described above depend upon S and hold
only as long as the approximate solution remains in S. In Section 4 we prove that
ðvd; wdÞ does indeed remain in S for all time, provided that C0 is small. First, the
Sobolev imbedding H1CLN and the estimates for A1 and A2 gives pointwise bounds
for ud and ed for t away from 0. For t near 0, we instead apply the weak form of
Eq. (1.2) to a test function satisfying the adjoint equation backwards in time with L1
initial data given at a forward time t: Estimates for this test function in terms of its
data then result in an LN bound for Hf 0wðw 
 %wÞ at time t: The splitting in V(9),
together with the sign condition V(13) and the fact that H0 is constant then combine
to give both an LN bound for ud as well as one-sided bounds for the components of
ed: We remark, that, while this particular conﬁguration of hypotheses and estimates
may appear unduly intricate, it is exactly the right generalization of the known
analysis for the Navier–Stokes equations, and is amply justiﬁed by the examples in
Section 2.
There is no parabolic smoothing effect in (1.1), so that pointwise bounds for vd
must be obtained in a completely different way. To describe these, we ﬁx a
characteristic curve X ðtÞ given by ’X ¼ gðudðXðtÞ; tÞÞ; and obtain from (1.1) an
evolution equation
’vd þ aðtÞvd ¼ KðtÞ
for vd along ðXðtÞ; tÞ: Here a and K are functions determined by the restrictions of
vd; wd and udx to the curve ðXðtÞ; tÞ: The coerciveness hypothesis V(13) then applies to
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show that a is positive when vd is near @BRv ð%vÞ; so that a modiﬁed maximum
principle argument applies. A bound for the driving term
R jjKð; tÞjjLN dt is required
here, and since K is to highest order a multiple of udx; it is necessary to boundR jjudxð; tÞjjLN dt: Now, H2CW 1;N; so that an estimate for R jjudxxð; tÞjjL2 dt would
sufﬁce. This norm does not appear in the deﬁnitions of A1 and A2; however, and it is
not at all clear that a bound for
R jjudxxð; tÞjjL2 dt is even available.
To clarify the situation, and to see what mechanisms might generate the required
bound for
R jjudxð; tÞjjLN dt; we give a brief discussion, at a purely heuristic level, of
the propagation and evolution of singularities in solutions of (1.1)–(1.2). Thus
suppose that ðv; wÞ is a piecewise smooth solution, having jump discontinuities across
a curve C in R ½0;NÞ; and that v; w; and wx have one-sided limits at each point
of C: Let ðn0; nÞ be the normal to C: Then ðv; wÞ will be a distribution solution of
(1.1)–(1.2) across C if and only if, at each point of C; the jump conditions
n0½v þ n½gðuÞv þ hðuÞ ¼ 0; ð1:12Þ
n0½ f 0 þ n½ f 1 
 Gwx ¼ 0 ð1:13Þ
hold. Here ½ denotes the difference between the limit in a given quantity from one
side of C and the limit from the other. (These conditions result from a simple
application of the divergence theorem in the weak forms (1.4)–(1.5).) Now, in light of
anticipated bounds for A1 and A2; we expect that w should become continuous for
t40; so that ½w ¼ 0: No such smoothing effect is apparent in (1.1), and we may
therefore presume that ½va0: The jump conditions then become
n0 þ ngðuÞ ¼ 0
and
½gðuÞf 0 
 f 1 þ Gwx ¼ 0:
The ﬁrst of these shows that the curve C is a characteristic curve associated to (1.1),
and the second shows that the jumps in gðuÞf 0 
 f 1 and Gwx exactly cancel, so that
gðuÞf 0 
 f 1 þ Gwx becomes continuous in t40: In particular, if v and gf 0 
 f 1 have
jump discontinuities, then so do Gwx and ux: We therefore cannot expect that
uxð; tÞAH1 or that
R jjudxxð; tÞjjL2 dt is ﬁnite. On the other hand, the quantity F ;
deﬁned by
F ¼ Gwx 
 f 1 þ %f 1 þ gð f 0 
 %f 0Þ; ð1:14Þ
should be more regular than either Gwx or v: Indeed, we may rewrite (1.14) in the
form
Fx ¼ d
dt
f 0 þ gxð f 0 
 %f 0Þ 
 b; ð1:15Þ
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so that the expected L2 bounds for df 0 dt (see the deﬁnitions of A1 and A2) suggest
that Fð; tÞAH1CLN; and this is precisely the assertion (1.9) of Theorem 1.1.
Observe that the dimension of F is k þ n; whereas that of u is k: F thus contains
information about both ux and ex; and this degrades its regularity as t-0 because ex
is regularized less rapidly than ux: The latter components of F are absent in the
quantity H0F ; however, and H
1 bounds for H0F derived from estimates for A1 and
A2 via (1.15) result ﬁnally in a bound for
R jjudxð; tÞjjLN dt; which is exactly what is
required to complete the pointwise bounds for vd:
All the bounds discussed above are coupled, and are closed by the smallness
hypothesis C0pe: It then follows that the approximate solution ðvd; wdÞ exists for all
time and satisﬁes all the estimates stated in the conclusion of Theorem 1.1,
independently of d: It remains to obtain the solution ðv; wÞ as the limit as d-0 of
these approximate solutions. Strong compactness of fwdg is clear from the uniform
bounds for A1 and A2; which imply uniform Ho¨lder continuity on compact sets in
ft40g: For the sequence fvdg; however, the only uniform bounds available are the
pointwise bounds discussed above, and these imply only weak compactness,
insufﬁcient to insure that limits ðv; wÞ are indeed weak solutions. We remedy this
by proving strong compactness of fvdg by an argument which effectively exploits the
uniform regularity of Fd to show that oscillations cannot develop in subsequences of
fvdg as d-0: These arguments are given in Section 5, and complete the proof of
Theorem 1.1.
A similar, but somewhat easier analysis can be applied to prove an existence result
for more general systems, but with smoother initial data. Speciﬁcally, we consider
systems
vt þ ðgv þ hÞx ¼ a; ð1:16Þ
f 0t þ f 1x ¼ ðGwxÞx þ b; ð1:17Þ
where v and w are again the unknowns and where all the functions g; h; f 0; f 1; G; a;
and b depend on all components of w: We cannot accommodate initial data as
general as in Theorem 1.1, however, because additional terms, mostly involving ex;
now occur at various points of the analysis, resulting in poorer rates of
regularization than those reﬂected in the deﬁnitions of A1 and A2: This difﬁculty
is avoided, however, if the initial data is slightly smoother than in Theorem 1.1. The
result is as follows:
Theorem 1.2. Fix numbers R0voRvoRv and R0woRwoRw; define S ¼ fðv; wÞ : jv 
 %vj
pRv ; jw 
 %wjpRwg; and assume that g; h; f 0; f 1; G; a; and b are C1 in S; that II and
III hold when ðv; wÞAS; and that
ðv 
 %vÞtðvgw þ hwÞG
1ð f 1ðv; wÞ 
 f 1ð%v; wÞ 
 gð f 0ðv; wÞ 
 f 0ð%v; wÞÞÞ

 ðv 
 %vÞtðaðv; wÞ 
 að%v; wÞÞXC
1jv 
 %vj2
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for ðv; wÞAðBRv ð%vÞ\BR0v ð%vÞÞ  ðBRwð %wÞÞ: Then there exist positive constants e and C;
depending on %v; %w; Rv ; R

v ; R
0
w; and there is a global positive constant y; such that,
given initial data ðv0; w0ÞAS0 ¼ fðv; wÞ : jv 
 %vjpR0v ; jw 
 %wjpR0wg for which
C0 
Z
ðjv0 
 %vj2 þ jw0 
 %wj2 þ jw0x j2Þ dxpe;
there is a global weak solution of (1.16)–(1.17) with initial data ðv0; w0Þ satisfying
jjvð; tÞ 
 %vjjLNpRv; t40; ð1:18Þ
jjwð; tÞ 
 %wjjLNpRw; t40; ð1:19Þ
sup
tX0
Z
½jwxj2 þ ð14tÞj ’wj2 dxpCCy0 ; ð1:20Þ
Z N
0
Z
½j ’wj2 þ ð14tÞj ’wxj2pCCy0 ; ð1:21Þ
ðHGwx 
 Hð f 1 
 %f 1Þ þ gHð f 0 
 %f 0ÞÞð; tÞAH1ðRÞ; t40:
The proof of Theorem 1.2 is very similar to, but somewhat easier than that of
Theorem 1.1, and will therefore be omitted.
We can also apply the ideas and analysis in the proof of Theorem 1.1 to derive
local-in-time existence of solutions without smallness conditions:
Theorem 1.3. Assume in addition to hypotheses I–V that, for any C1 function uðx; tÞ
having values in the projection of S onto u-space, the matrices ’Hf 0w and ’HG have the
block structure 0
M
0
0
 
for some n  k matrix M (the convective derivative ’H is defined
just before the statement of Theorem 1.1). Then the conclusions of Theorems 1.1 and
1.2 remain valid if the hypothesis that C0 is sufficiently small is replaced by the
hypothesis that C0 is finite, and if the assertion of global existence is replaced by the
conclusion that solutions exist up to some finite time T ; with all properties and bounds
holding on R ½0; T :
Again, the proof is very similar to that of Theorem 1.1, and will therefore be
omitted. We do note, however, that the extra assumption imposed here is in fact
satisﬁed by the Navier–Stokes equations of compressible, nonbarotropic ﬂow, as
well as by the equations of compressible magnetohydrodynamics; see the discussions
in Section 2.
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Finally, we prove uniqueness of weak solutions of (1.1)–(1.2) satisfying the
regularity conditions (1.18)–(1.21). To do this we ﬁrst establish continuous
dependence on initial data in Lagrangean-like coordinates ðy; tÞ; which are deﬁned
in terms of ðx; tÞ for a given solution ðv; wÞ by
xðy; tÞ ¼ y þ
Z t
0
gðwðxðy; sÞ; sÞÞ ds; t ¼ t:
Abusing notation slightly, we write wðy; tÞ in place of wðyðx; tÞ; tÞ and similarly for v:
We then prove that solutions satisfying (1.18)–(1.21) depend Lipschitz continuously
on their initial data in L2ðRÞ as functions of ðy; tÞ: In particular, solutions are
uniquely determined by their initial data. This Lipschitz continuity carries over to
the original coordinate system ðx; tÞ for the unknown w by the regularity
assumptions (1.20)–(1.21). The argument does not apply to v; however, because v
is essentially an arbitrary measurable function. We conjecture that v still depends
continuously on the initial data, but we doubt that this continuity is Lipschitz. In any
case, solutions are uniquely determined by their initial data as functions of ðx; tÞ:
Speciﬁcally, we prove:
Theorem 1.4. Let ðv1; w1Þ and ðv2; w2Þ be two weak solutions of (1.1)–(1.2) satisfying
(1.18)–(1.21) (but with arbitrary constants on the right sides of (1.20) and (1.21)) with
Cauchy data ðv10 ; w10Þ and ðv20 ; w20Þ; as in Theorem 1.2. Then regarding ðv1; w1Þ and
ðv2; w2Þ as functions of ðy; tÞ as described above,
sup
t1ptpt2
Z
jDvð; tÞj2 dy
	 

þ sup
t1ptpt2
Z
jDwð; tÞj2 dy
	 

pC
Z
jDvð; t1Þj2 dy þ C
Z
jDwð; t1Þj2 dy;
where Dv ¼ v2 
 v1; etc. Also, regarding ðv1; w1Þ and ðv2; w2Þ as functions of ðx; tÞ;Z
jw1ðx; tÞ 
 w2ðx; tÞj2 dxpCðtÞ
Z
jw10ðxÞ 
 w20ðxÞj2 dx
þ C
Z
jv10ðxÞ 
 v20ðxÞj2 dx:
If in addition ðv10 ; w10Þ ¼ ðv20 ; w20Þ a.e., then ðv1ðx; tÞ; w1ðx; tÞÞ ¼ ðv2ðx; tÞ; w2ðx; tÞÞ
a.e. in x for every t40:
Theorem 1.4 is proved in Section 6.
2. Examples
In this section we describe the application of Theorems 1.1 and 1.2 to three
examples of systems of the form (1.1)–(1.2): the Navier-Stokes equations of
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compressible ﬂow, a model for compressible magnetohydrodynamics, and a model
for the dynamic combustion of a chemically reacting ﬂuid. Each of these systems
includes an unknown function eðx; tÞ representing speciﬁc internal energy, and each
system has a corresponding barotropic version in which e is eliminated through the
imposition of a thermodynamical constraint, such as that the temperature or the
entropy is constant. (The barotropic version of the combustion model is not so
physically interesting, however.) Both Theorems 1.1 and 1.2 apply directly to these
simpler barotropic systems, reproducing known existence results. We shall not
discuss these, but instead will focus on the more general, nonbarotropic systems. As
we shall see, Theorem 1.2 applies directly to these systems, giving global existence
when the variables corresponding to w are intially small in H1: Theorem 1.1 does not
apply directly, however, because the matrix is (6’), having entries proportional to
1=e; is not positive deﬁnite in regions in which e is unbounded. This is a minor detail,
and an additional argument, similar to that given in [5], Lemma 2.3, enables us to
circumvent this difﬁculty and to assert that the statement of Theorem 1.1 does
indeed remain valid for these particular systems, although the proof is slightly
different from the proof we shall give for Theorem 1.1 in subsequent sections. To be
more speciﬁc, the positive deﬁniteness assumption in (6’) is applied in the derivation
of a priori L2 bounds for local-in-time solutions. However, these same bounds could
also be established by a direct method in which the ﬁrst-order ﬂux terms are treated
as lower-order, at least for ﬁnite time. But for t away from zero, eð; tÞAH1CLN as a
result of parabolic regularization, and the required positive deﬁniteness does hold.
We therefore need only couple the L2 bounds obtained by the direct method for
small time with the L2 bounds obtained with a strictly convex entropy for t away
from zero.
The prototypical example here is the Navier–Stokes system of compressible
ﬂuid ﬂow:
rt þ divðruÞx ¼ 0;
ðruÞt þ ðru þ Pðr; eÞÞx ¼ euxx;
ðrEÞt þ ðruE þ uPðr; eÞÞx ¼ ðyðeÞ þ euuxÞx:
Here r; u; and e are the unknown functions of x and t; representing the density,
velocity, and speciﬁc internal energy of a compressible ﬂuid, Pðr; eÞ and yðeÞ are the
pressure and temperature, and E ¼ 1
2
u2 þ e is the total energy density. In the case of a
polytropic ﬂuid Pðr; eÞ ¼ ðg
 1Þre and y ¼ c
1e; and g
 1; c; and e are positive
constants. It is clear that this system has the required form (1.1)–(1.2) with r; u; and e
identiﬁed with the generic unknowns v; u; and e of Section 1.
The entropy m is given by
m ¼ 1
2
ru2 þ r½cðeÞ þ ðg
 1Þcðr
1Þ;
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where cðeÞ ¼ e 
 log e 
 1: To check III(6)–ð60Þ; for example, we note ﬁrst that, in
general,
I 0
f 0v f
0
w
 
D2ðv;f 0Þm ¼
@
@ðv; wÞ rðv;f 0Þm
 t
: ð2:1Þ
In the present example
rðv;f 0Þm ¼
ðg
 1Þ log r
 log e þ 1
 u2=ð2eÞ
u=e
1
 1=e
2
64
3
75
and therefore
I 0
f 0v f
0
w
 
D2ðv;f 0Þm
0 0
0 G
 
¼
0 0 0
0 e=e 0
0 0 1=ðce2Þ
2
64
3
75;
so that III(6) is satisﬁed. Also,
f 0w ¼
r 0
ru r
 
and G ¼ e 0
eu l
 
;
and IV(9)–(10) hold with symmetrizer matrix H ¼ 1
u 01
 
: It is straightforward to
check that the other hypotheses in I–V are satisﬁed except for III(60), since HG ¼
e=e 0
0 1=ðce2Þ
 
is not positive deﬁnite in S: The result of Theorem 1.1 still holds,
however, with the modiﬁcation in the proof discussed at the beginning of this
section. We thus reproduce the existence result of Hoff [5] for this system, with an
important improvement: while both results require that the initial data is small in L2;
Theorem 1.1 of the present paper eliminates the assumption made in [5] that the
density is close to a constant in LN: Size restrictions are completely eliminated in the
result of Chen et al. [3] for this system. The analysis is quite technical and makes
special use of properties unique to this system with these particular state functions.
Next, we consider a system arising in the theory of compressible magnetohy-
drodynamics:
rt þ ðruÞx ¼ 0; ð2:2Þ
ðruÞt þ ðru2Þx þ ðPðr; eÞ þ 12jbj2Þx ¼ euxx; ð2:3Þ
ðrvÞt þ ðruv
 bÞx ¼ nvxx; ð2:4Þ
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bt þ ðub
 vÞx ¼ lbxx: ð2:5Þ
Et þ ðuðE þ P þ 12jbj2Þ 
 v  bÞx ð2:6Þ
¼ ðeuux þ nv  vx þ lb  bx þ kexÞx: ð2:7Þ
Here r is again the density of a compressible ﬂuid, now ionized, uAR is the
longitudinal velocity, vAR2 is the transverse velocity, bAR2 is the transverse
magnetic ﬁeld, e is the speciﬁc internal energy,
E ¼ rðe þ 1
2
ðu2 þ jvj2ÞÞ þ 1
2
jbj2
is the total speciﬁc energy, and Pðr; eÞ ¼ ðg
 1Þre is the pressure. The longitudinal
component of the magnetic ﬁeld has been taken to be constant and equal to one, and
the parameters e; n; l; k; and g
 1 are positive constants. Thus rAR and
ðu; v; b; eÞAR6 are the variables v and w of Section 1. (See [1] for a complete
discussion of MHD models.)
We ﬁx %r; %u; %v; %b; and %e and deﬁne
S ¼ fðr; u; v; b; eÞ : jr
 %rjpRr; ju 
 %ujpRu; jv
 %vjpRv ; jb
 %bjpRb; eX
%
eg
for positive constants Rr; R

u; R

v ; R

b; and
%
e with %r4Rr and
%
e40:
We shall sketch the veriﬁcation of hypotheses III(5), (6), (60), IV(9), (10), and
V(14) of Theorem 1.1. First,
f 0 ¼
ru
rv1
rv2
b1
b2
E
2
666666664
3
777777775
; f 0w ¼
r 0 0 0 0 0
0 r 0 0 0 0
0 0 r 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
ru rv1 rv2 b1 b2 r
2
666666664
3
777777775
;
G ¼
e 0 0 0 0 0
0 n 0 0 0 0
0 0 n 0 0 0
0 0 0 l 0 0
0 0 0 0 l 0
eu nv1 nv2 lb1 lb2 k
2
666666664
3
777777775
;
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and the components of f 0 are identiﬁed in terms of ðr; u; v; b; eÞ by
u ¼ f
0
1
r
; v1 ¼ f
0
2
r
; v2 ¼ f
0
3
r
; b1 ¼ f 04 ; b2 ¼ f 05 ;
e ¼ f
0
6
r

 1
2
ð f 01 Þ2 þ ð f 02 Þ2 þ ð f 03 Þ2
r2

 1
2
ð f 04 Þ2 þ ð f 05 Þ2
r
:
Letting cðeÞ ¼ e 
 log e 
 1 we can then deﬁne an entropy m by
mðv; f 0Þ ¼ r½cðeÞ þ ðg
 1Þcðr
1Þ þ 1
2
rðu 
 %uÞ2 þ 12rjv 
 %vj2 þ 12jb 
 %bj2
¼ f 06 
 f 01 %u 
 f 02 %v1 
 f 03 %v2 
 f 04 %b1 
 f 05 %b2 þ 12rj%vj2 þ j%bj2

 r ln e þ GðrÞ;
where G is deﬁned by the above equality. We now check conditions III(5), (6) and
ð60Þ: First compute that
rðv;f 0Þm ¼
a

 %u þ f 01 =ðreÞ

 %v1 þ f 02 =ðreÞ

 %v2 þ f 03 =ðreÞ

 %b1 þ f 04 =e

 %b2 þ f 05 =e
1
 1=e
2
666666666664
3
777777777775
t
;
where
a ¼ 1
2
ð %u2 þ %v12 þ %v22Þ 
 ln e

 1
e

f
0
6
r
þ ð f
0
1 Þ2 þ ð f 02 Þ2 þ ð f 03 Þ2
r2
þ 1
2
ð f 04 Þ2 þ ð f 05 Þ2
r
" #
þ G0:
Also,
gI vgu þ hu 0
f 1v f
1
u f
1
e
 
¼
u r 0 0 0 0 0
u2 þ Pr 2ru 0 0 b1 b2 Pe
uv1 rv1 ru 0 
1 0 0
uv2 rv2 0 ru 0 
1 0
0 b1 
1 0 u 0 0
0 b2 0 
1 0 u 0
b1 b2 b3 b4 b5 b6 b7
2
666666666664
3
777777777775
;
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where
b ¼
uðe þ 1
2
ðu2 þ jvj2Þ þ PrÞ
E þ P þ 1
2
jbj2 þ ru2
ruv1 
 b1
ruv2 
 b2
2ub1 
 v1
2ub2 
 v2
ðrþ PeÞu
2
666666666664
3
777777777775
:
It is now straightforward to compute the vector M ¼ rðv;f 0Þm gIf 1u
vguþhu
f 1u
0
f 1e
h i
and to
check that rM is symmetric. M is consequently the gradient with respect to
ðr; u; v; b; eÞ of a scalar function q; as required in III.
Next, we compute
N  I 0
f 0v f
0
w
 t
D2ðv;f 0Þm
¼
n11 
2u=e 
2v1=e 
2v2=e 
2b1=ðreÞ 
2b2=ðreÞ n71
0 1=e 0 0 0 0 u=e2
0 0 1=e 0 0 0 v1=e
2
0 0 0 1=e 0 0 v2=e
2
0 0 0 0 1=e 0 b1=e
2
0 0 0 0 0 1=e b2=e
2
0 0 0 0 0 0 1=e2
2
666666666664
3
777777777775
t
;
so that
I 0
f 0v f
0
w
 t
D2ðv;f 0Þm
0 0
0 G
 
¼
e=e 0 0 0 0 0
0 n=e 0 0 0 0
0 0 n=e 0 0 0
0 0 0 l=e 0 0
0 0 0 0 l=e 0
0 0 0 0 0 k=e2
2
666666664
3
777777775
;
which is symmetric but not positive deﬁnite in S; although this difﬁculty is easily
circumvented, as discussed at the beginning of this section. We can easily check that
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V(9)(10) hold with matrix
H ¼
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

u 
v1 
v2 
b1 
b2 1
2
666666664
3
777777775
;
and if w ¼ ðu; v; bÞ is any smooth function of x; then
HxGwx ¼ ½ 0 0 0 0 0 
eu2x 
 njvxj2 
 ljbxj2 t;
which clearly has the required properties described in V(14).
The other hypotheses in I–V are checked in a similar way. Theorem 1.1 therefore
applies to give the following result:
Theorem 2.1. Let S0 be an open set whose closure is contained in S: Then given initial
data ðr0; u0; v0; b0; e0Þ :R-S0 sufficiently close in L2 to ð %r; %u; %v; %b; %eÞ; the system (2.2)–
(2.5) has a corresponding global weak solution satisfying the regularity properties
(1.7)–(1.9) of Theorem 1.1.
We note that the above system (2.2)–(2.5) also satisﬁes the extra hypothesis of
Theorem 1.3, which therefore applies to prove the local-in-time existence of solutions
with large initial data. A global existence result for (2.2)–(2.5) with large initial data
is given by Chen and Wang [4] for the case of a ﬂuid of ﬁnite total mass expanding
into a vacuum and with much smoother initial data. Special properties unique to the
system are exploited, as are the special boundary conditions, which insure that the
momentum remains ﬁnite and is conserved. Their result is essentially disjoint from
that of Theorem 2.1.
Finally, we consider a model for the dynamic combustion of a chemically reacting
polytropic ﬂuid:
vt 
 ux ¼ 0;
Zt þ KfðeÞZ ¼ 0;
ut þ Pðv; eÞx ¼
eux
v
 
x
;
e þ u
2
2
	 

t
þðuPðv; eÞÞx 
 qKjðeÞZ ¼
euux þ lex
v
	 

x
;
where v is the inverse of the density of a compressible, chemically reacting ﬂuid, u is
the velocity, e is the speciﬁc internal energy, and ZA½0; 1 is the fraction of unburned
ﬂuid. The positive constants K and q are the reaction rate and the chemical binding
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energy, and j a known function of e; called the Arrhenius function. These equations
are written in Lagrangean coordinates, so that x parameterizes ﬂuid particles rather
than points of physical space. (See [9] for a complete discussion of combustion
models.)
We set H ¼ 1
u 01
 
and compute Hf 0w and HG:
Hf 0w ¼
1 0

u 1
 
 1 0
u 1
 
¼ 1 0
0 1
 
and
HG ¼ 1 0
u 1
 
 ev

1 0
euv
1 lv
1
 
¼ v

1 0
0 lv
1
 
:
Thus both Hf 0w and HG are symmetric and positive deﬁnite, as required in IV. To
check condition V(13) we compute
v 
 %v Z 
 %Z½  
1 0
0 0
 
ev
1 0
euv
1 lv
1
 
1
P 
 %P
uP 
 u %P
 
þ ½v 
 %v Z 
 %Z½0 KfðeÞZ 
 KfðeÞ %Zt
¼ 
ve
1ðv 
 %vÞðP 
 %PÞ þ KfðeÞðZ 
 %ZÞðZ 
 %ZÞ
XCjv 
 %vj2 þ CjZ 
 %Zj2
provided that j and @P@r are strictly positive for values of r and e of interest. The other
conditions in I–V are satisﬁed except for III(60), which is not required for this
example, as discussed at the beginning of this section. We therefore obtain global
existence of weak solutions for bounded initial data close in L2 to a constant state
ð%v; %u; %Z; %eÞ: This result is somewhat weaker than that of Chen et al. [2], in which
special properties unique to this system are applied to eliminate smallness hypotheses
altogether.
3. Energy estimates
In this section we begin the proof of Theorem 1.1 by deriving a priori energy
estimates for smooth, local-in-time solutions of (1.1)–(1.2) corresponding to the
functionals A1 and A2 deﬁned in (1.10) and (1.11). We thus assume that ðv; u; eÞ is a
smooth solution of (1.1)–(1.2) on R ½0; T ; that ðv 
 %v; u 
 %u; e 
 %eÞAðCN-HNÞ;
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and that the pointwise bounds
jjvð; tÞ 
 %vjjLNpRv ;
jjuð; tÞ 
 %ujjLNpRu;
eiðx; tÞXei; i ¼ 1;y; n; xAR;
hold for tA½0; T :
Throughout this section C will denote a generic positive constant as described in
the statement of Theorem 1.1. In the following lemma, we apply the existence of the
entropy m to derive time-independent L2 bounds for the solution ðv; u; eÞ:
Lemma 3.1. Let ðv; u; eÞ be a smooth solution as described above. Then
Z
jðv 
 %vÞðx; tÞj2 dx þ
Z
jðw 
 %wÞðx; tÞj2 dx þ
Z T
0
Z
jwxðx; tÞj2 dx dt
þ
Z T
0
Z
ðjaj2 þ jbj2Þ dx dtpCC0; tA½0; T :
Proof. We multiply (1.1) by mvðv; f 0Þ; (1.2) by mf 0ðv; f 0Þ; add the resulting equations,
and integrate over R ½0; T : Applying hypothesis III(5) and the decay at jxj ¼N;
we obtain that
Z
mðv; f 0Þ dx

t
0


Z t
0
Z
mf 0ðv; f 0ÞðGwxÞx


Z t
0
Z
mvðv; f 0Þaðv; wÞ 

Z t
0
Z
mf 0ðv; f 0Þbðv; wÞ ¼ 0:
The second term on the left-hand side here is


Z t
0
Z
mf 0ðv; f 0ÞðGwxÞx ¼
Z t
0
Z
@
@x
ðmf 0ðv; f 0ÞÞGwx
¼
Z t
0
Z
vtxmf 0vðv; f 0ÞGwx þ
Z t
0
Z
ð f 0v vxÞtmf 0f 0ðv; f 0ÞGwx
þ
Z t
0
Z
ð f 0w wxÞtmf 0f 0ðv; f 0ÞGwx
¼
Z t
0
Z
wtxHGwx
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by hypotheses III(6), ð60Þ and (1.3), which show that the sum of the ﬁrst two terms in
the middle equation vanishes. Applying IIIð60Þ; (8) we then obtain
Z
mðv; f 0ðv; wÞÞð; tÞ þ
Z t
0
Z
jwxj2 þ
Z t
0
Z
jaj2 þ
Z t
0
Z
jbj2pCC0:
It follows from the strict convexity of m and assumption IV(9) that
mðv; f 0ðv; wÞÞXC
1ðjv 
 %vj2 þ j f 0ðv; wÞ 
 f 0ð%v; %wÞj2Þ:
Also,
jv 
 %vj2 þ j f 0ðv; wÞ 
 f 0ð%v; %wÞj2XC
1ðjv 
 %vj2 þ jw 
 %wj2Þ
by the injectivity assumption II. Thus
sup
tA½0;T 
Z
jðv 
 %vÞðx; tÞj2 dx þ
Z
jðw 
 %wÞðx; tÞj2 dx
	 

þ
Z t
0
Z
jwxj2 dx dt
þ
Z T
0
Z
jaj2 dx dt þ
Z T
0
Z
jbj2 dx dtpCC0; ð3:1Þ
where C is independent of T : &
Next, we derive a preliminary estimate for the functional A1:
Lemma 3.2. There exists a positive constant C such that, if ðv; u; eÞ is a smooth solution
of (1.1)–(1.2) as in Lemma 3.1, then
A1ðtÞpCCW0A1ðtÞ þ CCW0A2ðtÞ þ CCW0 ; 0otpT ;
where CW0 denotes a finite sum of positive powers of C0:
Proof. We multiply both sides of (1.2) by ’wtSH; where S is the ðk þ nÞ  ðk þ nÞ
matrix S ¼ ð14tÞIk
0
0
ð14tÞ2In
h i
; and integrate to obtain
Z t
0
Z
’wtSHf 0w ’w
t ¼
Z t
0
Z
’wtSHðgf 0w wx þ f 0v ðgv þ hÞx 
 f 0v a

 f 1x þ ðGwxÞx þ bÞ: ð3:2Þ
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We integrate by parts and apply the symmetry of HG to bound the terms in (3.2).
For example, the ﬁfth term on the right-hand side of (3.2) isZ Z
’wtSHðGwxÞx ¼ 

Z Z
wttSHxGwx 

Z Z
wttxSHGwx
þ
Z Z
wtxgSHGxwx þ
Z Z
wtxgSHGwxx
¼ 
 1=2
Z
wtxSHGwx

t
0


Z Z
’wtSHxGwx
þ
Z Z
wtxgSHxGwx þ 1=2
Z 1
0
Z
wtxS
0HGwx
þ 1=2
Z Z
wtxS
d
dt
ðHGÞwx

 1=2
Z Z
wtxgxSHGwx 

Z Z
wtxgSHxGwx;
so that
Z Z
’wtSHðGwxÞx ¼ 
 1=2
Z
wtxSHGwx

t
0
þO
Z Z
ð14tÞ2j’ejjwxjjuxj
	
þ
Z Z
ð14tÞ2jwxj2juxj þ
Z Z
ð14tÞjuxj3
þ
Z Z
ð14tÞ2jwxj2jaj þ
Z Z
ð14tÞjuxj2jaj þ C0


by (3.1) and the fact that HG depends only on v: Estimating the other terms in (3.2)
in a similar way and using the positive deﬁniteness of HG and of Hf 0w ; we arrive atZ Z
ð14tÞj ’uj2 þ ð14tÞ
Z
juxj2 þ
Z Z
ð14tÞ2j ’ej2 þ ð14tÞ2
Z
jexj2
pC
Z Z
ð14tÞ2jwxj2juxj2 þ C
Z Z
ð14tÞjuxj3 þ C
Z Z
ð14tÞ2jwxj2jaj
þ C
Z Z
ð14tÞjwxj2jej2 þ C
Z Z
ð14tÞjej2jaj2 þ C
Z 1
0
Z
jv 
 %vj2jej2
þ C
Z 1
0
Z
jw 
 %wj2jej2 þ C
Z
ð14tÞjv 
 %vj2jej2
þ C
Z
ð14tÞjw 
 %wj2jej2 þ CC0: ð3:3Þ
In order to bound the terms on the right-hand side of (3.3) in terms of C0; A1; and
A2; we need to derive L
N estimates for ux and e 
 %e: As we shall see, the quantity F
deﬁned in (1.14) will play a key role in this argument. We multiply both sides of
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(1.14) by H0 to obtain H0Gwx ¼ H0G0ux; where G0 is the ðk þ nÞ  k matrix
consisting of the ﬁrst k columns of G (recall from IV(10) that HG is diagonal). H0G0
is an invertible k  k matrix, so that
jjuxjjLNpCjjH0F jjLN þ Cjje 
 %ejjLN þ C:
Also,
jjH0F jjLNpC
Z
jH0F j2
	 
1=4 Z
jH0Fxj2
	 
1=4
pC
Z
ðjuxj2 þ jw 
 %wj2 þ jv 
 %vj2Þ
	 
1=4

Z
ðj ’uj2 þ juxj2 þ jaj2 þ jbj2Þ
	 
1=4
ð3:4Þ
by (1.14) and (1.15). Applying the standard Sobolev inequality
jje 
 %ejjLNpC
Z
je 
 %ej2
	 
1=4 Z
jexj2
	 
1=4
we then obtain that
ð14tÞ3=4jjuxjjLNpCA1=21 þ CA1=22 þ CCW0 þ C
and
ð14tÞ1=2jje 
 %ejjLNpCA1=21 þ CCW0 :
We can now estimate the terms on the right-hand side of (3.3). For example,Z Z
ð14tÞ2jwxj2juxj2p
Z t
0
ð14tÞ2jjuxð; sÞjj2LN
Z
jwxj2 dx
	 

ds
pCCW0 ðA1 þ A2Þ þ CCW0 :
Bounding the other terms in (3.3) in a similar way, we obtain ﬁnally that
A1ðtÞpCCW0A1ðtÞ þ CCW0A2ðtÞ þ CCW0 : & ð3:5Þ
Next, we derive a preliminary estimate for the functional A2:
Lemma 3.3. There is a positive constant C such that, if ðv; u; eÞ is a smooth solution of
(1.1)–(1.2) as in Lemmas 3.1 and 3.2, then
A2ðtÞpCCW0Ay1ðtÞ þ CCW0Ay2ðtÞ þ CCW0 ; tA½0; T ;
where Ayi denotes a finite sum SA
j
i with j41:
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Proof. We apply the operator @@t þ @@xg to both sides of (1.2), multiply by ’wtSH;
where S is the ðk þ nÞ  ðk þ nÞ matrix ð14tÞ2Ik
0
0
ð14tÞ4In
h i
; and integrate over R ½0; t
to obtainZ Z
’wtSH
@
@t
ð f 0w ’wÞ þ
@
@x
ðgf 0w ’wÞ
	 

¼
Z Z
’wtSH
@
@t
ðgf 0w wx þ f 0v ðgv þ hÞx 
 f 0v a 
 f 1x þ ðGwxÞx þ bÞ
	
þ @
@x
ðgðgf 0w wx þ f 0v ðgv þ hÞx 
 f 0v a 
 f 1x þ ðGwxÞx þ bÞÞ


: ð3:6Þ
Integrating by parts, we express both sides of (3.6) as sums of integrals of functions
involving v; w; wx; ’v; ’w; ’wx: For example, the ﬁrst term on the left-hand side of (3.6) isZ Z
’wtSHð f 0w ’wÞt ¼ 1=2
Z
’wtSHf 0w ’w

t
0
þ1=2
Z Z
’wtSHf 0wt ’w

 1=2
Z 1
0
Z
’wtS0Hf 0w ’w 
 1=2
Z Z
’wtSHt f
0
w ’w:
The second term on the left-hand side of (3.6) can be written asZ Z
’wtSH
@
@x
ðgf 0w ’wÞ ¼ 1=2
Z Z
’wtSHðgf 0wÞx ’w 
 1=2
Z Z
’wtgSHx f
0
w ’w;
and the sum of all the terms on the left-hand side of (3.6) is then
1=2
Z Z
’wtS
d
dt
ðHf 0wÞ ’w þ 1=2
Z
’wtSHf 0w ’w

t
0

1=2
Z 1
0
Z
’wtS0Hf 0w ’w


Z Z
’wtS ’Hf 0w ’w þ 1=2
Z Z
’wtgxSHf
0
w ’w:
Clearly Z Z
’wtSH
@
@t
ð f 0w ’wÞ þ
@
@x
ðgf 0w ’wÞ
	 

¼ 1=2
Z
’wtSHf 0w ’w

t
0
þO
Z Z
ð14tÞ4j ’wj2j ’ujjej
	
þ
Z Z
ð14tÞ4j ’wj2j ’uj þ
Z Z
ð14tÞ4j ’wj2juxj
þ
Z Z
ð14tÞ2j ’uj2juxj þ
Z Z
ð14tÞ4j ’wj2jaj
þ
Z Z
ð14tÞ2j ’uj2jaj þ A1ðtÞ


:
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Proceeding in this way, we reduce (3.6) to
1=2
Z
’wtSHf 0w ’w þ
Z Z
’wtxSHG ’wx
¼ O
Z Z
ð14tÞ4j ’wj2j ’ujjej þ
Z Z
ð14tÞ4j ’wjj ’ujjwxjjuxj
	
þ
Z Z
ð14tÞ4j ’wjjwxjjuxj2 þ
Z Z
ð14tÞ2j ’uxjj ’ujjej
þ
Z Z
ð14tÞ2j ’uxjjwxjjuxj þ
Z Z
ð14tÞ4j ’wxjj ’wjjuxj
þ A1ðtÞ þ lower order terms


: ð3:7Þ
Therefore
ð14tÞ2
Z
j ’uj2 þ
Z Z
ð14tÞ2j ’uxj2 þ ð14tÞ4
Z
j’ej2 þ
Z Z
ð14tÞ4j ’exj2
pC
Z Z
ð14tÞ4j ’wj2j ’ujjej þ C
Z Z
ð14tÞ6j ’uj2jwxj2juxj2
þ C
Z Z
ð14tÞ6jwxj2juxj4 þ CA1ðtÞ þ lower order terms: ð3:8Þ
The high-order terms on the right-hand side of (3.8) can be bounded by positive
powers of A1; A2; and C0: For example,Z Z
ð14tÞ6j ’uj2jwxj2juxj2pCðA1 þ A2 þ CW0 þ 1Þ
Z Z
ð14tÞ4j ’uj2jwxj2
pCðA1 þ A2 þ CW0 þ 1Þ
Z
ð14tÞ4
Z
jwxj2 dx
	 


Z
j ’uj2 dx
	 
1=2 Z
j ’uxj2 dx
	 
1=2
dt
pCðA1 þ A2 þ CW0 þ 1ÞA1=21 A1=22

Z
ð14tÞ2
Z
jwxj2 dx
	 
1=2 Z
j ’uxj2 dx
	 
1=2
dt
pCCW0Ay1 þ CCW0Ay2 þ CCW0 :
Estimating the other terms in (3.8) in a similar way we obtain ﬁnally that
A2ðtÞpCCW0Ay1ðtÞ þ CCW0Ay2ðtÞ þ CCW0 : & ð3:9Þ
It is now clear from Lemmas 3.2 and 3.3 that A1 and A2 can be bounded solely in
terms of C0 provided that C0 is sufﬁciently small. We have:
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Lemma 3.4. There is a constant C such that if ðv; u; eÞ is a smooth solution of
(1.1)–(1.2) as described at the beginning of this section with C0 sufficiently small, then
A1ðtÞ þ A2ðtÞpCCW0 ; tA½0; T ; ð3:10Þ
where C is independent of T and C0:
4. Pointwise bounds
In this section we derive a priori pointwise bounds for smooth solutions ðv; u; eÞ of
(1.1)–(1.2) as described at the beginning of Section 3. First, the standard inequality
jjw 
 %wjjLNp2ð
R jw 
 %wj2 dxÞ1=2ðR jwxj2 dxÞ1=2 shows that the required pointwise
bounds jju 
 %ujjLNpRu and eiX
%
ei; i ¼ 1;y; n hold for tX1; provided that C0 is
sufﬁciently small. For to1 we obtain the required bounds instead by estimating the
dual norm of the solution to the system which is dual to Eq. (1.1). As we shall see,
hypotheses IV(10) and V(14) will play a crucial role in this argument.
Lemma 4.1. Let ðv; u; eÞ be the smooth solution of (1.1)–(1.2) described at the
beginning of Section 3 with jjv 
 %vjjLNpRv ; jju 
 %ujjLNpRu; eiX
%
ei; i ¼ 1;y; n for
tA½0; T : Then jju 
 %ujjLNpRu and eiX
%
ei; i ¼ 1;y; n; tA½0; T  provided that C0 is
sufficiently small.
Proof. We ﬁrst rewrite Eq. (1.2) as
f 0w wt þ f 0v ’v 
 gf 0v vx þ f 1x ¼ ðGwxÞx þ b:
Then taking f ¼ ½f1yfkþntADðR ð0;NÞÞ and multiplying by ftH and
integrating, we obtain
Z
ftHf 0wðw 
 %wÞ

t10


Z Z
ððftHf 0wÞt þ ðftgHf 0wÞx þ ðftHGÞxÞðw 
 %wÞ
þ
Z Z
ftHf 0v ’v þ
Z Z
ftxgHð f 0 
 %f 0Þ þ
Z Z
ftgHxð f 0 
 %f 0Þ
þ
Z Z
ftgxHð f 0 
 %f 0Þ 

Z Z
ftxHð f 1 
 %f 1Þ 

Z Z
ftHxð f 1 
 %f 1Þ
¼ 

Z Z
ftHxGwx þ
Z Z
ftHb: ð4:1Þ
We choose f to satisfy
ðftHf 0wÞt þ ðftHf 0w gÞx þ ðftxHGÞx ¼ 0;
fð; t1ÞX0; fð; t1ÞASðRÞ; ð4:2Þ
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where S is the Schwarz class. Note that system (4.2) is diagonal and uniformly
parabolic backward in time, so that a CN solution exists for T4t40 and satisﬁes
Z
fiðHf 0wÞið; 0Þ ¼
Z
fiðHf 0wÞið; t1Þ; i ¼ 1;y; k þ n; 0ptot1: ð4:3Þ
We apply the regularity condition (3.10), the smallness assumption, and the fact that
Hf 0w and HG depend only on v to obtain
fiX0; i ¼ 1;y; k þ n; 0ptot1pð14TÞ; ð4:4Þ
jjfð; tÞjjL2pCðt1 
 tÞ
1=4jjfð; t1ÞjjL1 ; 0ptot1pð14TÞ; ð4:5Þ
jjfxð; tÞjjL2pCðt1 
 tÞ
3=4jjfð; t1ÞjjL1 ; 0ptot1pð14TÞ: ð4:6Þ
We now ﬁx i; 1pipk; and set fjð  ; t1Þ  0; jai: Then fjð; tÞ  0; tot1 because
Hf 0w and HG are diagonal. Then from (4.1),Z
fiðHf 0wÞiðui 
 %uiÞ

t10
¼ OðC1=20 jjfð; t1ÞjjL1Þ
by assumptions III(7), IV(12), (4.5), and (4.6). Therefore
Z
fiðHf 0wÞiðui 
 %uiÞð; t1Þ

pCC1=20 jjfið; t1ÞjjL1 þ
Z
fiðHf 0wÞiðui 
 %uiÞð; 0Þ

:
Then
Z
fiðHf 0wÞiðui 
 %uiÞð; t1Þ

pCC1=20 jjfiðHf 0wÞið; t1ÞjjL1
þ jjui0 
 %uijjLN jjfiðHf 0wÞið t1ÞjjL1
by (4.3) and (4.4), and therefore
jjðui 
 %uiÞð; t1ÞjjLNpCC1=20 þ jjðui0 
 %uiÞð; 0ÞjjLNpRu
if C0 is sufﬁciently small. To obtain bounds for e
i; we ﬁx i; k þ 1pipn þ k and set
fjð; t1Þ  0; jai: Then
Z
fiðHf 0wÞiðei 
 %eiÞ

t10
¼ 

Z Z
fiðHxGwxÞi þ OðC1=20 jjfð; t1ÞjjL1Þ:
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by I(4) and IV(12). Then
Z
fiðHf 0wÞiðei 
 %eiÞð; t1Þ þ C
Z Z
fijw 
 %wj þ C
Z Z
fijv 
 %vj
X
Z
fiðHf 0wÞiðei 
 %eiÞð; 0Þ 
 CC1=20 jjfð; t1Þjj:
by V(14). The last two terms on the left-hand side are bounded by
C
Z Z
fijw 
 %wj þ C
Z Z
fijv 
 %vjpCC1=20 jjfð ; t1ÞjjL1 :
Therefore for any given x;
ðeiðx; t1Þ 
 %eiÞXe0i 
 %ei 
 CC1=20 ;
so that
eiðx; t1ÞXe0i 
 CC1=20 X%e
i
if C0 is small. &
Next we derive pointwise bounds for v: The integrability in time of jjuxjjLN ; which
is a consequence of the estimates of Section 3, will be crucial for bounds near t ¼ 0;
and the dissipative mechanism implicit in the assumption V(13) will apply for large
time.
Lemma 4.2. Let ðv; u; eÞ be as in Lemma 4.1. Then jjv 
 %vjjLNpRv; tA½0; T ; provided
that C0 is sufficiently small.
Proof. Fix xAR and consider the characteristic curve ðxðtÞ; tÞ given by ’xðtÞ ¼
gðuðx; tÞÞ; xð0Þ ¼ x: Suppose that there is an interval ½t0; t1 such that
jvðxðt0Þ; t0Þ 
 %vj ¼ R0v and jvðxðtÞ; tÞ 
 %vj4R0v ; tAðt0; t1: Then from (1.1) and the
deﬁnition of F ;
d
dt
ðv 
 %vÞ ¼ 
 vguux 
 huux þ a
¼ 
 ðvgu þ huÞðK0H0F þ K0H0ð f 1 
 %f 1Þ 
 gK0H0ð f 0 
 %f 0ÞÞ þ a:
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Multiplying by ðv 
 %vÞt; we obtain
1
2
d
dt
jv 
 %vj2 þ ðv 
 %vÞtðvgu þ huÞ
 K0H0ð f 1ðv; wÞ 
 f 1ð%v; wÞ 
 gð f 0ðv; wÞ 
 f 0ð%v; wÞÞÞ

 ðv 
 %vÞtðaðv; wÞ 
 að%v; wÞÞ
¼ 
ðv 
 %vÞtðvgu þ huÞ
 K0H0ðF þ f 1ð%v; wÞ 
 f 1ð%v; %wÞ 
 gð f 0ð%v; wÞ 
 f 0ð%v; %wÞÞÞ
þ ðv 
 %vÞtðað%v; wÞ 
 að%v; %wÞÞ: ð4:7Þ
Without loss of generality, we can assume that 1A½t0; t1 (the proof is somewhat
simpler otherwise). It is then easy to derive from (4.7) and the assumptions in I that,
for tA½t0; 1;
d
dt
jv 
 %vj2pCjjH0F jjLN þ CjjejjLN jjw 
 %wjjLN þ Cjjw 
 %wjjLN :
Integrating along the particle trajectory xðtÞ; we then obtain that, for tA½t0; 1;
jvðxðtÞ; tÞ 
 %vj2p jvðxðt0Þ; t0Þ 
 %vj2 þ C
Z t
t0
jjH0F jjLN
þ C
Z t
t0
ð1þ jjejjLNÞjjw 
 %wjjLN
pCCW
by (3.1), (3.4), and (3.10). Therefore
jvðxðtÞ; tÞ 
 %vjpjvðx; t0Þ 
 %vj þ CCW0pRv
if C0 is small. For tA½1; t1 we instead apply (4.7) and assumption V(13) to obtain
d
dt
jv 
 %vj2 þ C
1jv 
 %vj2pCðjjH0F jj2LN þ jjw 
 %wjj2LNÞ;
so that, by Gronwall’s inequality,
jvðxðtÞ; tÞ 
 %vj2p expðð1
 tÞ=CÞjvðxð1Þ; 1Þ 
 %vj2
þ C
Z t
1
expððt0 
 tÞ=CÞðjjH0F jj2LN þ jjw 
 %wjj2LNÞ dt0:
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However, by (3.4) and (3.10)Z t
1
expððt0 
 tÞ=CÞjjH0F jj2LN dt0
pC
Z t
1
expððt0 
 tÞ=CÞ
Z
ðjuxj2 þ jw 
 %wj2 þ jv 
 %vj2Þ
	 
1=2

Z
ðj ’uj2 þ juxj2 þ jaj2 þ jbj2Þ
	 
1=2
dt0
pCCW0 ;
Z t
1
expððt0 
 tÞ=CÞjjw 
 %wjj2LN dt0pC
Z t
1
Z
expððt0 
 tÞ=CÞðjw 
 %wj2 þ jwxj2Þ
pCCW0 :
Thus jjv 
 %vjjLNpRv if C0 is sufﬁciently small. &
5. Existence and regularity
In this section we apply the a priori bounds of Sections 3 and 4 to obtain the
solution ðv; u; eÞ of (1.1)–(1.2). Thus let ðv0; u0; e0Þ be initial data satisfying the
hypotheses of Theorem 1.1 and let vd0 ¼ jd  v0; ud0 ¼ jd  u0; ed0 ¼ jd  e0; where jd is
the standard molliﬁer. We will show that there is a subsequence dl-0 for which the
corresponding solutions ðvdl ; udl ; edl Þ converge to the desired solution ðv; u; eÞ as
dl-0: We ﬁrst address the question of the global existence of the approximate
solution ðvdl ; udl ; edl Þ:
Lemma 5.1. There are positive numbers e and C; depending on %v; %u; %e;
Rv ; R
0
v ; R

u; e
i; i ¼ 1;y; n; as in the statement of Theorem 1.1, such that: given
initial data ðv0; u0; e0Þ satisfying
C0 ¼
Z
jðv0 
 %vÞðx; tÞj2 dx þ
Z
jðu0 
 %uÞðx; tÞj2 dx þ
Z
jðe0 
 %eÞðx; tÞj2 dxoe;
jjv0 
 %vjjLNpR0v ;
jju0 
 %ujjLNpR0u; ei0Xe0
i
; i ¼ 1;y; n;
there is a global smooth solution ðvd; ud; edÞ of (1.1)–(1.2) with initial data ðvd0; ud0; ed0Þ
such that
Ad1ðtÞ þ Ad2ðtÞpCCW0 ; t40; ð5:1Þ
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jjvd 
 %vjjLNpRv ; ð5:2Þ
jjud 
 %ujjLNpRu; ð5:3Þ
ediXei; i ¼ 1;y; n; t40; ð5:4Þ
where Ad1; A
d
2 are as in (1.10) and (1.11) with ðv; u; eÞ replaced by ðvd; ud; edÞ:
Proof. The local existence of smooth solutions is proved in [7,8]. We let Cd0 be as in
(1.6) with ðv0; u0; e0Þ replaced by ðvd0; ud0; ed0Þ for a ﬁxed value of d: Then the
hypotheses of Lemma 3.1 hold for a positive time %td; so that
Ad1ð%tdÞ þ Ad2ð%tdÞpCCW0 ;
jjðv 
 %vÞð; tÞjj2L2 þ jjðu 
 %uÞð; tÞjj2L2 þ jjðe 
 %eÞð; tÞjjL2p2CCW0 ; tA½0; %td;
jjvd 
 %vjjLNðR½0;%tdÞpCCW0pRv;
jjud 
 %vjjLNðR½0;%tdÞpCCW0pRu;
ðedÞiðx; tÞX
%
ei; i ¼ 1;y; n; tA½0; %td; xAR
if C0 is sufﬁciently small, depending on %v; %u; %e; R

v ; R
0
v ; R

u; e
i; i ¼ 1;y; n; but
independent of d; and vð; %tdÞ 
 %v; uð; %tdÞ 
 %u; eð; %tdÞ 
 %eAHNðRÞ: Now we can
reapply Kawashima’s local existence result at a new initial time %td to extend the
solution ðvd; ud; edÞ to all positive time t: We omit the details but note that the
Gronwall-type inequality Theorem C:1(i) in [7] enters the argument in an important
way. &
Lemma 5.2. Let ðvd; ud; edÞ be as in Lemma 5.1. Then there is a sequence d ¼ dl-0
and limiting ðv; u; eÞ such that
vdð; tÞ 
 %v , vð; tÞ 
 %v weakly in L2ðRÞ; tX0; ð5:5Þ
wd-w uniformly on compact sets in ft40g: ð5:6Þ
In addition,
wd-w in L2locðR ½0;NÞÞ; ð5:7Þ
vd 
 %v; wdx 
 wx , 0 weakly in L2locðR ½0;NÞÞ: ð5:8Þ
Proof. The proof consists in applying the bounds in Lemma 5.1, which hold for
the approximate solutions ðvd; ud; edÞ uniformly in d; to obtain the necessary
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compactness. For example, to prove the weak convergence of vd; we apply the
uniform L2ðRÞ bound for fvdð; tÞ 
 %vg and a diagonalization process to obtain a
sequence dl-0 for which fvdð; tjÞ 
 %vg converges weakly in L2; say to vð; tjÞ 
 %v; for
each tj in a countable dense subset of ½0;NÞ: Also, from (1.1) and Lemma 5.1 we
have that, for any fAH1ðRÞ;
Z
vdiðx; ÞfðxÞ dx


t00
t0

¼
Z t00
t0
Z
ðgðudÞvdi þ hiðudÞfx dx dt þ
Z t00
t0
Z
aiðvd; wdÞf dx dt


pCC1=20 ðjjfjjL2 þ jjfxjjL2Þjt00 
 t0j1=2;
where vdi; hi; ai are the ith components of vd; h; a; respectively. This together with
the weak L2 convergence for a dense set of times shows that vdl ð; tÞ 
 %v converges
to an element of H
1; which is denoted by vð; tÞ 
 %v; for every tA½0;NÞ: The
uniform bound jjvdl 
 %vjjL2pCC1=20 then shows that every subsequence of dl
has a subsequence converging weakly in L2ðRÞ; necessarily to vð; tÞ 
 %v: Therefore
vð; tÞ 
 %v converges weakly in L2ðRÞ to vð; tÞ 
 %v; jjvð; tÞ 
 %vjjL2ðRÞpCC1=20 ; and
jjv 
 %vjjLNpRv : &
We cannot at this point infer that the limiting functions ðv; u; eÞ above give the
desired weak solution because the weak convergence vd,v does not commute with
composition with nonlinear functions. We remedy this in the following lemma, in
which the cancellation of singularities reﬂected in the statement (1.9) is applied to
show that this convergence is in fact strong.
Lemma 5.3. There is a further subsequence d ¼ dl-0 such that vdð; tÞ 
 %v converges
strongly to vð; tÞ 
 %v in L2locðRmÞ for all tX0:
Proof. Deﬁne characteristic curves X dðy; tÞ by
’Xd ¼ gðudðX d; tÞÞ; X dðy; 0Þ ¼ y: ð5:9Þ
Then
@
@y
ð ’XdÞ ¼ gduudx
@X d
@y
:
Therefore
@X d
@y
¼ exp
Z t
0
gduu
d
x
	 

:
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The bounds in Lemma 3.4 show that
R t
0 jjudxjjLN is bounded by CðtÞCW0 uniformly in d;
so that
C
1p@X
d
@y
pC: ð5:10Þ
Also, uniform Ho¨lder continuity of X d in t follows from the estimate
jjðu 
 %uÞð; tÞjjLN pRu: There is therefore a further subsequence dli-0 for which
X dli-X uniformly on compact subsets of R ½0;NÞ: The bounds (5.10) guarantee
the existence of the inverse function Y dð; tÞ of X dð; tÞ and we can easily prove that
Y dli-Y uniformly on compact subsets in R ½0;NÞ: We deﬁne
F dðy; tÞ ¼ FdðX dðy; tÞ; tÞ;
where F d is as in (1.14), and we proceed to show that fH0F dg is strongly compact.
To do this, we bound the derivatives H0F
d
y and H0F
d
t independently of d: First,
from (1.15),
H0F
d
y ¼ H0F dx
@X d
@y
¼ H0 d
dt
f 0 þ gdxð f 0
d 
 %f 0Þ 
 bd
	 

@X d
@y
;
which is bounded in L2ðRÞ uniformly in d for each t40; by (5.1)–(5.4) and
assumptions I(1), (4) of Theorem 1.1. Also
H0F
d
t ðy; tÞ ¼H0F dt ðX d; tÞ þ gdH0Fdx ðX d; tÞ
¼H0 d
dt
ðGdÞwdx 
 H0
d
dt
f 1
d þ d
dt
ðgdÞH0ð f 0d 
 %f 0Þ þ gdH0 d
dt
f 0
d
þ H0Gd d
dt
wdx 
 gdxH0Gdwdx:
Applying the bounds (5.1)–(5.4) in a routine way, we ﬁnd that H0F
d
t ð; tÞ is bounded
in L2ðRÞ uniformly in d for t40: It follows that there is a further subsequence dli
such that H0F
dli ð; tÞ is Cauchy in L2locðRÞ; t40: We set
Ldðy; tÞ ¼ vdðX dðy; tÞ; tÞ:
Then from (1.1)
Ldt ðy; tÞ ¼ vdt ðX d; tÞ þ vdxgðudðX d; tÞÞ ¼ 
vdgdx 
 hdx þ ad:
Now ﬁx d1 and d2 and subtract to obtain
Ld1t ðy; tÞ 
 Ld2t ðy; tÞ ¼ 
vd1gd1x 
 hd1x þ ad1 þ vd2gd2x þ hd2x 
 ad2
¼ gd1x ðvd2 
 vd1Þ þ vd2gd2u ðud2x 
 ud1x Þ þ vd2ðgd2u 
 gd1u Þud1x þ hd2u ðud2x 
 ud1x Þ
þ ðhd2u 
 hd1u Þud1x þ ðaðvd1 ; wd1Þ 
 aðvd1 ; wd2ÞÞ þ ðaðvd1 ; wd2Þ 
 aðvd2 ; wd2ÞÞ: ð5:11Þ
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In order to bound the term ud2x 
 ud1x appearing in (5.11) in terms of Fd1 ; Fd2 ; and
lower order terms, we recall the following equality from deﬁnition (1.14):
ud2x 
 ud1x ¼Kd20 H0Fd2 þ Kd20 H0ð f 1
d2 
 %f 1Þ 
 gd2Kd20 H0ð f 0
d2 
 %f 0Þ

 Kd10 H0Fd1 
 Kd10 H0ð f 1
d1 
 %f 1Þ þ gd1Kd10 H0ð f 0
d1 
 %f 0Þ
¼Kd20 H0ðFd2 
 F d1Þ þ ðKd20 
 Kd10 ÞH0F d1 þ Kd20 H0ð f 1
d2 
 f 1d1 Þ
þ ðKd20 
 Kd10 ÞH0 f 1
d1 
 ðKd20 
 Kd10 ÞH0 %f 1
þ ðgd2 
 gd1ÞKd10 H0 %f 0 þ gd2ðKd20 
 Kd10 ÞH0 %f 0

 ðgd2 
 gd1ÞKd20 H0 f 0
d2 
 gd1ðKd20 
 Kd10 ÞH0 f 0
d2

 gd1Kd10 H0ð f 0
d2 
 f 0d1 Þ: ð5:12Þ
We multiply both sides of (5.11) by ðLd1 
 Ld2Þt; substitute the expression (5.12) for
ud2x 
 ud1x ; and integrate to obtain
1=2
d
dt
Z M

M
jLd2 
 Ld1 j2pCjjud1x jjLN
Z M

M
jLd2 
 Ld1 j2 þ Cjjud1x jjLN
Z M

M
jud2 
 ud1 j
þ Cjjud1x jjLN
Z M

M
jH0Fd2 
 H0Fd1 j
þ C
Z M

M
jLd2 
 Ld1 j2 þ C
Z M

M
jud2 
 ud1 j:
Using Gronwall’s inequality together with the fact that jjuxð; tÞjjLNAL1 uniformly in
d; we arrive at
Z M

M
jLd2 
 Ld1 j2ð; tÞpC
Z M

M
jLd2 
 Ld1 j2ð; 0Þ þ C
Z t
0
Z M

M
jH0Fd2 
 H0Fd1 j
þ C
Z t
0
Z M

M
jjud1x jjLN jud2 
 ud1 j
þ C
Z t
0
Z M

M
jud2 
 ud1 j:
Now
Z M

M
jLd2 
 Ld1 j2ð; 0Þ-0
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as d1; d2-0 because vd0-v0 pointwise a.e., andZ t
0
Z M

M
jH0F d2 
 H0F d1 j-0;
Z t
0
Z M

M
jjud1x jjLN jud2 
 ud1 j-0
as d1; d2-0 because H0F dð; tÞ is Cauchy in L2locðRÞ; t40; and ud-u uniformly on
compact subsets in ft40g: Therefore Ldð; tÞ is Cauchy in L2locðRÞ for every t40; and
so converges strongly in L2locðRÞ; say to Lð; tÞ; for every t40: Recall that Y d is the
inverse mapping of X d; so that vdðx; tÞ ¼ LdðY dðx; tÞ; tÞ: We set vðx; tÞ ¼ LðYðx; tÞ; tÞ
and show that, for p ¼ 1; 2; ðvdÞpð; tÞ , vpð; tÞ weakly in L2loc; where ðvdÞp ¼
½ðvd1Þp;yðvdmÞpt: This will prove that vd converges strongly to v: Fix a smooth
vector-valued test function fðxÞ  ½f1ðxÞ;y;fmðxÞt with compact support. ThenZ
ððvdÞp 
 vpÞtf dx ¼
Z
ððLdÞp 
 LpÞtfðX dðy; tÞÞ @X
d
@y
ðy; tÞ dy
þ
Z
ðLpÞt½fðX dðy; tÞÞ 
 fðXðy; tÞÞ @X
d
@y
ðy; tÞ dy
þ
Z
ðLpÞtfðX ðy; tÞÞ @X
d
@y
ðy; tÞ 
 @X
@y
ðy; tÞ
 
dy:
As d-0 the ﬁrst integral on the right goes to zero because Ld-L in L2locðRÞ: The
second integral goes to zero by the uniform convergence X d-X : As for the third
integral, @X
d
@y,
@X
@y weakly in D0ðRÞ by the uniform convergence X d-X on compact
subsets of R ½0;NÞ: In addition, by (5.10) there is a further subsequence d ¼ dl-0
such that @X
dl
@y converges weakly in L
2
locðRÞ: Therefore @X
d
@y,
@X
@y weakly in L
2
locðRÞ:
This proves that ðvdÞ2 converges weakly to v2 and therefore that vd converges
strongly to v: &
We can now complete the proof of Theorem 1.1 by showing that the limit ðv; u; eÞ
obtained in Lemma 5.2 is indeed the desired weak solution:
Lemma 5.4. The limit ðv; u; eÞ obtained in Lemmas 5.2 and 5.3 satisfies the weak
equations (1.1)–(1.2) for times t24t1X0 as well as the regularity properties (1.7)–(1.9)
of Theorem 1.1.
Proof. The proof consists in writing the weak forms for the approximate solutions
ðvd; ud; edÞ; then letting d ¼ dl-0 and taking appropriate limits. We let f ¼
½f1;y;fkþntAD0ðR ½0;NÞÞ and write the weak form for Eq. (1.2):Z
ftf 0
d

t2
t1


Z t2
t1
Z
ftt f
0d 

Z t2
t1
Z
ftx f
1d
¼ 

Z t2
t1
Z
ftxG
dwdx þ
Z t2
t1
Z
ftbd: ð5:13Þ
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For example, to show that the ﬁrst term
R R
ftxG
dwdx on the right-hand side converges
to
R R
ftxGwx; we triangulate as follows:Z Z
ftxðGdwdx 
 GwxÞ ¼
Z Z
ftxðGd 
 GÞwdx þ
Z Z
ftxðwdx 
 wxÞ:
The ﬁrst term on the right is bounded by CC
1=2
0 jjGd 
 GjjL2ðsupp fÞ; which approaches
zero as d ¼ dl-0 by the strong convergence vd-v and ud-u; and the second term
on the right approaches zero by (5.8). Similar arguments apply to the other terms in
(5.13) so that ðv; u; eÞ is indeed a weak solution of (1.2). The argument for (1.1) is
similar, and the bounds in the statement of Theorem 1.1 for ðv; u; eÞ follow from
(5.1)–(5.4). &
6. Uniqueness
Proof of Theorem 1.4. We ﬁx two solutions ðv1; w1Þ and ðv2; w2Þ as in the statement
of Theorem 1.4 and note that, as a consequence of (1.20),
jjwjxð; tÞjjLNpCt
1=4:
In particular, jjwjxjjN is locally integrable in time, so that characteristic curves
associated to (1.1) extend continuously to t ¼ 0: We introduce Lagrangean-like
coordinates ðy; tÞ; where y is constant on these characteristic curves, and compare
ðv1; w1Þ and ðv2; w2Þ as functions of y and t:
Thus deﬁne two sets of characteristic curves
dX1
dt
¼ gðw1ðX1; tÞÞ; X1ðy; 0Þ ¼ y; dX2
dt
¼ gðw2ðX2; tÞÞ; X2ðy; 0Þ ¼ y: ð6:1Þ
Each of these deﬁnes a mapping ðy; tÞ-ðx; tÞ with t ¼ t and xðy; tÞ ¼ Xðy; tÞ: It is
clear that, for either set of curves Xðy; tÞ; jXðy; t1Þ 
 X ðy; t2ÞjpCjt1 
 t2j because
wðx; tÞ is bounded, and jX ðy1; tÞ 
 Xðy2; tÞjpCjy1 
 y2j for any y1; y2 and t1; t2X0
because
X ðy1; tÞ 
 Xðy2; tÞ ¼ y1 
 y2 þ
Z t
0
gxðwðxðsÞ; sÞÞðX ðy1; sÞ 
 Xðy2; sÞÞ ds
and jjwxð; tÞjjNAL1locð½0;NÞÞ: Thus x is absolutely continuous in t and y and @x@t and
@x
@y exist for almost all values of t and y: Direct computation shows that
@x
@y
¼ exp
Z t
0
gxðwðXðsÞ; sÞÞ ds
	 

and
@x
@t
¼ gðwÞ:
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Observe that @x@y40; so that the Jacobian of the transformation ðy; tÞ-ðx; tÞ is
different from zero. Also, for any ﬁxed %t;
@x
@y

pC; @2x@y@t

pCjwxj; tp%t:
Now deﬁne
di ¼ @xi
@y
¼ exp
Z t
0
gxðwiðXiðsÞ; sÞÞ ds
	 

; i ¼ 1; 2:
We can deﬁne mappings ðx; tÞ-ðy; tÞ inverse to (6.1), and these satisfy
@t
@t
¼ 1; @t
@x
¼ 0; @y
@t
¼ 
gðwÞ d
1; @y
@x
¼ d
1;
so that y is Lipschitz in x and t: Abusing notation slightly, we indicate the
dependence of ðv1; w1Þ and ðv2; w2Þ on ðy; tÞ by ðv1; w1Þðy; tÞ ¼ ðv1; w1ÞðX1ðy; tÞ; tÞ
and ðv2; w2Þðy; tÞ ¼ ðv2; w2ÞðX2ðy; tÞ; tÞ: Rewriting Eqs. (1.1)–(1.2) formally in terms
of ðy; tÞ we then obtain
vt þ gyd
1v þ d
1hy ¼ a;
f 0w wt þ f 0v vt 
 gd
1f 0y þ d
1f 1y ¼ ðGwyd
1Þyd
1 þ b:
The precise statement is as follows:
Lemma 6.1. If ðvðx; tÞ; wðx; tÞÞ is a weak solution of (1.1)–(1.2) as in Theorem 1.4, then
ðvðy; tÞ; wðy; tÞÞ is a weak solution of
vt þ gyd
1v þ d
1hy ¼ a; ð6:2Þ
df 0w wt þ df 0v vt 
 gf 0y þ f 1y ¼ ðGwyd
1Þy þ db: ð6:3Þ
Proof. We prove that each term in the weak form of (1.1)–(1.2) equals
the corresponding term in (6.2) and (6.3). For example, the ﬁrst term on the
right-hand side of (6.3) generates in the weak form the term 
 R R ftyGwyd
1 dy dt;
where f is the test function. Now, wðy; tÞ is absolutely continuous in y; hence
differentiable almost everywhere, so that @w@y ¼ @w@x @x@y ¼ @w@x d: Thus ftxGwx ¼
ftyGwyðd
1Þ2 a.e. in y for each ﬁxed t: Integrating, we ﬁnd that
R R
ftxGwx dx dt ¼R R
ftyGwy d

1 dy dt because d is the Jacobian of the transformation
ðy; tÞ-ðx; tÞ: &
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We shall compare ðv1; w1Þ and ðv2; w2Þ as functions of ðy; tÞ: First we need an
estimate for d1 
 d2:
d1ðy; tÞ 
 d2ðy; tÞ
¼ exp
Z t
0
gxðw1ðX1ðsÞ; sÞÞ ds
	 


 exp
Z t
0
gxðw2ðX2ðsÞ; sÞÞ ds
	 

¼ expðxðy; tÞÞ
Z t
0
ðgxðw1ðX1ðsÞ; sÞÞ 
 gxðw2ðX2ðsÞ; sÞÞÞ ds
¼ expðxðy; tÞÞ
Z t
0
ðgwðw1ðX1ðsÞ; sÞÞw1yd
11 
 gwðw2ðX2ðsÞ; sÞÞw2yd
12 Þ ds:
ThereforeZ
jd1ðy; tÞ 
 d2ðy; tÞj2 dypCCW0 sup
tA½0;%t
Z
jw1ðy; tÞ 
 w2ðy; tÞj2 dy
	 

þ C
Z t
0
Z
jw1yðy; sÞ 
 w2yðy; sÞj2 dy ds: ð6:4Þ
In the following lemma we prove continuous dependence on initial data for w as a
function of ðy; tÞ:
Lemma 6.2. There is a positive constant C such that
sup
0ptp%t
Z
jDwð; tÞj2 dy
	 

þ
Z %t
0
Z
jDwyj2 dy dt
pC
Z
jDwð; 0Þj2 dy þ C sup
0ptp%t
Z
jDvð; tÞj2 dy
	 

;
where Dw ¼ w1 
 w2 and Dv ¼ v1 
 v2:
Proof. A simple approximation argument shows that we may take DwtH1 as the test
function in the weak form of (6.2) for w1 and DwtH2 in the equation (6.2) for w2: We
subtract the resulting equations, integrate, and rearrange to obtainZ Z
Dwtðd1H1f 0w1w1t 
 d2H2f 0w2w2tÞ þ
Z Z
Dwtðd1H1f 0v1v1t 
 d2H2f 0v2v2tÞ


Z Z
DwtðH1g1f 01y 
 H2g2f 02yÞ þ
Z Z
DwtðH1f 11y 
 H2f 12yÞ
¼
Z Z
DwtðH1ðG1w1yd
11 Þy 
 H2ðG2w2yd
12 ÞyÞ
þ
Z Z
Dwtðd1b1 
 d2b2Þ: ð6:5Þ
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It follows from (6.4) and (6.5) that
1
2
Z
Dwtd1H1f 0w1Dw

%t
0
þ
Z Z
Dwtyd

1
1 H1G1Dwy
¼ O %tW sup
0ptp%t
Z
jDwj2 dy
	 

þ sup
0ptp%t
Z
jDvj2 dy
	 
 !
:
Therefore
sup
0ptp%t
Z
jDwð; tÞj2 dy
	 

þ
Z %t
0
Z
jDwyj2 dy dt
pC
Z
jDwð; 0Þj2 dy þ C sup
0ptp%t
Z
jDvð; tÞj2 dy
	 

: &
Next, we prove continuous dependence on initial data for v as a function of ðy; tÞ:
Lemma 6.3. There is a positive constant C and a positive exponent W such that
sup
0ptp%t
Z
jDvð; tÞj2 dy
	 

pC
Z
jDvð; 0Þj2 dy þ C
1
Z %t
0
Z
jDwyj dy dt
þ C %tW sup
0ptp%t
Z
jDwð; tÞj2 dy
	 

:
Proof. We subtract Eq. (6.2) for ðv2; w2Þ from Eq. (6.2) for ðv1; w1Þ; multiply both
sides of the difference by Dvt; and integrate to obtain
Z
jDvð; tÞj2 dx

%t
0
þ
Z Z
Dvtðg1y d
11 v1 
 g2y d
12 v2Þ
þ
Z Z
Dvtðd
11 h1y 
 d
12 h2yÞ ¼
Z Z
Dvtða1 
 a2Þ: ð6:6Þ
It follows that
sup
0ptp%t
Z
jDvð; tÞj2 dy
	 

p
Z
jDvð; 0Þj2 dy þ C
1
Z %t
0
Z
jDwyj dy dt
þ C %tW sup
0ptp%t
Z
jDwð; tÞj dy
	 

: &
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We now complete the proof Theorem 1.4 by converting the above results to ðx; tÞ
coordinates. First, combining Lemmas 9.2 and 9.3, we arrive at
sup
0ptp%t
Z
jDvð; tÞj2 dy
	 

þ sup
0ptp%t
Z
jDwð; tÞj2 dy
	 

pC
Z
jDvð; 0Þj2 dy þ C
Z
jDwð; 0Þj2 dy: ð6:7Þ
In order to estimate
R jDwð; tÞj2 dx we ﬁrst ﬁnd a bound for jw1ðX1; tÞ 
 w2ðX1; tÞj:
jw1ðX1ðy; tÞ; tÞ 
 w2ðX1ðy; tÞ; tÞj
pjw1ðX1ðy; tÞ; tÞ 
 w2ðX2ðy; tÞ; tÞj
þ jw2ðX1ðy; tÞ; tÞ 
 w2ðX2ðy; tÞ; tÞj
pjw1ðX1ðy; tÞ; tÞ 
 w2ðX2ðy; tÞ; tÞj
þ jjw2xð; tÞjjNjX1ðy; tÞ 
 X2ðy; tÞj
pjw1ðX1ðy; tÞ; tÞ 
 w2ðX2ðy; tÞ; tÞj
þ jjw2xð; tÞjjN
Z t
0
ðgðw1ðX1ðy; sÞ; sÞÞ 
 gðw2ðX2ðy; sÞ; sÞÞÞ ds


pjw1ðX1ðy; tÞ; tÞ 
 w2ðX2ðy; tÞ; tÞj
þ Cjjw2xð; tÞjjN
Z t
0
jw1ðX1ðy; sÞ; sÞ 
 w2ðX2ðy; sÞ; sÞj ds:
Then
jw1ðX1ðy; tÞ; tÞ 
 w2ðX1ðy; tÞ; tÞj2
pCjw1ðX1ðy; tÞ; tÞ 
 w2ðX2ðy; tÞ; tÞj2
þ Cjjw2xð; tÞjj2N
Z t
0
jw1ðX1ðy; sÞ; sÞ 
 w2ðX2ðy; sÞ; sÞj ds
	 
2
pjw1ðX1ðy; tÞ; tÞ 
 w2ðX2ðy; tÞ; tÞj2
þ Ctjjw2xð; tÞjj2N
Z t
0
jw1ðX1ðy; sÞ; sÞ 
 w2ðX2ðy; sÞ; sÞj2 ds:
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ThusZ
jw1ðx; tÞ 
 w2ðx; tÞj2 dx ¼
Z
jw1ðX1ðy; tÞ; tÞ 
 w2ðX1ðy; tÞ; tÞj2d
1 dy
pC
Z
jw1ðX1ðy; tÞ; tÞ 
 w2ðX2ðy; tÞ; tÞj2 dy
þ CðtÞ
Z t
0
Z
jw1ðX1ðy; sÞ; sÞ 
 w2ðX2ðy; sÞ; sÞj2 dy ds
pCðtÞ
Z
jw1ðx; 0Þ 
 w2ðx; 0Þj2 dx
þ C
Z
jv1ðx; 0Þ 
 v2ðx; 0Þj2 dx
by (6.7) and the fact that tjjw2xð; tÞjj2NpC: We now assume that ðv1; w1Þð; 0Þ ¼
ðv2; w2Þð; 0Þ a.e. Then from (6.1)
jX1ðy; tÞ 
 X2ðy; tÞjp
Z t
0
jgðw1ðy; sÞÞ 
 gðw2ðy; sÞÞj ds
pC
Z t
0
jjw1ð; sÞ 
 w2ð; sÞjjLN ds
pC
Z t
0
Z
jDwj2 dy
	 
1=4 Z
jDwxj2 dy
	 
1=4
¼ 0:
Thus X1ðy; tÞ ¼ X2ðy; tÞ for any y and tX0: This proves that ðv1; w1Þðx; tÞ ¼
ðv2; w2Þðx; tÞ a.e. in x for any tX0 and completes the proof of Theorem 1.4. &
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