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RESUMO 
 
O objetivo deste estudo foi avaliar o emprego das técnicas Random Forest (RF) e 
Sistema Neuro-Fuzzy (SNF) na prognose da produção florestal. Os dados utilizados 
foram provenientes de inventários florestais contínuos conduzidos em povoamentos 
de clones de eucalipto, localizados no sul da Bahia. O processamento dos dados foi 
realizado no software Matlab R2016a. Os dados foram divididos em 70% para de 
treinamento e 30% para validação. Os algoritmos usados para geração de regras no 
SNF foram Subtractive Clustering (SC) e Fuzzy-C-Means (FCM). O treinamento foi 
feito com o algoritmo híbrido (gradiente descente e mínimos quadrados) com o 
número de épocas variando de 1 a 20. As funções de pertinências associadas às 
variáveis de entradas foram do tipo gaussianas e a função linear na de saída. Foram 
treinadas várias RF variando o número de árvores de 50 a 850 e o número de 
observações por folhas de 5 a 35. A modelagem da produção florestal de 
povoamentos clonais de eucalipto pode ser realizada com SNF e RF. Os algoritmos 
SC e FCM fornecem estimativas acuradas na projeção de área basal e volume. A RF 
apresentou estatísticas inferiores em relação a SNF para prognose da produção 
florestal. Ambas as técnicas são boas alternativas para seleção de variáveis 
empregadas na modelagem da produção florestal. 
 
Palavras-chave: Inteligência artificial, ensemble learning, mensuração florestal. 
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ABSTRACT 
 
The aim of this study to apply the techniques Random Forest (RF) and Neuro-Fuzzy 
System (SNF) in the prognosis of forest production. The data used came from 
continuous forest inventories conducted in settlements of eucalypt clones, located in 
the south of Bahia. The data processing was performed in Matlab R2016a software. 
Data were divided into 70% for training and 30% for validation. The algorithms used to 
generate rules in SNF were Subtractive Clustering (SC) and Fuzzy-C-Means (FCM). 
The training was done with the hybrid algorithm (descending gradient and least 
squares) with the number of times varying from 1 to 20. The pertinence functions 
associated with the input variables were of the gaussian type and the linear output. 
Several RF were trained by varying the number of trees from 50 to 850 and the number 
of observations per leaves from 5 to 35. The modeling of the forest production of clonal 
eucalypt stands can be performed with SNF and RF. The SC and FCM algorithms 
provide accurate estimates of basal area and volume projection. The RF presented 
inferior statistics in relation to SNF for prognosis of forest production. Both techniques 
are good alternatives for the selection of variables used in the modeling of forest 
production. 
 
Keywordsn: Artificial intelligence, ensemble learning, forest measurement. 
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1 INTRODUÇÃO 
 
 
As florestas plantadas são recursos renováveis que contribuem para o 
desenvolvimento do país e ao mesmo tempo, diminuem a pressão sobre as florestas 
nativas. No Brasil, são estimados 7,84 milhões de hectares de florestas plantadas, no 
qual, o pinus e o eucalipto representam mais de 92% da produção de madeira. Essa 
extensa área de florestas plantadas, aliada às espécies de rápido crescimento, foi 
responsável por gerar, no período de janeiro a agosto de 2017, uma receita de 5,5 
bilhões de dólares na exportação de celulose, papel e painéis de madeira, que 
representa um aumento de 11,4% em relação ao mesmo período de 2016 (IBÁ, 2017). 
Segundo Miranda, Junior e Gouvea (2015), as áreas de florestas plantadas no 
Brasil estão aumentando de forma rápida. Isto pode estar associado à crescente 
demanda nacional e internacional por produtos de base florestal. Sendo assim, o 
conhecimento da produção, em termos de volume por hectare, é imprescindível para 
garantir a continuidade do fornecimento de madeira de qualidade e aumentar a 
competividade do setor. 
Os modelos de crescimento e produção ajudam pesquisadores e gerentes de 
empresas florestais, a estimar rendimentos volumétricos futuros, explorar opções de 
gestão e alternativas silviculturais (VANCLAY, 1994). Estes rendimentos  são obtidos 
comumente por meio de modelos estatísticos (BINOTI et al., 2015). Outra 
possibilidade de modelagem do crescimento e da produção de povoamentos 
florestais, que vem mostrando bons resultados, é a aplicação das técnicas de 
inteligência artificial, por exemplo, as Redes Neurais Artificias (RNA). 
As RNAs têm gerado maior acurácia com relação às técnicas estatísticas 
tradicionais, como observado nos estudos de Diamantopoulou (2005), para estimar 
volume de pinus, Binoti et al. (2013), para estimação da altura de povoamentos 
equiâneos de eucalipto, Binoti et al. (2014), para prognose em nível de povoamento 
de clones de Eucalyptus, dentre outros. Outras técnicas de inteligência artificial com 
potencial de aplicação na mensuração e manejo florestal são o Sistema Neuro-Fuzzy 
(SNF) e a Random Forest (RF). 
O SNF é a combinação entre a RNA e a lógica fuzzy, em que a rede neural 
gera regras ou funções de pertinência para os sistemas fuzzy (SIMÕES; SHAW, 
2007). O SNF tem demonstrado ser uma ferramenta eficiente para modelagem de 
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sistemas da vida real. Possuem boa interpretabilidade, são precisos e conseguem 
generalizar o conhecimento adquirido (SIMINSKI, 2017). Bons resultados foram 
encontrados em trabalhos da área florestal utilizando o SNF: Silva et al. (2007), para 
estimar o volume total de eucalipto, Silva et al. (2008), para estimar altura total de 
árvores de eucalipto e Vieira et al. (2018), para estimar o crescimento em diâmetro e 
em altura de árvores de eucalipto. 
A RF é um método de aprendizagem de máquina que utiliza uma abordagem 
bootstrap para construir várias árvores de decisão. A RF pode ser usada para 
problemas de classificação e regressão (BREIMAN, 2001). Além disso, possuem um 
sistema de seleção de recursos na sua estrutura, utilizando somente as variáveis que 
realmente influenciam na resposta (CANO et al., 2017). São exemplos de aplicação 
da RF: classificação de imagens (CRACKNELL; READING, 2014; AKKOÇ; ARSLAN; 
KÖK, 2017; MASOUMI et al., 2017), seleção de atributos (JANITZA; TUTZ; 
BOULESTEIX, 2016; GOUDARZI, 2016; CHELGANI; MATIN; MAKAREMI, 2016) e 
aproximação de funções (CHERRY et al., 2015; TOOKE; NUNES; GÖRGENS, 2016; 
WANG et al., 2016; CANO et al., 2017). 
Embora existam na literatura muitos estudos envolvendo o uso das RNA 
aplicadas às ciências florestais, trabalhos com a utilização de técnicas como o SNF e 
a RF são ainda incipientes, o que justifica a importância de estudos com aplicação 
dessas técnicas no setor florestal, principalmente no que se refere a estimação da 
produção florestal, visto que é uma das principais atividades do manejo. 
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2 OBJETIVOS 
 
 
2.1 Objetivo Geral 
 
 
Avaliar o emprego do Sistema Neuro-Fuzzy e Random Forest na prognose da 
área basal e do volume de povoamentos de eucalipto. 
 
 
 
2.2 Objetivos Específicos 
 
 
 Avaliar e selecionar dentre as variáveis que mais influenciam na 
estimação da área basal e do volume. 
 Configurar os parâmetros do Sistema Neuro-Fuzzy e Random Forest, 
para estimação da área basal e do volume. 
 Realizar a prognose da área basal com as técnicas Sistema Neuro-
Fuzzy e Random Forest. 
 Realizar a prognose do volume com as técnicas Sistema Neuro-Fuzzy e 
Random Forest, utilizando a área basal futura estimada. 
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3 REVISÃO BIBLIOGRÁFICA 
 
 
3.1 Modelagem do crescimento e da produção florestal 
 
 
Para um bom planejamento das atividades e operações florestais, devem ser 
considerados os fatores que influenciam o crescimento da floresta e, dessa forma, 
anteceder o conhecimento dos rendimentos obtidos em termos de produção 
volumétrica, uma vez que boa parte das atividades que envolve o manejo florestal são 
decididas pela prognose de produções futuras e informações correntes (CAMPOS; 
LEITE, 2017). Nesse sentido, é necessário compreender os processos de crescimento 
e produção para o gerenciamento de florestas. 
Campos e Leite (2017) definem crescimento como a mudança ocorrida na 
forma e no tamanho do tronco da árvore devido à deposição de camadas no lenho ao 
longo do material lenhoso, enquanto a produção é a quantidade total acumulada de 
alguma variável, por exemplo, o volume, em um determinado tempo.  
Os modelos de crescimento e produção permitem gerenciar diversas atividades 
do setor florestal, como prescrever regimes de manejo adequados para cada espécie 
em determinados sítios (ABREU et al., 2002), obter a idade ótima de colheita 
(GUIMARÃES,1994), e análise da viabilidade econômica de projetos florestais 
(SCOLFORO, 2006). Tais modelos podem ser classificados como: modelos em nível 
de povoamento, modelos por classe diamétrica e modelos de árvores individuais 
(DAVIS; JOHNSON, 2000). 
Modelos em nível de povoamento não explicam diretamente a variação do 
tamanho da árvore dentro do povoamento. Por isso, são adequados para situações 
em que objetivo é apenas a obtenção do volume de madeira ou biomassa por unidade 
de área, como ocorre nas empresas de fabricação de carvão e celulose (CAMPOS; 
LEITE, 2017). Nestes modelos, a variável de interesse é obtida com base nas 
informações relacionadas ao povoamento, como: idade, sitio e área basal 
(CARVALHO, 2010). 
Os principais modelos de crescimento e produção em nível de povoamento são 
(CAMPOS; LEITE, 2017): 
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Schumacher 
  (1) 
Logístico 
 (2) 
Gompertz 
 (3) 
Richards 
 (4) 
Clutter 
 (5) 
   
 (6) 
em que: , , ,  e  = parâmetros a serem ajustados; e = idade atual e 
futura;  e  = área basal atual e futura; = volume futuro; = índice de sítio e 
= erro aleatório 
 
O modelo mais difundido dentre os de povoamento total é o de Clutter, o qual 
utiliza-se de duas equações, uma para estimar a área basal em uma idade futura e 
outra para calcular o volume em uma idade futura. O modelo de Clutter é considerado 
compatível, consistente e explícito. Compatível porque a integral da equação de 
crescimento fornece a equação de produção e sua derivada resulta na equação de 
crescimento. Consistente porque as estimativas podem ser obtidas projetando-se a 
área basal ano a ano, ou diretamente de um ano para qualquer outro, sempre irá 
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fornecer os mesmos valores, e explicito porque o volume é calculado diretamente 
(CAMPOS; LEITE, 2017). 
Os modelos de crescimento e produção do tipo distribuição por classe de 
diâmetro possuem maior detalhamento do que o de povoamento total. Isso facilita o 
planejamento da produção, como por exemplo, otimizar os rendimentos do 
povoamento por meio da utilização de multiprodutos (SCOLFORO, 2006). Tais 
modelos estimam o número de indivíduos por hectare por classe de diâmetro nas 
idades presente e futura. Para isso, utiliza-se de funções probabilísticas, como por 
exemplo: Sb Jonson, Lognormal, Logística Generalizada, Gompertz, Hiperbólica, 
Gumbel, Nakagami, Frechet, Dagum, Pearson, Burr, Gama e a comumente usada 
função Weibull (CAMPOS; LEITE, 2017). 
Modelos de árvores individual consideram o crescimento de cada árvore 
simulando incrementos em altura, diâmetro, competição e a probabilidade de 
mortalidade de cada árvore (DAVIS; JOHNSON, 2000; CAMPOS; LEITE, 2017). Estes 
modelos são mais detalhados que os modelos em nível de povoamento e os de 
distribuição diamétrica, porém, são mais complexos, principalmente porque são 
necessários submodelos para estimar a mortalidade e a competição (HASENAUER, 
2000), sendo que a competição é considerada uma variável de difícil determinação 
(ZHANG et al., 1997). 
 
 
 
3.2 Random Forest 
 
 
A Random Forest (RF) ou Florestas Aleatórias é uma técnica de aprendizagem 
de máquinas que pode ser usada para regressão e classificação (BREIMAN, 2001). 
A RF gera um conjunto de árvores de decisão e o resultado predito é a média de todas 
as árvores (TOOKE; COOPS; WEBSTER, 2014), para os casos de regressão. Nos 
problemas de classificação, o resultado obtido é dado por um sistema de votação, em 
que, a nova classe predita é aquela que obteve o maior número de votos (BREIMAN, 
2001). 
As árvores de decisão consistem em dividir de forma iterativa o banco de dados 
(nó pai) em subconjuntos (nós filhos) (ZAMO et al. 2014). A divisão dos dados é 
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calculada de acordo com algum critério (SHAIKHINA et al., 2017). Normalmente, é 
feito por um limiar de corte das variáveis independentes, afim de diminuir a variância 
da variável dependente nos nós filhos formados (JAMES et al., 2013; ZAMO et al., 
2014). 
Para realizar a divisão na árvore de decisão, seleciona-se a variável 
independente  e o ponto de corte  de modo que, ao dividir o espaço da variável 
dependente, leva à maior redução possível da variância dos nós filhos, ou  (7) e  
(8). 
 
(7) 
 
(8) 
 
A notação significa o ponto de corte do espaço da variável 
independente em que assume valor menor que , considerando todas as variáveis 
independentes e todos os valores possíveis para . Dessa forma, busca-se 
o valor de j e s que minimize a Equação 9 (JAMES et al., 2013). 
 
(9) 
em que: = i-ésimo valor da variável dependente; = valores estimados na região 
1 ou nó filho; 
2Ry = valores estimados na região 2 ou nó filho. 
 
Esse processo ocorre iterativamente até que um critério de parada seja 
atingido, que pode ser o número final de observações. O grupo final é chamado de 
folha e o valor previsto é a média dos valores pertencentes as folhas das árvores 
(ZAMO et al., 2014). 
Alguns dos algoritmos usados pela RF são o bagging agregation e o 
Classification and Regression Tree (CART). O CART é o algoritmo que faz o 
particionamento recursivo da árvore de decisão. O bagging agregation combina várias 
árvores de decisão usando uma amostragem bootstrap (BREIMAN, 2001). As 
19 
 
amostras são formadas de maneira aleatorizada, com reposição e sem podas a partir 
do banco de dados original (HASTIE et al., 2009; YU et al., 2011). Este conjunto é 
indicado por  e pode ser ajustado por meio da Equação 10. 
 
 (10) 
em que: o número de árvores = conjunto de árvores; = árvore de 
decisão. 
  
A variância para os conjuntos de dados previstos no baagging ( ) é obtida 
por meio da Equação 11: 
 
 (11) 
em que:  = correlação;  = variância para o conjunto de árvores. 
 
O bootstrap é uma abordagem estatística usada para quantificar a incerteza 
associada a um determinado estimador (JAMES et al., 2013). Esse método gera 
várias amostras com reposição (CANO et al., 2017). Dessa forma, uma amostra já 
escolhida é colocada de volta no conjunto original de dados e alguns registros podem 
ser escolhidos novamente. De acordo com Grabczewski (2014), pode ser amostrado 
em torno de 63,2% dos registros nos dados originais. Consegue-se fazer essa 
aproximação, porque a probabilidade de um registro ser escolhido a partir de uma 
amostra de bootstrap é de , sendo N o número de registros. Tal 
procedimento é repetido n vezes para gerar n amostras bootstrap. Os registros que 
não são inseridos nas amostras bootstrap poderão fazer parte do conjunto de teste 
(TAN; STEINBACH; KUMAR, 2006). Estas amostras, são chamadas out-of-bag (oob) 
e podem ser utilizadas para estimar o erro de classificação ou regressão das RF ( YU 
et al., 2011; JAMES et al., 2013). A soma do erro oob e a importância média de todas 
as árvores determinam as variáveis de maior importância, total e relativa, que serão 
selecionadas (CANO et al., 2017), ou seja, a RF classifica as variáveis de acordo com 
uma contribuição na previsão da variável dependente. 
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A vantagem do uso da RF comparada aos vários métodos de aprendizagem de 
máquinas, como exemplo, as máquinas de vetores de suporte e as redes neurais 
artificiais, são as informações obtidas sobre as variáveis que melhor colaboram para 
previsão do modelo (ARCHER; KIMES, 2008). 
A importância das variáveis independentes para previsão do modelo pode ser 
calculada usando duas medidas diferentes de importância (CANO et al., 2017). A 
primeira medida de importância é o erro médio quadrático (MSE) para regressão, em 
que é calculada com a diferença entre o MSE do nó pai e o MSE total dos nós filhos 
após a divisão. 
A segunda medida de importância é o índice Gini para classificação, que é o 
critério usado para selecionar a melhor divisão no desenvolvimento das árvores. Esta 
é baseada no grau de impureza dos nós filhos, que são formados depois da divisão 
(TAN; STEINBACH; KUMAR, 2006). O índice Gini mede o erro de classificação no nó 
t e pode ser calculado de acordo com a Equação 12: 
 
Gini  (12) 
em que:  = número de classes;  = probabilidade estimada na classe para as 
instâncias que atinge o nó (TAN; STEINBACH; KUMAR, 2006). Na Figura 1 é 
demonstrado o mecanismo de obtenção das repostas numéricas na RF. 
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Figura 1  Mecanismo de funcionamento da Random Forest 
 
Fonte: adaptado de Ibrahim e Khatib (2017). 
 
 
 
3.3 Redes Neurais Artificiais 
 
 
As redes neurais artificiais (RNA) são sistemas computacionais com unidades 
de processamento simples que calculam certos tipos de funções matemáticas, 
normalmente não-lineares (BRAGA; CARVALHO; LUDERMIR, 2007), como as 
funções logarítmicas, tangente hiperbólica e gaussianas. O poder computacional da 
rede é extraído da sua estrutura paralela e distribuída. Com isso, possui habilidade de 
aprender e generalizar o conhecimento adquirido, tornando-a capaz de solucionar 
problemas complexos (HAYKIN, 2001). 
O conhecimento da RNA do tipo feedforward é armazenado nas conexões 
entre unidades de processamento, chamados de pesos sinápticos, que são obtidos 
por um processo de adaptação ou aprendizagem (BRAGA; CARVALHO; LUDERMIR, 
2007). A estrutura de uma RNA do tipo feedforward é apresentada na Figura 2. 
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Figura 2  Rede neural artificial. 
 
Fonte: adaptado de Simões e Shaw (2007). 
 
A camada de entrada é responsável por receber os sinais de entrada xi. Cada 
entrada ( ) é multiplicada por pesos sinápticos ( ) na camada intermédia, e 
posteriormente ocorre a soma das entradas ponderadas, incluindo o bias ( ), que 
serve para aumentar ou diminuir a entrada liquida da função de ativação (Eq.13). 
 
  (13) 
 
O somatório das entradas ponderadas ( ) é transformado por uma função de 
ativação normalmente não-linear, por exemplo, a função logística (Eq.14) ou a 
tangente hiperbólica (Eq.15). O intervalo padronizado destas funções é de 0 a 1 ou de 
-1 a 1, respectivamente (HAYKIN, 2001). 
 
 (14) 
 
     (15) 
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Depois que passa pela camada intermediária o valor de se torna entrada do 
neurônio da camada de saída. Cada valor de  é multiplicado por pesos sinápticos (
), e posteriormente ocorre a soma das entradas ponderadas junto com o bias 
(Eq.16). 
 
 (16) 
em que  = saída estimada;  = bias.  
 
O passo seguinte é calcular o erro e corrigir os pesos com algoritmo de 
aprendizagem. Os algoritmos mais comuns são: Backpropagation, resilient-
propagation e o Levenberg-Marquardt.  
 
 
 
3.4 Lógica Fuzzy 
  
 
A lógica fuzzy é uma extensão da lógica clássica booleana que foi proposta por 
Zadeh (1965), e permite que uma função de pertinência retorne valores em intervalos 
pertencentes entre 0 a 1, isto, possibilita uma maior flexibilidade comparada à lógica 
booleana (SILVA, 2006). De acordo com Jang (1993), os sistemas fuzzy, geralmente 
possuem os seguintes componentes: fuzzificador, conjunto de regras, funções de 
pertinência, inferência fuzzy e defuzzificador. 
A fuzzificação associa a cada valor de entrada do modelo fuzzy um valor no 
intervalo [0,1], que corresponde ao grau de sua pertinência (ARAÚJO, 2004). Nesse 
estágio ocorre a ativação das regras de inferências utilizadas para associar as funções 
de pertinência das entradas com as funções de pertinência da saída (SHAW; 
SIMÕES, 2007). 
A regra fuzzy é composta por conjunto de sentenças condicionais do tipo 
se.... de irá formar o conhecimento especialista do sistema. Operadores 
lógicos conectam as variáveis de entrada entre si, e são associadas aos conjuntos 
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fuzzy, em todo universo de discurso, por meio das funções de pertinência (ARAÚJO, 
2004). Os operadores lógicos podem ser "END", "OR" e "NOT" (MATHWORK, 2017). 
As funções de pertinência criam um modelo que transforma as variáveis 
numéricas em correspondentes linguísticos (MASSELLI, 2009). Isso acontece da 
seguinte forma: um conjunto fuzzy A do universo do discurso X é descrito por uma 
intervalo [0,1], o qual representa o grau de pertinência de x em A (ARAÚJO, 2004). 
Desse modo, torna-se possível um elemento pertencer a mais de um conjunto fuzzy 
com diferentes graus de pertinência. As funções mais comuns são do tipo gaussiano, 
triangular e trapezoidal (MATHWORK, 2017). 
Nas Figuras 3, 4 e 5 e nas Equações 17, 18 e 19 estão descritas as funções 
gaussianas, triangulares e trapezoidais, respectivamente. 
 
Figura 3  Função gaussiana 
 
(17) 
 
Figura 4  Função triangular 
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(18) 
 
Figura 5  Função trapezoidal 
 (19) 
 
A inferência fuzzy estabelece a relação entre as regras, reunindo o 
conhecimento necessário para uma determinada conclusão. A saída do mecanismo 
de inferência fuzzy corresponde os termos linguísticos com seus devidos graus de 
pertinência, necessários para o processo de defuzzificação (MASSELLI, 2009). De 
acordo com Araújo (2004), no processo de defuzzificação acontece a transformação 
das variáveis linguísticas, gerada pela inferência, em um valor numérico. Existem 
diversos métodos para defuzzificação, sendo os mais comuns o método do centróide 
e os que são baseados nos valores máximos. 
 
 
 
3.5 Sistema Neuro-Fuzzy 
 
 
O SNF, pode ser definido como um sistema de inferência fuzzy treinado por 
uma RNA. Esta combinação reúne a capacidade das RNA em reconhecimento de 
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padrões, classificação, estimação de funções não-lineares, robustez e habilidade de 
generalização (BRAGA; CARVALHO; LUDERMIR, 2007), com a facilidade do 
entendimento e interpretação do problema proposta pela lógica fuzzy. Desse modo, 
esta combinação possibilita fazer inferências de situações da vida real de forma mais 
parecida com o raciocínio humano (PAL; MITRA,1992). Os sistemas neuro-fuzzy tem 
apresenta-se uma técnica com alta capacidade de modelar sistemas da vida real 
(SIMINSKI, 2017).
O Adaptive Neuro-Fuzzy Inference System (ANFIS), proposto por Jang 
(1993), é uma rede neural com a função básica de implementar um sistema de 
inferência fuzzy por meio de uma arquitetura paralela distribuída de uma RNA, de 
maneira que os algoritmos de aprendizagem possam ser utilizados para ajuste do 
sistema de inferência fuzzy. O ajuste dos parâmetros associados com as funções de 
pertinência é efetuado utilizando o algoritmo de aprendizagem backpropagation, ou 
com uma combinação com o algoritmo dos mínimos quadrados. Esta estrutura é do 
tipo Takagi-Sugeno (TAKAGI; SUGENO, 1985) e apresentando funções lineares ou 
constantes nos consequentes das regras que formam o sistema fuzzy 
(MATHWORKS, 2017). Na Figura 6, está demonstrado a estrutura de sistema neuro- 
fuzzy do tipo ANFIS com duas entradas e uma saída. 
 
Figura 6  Estrutura do sistema neuro-fuzzy. 
 
Fonte: adaptado de Fallahian e Seyedpoor (2010). 
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Na primeira camada ocorre o processo de fuzzificação, em que o conjunto 
universo dos números reais são mapeados para o domínio fuzzy (MATHUR; GLESK; 
BUIS, 2016). Cada nó desta camada cria um grau de associação ( ) para as 
variáveis de entrada (  e ) que varia de 0 a 1 utilizando funções de pertinência (
, ), por exemplo, a função  gaussiana, descrita pelas Equações 20 e 21 (BILGEHAN, 
2011). 
 
 (20) 
 
 (21) 
 
em que:  e  = parâmetros dos antecedentes a serem estimados pelo gradiente 
descendente. 
  
Na camada dois, os nós são fixos são  . A saída de 
cada nó é o produto de todos os sinais de entrada descrito pela Equação 22 
(AKBARZADEH et al., 2014; MATHUR; GLESK; BUIS, 2016). 
 
 (22) 
 
Na camada três os valores de  são normalizados no nó por meio da 
Equação 23. 
 
 (23) 
 
Na camada quatro acontece a defuzzificação, que é a transformação dos 
valores fuzzy para um número real (SIMÕES; SHAW, 2007), como descrito pela 
Equação 24. 
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 (24) 
 
As constantes ,  e  são parâmetros dos consequentes e podem ser 
ajustados por análise de regressão linear utilizando o método de mínimos quadrados. 
A última camada (5) é a soma de  que irá fornecer a saída final por meio da 
Equação 25. 
 
 (25) 
 
A saída do Sistema Neuro-Fuzzy é modificada de acordo com os parâmetros 
dos antecedentes e consequentes. Estes parâmetros podem ser ajustados com uma 
abordagem híbrida, em que os parâmetros dos antecedentes são ajustados pelo 
método do gradiente descendente e dos consequentes pelo método dos mínimos 
quadrados (AKBARZADEH et al., 2014; MATHUR; GLESK; BUIS, 2016). 
O processo de treinamento, de acordo com Chaves (2013), é constituído por 
duas etapas. Na primeira etapa ou forward, os parâmetros dos antecedentes são fixos 
e os parâmetros dos consequentes são ajustados via algoritmo dos mínimos 
quadrados. Na segunda etapa ou backward, os sinais dos erros são retropropagados 
(backpropagation), e os parâmetros dos antecedentes são atualizados pelo método 
do gradiente descendente. 
O antecedente divide uma região no espaço de entrada enquanto que o 
consequente descreve o comportamento desta região por meio de uma equação 
linear. Essa divisão é necessária para gerar as regras do sistema de inferência fuzzy 
e pode ser feita pelos algoritmos Grid Partitioning (GP), Subtractive Clustering (SC) e 
Fuzzy-C-Meam (FCM). 
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3.6 Técnicas de inteligência artificial aplicadas na modelagem do crescimento e 
produção florestal 
 
 
Castro et. (2013), trabalharam com redes neurais artificias do tipo multilayer 
perceptron para prognosticar o crescimento de árvore individual. A RNA foi superior 
na projeção do crescimento e na estimação da probabilidade de mortalidade das 
árvores, comparada aos resultados obtidos por Martins (2011), usando modelos de 
regressão na mesma área. 
As RNA foram usadas para modelar o crescimento do volume de árvore 
individual em diferentes cenários de mudança climática no Canadá (ASHRAF et al., 
2015). As entradas usadas para o treinamento das RNA foram os dados de inventários 
florestais, radiação solar incidente, índices de nutrientes no solo e teor de água no 
solo. Foram feitas projeções sucessivas, em intervalos de 5 anos até 90 anos. Os 
valores de coeficiente de correlação obtidos variaram de 0,90 a 0,95. 
Reis et al. (2016), usaram RNA para realizar a prognose do diâmetro de árvores 
nativas na floresta amazônica. A RNA conseguiu modelar a tendência de crescimento 
por um período de 33 anos com valores de RMSE (raiz quadrada do erro médio) 
abaixo de 11% e com valores de coeficiente de correlação acima de 0,99. 
Reis (2017), aplicou RNA para modelar a tendência de recrutamento ao longo 
do tempo após a colheita de madeira em florestas tropicais. Dentre as variáveis 
utilizadas como entrada, as que mais influenciaram na estimatição do recrutamento, 
foram o período de tempo entre as medições e o período de tempo após a colheita. A 
RNA foi adequada para predição do recrutamento de florestas tropicais. 
Reis et al. (2018), trabalharam com RNA do tipo multilayer perceptron para 
prognosticar a sobrevivência e a mortalidade de árvores individuais em uma floresta 
na Amazônia, após a colheita florestal. A RNA foi eficiente para prognosticar a 
sobrevivência com taxas de acerto acima de 99% e coeficiente kappa superior a 55%. 
Ainda conforme estes autores, a RNA apresentou excelentes resultados para 
prognosticar a distribuição de diâmetros ao final do ciclo de corte, porém, não foram 
eficientes para prognosticar a mortalidade apresentando taxas de acertos abaixo de 
6%. 
Vieira et al. (2018), trabalharam com sistemas neuro-fuzzy e redes neurais 
artificiais para modelar o crescimento de árvore individual. Esses autores, utilizaram 
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variáveis como idade atual e futura, material genético, sítio, índice de competição, 
diâmetro atual e altura atual como entrada das técnicas para modelar o crescimento 
do DAP e da altura de árvores de eucalipto e concluíram que as técnicas 
apresentaram maior acurácia para projetar o DAP e a altura das árvores, comparadas 
aos modelos de regressão, sendo, portanto, indicadas para estes fins. 
Reis (2018), utilizou autômatos celulares e RNA para projetar a distribuição 
diamétrica em uma floresta colhida em área de manejo florestal sustentável na 
Amazônia. A distribuição diamétrica projetada ao longo do tempo não diferiu 
significativamente a 5% de probabilidade da distribuição observada ao longo de 30 
anos. Além disso, verificou que a projeção segue a tendência em todo o ciclo de corte 
dos valores observados, sem apresentar desvios da forma de exponencial negativa 
da floresta. A RNA que apresentou as melhores estatísticas para generalização, 
(RMSE de 12,95% e coeficientes de correlação de 0,9976), continham 10 neurônios 
na camada oculta com função de ativação logística e um neurônio na camada de saída 
com a função exponencial. 
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4 MATERIAL E MÉTODOS 
 
 
As etapas realizadas para projetar a área basal e o volume de povoamentos de 
eucalipto com o SNF e a RF estão demonstradas na Figura 7. 
 
Figura 7  Fluxograma metodológico para realização da prognose da produção 
florestal com Sistema Neuro-Fuzzy e Random Forest. 
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4.1 Descrição da área de estudo e do banco de dados 
 
 
Os dados utilizados no presente estudo foram obtidos a partir inventários 
, realizados em povoamentos clonais de eucalipto. A área 
tem aproximadamente 2000 ha e está localizada no sul da Bahia. 
O número de medições variou de 4 a 10, em um total de 276 parcelas 
permanentes, com área de 214 m². As variáveis numéricas empregadas neste estudo 
foram idade (meses), área basal (m².ha-1), volume (m³.ha-1), sendo que o volume 
considerado foi medido até o diâmetro mínimo de 4 cm com casca. As variáveis 
categóricas foram: clone (C), espaçamento (E), tipo de solo (S), relevo (R) e textura 
do solo (T), a quantidade de classes dessas variáveis foi 8, 6, 15, 3 e 7, 
respectivamente. 
As parcelas com todas as medições foram separadas em 70% para treinamento 
e 30% para validação do SNF e da RF. De acordo com Simões e Shaw (2007), o 
conjunto de dados de treinamento deve abranger a faixa total (amplitude das variáveis 
quantitativas e classes das variáveis qualitativas) de entradas e saídas dos dados de 
validação. Seguindo esta recomendação foram feitas análises descritivas dos dados 
são apresentadas na Tabela 1. 
 
Tabela 1  Estatísticas descritivas para o conjunto de treinamento e validação do 
Sistema Neuro-Fuzzy e Random Forest 
Variável Treinamento Validação Mín Máx Méd DP Mín Máx Méd DP 
Área basal (m²ha-1) 1,1 48,8 20,5 ±6,0 2,5 33,5 20,6 ±5,5 
Idade (meses) 21,3 136,7 70,9 ±25,3 21,3 136,4 71,3 ±25,4 
Volume (m³ha-1) 12,1 1111,7 438,9 ±193,5 31,1 887,7 427,6 ±180,3 
em que: Mín = mínimo; Máx = máximo; DP = desvio padrão. 
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4.2 Seleção das variáveis que mais contribuem para prognose da área basal e do 
volume 
 
 
Como o banco de dados para projetar a área basal e volume dispõe de dezenas 
de entradas potenciais para construção do SNF e da RF, foi feita uma seleção para 
priorizar apenas as entradas que mais influenciaram nas estimativas. Utilizou-se as 
próprias técnicas para selecionar as variáveis. 
A seleção com o SNF foi com base na metodologia proposta por Jang (1996), 
que consiste em treinar várias combinações de variáveis de entrada em apenas uma 
época com o algoritmo de mínimos quadrados e escolher a que apresentar o menor 
RMSE (raiz quadrada do erro médio). Posteriormente, a combinação selecionada foi 
treinada com mais épocas e configurações. 
As variáveis de maior importância na RF foram escolhidas pela diminuição da 
impureza do nó, que é calculada com o erro quadrado médio após a divisão (JEONG 
et al., 2016). 
 
 
 
4.3 Configurações das técnicas de inteligência artificial 
 
 
4.3.1 Sistema Neuro-fuzzy 
 
 
Foram utilizados os algoritmos de agrupamento Fuzzy C-Means (FCM) Bezdek 
(1981) e Subtractive Cluster (SC) Chiu (1994) para otimizar o número de regras 
geradas no treinamento do SNF. O agrupamento consiste em encontrar pontos de 
dados com maior semelhança em um mesmo cluster e menor semelhança entre dados 
de clusters diferentes (SU; ZHAO, 2017). 
O FCM encontra os centros dos clusters, minimizando a distância de e , 
com a função objetivo representada pela Equação 26. 
(26) 
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(27) 
 
(28)
em que:  = número de observações;  = número de clusters;  = k-ésima 
observação;  = i-ésimo centro do cluster;  = constante exponencial com valor maior 
que 1;  = grau da função de associação e inicialmente ocorre de forma aleatória. 
 
O algoritmo FCM precisa de três parâmetros: o número de clusters, valor do 
expoente e o número de iterações. Neste trabalho foram analisados o número de 
cluster entre 6 e 22, expoente de 1,115 variando em intervalos de 0,100 até 2,015 e 
com o número de iterações igual a 100. 
O algoritmo SC considera que cada ponto dos dados tem potencial de ser o 
centro do cluster, que é calculado conforme a Equação 29: 
 
(29) 
 
(30)
em que  = potencial do ponto  ser o primeiro centro de cluster;  = ponto candidato 
a ser o centro de cluster;  = o raio de influência do cluster. 
 
Após os cálculos com a Equação 30, seleciona-se o ponto que apresentou o 
maior potencial para ser o primeiro centro (Equação 29). Os pontos que estão fora do 
alcance do raio de influência são removidos. Os próximos clusters são formados de 
acordo com a Equação 31, em que, os pontos próximos ao primeiro cluster tem seus 
potenciais reduzidos e não são escolhidos como centro. Esse processo ocorre 
iterativamente. 
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                                                                                                             (31) 
                                                                                                                                    (32) 
em que  = potencial dos pontos que já são centros dos clusters;  = centros dos 
cluters formados;  = raio de influência do cluster;  = fator squash. 
 
Para fazer o agrupamento dos dados para estimar a produção da área basal e 
o volume utilizando o SC, foi preciso especificar quatro parâmetros: 
1. Fator squash. Reduz a probabilidade de pontos periféricos serem considerados 
parte de um cluster. Os valores analisados variaram entre 0,95 e 1,55 em intervalos 
de 0,1. 
2. Raio de influência. O raio é o alcance que o centro do cluster tem sob os pontos 
vizinhos. Pontos com distâncias menores que o alcance do raio são agrupados no 
mesmo cluster. Os valores analisados variaram entre 0,1 e 0,9 em intervalos de 0,05. 
3. Taxa de aceitação. Considera apenas pontos com potenciais de serem centros do 
cluster. O seu valor foi de 0,5 (CHIU, 1994). 
4. Taxa de rejeição. Rejeita os pontos com valores abaixo do potencial do primeiro 
cluster. O seu valor foi de 0,15 (CHIU, 1994). 
O processamento dos dados com a SNF foi realizado com o toolbox logic fuzzy 
do Software Matlab R2016a. Este toolboox possui o módulo ANFIS (Adaptive Neuro-
Fuzzy Inference System), proposto por JANG (1993). 
As funções de associação dos clusters foram todas do tipo gaussianas e para 
saída a função linear. O algoritmo de treinamento foi o híbrido, que consiste, na 
combinação do método backpropagation com o método dos mínimos quadrados. O 
critério de parada para o treinamento foi o erro igual a zero ou a early stoopping (parar 
mais cedo). A early stoopping é utilizada para melhorar a generalização e evitar o 
overfit dos dados. O número de épocas de treinamento variou de 1 a 20. 
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4.3.2 Random Forest 
 
 
O processamento dos dados com a RF foi realizado com o toolbox Statistics 
and Machine Leaning do Software Matlab R2016a. O mecanismo de treinamento da 
random forest consiste em criar várias árvores de regressão por meio do algoritmo 
CART. Estas árvores são geradas a partir de amostras bootstrap. Para projetar a área 
basal e o volume de árvores de eucalipto usando RF, foi preciso definir o número de 
árvores, número de variáveis escolhidas para começar a divisão do nó e o número de 
folhas para cada árvore formada. Neste trabalho, o número de árvores variou de 50 a 
850, variando em intervalos de 50. O número de observações por folhas variou de 5 
a 35 em intervalos de 5. 
 
 
 
4.4 Prognose da produção florestal 
 
 
A área basal futura foi considerada como entrada para projeção do volume. 
Nesse caso também foram treinadas SNF e RF para projetar a área basal. Após o 
treinamento e validação das técnicas, as melhores configurações foram aplicadas no 
primeiro inventário florestal (IFC), realizado aos 24 meses, do conjunto de validação 
para realizar a projeção do volume e área basal. 
 
 
 
4.5 Critérios para avaliação do treinamento e validação das técnicas de inteligência 
artificial 
 
 
A avaliação das estimativas geradas pelas técnicas SNF e RF, para 
treinamento, validação e prognose da área basal e volume foram calculadas com base 
nas seguintes estatísticas: coeficiente de correlação linear entre os valores 
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observados e estimados ( ), viés (V) e raiz quadrada do erro médio (RMSE) em 
porcentagem (Tabela 2). 
 
Tabela 2  Estatísticas para avaliar o desempenho das técnicas de inteligência 
artificial 
Estatísticas Fórmulas Nº 
Coeficiente de correlação  (33) 
Viés 
 
(34) 
Raiz quadrada do erro 
médio  
(35) 
   
   
em que:  variável dependente observada,  variável dependente estimada, média da 
variável dependente observada,  média da variável dependente estimada e  número de 
observações. 
 
De forma a complementar a análise, foram elaborados gráficos relacionados 
aos valores observados e estimados pelas técnicas, gráficos de resíduos percentuais 
e histogramas de erros percentuais. O erro de cada observação foi calculado em 
porcentagem com a Equação 36. 
 
 (36) 
em que:  = erro de cada observação. 
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5 RESULTADOS E DISCUSSÃO 
 
 
5.1 Área basal 
 
 
5.1.1 Seleção das variáveis de entrada para projetar a área basal 
 
 
Em geral, todas as variáveis contribuem para a estimação da área basal futura 
(Figura 8A). Isto é verificado também no SNF (Figura 8B), em que o menor erro para 
o treinamento foi com todas as variáveis (RMSE = 3,66%). Porém, neste caso, o erro 
de validação (RMSE = 10,26%), foi superior às demais combinações. Isto é devido ao 
número de regras do SNF aumentar exponencialmente com a quantidade de entradas 
e consequentemente, os parâmetros lineares. Segundo Babuska e Verbruggen 
(2003), um modelo com muitos parâmetros pode aumentar o potencial da SNF de 
aproximar funções no treinamento, porém perde a capacidade de generalização. 
Mohammadi et al. (2016), afirma que para obter previsões com acurácia é essencial 
determinar as variáveis mais significativas no modelo do SNF. 
Os resultados obtidos indicam que a área basal atual (B1) é a variável mais 
significativa para predição da área basal futura (B2) em ambas as técnicas, sendo a 
mais influente pelo método RF e a mais frequente nas melhores combinações do SNF. 
Além disso, o relevo (R) e a textura (T) são as variáveis menos relevantes (Figura 8A). 
Os resultados indicam que os valores de RMSE da validação aumentam e do 
treinamento diminui, conforme o aumento do número de variáveis de entradas (Figura 
8B). Isto destaca a importância da seleção apropriada das variáveis para prever com 
certo nível de acurácia a área basal futura. Verificou-se ainda, que a combinação área 
basal atual, idade futura (I2), idade atual (I1) e o clone (C) forneceu o menor erro de 
validação, com valor de RMSE de 3,93% e treinamento de 4,03% (Figura 8B). Notou-
se que estas são as variáveis que apresentaram o maior valor de índice de importância 
no gráfico do RF (Figura 8A).  
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Figura 8  Variáveis mais influentes para prognose da área basal indicadas pela 
Random Forest (Figura 8A) e Sistema Neuro-Fuzzy (Figura 8B). 
 
Verificou-se que a utilização de mais de cinco entradas pode não ser 
apropriada, pois gera aumento no erro de validação no SNF (Figura 8B). Nesse caso, 
a combinação mencionada acima é a mais indicada para atingir maior acurácia em 
previsões de área basal futura, com uma menor complexidade do modelo do SNF e 
da RF. Por isso, estas variáveis foram consideradas como entradas para o 
treinamento. 
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5.1.2 Configurações selecionadas das técnicas de inteligência artificial utilizadas para 
projetar a área basal 
 
 
As combinações das configurações geraram 833 SNF treinados com o 
algoritmo SC, 833 com o algoritmo FCM e 833 com a RF. Destas, foram pré-
selecionadas as duas configurações que obtiveram o menor erro de validação (Tabela 
3). 
 
Tabela 3  Configurações pré-selecionadas do Sistema Neuro-Suzzy e Random 
Forest 
Técnica Algoritmo N° 
Parâmetros 
Fator squash Raio 
Sistema Neuro-fuzzy (SNF) 
SC 1 1,25 0,30 
SC 2 1,25 0,35 
 N° de cluster Expoente 
FCM 1 13 1,215 
FCM 2 11 1,415 
Random Forest (RF) 
 N° de árvores N° de obs. por folha 
CART 1 50 10 
CART 2 250 10 
em que: SC = Subctractive Cluster; FCM = Fuzzy-C-Means; CART = Classification and regression Tree. 
 
A escolha da melhor configuração para projetar a área basal futura baseou-se 
no erro de validação e na simplicidade do modelo gerado. Um modelo mais complexo 
pode aumentar a capacidade das técnicas em captar as relações de não linearidade 
dos dados. Porém, quanto mais complexo for o modelo, maior será a quantidade de 
regras geradas e consequente o tempo de processamento. 
As configurações selecionadas para projetar a área basal foram denominadas 
de SNF-SC 1 (Sistema Neuro-Fuzzy com algoritmo Subctractive Cluster para 
configuração 1); SNF-SC 2 (Sistema Neuro-Fuzzy com algoritmo Subctractive Cluster 
para configuração 2); SNF-FCM 1 (Sistema Neuro-Fuzzy com algoritmo Fuzzy-C-
Means para configuração 1); SNF-FCM 2 (Sistema Neuro-Fuzzy com algoritmo Fuzzy-
C-Means para configuração 2); RF-CART 1 (Random Forest com algoritmo  
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Classification and regression Tree para configuração 1) e RF-CART 2 (Random Forest 
com algoritmo Classification and regression Tree para configuração 2). 
 
 
 
5.1.3 Desempenhos das configurações das técnicas de inteligência artificias 
selecionadas para prognose da área basal 
 
 
Ao analisar as estatísticas utilizadas para verificar o desempenho do SNF e da 
RF (Tabela 4), para os dados de treinamento e validação, notou-se que, em geral, 
ambas as técnicas apresentaram bons resultados, com baixos valores de RMSE(%) 
e V(%) e um alto coeficiente de correlação. Tais estatísticas são similares às 
encontradas no trabalho de Binoti et al. (2014), para projetar a área basal com o uso 
de redes neurais artificiais. Os autores encontraram valores de RMSE que variaram 
de 4,62% a 5,20% para o treinamento e de 4,78% a 6,08% para generalização. Castro 
et al. (2013), utilizando equações simultâneas de Clutter, obteve erro padrão de 6,2% 
e coeficiente de correlação de 0,9674. 
 
Tabela 4  Estatísticas do treinamento e validação do Sistema Neuro-Fuzzy e Random 
Forest para projetar a área basal (m².ha-1) 
Técnica/configuração Treino Validação  V(%) RMSE(%)  V(%) RMSE(%) 
SNF-SC 1 0,9916 0,00 3,80 0,9897 -0,29 3,90 
SNF-SC 2 0,9900 0,00 4,13 0,9885 -0,19 4,09 
SNF-FCM 1 0,9924 0,00 3,61 0,9909 -0,16 3,65 
SNF-FCM 2 0,9940 0,00 3,20 0,9907 -0,13 3,69 
RF-CART 1 0,9897 0,03 4,51 0,9857 -0,13 4,58 
RF-CART 2 0,9893 0,04 4,68 0,9857 -0,22 4,61 
em que: RMSE(%) = raiz do erro médio quadrático em porcentagem; v(%) = viés em porcentagem;  
= coeficiente de correlação; SNF-SC 1 = Sistema Neuro-Fuzzy com algoritmo Subctractive Cluster para 
configuração 1; SNF-SC 1 = Sistema Neuro-Fuzzy com algoritmo Subctractive Cluster para 
configuração 2; SNF-FCM 1 = Sistema Neuro-Fuzzy com algoritmo Fuzzy-C-Means para configuração 
1; SNF-FCM 2 = Sistema Neuro-Fuzzy com algoritmo Fuzzy-C-Means para configuração 2; RF-CART 
1 = Random Forest com algoritmo Classification and regression Tree para configuração 1; RF-CART 2 
= Random Forest com algoritmo Classification and regression Tree para configuração 2. 
 
As estimativas obtidas pelas técnicas analisadas não foram viesadas na fase 
de treinamento para estimar a área basal futura. Já no conjunto de validação, o viés 
variou de -0,13 a -0,29. Castro et al. (2015), encontraram viés variando de -0,1139 a 
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-0,1145 em seus estudos sobre dois métodos para quantificar o índice de local 
empregado na modelagem do crescimento e produção. 
Pode ser observado no conjunto de treinamento e validação (Figuras 9 e 10), 
que a maioria dos dados situam-se em torno da linha de 45° para ambas as técnicas, 
o que confirma que os dados observados de área basal estão fortemente relacionados 
com os valores estimados, como demonstrados pelos coeficientes de correlação na 
Tabela 4. 
 
Figura 9  Valores observados de área basal (m².ha-1) versus estimados no 
treinamento. 
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Figura 10  Valores observados de área basal (m².ha-1) versus estimados na 
validação. 
 
 
Os gráficos das Figuras 11 e 12, tanto no treino como na validação, em que foi 
empregado o SNF com os algoritmos SC e FCM (SNF-SC 1 e 2 e SNF-FCM 1 e 2), 
apresentaram melhor distribuição residual em torno da linha de erro zero quando 
comparada a RF (RF-CART 1 e 2). Em geral, observou-se que todos os gráficos do 
SNF e RF apresentaram distribuição dos erros com leve tendência a superestimação 
nos menores valores de área basal. Essa tendência também foi relatada por Castro 
et al. (2013) e Demolinari (2006). Segundo Vospernick et al. (2010), esse tipo de 
tendência é comum e ocorre em povoamentos com baixa densidade. Verificou-se 
ainda, com base na Figura 12, que a configuração SNF-FCM 1 apresentou a menor 
dispersão dos erros na validação, com maior concentração em ± 10%.  
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Figura 11  Dispersão dos erros em porcentagem em relação aos valores estimados 
de área basal (m².ha-1) no treinamento
 
 
Figura 12  Dispersão dos erros em porcentagem em relação aos valores estimados 
de área basal (m².ha-1) na validação. 
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Os gráficos das Figuras 9, 10, 11 e 12 da RF (RF-CART 1 e 2) demonstraram 
tendenciosidade mais acentuadas do que os do SNF, principalmente em superestimar 
as áreas basais menores que 15 m².ha-1 e subestimar as maiores que 30 m².ha-1. Isto 
pode estar associado com mecanismos de obtenção das respostas numéricas no nó 
final da divisão da árvore, que é uma média dos valores observados de áreas basais, 
e esta é afetada pelos valores extremos. Segundo Zhang e Lu (2012), esse problema 
pode ser contornado ao calcular os resíduos e adicioná-los aos valores previstos. 
Basicamente, isso se faz treinando a RF para encontrar os valores previstos e calcular 
o erro de cada observação. Posteriormente, é treinada outra RF tendo o erro como 
variável resposta. O resultado final é soma dos valores previstos com os desvios 
estimados. Contudo, esse não foi o objetivo do presente trabalho. 
Notou-se em todos os histogramas das Figuras 13 e 14, tanto no treinamento 
quanto na validação, que os erros em mais de 95% dos casos ficaram agrupados na 
amplitude das classes de ±10%. Segundo Campos e Leite (2017), quanto mais 
fechada em torno de zero estiver a distribuição dos erros no histograma, melhor é o 
treinamento. 
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Figura 13  Frequência relativa dos erros em porcentagem para estimativas da área 
basal (m².ha-1) no treinamento. 
 
 
Figura 14  Frequência relativa dos erros em porcentagem para estimativas da área 
basal (m².ha-1) na validação. 
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5. 2 Volume 
 
 
5.2.1 Seleção das variáveis de entrada para prognose da produção volumétrica 
 
 
De forma geral, todas as variáveis contribuem para estimação do volume futuro 
(Figura 15). Porém, pode ser notado na Figura 15B, que os valores de RMSE% para 
a validação aumentam e os de treinamento diminuem, conforme aumenta o número 
de entradas. Os resultados obtidos, indicam que o volume atual é a variável mais 
significativa para projeção do volume futuro em ambas as técnicas. Assim como 
aconteceu com a área basal futura, que o relevo e a textura são as variáveis com 
menos influência nas previsões (Figura 15A). Diferente do que ocorreu com a projeção 
de área basal futura, o clone foi mais importante do que as variáveis numéricas, idade 
atual e futura e área basal futura. Verifica-se ainda, que a combinação volume atual, 
área basal futura, idade futura e atual é a mais influente para prever o volume futuro. 
Estas variáveis mencionadas são as que apresentaram os maiores valores de índice 
de importância no RF. Os valores de RMSE de treinamento e validação foram de 
5,15% e de 5,43%, respectivamente, para esta combinação. 
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Figura 15  Variáveis mais influentes para prognose do volume indicadas pela 
Random Forest e Sistema Neuro-Fuzzy. 
 
A utilização de mais de cinco entradas, neste estudo, não foi indicada, pois 
contribui para o aumento do erro de validação. Nesse caso, a combinação 
mencionada acima é a mais adequada para atingir maior acurácia na prognose do 
volume, com uma menor complexidade do modelo do SNF e RF neste trabalho. Por 
isso, foram consideradas como entradas para o treinamento do SNF e da RF.  
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5.2.2 Configurações das técnicas selecionadas para projetar o volume 
 
 
As combinações das configurações geraram 833 SNF treinados com o 
algoritmo SC, 833 com o algoritmo FCM e 833 com a RF. Destas, foram pré-
selecionadas as duas que obtiveram o menor erro de validação (Tabela 5). 
 
Tabela 5  Configurações pré-selecionadas do Sistema Neuro-Fuzzy e Random 
Forest 
Técnica Algoritmo N° 
Parâmetros 
Fator squash Raio 
Sistema Neuro-fuzzy (SNF) 
SC 3 1,50 0,30 
SC 4 1,25 0,40 
 N° de cluster Expoente 
FCM 3 16 1,215 
FCM 4 13 1,315 
Random Forest (RF) 
 N° de árvores N° de obs. por folha 
CART 3 400 10 
CART 4 350 15 
em que: SC = Subctractive Cluster; FCM = Fuzzy-C-Means; CART = Classification and regression Tree. 
 
As configurações selecionadas para projetar o volume foram denominadas de 
SNF-SC 3 (Sistema Neuro-Fuzzy com algoritmo Subctractive Cluster para 
configuração 3); SNF-SC 4 (Sistema Neuro-Fuzzy com algoritmo Subctractive Cluster 
para configuração 4); SNF-FCM 3 (Sistema Neuro-Fuzzy com algoritmo Fuzzy-C-
Means para configuração 3); SNF-FCM 4 (Sistema Neuro-Fuzzy com algoritmo Fuzzy-
C-Means para configuração 4); RF-CART 3 (Random Forest com algoritmo 
Classification and regression Tree para configuração 3) e RF-CART 4 (Random Forest 
com algoritmo Classification and regression Tree para configuração 4). 
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5.2.3 Desempenhos das configurações das técnicas de inteligência artificias 
selecionadas para prognose do volume 
 
 
Os algoritmos SC e FCM não demonstraram diferenças nas estatísticas para 
prognose do volume (Tabela 6), assim como ocorreu com a área basal (Tabela 4). A 
configuração SNF-FCM 3 teve as melhores estatísticas com relação as demais, 
apresentando o menor RMSE(%) e V(%) e o maior  nos conjuntos de treino e 
validação. Binoti et al. (2015), em seu trabalho com redes neurais para prognose da 
produção florestal, encontraram RMSE de 5,11% e 5,14% e coeficiente de correlação 
de 0,9932 e 0,9923 para o conjunto de treinamento e generalização, respectivamente. 
Martins et al. (2015), encontraram RMSE variando de 6,47% a 3,58% para o conjunto 
de treinamento trabalhando com diferentes configurações de redes neurais artificiais 
para prognosticar a produção de povoamentos clonais de eucalipto. 
 
Tabela 6  Estatísticas do treinamento e validação do Sistema Neuro-Fuzzy e Random 
Forest para projetar o volume (m³.ha-1) 
Técnica-
configuração 
Treino Validação 
 V(%) RMSE (%) = V(%) RMSE(%) 
SNF-SC 3 0,9936 0,00 4,97 0,9919 0,13 5,39 
SNF-SC 4 0,9932 0,00 5,11 0,9917 0,13 5,43 
SNF-FCM 3 0,9941 0,00 4,77 0,9924 -0,01 5,18 
SNF-FCM 4 0,9941 0,00 4,77 0,9923 0,05 5,21 
RF-CART 3 0,9974 0,05 3,20 0,9902 -0,39 5,32 
RF-CART 4 0,9973 0,03 3,21 0,9902 -0,35 5,42 
em que: RMSE(%) = raiz do erro médio quadrático em porcentagem; v(%) = viés em porcentagem; = 
coeficiente de correlação; SNF-SC 3 = Sistema Neuro-Fuzzy com algoritmo Subctractive Cluster para 
configuração 3; SNF-SC 4 = Sistema Neuro-Fuzzy com algoritmo Subctractive Cluster para 
configuração 4; SNF-FCM 3 = Sistema Neuro-Fuzzy com algoritmo Fuzzy-C-Means para configuração 
3; SNF-FCM 4 = Sistema Neuro-Fuzzy com algoritmo Fuzzy-C-Means para configuração 4; RF-CART 
3 = Random Forest com algoritmo Classification and regression Tree para configuração 3; RF-CART 4 
= Random Forest com algoritmo Classification and regression Tree para configuração 4. 
 
Os modelos da RF (RF-CART 3 e 4) apresentaram valores de RMSE (%) para 
o treinamento menores comparado à validação (Tabela 6). Possivelmente, pode ter 
ocorrido overfitting, que ocorre quando o modelo ajusta demais aos dados de 
treinamento e não consegue reproduzir bons resultados na validação. Segundo Souza 
(2017), espera-se maior exatidão não só para os dados de treinamento, mas também 
para os dados de validação. Dessa forma, é possível inferir que a técnica possui boa 
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generalização. O ideal é que os erros de treinamento e validação sejam próximos, 
como no SNF. 
Nas Figuras 16 e 17, ambas as técnicas, tanto no treino como na validação, 
apresentaram a maioria dos dados distribuídos em torno da linha de 45°, o que 
confirma que os dados observados de volume estão fortemente relacionados com os 
valores estimados, como demonstrado pelos coeficientes de correlação na Tabela 6. 
Notou-se também que as configurações da RF (RF-CART 3 e 4) erraram mais nas 
áreas de maior produção em volume no conjunto de treinamento comparada as 
configurações do SNF (SNF-SC 3 e 4 e SNF-FCM 3 e 4). Nesse caso, a RF 
subestimou todos os volumes acima de 900 m³ha-1. Este fato não foi notado nos 
gráficos de validação (Figura 15). Isto pode ter sido porque as áreas de produção têm 
volume baixo de 900 m³.ha-1. 
 
Figura 16  Valores observados de volume (m³.ha-1) versus estimados no treinamento. 
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Figura 17  Valores observados de volume (m³.ha-1) versus estimados na validação. 
 
 
A distribuição dos erros (Figuras 18 e 19), das configurações do SNF foram 
semelhantes, com erros variando de -30% a 30%, nos conjuntos de treino e validação, 
não evidenciando tendenciosidade. Em contraste, as configurações RF-CART 3 e 4, 
conforme apresentado nos gráficos de treinamento e validação (Figuras 18 e 19), 
apresentaram tendenciosidade em superestimar áreas com menores produções em 
volume e subestimar as áreas com os maiores volumes, como visto também na Figura 
16. 
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Figura 18  Dispersão dos erros em porcentagem em relação aos valores estimados 
de volume (m³.ha-1) no treinamento. 
 
 
Figura 19  Dispersão dos erros, em porcentagem, em relação aos valores estimados 
de volume (m³.ha-1) na validação. 
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A distribuição dos erros nos histogramas, para o conjunto de treinamento e 
validação, é próxima da distribuição normal. As duas técnicas tiveram cerca de 95% 
dos casos de erros nas classes de  (Figuras 20 e 21). 
 
Figura 20  Frequência relativa dos erros, em porcentagem, para estimativas de 
volume (m³.ha-1) no treinamento. 
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Figura 21  Frequência relativa dos erros, em porcentagem, para estimativas de 
volume (m³.ha-1) na validação. 
 
 
 
 
5.3 Prognose da área basal 
 
 
Ambas as técnicas forneceram bons resultados no treinamento e validação na 
prognose da área basal. As configurações do SNF tiveram estatísticas mais acuradas 
de RMSE, viés e coeficiente de correlação, bem como, apresentaram melhores 
distribuições residuais comparadas a RF. Dentre as configurações do SNF, não foi 
observado diferenças nas estatísticas (Tabela 4), sendo difícil a escolha da melhor 
configuração. Porém, a configuração SNF-FCM 1 apresentou pontos menos dispersos 
no gráfico de dispersão residual na validação comparada as demais, com valores de 
erro entre ±10% (Figura 12), sendo esta a escolhida para projetar a área basal. 
Considerando a RF e para fins comparativos com o SNF-FCM1, a configuração 
RF-CART 1 também foi escolhida para projetar a área basal. Cabe ressaltar que esta 
configuração apresentou menor RMSE e viés (Tabela 4) no conjunto de treinamento 
e validação com relação a RF-CART 2. 
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Para projetar a área basal, aplicou-se as configurações SNF-FCM1 e RF-CART 
1 nos dados de validação do primeiro inventário florestal contínuo. As áreas basais 
futuras foram estimadas em projeções sucessivas, ou seja, ano a ano, usando como 
área basal atual o valor estimado do ano anterior, até a última medição de cada 
parcela. 
Os valores de RMSE e  na projeção da área basal para a configuração SNF-
FCM 1 e RF-CART 1 foram de 9,2% e 9,17% e de 0,9416 e 0,9396, respectivamente. 
A perda de acurácia em comparação com as estatísticas de treinamento já era 
esperada, visto que, o erro da primeira projeção acumula com a segunda e assim 
sucessivamente até a última medição. Porém, não afetou de forma drástica as 
estimativas, já que as técnicas conseguiram modelar a tendência de crescimento em 
área basal, como mostrado na Figura 22. 
 
Figura 22  Valores observados de área basal (m².ha-1) versus estimados, dispersão 
dos erros em porcentagem em relação aos valores estimados de área basal (m².ha-1) 
e histograma da frequência relativa dos erros percentuais para os dados utilizados na 
prognose da área basal. 
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5.4 Prognose do volume 
 
 
As configurações do SNF com os algoritmos SC e FCM foram semelhantes nas 
estatísticas e análise gráfica. Contudo, a configuração SNF-FCM 3 apresentou 
estatísticas mais exatas no treinamento e na validação (Tabela 6). Portanto, foi 
considerada a mais indicada para projeção do volume. 
Assim como no SNF, as configurações da RF foram similares nas estatísticas 
e nas análises gráficas. Para a projeção do volume, foi escolhida a configuração RF-
CART 3 por apresentar o menor RMSE (%) na validação comparada a RF-CART4 
(Tabela 6). 
Para projetar o volume, aplicou-se as configurações SNF-FCM 3 e RF-CART 4 
nos dados de validação do primeiro inventário florestal contínuo. Cabe ressaltar que 
a área basal projetada foi utilizada como entrada nessa etapa. Os resultados estão 
apresentados na Figura 23. 
 
Figura 23  Valores observados de volume (m³.ha-1) versus estimados, dispersão dos 
erros em porcentagem em relação aos valores estimados de volume (m³.ha-1) e 
histograma da frequência relativa dos erros percentuais para os dados utilizados na 
prognose do volume. 
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Percebeu-se que na Figura 23, que o gráfico do volume estimado versus 
observado, apresentou pontos mais dispersos em comparação aos gráficos de 
treinamento (Figura 16). Porém, observou-se no gráfico de dispersão dos erros 
percentuais que não houve tendência nas estimativas (Figura 23). Os erros 
percentuais ficaram em mais de 90% dos casos nas classes de -12% a +15%. Estes 
resultados são satisfatórios e comprovam o potencial do SNF na prognose da 
produção florestal. 
Com relação a RF, a configuração RF-CART 3 apresentou pontos mais 
dispersos na linha de 45° no gráfico de volume estimado versus o observado 
comparada a configuração SNF-FCM 3 (Figura 23). Verificou-se ainda que houve 
tendência visível em superestimar as menores áreas de produção em volume e 
subestimar as de maiores. Pode ser notado também que o histograma apresentou 
uma leve assimetria a esquerda, com cerca de 70% dos casos de erros concentrados 
nas classes de -20% a +10%. 
Os valores de RMSE e  para projeção do volume utilizando as 
configurações SNF-FCM 3 e RF-CART 3 foram de 10,80% e 15,30% e de 0,9577 e 
92,95, respectivamente. Notou-se perda de acurácia em comparação as estatísticas 
de treinamento, assim como ocorreu com a área basal. Binoti et al (2015), relataram 
este mesmo problema, utilizando diferentes tipos RNA para projetar o volume de 
povoamentos de eucalipto. Estes autores encontraram valores de RMSE e 
variando de 10,89% a 15,49% e de 0,9305 a 0,9652, respectivamente. 
O SNF e RF conseguiram modelar a tendência de crescimento do povoamento 
clonal de eucalipto. Isto pode ser atribuído a dois fatores: o primeiro deles está 
relacionado a capacidade das técnicas em captar a não linearidade dos dados, o que 
faz delas, segundo Haykin (2001), aproximadores universais. Para Vieira et al. (2018), 
esta característica é importante na modelagem do crescimento e produção de 
povoamentos florestais. 
O segundo fator pode estar associado ao emprego do material genético como 
variável de entrada. No trabalho de Binoti et al. (2015), o clone foi a variável mais 
importante dentre as categóricas para projetar o volume. Os autores, sugerem que 
isto é devido a especificidade do material genético às características ambientais. 
Vieira et al. (2018), afirmam que o clone sempre deve ser avaliado, já que o 
crescimento é diferente entre os mesmos. Segundo Husch (2002), o crescimento é 
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influenciado pela capacidade genética da espécie interagida com meio ambiente, 
como clima, solo, topografia e competição. 
A modelagem do crescimento e produção tem sido amplamente estudada no 
setor florestal, com objetivo de fornecer informações nas tomadas de decisão e 
suporte para o gerenciamento das florestas. Este trabalho propôs duas abordagens 
novas para o cálculo de rendimentos futuros de área basal e volume, em nível de 
povoamento total. 
Como na modelagem dos recursos florestais muitas vezes apresentam 
variáveis qualitativas e com relações complexas, o SNF e RF, com os resultados 
apresentados neste trabalho, apresentam-se como alternativas de modelagem. A 
técnicas permitem boa aproximação de sistemas não-lineares. Em termos de 
desempenho e acurácia, tanto o algoritmo SC como o FCM fornecem bons resultados. 
O benefício de utilizar esses algoritmos para gerar o sistema de inferência fuzzy é a 
redução no número de regras, principalmente se o número de variáveis de entrada for 
muito elevado, visto que, o valor aumenta exponencialmente com o número de 
funções de associação (WEI et al., 2007). 
Com relação a Random Forest, o seu uso deve ser avaliado com cuidado, 
principalmente quando existirem valores da variável dependente com alta amplitude. 
Isso porque, no seu mecanismo de funcionamento, a obtenção da resposta se dá pela 
média dos valores observados. Nesse caso, poderá acarretar superestimativas nas 
menores classes e subestimativas nas maiores. Entretanto, a técnica demonstrou bom 
desempenho para prognose da área basal e do volume, além de fornecer as variáveis 
que melhor contribuem para a previsão.  
Para construir um SNF para prognose da produção florestal, é necessária 
identificação de variáveis mais relevantes na projeção da área basal e volume. Com 
os resultados apresentados nesse trabalho, pode-se observar que a inclusão de 
variáveis irrelevantes causa perda de generalização, além de aumentar a 
complexidade do SNF, bem como, o tempo de processamento. O método de seleção 
de variáveis do SNF com algoritmo de mínimos quadrados é viável, visto que, reduziu 
o número de variáveis e melhorou os resultados de generalização. Percebeu-se ainda, 
que as variáveis selecionadas foram as mesmas entre as duas técnicas avaliadas. 
A exatidão das estimativas na produção florestal proporcionadas pelas técnicas 
SNF e RF depende da calibração de suas configurações. Deve-se dá preferência a 
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configurações mais simples (BRAGA et al. 2007), desde que estas consiga captar as 
relações entre os dados de entrada e saída. 
Tanto o SNF quanto a RF possuem grande potencial para serem utilizadas 
como ferramentas auxiliares no manejo de plantios florestais, possibilitando prever os 
fatores que contribuem para a produtividade como clone, espaçamento, tipo de solo, 
relevo e textura do solo. 
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6 CONCLUSÕES 
 
 
Em geral, todas as variáveis numéricas foram influentes na projeção da área 
basal e volume. Dentre as variáveis categóricas, o clone foi a variável que mais 
influenciou. Já o relevo e a textura foram as menos influentes. 
As configurações dos algoritmos Fuzzy-C-Means e Subctractive Cluster 
apresentaram resultados estatísticos semelhantes para prognose da área basal e do 
volume. O Sistema Neuro-Fuzzy apresentou maior exatidão nas estimativas geradas 
para as variáveis citadas acima quando comparado ao Random Forest. 
O Sistema Neuro-Fuzzy e Random Forest apresentaram resultados 
satisfatórios para prognose da área basal e do volume, confirmando a aplicabilidade 
dessas técnicas na modelagem da produção florestal.
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