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F. Bacchus, X. Chen, P. van Beek and T. Walsh, Binary vs. non-binary constraints
There are two well known transformations from non-binary constraints to binary constraints
applicable to constraint satisfaction problems (CSPs) with finite domains: the dual transformation
and the hidden (variable) transformation. We perform a detailed formal comparison of these two
transformations. Our comparison focuses on two backtracking algorithms that maintain a local
consistency property at each node in their search tree: the forward checking and maintaining arc
consistency algorithms. We first compare local consistency techniques such as arc consistency in
terms of their inferential power when they are applied to the original (non-binary) formulation and to
each of its binary transformations. For example, we prove that enforcing arc consistency on the
original formulation is equivalent to enforcing it on the hidden transformation. We then extend
these results to the two backtracking algorithms. We are able to give either a theoretical bound on
how much one formulation is better than another, or examples that show such a bound does not
exist. For example, we prove that the performance of the forward checking algorithm applied to the
hidden transformation of a problem is within a polynomial bound of the performance of the same
algorithm applied to the dual transformation of the problem. Our results can be used to help decide
if applying one of these transformations to all (or part) of a constraint satisfaction model would be
beneficial.  2002 Published by Elsevier Science B.V.
C. Bettini, X.S. Wang and S. Jajodia, Solving multi-granularity temporal constraint
networks
Many problems in scheduling, planning, and natural language understanding have been formulated
in terms of temporal constraint satisfaction problems (TCSP). These problems have been extensively
investigated in the AI literature providing effective solutions for some fragments of the general
model. Independently, there has been an effort in the data and knowledge management research
community for the formalization of the concept of time granularity and for its applications. This paper
considers a framework for integrating the notion of time granularity into TCSP, and investigates the
problems of consistency and network solution, which, in this context, involve complex manipulation
of the periodic sets representing time granularities. A sound and complete algorithm for consistency
checking and for deriving a solution is presented. The paper also investigates the algorithm’s
computational complexity and several optimization techniques specific to the multi-granularity
context. An application to e-commerce workflows illustrates the benefits of the framework and the
need for specific reasoning tools.  2002 Published by Elsevier Science B.V.
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M. Broxvall, P. Jonsson and J. Renz, Disjunctions, independence, refinements
An important question in constraint satisfaction is how to restrict the problem to ensure tractability
(since the general problem is NP-hard). The use of disjunctions has proven to be a useful method
for constructing tractable constraint classes from existing classes; the well-known ‘max-closed’ and
‘ORD-Horn’ constraints are examples of tractable classes that can be constructed this way. Three
sufficient conditions (the guaranteed satisfaction property, 1-independence and 2-independence)
that each ensure the tractability of constraints combined by disjunctions have been proposed in
the literature. We show that these conditions are both necessary and sufficient for tractability in
three different natural classes of disjunctive constraints. This suggests that deciding this kind of
property is a very important task when dealing with disjunctive constraints. We provide a simple,
automatic method for checking the 1-independence property—this method is applicable whenever
the consistency of the constraints under consideration can be decided by path-consistency. Our
method builds on a connection between independence and refinements (which is a way of reducing
one constraint satisfaction problem to another.)  2002 Published by Elsevier Science B.V.
I. Navarrete, A. Sattar, R. Wetprasit and R. Marin, On point-duration networks for
temporal reasoning
We present here a point-duration network formalism which extends the point algebra model
to include additional variables that represent durations between points of time. Thereafter the
new qualitative model is enlarged for allowing unary metric constraints on points and durations,
subsuming in this way several point-based approaches to temporal reasoning. We deal with some
reasoning tasks within the new models and we show that the main problem, deciding consistency,
is NP-complete. However, tractable special cases are identified and we show efficient algorithms for
checking consistency, finding a solution and obtaining the minimal network.  2002 Published by
Elsevier Science B.V.
F. Lin and J.-H. You, Abduction in logic programming: A new definition and an
abductive procedure based on rewriting
A long outstanding problem for abduction in logic programming has been on how minimality might
be defined. Without minimality, an abductive procedure is often required to generate exponentially
many subsumed explanations for a given observation. In this paper, we propose a new definition of
abduction in logic programming where the set of minimal explanations can be viewed as a succinct
representation of the set of all explanations. We then propose an abductive procedure where the
problem of generating explanations is formalized as rewriting with confluent and terminating rewrite
systems. We show that these rewrite systems are sound and complete under the partial stable model
semantics, and sound and complete under the answer set semantics when the underlying program is
so-called odd-loop free. We discuss an application of abduction in logic programming to a problem
in reasoning about actions and provide some experimental results.  2002 Published by Elsevier
Science B.V.
A.M. Segre, S. Forman, G. Resta and A. Wildenberg, Nagging: A scalable fault-
tolerant paradigm for distributed search
This paper describes nagging, a technique for parallelizing search in a heterogeneous distributed
computing environment. Nagging exploits the speedup anomaly often observed when parallelizing
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problems by playing multiple reformulations of the problem or portions of the problem against each
other. Nagging is both fault tolerant and robust to long message latencies. In this paper, we show how
nagging can be used to parallelize several different algorithms drawn from the artificial intelligence
literature, and describe how nagging can be combined with partitioning, the more traditional search
parallelization strategy. We present a theoretical analysis of the advantage of nagging with respect
to partitioning, and give empirical results obtained on a cluster of 64 processors that demonstrate
nagging’s effectiveness and scalability as applied to A∗ search, αβ minimax game tree search, and
the Davis–Putnam algorithm.  2002 Published by Elsevier Science B.V.
M. Tennenholtz, Tractable combinatorial auctions and b-matching (Research Note)
Auctions are the most widely used strategic game-theoretic mechanisms in the Internet. Auctions
have been mostly studied from a game-theoretic and economic perspective, although recent work in
AI and OR has been concerned with computational aspects of auctions as well. When faced from a
computational perspective, combinatorial auctions are perhaps the most challenging type of auctions.
Combinatorial auctions are auctions where agents may submit bids for bundles of goods. Given
that finding an optimal allocation of the goods in a combinatorial auction is in general intractable,
researchers have been concerned with exposing tractable instances of combinatorial auctions. In this
work we expose the use of b-matching techniques in the context of combinatorial auctions, and apply
them in a non-trivial manner in order to introduce polynomial solutions for a variety of combinatorial
auctions.  2002 Published by Elsevier Science B.V.
S. Renooij, L.C. van der Gaag and S. Parsons, Context-specific sign-propagation in
qualitative probabilistic networks
Qualitative probabilistic networks are qualitative abstractions of probabilistic networks, summarising
probabilistic influences by qualitative signs. As qualitative networks model influences at the level
of variables, knowledge about probabilistic influences that hold only for specific values cannot
be expressed. The results computed from a qualitative network, as a consequence, can be weaker
than strictly necessary and may in fact be rather uninformative. We extend the basic formalism
of qualitative probabilistic networks by providing for the inclusion of context-specific information
about influences and show that exploiting this information upon reasoning has the ability to forestall
unnecessarily weak results.  2002 Published by Elsevier Science B.V.
J. Lang, P. Liberatore and P. Marquis, Conditional independence in propositional
logic
Y. Dimopoulos, B. Nebel and F. Toni, On the computational complexity of assumption-
based argumentational for default reasoning
R. Aler, D. Borrajo and P. Isasi, Using genetic programming to learn and improve
control knowledge
T.J. Chan, Unifying metric approach to the triple parity
M.A. Falappa, G. Kern-Isberner and G.R. Simari, Explanations, belief revision and
defeasible reasoning
A. Jøsang, The consensus operator for combining beliefs (Research Note)
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P.E. Dunne and T.J.M. Bench-Capon, Coherence in finite argument systems (Re-
search Note)
J. Delgado, Emergence of social conventions in complex networks (Research Note)
C. Bessière, P. Meseguer, E.C. Freuder and J. Larrosa, On forward checking for
nonbinary constraint satisfaction (Research Note)
S.B. Gillispie and M.D. Perlman, The size distribution for Markov equivalence classes
of acyclic digraph models
T. Eiter and T. Lukasiewicz, Complexity results for structure-based causality
