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is costly to evaluate. They typically work in an iterative manner. In each iteration, given a set of
observationpoints, BOalgorithmsselectk  1pointstobeevaluated. Theresultsofthosepoints
are then added to the set of observations and the procedure is repeated until a stopping criterion
is met. The goal is to optimize the function f() with a small number of experiment evaluations.
While this problem has been extensively studied, most existing approaches ignored some real
world constraints frequently encountered in practical applications. In this thesis, we extend the
BO framework in a number of important directions to incorporate some of these constraints.
First, we introduce a constrained BO framework where instead of selecting a precise point at
each iteration, we request a constrained experiment that is characterized by a hyper-rectangle in
the input space. We introduce efﬁcient sequential and non-sequential algorithms to select a set
of constrained experiments that best optimize f() within a given budget. Second, we introduce
one of the ﬁrst attempts in batch BO where instead of selecting one experiment at each iteration,
a set of k > 1 experiments is selected. This can signiﬁcantly speedup the overall running time
of BO. Third, we introduce scheduling algorithms for the BO framework when: 1) it is possible
to run concurrent experiments; 2) the durations of experiments are stochastic, but with a known
distribution; and 3) there is a limited number of experiments to run in a ﬁxed amount of time. We
propose both online and ofﬂine scheduling algorithms that effectively handle these constraints.
Finally, we introduce a hybrid BO approach which switches between the sequential and batch
mode. The proposed hybrid approach provides us with a substantial speedup against sequential
policies without signiﬁcant performance loss.c 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This work is motivated by the experimental design problem of optimizing the power output of
nano-enhanced microbial fuel cells. Microbial fuel cells (MFCs) [8, 23, 56, 58] use micro-
organisms to break down organic matter and generate electricity. For a particular MFC design,
it is critical to optimize the biological energetics and the microbial/electrode interface of the
system, which research has shown to depend strongly on the surface properties of the anodes
[56, 58]. This motivates the design of nano-enhanced anodes, where nano-structures (e.g. carbon
nano-wire) are grown on the anode surface to improve the MFC’s power output. Unfortunately,
there is little understanding of the interaction between various possible nano-enhancements and
MFC capabilities for different micro-organisms. Thus, optimizing anode design for a particular
application is largely guess work. Our goal is to develop algorithms to aid this process.
Consider the power output of an MFC as a black-box function f() whose inputs are various
nano-enhencement parameters. Our goal is to maximize the function f() by trying out a small
number of input combinations. This is the subject of Bayesian optimization, which has been
widely used for experimental design problems with the goal of optimizing an unknown function
f() that is costly to evaluate. In general, we are interested in ﬁnding the point x 2 X d  Rd
such that:
x = argmax
x2Xd
f(x); (1.1)
where X d is our compact input space.
In our motivating application, each experiment x involves manufacturing a MFC with spe-
ciﬁc nano-enhencement properties, and testing the MFC in the lab for weeks to measure its
power output. It is both expensive and time consuming. Therefore, due to the high experi-
mental cost, it is not practical to apply methods that rely on many function evaluations, such as
stochastic search or empirical gradient methods. Bayesian optimization addresses this issue by
leveraging Bayesian modeling to maintain a posterior over the unknown function based on all
of the previous experiments, which allows BO to focus on a small number of carefully selected
experiments. The goal of this thesis is to extend the Bayesian optimization framework in a num-
ber of important directions to handle challenges and constraints posed by real world applications2
such as ours.
The contributions of this dissertation are listed as follows:
 First, we study constrained Bayesian optimization [5], a novel problem that has not been
previously studied. Traditional Bayesian optimization methods [52, 34, 9] commonly as-
sume that the experimental inputs can be speciﬁed precisely. However, for example in
our motivating application, manufacturing nano-structures is an art and it is very difﬁcult
to achieve a precise parameter setting. Instead, it is more practical to request constrained
experiments, which place constraints on these parameters. For example, we may specify
intervals for the length and density of the nano-wire. Given such a request, nano-materials
that satisfy the given set of constraints can be produced at some cost, which will typically
increase with tighter constraints. Solving this problem requires careful consideration of
the trade-off between the cost and the uncertainty of a constrained experiment: weakening
the constraints will lower the cost of an experiment, but increase the uncertainty about
the location of the next observation. This trade-off has not been addressed in previous
work. Our goal is to manage this trade-off by selecting a set of constrained experiments
that best optimize f() within a given budget. We study this problem in two different
settings, non-sequential and sequential. In the non-sequential setting, we need to select a
batch of constrained experiments at once. For this setting, our method aims to maximize
a non-decreasing submodular objective, which, given a set of constrained experiments,
computes its expected maximum output. In the sequential setting, we request constrained
experiments one at a time, and each request is made only after receiving the outputs of
the previous requests. For this, we build on traditional Bayesian optimization sequential
policies and introduce non-trivial extensions to 1) handle constrained experiments; and 2)
take experimental cost into consideration. Experimental results over different optimiza-
tion benchmarks demonstrate the effectiveness of proposed approaches compared to the
baselines. The results also show that the sequential approaches generally outperform non-
sequential algorithms.
 Second, we introduce a batch method for traditional Bayesian optimization in which a
batch of k > 1 experiments are requested at each iteration [2]. This is motivated by the
fact that for many applications, including our MFC domain, it is possible and necessary to
run multiple function evaluations in parallel. In such cases, existing sequential policies are
not sufﬁcient. Rather, batch mode BO is more appropriate, where policies select a batch3
of multiple inputs to be evaluated at once. In particular, our batch policy attempts to select
a batch that “matches” the expected behavior of a sequential policy as closely as possible.
The approach generates Monte-Carlo simulations of a sequential policy given the current
posterior of f(), and then derives an optimization problem over possible batches aimed at
minimizing the mismatch between the sequential policy and the batch. We consider two
variants of this optimization problem that yield a continuous weighted k-means problem
and a combinatorial weighted k-medoid problem. We solve the k-means variant via k-
means clustering and show that the k-medoid variant corresponds to minimizing a non-
increasing supermodular function, for which there is an efﬁcient approximation algorithm
[31]. The results show that the proposed method achieves the state-of-the-art performance
on a variety of batch experimental design problems.
 Third, westudyBayesian optimization underempiricalconstraintsinspiredfromourmoti-
vatingapplication[3]. Theconstraintsinclude: 1)Therearealimitednumberofl available
labs (which may correspond to experimental stations at one location or to physically dis-
tinct laboratories), allowing up to l concurrent experiments; 2) Experiments have stochas-
tic durations, independently and identically distributed according to a known density func-
tion pd; and 3) There is a bound on the total number of experiments, n, and a time horizon,
h, by which point we must ﬁnish. The goal is to maximize the unknown function f() by
selecting a set of experiments and deciding when to start them while satisfying these con-
straints. We propose ofﬂine and online scheduling approaches for this problem, which
aim to balance two competing factors. First, a scheduler should ensure that all n exper-
iments complete within the time horizon h, which encourages high concurrency among
experiments. Second, we wish to select new experiments based on as many previously
completed experiments as possible to make more intelligent experiment selections, which
encourages low concurrency among experiments. We introduce a novel measure of the
second factor, cumulative prior experiments (CPE), which our approaches aim to optimize
while satisfying the ﬁrst requirement of completing n experiments with high probability.
Our experimental results indicate that these approaches signiﬁcantly outperform a set of
baselines across a range of benchmark optimization problems.
 Finally, we introduce a new framework for Bayesian optimization which is named hy-
brid batch Bayesian optimization. We focus on applications where concurrent function
evaluations are possible but not necessary. In such cases, BO could choose to either se-4
quentially evaluate the function (aka. the sequential mode) or evaluate the function with
multiple inputs at once (aka. the batch mode). The sequential mode generally leads to
better optimization performance as each function evaluation is selected with more infor-
mation, whereas the batch mode is more time efﬁcient (smaller number of iterations). Our
goal is to combine the strength of both settings. We systematically analyze BO using
Gaussian Processes as posterior estimator and provide a BO algorithm that operates in a
hybrid mode and dynamically switches between sequential and batch with variable batch
sizes. We theoretically justify our algorithm and present experimental results on eight
benchmark BO problems. The results show that our method achieves substantial speedup
(up to 78%) compared to sequential, without suffering any signiﬁcant performance loss.
The rest of the dissertation is organized as follows. Chapter 2 presents the background
and related work in Bayesian optimization. We present the constrained Bayesian optimization
problem and our proposed sequential and non-sequential approaches in Chapter 3. Chapter 4
introduces the batch Bayesian optimization approach. The proposed online and ofﬂine schedul-
ing approaches are presented in Chapter 5. We present the hybrid batch Bayesian optimization
approach in Chapter 6. The dissertation is ﬁnally concluded in Chapter 7.5
Chapter 2: Background and Related Work
Given an unknown black box function f() that is costly to evaluate, we are interested in ﬁnding
the extreme point (minimizer or maximizer) of the function with a small number of function
evaluations. Because of the high experimental cost, it is not practical to apply methods that rely
on many function evaluations, such as stochastic search or empirical gradient methods. Bayesian
optimization addresses this issue by leveraging Bayesian modeling to maintain a posterior over
the unknown function based on all of the previously observed experiments. This allows BO algo-
rithms to effectively reasons about the quality and uncertainty of any potential new experiments,
and thus focus on a small number of carefully selected experiments. Bayesian optimization ap-
proaches have been heavily studied [34, 9] and demonstrated signiﬁcant promise in different
applications such as energy optimization [2, 5], robotics [42, 43], reinforcement learning [72],
neural networks parameters optimization [24] and sensor placement [55, 26]. It should be noted
that, this problem has been also investigated under other names such as experimental design and
[60, 61, 12, 30] response surface [66, 62, 20] in the context of global optimization.
Typical Bayesian optimization algorithms work in an iterative framework [34, 35, 49, 67].
First, given a current set of observations, a set of k  1 unobserved points are selected from the
underlying function at each iteration. Then, an oracle evaluates the function at those selected
points and returns their function outputs. Those points along with their function outputs are then
added to the set of observations and the procedure is repeated until a stopping criterion is met.
The goal is to ﬁnd the optimizer of the function using a small number of function evaluations.
There are two key components in typical Bayesian optimization algorithms, the posterior
model, which predicts the output of the underlying function f() at each unobserved point, ([54,
49, 73, 57]) and the selection criterion, [40, 34, 65, 42, 15] which selects the next experiment(s)
to be observed. The properties of these two components determine the overall performance of
the Bayesian optimization algorithms. Below, we review some representative existing work in
each of the two components.6
2.1 The Posterior Model for Bayesian Optimization
The ﬁrst component of a typical Bayesian optimization algorithm is the model of the underlying
function that is built based on the prior information (i.e., the set of existing observed experi-
ments and the prior assumptions about the smoothness of the function) to predict the output
of the function f() at any arbitrary unobserved point x 2 X d, where X d is a d-dimensional
compact input space. In general, suppose we are given a set of prior observation points as
O = f(x1;y1);(x2;y2);;(xn;yn)g, where xi 2 X d is an arbitrary point from the input space
and yi = f(xi) is its corresponding function output. For brevity, we rewrite the prior informa-
tion as O = fxO;yOg, where xO = (x1;x2;  ;xn) and yO = (y1;y2;  ;yn). The goal for
the posterior model is to predict the function output for any unobserved point x 2 X d n xO.
Linear regression [70] has been used to solve this problem where the outputs (target values)
are assumed to be a linear combination of the inputs (predictor values). The linearity assumption
of the model and the lack of an assessment of the prediction uncertainty are the two major
drawbacks of the linear regression approach. In applications where there is a non-linear relation
between its target and predictor values, linear models will usually give a poor performance.
In addition, linear regression does not model the uncertainty about the predicted target values.
This motivates the use of stochastic regression approaches such as Gaussian processes (GP)
[54, 60, 57] which have been widely employed by many researchers in different applications
[39, 74, 2, 5].
Gaussian process is a natural generalization of linear regression [70] and is an alternative
view of Bayesian regression [48, 7] specifying a distribution over functions. For any unobserved
point, Gaussian process not only gives a prediction of the target value but also provides us with
a corresponding variance which can be interpreted as prediction uncertainty. Speciﬁcally, for
any unobserved point, Gaussian process models its function output as a normal random variable,
rather than a ﬁxed value, with its mean predicting the expected function output of the point, and
the variance demonstrating the uncertainty associated with the prediction.7
Using the joint distribution of our given prior observations, O = (xO;yO) and any unob-
served point x, Gaussian process has a convenient closed form for estimating the conditional
posterior mean and variance of the target value y as follows:
yjO  N(;2)
 = k(x;xO)k(xO;xO) 1yO
2 = k(x;x)  

k(x;xO)k(xO;xO) 1k(xO;x)

;
(2.1)
where k(;) is an arbitrary symmetric positive deﬁnite kernel function that speciﬁes the
element of the covariance matrix. Interestingly, the posterior conditional variance, 2, at any
point x, only depends on the locations of previous observation, xO, and is independent from the
previous outputs observation, yO.
Many different kernel functions have been proposed in the literature such as Squared Ex-
ponential, OrnsteinUhlenbeck, Matern, Rational Quadratic, Periodic and Linear kernel func-
tion [57]. In this dissertation, we use a stationary isotropic kernel function which is known as
Squared Exponential:
k(xi;xj) = f exp
 
 
1
l
jxi   xjj2
; (2.2)
where l is the length of scale parameter that can be considered as the distance we need to
move in input space (predictor value) before the function value (target value) changes signif-
icantly, and f is signal variance which shows the maximum possible variance at each point
(usually is set to 1). We suppose that the value of l is given as a prior; however, there are
some classical approaches to approximate this parameter such as maximum likelihood and cross
validation [57].
2.2 Selection Criteria
The second key component of a typical Bayesian optimization algorithm is the selection crite-
rion that is used to determine what experiment to select based on the posterior model. Most
of the proposed selection criteria are a combination of exploring the unexplored input space of8
the function (i.e., areas of high variance) and exploiting the promising area (i.e., area with large
mean). A selection criterion can be either sequential [34, 51, 65, 45] in which only one exper-
iment is requested at each iteration or non-sequential (also known as batch) [2, 63, 17] where a
batch of experiments are requested at each iteration. Below we review the representative existing
work for each of these two categories.
2.2.1 Sequential Approaches
One of the ﬁrst sequential policies is based on selecting the sample with the maximum proba-
bility of improving (MPI) the best current observation, ymax (assuming we want to maximize
f() by a given margin . This idea was ﬁrst introduced by Harold Kushner in 1964 [40] for
1-d functions. Later, it was extended to higher dimensional functions [22, 68]. The gist of MPI
can be summarized as follows. Let ymax be the best current observation, the goal is to select the
next experiment x that will produce an output no smaller than (1 + )ymax (without loss of
generality we assume ymax > 0) with the highest probability:
x = argmax
x
p(y(x)  (1 + )ymax); (2.3)
where y is the output prediction based on the posterior model. Assuming a Gaussian process
as our posterior model,

y(x)  N
 
x;2
x

, the above equation can be written as follows:
x = argmax
x 

x   (1 + )ymax
x

; (2.4)
where (:) is the normal cumulative distribution function.
One issue of this approach is that the performance can often be very sensitive to the value
of the margin parameter  [34]. For small values of , MPI will focus on the most promising
area at ﬁrst and then move onto unexplored areas. In contrast, for large values of , MPI will
primarily explore and converge very slowly. Therefore, selecting a proper value for  can be
challenging in practice for an unknown function.
The Maximum expected improvement (MEI) [45] criterion avoids this issue and selects the9
experiment x that directly maximizes the expected improvement over the current best observa-
tion which is calculated as follows:
x = argmax
x Ey(x)

(y(x)   ymax)Ify ymax>0g

; (2.5)
where I() is the indicator function. Assuming a Gaussian process as our posterior model, MEI
selects the experiments x as follows:
x = argmax
x (x)

  u( u) + (u)

s.t u =
ymax   x
x
;
(2.6)
where () is the normal cumulative distribution function and () is normal probability
density function. Locatelli [45] proved that MEI will eventually converge to global optimum.
On a separate line of work, Schonlau [63] proposed to consider a generalized version of MEI
which is characterized as follows:
x = argmax
x E

y(x)
h
(y(x)   ymax)Ify(x) ymax>0g
i
: (2.7)
For  < 1, this objective tries to improve over ymax (exploiting mode) and if we decrease ,
it starts to explore uncertain areas (exploration mode). This method is very sensitive to small
changes in  and except for very speciﬁc setup like the one used in [62], there is no systematic
way to choose . This makes it nearly impossible to use this method in practice.
Cox et al. in [15, 16] introduced an algorithm called GP-UCB that selects the points based
on their upper conﬁdence bound. Assuming a Gaussian process as our posterior model, the point
x is selected as follows:
x = argmax
x GP-UCB(x) = argmax
x x + x; (2.8)
where  is a parameter that must be chosen by an expert. Clearly, the algorithm tends to10
be more explorative for large value of  while it exploits the promising areas for small values
of . Therefore, the selection of the parameter  is a challenge for an unknown function and
can change the performance signiﬁcantly. Recently, Srinivat et al. in [65] proposed an approach
which theoretically determines  such that the cumulative regret will converge to zero after
enough sampling.
In another recent work, Jalali et al. in [32] proposed an algorithm with a distinct exploration
phase followed by an exploitation phase by assuming the Lipschitz property of the underlying
function. The exploration phase of the proposed algorithm, at each step, selects a sample that
eliminates the largest possible portion of the input space while guaranteeing with high probabil-
ity that the eliminated part does not include the maximizer of the function. Hence, the explo-
ration stage of the algorithm tries to shrink the search space of the function as much as possible.
In contrast, the exploitation phase of our algorithm selects the point which is believed to be the
closest sample to the optimal point with high probability.
In addition to the proposed sequential policies that trade-off the exploration and exploitation
in their selection objective functions, there are also heuristics that are purely exploitive and select
the point with the highest expected output, (i.e. x = argmaxx  ), or purely explorative and
select the point that falls in the most unexplored area, (i.e. x = argmaxx  ) [51, 50]. Exist-
ing research has empirically demonstrated that such purely exploitive or explorative heuristics
usually lead to inferior performance comparing to MPI or MEI [34, 9].
2.2.2 Non-Sequential Approaches
Recently, researchers have begun to consider non-sequential or batch Bayesian optimization
approaches [2, 17, 63, 18], which select multiple experiments at once. Non-sequential BO al-
gorithms are considered to be more appropriate for applications where running an experiment
takes a long time and there is a capability to run multiple experiments simultaneously.
The ﬁrst batch BO algorithm, to the best of our knowledge, was suggested by [63] where the
authors tried to ﬁnd a batch of k > 1 experiments that jointly maximize the expected improve-
ment. Let xk = fx1;x2;  ;xkg denotes a set of k unobserved points, and using a Gaussian
process as our posterior model, the output predictions of xk follows a joint normal distribution
as yk  N(k;k) where k = f1;2;;kg and k is a kk covariance matrix. Schonlau
in [63] introduced an approach to select x such that:11
x = argmax
xk Eyk
h
(max(yk)   ymax)Ifmax(yk) ymax>0g
i
: (2.9)
Unfortunately, the expected maximum of a set of dependent normal random variables does
not have a closed-form solution. Evaluating the above equation with Monte-Carlo simulation
is not practical in many high dimensional functions. In addition, there might be an inﬁnite
subset of points with cardinality k which makes this optimization problem impractical even
for low dimensional functions. Therefore, Schonlau in [63] introduced a heuristic to deal with
this difﬁculty. He simpliﬁed the batch selection approach by selecting a batch of experiments
in sequential procedure by updating only the standard deviation of points at each iteration. In
general, after selecting a point, the variances of the unobserved points are updated and the mean
values remain the same. Then, the next point is selected and this procedure is repeated until we
select k experiments. Note that as we mentioned earlier, the prediction variance is independent
of the observation outputs in a Gaussian process.
Similarly, Ginsbourger et al. in [17] introduced a Constant Lier algorithm to select a batch
of experiments based on sequentializing the batch framework. Speciﬁcally, at each step i, af-
ter selecting the experiment xi, they set the outcome of that experiment to a constant c. That
experiment is then added to the set of observations and the next experiment is selected based
on the updated posterior. The choose of c is left for an expert to tune which has a signiﬁcant
impact on the ﬁnal performance. Algorithm 1 shows the steps of the Constant Lier algorithm.
Note that the prediction mean and variance of any unobserved point is updated after selecting
each experiment. Ginsbourger et al. in [17] showed that setting the value of c to the maximum
possible value will achieve the best performance in their speciﬁc minimization benchmarks. In-
terestingly, this result is consistent with our results in Chapter 6 of this dissertation in . We will
discuss it in more details in Chapter 6.
Finally, Desautels et al. in [18] introduced an algorithm based on GP-UCB which selects a
batch of experiments that minimizes the cumulative regret at each iteration. They showed that
by switching from sequential to batch, the cumulative regret increases by a constant factor which
is independent from the batch size. It should be noted that the goal is Bayesian optimization is
minimizing the simple regret rather than the cumulative regret. However, their result showed
that they are able to perform competitively compared to the state-of-the-art batch Bayesian opti-12
Algorithm 1 The Constant Lier algorithm: a heuristic to select a batch of experiments based on
MEI.
Input: Batch size (k), the believer constant (c), current observation O =
(xO,yO).
x = f?g.
for i = 1 ! k do
x   arg max
x2X
MEI(xjO).
O = O [ f(x;c)g:
x = x [ x:
Update the output prediction for any unobserved point based on the updated prior.
end for
return x
mization algorithms in their optimization benchmarks.13
Chapter 3: Constrained Bayesian Optimization
Traditional experimentaldesign, Bayesian optimization andresponse surface methods [52,34, 9]
commonly assume that the experimental inputs can be speciﬁed precisely and attempt to opti-
mize a design by requesting speciﬁc experiments. For example, in our speciﬁc motivated ap-
plication, it will request that an anode be tested with nano-wire of speciﬁc length and density.
However, these parameters are unlike usual experimental control parameters (such as tempera-
ture) that can be easily set at precise values. Rather manufacturing nano-structures is an art and it
is very difﬁcult to achieve a precise parameter setting. Instead, it is more practical to request con-
strained experiments, which place constraints on these parameters. For example, we may specify
intervals for the length and density of the nano-wire. Given such a request, nano-materials that
satisfy the given set of constraints can be produced at some cost, which will typically increase
with tighter constraints.
In this chapter, we study the associated budgeted optimization problem where, given a bud-
get, our goal is to optimize an unknown function by requesting a set of constrained experiments.
Prior work on experimental design, stochastic optimization, and active learning do not directly
apply to constrained experiments because they all assume precise experiments. Further, solving
this problem requires careful consideration of the trade-off between the cost and the uncertainty
of a constrained experiment: weakening the constraints will lower the cost of an experiment, but
increase the uncertainty about the location of the next observation. This trade-off has not been
addressed in previous work.
This problem can be formulated in the theoretical framework of partially observable Markov
decision processes (POMDPs), where the optimal solution corresponds to ﬁnding an optimal
POMDP policy. However, solving for optimal or even near-optimal policies is computationally
intractable, even in the case of traditional optimization problems. This has led researchers to
develop a variety of myopic policies in the context of traditional optimization, which have been
observed to achieve good performance, even in comparison to more sophisticated, less myopic
strategies [50, 34, 46, 9].
Our problem can be considered in two different settings, non-sequential and sequential. In
the non-sequential setting, which is also referred to as the batch setting [2, 17], all constrained14
experiments must be selected at once. This setting is appropriate for applications where there are
multiple experimental facilities and the experiments are too time consuming to be run sequen-
tially. In contrast, the sequential setting [34] allows us to request one constrained experiment at
a time, and wait for the outputs of previous experiments before making the next request. The
sequential setting has the advantage that it allows us to use the maximum available information
for selecting each experiment, and is generally expected to outperform the non-sequential setting
when the total running time is not a concern. In this chapter, we study both settings.
3.1 Problem Setup
Let X  Rd be a d-dimensional input space,where each dimension i is bounded in [Ai, Bi]. We
often refer to the elements of X as experiments. We assume there is an unknown real-valued
function f (x) : X ! <, which represents the expected value of the dependent variable after
runningexperimentx. Inourmotivatingapplication, f(x)istheexpectedpoweroutputproduced
by a particular nano-structure x. Conducting an experiment x produces a noisy outcome y =
f(x) + , where  is a noise term.
In traditional optimization settings [34, 9], the goal is to ﬁnd an x 2 X that approximately
optimizes f() by requesting a set of experiments and observing their outcomes. Since sampling
the function at exactly speciﬁed points is prohibitively expensive in our application, we request
constrained experiments, which deﬁne a subset of experiments in X. Speciﬁcally, we deﬁne
a constrained experiment as a hyper-rectangle in X, denoted by Q = (q1;q2;  ;qd), where
qi = (ai;bi) with Ai  ai < bi  Bi deﬁnes for input dimension i the range of values
that is considered admissible. Note that for computational reasons, in this work we consider a
discretized input space, where each input dimension is divided into equal-sized intervals. As
such, a constrained experiment Q will indicate for each dimension i the ﬁrst (speciﬁed by ai)
and the last (speciﬁed by bi) intervals to be included in the hyper-rectangle. For the remainder
of this chapter, we will interchangeably use the terms constrained experiment, hyper-rectangle
and query.
Given a constrained experiment Q, the experimenter will ﬁrst construct an experiment x (we
assume that x can be precisely measured after being produced) that satisﬁes the given constraints
of Q, run the experiment, and return the noisy observation of f(x). Note that x is a random
variable given Q, and we assume this conditional distribution, px(), is known a priori as part
of the problem inputs. More precisely, for any query Q, the experimenter will return a 2-tuple15
(x;y), where:
 x =
 
x1;x2;  ;xd
is an experiment that satisﬁes the constraints of Q,
 y is the noisy observation of the function f() at x, y = f(x) + ..
In practice, the cost of fulﬁlling a constrained experiment can be variable depending on the
size of the hyper-rectangle. In particular, higher cost will be associated with tighter constraints or
smaller hyper-rectangles. We assume that this cost is modeled by a deterministic function fc(),
which is provided to us as part of the inputs. For example, in our motivating application, fc() is
dominated by the time required to produce the nano material that satisﬁes the given constraints,
which is inversely correlated with the size of the constraints. In addition, we must operate within
a total budget B. The objective is to ﬁnd a set of queries within budget B that leads to the best
estimate of the maximizer of the function over the input space X.
To summarize, the inputs to our problem include a set of prior experiments D (which could
potentially be empty), a budget B, a deterministic cost function fc() of fulﬁlling a constrained
experiment Q, and a conditional probability density function px(xjQ) of the speciﬁc experiment
x generated for any given constrained experiment Q.
Giventheinputs, ourtaskistoselectasetofconstrainedexperimentsQ = fQ1;Q2;;Qkg
whose total cost is within budget B. Running the selected constrained experiments will result
in a set of k tuples (xi;yi)k
i=1, with which we must determine a ﬁnal output x 2 fx1;:::;xkg,
which is our prediction of the maximizer of f() among all observed experiments. Note that
we restrict ourselves to returning an experiment that was actually observed, even in cases where
we might predict some other non-observed experiment to be better. This formulation matches
the objective of our motivating application to produce a good nano-structure x using the given
budget, rather than to make a prediction of what nano-structure might be good.
We study this problem in two different settings, sequential (or adaptive) and non-sequential
(or non-adaptive). In the non-sequential setting, we must decide the entire set of queries at the
same time. In contrast, the sequential setting requests constrained experiments sequentially one
at a time: only after receiving the result of the previous request, another query is selected and
presented to the experimenter. This procedure is repeated till we reach the budget limit. In the
following two sections, we will introduce our proposed solutions for both settings.16
3.2 Non-Sequential
In this section, we consider the non-sequential setting, in which we must select the entire batch
of queries Q within the given budget B at once. This is also called the non-adaptive [39, 28] or
Batch [2] setting. This setting is commonly used in applications where we must start multiple
experiments at once and cannot wait for the outputs of the previous queries to decide the next
query [69].
3.2.1 The Objective Function
Let QB be the set of feasible solutions such that for any Q 2 QB the total cost of Q is no greater
than the budget B. Our goal is to ﬁnd the optimal set of queries Q = fQ
1;Q
2;;Q
kg 2 QB.
To deﬁne what we mean by optimal, let us consider the outcome of the queries, which are a set
of tuples: (xi;yi);i = 1;2; ;k. The xi’s are the experiments produced by the experimenter
given the queries and the yi’s represent their experimental output (i.e., the noisy observation of
f(xi)). We will then select a ﬁnal output x 2 fx1;:::;xkg that is believed to achieve the
maximal f() value. As such, for any Q 2 QB, we can measure how good Q is based on the
maximal y value resulting from this set of queries. Speciﬁcally, this is captured by:
J(Q) = E(x1;;xjQj)
h
E(y1;;yjQj)
h
max

y1;:::;yjQj
	
 D;(x1;  ;xjQj)
ii
; (3.2.1)
where the ﬁrst expectation is taken over all possible values of the xi’s, which represent the
individual experiments created for each query in Q, and the second expectation is taken over all
possible yi’s, which represents the experimental outcomes of the xi’s. As mentioned previously,
the xi’s are distributed according to px(xijQi), which is part of the inputs. The distribution
of yi’s given the xi’s depends on the posterior distribution of f() given D. In our work, we
use Gaussian process to model the distribution of f(). Consequently, the set of yi’s are jointly
normal conditioned on all xi’s and D.
Since our input space is discretized, we can enumerate all possible constrained experiments
and denote them as QM = fQ1;Q2;:::;QMg, where M is the total number of possible con-
strained experiments, and let c1; ;cM be their corresponding cost (i.e., ci = fc(Qi)). Let
S  S = f1;:::;Mg be a subset of indices and QS denote the collection of queries indexed by
S, i.e., QS = fQi : i 2 Sg. Our goal can then be stated as selecting an S such that the corre-17
sponding QS maximizes the objective (Equation 3.2.1) subject to the constraint
P
i2S ci  B.
Unfortunately, optimizing this objective is intractable due to the combinatorial nature of the
problem and exponentially many possible solutions to consider. Below we will reformulate the
objective to demonstrate that it is a non-decreasing submodular set function and introduce an
algorithm with an approximation guarantee.
Speciﬁcally, we will consider a slightly different but equivalent view of the querying process.
So far our view is that after S is chosen, each query Q 2 QS will result in an experiment x,
which can be viewed as a random sample drawn from the distribution px(xjQ) (note that in
this work px is uniform within the hyper-rectangle deﬁned by the query). From the process
point of view, it clearly does not matter whether this random draw happens after Q is chosen,
or at the very beginning of the whole process before Q is chosen. Following this reasoning,
we could assume that for every possible query in QM, a random experiment is drawn at the
very beginning of the process and the results are stored and used later when S is selected. Let
XM = fx1; ;xMg denote the random variables representing the outcome of the random draw
for Q1;:::;QM respectively. The objective can be then reformulated as:
J(S) = EXM
h
E(y1;;yjSj)
h
max

y1;:::;yjSj
	 
D;XS
ii
;
where XS = fxi : i 2 Sg is the subset of XM deﬁned by S, and the yi’s are the noisy outcomes
of the xi’s in XS.
3.2.2 Approximation Algorithm
Below we will show that the above objective J(S) is a non-decreasing submodular set function
and present an algorithm with bounded approximation factor.
Deﬁnition 1. Suppose S is a ﬁnite set, g : 2S ! R+ is a submodular set function if for all
S1  S2  S and x 2 S n S2, it holds that g(S1 [ fxg)   g(S1)  g(S2 [ fxg)   g(S2).
Thus, a set function is submodular if adding an element to a smaller set provides no less
improvement than adding the element to a larger super set. Also, a set function is non-decreasing
if for any set S and element x we have g(S)  g(S [ fxg).
To show that J(S) is submodular, we will rewrite the objective function by deﬁning JXM(S)18
to be the inner expectation of Equation 3.2.1 for a ﬁxed realization of random variable XM:
JXM(S) = E(y1;;yjSj)
h
max

y1;:::;yjSj
	 
D;XS
i
:
Lemma1. ForanygivenXM, JXM(S), whichreturnstheexpectedmaximumoverasetofjointly
distributed random variables, is a monotonically non-decreasing submodular set function.
Proof. Suppose S is a ﬁnite set, g : 2S ! R+ is a submodular set function if for all S1  S2 
S and x 2 S n S2, it holds that g(S1 [ fxg)   g(S1)  g(S2 [ fxg)   g(S2). In addition a set
function g() is called monotonically non-decreasing if g(S1)  g(S2).
We ﬁrst prove that E[max()] is monotonic function and then we show that it is a submodular
objective function.
Assume that S1 = fx1;x2;  ;xpg with p  k. We need to prove that:
E
h
max(y1;y2;  ;yp;  ;yk)

 D
i
 E
h
max(y1;y2;  ;yp)

 D
i
:
We use the deﬁnition of the expectation to prove the result as follows:
E
h
max(y1;y2;  ;yp;  ;yk)
 
D
i
=
Z

Z
max(y1;y2;  ;yp;  ;yk)py1;y2;;yp;;ykjDdy1dy2    dyp    dyk

Z

Z
max(y1;y2;  ;yp)py1;y2;;yp;;ykjDdy1dy2    dyp    dyk
=
Z

Z
max(y1;y2;  ;yp)
Z

Z
py1;y2;;yp;;ykjDdyp+1    dyk

dy1dy2    dyp
=
Z

Z
max(y1;y2;  ;yp)py1;y2;;ypjDdy1dy2    dyp
= E
h
max(y1;y2;  ;yp)

 D
i
:
This shows that E[max()] is a nondecreasing monotonic function.
To prove the sumodularity property, We need to show that:
E
h
max(y1;y2;  ;yp;y)
 
D
i
  E
h
max(y1;y2;  ;yp)
 
D
i
 E
h
max(y1;y2;  ;yp;  ;yk;y)

 D
i
  E
h
max(y1;y2;  ;yp;  ;yk)

 D
i
:19
To prove this, we start from the right hand side of the inequality and the basic deﬁnition of
the expectation.
E
h
max(y1;y2;  ;yp;  ;yk;y)
 
D
i
  E
h
max(y1;y2;  ;yp;  ;yk)
 
D
i
=
Z

Z
max(y1;y2;  ;yp;  ;yk;y)py1;y2;;yp;;yk;yjDdy1dy2    dyp    dykdy
 
Z

Z
max(y1;y2;  ;yp;  ;yk)py1;y2;;yp;;ykjDdy1dy2    dyp    dyk
=
Z

Z
max(y1;y2;  ;yp;  ;yk;y)py1;y2;;yp;;yk;yjDdy1dy2    dyp    dykdy
 
Z

Z
max(y1;y2;  ;yp;  ;yk)py1;y2;;yp;;yk;yjDdy1dy2    dyp    dykdy
=
Z

Z
[max(y1;y2;  ;yp;  ;yk;y)   max(y1;y2;  ;yp;  ;yk)]
py1;y2;;yp;;yk;yjDdy1dy2    dyp    dykdy

Z

Z
[max(y1;y2;  ;yp;y)   max(y1;y2;  ;yp)]
py1;y2;;yp;;yk;yjDdy1dy2    dyp    dykdy
=
Z

Z
[max(y1;y2;  ;yp;y)   max(y1;y2;  ;yp)]py1;y2;;yp;yjDdy1dy2    dypdy
=
Z

Z
max(y1;y2;  ;yp;y)py1;y2;;yp;yjDdy1dy2    dfpdf
 
Z

Z
max(y1;y2;  ;yp)py1;y2;;ypjDdy1dy2    dyp
= E
h
max(y1;y2;  ;yp;y)
 
D
i
  E
h
max(y1;y2;  ;yp)
 
D
i
:
Notice that the inequality holds if we can prove:
max(y1;y2;  ;yp;  ;yk;y)   max(y1;y2;  ;yp;  ;yk)
 max(y1;y2;  ;yp;y)   max(y1;y2;  ;yp):
There are two possible cases as follows:20
max(y1;y2;  ;yp;  ;yk;y) =
(
y
max(y1;y2;  ;yp;  ;yk):
1. In the ﬁrst case, if max(y1;y2;  ;yp;  ;yk;y) = y, then we also have max(y1;y2;
  ;yp;y) = y. Hence,
max(y1;y2;  ;yp;  ;yk;y)   max(y1;y2;  ;yp;  ;yk)
= y   max(y1;y2;  ;yp;  ;yk)
 y   max(y1;y2;  ;yp)
= max(y1;y2;  ;yp;y)   max(y1;y2;  ;yp):
2. In the second case, if max(y1;y2;  ;yp;  ;yk;y) = max(y1;y2;  ;yp;  ;yk),
then we have
max(y1;y2;  ;yp;  ;yk;y)   max(y1;y2;  ;yp;  ;yk)
= 0
 max(y1;y2;  ;yp;f)   max(y1;y2;  ;yp)
= max(y1;y2;  ;yp;y)   max(y1;y2;  ;yp):
Notice that max(y1;y2;  ;yp;y)   max(y1;y2;  ;yp) is always non-negative.
The proposed objective function, J(S) = EXM [JXM(S)] takes the expectation of JXM(S)
over all possible values of XM. Because JXM(S) is non-decreasing, it is easy to verify that J(S)
is also non-decreasing. Further note that the set of submodular functions is closed under expec-
tation, we can thus conclude that the proposed objective, J(S), is a non-decreasing submodular
function.
We now present our proposed algorithm for optimizing J(S). The inputs to our algorithm
include the set of all possible constrained experiments, QM = fQ1;:::;QMg, their associated
costs c1;:::;cM, and a total budget B, and the output is a subset S  S = f1;:::;Mg such that
P
i2S ci  B. We ﬁrst introduce a simple greedy algorithm, which begins with an initial empty21
set S = ? and greedily adds one constrained experiment (its index) at a time until the total cost
of S reaches B. In each step, let S be the current set and C be the total cost of S, the greedy
algorithm selects an index i 2 S such that:
i = argmax
i= 2S;ciB C
J(S [ i)   J(S)
ci
:
In other words, at each step, the algorithm greedily selects a new constrained experiment that
is within the budget and leads to the largest cost-normalized improvement of the objective.
It is known that this simple greedy algorithm does not have any bounded approximation
factor [37]. Previous work [37, 38] introduced a small change to the greedy algorithm that
provides us with a bounded approximation factor. In particular, one just needs to consider, as
an alternative to the output of the greedy algorithm, the single query that is within the budget
and achieves the best objective value (denoted by Sa). By comparing this alternative with the
output of the greedy algorithm, we are guaranteed to achieve a bounded approximation factor.
The complete algorithm is summarized in Algorithm 2.
The following theorem states the approximation guarantee for the proposed Algorithm 2.
Theorem 1. [37] Let J() be a monotonically non-decreasing submodular set function such that
J(?) = 0, and S is the output of our Algorithm 2. Suppose OPT is the optimal solution, the
following bound is guaranteed
J(S) 
1
2
"
1  

1  
1
jSj + 1
jSj+1#
J(OPT)

1
2

e   1
e

J(OPT):
3.2.3 Accelerated Greedy Algorithm
The complexity of the proposed Algorithm 2 is dominated by the number of possible queries
M. At each greedy step, let S represent the set of queries that have been selected so far, clearly
S = f?g in the beginning. To make another greedy selection, we need to compute the cost
normalized incremental difference n(i) =
J(S[i) J(S)
ci for each candidate query i such that
i = 2 S and ci  B   C. This computation can be expensive because the number of candidate22
Algorithm 2 The greedy non-sequential algorithm for constrained experiments selection.
Input:D;B > 0;fQ1;:::;QMg;fc1;:::;cMg
Output:A set of indices S  S = f1;:::;Mg such that
P
i2S ci  B
- i = argmaxi2S;ciB J(fig)
Sa   fig
- S   ?, C   0
while (C < B) do
Select i such that:
i = argmax
i= 2S;ciB C
J(S [ fig)   J(S)
ci
- C   C + ci
- S   S [ fig
end while
if J(S)  J(Sa) then
- return S
else
- return Sa
end if
queries is often very large. Fortunately, by carefully maintaining the normalized incremental
differences calculated in the ﬁrst greedy step, we can avoid recomputing a large majority of
them in later iterations. Speciﬁcally, the ﬁrst iteration will compute the n(i) values for all
i 2 S. We then sort them in decreasing order based on their n values, and select the ﬁrst query
and remove it from the list. For the next iteration, we move on to the next query in the sorted
list and recompute its n value. If the value remains the largest, we will immediately select this
query and remove it from the list, and proceed to the next iteration without recomputing any
other n values. Otherwise, we proceed to evaluate the next query in the sorted list until ﬁnding
one whose recomputed n value is greater than the other stored values and select that query. The
submodular property of our objective guarantees that this approach makes the same choices as
the full greedy algorithm, but effectively avoids a large number of computations of the n values
in practice. The proposed accelerated algorithm is summarized in Algorithm 3.23
3.2.4 Expected Maximum Computation
For any given set S, to compute J(S), we need to compute the expected maximum value of a set
of jointly distributed random variables (y1;:::;yjSj). Unfortunately, the expected maximum of a
set of dependent random variables generally do not have a closed-form solution [59]. Instead,
we use a Monte-Carlo simulation approach for computing the expected maximum value. Specif-
ically, given S, to compute J(S), we ﬁrst sample one experiment for each Q 2 QS, resulting in
fx1;:::;jSj g. We then sample the yi’s from their posterior distribution py(y1;:::;yjSjjx1;:::;xjSj)
and take the maximum of the sampled yi’s. This is repeated for l independent times and the
expected maximum is then obtained by averaging across the l results. Note that our computa-
tion of the expected maximum value with simulation will not be exact. Denoting the simulated
results by ^ J, assuming that our error is bounded, that is jJ(S)   ^ J(S)j   for some   0, the
following theorem holds for non-decreasing submodular objective functions.
Theorem 2. [38] let J() be a non-decreasing submodular function which can be estimated
by ^ J() such that jJ(S)   ^ J(S)j  , cmin = mini ci be the minimum possible cost for a
candidate query, and OPT be the optimal solution such that w = jOPTj. Then, the Algorithm 2
guarantees the following bound:
J(S) 

1  
1
p
e

J(OPT)  

2B
cmin

:
3.3 Sequential
In this section, we will focus on the sequential setting [19, 64], in which queries are selected
one at a time and only after the results of all previous queries are obtained a new query can
be selected. This is a commonly studied setting for traditional Bayesian optimization and is
appropriate for many applications where there is only a single experimental facility to process
the queries.
The inputs to our problem remain the same, which include B, the total budget, fc() the
cost function, px(xjQ), the distribution of the constructed experiment x given query Q, and D,24
Algorithm 3 Accelerated non-sequential greedy algorithm for constrained experiments selec-
tion.
Input:D;B > 0;fQ1;:::;QMg;fc1;:::;cMg
Output:A set of indices S  S = f1;:::;Mg;s:t:;
P
s2S ci  B
- i = argmaxi2S;ciB J(fig)
- Sa   fig
-S   ?;C = 0;n(i) = 1, for i = 1;:::;M
while (C < B) do
while true do
Set z = argmaxi:i2SnS n(i);ci  B   C, then re-calculate n(z) such that
n(z) =
JS[fzg   JS
cz
if n(z)  maxi2SnfS[zg n(i) then
Break
end if
end while
- C   C + cz, S   S [ fzg
end while
if J(S)  J(Sa) then
- return S
else
- return Sa
end if
the set of observed experiments. In the sequential setting, given the inputs we must request a
sequence (one at a time) of constrained experiments whose total cost is within the budget.
Leveraging the extensive body of research on traditional Bayesian optimization, we design
our sequential selection policies by extending a number of well-established myopic sequential
selectionpoliciesfromtheliterature. MostexistingpoliciesfortraditionalBayesianoptimization
can be viewed as deﬁning a greedy heuristic that assigns a score to each candidate experiment x
based on the current experimental state, which we denote by (Dc;Bc), where Dc represents the
current set of prior experiments, and Bc represents the current remaining budget. As reviewed
in Chapter 2, many of the existing heuristics have been observed to perform well for traditional
Bayesian optimization problems. Unfortunately they cannot be directly used for our problem for25
two primary reasons. First, they select individual speciﬁc experiments rather than constrained
experiments, as we require in our application. Second, most such heuristics do not account for
experimental cost, and assume that each experiment has uniform cost. Indeed, all of the experi-
mental evaluations in [50, 51, 33, 46, 34], to name just a few, involve uniform cost experiments.
In this work, we extend the existing heuristics to address each of these issues. Speciﬁcally, we
introduce two different type of policies, Model-Free and Model-Based policies.
3.3.1 Model-Free Policies
Model-free policies do not consider statistical models of the data in making the selection. In this
work we consider two model-free policies, Round Robin (RR) and Biased Round Robin (BRR),
which are motivated by previous work on budgeted multi-armed bandit problems [46, 41].
3.3.1.1 Round Robin (RR)
In the multi-armed bandit setting, the RR policy seeks to keep the number of pulls of each arm
as uniform as possible. In the context of constrained experiments, we apply the same principle
to keep the experiments as uniformly distributed as possible in the experimental space X. Given
the current experimental state (Dc;Bc), we deﬁne the RR policy to return the largest hyper-
rectangle or the least costly query Q that does not contain any previous experiment in Dc. If the
cost Q exceeds the current budget Bc, we return the constrained experiment with cost Bc that
contains the fewest experiments in Dc. Ties are broken randomly. Note that in RR the output of
previous queries don’t have any effect in selecting the next queries. However, the exact location
of the previous experiments do have a signiﬁcant effect in the next query selection. Therefore,
we can not consider RR as a non-sequential approach.
3.3.1.2 Biased Round Robin (BRR)
BRR policy behaves identically to RR, except that it repeats the previously selected constrained
experiment as long as the outcome of the constrained experiment has improved the performance
and it does not exceed the budget. In general, given the current experimental state (Dc;Bc),
the query Q is repeated as long as it results in an outcome that improves over the current best
outcome in the set Dc, and fc(Q)  Bc. Otherwise, the RR policy is followed. This policy is26
analogous to BRR in multi-armed bandit problems [46] where an arm is pulled as long as it has
a positive outcome.
3.3.2 Model Based Policies
For model-based policies, it is assumed that a conditional posterior distribution p(yjDc;x) over
the outcome y of each individual experiment x 2 Q is learned from the set of currently observed
experiments Dc. Existing model-based myopic policies for traditional experimental design typ-
ically select the experiment x that maximizes certain heuristics computed from statistics of the
posterior (e.g. the mean or the upper conﬁdence interval of y, see [34]. The heuristics provide
different mechanisms for trading-off between exploration (probing unexplored regions of the
experimental space) and exploitation (probing areas that appear promising) given Dc. Note that
the experiment x is a ﬁxed and known point in the experiment design literatures before running
the real experiment in the lab since it is assumed that we can ask for a particular ﬁxed point.
However, in our constrained experiment application, we ask for a hyper-rectangle query
Q rather than a ﬁxed experiment point x. Therefore the conditional posterior distribution for
each constrained experiment Q is deﬁned as  p(yjQ;Dc) , ExjQ [p(yjx;Dc)]. This deﬁnition
corresponds to the process of drawing an experiment x from Q and then drawing an outcome
for x from p(yjx;Dc).  p() effectively allows us to treat constrained experiments as if they were
individual experiments in a traditional optimization problem. Thus, we can deﬁne heuristics
for constrained experiments by computing the same statistics of the posterior  p(), as used in
traditional optimization. In this work we consider four such heuristics.
3.3.2.1 Maximum Mean (MM)
In the context of traditional optimization with individual experiments, the MM heuristic, also
known as PMAX [50, 51, 33], simply selects the experiment that has the largest expected out-
come according to the current posterior. In our constrained experiments, MM heuristic computes
the expected outcome of a given query according to the current posterior  p(). The MM of any
arbitrary query Q is computed as follow:
MM(QjDc) = E[yjQ;Dc], where y   p(yjQ;Dc):
MM is purely an exploitive heuristic and has the weakness that it can often be too greedy27
and get stuck in a poor local maximum point before exploring the rest of the experimental space.
3.3.2.2 Maximum Upper Interval (MUI)
The MUI heuristic, also known as IEMAX in previous work [50, 51, 33], attempts to overcome
the greedy nature of MM by exploring areas with non-trivial probability of achieving a good
result as measured by the upper bound of the 95% conﬁdence interval of output prediction. Thus,
the MUI heuristic for any arbitrary constrained experiments Q is calculated as follow (assuming
that Gaussian process is used for estimating the posterior distribution of f()):
MUI(QjDc) = E[yjQ;Dc] + 1:96
p
Var[yjQ;Dc], where y   p(yjQ;Dc):
Intuitively, MUI will aggressively explore untouched regions of the experimental space since
the outcomes in such regions will have high posterior variance. However, as experimentation
continues for a long time and uncertainty decreases, MUI will focus on the most promising areas
and behaves like MM.
3.3.2.3 Maximum Probability of Improvement (MPI)
In the context of individual experiments, the MPI heuristic corresponds to selecting the experi-
mentthathasthehighestprobabilityofgeneratinganoutcomey thatoutperformsthebestcurrent
outcome in Dc. An issue with the basic MPI strategy is that it has a tendency to behave similar
to MM and focuses on the areas that currently look promising, rather than exploring unknown
areas. The reason for this behavior is that the basic MPI does not take into consideration the
amount of improvement over the current best outcome. In particular, it is typical for the poste-
rior to assign small amount of variances to the outcomes in well explored regions. It means while
there might be a good probability of observing a small amount of improvement, the probability
of a substantial improvement is small. Hence, it is common to consider the use of a margin 
when using MPI, which we will refer to as MPI(). Let y
c represents the current best outcome
that was observed in Dc, then MPI(QjDc) is equal to the probability that the outcome of the
constrained experiment Q will be greater than ((1 + )y
c) (assuming non-negative y
c values).
MPI heuristic is given by:
MPI(QjDc) = p(y  (1 + )y
cjQ;Dc); where y   p(yjQ;Dc):28
The MPI() heuristic is sensitive to the  margin parameter. Adjusting the margin  from
small to large causes the heuristic to change its behavior from more exploitive to more explo-
rative.
3.3.2.4 Maximum Expected Improvement (MEI)
The maximum expected improvement [45] heuristic seeks to improve on the basic MPI heuristic
without requiring a margin parameter . Rather than focus on the probability of improvement, it
considers the expected amount of improvement according to the current posterior. In particular
let I(y;y
c) = max(y   y
c;0). Then, the MEI heuristic is deﬁned as:
MEI(QjDc) = Ey [I(y;y
c)jDc;x], where y   p(yjQ;Dc):
3.3.3 Cost-Sensitive Policies
The above introduced sequential heuristics do not take the variable cost of a constrained ex-
periment into account. If only the heuristic value is used as our selection criterion, the most
costly constrained experiment might be selected. In fact, the nature of our heuristics will typ-
ically assign the highest score to the constrained experiments that are maximally constrained
and centered around the individual experiment that maximizes the heuristic. Unfortunately, such
constrained experiments are also maximally costly. More generally, assume that the cost of a
constrained experiment Q monotonically decreases with the size of its region of support, which
is the most natural case to consider. It is easy to show that for all of our heuristics, the value of a
constrained experiment Q is monotonically non-decreasing with respect to the cost of Q.
Thus, maximizing the above deﬁned heuristics leads to the selection of the most costly ex-
periments, which might consume more budget than is warranted. This suggests that there is a
fundamental trade-off between the heuristic values and the cost of the constrained experiments
that we must address. Below, we introduce two approaches that attempt to address this trade off
by deﬁning cost-sensitive policies from the cost insensitive heuristics.29
3.3.3.1 Cost Normalized (CN) Policies
Cost normalized policy has been widely used in the learning under budget literatures where there
is a cost for each experiment [39]. It simply selects the constrained experiment that achieves the
highest expected improvement per unit cost, or rate of the improvement.
Suppose H is our heuristic. We can deﬁne a corresponding CN policy for any heuristic on
constrained experiment Q given the current experimental state fDc;Bcg as follows:
CNH(Dc;Bc) = argmax
Q:fc(Q)<Bc

H(QjDc)
fc(Q)

;
where H(QjDc) assigns a score to constrained experiment Q given a set of observed experi-
ments Dc.
This cost normalization approach is a natural baseline and has been suggested in the context
of otheroptimization problems, e.g. [39]. However, inmost such priorwork, the actual empirical
evaluations involved uniform cost models and thus there is little empirical data regarding the
performance of normalization. In our setting of constrained experiments, a uniform cost model
is not an option, since selecting among constrained experiments of varying variable cost is a
fundamental aspect of the problem. Thus, our empirical evaluation, in Section 3.4, necessarily
provides a substantial evaluation of this normalization principle.
Unfortunately, experimental results show that the proposed cost normalized approach can
be outperform by random policy in some cases. This prompts us to introduce a Constrained
Minimum Cost(CMC) approach which will only select a constrained experiment if it is expected
to perform better than a random policy when spending the same amount of budget.
3.3.3.2 Constrained Minimum Cost (CMC) Policies
For any heuristic on constrained experiments H(QjDc), which assigns a score to constrained
experiment Q given a set of observed experiments Dc, we can deﬁne an associated CMC policy.
The principle behind CMC is to select the least cost constrained experiment that satisﬁes the
following two conditions:
 Condition 1: It approximately optimizes the heuristic value,
 Condition 2: It has an expected improvement (EI) that is no worse than the random policy
after spending the same amount of budget.30
The ﬁrst condition encourages to select constrained experiments that look promising accord-
ingtoH, butitmight resultinthe selectionofhighly costlyconstrainedexperiments. Thesecond
condition helps to place a limit on how much we are willing to pay to achieve a good heuristic
value. Speciﬁcally, we will only be willing to pay a cost of c for a single constrained experiment
Q if its expected improvement is no worse than that achieved by a set of random experiments
whose total cost is c.
To formalize this policy, we ﬁrst make the notion of approximately optimize more precise by
introducing a parameterized version of the CMC policy and then show how the parameter will be
automatically selected via condition 2. For a given heuristic H, let h be the value of the highest
scoring constrained experiment. For a given parameter  2 [0;1], the CMCH; policy selects
the least-cost constrained experiment that achieves a heuristic value of at least   h. Formally,
this is deﬁned as:
CMCH;(Dc;Bc) = argmin
Q:fc(Q)Bc
ffc(Q) j H(QjDc)  hg:
The value of  controls the trade off between the cost of Q and its heuristic value. When  is
close to one then CMCH; must choose constrained experiments that are close to the maximum
heuristic value, which tend to be more tightly constrained and hence costly. Rather, when  is
small, it will choose lower cost constrained experiments with lower heuristic values, which has
the effect of increasing the uncertainty about the individual experiment that will be observed,
providing some amount of constrained exploration.
In our preliminary work, we experimented with the CMCH; policy and found that it was
difﬁcult to select a value of  that worked well across a wide range of optimization problems,
cost structures, and budgets. In particular, when  is too small the effect of the heuristic guidance
is minimized and when it is too large, the policy would occasionally choose extremely costly
constrained experiments, leaving little budget for the future. This motivated the introduction of
the condition 2 above to help us adaptively select an appropriate value of  at each call of the
policy.
In particular, we select the largest value of  such that the experiment suggested by CMCH;
satisﬁes condition 2. To formalize this, let EIR(Dc;C) be the expected improvement of a set
of random experiments that have a total cost of C, and let Q be the constrained experiment31
returned by CMCH;, and c be its cost. Our parameter-free CMC policy is now deﬁned as:
CMCH(Dc;Bc) = CMCH;(Dc;Bc)
 = argmaxf 2 [0;1] j EI(QjDc)  EIR(Dc;dce)g:
In practice we compute EIR(Dc;C) via Monte Carlo simulation and  via a discretized line
search. Section 3.4.2 provides more information on our implementation details. As we will
show in Section 3.4, we have observed that this approach for setting  is typically robust across
different problems and heuristics.
3.4 Experimental Results
Our goal is to evaluate the performance of the proposed policies in scenarios that resemble typ-
ical real-world scientiﬁc applications. In particular, the experimental domains that motivates
our work focus on low-dimensional optimization problems. This choice is based on two rea-
sons. First, with typical budgets the number of total experiments is often limited, which makes
optimizing over many dimensions impractical. In practice, the scientists often have to care-
fully select a few key dimensions to consider. Second, in real-world applications, such as our
motivating problem, it is prohibitively difﬁcult to satisfy constraints on more than a couple of
experimental variables. Thus, the most relevant scenarios for us and many other problems are
moderate numbers of experiments and small dimensionality.
3.4.1 Benchmark Functions
We evaluate our policies using ﬁve 2-dimensional functions. The ﬁrst three functions: Cosines,
Rosenbrock, and Discontinuous are benchmarks that have been widely used in previous studies
on stochastic optimization (e.g [1, 10, 2]). The mathematical expressions of the functions are
listed in Table 3.1 and their contour plots are given in Figure 3.1.
The two remaining functions are derived from real-world experimental data sets involving
hydrogen production and our motivating fuel cell application. For the former we utilize data col-
lected as part of a study on biosolar hydrogen production [11], where the goal was to maximize
hydrogen production of the cyanobacteria Synechocystis sp. PCC 6803 by optimizing the pH
and Nitrogen levels of the growth media. The data set contains 66 samples uniformly distributed32
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Figure 3.1: The proposed optimization benchmarks contour plots (Cosines, Rosenbrock, Dis-
continuous, Fuel Cell and Hydrogen ).33
over the 2-d input space. This data is used to simulate the true function by ﬁtting a Gaussian Pro-
cess model with RBF kernel, picking kernel parameters via standard validation techniques. With
this model we then simulated the experimental design process by sampling from the posterior of
this GP to obtain noisy outcomes for requested experiments. See Figure 3.1 for the contour plot.
For our motivating application (described in introduction), we utilize data from initial mi-
crobial fuel cell experiments using anodes with different nano-enhancements. In particular, each
anode was coated with gold nano-particles under different fabrication conditions leading to vary-
ing particle densities, shapes, and sizes. The construction of each anode required approximately
two days.1 Each anode was then installed in a microbial fuel cell and run using pure She-
wanella oneidensis bacterial cultures grown in fed-batch mode for one week while recording
the current density at regular intervals. The temporally averaged current density was taken to
be the dependent variable to be optimized by modifying the nano-structure. To characterize
the nano-structure on each anode we captured images using scanning electron microscopy and
used standard image processing software to compute two features: average area of individual
particles, and average circularity of individual particles. Those features were selected to be the
independent variables of the design since they can be roughly controlled during the fabrication
process and appear to inﬂuence the current density.
Unfortunately, due to the high cost of running these experiments, which is precisely the
motivationforthiswork, ourdatasetcurrentlyconsistsofjust16datapoints, whicharerelatively
uniformly distributed over the experimental space. Due to the sparse data we utilize polynomial
Bayesian regression with degree 4 rather than Gaussian processes with RBF kernels to simulate
thetruefunction, usingstandardvalidationtechniquestoselectmodelcomplexity. SeeFigure3.1
for the contour plot.
3.4.2 Experimental Setup
Model Deﬁnitions. In this work, we assume that the density px(xjQ) over experiments given a
query Q is uniform over the ranges speciﬁed by Q.
To compute the conditional posterior p(yjx;D) required by our non-sequential approach and
model-based sequential heuristics, we use Gaussian process regression [57] with a zero mean
1For this ﬁrst round of experiments no constraints were provided to the scientist constructing the anodes. Rather
the goal was to generate a diversity of anodes to provide a good set of data to seed the experimental design process.
The construction time would likely be more than two days in the presence of constraints since a number of growth
conditions and trials would be necessary.34
Table 3.1: The mathematical formulations of benchmark functions.
Cosines(2)[1]
1   (u2 + v2   0:3cos(3u)   0:3cos(3v))
u = 1:6x   0:5;v = 1:6y   0:5
Rosenbrock(2)[1] 10   100(y   x2)2   (1   x)2
Discontinuous [1]
1   2((x   0:5)2 + (y   0:5)2) if x < 0:5
0 otherwise
Hartman(3,6)[21]
i=14i exp
h
 d
j=1Aij(xj   Pij)2
i
14; A4d; P4d are constants
Michalewicz(5)[47]  
P5
i=1 sin(xi):

sin

i:x2
i

20
Shekel(4)[21] 10
i=1
1
i+j=14(xj Aji)2 110; A410 are constants
prior and covariance speciﬁed by a RBF kernel function:
Cov(xi;xj) = k(xi;xj) = fexp( 
1
2l
jxi   xjj2); (3.1)
where l is the length scale parameter that can be considered as the distance we have to move
in the input space before the function value changes signiﬁcantly, and f is the signal variance
which speciﬁes the maximum possible variance at each point. In this work we set l = 0:02 and
signal variance f = y2
max, where ymax is an upper bound on the output values (this is typically
easy to elicit from scientists and serves to set our prior uncertainty so that there is non-trivial
probability assigned to the expected range of the output). We did not optimize these parameters,
but did empirically verify that the GP behaved reasonably for our test functions.
Cost Function. In our motivating application, the cost of setting-up and running an fuel-cell
experiment given a constrained experiment request can be roughly considered to have two com-
ponents. The ﬁrst component corresponds to the cost of setting up an experiment (producing
a nano-structure) that satisfy the given constraints, which is variable depending on the size of
the constraints. The tighter the constraints, the more costly it will be. The second component
corresponds to the cost of running the feul-cell experiment, which is generally constant. This
two-component cost structure is very common in real-world applications where a portion of the
experimentation process can be controlled more precisely and has uniform costs across different
queries, while other portions are less controllable and have a cost that is inversely proportional
to the size of the constraints we place on them. To capture this structure, we deﬁne the following35
cost function yc : Q ! <+:
fc(Q) = 1 +
d Y
i=1
slope
(bi   ai)
:
In this formulation, the constant of one captures the stationary part of the cost, and the second
term captures the variable portion that is inversely proportional to the size of the constrains of
query Qi. The value of the slope parameter dictates how quickly the cost increases as the size
of a constrained experiment decreases. We evaluate our proposed approaches considering three
different slope values; slope=0:1;0:15;0:30. Note that all of our proposed approaches can be
readily applied to other cost functions.
Discretizing the Input Space. As mentioned previously, our policies assume that the input
space is discretized. To discretize the input space, we divide each input dimension into 100
equal-length subintervals. Note that this implementation is most appropriate for low dimensional
optimization problems, which as described previously is the situation we often encounter in real-
world applications.
Evaluation Settings. In our evaluation, we test all of the proposed policies in comparison
to a random policy (i.e., a policy that always selects the entire input space as the constrained
experiment).
Given a budget B and a function f() to be optimized, each run of a policy results in a set of
observed experiments Dc. Let x be the experiment in Dc that is predicted to have the maximum
expected outcome y. The regret of the policy for a particular run is then deﬁned to be ymax y,
where ymax is the maximum value of f(). For each test function and choice of budget and cost
structure (i.e. choice of slope), we evaluate each policy by averaging the regret over 200 runs.
Each run starts with n = 5 randomly selected initial points D = f(x0;y0);;;(x5;y5)g, and
then the policies are used to select constrained experiments until the budget runs out, at which
point the regret is measured. In order to ease the comparison of the regret values across different
functions, we report normalized regret values, which are computed by dividing the regret of
each policy by the mean regret achieved by the random policy. A normalized regret less than
one indicates that an approach outperforms random, while a value greater than one indicates that
an approach is worse than random. In the ﬁrst round of experiments, we ﬁxed the total budget to
B = 15 and examine the effect of the cost-model slope parameter over values 0:1, 0:15 and 0:3.
In later experiments, we will consider larger budgets.36
Note that our non-sequential policy can be used to consume all the experimental budget at
once. However, in practice there is typically a limit on the number of constrained experiments
that can be processed simultaneously due to limited resources. As such, in the non-sequential
settingourpolicyisusedtoselectuptoﬁvesimultaneousqueriessubjecttothebudgetconstraint.
We will repeat this process until the budget is consumed.
Results and Discussions Our results for individual functions are shown in Table 3.2, and their
corresponding standard deviations are shown inside the parenthesis. The ﬁrst row of each table
presents the results of our non-sequential greedy algorithm (NS-Greedy). Rows 2 to 6 show the
performance of the model-based sequential policies for both CMC and CN cost policies. Note
that for the CN policy, we report the results of CN-MEI, as it performed the best among all CN
policies. In addition, it has a nice interpretation as maximizing the rate of expected improvement
per unit cost. Finally, the last row shows the performance of our model-free sequential policies.
In order to provide an assessment of the overall performance of different methods, Table 3.3
presents the normalized regrets for each policy averaged across our ﬁve functions. The different
columns of the table correspond to different slope values for the cost function. Below we discuss
the results of different methods in detail.
3.4.3 Non-Sequential
We will ﬁrst examine the performance of our non-sequential greedy policy (NS-Greedy). Recall
that we present the normalized regret in our results, thus smaller value indicates better perfor-
mance. Further, a policy outperforms random whenever its normalized regret is less than 1.
From Table 3.2, we observe that the proposed greedy algorithm (NS-Greedy) performs con-
sistently better than the random policy for all functions. Among these functions, it can be seen
that the performance advantage of NS-Greedy is more signiﬁcant when the slope parameter of
the cost function is smaller. This is consistent with our expectation: with a smaller slope, the
cost of our query grows slower as we tighten the constraints. This will allow our algorithm to
more aggressively select tighter constraints based on the posterior model of the function. In fact,
if the slope is large enough, one would expect the optimal policy to be completely random.
Comparing with sequential approaches, we ﬁrst observe that NS-Greedy compared favor-
ably to the two model-free methods. This is not surprising because RR/BRR do not consider the37
posterior model of the function in selecting queries. On the other hand, we also observe that the
NS-Greedy algorithm performs signiﬁcantly worse than the best model-based sequential poli-
cies, such as CMC-MEI. This result is expected because sequential policies allow us to update
and improve the model of the function with each query. Therefore, we generally expect sequen-
tial policies to perform better than non-sequential methods which is a common phenomenon in
the active learning literature [4].
3.4.4 Sequential
In this section we examine the performance of the sequential policies, including both model-free
and model-based methods.
Model-Free Policies. From Table 3.3 we see that RR and BRR achieve an improvement over
random by approximately 10% across the different slopes. This shows that the heuristic of
trying to evenly cover the space pays off compared to random. BRR is also observed to perform
slightly better than RR, which indicates that the additional exploitive behavior of BRR pays off
overall. Looking at the individual results in Table 3.2, we see that for the Hydrogen and Fuel
Cell functions both BRR and RR perform worse than random. Further investigation reveals that
the reason for this poor performance is that RR/BRR have a bias toward experiments near the
center of the input space. This bias is a result of the fact that constrained experiments (hyper-
rectangles) are required to fall completely within the experimental space and there are fewer such
hyper-rectangles that contain points near the edges and corners. The Hydrogen and Fuel Cell
functions have their optimal points near corners of the space, explaining the poor performance.
Model-Based Policies. We now focus on the performance of the proposed model-based se-
quential policies. From the averaged overall results (Table 3.3) our ﬁrst observation is that the
model-based policies in general perform better than random policy. Speciﬁcally, looking at the
results of individual functions, we see that all model-based policies outperform random, with
the exception of CMC-MM on the Discontinuous function. This shows that the two proposed
approaches for considering cost are able to avoid catastrophic choices that expend the budget
more quickly than is warranted.
Our analysis of the poor performance of CMC-MM on the Discontinuous function revealed
that CMC-MM would often get stuck in poor local optima and cease to explore the space ad-38
Table 3.2: Normalized regrets on individual functions for varying cost models (i.e. slopes)
using proposed constrained experiment selection approaches. The smaller value the better per-
formance.
slope = 0.1 slope = 0.15 slope = 0.30
Cosines (Normalized Regret)
NS-Greedy 0.767 (0.30) 0.838 (0.33) 0.841 (0.33)
CN-MEI 0.569 (0.34) 0.714 (0.41) 0.826 (0.42)
CMC-MEI 0.417 (0.28) 0.514 (0.40) 0.794 (0.46)
CMC-MPI(0.2) 0.535 (0.39) 0.584 (0.42) 0.616 (0.43)
CMC-MUI 0.797 (0.40) 0.804 (0.41) 0.817 (0.40)
CMC-MM 0.708 (0.48) 0.767 (0.48) 0.736 (0.45)
RR/BRR 0.842(0.40) / 0.833(0.40) 0.866(0.40) / 0.862(0.41) 0.897(0.41) / 0.889(0.41)
Discontinuous (Normalized Regret)
NS-Greedy 0.528 (0.41) 0.748 (0.39) 0.690 (0.43)
CN-MEI 0.527 (0.44) 0.497 (0.44) 0.626 (0.60)
CMC-MEI 0.564 (0.42) 0.677 (0.57) 0.779 (0.65)
CMC-MPI(0.2) 0.954 (0.82) 0.940 (0.74) 0.951 (0.78)
CMC-MUI 0.710 (0.69) 0.709 (0.79) 0.693 (0.64)
CMC-MM 1.289 (1.10) 1.225 (1.13) 1.116 (1.14)
RR/BRR 0.602(0.51) / 0.587(0.50) 0.617(0.53) / 0.602(0.53) 0.634(0.56) / 0.634(0.57)
Rosenbrock (Normalized Regret)
NS-Greedy 0.650 (0.33) 0.877 (0.43) 0.930 (0.44)
CN-MEI 0.602 (0.40) 0.665 (0.49) 0.736 (0.60)
CMC-MEI 0.547 (0.35) 0.556 (0.39) 0.630 (0.47)
CMC-MPI(0.2) 0.503 (0.36) 0.594 (0.44) 0.608 (0.48)
CMC-MUI 0.805 (0.79) 0.974 (1.13) 0.913 (1.03)
CMC-MM 0.721 (0.68) 0.740 (0.73) 0.662 (0.61)
RR/BRR 0.897(0.85) / 0.881(0.83) 0.930(0.87) / 0.927(0.90) 0.967(1.00) / 0.955(0.98)
Hydrogen (Normalized Regret)
NS-Greedy 0.879 (0.44) 0.969 (0.55) 0.993 (0.68)
CN-MEI 0.176 (0.26) 0.354 (0.46) 0.852 (0.66)
CMC-MEI 0.129 (0.26) 0.233 (0.43) 0.420 (0.53)
CMC-MPI(0.2) 0.408 (0.63) 0.449 (0.71) 0.613 (0.73)
CMC-MUI 0.716 (0.60) 0.695 (0.61) 0.868 (0.65)
CMC-MM 0.728 (0.80) 0.605 (0.73) 0.691 (0.77)
RR/BRR 1.107(0.68) / 1.065(0.68) 1.161(0.69) / 1123(0.70) 1.173(0.67) / 1.148(0.67)
Fuel Cell (Normalized Regret)
NS-Greedy 0.980 (0.17) 0.985 (0.17) 0.995 (0.19)
CN-MEI 0.929 (0.15) 0.950 (0.17) 0.986 (0.22)
CMC-MEI 0.931 (0.11) 0.908 (0.14) 0.940 (0.16)
CMC-MPI(0.2) 0.932 (0.16) 0.930 (0.19) 0.943 (0.20)
CMC-MUI 0.971 (0.19) 0.973 (0.23) 0.995 (0.21)
CMC-MM 0.945 (0.22) 0.963 (0.32) 0.963 (0.33)
RR/BRR 1.038(0.21) / 1.029(0.20) 1.049(0.22) / 1.044(0.21) 1.046(0.22) / 1.041(0.22)39
Table 3.3: Normalized overall regrets for varying cost models using proposed constrained ex-
periments selection approaches. Each number is the average regret among different benchmark
functions for each approach. The smaller value the better performance.
slope = 0.1 slope = 0.15 slope = 0.30
NS-Greedy 0.760 0.883 0.869
CN-MEI 0.560 0.636 0.805
CMC-MEI 0.517 0.578 0.712
CMC-MPI(0.2) 0.666 0.698 0.746
CMC-MUI 0.800 0.831 0.857
CMC-MM 0.874 0.889 0.834
RR 0.897 0.925 0.944
BR 0.879 0.911 0.934
equately. Although at each step the CMC-MM policy determined that its selection was better
than random in the near term, this did not translate to long term improvement over random due
to the lack of exploration. The Discontinuous function is particularly prone to elicit this behavior
due to the fact that it has a large sub-optimal and nearly uniform region, which is difﬁcult for
CMC-MM to escape from. This overly greedy performance is consistent with prior observations
of the MM heuristic and is largely addressed by the other heuristics that provide some measure
of exploratory value. In fact, CMC-MM is highly dependent on its initial given random points.
For example, if the initial given points D have been chosen from non-optimal region, which
is more 50% of Discontinuous function, the CMC-MM approach can not give an appropriate
performance compared to random. This can be seen by the standard deviation of CMC-MM
which is higher than other model-based and model-free methods. It shows that the performance
of CMC-MM changes signiﬁcantly in each iteration which is because of its initial points.
In addition, from Table 3.3, it can be seen that all of the model-based approaches outper-
form the model free approaches. This indicates that the heuristics we are considering, and our
GP probabilistic model are providing useful information for effectively guiding the constrained
experiment selection.
Comparing different model-based heuristics, we see that the MEI-based methods (CN-MEI
and CMC-MEI) are the top contenders among all methods. Examining the results for individual
functions, we can see that this holds for all functions except for Rosenbrock, where the CMC-
MPI is slightly better than MEI-based methods. Upon closer examination of the behavior of40
the MPI and MEI heuristics, we found that MPI often selects slightly fewer experiments than
MEI, which we believe is due to fact that the MEI heuristic tends to be smoother than MPI
over the experimental space. The smoothness of MEI allows the CMC policy to select less
constrained queries and but still achieve “approximately” optimal heuristic value, leading to
more constrained experiments. In general we recommend CMC-MEI as the most preferable
heuristic to use based on its consistently superior performance and the fact that it is parameter
free.
We are also interested in comparing the performance of the two proposed schemes for han-
dling the cost, namely CN and CMC. Focusing on CMC-MEI and CN-MEI, we can see that
CMC-MEI generally outperforms CN-MEI. While the differences in the behavior of these two
policies appear subtle, experimental investigation show that CN-MEI tends to be overly conser-
vative toward selecting costly experiments in comparison with CMC-MEI, especially at the later
stages of the experimental process.
3.4.5 Varying Budget
In the last round of experiments, we ﬁxed the cost model slope to 0:1 and varied the budget from
10 to 60 units in increments of 10. We are interested in examining the relative performance of
different model-based policies (including both sequential and non-sequential) compared to the
random policy as we increase the budget.
Figure 3.2 plots the absolute regret (rather than the normalized regret) versus budget for the
best sequential policies including CMC-MEI, CN-MEI and CMC-MPI, and the proposed non-
sequential policy (NS-Greedy). We have also plotted the performance of random policy as a
reference baseline. We use the same experimental setting as used previously. Speciﬁcally, for
sequential methods, in each iteration we select one query until the budget is completely con-
sumed. For the proposed non-sequential approach, we select up to ﬁve queries in each iteration
until the budget is consumed.
First, we observe that the performance of NS-Greedy continues to dominate Random as we
increase the budget. This suggests that the performance advantage of NS-Greedy over Random
is robust to the amount of experimental budget. We also observe that NS-Greedy is generally
outperformed by the lead sequential policies, such as CMC-MEI, and CMC-MPI. This is con-
sistent with our previous observations with ﬁxed budget and varying slope. Finally, we see that
polices based on the MEI and MPI heuristics generally achieve the best performance across a41
wide range of budgets. In particular, they consistently maintain a signiﬁcant advantage over
Random. The MEI-based and CMC-MPI policies are roughly comparable for all functions ex-
cept for the Fuel Cell function. In that case CMC-MPI slightly outperforms CMC-MEI for large
budgets.
Overall, given the results from the previous experiments, CMC-MEI can still be considered
as a recommended method, due to its combination of good performance, smoothness and robust-
ness. CMC-MEI is also preferable in that it does not require the selection of a margin parameter.42
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Figure 3.2: The regret (unnormalized) curves of four functions at slope=0:1 and different budget
units from 10 to 60 in increments of 10.43
Chapter 4: Batch Bayesian Optimization
Our objective in this chapter is to ﬁnd an experiment x 2 X that approximately maximizes f()
by requesting a limited number of experiments and observing their outcomes. Furthermore we
are interested in applications where (1) running experiments is costly (e.g. in terms of laboratory
or simulation time); and (2) it is necessary to run k > 1 experiments in parallel. This motivates
the problem of selecting a sequence of batches, each containing k experiments, where the choice
of a batch can depend on the results observed from all previous experiments. We will refer to
the rule for selecting a batch based on previous experiments as the batch policy. The main goal
of this chapter is to develop a batch policy that optimizes the unknown function as efﬁciently as
possible.
Due to the high cost of experiments, traditional optimization techniques such as empiri-
cal gradient ascent are not practical for our setting, due to their high demands on the number
of experiments. Rather, we build on Bayesian optimization (BO) [34, 42, 9], which leverages
Bayesian modeling in an attempt to achieve more efﬁcient optimization. In particular, BO main-
tains a posterior over the unknown function based on previously observed experiments, e.g. rep-
resented via a Gaussian Process (GP) [57]. This posterior is used to select the next experiment
to be run in a way that attempts to trade-off exploring new parts of the experimental space and
exploiting parts that look promising. While the BO literature has provided a number of effective
policies, they are all sequential policies, where only a single experiment is selected and run at
a time. Thus, the main novelty of our work is in deﬁning a batch policy in the context of BO,
which is described below.
4.1 Simulation Matching for Batch Selection
Given a data set D of previously observed experiments, which induces a posterior distribution
over the unknown function, we now consider how to select the next batch of k experiments. A
key issue in making this choice is to manage the trade-off between exploration and exploitation.
The policy must attempt to explore by requesting experiments from unexplored parts of the input
space, at the same time also attempting to optimize the unknown function via experiments that44
look promising given the current data. While, under most measures, optimizing this trade-off
is computationally intractable, there are a number of heuristic sequential policies from the BO
literature that are computationally efﬁcient and perform very well in practice. For example,
one such policy selects the next experiment to be the one that has the “maximum expected
improvement” according to the current posterior [45, 34]. The main idea behind our approach
is to leverage such sequential policies by selecting a batch of k > 1 experiments that “closely
matches” the sequential policy’s expected behavior.
More formally, let  be a sequential policy. Given a data set D of prior experimental results,
 returns the next experiment x 2 X to be selected. As is standard in BO, we assume we have a
posterior density P(f j D) over the unknown function f(), such as a Gaussian Process. Given
this density we can deﬁne a density over the outcomes of executing policy  for k steps, each
outcome consisting of a set of k selected experiments. Let Sk
 be the random variable denoting
the set of k experiments resulting from such k-step executions, which has a well deﬁned density
over all possible sets given the posterior of f(). Importantly, it is generally straightforward to
use Monte Carlo simulation to sample values of Sk
.1 Our batch policy is based on generating
a number of samples of Sk
, which are used to deﬁne an objective for optimizing a batch of k
experiments. Below we describe this objective and a variant, followed by a description of how
we optimize the proposed objectives.
4.1.1 Batch Objective Function
Our goal is to select a batch B of k experiments that best “matches the expected behavior”
of a base sequential policy  conditioned on the observed data D. More precisely we con-
sider a batch B to be a good match for a policy execution if B contains an experiment that
is close to the best of the k experiments selected by the policy. To specify this objective we
ﬁrst introduce some notation. Given a function f() and a set of experiments S, we deﬁne
x(f;S) = argmaxx2S f(x) to be the maximizer of f() in S. Also, for any experiment x and
set B we deﬁne nn(x;B) = argminx02B k x   x0 k to be the nearest neighbor of x in set B.
Our objective can now be written as selecting a batch B that minimizes
OBJ(B) = ESk

h
EfjSk

h
k x(f;Sk
)   nn(x(f;Sk
);B) k2j D
i
j D
i
:
1For example, this can be done by starting with D and selecting the ﬁrst experiment x1 using  and then using
P(f j D) to simulate the result y1 of experiment x1. This simulated experiment is added to D and the process repeats
for k   1 additional experiments.45
NotethatthisnestedexpectationistheresultofdecomposingthejointposterioroverSk
 andf()
as P(f;Sk
 j D) = P(f j Sk
;D)  P(Sk
 j D). If we assume that the unknown function f(x)
is Lipschitz continuous then minimizing this objective can be viewed as minimizing an upper
bound on the expected performance difference between the sequential policy and the selected
batch. Here the performance of a policy or a batch is equal to the output value of the best
selected experiment.
We will approximate this objective by replacing the outer expectation over Sk
 with a sample
average over n samples fS1;:::;Sng of Sk
 as follows, recalling that each Si is a set of k
experiments:
OBJ(B) t
1
n
X
i
EfjSi

k x(f;Si)   nn(x(f;Si);B) k2 j D

=
1
n
X
i
X
x2Si
Pr(x = x(f;Si) j D;Si) k x   nn(x;B) k2
=
1
n
X
i
X
x2Si
i;x k x   nn(x;B) k2 : (4.1)
The second step follows by noting that x(f;Si) must be one of the k experiments in Si.
We now deﬁne our objective as minimizing (4.1) over batch B. The objective corresponds
to a weighted k-means clustering problem, where we must select B to minimize the weighted
distortion between the simulated points and their closest points in B. The weight on each sim-
ulated experiment i;x corresponds to the probability that the experiment x 2 Si achieves the
maximum value of the unknown f() among the experiments in Si, conditioned on D and the
fact that Sk
 = Si. We refer to this objective as the k-means objective.
We also consider a variant of this objective where the goal is to ﬁnd a B that minimizes
(4.1) under the constraint that B is restricted to experiments in the simulations, i.e. B 
S
i Si
s.t. jBj = k. This objective corresponds to the weighted k-medoid clustering problem, which
is often considered to improve robustness to outliers in clustering. Accordingly we will refer
to this objective as the k-medoid objective and note that given a ﬁxed set of simulations this
corresponds to a discrete optimization problem.46
4.1.2 Optimization Approach
The above k-means and k-medoid objectives involve the weights i;x = P(x = x
i(f) j
D;Sk
 = Si), for each x 2 Si. In general these weights will be difﬁcult to compute exactly,
particularly due to the conditioning on the set Si. In this work, we approximate those weights by
dropping the conditioning on Si, for which it is then possible to derive a closed form when the
posterior over f() is represented as a Gaussian Process (GP). We have found that this approach
leads to good empirical performance. In particular, instead of using the weights i;x we use the
weights ^ i;x = P(x = x
i(f) j D). When the posterior over f() is represented as a GP, as in
our experiments, the joint distribution over experimental outcomes in Si = fxi;1;:::;xi;kg is
normally distributed. That is, the random vector hf(xi;1);:::;f(xi;k)i  N (;), where the
mean  and covariance  have standard closed forms given by the GP conditioned on D. From
this, it is clear that for a GP the computation of ^ i;x is equivalent to computing the probability
that the ith component of a normally distributed vector is larger than the other components. A
closed form for this probability is given by the following proposition.
Proposition 1. If (y1;y2;:::;yk)  N
 
y;y

then for any i 2 f1;:::;kg,
P (yi  y1;yi  y2;:::;yi  yk) =
k 1 Y
j=1
(1   ( j)); (4.2)
where (:) is standard normal cdf,  = (1;2;  ;k 1) = (AyA0)
  1
2 Ay, such that
A 2 R(k 1)k is a sparse matrix that for any j = 1;2;  ;k   1 we have Aj;i = 1, and for any
1  p < i we have Ap;p =  1 , and for any i < p  k we have Ap 1;p =  1.
Proof. Let x = (x1;x2;  ;xn)  N (;), then
p(x1 > x2;  ;xn) = p(x1 > x2;x1 > x3;  ;x1 > xn)
= p(x1   x2 > 0;x1   x3 > 0;  ;x1   xn > 0):
Let y = (y1;y2;;yn 1) such that yi = x1  xi+1. Therefore, y  N (A;AA0) and A
is deﬁned as follows:47
A =
2
6
6 6
6
4
1  1 0 0 :::
1 0  1 0 :::
. . .
. . .
. . .
. . .
. . .
1 0 ::: 0  1
3
7
7 7
7
5
n 1n
:
Let deﬁne y = A and y = AA0. Now, we need to obtain p(y > 0); y  N
 
y;y

.
Let deﬁne z = 
  1
2
y y. Therefore, z  N


  1
2
y y; I

. Therefore we can derive p(y > 0) as
follows:
p(y > 0) = p


1
2
y z > 0

 p(z > 0) since 
1
2
y is P.D
= p(z1 > 0)p(z2 > 0)    p(zn 1 > 0)
=
 
1   ( 1
z)
 
1   ( 2
z)

  
 
1   ( n 1
z )

:
Therefore,
p(x1 > x2;  ;xn) =
 
1   ( 1
z)
 
1   ( 2
z)

  
 
1   ( n 1
z )

;
such that z  N

(AA0)
  1
2 A; I

. By changing the matrix A we can Compute the above
probability for any xi.
Using this approach to compute the weights we can now consider optimizing the k-means
and k-medoid objectives from (4.1), both of which are known to be NP-hard problems. For the
k-means objective we solve for the set B by simply applying the k-means clustering algorithm
[44] to the weighted data set
S
i
S
x2Sif(x; ^ i;x)g. The k cluster centers are returned as our
batch B.
The k-medoid objective is well known [71] and the weighted k-medoid clustering algorithm
[36] has been shown to perform well and be robust to outliers in the data. While we have exper-
imented with this algorithm and obtained good results, we have achieved results that are as good48
or better using an alternative greedy algorithm that provides certain approximation guarantees.
Pseudo-code for this algorithm is shown in Figure 4. The input to the algorithm is the set of
weighted experiments and the batch size k. The algorithm initializes the batch B to include all
of the input experiments, which achieves the minimum objective value of zero. The algorithm
then iteratively removes one experiment from B at a time until jBj = k, each time removing the
element whose removal results in the smallest increase in the k-medoid objective.
Algorithm 4 Greedy weighted k-medoid algorithm for selecting a batch of experiments.
Input:S = f(x1;w1);:::;(xm;wm)g;k
Output:B
B   fx1;:::;xmg // initialize batch to all data points
while jBj > k do
x   argminx2B
Pm
j=1 wj k xj   nn(xj;B n x) k // point that inﬂuences objective the
least
B   B n x
end while
return B
Thisgreedyalgorithmismotivatedbytheoreticalresultsontheminimizationofnon-increasing,
supermodular set functions.
Deﬁnition 2. Suppose S is a ﬁnite set, f : 2S ! R+ is a supermodular set function if for all
B1  B2  S and fxg 2 S n B2, it holds that f(B1)   f(B1 [ fxg)  f(B2)   f(B2 [ fxg).
Thus, a set function is supermodular if adding an element to a smaller set provides no less
improvement than adding the element to a larger set. Also, a set function is non-increasing if for
any set S and element x if f(S)  f(S [ fxg). It can be shown that our k-medoid objective
function of (4.1) is both a non-increasing and supermodular function of B and achieves a mini-
mum value of zero for B =
S
i Si. It follows that we can obtain an approximation guarantee for
the described greedy algorithm in [31].49
Theorem 3. [31] Let f() be a monotonic non-increasing supermodular function over subsets of
the ﬁnite set S, jSj = m and f(S) = 0. Let B be the set of the elements returned by the greedy
algorithm 4 s.t jBj = k, q = m   k and B = argminB0S;jB0j=k f(B0), then
f(B) 
1
t

q + t
q
q
  1

f(B) 
et   1
t
f (B); (4.3)
where t is the steepness parameter of function f() which is deﬁned as:
t =
s
s   1
s:t:
s = max
x2S
(f(;)   f(x))   (f(S n x)   f(S))
f(;)   f(x)
:
(4.4)
Notice that the approximation bound involves the steepness parameter t of f(), which char-
acterizes the rate of decrease of f(). This is unavoidable since it is known that achieving a
constant factor approximation guarantee is not possible unless P=NP [53]. Further this bound
has been shown to be tight for any t [31]. Note that this is in contrast to guarantees for greedy
maximization of submodular functions [25] for which there are constant factor guarantees. Also
note that the greedy algorithm we use is qualitatively different from the one used for submodular
maximization, since it greedily removes elements from B rather than greedily adding elements
to B.
4.2 Implementation Details and Baselines
4.2.1 GP Posterior
Our batch selection approach described above requires that we maintain a posterior over the un-
known function f(). For this purpose we use a zero-mean GP prior with a zero-mean Gaussian
noise model with variance equal to 0:01. The GP covariance is speciﬁed by a Gaussian kernel
K(x;x0) =  exp
 
  1
2w k x   x0 k2
, with signal variance  = y2
max where ymax is the maxi-
mum value of the unknown function. In all of our experiments we used a simple rule of thumb
to set the kernel width w to 0:01
Pd
i=1 li where li is the input space length in dimension i. We
have found this rule to work well for a variety of problems. An alternative would be to use a
validation-based approach for selecting the kernel parameters. In the BO setting, however, we50
have found this to be unreliable since the number of data points is relatively small.
4.2.2 Base Sequential Policy
Our batch selection approach also requires a base sequential policy  to be used for simulation
matching. This policy must be able to select the next experiment given any set of prior exper-
imental observations D. In our experiments, we use a policy based on the Maximum Expected
Improvement (MEI) heuristic [45, 34] which is a very successful sequential policy for BO and
has been shown to converge in the limit to the global optimum. Given data D the MEI policy
simply selects the next experiment to be the one that maximizes the expected improvement over
the current set of experiments with respect to maximizing the unknown function. More formally,
let y be the value of the best/largest experimental outcome observed so far in D. The MEI value
of an experiment x is given by MEI(x) = Ef [maxff(x)   y;0g j D]. For our GP posterior
over f() we can derive a closed form for MEI given by: u =
y (x)
(x) where y is our best
currently observed value. For any given example x, the MEI can be computed as follows:
MEI(x) = (x)[ u( u) + (u)]; u =
y   (x)
(x)
;
where  and  are the standard normal cumulative distribution and density functions, (x)
and (x) are the mean and variance of f(x) according to the GP given D, which have sim-
ple closed forms. Note that we have also evaluated our simulation-matching approach with an
alternative sequential policy known as Maximum Probability of Improvement [50, 34]. The re-
sults (not shown in this work) are similar to those obtained from MEI, showing that our general
approach works well for different base policies.
The computation of the MEI policy requires maximizing MEI(x) over the input space X.
In general, this function does not have a unique local maximum and various strategies have
been tried for maximizing it. In our experiments, we (approximately) maximize the MEI func-
tion using the DIRECT black-box optimization procedure, which has shown good optimization
performance as well as computational efﬁciency in practice.51
4.2.3 Baseline Batch Policies
To the best of our knowledge there is no well-known batch policy for Bayesian optimization.
However, in our experiments we will compare against two baselines. The ﬁrst baseline is random
selection, where a batch of k random experiments is returned at each step. Interestingly, in the
case of batch active learning for classiﬁcation, the random batch selection strategy has been
surprisingly effective and is often difﬁcult to outperform with more sophisticated strategies [29].
However, as our experiments will show, our approach will dominate random.
Our second, more sophisticated, baseline is based on selecting a batch of experiments whose
expected maximum output is the largest. More formally, we consider selecting a size k batch
B that maximizes the objective Ef [maxx2B f(x) j D], which we will refer to as the EMAX
objective. For our GP prior, each set B = fx1;:::;xkg can be viewed as deﬁning a normally
distributed vector hf(x1);:::;f(xk)i  N(;). Even in this case, ﬁnding the optimal set B
is known to be NP-hard. However, for the case where f() is assumed to be non-negative, the
EMAX objective is a non-negative, submodular, non-decreasing function of B. Together these
properties imply that a simple greedy algorithm can achieve an approximation ratio of 1   e 1
[25]. The algorithm starts with an empty B and greedily adds experiments to B, each time
selecting the one that improves the EMAX objective the most. Unfortunately, in general there
is no closed form solution for evaluating the EMAX objective, even in our case of normally
distributed vectors [59]. Therefore, to implement the greedy algorithm, which requires many
evaluations of the EMAX objective, we use Monte Carlo sampling, where for a given set B we
sample the corresponding normally distributed vector and average the maximum values across
the samples.
4.3 Experimental Results
In this section we evaluate our proposed batch BO approach and the baseline approaches on six
different benchmarks.
4.3.1 Benchmark Functions
We consider three well-known synthetic benchmark functions: Cosines and Rosenbrock [1, 10],
which are over [0;1]2, and Michalewicz [47], which is over [0;]5. Table 3.1 gives the formulas
for each of these functions. Two additional benchmark functions Hydrogen and FuelCell, which52
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Figure4.1: Theperformanceofproposedbatchalgorithmsversussequentialandrandompolicies
in different frameworks. The batch size is set to 5. The results are represented as regret which
means the smaller the value the better the performance.
range over [0;1]2, are derived from real-world experimental data sets which have been described
in Section 3.4.1.The last benchmark function is derived from the Cart-Pole [6] problem, which
is a commonly used reinforcement learning problem. The goal is to optimize the parameters of a
controller for a wheeled cart with the objective of balancing a pole. The controller is parameter-
ized by four parameters giving a 4-d space of experiments in [1; 1]4. Given a setting for these
parameters, the benchmark function is implemented by using the standard Cart-Pole simulator
to return the reward received for the controller.
4.3.2 Results
Figures 4.1 and 4.2 show the performance of our methods on all six benchmark functions for
batch sizes 5 and 10 respectively. Each graph contains 5 curves, each corresponding to a different53
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Figure4.2: Theperformanceofproposedbatchalgorithmsversussequentialandrandompolicies
in different frameworks. The batch size is set to 10. The results are represented as regret which
means the smaller the value the better the performance.
BO approach (see below). Each curve is the result of taking an average of 100 independent runs.
The x-axis of each graph represents the total number of experiments and the y-axis represents
the regret values, where the regret of a policy at a particular point is the difference between the
best possible output value (or an upper bound if the value is not known) and the best value found
by the policy. Hence the regret is always positive and smaller values are preferred. Each run of
a policy initializes the data set to contain 5 randomly selected experiments for the 2-d functions
and 20 random initial experiments for the higher dimensional functions.
Each graph gives curves for four batch approaches including our baselines Random and
EMAX, along with our proposed approaches based on the k-means and k-medoid objectives,
which are optimized by weighted k-means clustering and the greedy Algorithm 4 respectively.
In addition, for reference we plot the performance of the base Sequential MEI BO policy (k = 1)
on each graph. Note that since the batch approaches request either 5 or 10 experiments at a time,54
their curves only contain data points at those intervals. For example, for the batch size 5 results
the ﬁrst point on a batch curve corresponds to 10 experiments, including the initial 5 experiments
and the ﬁrst requested batch. The next point on the batch curve is for 15 experiments which
includes the next requested batch and so on. Rather the Sequential policy has a point at every
step since it requests experiments one at a time. It is important to realize that we generally
expect a good sequential policy to do better, or no worse, than a batch policy with respect to
performance per number of experiments. Thus, the Sequential curve can be typically viewed
as an upper performance bound and provides an indication of how much loss is incurred when
moving to a batch setting in terms of efﬁciency per experiment.
Comparison to Baselines. The major observation from our results is that for all benchmarks
and for both batch sizes the proposed k-means and k-medoid approaches signiﬁcantly outper-
form the baselines. This provides strong validation for our proposed simulation-matching ap-
proach to batch selection.
k-means vs. k-medoid. In most cases, the k-means and k-medoid approaches perform sim-
ilarly. However, for both batch sizes k-medoid often does show a small improvement over k-
means and appears to have a signiﬁcant advantage in FuelCell. The only exception is in Hydro-
gen where k-means shows a small advantage over k-medoid for small numbers of experiments.
Overall, both approaches appear to be effective and in these domains k-medoid has a slight edge.
Batch vs. Sequential. The advantage of Sequential over our batch approaches varies with the
benchmark. However, in most cases, our proposed batch approaches catch up to Sequential in
a relatively small number of experiments and in some cases, the batch policies are similar to
Sequential from the start. The main exception is Cart-Pole for batch size 10, where the batch
policies appear to be signiﬁcantly less efﬁcient in terms of performance versus number of exper-
iments. Generally, we see that the difference between our batch policies and Sequential is larger
for batch size 10 than batch size 5, which is expected, since larger batch sizes imply that less
information per experiment is used in making decisions.
It is clear, however, that if we evaluate the performance of our batch policies in terms of
experimental time, then there is a very signiﬁcant advantage over Sequential. In particular, the
amount of experimental time for a policy is approximately equal to the number of requested55
batches, assuming that the batch size is selected to allow for all selected experiments to be run
in parallel. This means, for example, that for the batch size 5 results, 5 time steps for the batch
approaches correspond to 30 total experiments (5 initial + 5 batches). We can compare this point
to the ﬁrst point on the Sequential curve, which also corresponds to 5 time steps (5 experiments
beyond the initial 5). In all cases, the batch policies yield a very large improvement in regret
reduction per unit time, which is the primary motivation for batch selection.56
Chapter 5: Scheduling Methods for Bayesian Optimization
In this chapter, we extend the traditional BO algorithms and study the experiment scheduling
problem. Assuming a known density function pd for the experiment durations, the inputs to our
problem include the total number of available labs l, the total number of experiments n, and the
time horizon h by which we must ﬁnish. The goal is to design a policy  for selecting when to
start experiments and which ones to start to optimize f(). Speciﬁcally, the inputs to  are the set
of completed experiments and their outcomes, the set of currently running experiments with their
elapsed running time, the number of free labs, and the remaining time till the horizon. Given this
information,  must select a set of experiments (possibly empty) to start that is no larger than
the number of free labs. Any run of the policy ends when either n experiments are completed
or the time horizon is reached, resulting in a set X of n or fewer completed experiments. The
objective is to obtain a policy with small regret, which is the expected difference between the
optimal value of f() and the value of f() for the predicted best experiment in X. In theory,
the optimal policy can be found by solving a POMDP with hidden state corresponding to the
unknown function f(). However, this POMDP is beyond the reach of any existing solvers.
Thus, we focus on deﬁning and comparing several principled policies that work well in practice,
but without optimality guarantees. Note that this problem has not been studied in the literature
to the best of our knowledge.
We propose ofﬂine (Section 5.2) and online (Section 5.3) scheduling approaches for this
problem, which aim to balance two competing factors. First, a scheduler should ensure that all
n experiments complete within the horizon h, which encourages high concurrency. Second, we
wish to select new experiments given as many previously completed experiments as possible to
makemoreintelligentexperimentselections, whichencourageslowconcurrency. Weintroducea
novel measure of the second factor, cumulative prior experiments (CPE) (Section 5.1), which our
approachesaimtooptimize. Ourexperimentalresultsindicatethattheseapproachessigniﬁcantly
outperform a set of baselines across a range of benchmark optimization problems.57
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Figure 5.1: The correlation between CPE and regret for 30 different schedulers on two Bayesian
optimization benchmarks. Each point corresponds to the average regret(vertical axis) and CPE
(horizontal axis) of a particular scheduler.
5.1 Overview of General Approach
A policy for our problem must make two types of decisions: 1) scheduling when to start new
experiments, and 2) selecting the speciﬁc experiments to start. In this work, we factor the prob-
lem based on these decisions and focus on approaches for scheduling experiments. We assume
a black box function SelectBatch for intelligently selecting the k  1 experiments based on both
completed and currently running experiments. The implementation of SelectBatch is described
in Section 5.4.
Optimal scheduling to minimize regret appears to be computationally hard for non-trivial
instances of SelectBatch. Further, we desire scheduling approaches that do not depend on the
details of SelectBatch, but work well for any reasonable implementation. Thus, rather than
directly optimizing regret for a speciﬁc SelectBatch, we consider the following surrogate criteria.
First, we want to ﬁnish all n experiments within the horizon h with high probability. Second, we
would like to select each experiment based on as much information as possible, measured by the
number of previously completed experiments. These two goals are at odds, since maximizing the
completion probability requires maximizing concurrency of the experiments, which minimizes
the second criterion. Our ofﬂine and online scheduling approaches provide different ways for
managing this trade-off.58
To quantify the second criterion, consider a complete execution E of a scheduler. For any
experiment e in E, let priorE(e) denote the number of experiments in E that completed before
starting e. We deﬁne the cumulative prior experiments (CPE) of E as:
P
e2E priorE(e). Intu-
itively, a scheduler with a high expected CPE is desirable, since CPE measures the total amount
of information SelectBatch uses to make its decisions.
CPE agrees with intuition when considering extreme policies. A poor scheduler that starts
all n experiments at the same time (assuming enough labs) will have a minimum CPE of zero.
Further, CPE is maximized by a scheduler that sequentially executes all experiments (assum-
ing enough time). However, in between these extremes, CPE fails to capture certain intuitive
properties. For example, CPE increases linearly in the number of prior experiments, while one
might expect diminishing returns as the number of prior experiments becomes large. Similarly,
as the number of experiments started together (the batch size) increases, we might also expect
diminishing returns since SelectBatch must choose the experiments based on the same prior ex-
periments. Unfortunately, quantifying these intuitions in a general way is still an open problem.
Despite its potential shortcomings, we have found CPE to be a robust measure in practice.
To empirically examine the utility of CPE, we conducted experiments on a number of BO
benchmarks. For each domain, we used 30 manually designed diverse schedulers, some started
more experiments early on than later, and vice-versa, while others included random and uniform
schedules. We measured the average regret achieved for each scheduler given the same inputs
and the expected CPE of the executions. Figure 5.1 shows the results for two of the domains
(other results are highly similar), where each point corresponds to the average regret and CPE of
a particular scheduler. We observe a clear and non-trivial correlation between regret and CPE,
which provides empirical evidence that CPE is a useful measure to optimize. Further, as we will
see in our experiments, the performance of our methods is also highly correlated with CPE.
5.2 Ofﬂine Scheduling
We now consider ofﬂine schedules, which assign start times to all n experiments before the
experimental process begins. Note that while the schedules are ofﬂine, the overall BO policy
has online characteristics, since the exact experiments to run are only speciﬁed when they need
to be started by SelectBatch, based on the most recent information. This ofﬂine scheduling
approach is often convenient in real experimental domains where it is useful to plan out a static
equipment/personnel schedule for the duration of a project. Below we ﬁrst consider a restricted59
class of schedules, called staged schedules, for which we present a solution that optimizes CPE.
Next, we describe an approach for a more general class of schedules.
5.2.1 Staged Schedules
A staged schedule deﬁnes a consecutive sequence of N experimental stages, denoted by a se-
quence of tuples h(ni;di)iN
i=1, where 0 < ni  l,
P
i di  h, and
P
i ni  n. Stage i begins by
starting up ni new experiments selected by SelectBatch using the most recent information, and
ends after a duration of di, upon which stage i+1 starts. In some applications, staged schedules
are preferable as they allow project planning to focus on a relatively small number of time points
(the beginning of each stage). While our approach tries to ensure that experiments ﬁnish within
their stage, experiments are never terminated and hence might run longer than their speciﬁed du-
ration. If, because of this, at the beginning of stage i there are not ni free labs, the experiments
will wait till labs free up.
We say that an execution E of a staged schedule S is safe if each experiment is completed
within its speciﬁed duration in S. We say that a staged schedule S is p-safe if with probability at
least p an execution of S is safe which provides a probabilistic guarantee that all n experiments
complete within the horizon h. Further, it ensures with probability p that the maximum number
of concurrent experiments when executing S is maxi ni (since experiments from two stages will
not overlap with probability p). As such, we are interested in ﬁnding staged schedules that are
p-safe for a user speciﬁed p, e.g. 95%. Meanwhile, we want to maximize CPE. The CPE of
any safe execution of S (slightly abusing notation) is: CPE(S) =
PN
i=2 ni
Pi 1
j=1 nj. Typical
applications will use relative high values of p, since otherwise experimental resources would be
wasted, and thus with high probability we expect the CPE of an execution of S to equal CPE(S).
Our goal is thus to maximize CPE(S) while ensuring p-safeness. It turns out that for any
ﬁxed number of stages N, the schedules that maximize CPE(S) must be uniform. A staged
schedule is deﬁned to be uniform if 8i;j, jni   njj  1, i.e., the batch sizes across stages may
differ by at most a single experiment.
Proposition 2. For any number of experiments n and labs l, let SN be the set of corresponding
N stage schedules, where N  dn=le. For any S 2 SN, CPE(S) = maxS02SN CPE(S0) if and
only if S is uniform.60
Proof. First, we rewrite the CPE objective as follows:
CPE(S) =
N X
i=2
ni
i 1 X
j=1
nj =
1
2
N X
i=1
X
j6=i
ninj:
From this it is clear that all uniform schedules achieve the same CPE value since the multi-set
of ni values in any uniform schedule are identical. It remains to show that if a schedule S is not
uniform, then it is not optimal. Since S is not uniform we know that there exists two stages i
and j with jni   njj > 1. Without loss of generality, we assume that ni < nj. Consider the
summation of terms in the above expression that involve either ni and nj, denoting this sum as
f(S;i;j), we have
f(S;i;j) = ni
X
l6=i;j
nl + nj
X
l6=i;j
nl + ninj:
Now consider a new schedule S0 with ni
0 = ni + 1 and nj
0 = nj   1, but otherwise identical to
S, we have
f(S0;i;j) = (ni + 1)
X
l6=i;j
nl + (nj   1)
X
l6=i;j
nl + (ni + 1)(nj   1)
= ni
X
l6=i;j
nl +
X
l6=i;j
nl + nj
X
l6=i;j
nl  
X
l6=i;j
nl + ninj + nj   ni   1
= f(S;i;j) + nj   ni   1
> f(S;i;j);
where the last inequality follows from our assumption that jni   njj > 1. This shows that
CPE(S0) > CPE(S) and thus S is not optimal in terms of CPE.
It is easy to verify that for a given n and l, an N stage uniform schedule achieves a strictly
higher CPE than any N 1 stage schedule. This implies that we should prefer uniform schedules
with maximum number of stages allowed by the p-safeness restriction. This motivates us to solve
the following problem: Find a p-safe uniform schedule with maximum number of stages.
Our approach, outlined in Algorithm 5, considers N stage schedules in order of increasing
N, starting at the minimum possible number of stages N = dn=le for running all experiments.
For each value of N, the call to MaxProbUniform computes a uniform schedule S with the61
Algorithm 5 Algorithm for computing a p-safe uniform schedule with maximum number of
stages given the scheduling constraints.
Input:number of experiments (n), number of labs (l), horizon (h), safety probability (p)
Output:A p-safe uniform schedule with maximum number of stages
N = dn=le, S   null
loop
S0   MaxProbUniform(N;n;l;h)
if S0 is not p-safe then
return S
end if
S   S0, N   N + 1
end loop
highest probability of a safe execution, among all N stage uniform schedules. If the resulting
schedule is p-safe then we consider N + 1 stages. Otherwise, there is no uniform N stage
schedule that is p-safe and we return a uniform N   1 stage schedule, which was computed in
the previous iteration.
It remains to describe the MaxProbUniform function, which computes a uniform N stage
schedule S = h(ni;di)iN
i=1 that maximizes the probability of a safe execution. First, any N
stage uniform schedule must have N0 = (n mod N) stages with n0 = bn=Nc+1 experiments
and N   N0 stages with n0   1 experiments. Furthermore, the probability of a safe execution
is invariant to the ordering of the stages, since we assume i.i.d. distribution on the experiment
durations. The MaxProbUniform problem is now reduced to computing the durations di of S
that maximize the probability of safeness for each given ni. For this we will assume that the
distribution of the experiment duration pd is log-concave, which allows us to characterize the
solution using the following lemma.
Lemma 2. For any duration distribution pd that is log-concave, if an N stage schedule S =
h(ni;di)iN
i=1 is p-safe, then there is a p-safe N stage schedule S0 = h(ni;d0
i)iN
i=1 such that if
ni = nj then d0
i = d0
j.
Proof. Consider an N stage schedule S = h(ni;di)i. Based on the ni values, we group the N
stages into subsets that contain stages with the same ni values, denoted by j;j = 1; ;k,
where k is the total number of distinct ni values in S. Due to the IID nature of the stages, we62
can consider each group separately. Focusing on a speciﬁc group j, the probability that an
execution of the stages in j is safe if
Y
i2j
Pd(di)nj:
Taking the log of the probability, we have
nj
X
i2j
f(di);
where f(di) = logPd(di). Since Pd is log-concave, f is a concave function. Based on Jensen’s
inequality, we have
1
jjj
X
i2j
f(di)  f(
1
jjj
X
i2j
di) = f( dj) )
X
i2j
f(di)  jjjf( dj) )
nj
X
i2j
logPd(di)  njjjjlogPd( dj) )
Y
i2j
Pd(di)nj  Pd( dj)njjjj =
Y
i2j
Pd( dj)nj:
This shows that the probability of a safe execution is at least as large if we replace all di’s
within group j with their average  dj. Since this can be done for all groups, this completes our
proof.
This lemma suggests that any stages with equal ni’s should have equal di’s to maximize the
probability of safe execution. For a uniform schedule, ni is either n0 or n0   1. Thus we only
need to consider schedules with two durations, d0 for stages with ni = n0 and d00 for stages
with ni = n0   1. Since all durations must sum to h, d0 and d00 are deterministically related by:
d00 = h d0N0
N N0 . Based on this, for any value of d0 the probability of the uniform schedule using
durations d0 and d00 is as follows, where Pd is the CDF of pd:63

Pd(d0)
N0n0 
Pd

h   d0  N0
N   N0
(N N0)(n0 1)
:
We compute MaxProbUniform by maximizing Equation 5.2.1 with respect to d0 and using
the corresponding duration for d00. Putting everything together we get the following result.
Theorem 4. For any log-concave pd, computing MaxProbUniform by maximizing Equation
5.2.1 over d0, if a p-safe uniform schedule exists, Algorithm 5 returns a maximum-stage p-safe
uniform schedule.
5.2.2 Independent Lab Schedules
We now consider a more general class of ofﬂine schedules and a heuristic algorithm for comput-
ing them. This class allows the start times of different labs to be decoupled, desirable in settings
where labs are run by independent experimenters. Further, our online scheduling approach is
based on repeatedly calling an ofﬂine scheduler, which requires the ﬂexibility to make schedules
for labs in different stages of execution.
An independent lab (IL) schedule S speciﬁes a number of labs k < l and for each lab i,
a number of experiments mi such that
P
i mi = n. Further, for each lab i a sequence of mi
durations Di = hd1
i;:::;d
mi
i i is given. The execution of S runs each lab independently, by
having each lab start up experiments whenever they move to the next stage. Stage j of lab i
ends after a duration of d
j
i, or after the experiment ﬁnishes when it runs longer than d
j
i (i.e.
we do not terminate experiments). Each experiment is selected according to SelectBatch, given
information about all completed and running experiments across all labs.
We say that an execution of an IL schedule is safe if all experiments ﬁnish within their spec-
iﬁed durations, which also yields a notion of p-safeness. We are again interested in computing
p-safe schedules that maximizes the CPE. Intuitively, CPE will be maximized if the amount of
concurrency during an execution is minimized, suggesting the use of as few labs as possible.
This motivates the problem of ﬁnding a p-safe IL schedule that use the minimum number of
labs. Below we describe our heuristic approach to this problem.64
Algorithm Description. Starting with k = 1, we compute a k labs IL schedule with the goal
of maximizing the probability of safe execution. If this probability is less than p, we increment
k, and otherwise output the schedule for k labs. To compute a schedule for each value of k, we
ﬁrst allocate the number of experiments mi across k labs as uniformly as possible. In particular,
(n mod k) labs will have bn=kc + 1 experiments and k   (n mod k) labs will have bn=kc
experiments. This choice is motivated by the intuition that the best way to maximize the proba-
bility of a safe execution is to distribute the work across labs as uniformly as possible. Given mi
for each lab, we assign all durations of lab i to be h=mi, which can be shown to be optimal for
log-concave pd. In this way, for each value of k the schedule we compute has just two possible
values of mi and labs with the same mi have the same stage durations.
5.3 Online Scheduling Approaches
We now consider online scheduling, which selects the start time of experiments online. The ﬂex-
ibility of the online approaches offers the potential to outperform ofﬂine schedules by adapting
to speciﬁc stochastic outcomes observed during experimental runs. Below we ﬁrst describe two
baseline online approaches, followed by our main approach, policy switching, which aims to
directly optimize CPE.
5.3.1 Online Fastest Completion Policy (OnFCP)
This baseline policy simply tries to ﬁnish all of the n experiments as quickly as possible. As
such, it keeps all l labs busy as long as there are experiments left to run. Speciﬁcally whenever
a lab (or labs) becomes free the policy immediately uses SelectBatch with the latest information
to select new experiments to start right away. This policy will achieve a low value of expected
CPE since it maximizes concurrency.
5.3.2 Online Minimum Eager Lab Policy (OnMEL)
One problem with OnFCP is that it does not attempt to use the full time horizon. The OnMEL
policy simply restricts OnFCP to use only k labs, where k is the minimum number of labs re-
quired to guarantee with probability at least p that all n experiments complete within the horizon.65
Monte-Carlo simulation is used to estimate p for each k.
5.3.3 Policy Switching (PS)
Our policy switching approach decides the number of new experiments to start at each decision
epoch. Decision epochs are assumed to occur every  units of time, where  is a small constant
relative to the expected experiment durations. The motivation behind policy switching is to
exploit the availability of a policy generator that can produce multiple policies at any decision
epoch, where at least one of them is expected to be good. Given such a generator, the goal is
to deﬁne a new (switching) policy that performs as well or better than the best of the generated
policies in any state. In our case, the objective is to improve CPE, though other objectives can
also be used. This is motivated by prior work on policy switching [13] over a ﬁxed policy library,
and generalizes that work to handle arbitrary policy generators instead of static policy libraries.
Below we describe the general approach and then the speciﬁc policy generator that we use.
Let t denote the number of remaining decision epochs (stages-to-go), which is originally
equal to bh=c and decremented by one each epoch. We use s to denote the experimental state
of the scheduling problem, which encodes the number of completed experiments and ongoing
experiments with their elapsed running time. We assume access to a policy generator (s;t)
which returns a set of base scheduling policies (possibly non-stationary) given inputs s and t.
Prior work on policy switching [13] corresponds to the case where (s;t) returns a ﬁxed set of
policies regardless of s and t. Given (s;t),  (s;t;) denotes the resulting switching policy
based on s, t, and the base policy  selected in the previous epoch. The decision returned by
  is computed by ﬁrst conducting N simulations of each policy returned by (s;t) along with
 to estimate their CPEs. The base policy with the highest estimated CPE is then selected and
its decision is returned by  . The need to compare to the previous policy  is due to the use
of a dynamic policy generator, rather than a ﬁxed library. The base policy passed into policy
switching for the ﬁrst decision epoch can be arbitrary.
Despite its simplicity, we can make guarantees about the quality of   assuming a bound on
the CPE estimation error. In particular, the CPE of the switching policy will not be much worse
than the best of the policies produced by our generator given accurate simulations. We say that a
CPE estimator is -accurate if it can estimate the CPE C
t (s) of any base policy  for any s and
t within an accuracy bound of . Below we denote the expected CPE of   for s, t, and  to be66
C 
t (s;).
Theorem 5. Let (s;t) be a policy generator and   be the switching policy computed with
-accurate estimates. For any state s, stages-to-go t, and base policy ,
C 
t (s;)  max
02(s;t)[fg
C0
t (s)   2t:
Proof. We use induction on t for which the base case of t = 1 is easily veriﬁed. For the inductive
case, let T(s;d) be a random variable that is distributed over next states given that a decision d
is made in state s. It is easily veriﬁed that C
t+1(s) = E[C
t (T(s;(s;t)))] for any base policy
, s, and t. Also, we have that C 
t+1(s;) = E[C 
t (T(s;(s;t)))], where  is the base policy
selected at t + 1, which returns the decision d = (s;t + 1).
C 
t+1(s;) = E[C 
t (T(s;d);)]
 E[ max
02(s;t)[fg
C
0
t (T(s;d))   2t]
 max
02(s;t)[fg
E[C
0
t (T(s;d))]   2t
 E[C

t (T(s;d))]   2t
= C

t+1(s)   2t
 max
02(s;t)[fg
C
0
t+1(s)   2(t + 1):
The ﬁrst inequality follows from the inductive hypothesis and the estimation error bound. The
third and fourth steps follow from the deﬁnition of expectation and maximization. Finally, the
last step follows from our assumption of -accurate loss estimates.
We use a simple policy generator (s;t) that makes multiple calls to the ofﬂine IL sched-
uler described earlier. The intuition is to notice that the produced p-safe schedules are fairly
pessimistic in terms of the experiment runtimes. In reality many experiments will ﬁnish early
and we can adaptively exploit such situations. Speciﬁcally, rather than follow the ﬁxed ofﬂine
schedule we may choose to use fewer labs and hence improve CPE. Similarly if experiments run
too long, we will increase the number of labs.67
We deﬁne (s;t) to return k + 1 policies, f(s;t;0);:::;(s;t;k)g, where k is the number of
experiments running in s. Policy (s;t;i) is deﬁned so that it waits for i current experiments to
ﬁnish, and then uses the ofﬂine IL scheduler to return a schedule. This amounts to adding a small
lookahead to the ofﬂine IL scheduler where different amounts of waiting time are considered 1.
Note that the deﬁnition of these policies depends on s and t and hence can not be viewed as a
ﬁxed set of static policies as used by traditional policy switching. In the initial state s0, (s0;h;0)
corresponds to the ofﬂine IL schedule and hence the above theorem guarantees that we will
not perform much worse than the ofﬂine IL, with the expectation of performing much better.
Whenever policy switching selects a i with i > 0 then no new experiments will be started
and we wait for the next decision epoch. For i = 0, it will apply the ofﬂine IL scheduler to
return a p-safe schedule to start immediately, which may require starting new labs to ensure high
probability of completing n experiments.
5.4 Experimental Results
In this section we evaluate our proposed approach based on different benchmarks.
5.4.1 Implementation of SelectBatch
Given the set of completed experiments O and on-going experiments A, SelectBatch selects k
new experiments. We implement SelectBatch based on a recent batch BO algorithm [2], which
greedily selects k experiments considering only O. We modify this greedy algorithm to also
consider A by forcing the selected batch to include the ongoing experiments plus k additional
experiments. SelectBatch makes selections based on a posterior over the unknown function f().
We use Gaussian Process with the RBF kernel and the kernel width = 0:01
Pd
i=1 li, where li is
the input space length in dimension i.
5.4.2 Benchmark Functions
We evaluate our scheduling policies using 6 well-known synthetic benchmark functions (shown
in Tab. 3.1 with dimension inside the parenthesis) and two real-world benchmark functions Hy-
1For simplicity our previous discussion of the IL scheduler did not consider states with ongoing experiments,
which will occur here. To handle this the scheduler ﬁrst considers using already executing labs taking into account
how long they have been running. If more labs are required to ensure p-safeness new ones are added.68
Table 5.1: The proposed policies results for different horizons in different optimization bench-
marks. The results are the average regret which means the smaller value the better performance.
h=4 h=5 h=6
Functionh = 1 OnFCP OfS OfILOnMEL PS OfS OfIL OnMEL PS OfS OfIL OnMEL PS
Cosines .142 .339 .181 .195 .275 .205 .181 .194 .274 .150 .167 .147 .270 .156
FuelCell .160 .240 .182 .191 .258 .206 .167 .190 .239 .185 .154 .163 .230 .153
Hydro .025 .115 .069 .070 .123 .059 .071 .069 .086 .042 .036 .035 .064 .025
Rosen .008 .013 .010 .009 .013 .008 .009 .008 .011 .008 .007 .009 .010 .009
Hart(3) .037 .095 .070 .069 .096 .067 .055 .064 .081 .045 .045 .050 .070 .038
Michal .465 .545 .509 .508 .525 .502 .500 .510 .521 .494 .477 .460 .502 .480
Shekel .427 .660 .630 .648 .688 .623 .635 .645 .682 .540 .530 .564 .576 .510
Hart(6) .265 .348 .338 .340 .354 .347 .334 .330 .333 .297 .304 .266 .301 .262
CPE 190 55 100 100 66 100 100 100 91 118 133 137 120 138
drogen and FuelCell over [0;1]2 [2] which have been described in Section 3.4.1.
5.4.3 Evaluation
We consider a p-safeness guarantee of p = 0:95 and the number of available labs l is 10. For
pd(x), we use one sided truncated normal distribution such that x 2 (0;inf) with  = 1,
2 = 0:1, and we set the total number of experiments n = 20. We consider three time horizons
h of 6, 5, and 4.
Given l, n and h, to evaluate policy  using function f() (with a set of initial observed
experiments), we execute  and get a set X of n or fewer completed experiments. We measure
the regret of  as the difference between the optimal value of f() (known for all eight functions)
and the f() value of the predicted best experiment in X.
5.4.4 Results
Table 5.1 shows the results of our proposed ofﬂine and online schedulers. We also include, as a
reference point, the result of the un-constrained sequential policy (i.e., selecting one experiment
at a time) using SelectBatch, which can be viewed as an effective upper bound on the optimal
performance of any constrained scheduler because it ignores the time horizon (h = 1). The
values in the table correspond to the regrets (smaller values are better) achieved by each pol-69
icy, averaged across 100 independent runs with the same initial experiments (5 for 2-d and 3-d
functions and 20 for the rest) for all policies in each run.
We ﬁrst note that the two ofﬂine algorithms (OfS and OfIL) perform similarly across all
three horizon settings. This suggests that there is limited beneﬁt in these scenarios to using the
more ﬂexible IL schedules, which were primarily introduced for use in the online scheduling
context. Comparing with the two online baselines (OnFCP and OnMEL), the ofﬂine algorithms
perform signiﬁcantly better. This may seem surprising at ﬁrst because online policies should
offer more ﬂexibility than ﬁxed ofﬂine schedules. However, the ofﬂine schedules purposefully
wait for experiments to complete before starting up new experiments, which tends to improve
the CPE values. To see this, the last row of Table 5.1 gives the average CPEs of each policy.
Both OnFCP and OnMEL yield signiﬁcantly lower CPEs compared to the ofﬂine algorithms,
which correlates with their signiﬁcantly larger regrets.
Finally, policy switching consistently outperforms other policies (excluding h = 1) on the
medium horizon setting and performs similarly in the other settings. This makes sense since the
added ﬂexibility of PS is not as critical for long and short horizons. For short horizons, there is
less opportunity for scheduling choices and for longer horizons the scheduling problem is easier
and hence the ofﬂine approaches are more competitive. In addition, looking at Table 5.1, we see
that PS achieves a signiﬁcantly higher CPE than ofﬂine approaches in the medium horizon, and
is similar to them in the other horizons, again correlating with the regret. Further examination
of the schedules produced by PS indicates that although it begins with the same number of labs
as OfIL, PS often selects fewer labs in later steps if early experiments are completed sooner
than expected, which leads to higher CPE and consequently better performance. Note that the
variances of the proposed policies are very small.70
Chapter 6: Hybrid Batch Bayesian Optimization
Most of the proposed selection criteria in BO are sequential, where only one experiment is se-
lected at each iteration [50, 34, 60, 45]. Sequential policies usually perform very well in practice,
since they optimize the experiment selection at each iteration by using the maximum available
information for each experiment. However, they are not time efﬁcient in many applications
where running an experiment takes a long time, and we have the capability to run multiple ex-
periments in parallel. This motivates batch algorithms that select more than one experiment at
each iteration.
Recently, [2] introduced a batch BO approach that selects a batch of k experiments at each it-
eration that approximates the behavior of a given sequential heuristic. [17] introduced a constant
liar heuristic algorithm to select a batch of experiments based on the Expected Improvement (EI)
[45] policy. Although these two batch algorithms [2, 17] can speedup the experiment selection
by a factor of k, their results show that batch selection in general performs worse than the se-
quential EI policy, especially when the total number of experiments is small. This observation
motivates us to introduce a Hybrid BO approach that dynamically alternates between sequential
and batch selection to achieve improved time efﬁciency over sequential without degrading the
performance. In this chapter we propose a hybrid batch approach which selects a batch of kt  1
experiments where kt is the size of the batch at each iteration t.
6.1 Theoretical Analysis of Gaussian Process
A BO algorithm has two main ingredients: a probabilistic model for the unknown function, and,
a selection criterion for choosing next best experiment(s) based on the model. We select GP [57]
as our probabilistic model and EI [45] as our selection criterion. We study the properties of GP
in this section and postpone the analysis of EI to the next section.
We use GP to build the posterior over the outcome values given our observation set O =
(xO;yO), where, xO = fx1;x2;:::;xng is the set of inputs and yO = fy1;y2;:::;yng is the
set of outcomes (of the experiment) such that yj = f(xj) and f() is the underlying function.
For a new input point xi, GP models the unknown output yi = f(xi) as a normal random71
variable yi  N(xijO;2
xijO), such that:
xijO = k(xi;xO)k(xO;xO) 1yO
2
xijO = k(xi;xi)   k(xi;xO)k(xO;xO) 1k(xO;xi);
where k(;) is any arbitrary kernel function.
Deﬁnition 3. Let x = fx1;x2;:::;xmg 2 X n xO be any unobserved set of points. Let b y =
f^ y1; ^ y2;:::; ^ ymgbeourestimateoftheiroutputsbasedonGPconsideringyijO  N(xijO;2
xijO).
For any new point z 2 X n fxO [ xg, let:
yzjO  N(zjO;2
zjO)
yzjO;(x; b y)  N(b zjO;x;b 2
zjO;x):
Under the GP model, the variance of a point z depends only on the location of the observed
points and is independent of their outputs, i.e., b 2
zjO;x = 2
zjO;x. Therefore, we can update the
variance of any point z after ﬁnalizing our new query set x without the knowledge of their true
outputs y = f(x). The following theorem characterizes the change in the variance of z if we
query x.
Theorem 6. Assuming (z) := 2
zjO   2
zjO;x, we have
(z) =
 
CA 1BT  k(z;x)

D
 
CA 1BT  k(z;x)
T
;
where, B = k(x;xO), A = k(xO;xO), C = k(z;xO) and D = (k(x;x)   BA 1BT) 1.
Proof. We have
(z) = CA 1CT   [C k(z;x)]
"
A BT
B k(x;x)
# 1 "
CT
k(z;x)
#
= CA 1CT   [C k(z;x)]
"
A 1 + A 1BTDBA 1  A 1BTD
 DBA 1 D
#"
CT
k(z;x)
#
=
 
CA 1BT   k(z;x)

D
 
BA 1CT   k(z;x)
T
:
This concludes the proof of the theorem.72
From a practical point of view, this theorem enables us to update the variance of z via com-
puting the (z) and add it to the previous value. This is much faster than recalculating the
variance of z directly. The computational bottleneck of this update is only the matrix inversion
in D with complexity O(m3), considering the fact that k(xO;xO) 1 has been computed before,
while the complexity of the direct variance computation is O
 
(n + m)3
.
The actual expected value zjO;x heavily depends on the true outputs y = f(x), which are
not available. Without the knowledge of the true outputs, we make an estimation b zjO;x based
on the GP-suggested output values b y. We bound this estimation error in the next theorem.
Theorem 7. Let z =
 (k(z;x)   CA 1BT)D
 
2. Then,

zjO;x   b zjO;x

  z

y   b y


2 
zjO;x   zjO

  z

y   xjO


2:
Proof. By deﬁnition and block matrix inversion lemma, we have
zjO;x   b zjO;x = k(z;fxO;xg)k(fxO;xg;fxO;xg) 1
"
0
y   b y
#
= (k(z;x)   CA 1BT)D(y   b y):
For the second part, we have
zjO   zjO;x = CA 1yO   [C k(z;x)]
"
A BT
B k(x;x)
# 1 "
yO
y
#
= CA 1yO   [C k(z;x)]
"
A 1 + A 1BTDBA 1  A 1BTD
 DBA 1 D
#"
yO
y
#
=
 
CA 1BT   k(z;x)

D
 
BA 1yO   y

=
 
CA 1BT   k(z;x)

D
 
xjO   y

:
This concludes the proof of the theorem.73
Here, k  k2 is vector 2-norm. This theorem tells us that our estimation error at point z is
proportional to the parameter z, which is known to us without the knowledge of y. Intuitively,
if z is small, we would think that our estimation b zjO;x is accurate and hence, we can make our
decision about the point z without knowing y, i.e., before the result of experiment on x returns.
This tells us that it is possible to do batch BO without a big loss in performance.
Remark: If we want to minimize our estimation error of b zjO;x in expectation, we should set
b y = xjO. This is in some sense trivial and even counter intuitive. One might claim that if the
unknown function is upper-bounded by M, then the best choice for b y is M since it increases the
expected value around the optimal point in the GP model. However, this theorem shows that this
choice is overly optimistic.
The previous theorem provides a performance bound based on our estimation error on b y,
however, from a practical point of view, that bound cannot be computed since we do not know
the exact values of y. As a practical measure, we would like to focus on the expected value of
the estimation error as opposed to the error itself. Next corollary provides an upper-bound on
the expected error, by simply taking expectation from the result of theorem 7.
Corollary 1. Let x :=
qPm
i=1 2
xijO, then,
Ey

jzjO;x   zjOj

 zx:
Moreover,
Ey

jzjO;x   b zjO;xj

 z
 
x + kb y   xjOk2

:
Remark 1: We focus on the second bound in this corollary, which has two terms. The ﬁrst
term (zx) measures “how close” the point z is to x. The second term captures the bias of our
estimator b y. According to this corollary, the best choice for b y is the mean xjO.
Remark 2: This corollary entails that if for some small value of , we have
z
 
x + kb y   xjOk2

 ; (6.1.1)74
then, we are guaranteed that
Ey

jzjO;x   b zjO;xj

 :
Since z and x are both computable without the knowledge of y, this observation motivates
us to use this as a stopping criterion for our algorithm to determine if the current estimation bias
is too large to continue selecting more examples in the batch. In a nutshell, when we want to
query a batch of samples, if this criterion is met for the next selected sample z, we are sure that
our estimation of y is accurate and hence, we do not need to wait for the label of the selected
examples before adding z to the current batch.
6.2 Hybrid Batch Bayesian Optimization
In a sequential approach, we query for only one experiment at a time using a selection criterion
(policy), mainly because the selection criterion requires the output of the previous query to ﬁnd
the next best one. Suppose we have the capability of running nb experiments in parallel, and
we are limited by the total number of possible experiments nl. At each iteration, the question
is whether or not we can query more than one sample to speed up the experimental procedure
without losing performance comparing to the sequential approach. We use Expected Improve-
ment (EI) as our base sequential selection criterion. Below we provide the formal deﬁnition for
EI.
Deﬁnition 4. EI[45] at point x with associated GP prediction yjO  N(xjO;2
xjO) is deﬁned
to be
EI(xjO) =

  u( u) + (u)

xjO;
where, u = (ymax   xjO)=xjO and ymax = max
yi2yO
yi. Also, () and () represent standard
Gaussian distribution and density functions respectively.
Our proposed algorithm selects a batch (possibly one) of samples at each iteration based on
the EI policy, where the batch size is dynamically determined at each step. In particular, the
algorithm will continue to select more experiments if the condition in (6.1.1) is satisﬁed for the
current selected point z.
To explain the algorithm, suppose we are at the beginning of the ﬁrst round of the algorithm.
Thus far, we have observed yO = f(xO) at some randomly chosen sample points xO. To form
our batch query, we start from an empty set of samples and gradually add the next best sample75
one at a time. The ﬁrst sample we pick (x1) is identical to the ﬁrst sample that sequential EI
picks (x
1), simply because both maximize the same objective, i.e., x1 = x
1. To pick our second
sample, we estimate y
1 = f(x
1) by some value ^ y1. This estimation, changes the EI function of
all unobserved points to some c EI function formulated as:
c EI(zjO;x
1) =

  b u( b u) + (b u)

zjO;x
1;
where, b u =
max(ymax;^ y1) b zjO;x
1
zjO;x
1
. This is different from the true EI function:
EI(zjO;x
1) =

  u( u) + (u)

zjO;x
1;
where, u =
max(ymax;y
1) zjO;x
1
zjO;x
1
. Obviously, optimizing c EI might not lead to the optimum
of the true EI. However, the next lemma shows that these two functions are close to each other
for a good estimation ^ y1.
Lemma 3. At any point z, we have


EI(zjO;x
1)   c EI(zjO;x
1)


 
1
2
 
1 +
zjO
x
1jO
!
 ^ y1   y
1

 :
Proof. Let z = max(ymax;y
1)   zjO;x
1. Using Theorem 2, we have
b z := max(ymax; ^ y1)   b zjO;x
1
= max(ymax;y
1)   zjO;x
1 + max(ymax; ^ y1)   max(ymax;y
1)
 
1
2
x
1jO

k(z;x
1)   k(z;xO)k(xO;xO) 1k(xO;x
1)
 
^ y1   y
1

= z + max(ymax; ^ y1)   max(ymax;y
1)   z;x
1
zjO
x
1jO
 
^ y1   y
1

| {z }
z
= z + z:76
Here, z;x
1 represents the correlation coefﬁcient between x and x1. Thus, we have
jzj 
 
1 +
zjO
x
1jO
!
j^ y1   y
1j:
By mean-value theorem, there exists  2 [0;1], such that:
 b z
 
 
b z
zjO;x
1
!
+ zjO;x
1
 
b x
zjO;x
1
!
| {z }
c EI(z)
= x
 
 
x
zjO;x
1
!
+ zjO;x
1
 
x
zjO;x
1
!
| {z }
EI(z)
  
 
 
z + z
zjO;x
1
!
z:
Thus,
 
EI(z)   c EI(z)
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 
z + z
zjO;x
1
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1
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x
1jO
!
 ^ y1   y
1
 
:
This concludes the Proof of Lemma.
In the light of this lemma, there is hope that x2 = argmax c EI (a potential batch sample
from our algorithm) is close to x
2 = argmax EI (the optimal sample picked by sequential
policy). The next theorem bounds the error of our algorithm in terms of the second selected
point in comparison to the sequential EI.
Theorem 8. Let min be the minimum singular value of the Hessian matrix d2 c EI
dx2 (x) on the line
intersecting x2 and x
2. Then,
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Proof. By optimality of x2 and x
2, we have
EI(x2)   c EI(x2)  EI(x
2)   c EI(x2)  EI(x
2)   c EI(x
2):
Using Lemma 1, we get
 
EI(x
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We can continue
c EI(x2)   c EI(x
2) 

 c EI(x2)   EI(x
2)

  +

 EI(x
2)   c EI(x
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By optimality of x
2, the derivative of EI is zero at x
2 and Taylor series expansion yields that
for some  2 [0;1], we have
c EI(x
2)   c EI(x2) =
1
2
(x
2   x2)T d2 c EI
dx2

(1   )x
2 + x2

(x
2   x2):
Finally, we get
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Here x2 is the second point selected by our simulation based batch method without knowing
the outcome of x1, whereas x
2 is the second point selected by the sequential EI method after
knowing the outcome of x1.
Remark 1: The parameter min captures the curvature of the c EI function around its optimal
point x2. This curvature cannot be zero unless x
2 is very far from x2, which is very unlikely due
to the closeness of their expected values (see Corollary 1).
Remark 2: This theorem shows that the sample estimation error is proportional to the square
root of the estimation error of y
1. This means that the sample estimation is more sensitive to the
output estimation error for functions taking value in [0;1].
This line of analysis can be extended to next samples. These results show that an algorithm
based on the estimation can be successful. In practice, after we optimized c EI for x2, then, we
checkthecondition(6.1.1)(i.e., x2(x
1+k^ y1 yjOk2)  )andifthisconditionissatisﬁed, we
add x2 to our batch query and move on to x3 and so on. Algorithm 6 summarizes our proposed
method for hybrid batch Bayesian optimization.
Algorithm 6 Hybrid batch expected improvement algorithm.
Input: Total budget of experiments (nl), maximum batch size (nb), the predictor (b y), current
observation O = (xO,yO) and stopping threshold .
while nl > 0 do
x
1   arg max
x2X
EI(xjO).
A   (x
1; ^ y1), nl   nl   1.
z   arg max
x2X
c EI(xjO [ A).
while
 
z(xA + k^ yA   xAjOk2)  

and (nl > 0) and (jAj < nb) do
A   A [ (z; ^ yz), nl   nl   1.
z   arg max
x2X
c EI(xjO [ A).
end while
yA   RunExperiment(xA)
O   O [ (xA;yA)
end while
return max(yO)79
In early stages, this algorithm usually behaves more like a sequential policy since the cri-
terion for building up a batch is very hard to satisfy, mainly because x is large when we have
only a few samples in O. After collecting enough samples, the term x starts decreasing and as
it gets closer and closer to zero, we can select larger and larger batch sizes. Thus, the algorithm
gradually transits into a batch policy while maintaining a close match to the performance to the
pure sequential policy. s
6.3 Experimental Results
In this section we evaluate our proposed approach.
6.3.1 Benchmark Functions
Similartothepreviouschapter, weconsider6well-knownsyntheticbenchmarkfunctions: Cosines
and Rosenbrock [1, 10] over [0;1]2, Hartman(3)[21] over [0;1]3, Hartman(6)[21] over [0;1]6,
Shekel[21] over [3;6]4 and Michalewicz [47] over [0;]5. The analytic expression for these
functions are shown in Table 3.1.
The other two real benchmarks are Fuel Cell and Hydrogen. In Fuel Cell, the goal is to
maximize the generated electricity from microbial fuel cells with by changing the nano structure
properties of the anodes. We ﬁt a regression model on the data to build our function f() for
evaluation. In Hydrogen benchmark, the data has been collected as part of a study on Hydrogen
production from a particular bacteria where the goal is to maximize the amount of Hydrogen
production by optimizing the PH and Nitrogen levels of growth medium. Both Fuel cell and
Hydrogen data are in [0;1]2. The contour plots of 2   d functions are shown in Figure 3.1.
6.3.2 Setting
We use a GP using zero-mean prior and Gaussian kernel function k(x;y) = exp( 1
l k x y k2),
with kernel width l = 0:01d
i=1li, where, li is the length of the ith dimension [2]. For this kernel
function, we can directly drive the next two corollaries from theorems 6 and 7.
Corollary 2. For all points z 2 X n fO;x
1g, and kernel function k(x;y) = e 
kx yk2
l , we have80
(z)   if
k z   x
1 k2  lln
p
n k A 1BT k2 +x
1jO
p


:
Proof. From theorem 6, there is an interesting ﬁnding which shows that the difference of vari-
ance of any point z in the input space after adding the point x to our observation set is exactly
D
 
k(z;x
1)   BA 1CT2 if we consider x
1 as a single point. Since 2
z   2
z > 0, therefore
m  0. In addition, when jxj = 1, it can be shown that m 1 = 2. Thus, we are interested in
the points where 2
z   2    0. Therefore we have
2
z   2
z     0
Dk(x
1;z)2  
 
2DCA 1BT
k(x
1;z) +
 
D(CA 1BT)2
    0;
this is a quadratic function of k(x
1;z) with 2 real roots as follow:
k(x
1;z) =
(
r1 = CA 1BT +
p 
D
r2 = CA 1BT  
p 
D
So we are interested in the region where k(x
1;z)  r1 or k(x
1;z)  r2. For large value of
 the r2 < 0 and since k(x
1;z) > 0, we are only interested in where k(x
1;z)  r1. Therefore
we have
1  k(x
1;z) = e
 kz x
1k2
l  CA 1BT +
r

D
 0:
We are trying to introduce an upper bound for r1 which is free from Pz. Clearly CA 1BT 
jCA 1BTj. Then we have
jCA 1BTj =k CA 1BT k2
k C k2 k A 1BT k2 Cauchy-Shwrz inequality

p
n k C k1 k A 1BT k2

p
n k A 1BT k2 since 0 k C k1 1:
Therefore we are certain about the point satisfying the following equation:81
k(x
1;z) 
p
n k A 1BT k2 +
r

D
k z   x k2   lln

p
n k A 1BT k2 +
r

D

k z   x k2   lln
 p
n k A 1BT k2 +p


:
This corollary entails that after selecting the ﬁrst experiment x
1, the set of points z such that
(z)   are located inside a hyper sphere centered at x
1. In other words, the variance of those
inside the hyper sphere are affected signiﬁcantly (more than ) when x
1 is selected.
Corollary 3. Under the assumption of Corollary 2, we have E[jzjO;x   b zjO;xj]   if
k z   x
1 k2  lln
s
2
26
x
1jO
  n k A 1BT k2
2:
Proof.

 
CA 1BT   k(x
1;z)

D


1
r
2

kx
1jOk1  

 
CA 1BT   k(x
1;z)

 

q
2
jx
1jOjD
j(CA 1BT   k(x
1;z))j2 
0
@ 
q
2
jx
1jOjD
1
A
2
(CA 1BT)2 + k(x
1;z)2 
2
22
x
1jOD2
k(x
1;z)2 
2
26
x
1jO
  n k A 1BT k2
2
k z   x k2   lln
s
2
26
x
1jO
  n k A 1BT k2
2:
Note that ja   bj2  2  (a2 + b2). Therefore E[jzjO;x   b zjO;xj]   if we have82
Table6.1: Theperformanceofproposedhybridbatchalgorithmfordifferentoptimizationbench-
marks. The average simple regret is reported as the result which means the smaller value the
better performance. The ﬁrst column indicates the choose of ^ y which has been set to 6 different
estimations.
Cosines Hydrogen FC Rosenbrock Hartman 3 Michalewicz Shekel Hartman 6
Sequential 0:223 0:048 0:211 0:013 0:042 0:431 0:389 0:263
Random 0:490 0:282 0:307 0:485 0:206 0:607 0:680 0:505
^ y = M 0:223 0:048 0:211 0:014 0:040 0:429 0:386 0:270
Speedup 2% 4% 3% 3% 2% 2% 10% 2%
^ y = (1 + )ymax 0:222 0:049 0:214 0:012 0:044 0:438 0:401 0:263
Speedup 22% 14% 5% 10% 6% 7% 19% 7%
^ y = ymax 0:210 0:050 0:219 0:013 0:040 0:440 0:375 0:276
Speedup 23% 15% 5% 10% 11% 12% 25% 13%
^ y = ^  0:222 0:050 0:214 0:011 0:052 0:450 0:412 0:271
Speedup 45% 57% 43% 37% 70% 77% 78% 75%
^ y = ymin 0:212 0:050 0:213 0:011 0:067 0:444 0:430 0:283
Speedup 38% 50% 32% 18% 54% 75% 77% 72%
^ y = random 0:212 0:050 0:211 0:012 0:047 0:440 0:382 0:284
Speedup 39% 38% 20% 20% 47% 58% 60% 58%
Matching 0.295 0.085 0.246 0.012 0.078 0.430 0.521 0.320
CL(^ ) 0.301 0.084 0.257 0.012 0.081 0.451 0.551 0.319
k z   x k2  lln
s
2
26
x
1jO
  n k A 1BT k2
2:
Similar to corollary 2, the corollary 3 represents a hyper sphere centered at x
1 and the points
which are inside the hyper sphere are those whose expected values are affected more than  when
x
1 is selected.
We run our algorithm on each benchmark for 100 independent times and the average simple
regret is reported as the result. The simple regret is the difference between the maximum value
of f(), denoted by M, and ymax after ﬁnishing the experimental procedure. In each run, the
algorithm starts with 2 initial random points for 2;3-dimensional benchmarks and 5 initial ran-
dom points for higher dimensional benchmarks. The total number of experiments nl is set to 15
for 2;3-dimensional and 30 for the higher dimensional benchmarks. The maximum batch size83
at each iteration, nb, is set to 5. The parameter  is set to 0:02 for 2;3-dimensional and 0:2 for
higher dimensional benchmarks. Note that, our experimental setup is designed to match typical
scenarios encountered in real applications, where we typically start with a very small number of
random experiments, and are restricted with a total budget.
6.3.3 Analysis of Regret and Speedup
Our algorithm requires us to select a speciﬁc estimation for ^ y. Recall that our theoretical analysis
from Theorem 2 suggests that to minimize the estimation error of b zjO;x in expectation, we
should use b y = xjO. Here we hope to conﬁrm this by comparing different possible estimations
for ^ y. In particular, we consider 6 different estimations of ^ y including: 1) ^ y = M, which means
we expect to observe the best possible output for each experiment selected by EI; 2) ^ y = ymax,
where ymax = maxyi2yO yi is our current best observation; 3) ^ y = (1 + )ymax, which means
each step of EI algorithm is expected to improve the best current observation by margin , we
set the value of  to 0:1 in our experiment; 4) ^ y = b xjO, which means we set the value of ^ y to
be the expected output at that point; 5) ^ y = ymin, where ymin = minyi2yO yi is the current
minimum observed output; and 6) ^ y = random, which set ^ y to a uniform random value drawn
in [ymin;ymax].
To demonstrate the effectiveness of our algorithm, we consider two state-of-the-art batch
BO algorithms in the literature: 1) simulation matching (Matching) [2] and 2) the constant liar
approach in which the output of the selected samples in the batch is set to their mean in order to
select the next experiment (CL(^ )) [17]. For both methods, we set the batch size to k = 5. We
have also reported the performance of the sequential EI and pure random selection policies.
The speedup of our proposed approach is calculated as the percentage of the samples in the
whole experiment that are selected in batch mode. More speciﬁcally, if we ﬁnish nl samples in
T steps, the speedup is calculated as 1   T
nl. Clearly, the maximum speedup in our setting is
%80, that can be only achieved if we select 5 experiments at each time steps. For example, the
speedup of proposed baseline batch approaches, Matching and CL(^ ), are %80. Table 6.1 shows
the result.
Interestingly, all of the 6 considered estimators achieved similar performance (comparable
to EI) in terms of their regrets. The key difference between the different estimators is the level of
speedup they achieve. In particular, we observe that the most speedup is achieved by ^ y = b xjO,
for which we are able to produce over 70% speedup (very close to fully batch) for the three high84
dimensional functions Michalewicz, Shekel and Hartman 6.
Further inspection of the speedup rates reveal that setting ^ y to a large value, for example
M, ymax, and (1 + )ymax, generally leads to less speedup than the other choices. This can be
explained by noting that a large value of ^ y will lead to higher chance of violating the condition
required for making the next experiment selection in Algorithm 1, which is stated in Equation
3. In particular, for a large ^ y, the next point selected by EI will most likely be very close to x,
since the mean of the points close to x are high. This will lead to a large z. Further, the quantity
kb y   xjOk2 is likely very large. Consequently, it is easy to violate this condition thus stop the
selection process early on. In contrast, if ^ y = ymin, although kb y   xjOk2 is large, we expect
z to be small because the next point z selected by EI will likely to be far away from x since the
mean and variance of the points close to x are very small. Considering the two terms jointly, we
expect to achieve a higher speedup by setting ^ y = ymin comparing to setting ^ y to a large value,
which is exactly what we observe in our experiments. Finally, by setting ^ y to xjO, we have
kb y   xjOk2 = 0 and the stopping criterion only depends on zx. Thus we expect to achieve
the maximum speedup among the different choices we consider for ^ y.
Our experimental investigation shows that the size of the batch generally increases as the
experiment goes forward. This is consistent with our theoretical results in which the value of
z
 
x + kb y   xjOk2

decreases as the variances decreases. Note that, sampling at any arbi-
trary point when the number of observations is small would change the variance of the input
space signiﬁcantly comparing to the case where there are a lot of observation points. Therefore,
the stopping criteria of Algorithm 1 is less likely to be met in the early stages of the experimental
procedure where there are a few observation points.
6.3.4 Varying Budget
In this set of results, we evaluate the effect of increasing the experimental budget (number of
experiments)inthenumberofselectedexperimentsinbatchforeachoftheproposedapproaches.
The results have been shown in ﬁgure 6.1 where the horizontal axis indicates the experimental
budget and the vertical axis demonstrates the number of selected samples in batch. Clearly, as
we increase the budget the number of selected experiments should be increased or ﬁxed for each
approach. The slop of each line indicated the effect of the budget in the number of selected
experiments in batch where larger slop means higher number of experiments in batch and vice
versa. Note that the difference in performance among all approaches in all benchmarks is not85
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Figure 6.1: The number of selected experiments in batch (vertical axis) versus budget (horizontal
axis) of the proposed hybrid batch algorithm. The results are shown for different estimation of
^ y.86
substantial after budget 60.
It can be seen that the setting ^ y = ^  achieves the largest number of experiments in batch
in all benchmarks which is consistent with the proposed results in table 6.1. In addition the
number of selected experiments in batch via different budget values for the settings ^ y = M,
^ y = (1 + )ymax and ^ y = ymax are consistently less than other approaches in all benchmarks
except for Rosenbrock. The Rosenbrock function has only one local optima and the regret
converges to zero with a few experiments. Therefore, setting the estimation value to large values
( such as ^ y = M) decreases the estimation error (Algorithm 1 stopping criteria) and then the
number of experiments in batch is increased.
6.3.5 The -Constant Batch Approach
This part of the experiments is motivated by our theoretical analysis and the goal is to shed a
light on a batch method recently proposed by [17], which selects a batch of experiments that
jointly maximize the EI objective. They show that ﬁnding such a batch of experiments is prac-
tically intractable. Therefore, they introduced a heuristic approach called Constant liar to select
a batch of k experiments. After selecting the ﬁrst experiment, Constant liar sets the output of
the selected experiment as a constant value c. That experiment is then added to the set of ob-
servations and the next experiment is selected. This procedure is repeated until k experiments
are selected. They introduced several possible ways for setting c, including c = M, c = b  and
c = ymin. They empirically demonstrated that setting c = M provided them a good result for
their particular test functions. However, there is no theoretical justiﬁcation or guidance toward
what is the best c.
Our theoretical analysis, in particular Corollary 1, indicates that by setting c (^ y in this work)
to b xjO, the condition for continued experiment selection can be easily met comparing to other
settings, i.e., zx  . Thus, a batch of k  1 experiments are requested at most iterations
without degrading the performance. This theoretical result also justiﬁes the choice of setting
c = b xjO in the constant liar approach. We call this approach -Constant Batch. We run this
algorithm on proposed 8 benchmarks for different batch sizes 5 and 10. Figures 6.2 and 6.3
show the performance of -Constant along with 5 competitive approaches: 1) Sequential EI; 2)
Constant liar with ^ y = M; 3) Constant liar with ^ y = ymax; 4) Constant liar with ^ y = ymin;
and 5) Matching, which is a recently proposed approach by [2]. For this set of experiments, we
use the same experimental setup as used in Table 6.1.87
The results show that the -constant batch approach performs very competitively compared
to the Matching approach, which is one of the best existing batch Bayesian optimization ap-
proach in the literature. In addition, it is more practical than the Matching approach for high
dimensional applications since its computational complexity is signiﬁcantly less than the Match-
ing algorithm. Note that the performance of -Constant is also shown in Table 6.1 as CL(^ ). It
is worth emphasizing that while -Constant achieves highly competitive batch performance, it is
consistently worse than sequential EI and the proposed Hybrid Batch EI algorithm. This result
suggests that the stopping criterion used in Algorithm 1 is in fact effective toward identifying the
condition under which we must stop increasing the batch size to avoid signiﬁcant performance
degradation compared to the sequential EI.88
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Figure 6.2: The performance of different batch algorithms for batch size 5. The vertical axis
indicates the regret of each approach and the horizontal axis indicates the budget.89
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Figure 6.3: The performance of different batch algorithms for batch size 10. The vertical axis
indicates the regret of each approach and the horizontal axis indicates the budget.90
Chapter 7: Conclusion and Future Work
Bayesian optimization has been studied for several years in many different applications. How-
ever, most of the proposed approaches have not considered some real constraints which are very
common in many applications. In this thesis, we ﬁrst reviewed the proposed work in Bayesian
optimizationandrelatedareas. Then, weaddressedasetofempiricalconstraints, motivatedfrom
our real application, following by our proposed solutions. The experimental results indicated the
effectiveness of proposed algorithms in dealing with these constraints.
7.1 Summary of Contributions
The contribution of the dissertation can be summarized as follows:
 In Chapter 3, we proposed a novel budgeted optimization problem where evaluating the
function at precisely speciﬁed points is not practically possible. Instead, we could only
request constrained experiments, which speciﬁes a subset of the input space for the exper-
imenter to sample the function from. Our goal is to select a set of constrained experiments
that best optimize f() within a given budget. We studied this problem in two different
settings, the non-sequential (or batch) setting where a set of constrained experiments is
selected at once, and the sequential setting where experiments are selected one at a time.
We evaluated our proposed methods for both settings using synthetic and real frameworks.
The experimental results demonstrated the efﬁcacy of the proposed approaches.
 Chapter 4 proposed a novel approach to batch Bayesian optimization, providing a policy
for selecting batches of inputs with the goal of optimizing the function as efﬁciently as
possible. The key idea was to exploit the availability of high-quality and efﬁcient sequen-
tial policies, by using Monte-Carlo simulation to select input batches that closely match
their expected behavior. Our experimental results showed that the proposed approach sig-
niﬁcantly outperforms two baseline approaches. It can also lead to large advantages over
a top sequential approach in terms of performance per unit time.91
 Considering real constraints in Bayesian optimization applications, in Chapter 5, we de-
ﬁnedanovelproblemformulationwiththefollowingimportantextensions: 1)allowingfor
concurrent experiments; 2) allowing for stochastic experiment durations; and 3) placing
constraints on both the total number of experiments and the total experimental time. We
developed both ofﬂine and online algorithms for selecting concurrent experiments in this
new setting and provided experimental results on a number of optimization benchmarks.
The results showed that our algorithms produce highly effective schedules compared to
natural baselines.
 Finally, in Chapter 6 we provided a hybrid Bayesian optimization algorithm that dynam-
ically switches between sequential and batch with variable batch sizes. We theoretically
justiﬁed our algorithm and presented experimental results on several optimization bench-
marks. The results show that our method achieved substantial speedup compared to the
sequential algorithm, without suffering any signiﬁcant performance loss.
7.2 Future Work
Bayesian optimization has been studied for decays and there is an extensive body of literature in
this area. However, there are still some open problems that have only began to being investigated
very recently. Below we review two potential future directions in Bayesian optimization which
have been recently received attention from the researchers in this area.
 One of these open problems is dealing with high dimensional functions. Consider a func-
tion with hundreds of dimensions and a few observations from the function. Applying
the classical Bayesian optimization algorithms for this problem will not provide us with
promising results. In fact, the state-of-the-art algorithms are not able to provide us with
signiﬁcant improvement over random policy [14] on such problems. This result indicates
that we need to handle high dimensional functions in a different way. Chen et al. [14]
introduced the ﬁrst attempt in optimizing high dimensional functions by reducing the op-
timization problem into a smaller problem. They proposed an algorithm which selects the
dimensions of the underlying function that their changes would have the highest effect in
the function output. Then, the optimization problem is focused on those dimensions. The
dimension reduction procedures helps the optimization procedure to deal with a less com-
plex function. Optimizing High dimensional functions is still one of the open problems in92
Bayesian optimization.
 Finite time horizon Bayesian optimization is another interesting direction which has been
investigated recently [27]. Most of the Bayesian optimization selection criteria treat each
experiment selection independent from the remaining number of experiments that we are
allowed to request. Ginsbourger et a.l in [27] showed that maximizing the MEI at each
iteration without considering the next experiment selection is suboptimal. They introduce
a one-step look ahead approach which selects one experiment at each iteration such that
its selection is dependent on the next experiment selection. In general, for any unobserved
point x, a strategy value is calculated which is the sum of its expected improvement and
a delayed payoff of next experiment expected improvement computed using Monte-Carlo
simulation. The point with the highest strategy value is then returned as the selected point.
Clearly, this approach has two drawbacks. First, this algorithm is not applicable when
there is a large number of unobserved points. Second, this approach is a one-step look
ahead algorithm and it does not consider the effect of the next experiments in its selection.
Introducing efﬁcient approaches which handle these two drawbacks could be considered
as possible future directions.93
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