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Ce memoire porte sur la modelisation des apports d'eau a des reservoirs aliment ant des 
centrales hydroelectriques. Cette modelisation n'est pas evidente en raison du fait que les 
apports d'eau sont aleatoires et correles dans le temps et dans l'espace. Une telle mode-
lisation est necessaire pour bien representer le comportement aleatoire des apports d'eau 
dans les modeles d'optimisation qui determinent les regies de gestion des installations hy-
droelectriques. 
Le probleme d'optimiser la gestion des installations hydroelectriques est non convexe 
et stochastique. Ce probleme est difficile a solutionner lorsqu'il y a plusieurs reservoirs 
dans le systeme. En fait, il ne peut pas etre resolu dans un temps raisonnable pour un 
systeme comprenant plus de trois reservoirs. Des problemes de beaucoup plus grande taille 
peuvent cependant etre resolus lorsque le nombre de pas de temps pour lequel la regie de 
gestion doit etre determinee d'avance est tres petit (3 ou 4 periodes). Dans ce cas, il suffit de 
representer les aleas des apports par des arbres de scenarios puis de faire appel a des logiciels 
de programmation lineaire ou non lineaire pour resoudre le probleme d'optimisation. Ce 
memoire porte exclusivement sur la construction d'arbres de scenarios d'apports. 
Nous disposons de series historiques d'apports provenant de differents sites sur la riviere 
la Gatineau. Le modele Periodic-Auto-Regressive d'ordre 2 est choisi pour modeliser la 
correlation temporelle et l'analyse en composantes principales est retenue pour transformer 
les variables correlees en variables independantes. 
La methode des moments et les methodes de simulations (parallele et sequentielle), qui 
se basent sur la transformation cubique, ont ete utilisees pour generer des arbres ayant 
une seule variable. Deux approches sont proposees pour generer des arbres ayant plusieurs 
variables. La premiere utilise les resultats de l'analyse en composantes principales. Elle 
Vll 
genere d'abord des arbres independants de composantes principales et les recombine pour 
obtenir un arbre ayant plusieurs variables mutuellement correles. La deuxieme approche 
recourt a l'algorithme propose par H0yland, Kaut et Wallace [10], qui est base sur la 
decomposition de Cholesky. devaluation de ces differentes methodes se fait en comparant 
les proprietes statistiques (les quatre premiers moments et la matrice de correlation) de 
l'historique avec celles des variables generes. 
Les resultats revelent que la methode des moments est meilleure que la methode de 
simulation, surtout que cette derniere necessite une classification qui deteriore les resultats. 
La methode de H0yland, Kaut et Wallace [10] est nettement superieure a celle qui utilise 
les composantes principales et reproduit mieux les moments et la matrice de correlation. 
Mais ses resultats se degradent quand on utilise la classification. 
ABSTRACT 
via 
The aim of this thesis is to present a procedure to generate inflow scenario trees. The 
inflows to the reservoirs in a river are spatially and temporally correlated. These properties 
are used to construct scenario trees. By using Periodic-Auto-Regressive model, the tem-
poral correlation is explained and Principal Component Analysis is used to model spatial 
correlation and reduce the dimension of variables. 
Moment matching method is used to generate a limited number of discrete outcomes 
that satisfy specified statistical properties (four first moments). The basic idea is to mi-
nimize the distance between the statistical properties of the generated outcomes and the 
specified properties. The second method is based on simulations generated sequentially or 
in parallel. Clustering is applied to reduce the number of outcomes. The third method 
presented is based on H0yland, Kaut et Wallace [10] algorithm which is based on Cholesky 
decomposition. 
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CHAPITRE 1 : INTRODUCTION 
1.1 Mise en contexte 
Le Quebec est une region riche en eau douce avec plus de 130 000 cours d'eau et un 
million de lacs. Pres de 96% de Felectricite vendue au Quebec provient de l'hydroelectricite. 
En fait, Hydro-Quebec est le plus grand producteur d'hydroelectricite en Amerique du 
Nord. Son pare hydroelectrique compte presentement 58 centrales et 24 grands reservoirs. 
Sa production annuelle se situe autour de 165 TWh. 
Les installations hydroelectriques d'Hydro-Quebec sont gerees de facpn a maximiser les 
revenus tout en s'assurant que la demande soit satisfaite. Lorsque la production hydro-
electrique n'est pas suffisante, des centrales thermiques sont mises en operation et/ou de 
l'energie electrique est achetee des producteurs voisins. Ces alternatives sont plus couteuses 
que de produire de l'hydroelectricite. D'autre part, en periodes hors-pointe, comme durant 
Fete, Hydro-Quebec exporte ses excedents d'electricite aux Etats-Unis oil la demande est 
souvent ties elevee a cause de la climatisation. Durant l'hiver (periode de pointe), Hydro-
Quebec soutire beaucoup d'eau de ses reservoirs parce que la demande est tres forte et 
les apports en eau tres faibles puisque les precipitations sont en neige. Hydro-Quebec doit 
cependant maintenir ses reservoirs a des niveaux securitaires pour prevenir les inondations 
et a des niveaux suffisamment eleves pour assurer la navigation et garantir l'approvision-
nement en eau potable. 
En resume, la meilleure gestion est un compromis entre le besoin de generer des bene-
fices et le controle des risques d'inondations et de penurie d'eau sachant que la demande 
en electricite et les apports futurs sont incertains. En 2003, sous la direction de M. An-
dre Turgeon, la chaire de recherche industrielle Hydro-Quebec/CRSNG sur la gestion des 
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systemes hydriques a ete creee pour promouvoir le developpement de nouvelles methodes 
d'optimisation stochastique pour la gestion des reservoirs. Plusieurs projets sont menes par 
le groupe de travail dont la modelisation des apports d'eau naturels aux reservoirs. Cette 
maitrise s'inscrit dans ce projet. 
1.2 Gestion des reservoirs 
Le probleme de gestion des reservoirs est un probleme dynamique, stochastique, non 
lineaire et de grande taille. Le veritable defi reside dans la taille et dans Faspect stochastique 
du probleme. 
Labadie [12] et Yeh [22] presentent une classification detaillee des modeles d'optimisation 
et de simulation des systemes de gestion des reservoirs. Labadie [12] separe les methodes 
d'optimisation en deux groupes : implicites et explicites. L'optimisation stochastique im-
plicite (OSI) consiste a trouver une solution au probleme de gestion a partir d'un grand 
nombre de scenarios d'apports provenant de l'historique ou generes synthetiquement. L'op-
timisation stochastique explicite (OSE) requiert en revanche une formulation probabiliste 
du probleme. Les apports sont represented par des distributions de probabilites plutot que 
par les scenarios eux-memes. Les techniques d'optimisation explicites sont nombreuses : 
Stochastic Dynamic Programming (SDP), Chance-constrained Programming, Stochastic 
Linear Programming (SLP), Stochastic Optimal Control (OCP). Les methodes explicites 
demandent generalement plus de memoire et de temps de calcul que les methodes implicites. 
Malgre le grand nombre de methodes d'optimisation, leur application dans le domaine 
de la gestion des reservoirs reste limitee (Yeh [22]). Les modeles d'optimisation sont sou-
vent incapables de bien prendre en compte tous les elements d'un probleme. De plus, la 
stochasticite des apports est souvent ignoree. La programmation dynamique traite le cote 
aleatoire, mais seulement pour des problemes de petite taille. Pour les problemes de grande 
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taille, la programmation dynamique est difficilement applicable en raison du fait que le 
temps de calcul et l'espace memoire requis augmentent exponentiellement avec le nombre 
de variables d'etat. Pour arriver a resoudre les problemes, il faut alors avoir recours a 
des techniques d'approximation, de decomposition ou d'agregation de facon a reduire la 
taille des problemes. A cause des limites des techniques d'optimisation, les gestionnaires 
des reservoirs preferent souvent se fier aux modeles de simulation qui collent mieux a la 
realite. 
En resume, une bonne gestion des reservoirs necessite une bonne representation du phe-
nomene aleatoire des apports d'eau. Ceci a souvent pour effet d'augmenter considerablement 
la taille du probleme, ce qui rend les techniques d'optimisation difficilement applicables. 
Une facon de contrecarrer le probleme lorsque le nombre de pas de temps est petit est de 
generer des arbres de scenarios d'apports. Cette approche permet une representation du 
comportement probable des apports d'eau sans necessiter beaucoup d'espace memoire. 
1.3 Objectif de recherche 
L'objectif de ce memoire est de construire des arbres de scenarios d'apports a partir 
des historiques des apports aux differents sites du bassin versant de la Gatineau. Pour 
construire ces arbres, il faut tout d'abord choisir un modele statistique pour caracteriser 
les series hydrologiques puis faire appel aux methodes de generation d'arbres de scenarios. 
Par apres, il faut construire un outil informatique qui generera les arbres de scenarios a 
partir des modeles retenus. 
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CHAPITRE 2 : MODELISATION 
Nous considerons les donnees que nous traitons, soient les apports hebdomadaires, 
comme la somme d'une partie deterministe et d'une partie aleatoire dont la distribution 
est a determiner. Les methodes de modelisation qui permettent de predire la partie deter-
ministe seront abordees dans ce chapitre. Celui-ci est divise en deux parties. La premiere 
concerne la transformation des donnees ou deux methodes de synchronisation sont expo-
sees. La deuxieme partie presente la procedure choisie pour modeliser la correlation spatiale 
et temporelle des donnees. 
2.1 Presentation des donnees 
Nous avons travaille avec l'historique des apports hebdomadaires moyens du 2 Janvier 
1950 au 17 juillet 2006 a trois sites differents et plus precisement aux reservoirs Cabonga 
et Baskatong et a la centrale Paugan. Le reservoir Cabonga a une superficie de 434 km2 
et Baskatong une superficie de 413 km2. Le reservoir Cabonga se deverse dans le reservoir 
Baskatong et ce dernier alimente la centrale Paugan situee en aval sur la riviere Gatineau. 
Cette centrale au fil de Feau a une puissance installee de 202 MW. 
Les apports different beaucoup d'un site a Fautre (figure (2.1)) et sont nettement plus 
grands a Baskatong qu'a Cabonga. lis sont naturellement eleves au printemps lors de la 
crue. Celle-ci peut survenir entre les mois de fevrier et avril. Historiquement la riviere 
Gatineau est reconnue comme etant une riviere qui cause des inondations. La prevision des 
apports au printemps est critique pour les gestionnaires du bassin. Les donnees des annees 
2005 et 2006 ont ete utilisees pour tester les modeles de prevision. 
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Figure 2.1 Les apports d'eau aux trois sites de 1954 a 1956 
2.1.1 Traitement preliminaire des donnees 
Les donnees disponibles sont les apports hebdomadaires moyens. Or, dans une annee il 
y a 52 semaines plus 1 ou 2 jours, selon que l'annee est bissextile ou non. Pour pouvoir 
comparer les apports d'une semaine d'une annee donnee a ceux de la meme semaine d'une 
autre annee, il faut enlever le 29 fevrier des annees bissextiles et le dernier jour de l'annee de 
fagon a avoir des annees de 364 jours seulement, et done de 52 semaines. De cette maniere, 
il est possible de bien determiner les caracteristiques des apports dans une semaine donnee 
a partir des donnees de 1'historique. 
2.2 Synchronisation des series 
L'analyse de la crue printaniere est une etape cruciale dans ce travail. Comme il est 
illustre dans la figure (2.2), ou sont superposes les apports hebdomadaires des 55 annees 
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— - Paugan 
1 1 • 
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Figure 2.2 Les apports hebdomadaires superposes a Baskatong de 1950 a 2006 et la moyenne 
hebdomadaire 
printaniere ne debute pas au meme moment d'une annee a Fautre. On constate aussi que 
les maxima des 55 hydrogrammes se trouvent entre les semaines 6 et 18. Comme Halldin [6] 
et Lindell [13], nous emettons l'hypothese que le debut des crues est independant du volume 
des crues. De cette maniere, l'analyse des series hydrologiques se fait en deux etapes. On 
prevoit d'abord le moment du debut de la crue puis l'amplitude de celle-ci. 
Pour prevoir le debut de la crue, Lindell [13] suggere d'enregistrer le debut des crues 
de toutes les annees de l'historique. II definit le debut d'une crue par la valeur de Fapport 
qui depasse un multiple de la moyenne annuelle. II note que ces valeurs sont normalement 
distributes. Quant a Halldin [13], il a developpe une methode qui utilise la temperature 
pour prevoir le debut de la crue. Dans ce memoire, nous supposons que le debut de la crue 
est connu. 
Une fois le debut de la crue fixe, le probleme est de prevoir le volume d'eau de cette 
crue. Pour Fobtenir, il faut transformer les series de maniere a obtenir un hydrogramme de 
base. On definit un hydrogramme de base comme un hydrogramme reference des apports 
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naturels moyens a un certain site de prevision (Merleau et al. [16]). Reference signifie que 
l'hydrogramme de base reproduit les caracteristiques moyennes des hydrogrammes histo-
riques. Parmi ces caracteristiques, Merleau et al. [16] mentionnent la forme de la crue, sa 
pointe (son maximum) ainsi que les volumes de crues. D'un point de vue pratique, on definit 
rhydrogramme de base comme la moyenne des hydrogrammes historiques synchronises. 
Cette section decrit deux methodes de synchronisation des series. La premiere, develop-
pee par Halldin [6], deplace les series de maniere a ce que la forme en cloche de la crue 
arrive approximativement au meme moment pour toutes les series historiques. La seconde, 
developpee par Merleau et al. [16], synchronise mais selon le maximum de la crue plutot 
que selon sa forme. 
2 .2 .1 P r e m i e r e m e t h o d e 
Dans cette premiere methode, on cherche a synchroniser les crues en deplacant les 
courbes d'apports de chacune des annees de maniere a faire superposer les crues. II s'agit 
d'effectuer une transformation du temps t pour que la crue de chacune des annees arrive 
plus ou moins au meme moment. Halldin [6] a utilise la methode proposee par Ramsay et 
Silverman [17]. 
Soit hydsn(t) l'hydrogramme de Fannee n ou n = 1 , . . . , JV, et hyd^(t) la courbe issue de 




ou hn(t) le temps transforme (appele aussi temps synchrone). Un cas particulier est de 
choisir une transformation lineaire du temps h^(t) = t + 6„ ou 5^ est le parametre de 
decalage de Fannee n et du site s. Le probleme consiste a trouver le parametre de decalage 
5„ qui permet de minimiser la difference entre un hydrogramme de reference hydsreJt), 
dont la forme et l'amplitude sont connues, et l'hydrogrammes hydsn{t). 
52 2 
min £ (hydsn(t + S
a
n) - %d? e / ( t ) ) Vn = 1 , . . . , N (2.2) 
n t= i 
Comme la forme de la crue n'est pas connue, on doit proceder iterativement. L'hydro-




s(t) = - £ W ) Vt (2.3) 
n=l 
Ainsi a la premiere iteration, les parametres de decalage 5^ pour les Â  annees sont calcules 
avec l'equation (2.2) et les n hydrogrammes hyd„(t + <5*) sont decales ou synchronises pour 
devenir hyd^(t). A l'iteration suivante, l'hydrogramme de reference devient la moyenne 
des hydrogrammes synchronises hydffi), ce qui permet de calculer les nouveaux <5*. On 
procede ainsi jusqu'a ce que les <5* soient tous nuls. L'algorithme peut etre resume comme 
suit : 
l: Calculer la courbe moyenne hmoys(t) = jj J2n=i %^n(*) P
o u r tout t. 
2: si <5* ^ 0 pour au moins un n ou n = 1 , . . . , N alors 
3: pour n = 1 , . . . , N annees dans l'historique ; 
4: 5sn = argminiY^l^hyd^t + 5^)
s - hmoys{t))2} et 6% € Z 
5: hy^dl(t) = hydsn(t + 5
s
n) 
6: Recalculer la moyenne hmoys(t) = -^ 5Zn = 1 hyd
s
n{t) pour tout t 
Generalement, quelques iterations sumsent pour que cet algorithme converge. Cette 
procedure est souvent appelee analyse procusteenne (Ramsay et Silverman [17]). 
Halldin [6] propose de synchroniser les apports de tous les sites en meme temps. La 




s= l n=l 
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Puisque les apports aux trois sites sont tres differents (figure 2.1), Fechelle des apports a 
ete modifiee pour que ceux-ci varient entre 0 et 100. 
On peut montrer que l'estimation de <5*, pour n donne, dans F equation (2.2) est la valeur 
qui maximise la correlation entre hmoys(t) et hydsn{t). En d'autres termes, cela consiste 
a calculer la fonction de correlation entre hmoys(t) et hydsn{t) et de prendre la valeur qui 
maximise cette fonction comme <$*. Pour resoudre ce probleme, la fonction de correlation 
croisee xcorr de Matlab a ete utilisee. Cette fonction a comme parametres les vecteurs 
hmoys(t) et hyd^(t) et determine c, le vecteur des correlations croisees et lag le vecteur 
des decalages associes a c. On retient pour <5* la valeur du lag pour laquelle la correlation 
croisee c est maximale. 
La figure (2.3) montre les resultats de cette methode. Les apports aux trois sites ont 
ete mis a Fechelle. Le maximum est etabli a 100. A mesure que les iterations augmentent, 
on constate que la moyenne (en trait plein) represente mieux les caracteristiques moyennes 
des volumes d'eau dans une crue. 
2.2.2 Deuxieme methode 
Au lieu de considerer la forme de la courbe d'apports, Merleau et al.[16] proposent de 
considerer Finstant ou l'apport maximal se produit. Soit imox(n) ce* instant pour une annee 
n et un site s et soit r^lax le temps de reference pris comme mediane des tma;r(
n) P°ur toutes 
les annees n, T^nax £ Z. La fonction de synchronisation de cette methode etire le temps au 
debut et le compresse a la fin si le maximum d'apport survient avant T^ax (figure 2.5). Si 
le maximum survient apres, c'est Finverse (figure 2.4). 
Comme pour la methode precedente, on cherche a faire une transformation du temps t. 
On cherche la fonction de transformation du temps h6n{t) qui fera en sorte que la courbe 
d'apport transformee hyd^{t) = hydsn(li
s
n(t)) ait son maximum au temps T^^. 
10 
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Figure 2.3 l€ r(a), 3e(b), 5e et dernier (c) pas de la premiere methode de synchronisation 
pour les trois sites 
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Merleau et al. [16] definissent la fonction de synchronisation h^(t) comme une fonction 
lineaire par partie : 
p P 
K{t) = ]T Lj{t)iDj (t) = £ > , +
 TO^)J^ (*) (2-5) 
3=1 j=l 
ou lDj(t) est une fonction qui indique quand la fonction lineaire Lj(t) est non-nulle. Dj est 
le domaine ou Lj(t) est non-nulle. Les contraintes suivantes doivent etre respectees : 
KM =1 
K{tSmaAn)) = T^ax (2.6) 
< (52) = 52 
Dans ces conditions, P doit etre egal a 2 et les ordonnees a l'origine bj et les pentes rrij se 
calculent comme suit : 
mi = /"7 71 (2J) 
*max\n) 1 
bi = 1 - mi (2.8) 
= _J±f 'max ,2 9) 
5 2 - ^ a x ( n )
 (-J) 
b2 = 5 2 - 5 2 m 2 (2.10) 
En modifiant le temps, la valeur de Fapport associe a la semaine 10 peut se retrouver a 
la semaine 10.6. II faut alors faire une interpolation lineaire pour avoir des valeurs d'apports 
qui se situent sur rechelle du temps t = 1,2,. . . , 52. Sur les figures (2.4) et (2.5) le resultat 
de Finterpolation est represente par une courbe en trait pointille. 
2.2.3 Comparaison des deux methodes 
Avec la premiere methode, les courbes d'apports subissent un deplacement vers la droite 
ou vers la gauche. La forme de la crue reste alors inchangee. Les caracteristiques des don-
nees reelles sont preservees. Ce ne sont que les extremites des courbes qui sont changees. 
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— — apports synchronises 
-
Figure 2.4 Fonction de synchronisation pour l'annee 1950 pour le site de Baskatong et effet 
de la synchronisation sur la fonction des apports 
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Figure 2.5 Fonction de synchronisation pour Fannee 2005 pour le site de Baskatong et effet 
de la synchronisation sur la fonction des apports 
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Figure 2.6 Les hydrogrammes de Paugan avant et apres la synchronisation (2e methode) 
15 
Comme les apports sont a leur plus bas niveau aux extremites, cette transformation ne ge-
nere pas beaucoup d'erreurs. Avec la deuxieme methode les courbes sont contractees puis 
decontractees. La forme de la crue se trouve alors modifiee. La premiere methode est done 
plus appropriee puisqu'elle preserve la forme de la crue. 
Lorsque Ton compare les effets de la synchronisation sur la somme des apports annuels 
on trouve que la premiere methode preserve mieux cette somme. En effet, la figure (2.7) 
montre le pourcentage d'erreur cause par les deux methodes de synchronisation pour les 55 
hydrogrammes des trois sites. On constate que la premiere methode est toujours meilleure, 
surtout pour les hydrogrammes des premieres et dernieres annees de l'historique des sites 
Baskatong et Paugan. Dans ces cas-la, la pointe de la crue arrive soit tres tot dans l'annee 
(semaine 6) soit tres tard (semaine 18). Avec la methode de Merleau et al. [16], la forme 
de la crue est alors deformee de maniere importante. II s'en suit que l'erreur relative est 
souvent importante et peut meme atteindre 15%. 
2.3 Modelisation temporelle 
2.3.1 M o d e l e s P A R ( p ) 
La modelisation PAR {Periodic-Auto-Regressive) est la methode privilegiee par les in-
genieurs d'Hydro-Quebec pour modeliser la correlation temporelle. D'ailleurs, Halldin [6] a 
opte pour cette methode apres en avoir essaye plusieurs autres. 
Soit APPf un vecteur de taille N tel que chaque element appf represente l'apport dans 
la semainte t de l'annee n au site s. 
APPt
s = {appl1,...,applN} (2.11) 
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Figure 2.7 Erreur relative causee par les deux methodes de synchronisation. 
des semaines t — j oil j = 1 , . . . , p. Nous avons : 
APPl = $ j t + J2 4>
aj,tAPPt-j + Rl (2-12) 
. 7 = 1 
oil les parametres <jfit sont des constantes a determiner et Rf le vecteur des residus de la 
semaine t au site s. Ainsi, nous n'avons pas un seul modele pour toute l'annee mais un 
modele pour chaque semaine. 
En plus de verifier la validite du modele de regression lineaire par le test de Fisher, le 
test de Student est utilise pour valider chacun des parametres ^ t . I l faut tester l'hypothese 
Ho : 4>s-1 = 0 contre Hi : (p
s-1 ^ 0. Si on ne rejette pas HQ on supprime la variable APP^_A 
du modele. L'apport de la semaine t — j n'influence pas de fagon significative l'apport de la 
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semaine t. Le test de Student est un test marginal. Plus precisement, il teste la contribution 
de la feme variable etant donne que toutes les autres variables % ^ j sont dans le modele. 
Pour decider du nombre p de semaines a utiliser dans la regression, l'erreur quadratique 
moyenne (EQM) a ete observee. Tant qu'il y a une diminution significative de cette erreur 
le nombre de variables est augmente. A aucun moment, l'erreur n'a cesse de diminuer. 
Toutefois, lorsque p est tres grand la valeur de plusieurs parametres 0j t sont insignifiants. 
Apres plusieurs essais et par souci de parcimonie nous avons finalement opte pour un modele 
a deux variables. Dans la majorite des cas, les variables ont un effet significatif. Les resultats 
sont presentes a l'annexe (A.l). Les parametres (j)s,t considered statistiquement nuls sont en 
gras. Les apports APP^_, associes a ces parametres sont done exclus du modele. 
2.4 Modelisation spatiale 
En plus de modeliser la dependance temporelle des series, la dependance entre les series 
aux sites avoisinants doit etre prise en compte (Salas, Delleur, Yevjevich et Lane [18]). 
Vitoriano, Cerisola et Ramos [21] utilisent la regression lineaire pour modeliser la de-
pendance entre les apports aux differents sites. Halldin [6], tout comme Dupacova, Consigli 
et Wallace [1], proposent d'utiliser l'analyse en composantes principales pour expliquer la 
dependance spatiale. 
L'analyse en composantes principales, qui est appliquee aux residus Rf des S sites, est 
presentee dans la section qui suit. 
2.4.1 Analyse en composantes principales 
L'analyse en composantes principales est utilisee pour reduire le nombre de variables 
aleatoires lorsque celles-ci sont correlees. L'analyse est effectuee sur les residus Rf de la 
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semaine t aux S sites fortement correles entre eux. 
L'analyse en composantes principales (ACP) est une methode mathematique qui trans-
forme un nombre de variables aleatoires mutuellement correlees en un nombre de variables 
aleatoires independantes appellees composantes principales. L'idee est de trouver des com-
binaisons lineaires des variables aleatoires (Rj,... ,Rf). Ces combinaisons lineaires doivent 
toutes etre independantes les unes des autres et exprimer par ordre croissant la variance 
contenue. Ce sont ces combinaisons lineaires, qu'on designe par £*, . . . , £t (Q < S), qui 
sont appelees composantes principales. 
# = bnR] + b2lR
2
t 




La premiere composante principale £/ doit etre choisie de maniere a avoir la plus grande 
variance, la deuxieme composante doit avoir la deuxieme plus grande variance tout en etant 
orthogonale a la premiere, et ainsi de suite . . . 
Dans le cadre de ce travail, la fonction princomp de Matlab a ete utilisee : 
[COEFS, SCORES, VAR] = princomp(R^ R2t,..., R?) 








L^si bs2 ••• bssj 
et SCORES, la nouvelle representation des variables dans le nouvel espace genere par les 
composantes principales : 
SCORES = $ £ . . . Cf ] 
= [Rj Rf ... Rf] COEFS (2.16) 
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puis VAR, un vecteur qui contient les valeurs propres : 
A,1 
(2.17) VAR = 
.AfJ 
ou A{ > • • • > Af > 0. Chaque valeur propre donne la part de la variance expliquee 
par la composante principale correspondante. Le pourcentage explique par £;? est egal a 
j * t . Les dernieres composantes principales qui ne contribuent pas significativement a 
1'explication de la variance sont ignorees. De cette maniere, il est possible de reduire le 
nombre de variables explicatives. 
Nous avons applique l'analyse en composantes principales aux residus des trois series de 
Baskatong, Cabonga et Paugan dans chaque semaine. Le tableau a l'annexe (A.2) presente 
les pourcentages de variance des composantes principales dans chaque semaine. Pour la plus 
part des semaines une composante sufSt pour representer toute la variance contenue dans 
les variables. Dans les autres semaines deux composantes sont necessaires. Le pourcentage 
de variance expliquee par deux composantes principales varie entre 86% et 100%1. 
Ceci nous permet de reduire le nombre de variables : de trois variables correlees a deux 
variables independantes. Meme si la reduction des variables ne semble pas enorme, elle sera 
utile lors de la generation d'arbres de residus. Au lieu de generer trois arbres pour les trois 
sites, il suffira de generer independamment deux arbres de composantes principales qu'il 
faudra recombiner pour obtenir trois arbres de residus correles. 
2.5 Resume 
Ce chapitre a ete consacre a la transformation et la modelisation des donnees. Deux 
methodes de synchronisation ont ete testees. La premiere, proposee par Ramsay et Silver-
man [17], a ete retenue parce qu'elle preserve mieux les series initiales. La modelisation 
1100% est un arrondi a deux decimales pres. 
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Periodic-Auto-Regressive a ete utilisee pour modeliser la dependance teraporelle. Un mo-
dele PAR(2) a ete retenu pour chaque semaine de Pannee et pour chaque site. L'analyse 
en composantes principales a ete choisie pour modeliser la dependance spatiale des resi-
dus des trois sites pour chaque semaine. L'analyse en composantes principales permet de 
transformer les residus mutuellement correles en des variables independantes. Ces variables 
independantes representent la partie aleatoire des apports qui doivent etre generes. Pour 
ce faire, nous verrons dans le prochain chapitre des methodes de generation d'arbres de 
scenarios. 
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CHAPITRE 3 : GENERATION D'ARBRES DE 
SCENARIOS 
Un arbre de scenarios est une maniere de representer un processus stochastique discret, 
et plus precisement les valeurs que peuvent prendre une variable aleatoire discrete, dans le 
temps. Dans ce memoire, les valeurs possibles des apports aux sites Baskatong, Cabonga 
et Paugan pour un horizon de trois ou quatre periodes, sont representees par un arbre de 
scenarios. 
II existe plusieurs approches pour generer des arbres de scenarios. Celles-ci sont decrites 
dans Particle de Gulpinar, Rustem et Settergren [5]. La classification de ces auteurs est 
utilisee dans ce chapitre. Une distinction est faite entre les methodes d'optimisation, telle 
que la methode des moments, et les methodes de simulations. Ces dernieres sont decrites 
par Dupacova, Consigli et Wallace [1]. 
La methode des moments consiste a generer un arbre d'apports qui minimise les diffe-
rences entre les moments de l'arbre et ceux de l'historique. Elle peut etre utilisee de fagon 
globale, qui determine les apports pour toutes les periodes de l'arbre en meme temps, ou 
de maniere sequentielle qui determine les apports d'une periode a la fois. On trouve dans 
Vitoriano, Cerisola et Ramos [21] les details de l'approche sequentielle. 
Par ailleurs, la methode des simulations consiste a generer tout d'abord un tres grand 
nombre de branches. Ensuite, a Faide des techniques de reduction, un arbre equivalent 
(avec moins de branches) est construit. Pour generer un grand nombre de branches, H0y-
land, Kaut et Wallace [10] recommandent la transformation cubique. Celle-ci permet de 
generer un grand nombre de valeurs qui reproduisent les quatre premiers moments d'une 
variable aleatoire. Heitsch et Romisch [7] et Dupacova, Growe-Kuska et Romisch [2] ont 
developpe des outils mathematiques et des algorithmes pour reduire le nombre de branches 
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dans les arbres de scenarios. SCENRED 2.0 est d'ailleurs un outil developpe par Heitsch . 
Notons que Giilpinar, Rustem et Settergren [5] proposent des methodes hybrides qui uti-
lisent l'optimisation et la simulation pour generer un arbre. 
Outre ces approehes sophistiquees, il existe des approches plus faciles et plus directes 
pour generer des arbres de scenarios. Dupacova, Consigli et Wallace [1] decrivent une me-
thode qui construit les arbres a partir des series historiques auxquelles sont assignees 
des probabilites. Lindell [13] presente dans son memoire les arbres de Romisch qui sont 
construits directement a partir de la moyenne et de la variance des donnees historiques. 
Les methodes citees ci-dessus sont utilisees pour generer des arbres unidimensionnels, 
c'est-a-dire ayant une seule variable aleatoire. Pour la construction d'arbres multidimension-
nels, Halldin [6] propose de generer des arbres unidimensionnels de composantes principales 
et de les recombiner pour obtenir des arbres multidimensionnels de residus. rfeyland, Kaut 
et Wallace [10] proposent une heuristique basee sur la decomposition de Choleksy et la 
transformation cubique pour generer des nombres aleatoires pour des variables mutuelle-
ment correlees. 
La premiere section de ce chapitre est consacree a la definition d'un arbre de scenarios. 
Les methodes de construction d'arbres unidimensionnels et plus specifiquement la methode 
des moments et les methodes de simulations sont decrites dans la deuxieme section. La 
procedure de construction d'arbres multidimensionnels est presentee a la troisieme section. 
La methode de H0yland, Kaut et Wallace [10] y est entre autres presentee. La derniere 
section est dediee a la description et a la discussion des resultats. 
3.1 Definition d'un arbre de scenarios 
Un scenario designe ici une sequence d'apports hebdomadaires pour un horizon donne. 
Lorsqu'il n'y a qu'un scenario, le probleme de gestion des reservoirs est deterministe. Lors-
1 www.math.hu-berlin.de/ heitsch/ 
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qu'il y a u n grand nombre de scenarios, le probleme est stochastique et un arbre de scenarios 
est utilise pour representer la stochasticite des apports. 
Chaque periode de l'arbre represente un pas de temps de l'horizon. Chaque nceud (sauf 
le premier nceud de l'arbre) a un unique ancetre qui appartient a la periode precedente. 
Chaque nceud a un ensemble de successeurs. II y a generalement une structure de depen-
dance dans le temps : ce qui arrive dans une periode est fonction de ce qui est arrive dans 
la periode precedente, quoiqu'il est possible d'avoir un arbre sans structure de dependance 
(Dupacova, Consigli et Wallace [1]). 
Les arbres peuvent, ou pas, avoir le meme nombre de successeurs a chaque nceud. Le 
pas de temps associe a chaque periode peut etre tres court au debut (jour, semaine) et plus 
long a la fin (mois, trimestre). Le nombre de branches peut aussi varier selon la periode 
considered : beaucoup de branches aux premieres periodes et moins a la fin de l'horizon. Le 
nombre de branches peut aussi varier dans la meme periode selon les scenarios. 
3.2 Construction d'arbres unidimensionnels 
Dans cette section, les methodes de construction d'arbres unidimensionnels, c'est-a-dire 
ayant une seule variable, sont decrites. Ces methodes sont utilisees pour generer des arbres 
de composantes principales £*. 
3.2.1 M e t h o d e d e s m o m e n t s 
La methode des moments permet de generer un petit nombre de realisations (les branches 
de l'arbre) d'une variable aleatoire dont on connait certaines proprietes statistiques. On 
cherche a minimiser les differences entre les proprietes des realisations aleatoires et les pro-
prietes de la variable £f. On choisit comme proprietes les quatre premiers moments, soient 
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Pesperance mathematique, la variance, l'asymetrie et le kurtosis (mesure de l'applatisse-
ment ou des pics de la distribution par rapport a une distribution normale). 
3.2.1.1 Approche sequentielle 
L'approche sequentielle de la methode des moments est decrite dans l'article de Vito-
riano, Cerisola et Ramos [21]. Dans ce travail, cette approche a ete utilisee pour generer 
des valeurs des composantes principales £f. Le probleme d'optimisation est resolu a chaque 
periode de l'arbre et consiste a : 
4 




sujet a 52Pj = l 
Pj>Q j = l,...,n [ ' ' 
n 
oil m\ = Yl xjPj 
n 
mk= Y, (
xj ~ mi)kPj k = 2,3,4 
i= i 
Mk et mk ou k = 1,2,3,4, sont les quatre premiers moments de ££ et des valeurs generees 
X = { x i , . . . , x n } et wk est le poids (importance relative) qu'on desire dormer a la k
e 
propriete. Pour enlever l'effet de l'ordre de grandeur des quatre moments, on definit wk = 
* k 
Le probleme est non-lineaire et generalement non-convexe. Pour un meme probleme, 
plusieurs solutions existent. Dans notre cas, un minimum local est suffisant. Lorsque Ton 
obtient une valeur de l'objectif proche ou egale a zero on peut deduire que Fobjectif est 
atteint puisque les valeurs qui ont ete generees ont les memes proprietes statistiques que 
celles de la variable originale. Si on ne reussit pas a obtenir une correspondance parfaite, 
cela peut vouloir dire que le probleme est non realisable (les proprietes statistiques ne sont 
pas coherentes). Dans ce cas, on peut faire varier les poids w'k et rechercher une solution 
approximative (Dupacova, Consigli et Wallace [1]). 
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Le probleme (3.1) a ete solutionne avec la fonction fmincon de Matlab qui trouve 
un minimum local a un probleme avec contraintes. Le probleme consiste a trouver les 
valeurs de Xj et pj, pour j = 1 , . . . , n, qui solutionne le probleme (3.1). La solution initiate 
{xito,... ,xnfl} fournie a l'algorithme sont des nombres pris au hasard compris entre les 
valeurs minimale et maximale de £*. Les valeurs pj$, pour j — 1 , . . . ,n, sont initialisees 
comme etant equiprobables et fixees egale a y. 
L'algorithme fmincon s'arrete lorsqu'un minimum local est trouve ou lorsque le nombre 
d'iterations maximales est atteint. Lorsque le nombre maximum d'iterations est atteint 
l'algorithme est reinitialise avec de nouvelles valeurs Xjto- La procedure est repetee jusqu'a 
ce que la valeur de la fonction objectif soit inferieure a un seuil fixe tol ou que le nombre 
de reinitialisations soit egal a dix. En pratique, l'algorithme converge generalement apres 
3 a 5 initialisations. La valeur de tol a ete fixee a 0,01. 
En choisissant de donner le meme poids w'k a tous les moments et de generer cinq 
realisations (n = 5) pour chacune des composantes principales £\ et £#, pour t = 10 , . . . , 17, 
qui represente la periode de crue, la methode donne de bons resultats. Si Ton compare les 
moments cibles Mk et les moments des valeurs generes mu on constate que Perreur relative 
M ^ m * est tres faible et qu'elle est en moyenne inferieure a 1% (voir tableaux 3.1 et 3.2). 
3.2.1.2 Approche globale 
Contrairement a 1'approche sequentielle, l'approche globale considere tous les nceuds de 
l'arbre de scenarios en meme temps. Selon Giilpinar, Rustem et Settergren [5], un arbre de 
scenarios genere avec l'approche globale est plus realiste qu'un arbre genere avec l'approche 
sequentielle. De plus, selon eux l'approche sequentielle echoue souvent a construire un arbre 
qui soit globalement optimal. 
Le probleme de l'approche globale reside dans l'implementation. En plus du nombre 
de variables et du nombre de proprietes statistiques qui sont multipliees par le nombre 
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de periodes considerees, il faut ajouter au probleme (3.1) les contraintes de correlation 
entre les periodes. De plus, le degre de non-convexite augmente avec le nombre de variables 
et le nombre de contraintes. Par consequent, meme si cette approche semble plus solide 
theoriquement, elle requiert un tres grand effort dans la programmation et est de loin la 
methode la plus lente. Selon Giilpinar, Rustem et Settergren [5], les resultats obtenus par 
Papproche globale ne semblent pas justifier tout l'effort et tout le temps fourni. 
3.2.2 M e t h o d e b a s e e su r les s i m u l a t i o n s 
Comme dans la methode des moments, on cherche a generer des realisations aleatoires 
qui reproduisent les caracteristiques statistiques de la variable £f. En revanche, on simule 
dans ce cas un grand nombre de realisations aleatoires qui sont ensuite classifies pour en 
reduire le nombre. 
II existe deux approches de simulation : l'approche parallele et l'approche sequentielle 
(Giilpinar, Rustem et Settergren [5]). Celles-ci sont decrites ci-dessous de meme que la 
transformation cubique qui permet de simuler un grand nombre de realisations aleatoires 
d'une variable dont les quatre premiers moments sont connus. Finalement, les methodes 
qui permettent de reduire le nombre de branches de l'arbre, et plus precisement la methode 
SCENRED 2.0 de Romisch et la classification non-hierarchique, sont presentees. 
3.2.2.1 Simulations en parallele 
La methode parallele commence par simuler un eventail de scenarios, ou d'un ensemble 
de chemins (Kaut et Wallace [11]), pour l'horizon etudie. Par la suite, une classification est 
appliquee pour construire un arbre de scenarios. 
Comme montre dans la figure (3.1), la classification des scenarios est d'abord appliquee 
a la premiere periode. Les apports de la premiere periode sont groupes dans differentes 
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Figure 3.1 Simulation parallele 
classes selon leurs valeurs. Chaque classe de scenarios est remplacee par la valeur de son 
centroi'de qui peut etre la moyenne, la mediane ou le centre de gravite des donnees. Ces 
classes de scenarios creees a la premiere periode sont a leur tour divisees en sous-classes 
selon les valeurs des apports a la periode suivante et ainsi de suite... II est important que 
la classe creee contienne suffisamment de scenarios pour qu'elle puisse toujours etre divisee 
en sous-classes dans les periodes suivantes. On appelle cette procedure forward method. 
Quand la reduction de l'arbre commence a la fin de l'horizon et precede a rebours pour se 
terminer au nceud initial, on l'appelle backward method (Heitsch et Romisch [8]). 
3.2.2.2 Simulations sequentielles 
Contrairement a la methode precedente, ou toutes les periodes etaient simulees en meme 
temps, la methode sequentielle2(voir figure (3.2)) simule d'abord pour une periode, puis ces 
simulations sont organisees en classes qui sont remplacees par leur centroi'de. A partir de 
chaque centroi'de on effectue d'autres simulations pour la periode suivante et on classe de 
nouveau ces simulations, ainsi de suite jusqu'a la fin de Fhorizon. 
Comme seul le centroide est garde en memoire et que les autres scenarios (les plus 
extremes) sont supprimes ceci donne des arbres plus homogenes (Giilpinar, Rustem et 
2Cette methode est appelee sequential sampling algorithm par Dupacova, Growe-Kuska et Romisch [2] 
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Figure 3.2 Simulation sequentielle 
Settergren [5]). Puisqu'il n'est pas necessaire de garder en memoire tous les scenarios, cette 
methode requiert generalement moins d'espace memoire que la methode des simulations en 
par allele. 
Dans un meme arbre, il est possible d'utiliser les simulations paralleles et sequentielles 
a la fois. Par exemple, on peut d'abord utiliser la methode parallele et faire le classement. 
Puis quand les classes deviennent trop petites relancer les simulations. 
3.2.2.3 Transformation cubique 
H0yland, Kaut et Wallace [10] ont utilise la transformation cubique pour generer des 
realisations aleatoires a partir d'une distribution definie par ses quatre premiers moments. 
Soit X, un vecteur de nombres generes aleatoirement (au moyen d'un generateur de nombre 
aleatoires) dont la distribution est quelconque3 et Y, un vecteur de nombres aleatoires dont 
la distribution est definie par ses quatre premiers moments E(Yk) — M\- pour k — 1 , . . . , 4. 
Au moyen d'une transformation cubique, il est possible d'obtenir Y en fonction de X : 
Y = a + bX + cX2 + dXz (3.2) 
ou a, b, c, d sont les parametres a determiner. 
3H0yland, Kaut et Wallace [10] ont generalise les travaux de Fleishman [4] qui presente cette methode 
mais avec X ayant une distribution normale 
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On peut developper l'equation (3.2) et ecrire E{Yk) en fonction de E(Xk), k — 1 , . . . , 12 
et de a, b, c, d : 
E[Y] = a + bE[X] + cE[X2} + dE[X3} 
E[Y2} = a2 + 2abE[X] + (2ac + b2)E[X2} + (2ad 4- 2bc)E[X3} 
+ {2bd + c2)E[X4] + 2cdE[X5} + d2E[X6} 
E[Y3} = a3 + Za2bE\X) + (3a2c + 3ab2)E[X2} + (3a2d + 6abc + b3)E[X3] 
+ (a(6bd + 3c2) + 'ib2c)E{X4} + {6acd + 3b2d + 3bc2)E{X5} 
+ (3ad2 + 6bcd + c3)E[X&) + (36d2 + ?>c2d)E[X7] 
+ 3cd2E[Xs] + d3E[X9} (3.3) 
E[YA] = a4 + 4a3bE[X] + (4a3c + 6a2b2)E[X2} 
+ (4a3d + 12a2bc + 4ab3)E[X3} 
+ (a2(12bd + 6c2) + 12a&2c + b4)E[XA] 
+ (12a2cd + a(12fe2<i + 126c2) + 4b3c)E[X5] 
+ (3a2d2 + a(24bcd + 4c3) 4- 4b3d + 6b2c2)E[X6} 
+ (a{12bd2 + \2c2d) + 12b2cd + 4bc3)E[X7} 
+ {\2acd2 + 6b2d2 + 12bc2d + c4)E[X8} 
+ (4ad3 + \2bcd2 + 4c3d)E[X9) 
+ (4bd3 + 6c2d2)E[Xw] + 4cd3E[Xn} + d4E[X12} 
II suffit de resoudre ce systeme d'equations non-lineaires pour obtenir les valeurs des para-
metres a, b, c, d. 
Autrement dit, pour generer n realisations de la variable aleatoire Y, il faut : 
- Generer n realisations de la variable X. Nous avons utilise la fonction randn de Mat-
lab. 
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- Calculer E[Xk], k = 1 , . . . , 12. 
- Resoudre le systeme d'equations (3.3) avec £"[yfe] = M^ puis determiner les valeurs 
de a, b, c, d. 
- Calculer les valeurs obtenues pour Y avec (3.2). 
La fonction f solve de Matlab a ete utilisee pour trouver les racines d'un systeme d'equa-
tions non-lineaires. Les valeurs initiales a,b,c,d fournies a f solve sont designees par ao, bo, 
co et do et sont des nombres generes aleatoirement par une loi uniforme(O.l). 
L'algorithme f solve s'arrete lorsqu'un minimum local est trouve ou lorsque le nombre 
d'iterations maximales est atteint (fixe a 10 fois la valeur par defaut de Matlab). Si l'algo-
rithme converge vers un minimum local qui n'est pas une racine, on recommence avec de 
nouvelles valeurs de [ao,fro,co,do]-
En pratique, l'algorithme echoue souvent a trouver les racines du systeme d'equations 
non-lineaires (equation (3.3)) mais une solution approximative ou on approche les valeurs 
cibles Mfc, k = 1 , . . . , 4 suffit. On prend alors la solution la plus proche de la racine. De 
plus, pour enlever l'effet de l'ordre de grandeur des quatre moments, M& — E((a + bX + 
cX2 + dXz)k) est divisee par M | . 
La transformation cubique a ete utilisee pour simuler des composantes principales (voir 
tableaux 3.3 et 3.4). La methode a ete evaluee en comparant les moments cibles M^ et les 
moments des nombres generes m^ = E(Yh). Cette methode donne de bons resultats mais 
elle est moins precise que la methode des moments. L'erreur relative est en moyenne de 9% 
et l'erreur maximale de 28%. 
3.2.2.4 Classification non-hierarchiques des scenarios 
Puisqu'il y a un grand nombre de donnees a classer, les methodes de classification non-
hierarchiques ont ete choisies. Ces methodes supposent que le nombre de classes k est connu 
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Tableau 3.4 Erreurs sur les moments de £f









































































































































































a priori. La plupart des algorithmes de classification non-hierarchiques se distinguent par la 
maniere d'identifier les centroi'des des classes et par la maniere de reassigner les observations. 
Void quelques methodes employees pour obtenir les centroi'des initiaux de k classes 
(tirees de Sharma [19]) : 
1. Selectionner les k premieres observations. 
2. Selectionner de fagon aleatoire k observations. 
3. Selectionner la premiere observation comme le centroi'de de la premiere classe. Se-
lectionner un deuxieme centroi'de de maniere a ce que la distance qui le separe du 
premier ne depasse pas une certaine valeur (etablie par l'utilisateur), et ainsi de suite 
4. Utiliser une heuristique qui permet d'identifier k centroi'des qui soient le plus eloignes 
possible. 
5. Utiliser des centroi'des fournis par l'utilisateur 
Les methodes pour reassigner les observations dans les classes se distinguent par leur 
maniere de mettre a jour les centroi'des. Deux techniques sont decrites dans la litterature : 
Mise a jour par lot : Appelee en anglais batch update elle consiste a reassigner chaque 
observation au centroi'de le plus proche. Une fois que toutes les observations ont ete as-
signees, on recalcule les nouveaux centroi'des puis on reassigne toutes les observations 
aux nouveaux centroi'des, et ainsi de suite... 
Mise a jour au-fur-et-a-mesure : Appelee en anglais online update elle consiste a ac-
tualiser les centroi'des au fur et a mesure que les observations sont reassignees. 
La fonction km.eans de Matlab a ete utilisee pour effectuer le classement. Cette fonction 
permet de minimiser la distance totale de chaque observation au centroi'de de la classe 
auquelle il appartient. La fonction kmeans utilise la mise a jour par lot et la mise a jour au-
fur-et-a-mesure l'une a la suite de l'autre. La premiere etape permet d'identifier rapidement 
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mais approximativement les centroi'des. La seconde etape permet de raffiner la solution. 
Matlab garantit que kmeans converge au moins vers un minimum local. La distance utilisee 
est la distance euclidienne et les centroi'des initiaux sont choisis au hasard (options par 
defaut de la fonction kmeans). 
Des contraintes supplementaires peuvent etre ajoutees pour raffiner la creation des 
classes. On peut exiger, par exemple, un nombre d'observations maximal et minimal par 
classe ou fixer le rapport entre la plus grande et la plus petite classe. Plus les contraintes 
sont severes, plus le temps de resolution est grand. II s'agit de trouver un equilibre entre 
la rapidite d'execution du programme et la qualite de la solution. Dans ce travail, aucune 
contrainte supplement aire n'a ete ajoutee. La fonction kmeans de Matlab a ete utilisee et 
le nombre de classes a ete fixe egal a 5. 
3.2.2.5 Le logiciel SCENRED 2.0 
L'autre methode de reduction d'arbres qui a ete utilisee dans le cadre de ce travail a 
ete developpee par Heitsch4. Ses recherches ont conduit a l'elaboration d'un logiciel nomine 
SCENRED. Celui-ci traite de deux types d'arbres TREE et FAN. Pour le type TREE, 
il faut defmir dans le fichier d'entree le nombre de nceuds de l'arbre et le nombre de 
variables a chaque nceud. Chaque nceud est decrit par son predecesseur, sa probabilite et 
les valeurs des variables aleatoires. Pour le type FAN (eventail de scenarios), il faut definir 
le nombre de periodes de l'arbre, le nombre de scenarios (nombre de branches) et le nombre 
de variables a chaque noeud (les apports aux trois sites). Dans le fichier d'entree, il faut 
donner la probabilite associee a chaque scenario ainsi que les valeurs des variables aleatoires 
a chaque periode. Le programme SCENRED 2.0 offre deux possibilites : soit de construire 
ou de reduire un arbre. La construction peut s'appliquer uniquement aux arbres de type 
FAN alors que la reduction s'applique aux deux types d'arbres. Le programme offre le 
choix entre la methode forward et backward. De plus, il faut determiner le pourcentage de 
reduction desire (0 < p < 1) et la norme de reduction (Maximum, LI, L2). 
'www.math.hu-berlin.de/ heitsch/ 
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3.2.3 Methodes hybrides 
D'autres manieres de construire des arbres existent. Les methodes hybrides combinent les 
principales idees de Foptimisation et celles de la simulation. Giilpinar, Rustem et Settergren 
[5] proposent de generer les apports d'eau par des simulations puis d'utiliser l'optimisation 
pour calculer les probabilites associees. Lindell [13] suggere aussi une methode hybride ou a 
chaque noeud des simulations sont lancees pour la periode suivante. La moyenne et l'ecart-
type de ces simulations sont calculees et un (sous-)arbre, compose de moins de branches mais 
qui a les memes caracteristiques statistiques des simulations, est trouve. Aucune methode 
hybride n'a ete programm.ee dans le cadre de ce travail. 
3.3 Construction d'arbres multidimensionnels 
Dans cette section, la construction d'arbres multidimensionnels, c'est-a-dire ayant plu-
sieurs variables mutuellement correlees, est presentee. Plusieurs approches existent. Vi-
toriano, Cerisola et Ramos [21] suggerent de construire un premier arbre puis d'utiliser 
celui-ci pour construire les autres arbres par regression lineaire. Une forte correlation doit 
exister entre les differents arbres. Giilpinar, Rustem et Settergren [5] suggerent d'ajouter 
au probleme d'optimisation (3.1) des contraintes pour modeliser la correlation. Halldin 
[6] propose de construire des arbres unidimensionnels de composantes principales puis de 
les recombiner pour obtenir des arbres multidimensionnels. Finalement, H0yland, Kaut et 
Wallace [10] proposent une heuristique, basee sur la decomposition de Cholesky, qui permet 
de construire un arbre multidimensionnel. Dans ce memoire, seulement ces deux dernieres 
methodes sont considerees. Tout d'abord, la procedure de recombinaison des arbres de com-
posantes principales est decrite. Ensuite, l'approche de H0yland, Kaut et Wallace [10] est 
presentee. 
Les residus Rf, pour t = 1, 2, 3 , . . . , 52, issus de la modelisation PAR(2) sont indepen-
dants des residus des semaines passees ou futures. Ceci permet de generer d'abord un arbre 
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de residus avec un horizon de plusieurs semaines sans structure de dependance, puis avec 
le modele PAR(2), defini au chapitre 2, de calculer les valeurs des apports a la periode t : 
APPf = 4>s0,t + <K,taPPi-i + <l>2,t
aPPt-2 + Rt* (3-4) 
oil a,ppf_1 et appf_2 sont les valeurs generees ou reelles des apports dans les deux periodes 
precedentes, Rf le vecteur des residus generes et APP^* le vecteur des apports generes. 
Figure 3.3 Construction de l'arbre d'apports a partir des residus 
3.3.1 Recombinaison des composantes principales 
Dans cette section, la procedure de construction d'arbres de residus mutuellement cor-
reles a partir des arbres independants de composantes principales (generes par la methode 
des moments, la methode de simulation parallele ou la methode de simulation sequentielle) 
sera presentee. Mais avant de donner les algorithmes qui ont ete implantes, voici comment 
deduire les residus a partir des composantes principales. Nous savons du chapitre 2 que : 
fe1 & ... £f] = [R} R^ ... Rf]COEFS 
Ce qui peut aussi s'ecrire : 
fe1 C? ••• £?] • (COEFSf = [R\ R\ ... Rf]COEFS-(COEFS)T 
puisque COEFS • (COEFS)T = I (contrainte d'orthogonalite), il est possible de recons-
truire les residus Rj,R^,... ,Rf a partir des composantes principales £t\ Cn • • • >£f • 
[R\ R\ . . . R?] = [$ $ . . . if}- {COEFSf (3.5) 
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On peut aussi les approximer en utilisant seulement les Q premieres composantes : 
[R] Ri ... R?]^[t;l £ ••• g] • (COEFS(l : Q)f (3.6) 
3.3.1.1 Methode des moments 
L'algorithme qui permet de construire l'arbre d'apports en utilisant la methode des 
moments procede comme suit : 
1: pour t = tdebut a tfin ; 
2: Faire Fanalyse en composantes principales (ACP) des residus Rl,R^,...,Rf (voir 
section 2.4.1) pour obtenir £* ou s — 1 , . . . , Q et Q < S. 
3: pour s = 1,... ,Q ; 
4: Calculer les moments Mk de £*, ou fc = 1,2,3,4. 
5: Generer par la methode des moments £** des realisations aleatoires qui ont les 
memes moments Mk-
6: Calculer Rf* a partir de f̂* (equation 3.6). 
7: Construire l'arbre des residus. 
8: Construire l'arbre d'apports (equation (3.4)) 
Les resultats obtenus par cette procedure sont presentes a l'annexe (A.3). La validation 
des resultats s'appuie sur la comparaison des moments Mk des residus Rf et des moments 
pour le site Baskatong est tres faible rrik des residus generes Rf*. L'erreur relative —AT^H 
et plus precisement inferieure a 6% pour les quatre moments. Pour Cabonga, l'erreur relative 
est generalement superieure a 50% et atteint parfois les 100%. Ce resultat ne surprend pas 
puisque les apports a Cabonga sont tres faibles par rapport aux apports des autres sites et 
peuvent etre consideres comme du bruit. Pour le site Paugan, la moyenne et la variance sont 
bien reproduites mais le troisieme et quatrieme moment ont une erreur relative moyenne 
de 18% et 7%. 
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Quant a la correlation qui existe entre les residus Rf, nous l'avons evaluee en calculant 
la statistique RMSE (Root Mean Squared Error) qui est la racine carree de la moyenne des 
carres de la difference entre chacun des elements de la matrice CORRt et CORR*. Selon 
cette statistique, Ferreur est en moyenne de 23%. Le tableau des resultats a l'annexe (A.3) 
qui presente les matrices de correlations CORRt et CORRl revele que c'est principalement 
la correlation entre les residus de Baskatong et Paugan qui est reproduite adequatement. 
3.3.1.2 Methode de simulation parallele 
L'algorithme qui permet de construire l'arbre d'apports en utilisant la methode de si-
mulation parallele precede comme suit : 
1: pour t = tdebut a tfin ; 
2: Faire l'ACP des residus R^,R^,... ,Rf (voir section 2.4.1) pour obtenir £t
s o i l s = 
l,...,QetQ<S. 
3: pour s = 1 , . . . ,Q ; 
4-. Calculer les moments Mfe de ££ ou k = 1,2,3,4 . 
5: Utiliser la transformation cubique pour simuler un grand nombre de realisations 
aleatoires £f* qui ont les memes moments M*. 
6: Piger au hasard n realisations parmi chacune des £**. 
7: Calculer Rf* a partir de £!* (equation 3.6). 
8: Construire l'eventail de scenarios de residus. 
9: Construire l'eventail de scenarios d'apports (equation (3.4)). 
10: Utiliser SCENRED 2.0 pour reduire l'eventail de scenarios en arbre de scenarios. 
On ne peut pas evaluer la methode simulation parallele comme les methodes precedentes 
puisque son but n'est pas de reproduire les moments cibles. Plus loin dans la discussion 
une evaluation qualitative de l'arbre d'apports sera effectuee. 
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3.3.1.3 Methode de simulation sequentielle 
L'algorithme qui permet de construire l'arbre d'apports en utilisant la methode de si-
mulation sequentielle procede comme suit : 
1: pour t = tdebut a tfin ; 
2.- Faire l'ACP des residus Rl,R^,...,Rf (voir section 2.4.1) pour obtenir £*, s = 
l , . . . , Q e t Q<S. 
3: pour s — 1,...Q ; 
4: Calculer les moments Mk de £f ou k — 1,2,3,4. 
5: Utiliser la transformation cubique pour simuler un grand nombre de realisations 
aleatoires £** qui ont les memes moments M& que £|. 
6: Calculer i?£* a partir de £t
s*(equation3.6). 
7: Faire A; classes avec les realisations des residus R%*. Identifier chaque centroide et 
attribuer une probabilite selon le nombre d'elements dans chaque classe. 
8: Construire l'arbre de residus 
9: Construire l'arbre d'apports (equation (3.4)). 
A l'annexe (A.4) les moments obtenus des residus Rf*, avant d'effectuer le classement 
(etape 6), sont presentes. Pour le site Baskatong, l'erreur relative est inferieure a 11% et 
est en moyenne de 4%. Pour le site Paugan, la moyenne des erreurs relatives de la moyenne 
et de la variance est faible mais est legerement elevee pour l'asymetrie et le kurtosis (22% 
et 11%). De plus, comme pour la methode des moments les resultats obtenus pour le site 
Cabonga sont insatisfaisants. II en est de meme pour la correlation. Elle a ete reproduite 
avec une erreur moyenne de 23%. D'ailleurs, comme la methode des moments, seulement 
la correlation entre Paugan et Baskatong tend vers les valeurs cibles. 
Finalement, la classification effectuee a l'etape 7 modifie les resultats. La moyenne est 
conservee pour les trois sites, mais la variance, l'asymetrie et le kurtosis ne sont pas preser-
ves pour les sites Paugan et Cabonga. Pour Baskatong, l'erreur relative moyenne est pres 
de 10%, 21% et 40% pour la variance, l'asymetrie et le kurtosis. 
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3.3.2 L'heuristique de H0yland et al. 
H0yland, Kaut et Wallace [10] presentent une heuristique qui genere des variables mu-
tuellement correlees dont ont connait la matrice de correlation et les quatre premiers mo-
ments. Dans le cadre de ce travail il s'agit de CORRt, la matrice de correlation des residus 
des trois sites, et des quatre premiers moments Mjit, k = 1,2,3,4, s = 1 , . . . ,5 de ces 
residus pour chacun des sites. Leur algorithme se resume comme suit : 
1. Generer S variables aleatoires independantes dont les moments correspondent a M | t . 
2. Transformer les S variables aleatoires pour que la matrice de correlation corresponde 
a CORRt- Ceci a pour effet d'alterer la valeur des troisiemes et quatriemes moments 
des S variables. 
3. Suite aux alterations, transformer de nouveau les 5 variables pour obtenir les bons 
moments cibles. 
Si les variables a Fetape 1 sont independantes, cette procedure, qu'on nommera algo-
rithme noyau, est sumsante pour produire des variables avec les moments et la matrice de 
correlation specifiee. L'independance est possible seulement si les realisations des variables 
aleatoires sont infinies et equiprobables. Puisque les realisations sont finies, il faut proceder 
iterativement et essayer d'approcher les specifications des moments et de la matrice de 
correlation, d'ou l'heuristique (H0yland, Kaut et Wallace [10]). 
Cet algorithme utilise la transformation cubique (voir section 3.2.2.3) aux etapes 1 et 3. 
A Fetape 2, il utilise une transformation matricielle, basee sur la decomposition de Cholesky, 
presentee dans la section suivante. 
3.3.2.1 Transformation matricielle 
Le but de cette transformation est de convertir un ensemble de variables aleatoires Xj 
mutuellement independantes en un ensemble de variables Yt mutuellement dependantes, 
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dont la matrice de correlation est CORRt-
Yt = LXt (3.7) 
oil L est la matrice triangulaire qui provient de la decomposition de Cholesky 
CORRt = LLT (3.8) 
Si les S variables aleatoires Xt proviennent de population normales JV(0,1) et sont 
mutuellement independantes, alors les S variables aleatoires Yt = LXf proviennent aussi 
d'une population normale ayant la matrice de correlation CORRt-
On suppose que Xf possede ces proprietes : 
i. E[(Xt)k] existe pour k = 1 , . . . , 4 
ii. E\X?\ = 0 et E[(Xt
s)2} = 1 
iii. les variables aleatoires sont independantes : R = I 
Si Yt = LXj et L provient de la decomposition de Cholesky de CORRt, alors Yt
s possede 
les proprietes suivantes : 
i. E[(Yt
s)k] existe pour k = 1 , . . . , 4 
ii. E[Yt'] = 0 et E[{Y?f] = 1 
iii. Yt
s a une matrice de correlation CORRt = LL
T 
iv. E[(Yt>)'] = YX=1LiE[{Xi)
3] 
v. E[(Y/)*] = E L i (LUEHXi)4] - 3)) + 3 
Les proprietes iv et v ont comme reciproque : 
El(X?f} = ^ ( £ [ ( F t 5 ) V X > ^ [ ( * * ) 3 ] ) (3-9) 
E[(X?)4] = ^lElWft-Z-^LiiEliXift-BJl+S (3.10) 
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Puisque la transformation matricielle s'effectue sur des variables de moyenne nulle et de 
variance egale a 1, il faut centrer et reduire les residus R* : 
Ri-M?, 
Ys = t i,t ( 3 1 1 ) 
ainsi les moments cibles de Yf sont : 
E[Yt°] = 0 E[(Yt')
2} = 1 (3.12) 
MS, A Mf, 
( M | > t ) 5 \
M2,t) 
M l
EKYt)3} = — T 7 T Em)4} = 7 1 7 ^ 2 (3-13) 
3.3.2.2 L'algorithme noyau 
L'algorithme noyau est l'algorithme initial, sans heuristique, que proposent H0yland, 
Kaut et Wallace [10]. II est compose d'une premiere phase de traitement preliminaire des 
donnees (les trois premieres etapes) et d'une seconde de generation des variables (les trois 
dernieres etapes). 
Algorithme 3.1 Algorithme noyau 
l: pour t = tdebat a tfin ; 
2: Specifier les moments cibles Mf. t et la matrice de correlation cible CORRt des residus 
3: Normaliser R t (3.11) et trouver les moments cibles E[(Yt
s)k] de Yt (3.12 & 3.13). 
Calculer L (3.8) et deduire les moments cibles E[(Xf)k] de X t (3.9 & 3.10). 
Generer Xf*, avec les moments cibles E[(Xf)k] pour i = 1 , . . . , S. 
Deduire Y/* : Y t = LXt. 
Calculer les residus Rf* = ^/w^Yf* +M(t. 
A l'etape 1, on transforme les moments cibles pour qu'il soit possible d'utiliser la trans-
formation matricielle. On obtient E[(Yt
s)k] qui sont les moments cibles des residus mutuel-
lement correles centres et reduits. Ensuite on calcule L, la matrice triangulaire qui provient 
de la decomposition de Cholesky et les moments cibles E[(Xf)k] des residus independants. 
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Une fois que ces cibles ont ete identifies, on precede a la generation des variables. D'abord 
on genere de maniere independante les S variables ayant les moments specifies E[(X*)k]. 
Puis a Faide de l'equation (3.7), on transforme les variables de sorte que la matrice de cor-
relation soit egale a CORRt- Finalement la derniere etape permet de passer des variables 
centrees et reduites a des variables dont les specifications correspondent a celles de Ttt. 
3.3.2.3 L'heuristique 
L'algorithme noyau est sufnsant lorsque les variables generees X£*, s = 1 , . . . ,S, sont 
mutuellement independantes. Or selon H0yland, Kaut et Wallace [10], Pindependance n'est 
pas possible puisqu'un nombre fini de realisations aleatoires sont generes. Pour atteindre 
iterativement cette independance, ils proposent une heuristique. Les modifications sont 
apportees aux etapes 4 et 5 de l'algorithme noyau. A Petape 4 on essaie d'atteindre ite-
rativement Pindependance des variables a ex pres, et a Petape 5 on essaie d'atteindre la 
correlation CORRt ^ ey pres. Le detail de ces modifications se trouve a l'annexe (B.l). Les 
auteurs n'ont pu prouver la convergence de l'heuristique. Si l'heuristique echoue a trouver 
une solution appropriee, ils preconisent de repeter l'exercice ou d'augmenter le nombre de 
scenarios. 
Nous avons programme l'heuristique mais la convergence a une solution a ete difficile, 
surtout a Petape 5. La figure (3.4) illustre un exemple ou la statistique RMSE ne converge 
pas d'une iteration a Pautre vers le seuil d'arret ey fixe a 0.01 (en ligne pointillee). 
Par consequent, nous avons decide de ne pas recourir a l'heuristique puisque la solution 
initiale est satisfaisante. Les resultats, obtenus uniquement grace a l'algorithme noyau (3.1), 
sont presentes a l'annexe (A.5). L'erreur relative Mk-mk obtenue par l'algorithme noyau, Mk 
est tres faible pour les trois sites. Elle se situe en moyenne a 4%, 5% et 7% pour Baskatong, 
Paugan et Cabonga. La correlation est aussi tres bien reproduite : la statistique RMSE 
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Figure 3.4 Un exemple du comportement de l'erreur en utilisant l'heuristique 
Apres avoir procede a la classification, on constate une deterioration des resultats qui 
est similaire a la simulation sequentielle. En effet, la moyenne est conservee pour les trois 
sites mais la variance, l'asymetrie et le kurtosis sont alteres pour les sites de Paugan et 
Cabonga. La classification ne semble pas avoir le meme effet sur le site Baskatong : l'erreur 
relative se situe en moyenne autour de 12%, 22% et 43% pour la variance, l'asymetrie et le 
kurtosis. 
3.4 Discussion 
Ce chapitre a tout d'abord porte sur les methodes de generation d'arbres unidimen-
sionnels, c'est-a-dire ayant une seule variable. La methode des moments et la methode des 
simulations, qui utilise la transformation cubique, ont ete utilisees pour generer un arbre 
dont la variable est une composante principale. Ces deux methodes permettent de generer 
des nombres aleatoires qui ont les memes caracteristiques statistiques (les quatre premiers 
moments) que chacune des composantes principales. La methode genere un nombre res-
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treint de valeurs (5 dans ce travail), tandis que la methode des simulations genere un 
nombre plus important de valeurs (environ 100). La methode des moments s'est averee etre 
plus performante car elle reproduit mieux les caracteristiques statistiques. De plus, elle ne 
necessite pas line classification des nombres aleatoires qui deteriore les resultats. 
La deuxieme section du chapitre a ete consacree aux methodes de generation d'arbres 
multidimensionnels, c'est-a-dire ayant plusieurs variables. La premiere approche presentee 
a ete la construction d'arbres de residus a partir de la recombinaison des arbres de com-
posant.es principales generees par la methode des moments ou la methode sequentielle. Les 
resultats obtenus avec les deux methodes sont semblables : en general les residus generes au 
site Baskatong sont les plus fideles a l'historique suivis de pres par les residus du site Pau-
gan. Les residus generes au site Cabonga, obtenus par les deux methodes, ne refletent pas 
l'historique. Ceci n'est pas sans lien avec le fait que les apports de Cabonga sont presque 
considered comme du bruit en comparaison avec les deux autres sites. D'autre part, la 
correlation obtenue par les deux methodes ne traduit pas bien les donnees de l'historique. 
L'analyse en composantes principales a done permis de generer des residus proches de l'his-
torique pour les sites Baskatong et Paugan mais a echoue a reproduire correctement les 
residus du site Cabonga et la correlation entre les residus. 
La methode de H0yland, Kaut et Wallace [10] a ete capable de resoudre ce probleme : 
l'erreur relative moyenne pour le site de Cabonga, tout comme pour les deux autres sites, 
est tres faible. De plus, elle a aussi ete plus performante pour la generation de residus 
correles. La statistique RMSE est tres faible, autour de 3% en comparaison a 23% pour la 
methode de simulation sequentielle. 
La classification des valeurs generees par la methode de simulation sequentielle et par la 
methode de H0yland, Kaut et Wallace [10] avaient le meme effet. Independamment de la 
methode, le classement degradait les resultats. Seule la moyenne etait conservee. Ce sont 
surtout les moments des residus des sites de Paugan et de Cabonga qui ont ete fortement 
modifies. 
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Une evaluation qualitative des arbres de scenarios permet de completer la discussion sur 
les resultats. Dans l'annexe (C), les arbres generes par les quatre methodes sont presentes. 
Pour chacune des methodes, les apports reels ont ete superposes a l'arbre de predictions. 
Cela a ete fait pour les trois sites et pour les semaines 6,7,8 d'abord et 9,10,11 ensuite. On 
constate que pour toutes les methodes, sauf pour celle de la simulation parallele, les arbres 
des predictions offrent tous des performances equivalentes : ils sous-estiment les apports au 
debut de la crue (semaines 6, 7,8) et surestiment les apports pour les semaines 9,10 et 11. 
Toutefois, les arbres indiquent bien que les volumes d'eau augmentent entre les semaines 6 
a 8 et commencent a decroitre entre les semaines 9 a 10. La methode de simulation parallele 
semble celle qui performe le mieux. 
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CHAPITRE 4 : CONCLUSION 
II est important de tenir compte du comportement aleatoire des apports d'eau aux instal-
lations hydroelectriques lorsque Ton cherche la regie optimale de gestion de ces installations. 
Le probleme de trouver cette regie de gestion est cependant difficile a resoudre lorsqu'il y 
a plusieurs reservoirs a gerer. Ce probleme d'optimisation ne peut en fait etre resolu dans 
un temps raisonnable que pour des problemes de petite taille (moins de 4 variables d'etat). 
Des problemes de plus grande taille peuvent cependant etre resolus lorsque le nombre 
de pas de temps pour lequel la regie de gestion doit etre determinee d'avance est tres petit 
(3 ou 4 periodes). Dans ce cas, il suffit de representer les aleas des apports par des arbres 
de scenarios puis de faire appel a des logiciels de programmation lineaire ou non lineaire 
pour resoudre le probleme d'optimisation. Ce memoire decrit difTerentes methodes pour 
construire des arbres de scenarios. 
Les donnees dont nous disposons sont des historiques d'apports preleves aux trois sites 
du bassin versant de la riviere Gatineau. Ces historiques montrent que les apports sont 
fortement correles dans le temps et dans l'espace. 
Apres avoir effectue quelques transformations aux series historiques dans le but de mieux 
representer les apports probables lors d'une crue, nous avons construit un modele de pre-
diction Periodic-Auto-Regressive d'ordre 2 (PAR(2)) par site et par semaine. Les residus 
generes par ces modeles representent en fait la partie aleatoire des apports qui seront gene-
res. Toutes les techniques de generation d'arbres que nous avons presentees sont appliquees 
aux residus. Puis les equations de regression des modeles PAR(2) sont utilisees pour re-
trouver l'arbre d'apports. 
Nous avons presente deux difTerentes approches pour generer des arbres de scenarios 
ayant plusieurs variables. La premiere consiste a utiliser l'analyse en composantes prin-
50 
cipales (ACP) pour transformer les residus correles en variables independantes (appelees 
composantes principales). Par la suite, il s'agit de generer des arbres independants entre eux 
et ayant une variable qui represente une composante principale. La derniere etape consiste 
a les recombiner pour obtenir des arbres ayant plusieurs variables correlees. La deuxieme 
approche est celle proposee par H0yland, Kaut et Wallace [10] et qui permet de generer 
directement des arbres de variables aleatoires correlees. 
Les differentes methodes, citees ci-dessus pour generer des arbres a une variable, sont la 
methode des moments, la methode de simulation sequentielle et la methode de simulation 
parallele. II ressort de notre travail que la methode des moments est la meilleure. Elle 
reproduit mieux les quatre premiers moments (la moyenne, la variance, l'asymetrie et le 
kurtosis) et ne requiert pas d'etape de classification comme les methodes de simulation. La 
classification a comme principal effet d'eloigner encore d'avantage les variables generes des 
donnees reelles qu'elles sont censees representer. 
Pour generer des arbres avec plusieurs variables, les resultats obtenus avec l'algorithme 
de H0yland, Kaut et Wallace [10] sont meilleurs que ceux obtenus avec l'approche basee 
sur les composantes principales. L'algorithme de H0yland, Kaut et Wallace [10] reproduit 
nettement mieux les quatre premiers moments et la matrice de correlation. Mais etant donne 
qu'il requiert une etape de classification des nombres generes, les valeurs de l'asymetrie et 
du kurtosis sont moins precises. 
Selon nous, il y aurait interet a comparer les methodes de generation d'arbres dites 
directes (citees dans le memoire) que nous n'avons pas teste a celles que nous avons im-
plantees. Ces methodes directes sont moins compliquees a implementer et de plus donnent 
des arbres ayant les moyenne et variance souhaitees. 
Ce travail a permis de faire un survol des methodes de generations d'arbres de sce-
narios d'apports, d'en programmer un certain nombre et de discuter de leurs avantages 
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et limites. Cependant, il serait necessaire de les implanter dans un modele d'optimisation 
pour connaitre l'impact sur la politique de gestion des reservoirs. Comme mentionne par 
Kaut et Wallace [11], il est possible d'avoir une methode de generation de scenarios qui 
ne converge pas vers les distributions originales mais qui repond neanmoins tres bien aux 
exigences de cas pratiques. L'objectif de generer un arbre de scenarios ne se reduit pas a 
une approximation de la distribution de probabilites du processus stochastique. Un bon 
arbre de scenarios est celui qui contribue a une bonne prise de decision. 
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A.2 Analyse en composantes principales 







































































































































































Methode des moments 




































































































































































































































































































































































































































































































































/ 1 0.3708 0.2175\ 
0.3708 1 0.3721 
\0.2175 0.3721 1 / 
/ 1 0.2685 0.2013\ 
0.2685 1 0.4774 
\0.2013 0.4774 1 / 
/ 1 0.5231 0.1444\ 
0.5231 1 0.5175 
\0.1444 0.5175 1 / 
/ 1 0.4069 0.0861\ 
0.4069 1 0.3366 1 
\0.0861 0.3366 1 / 
/ 1 0.6631 0.08 \ 
0.6631 1 0.2338 J 
\ 0.08 0.2338 1 ) 
1 1 0.2951 0.0732X 
0.2951 1 0.0011 
\0.0732 0.0011 1 / 
/ 1 0.4236 0.1728\ 
0.4236 1 0.1157 
\0.1728 0.1157 1 / 
/ 1 0.6258 0.2399\ 
0.6258 1 0.0302 
\0.2399 0.0302 1 / 
CORR; 
1 1 0.7357 0.2197\ 
0.7357 1 0.8283 
\0.2197 0.8283 1 / 
/ 1 0.4712 0.2011N 
0.4712 1 0.9595 
\0.2011 0.9593 1 / 
/ 1 0.7109 0.1411\ 
0.7109 1 0.7671 
\0.1411 0.7671 1 / 
/ 1 0.7235 0.0855\ 
0.7235 1 0.7417 
\0.0855 0.7417 1 / 
/ 1 0.9560 0.0795\ 
0.9560 1 0.3810 
\0.0795 0.3810 1 / 
/ 1 0.9939 0.0741 \ 
0.9939 1 -0.0206 
\0.0741 -0.0206 1 / 
/ 1 0.9865 0.1728\ 
0.9865 1 0.3364 
\0.1728 0.3364 1 / 
/ 1 0.9331 0.2345\ 
0.9331 1 0.0184 
















































































































































































































































































































































































































































































































































J 1 0.3708 0.2175\ 
0.3708 1 0.3721 
\0.2175 0.3721 1 / 
/ 1 0.2685 0.2013X 
0.2685 1 0.4774 
\0.2013 0.4774 1 / 
/ 1 0.5231 0.1444\ 
0.5231 1 0.5175 
\0.1444 0.5175 1 / 
/ 1 0.4069 0.0861\ 
0.4069 1 0.3366 
\0.0861 0.3366 1 / 
/ 1 0.6631 0.08 \ 
1 0.6631 1 0.2338 
\ 0.08 0.2338 1 / 
/ 1 0.2951 0.0732\ 
0.2951 1 0.0011 
\0.0732 0.0011 1 / 
/ 1 0.4236 0.1728\ 
0.4236 1 0.1157 1 
\0.1728 0.1157 1 / 
/ 1 0.6258 0.2399N 
0.6258 1 0.0302 
\0.2399 0.0302 1 / 
CORR* 
1 1 0.7059 0.13070X 
0.7059 1 0.79450 
\0.1307 0.7945 1.00000/ 
/ 1 0.4312 0.1428\ 
0.4312 1 0.9546 J 
\0.1428 0.9546 1 / 
/ 1 0.7523 0.1896\ 
0.7523 1 0.7895 
\0.1896 0.7895 1 / 
/ 1 0.7357 0.1123N 
0.7357 1 0.7556 
\0.1123 0.7556 1 / 
/ 1 0.95150 0.0672\ 
0.9515 1.00000 0.3709 
\0.0672 0.37090 1 / 
/ 1 0.9962 0.0472 \ 
0.9962 1 -0.0403 
\0.0472 -0.0403 1 / 
/ 1 0.9868 0.2467\ 
0.9868 1 0.4006 
\0.2467 0.4006 1 / 
/ 1 0.975 0.2702\ 
0.975 1 0.0493 










A.5 H0yland (algorithme noyau) 
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/ 1 0.3708 0.2175X 
0.3708 1 0.3721 
\0.2175 0.3721 1 / 
/ 1 0.2685 0.2013\ 
0.2685 1 0.4774 
\0.2013 0.4774 1 / 
/ 1 0.5231 0.1444\ 
0.5231 1 0.5175 
\0.1444 0.5175 1 / 
/ 1 0.4069 0.0861\ 
0.4069 1 0.3366 
\0.0861 0.3366 1 / 
/ 1 0.6631 0.08 \ 
0.6631 1 0.2338 
\ 0.08 0.2338 1 / 
/ 1 0.2951 0.0732\ 
0.2951 1 0.0011 
\0.0732 0.0011 1 / 
/ 1 0.4236 0.1728\ 
0.4236 1 0.1157 
\0.1728 0.1157 1 ) 
/ 1 0.6258 0.2399\ 
0.6258 1 0.0302 
\0.2399 0.0302 1 / 
CORR*t 
I 1 0.3979 0.2594\ 
0.3979 1 0.3696 
\0.2594 0.3696 1 / 
/ 1 0.2594 0.1782\ 
0.2594 1 0.4997 
\0.1782 0.4997 1 / 
/ 1 0.4877 0.0819\ 
0.4877 1 0.5492 
\0.0819 0.5492 1 / 
/ 1 0.4423 0.0862\ 
0.4423 1 0.3394 
\0.0862 0.3394 1 / 
/ 1 0.6739 0.1022\ 
0.6739 1 0.2795 
\0.1022 0.2795 1 / 
/ 1 0.2908 0.0864 \ 
0.2908 1 -0.0068 
\0.0864 -0.0068 1 / 
/ 1 0.4514 0.2044\ 
0.4514 1 0.1444 
\0.2044 0.1444 1 / 
/ 1 0.5779 0.1828 \ 
1 0.5779 1 -0.0462 











ANNEXE B : THEORIE 
B.l Heuristique de H0yland et al. 
Les modifications apportees a l'algorithme noyau se situent aux etapes 4 et 5. On in-
troduit un processus iteratif qui permet d'approcher les resultats souhaites. Meme si les 
resultats restent approximatifs, on peut neanmoins controler la qualite en imposant une 
erreur maximale. 
A l'etape 4 de l'algorithme noyau(3.1), on doit generer des variables independant.es qui 
ont des moments cibles specifies. Or, il existe toujours une legere correlation entre ces 
variables. L'etape 4 modifiee est un processus iteratif qui, a l'aide de la transformation 
cubique et la transformation matricielle, permet d'approcher l'independance a ex pres. 
Algorithme B.l Etape 4 (de l'algorithme noyau) modifiee 
l: Generer Xf* avec les moments cibles E[{X^)k\ independamment pour s = 1 , . . . , S. 
—> La matrice de correlation R « / . 
2: X = XI* 
Calculer R =Matrice de correlation de X%* 
tant que dist{R, I) > ex ; 
Calculer L par R — LLT 
-+R = I mais E[Xk] ^ E[(Xf)k}. 
X <— Transformation cubique de X afin d'obtenir les moments cibles E[(X^)k]. 
Calculer R = Matrice de correlation de X 
Xt°* = X 
A l'etape 5 de l'algorithme noyau(3.1), les moments sont deformes quand on applique 
la transformation matricielle Yt = LXt. II faut alors proceder de maniere iterative afin 
d'approcher les moments cibles E[(Yt
s)k] et la matrice de correlation cible CORRf. 
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Algorithme B.2 Etape 5 (de l'algorithrae noyau) modifiee 
l: Y = LXf* et R la matrice de correlation de Y. 
2: tant que dist{R,CORRt) > ey ; 
3: Calculer Ltemp '• R = -^temp^temp 
4: Y < -= L * L ^ y 
-+ £(y f e) ^ £[(y/) fc]. 
5: Y <— transformation cubique de y afin d'obtenir les moments cibles JE?[(yt
s)fe] 
6: Calculer R = matrice de correlation de Y. 
7: Yt
s* = Y 
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ANNEXE C : LES ARBRES 
C.l Methode des moments 
Arbre de scenarios d'apports 























Arbre de scenarios d'apports 
7.5 8 8.5 9 9.5 10 10.5 11 
10.5 11 
1 - ^ — • - — - - — - ^ ^ . . . - - - " 
8.5 9 9.5 
semaines 
10 10.5 11 
Figure C.2 Les previsions d'apports pour les semaines 9, 10 et 11 
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C.2 Simulation sequentielle 
Arbre de scenarios d'apports 
Figure C.3 Les previsions d'apports pour les semaines 6, 7 et 8 
/•'"% 
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Arbre de scenarios d'apports 
8.5 9 
semaines 
Figure C.4 Les previsions d'apports pour les semaines 9, 10 et 11 
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C.3 Simulation parallele 






5.5 6 6.5 
semaines 
Figure C.5 Les previsions d'apports pour les semaines 6, 7 et 8 
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Figure C.6 Les previsions d'apports pour les semaines 9, 10 et 11 
C.4 Methode de H0yland 
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Figure C.7 Les previsions d'apports pour les semaines 6, 7 et 8 
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Arbre de scenarios d'apports 
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Figure C.8 Les previsions d'apports pour les semaines 9, 10 et 11 
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