A review of clustering methodology is presented, with emphasis on algorithm performance and the resulting implications for applied research. After an overview of the clustering literature, the clustering process is discussed within a seven-step framework. (1976, and Aldendeifer (1978) Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the
have documented the lack of cross-reference between disciplines. It is not unusual to find identical or highly similar techniques being discovered in different fields and given different names. e The richness of this literature base presents problems for the interested reader. Most discussions of clustering procedures are embedded in content material specific to a discipline. A reader may have to deal with articles in soil science, 9 ~~~~~lt~~l~~ biogeography, 9
Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ (Biashfield, 1976; Fleiss & Zubin, 1969; Wolfe, 1970 Milligan (1980 Milligan ( , 1985 This has the effect of eliminating the tails of the distribution. Assuming that the centroids for the populations are separated by a sufficient minimum distance, the populations will not overlap in the variable space. (The centroid is the location that corresponds to the means of the variables in the multivariate space.) The concept of distinct groups was incorporated by Cormack (1971) (Anderberg, 1973 m the Clustering Process A seven-step structure is used to organize the clustering process. This structure is consistent with the discussions found in Anderberg (1973) , Cormack (1971) , Everitt (1980) , and Lorr (1983) . An applied article using clustering should contain information on the actions taken by the researcher for each of steps. For (1971) , Everitt (1980) , Lorr (1983) , and Milligan (1979) . A more extensive and recent reference is Gordon (1987) . (Blashfield, 1977a) . The first characteristic involves the of the initial starting partition G1J: &dquo;seed points.&dquo; Some 1~'~°~JLl~FS~liA~'J methods use randomly selected data as partitions, while others allow the user to specify starting (Anderberg, 1973;  Ling (1973) , Ozawa (1985) , and the more axiomatic approach of Jardine Sibson (1971 (Dubes & Jain, 1979 Bock, 1985; Hartigan, 1985) . Still others have addressed the problem from a geometric perspective (~&reg; ~i~r9 1967; Milligan, 1979 Johnson, 1967 Hubert & ~r~bie, 1985 Blashfield Skinner, 1983; Rand, 1971) also omitted.
When examining Table 9 and subsequently Table 2, it is important to note that the criterion index used in the experiments may differ from study to study. Thus Table 1 represent mean recovery values for each method.
The overall ranking and performance of the methods is quite consistent with that of Blashfield (1976 Milligan, 1979 Edelbrock and McLaughlin (1980) reported a study based on the same principles and logic as the Edelbrock (1979) experiment. For validation purposes, a total of 20 datasets from Blashfield (1976) and 12 datasets from Mojena ( 1977) were used. As can be seen in Table 19 the results were basically the same as those found by Edelbrock (1979 Milligan (1980 Milligan ( , 1981b Table 2 . The first study was conducted by Blashfield (1977a) and was based on 20 multivariate normal mixture datasets generated in an earlier study (Blashfield, 1976 Tryon & Bailey, 1970 Cronbach & Gleser, 1953; Skinner, 1978 &reg;~~~~~p~~~~ .~~~~~a~~e~° Some researchers have considered the problem of cluster recovery by hierarchical and partitioning methods when the data consist of overlapping clusters. Effectively, there is a mismatch between the clustering algorithm selected and the structure of the data. Of course, in an applied ~~~iysis 9 ~ researcher may not be aware that an overlapping structure is in the data. Mojena (1977) conducted a small where the overlap between clusters was systematically varied. As the extent of overlap increased, the proportion of correct cluster assignments decreased. Similarly, half of the datasets generated by Blash- field (1976) possessed overlapping characteristics (see ~iili~~~ ~ Isaac, 1980 Baker and Hubert (1975) , 9 ~~~-inski and Harabasz (1974), Duda and Hart (1973) , 9 Beale and the cubic clustering criterion used in SAS (Sarle, 1983 Gower, 1975) . Similarly, techniques which are dependent on the use of a specific clustering method were not studied. ~~r~~~9 potentially useful methods such as that of Wong and Schaak (1982) have not been independently validated.
Hypothesis Testing
Despite ~~m~sba~r~'s (1984) assertion to the contrary, hypothesis testing in a cluster-analytic situation can certainly be performed. Studies by Bock (1985) , Hartigan (1977, 1978, 1985) , Lee (1979) , and Sneath (1977) For example, the hypothesis may specify that the data were sampled from a single multivariate norpopulation, or the data correspond to what would be expected from a uniform distribution contained in a hypercube. °I n general, the testing procedures can be divided into two approaches (Sneath, 1969 Hubert and Arable's (1985) corrected Rand index to exhibit propfor the comparison of partitions (Milligan, 1987a 
