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a b s t r a c t 
Lesion detection from Computed Tomography (CT) scans is a challenge because non-lesions 
and true lesions always have similar appearances. Therefore, the performance of main- 
stream 2D image-based object detection algorithms is not promising since the texture and 
shape of inner-classes are always different. To detect lesions, we propose a novel deep con- 
volutional feature fusion scheme, 3D Context Feature Fusion (3DCFF). Motivated by state- 
of-the-art object detection algorithms, we use a one-stage framework, rather than a Re- 
gion Proposal Network, to extract lesions. In addition, because 3D context provides texture, 
contour, and shape information that are helpful for generating distinguishable lesion fea- 
tures, 3D context is used as the input for the proposed network. Furthermore, the network 
adopts a multi-resolution fusion scheme among different scales of feature maps. Results of 
experiments, conducted with the Deeplesion database, show that the proposed 3DCFF per- 
forms better and faster than state-of-the-art algorithms, such as Faster R-CNN, RetinaNet, 
and 3DCE. 
© 2019 Elsevier Ltd. All rights reserved. 
 
 
 
 
 
 
 
 
 
 
 
1. Introduction 
Computer-aided diagnostic techniques have become an important research field in medical image processing. Particularly,
automatic lesion analysis is a key component in diagnostic systems. In fact, lesion detection, i.e. the localization and identi-
fication of small lesions in full image space, is one of the most labor-intensive procedures for clinicians. Current computer-
aided lesion detection systems are designed to improve accuracy or decrease the reading time required by human experts.
As for medical images, X-ray Computed Tomography (CT) is a commonly used medical imaging method that shows fine
details inside the human body, such as structures of the lungs and bones. Hence, CT imaging for lesion detection has had a
long research tradition in computer-aided diagnostic systems. 
In the object detection field, it is generally acknowledged that from 2005 to 2012 progress was slow, with small gains
obtained by building ensemble systems and employing minor variants of successful methods. Fortunately, since 2012, things
have changed. In their seminal work, Hinton et al. [1] proposed AlexNet, which is a milestone in the development of image
classification. The wave of deep learning quickly shifted to the area of object detection. In 2014, Girshick et al. [2] proposed
R-CNN, which combined AlexNet and region proposals via selective searches [3] . With the VOC07 dataset, R-CNN achieved✩ This paper is for CAEE special section SI-mip. Reviews processed and recommended for publication to the Editor-in-Chief by Guest Editor Dr. Li He. 
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amazing results as indicated by an increase in mAP from 33.7% to 58.5%. Since then, Convolutional Neural Network (CNN)
based object detection algorithms, which employ deep neural network architectures, have replaced completely conventional
statistical learning approaches. For the past five years, the development of object detection algorithms has been divided into
the following two categories: proposal-based schemes and end-to-end CNN networks. 
1.1. Proposal-based schemes 
Typical algorithms include R-CNN, SPPNet [4] , Fast-RCNN [5] , Faster-RCNN [6] , and Feature Pyramid Networks (FPN) [7] .
SPPNet, before the fully connected layer, provides spatial pyramid pooling which accelerates the forward process by a factor
of 38. Fast-RCNN implements a multi-task learning method, which allows the synchronized training of object classification
and bounding box regression. Ultimately, Fast-RCNN is 300 times faster than RCNN. Regarding Faster-RCNN, its greatest in-
novation is the Region Proposal Network. The proposal of an object is given by the CNN network, rather than by a selective
search or edge boxes. FPN feeds back the feature maps, layer by layer, and fuses them with the feature maps of the previous
layer. On this basis, objects with different resolutions can be extracted via the fusion of different scales of feature maps. 
1.2. End-to-end CNN framework 
Typical algorithms include You Only Look Once (YOLO) V3 [8] , Single Shot multibox Detector (SSD) [9] , and Retina-
Net [10] . These approaches focus on how to accelerate the algorithm. Therefore, the coarse-to-fine process with the region
proposal is removed. In these approaches, the bounding box and classification information are synchronously regressed
in the output layer. End-to-end schemes have achieved faster inference than region proposal-based methods. Actually, the
proposed one-stage detection algorithm belongs to the end-to-end scheme. 
Interestingly, although deep learning has been the mainstream object detection technique since 2012, tremendous 
progress in object detection did not occur in lesion detection until 2014. Actually, lesion detection frameworks using CNNs
are typically designed for 2D images. The 3D context provides texture, contour, and shape information that are useful for
generating distinguishable lesion features. Therefore, 3D context information is taken into consideration [11,12] . By using
multi-stream CNNs, Roth et al. [13] and Barbu et al. [14] handled the incorporation of contextual or 3D information. For
multi-model fusion, Teramoto et al. [15] proposed a multi-stream CNN to integrate CT and Positron Emission Tomography
(PET) data. Dou et al. [16] used a 3D CNN to find micro-bleeds in brain MRIs. Compared with object classification, the an-
notation burden to generate training data can be similarly significant. Weakly-supervised deep learning was explored by
Hwang and Kim [17] , who adopted such a strategy to detect nodules in chest radiographs and lesions in mammography. The
results of lesion detection are an important pre-processing step in segmentation. For example, Kernel K-Means Sampling
[18] , and Iterative Ensemble Normalized Cuts [19] can be used for lesion segmentation. 
Deep learning is the most widely used machine learning method for medical imaging. However, most methods are based
on supervised learning, which means they require large amounts of carefully annotated training data. Although Explicit
Feature Mapping [20] or NCut [21] can be used for training size selection, a large scale for a lesion data set is still required.
Recently, to build a lesion dataset, Ke et al. [22] collected bookmarks, which focus only on CT bookmarks for CADe/CADx
algorithms. The DeepLesion dataset has 32,120 axial slices from 10,594 CT studies on 4427 unique patients. There are one to
three bookmarks in each slice, for a total of 32,735 bookmarks. After its release, researchers in the medical image processing
field began to focus on the DeepLesion dataset. In particular, the DeepLesion team proposed 3D context enhanced region-
based CNNs (3DCE) to incorporate 3D context into 2D regional CNNs [23] . In 3DCE, the Region-based Fully Convolutional
Network (R-FCN) [24] is used as the backbone CNN. Then multiple neighboring slices are sent to a 2D detection network to
generate separately feature maps, which are aggregated for final prediction. Because the proposed method is motivated by
3DCE, the results of 3DCE on DeepLesion are regarded as the baseline. 
1.3. 3D context feature fusion (3DCFF) 
We present 3D Context Feature Fusion (3DCFF), a novel CNN-based architecture to detect lesions. First, rather than using
a region proposal network, we use a one-stage framework to expedite the lesion detection algorithm. Second, 3D context is
used in the input layer, and the network adopts a multi-resolution fusion scheme. Third, the coordinates, width, height, and
the confidence of each lesion bounding box are synchronously regressed via the last layer of the network. 
The rest of this paper is organized as follows. Section II introduces the proposed pipeline of lesion detection algorithm,
including the feature fusion scheme and the loss function. In section III, we compared the experimental results between the
proposed method and state-of-the-arts. Finally, we draw the conclusions in Section IV. 
2. The proposed lesion detection method 
2.1. The framework of one-stage 3D context feature fusion network 
The proposed 3D context network for lesion detection is shown in Fig. 1 . 
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Fig. 1. The proposed lesion detection framework. 
Fig. 2. The details of different modules of the proposed CNN architecture. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.1.1. Input layer 
First, in the input layer, given a target slice (i.e. a CT slice to be processed), we select the neighboring slices around the
target slice to construct the 3D context of the target slice. Especially, the slices directly above and below the target slice
are concatenated into a 3-channel image. Therefore, 3 ∗M slices, centered on the target slice, are divided into M 3-channel
images. The advantage of this scheme is to use 3D context information, such as texture, contour, and intensity, to enhance
the ability to distinguish different kinds of lesions having similar appearances. 
2.1.2. Convolutional modules 
Second, rather than feeding each image into the same convolutional module, each image is fed into separate convolu-
tional modules. We used Darknet-53, without fully connected layers, as the backbone network. Specifically, as shown in
the lower left corner of Fig. 2 , a convolution layer is followed by a Batch Normalization(BN) layer. Then, a Leaky Rectified
Linear Unit (RELU) is used as the activation function. In the proposed framework, Convolution + BN + LRELU (CBL) is a generic
module. Based on the CBL module, we employ a shortcut scheme to build a residual module [25] . Then, because a resid-
ual module is flexible and easy to train, we adopt 1, 2, 4, and 8 layer residual modules in the pipeline of our framework.
Experimental results prove that residual structures enable the network to go deeper than before. An extreme example is
a 1001- layer residual network. Considering the trade-off between run time and accuracy, Res50 and Res101, which have
50 and 101-layer networks, respectively, are the most commonly used. In state-of-the-art object detection, for CNNs, such
as YOLO v3 [8] , which performs better than v2, adopts darknet-53 with residual modules. The main reason for the better
performance is that a residual module makes the network easier to train; then, the network has a deeper architecture and
the advantage of greater generalization. As seen from Step 1 of Fig. 2 , the input images are first fed into one CBL layer.
Then three residual modules, with 1, 2, and 8 layers in sequence, are used to extract feature maps. In the same way, the
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8-residual and 1-residual modules in Step 2 and Step 3, respectively, extract features from different resolutions. The details
of our framework (see Fig. 1 ) are given in the steps of Fig. 2 . 
Encouraged by YOLO v3, we employed a multi-resolution regression scheme to address the scale changes of lesions.
The purpose of feature fusion, which is based on the concatenation of feature maps from different scales, is to improve
the invariance of feature representation for different resolutions. For example, as shown in Fig. 1 , nine slices are divided
into three images; then, after Steps 1–3, three feature maps are generated from the three images. In forward propagation,
because there are no pooling and fully connected layers, transformation of the tensor size is achieved by changing the step
size of the convolution kernel. For example, the value of stride is (2, 2), which is equivalent to reducing the height and the
width of the image by half (the area is reduced to a quarter of the original). In the above scheme, feature maps are resized
by a factor of 5. Each feature map in this layer is then reduced to one thirty-second the original image size. For example, for
an input image with size 416 × 416, the output feature maps are 13 × 13 (416/32 = 13). Consequently, we center on the target
slice and concatenate its neighboring sets of feature maps. As seen from Step 4 of Fig. 2 , after concatenation, the number
of feature maps, where the feature maps of the target slice are in the center, is increased by the feature fusion of five CBL
layers. Each cell predicts three boxes, where each box must predict the position parameters ( x and y) , the size parameters
( w and h) , and confidence. Therefore, the size of the final output feature map is 13 × 13 × 15. Adopting logistic regression,
instead of softmax, when predicting bounding boxes, we used a regression method similar to YOLO V3. Logistic regression
is used to output an objective score on the content enclosed by each anchor. Before prediction, not all prior anchors need
to output confidence; actually, the prior anchor is selected only to provide an objective score. Moreover, we chose the form
of a priori bounding box in the regression process. The purpose is to perform the clustering algorithm based on all ground
truth. According to the characteristics of the network structure described in this paper, the value of k is 9, because three
different resolutions are merged in the end, and each cell has three candidate windows per resolution. 
To fuse the low-resolution features with the high-resolution features, the low resolution feature maps are up-sampled. In
the proposed scheme, the up-sampled feature maps are concatenated with the previous layer to construct high dimension
feature maps. Of note is that the principle of concatenation is in accordance with the spatial structure of each slice, i.e.
after concatenation, the target feature maps are always in the center. Unlike in a residual layer, where there is no change
in the tensor dimensions, our concatenation expands just the dimensions of the output tensor. The feature maps acquired
by the target image are indicated by C (see Step 1 in Figs. 1 and 2 ). Adjacent feature maps are concatenated with the target
feature maps according to their spatial relationship. After a CBL and a convolution layer, the output size of a feature map
is 26 × 26 × 18. It should be noted that, contrary to the results of Step 4, each cell corresponds to a smaller patch size in
the original image, reflecting the feature information of the local area. Similarly, the above features are up-sampled and
concatenated with the feature maps acquired in Step 1. The result is shown in Step 6 of Figs. 1 and 2 , where the output
tensor is 52 × 52 × 18. 
As shown in Fig. 1 , the output tensors in the final layer represent the coordinates and the category response scores for
different resolutions. Finally, the non-maximum suppression method is used to fuse the bounding boxes and then output
the detection results. 
2.2. Loss function 
In object detection, loss function is a key component that greatly influences the performance of the algorithm. Traditional
loss functions, such as Sum-Square Error (SSE), Mean Square Error (MSE), and Cross Entropy (CE), have been successfully
employed in many object detection frameworks. Because each method has its own advantages and disadvantages, we must
select the appropriate loss function according to the characteristics of the data. Basically, the output of object detection must
regress the following variables: 
( x, y ) , ( w, h ) , class, con f idence 
where ( x, y ) denotes the position of a bounding box related to an object; ( w, h ) stands for the width and height of a bound-
ing box; class denotes the classification of a bounding box; confidence is the extent to which a bounding box belongs to an
object. Therefore, to achieve end-to-end training, the loss function of an object detection algorithm depends on these at-
tributes. Because the training set does not provide category information for each lesion, in the DeepLesion dataset, confidence
and class play the same role in detection. Then, regardless of the classification error, we use only confidence as part of the
loss function. Therefore, the overall loss function includes three loss components: location, size, and confidence. Confidence
loss includes whether or not a predicted bounding box contains a ground truth. 
2.2.1. Bounding box location loss 
The first component of the loss function describes the difference between the upper-left coordinates of the ground truths
and the predicted bounding boxes. We use binary Cross Entropy, expressed as the following equation, to calculate the loca-
tion loss: 
Los s location = 
L ∑ 
l=1 
αl 
s 2 
l ∑ 
i =0 
B ∑ 
j=0 
τ ob j 
i j 
·CrossEntropy 
[
( x i , y i ) , 
(
ˆ xi , ̂  yi 
)]
(1) 
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where l = 1,2,., L denotes the number of different resolutions of the output layer; x and y denote the upper-left coordinates of
the predicted bounding boxes; ˆ w and ˆ h stand for the upper-left coordinates of ground truths. CrossEntropy is a typical cross
entropy loss function. For example, in Fig. 1 , the value of L is 3; αl is a scale normalization factor that represents the weight
of the l th resolution loss term. S l 
2 represents the number of cells in each resolution. For example, in Fig. 1 , the resolution of
the uppermost layer is 13 × 13; whereas, the other two resolutions have sizes 26 × 26 and 52 × 52. B indicates the number
of boxes predicted in each cell. As mentioned before, in each resolution, the number of bounding boxes in each cell is set
at 3; τ ij 
obj indicates whether the Intersection over Union (IoU) between the prediction of the j th window of the i th cell and
the boxes of ground truth is greater than a specified threshold. Typically, in mainstream object detection algorithms, such
as Faster-RCNN, SSD, RetinaNet, etc., the IoU thresholds are all set at 0.5. Therefore, we follow this recommended IoU value
in the proposed framework. Note that the value of τ ij 
obj is 0 or 1, which indicates whether or not there is an object in the
cell. 
2.2.2. Bounding box size loss 
The second component describes the size differences between ground truths and predicted bounding boxes. To measure
the bounding box size differences more accurately, we must take into full account the width and height of each box. Note
that the Cross Entropy loss function describes the difference in probability distribution. Therefore, we use Total Square Error
to calculate the distance of the width and height, followed by a scale factor, ɑ l , as given in the following equation: 
Los s size = 
L ∑ 
l=1 
αl 
S 2 
l ∑ 
i =0 
B ∑ 
j=0 
τ ob j 
i j 
·
[ (√ 
w i −
√ 
ˆ w i 
)2 
+ 
(√ 
h i −
√ 
ˆ h i 
)2 ] 
(2)
where w and h denote the width and height, respectively, of the predicted bounding boxes; ˆ w, ̂  h stand for the weight and
height of the ground truths, respectively. Since we employed multi-resolution feature map fusion in the proposed network,
the weight of the box size loss in each resolution is included in the loss function. Because weights for each resolution have
been modeled in the bounding box location loss, we reuse the scale normalization factor, αl , to represent the weight of
the l th resolution loss term. Moreover, as mentioned above, τ ij 
obj indicates whether or not there is an object in the cell.
Therefore, size loss occurs in cells that include targets of different sizes. The box size loss in Eq. (2) considers the size error
in all cells and bounding boxes from different scales. 
2.2.3. Confidence loss 
The last component represents the extent/confidence that a predicted bounding box contains a lesion. Since confidence
can be described intuitively in terms of probability distribution, we employ Cross Entropy to construct confidence loss.
Because the confidence value ranges of each object in each layer are all within [0, 1], it is unnecessary to weight the
confidence loss for different resolutions. Therefore, if a regressed bounding box contains a lesion, the confidence loss is
given as follows: 
Los s ob ject = 
L ∑ 
l=1 
S 2 
l ∑ 
i =0 
B ∑ 
j=0 
τ ob j 
i j 
·CrossEntropy 
(
C i , ˆ C i 
)
(3)
where the definitions of L, S l 
2 , B, τ ij 
obj are the same as those given above in Section 2.2.1 . It is apparent that the confidence
loss in Eq. (3) includes the confidence errors in all proposal bounding boxes from different scales. On the contrary, if a
regressed bounding box does not contain a lesion, then the confidence loss is given by Eq. (4) as follows: 
Los s noob j = 
L ∑ 
l=1 
S 2 ∑ 
i =0 
B ∑ 
j=0 
τ noob j 
i j 
·CrossEntropy 
(
C i , ˆ C i 
)
(4)
where τ ij 
noobj denotes whether the Intersection over Union (IoU) between the prediction of the j th bounding box of the i th
cell and ground truth boxes is smaller than the specified threshold. As mentioned in Section 2.2.1 , the IoU threshold is set
at 0.5 in the confidence loss function. 
2.2.4. Overall loss function 
To sum up, the loss function of the proposed lesion detection network is a combination of the three components men-
tioned above, expressed by the following equation: 
Loss = λcoord L location + λcoord L size + L ob ject + λnoob j L noob j (5)
where λcoord and λnoobj are the weights of the individual components, which enable a trade-off between coordinate and
confidence losses. Because the ranges of location, size and confidence are different, the values of λcoord and λnoobj depend
on the ratios of their ranges. It is worth noting that YOLO v3 [8] recommends that, where values relate to the size of an
input object, location and weight sizes be the same. Motivated by this scheme, we analyzed the resolution and size of the
lesions in the DeepLesion dataset and found that, when we set λcoord = 5 and λnoobj = 0.5 during training, the loss ranges of
location, size and confidence reach equilibrium. 
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3. Experiments 
3.1. Experimental setup 
As was done by Yan et al. [22] , the DeepLesion dataset was mined from the image archives of a hospital and the com-
munication system (PACS) based on bookmarks, which are markers annotated by radiologists during their daily work to
highlight the findings in significant images. DeepLesion is a large-scale dataset of 32,352 axial slices of 32,735 lesions from
10,594 CT studies of 4427 unique patients. In our experiments, we use the official DeepLesion training set for network train-
ing. To ensure the spatial and dimensional consistency of different types of lesion data, all images are adjusted to a 512 × 512
single channel image, where pixel values are within the interval [0, 255]. On one hand, when training with 3-channel data,
three axial slices are concatenated into a 3-channel image as the input of our network with a slice interval of 2 mm. On
the other hand, when training with 9-channel data, nine axial slices are combined into three 3-channel images. Then, each
image is regarded as the input to different entrances of the network. 
To verify the reliability of our algorithm, we selected the following mainstream algorithms as the baseline: Faster R-CNN
[6] , RetinaNet [10] , 3DCE [23] , etc. Following the scheme of 3DCE, we merged the target slice with upper and lower slices
to form a 3-channel image to the input layer. Training and testing for each method was conducted on NVIDIA 1080Ti (12GB
Memory) graphics cards, with CUDA 9.0 and cuDNN 7.1.4. 
In Faster R-CNN, the pre-trained VGG 16 model on ImageNet is used for the initial parameters of the network. The
number of slices in the input layer, the initial learning rate, the image dimension, the batch for training, and the momentum
are set at 3, 0.0 01, 60 0 × 10 0 0 × 3, 1, and 0.9, respectively. For RetinaNet, we use, as the backbone network, the Resnet 50
model, which is pre-trained by Keras on ImageNet. Pre-training is accomplished via the Pascal VOC dataset. Similarly, the
number of slices in the input layer, the initial learning rate, and the image size in the input layer are set at 3, 0.0 0 0 01, and
600 × 1000 × 3, respectively. A batch is equal to 1 with a gradient descent momentum of 0.9. 
Our algorithm was also compared with 3DCE, which was proposed by the DeepLesion team. The deep learning model
was implemented using the MXNet framework. The 3DCE algorithm employed the VGG 16 model; then, the network was
refined by the DeepLesion dataset. The number of slices in the input is a variable, ranging from 3 to 27. The initial learning
rate is 0.001; when training, the batch is set at 2. The input image size is 512 × 512. For the sake of fairness, we compared
the method with 3 slices and 9 slices in 3DCE. 
For the proposed 3DEFF, we adopted the latest Darknet-53 as the backbone network. Similarly, the number of slices in
the network is 3. The initial learning rate is 0.001. The dimensions of the input image are 608 × 608. The batch is set at 64,
and the momentum is 0.9. 
The test dataset contains 4817 CT slices, where each slice consists of at least a kind of lesion information. First, bounding
boxes were obtained using the various methods mentioned above. Second, the Precision-Recall curve, mean Average Preci-
sion (mAP), and the Average Precision (AP) for each part were calculated according to the Ground truth boxes. Note that
lesion features coming from different parts have their own characteristics, such as size, texture, shape, etc. We then also
analyzed the AP for each part, including Bone, Abdomen, Mediastinum, Liver, Lung, Kidney, Soft tissue , and Pelvis . To compre-
hensively compare the efficiency of the proposed method with other approaches under different types of data, we especially
visualized all bounding boxes in the output layer with confidences greater than 0.25. 
3.2. Results and discussions 
3.2.1. Overall accuracy evaluation 
Fig. 3 shows the mAPs, as well as the APs from different lesion parts, which are obtained by the methods men-
tioned above. The mAP of our 3DCFF is at least ten percent higher than that of the state-of-the-art algorithms, includ-
ing 3DCE 9 slices, RetinaNet, and Faster-RCNN. Results show that the proposed one-stage framework achieves more re-
liable fusion feature results than does 3DCE. Note that in the 3D context fusion algorithm, the performance of 3DCE
with nine slices is better than that with three slices. From the results of 3D context-based methods, we conclude that,
rather than using 2D-based algorithms, using 3D context information makes feature maps more distinguishable. Actually,
the extracted 3D features significantly reflect the characteristics of the lesion, thus greatly improving performance. How-
ever, if we increased the value of recall, such as recall = 0.8, the accuracy of all algorithms decreased significantly, indi-
cating there is a large proportion of false positives. Under this condition, the proposed algorithm maintains a precision of
only 0.4. 
The AP of different lesion parts is given in Table 1 . In the categories of Mediastinum, Liver , and Lung , the mAPs of
3DCFF are greater than 0.7, which is very close to the practical standard. In Bone, Abdomen, Mediastinum, Liver , and
Pelvis , compared with other algorithms, the advantages of our method are remarkable, because there is at least a 10%
improvement in AP. For Soft tissue and Lung , although our method still achieves the best performance, the advantages
are not obvious. Worthy of note is that, in most categories, the 3DCE with 9 slices method achieves better results than
the conventional methods. This phenomenon reveals the auxiliary effect of 3D context information in the lesion area.
The only exception is that RetinaNet and Faster R-CNN perform better in the Bone category than the 3DCE 9 and 3DCE
3 slices. 
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Fig. 3. The P-R curves of five lesion detection algorithms. 
Table 1 
mAP of various methods and AP of each lesion part. 
Method mAP AP 
Bone Abdomen Mediastinum Liver Lung Kidney Soft tissue Pelvis 
RetinaNet 0.510 0.539 0.430 0.555 0.524 0.612 0.424 0.455 0.421 
Faster R-CNN 0.484 0.524 0.391 0.512 0.549 0.582 0.419 0.436 0.368 
3DCE 9slices 0.544 0.492 0.468 0.577 0.564 0.663 0.480 0.441 0.470 
3DCE 3slices 0.506 0.434 0.424 0.522 0.543 0.633 0.426 0.421 0.423 
3DCFF 0.649 0.661 0.550 0.730 0.727 0.715 0.561 0.464 0.618 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2.2. Performance on different kinds of lesions 
3.2.2.1. Mediastinum and liver. First, we analyze the results for the Mediastinum and Liver categories. As shown in Fig. 4 , the
3DCFF method significantly outperforms the existing detection algorithms. In these two categories, our mAP, at greater than
0.7, is at least 15% higher than the mAP of the other methods. The lesion of the Liver , whose scale range varies,is basically
located in the right half of the human body. Except for a small ratio of large lesions, most liver lesions in the database
are relatively small. Fig. 5 shows the results of a typical slice (No. 0 0 0 076_02_01) acquired from five methods. As shown
in Fig. 5 (a), because the lesion texture is very similar to its adjacent area, it is very challenging to extract the lesion area.
Fig. 5 (b), (c), (d), (e), and (f) show the detection results of RetinaNet, Faster R-CNN, 3DCE-3 slices, 3DCE-9 slices, and 3DCFF,
respectively. Note that RetinaNet and Faster R-CNN fail to extract the lesion area. As for the 3DCE-based method, while the
byproduct is a large number of false positives, 3DCE-3slices extract the lesion because of the relatively large number of
RPNs produced. Of note is that the 3DCE-9 slice method not only misses the object, but also generates a large number of
false bounding boxes. Fortunately, 3DCFF, which successfully detects the lesion area, combines the information from three
different scales. It appears that the one-stage scheme effectively avoids false detection. 
Fig. 6 shows the detection results of No. 0 0 0 021_02_01 in the Mediastinum category. Because there are many similar non-
lesion tissues near the target lesion, the task is challenging. Fig. 6 (c), (d), and (e) show that Faster R-CNN with RPN generates
many false positives near the lesion. RetinaNet and 3DCE-3 slices fail to detect the lesion, where the IoU between the lesion
detected by 3DCE-9 slices and the ground truth is less than 0.5. In contrast, the proposed 3DCFF ( Fig. 6 (f)) successfully
extracts, without any false positives, the lesion area with the higher IoU. These results indicate that our 3D context fusion
regression strategy avoids the shortcomings of the RPN candidate scheme, thereby effectively reducing the false detection
rate. 
3.2.2.2. Pelvis and kidney . The second set of experiments involved the Pelvis and Kidney categories, where Pelvis lesions are
always in the pelvic region. The scale and texture of a Pelvis lesion are diverse; thus, it is easy to generate false positives. As
seen from Fig. 7 (a), the Precision-Recall curve is unstable, indicating that some negative samples have very high confidence
scores, which leads to many sharp declines in the Precision-Recall curve when the recall rate is increased. Also, a similar
phenomenon is shown in Fig. 7 (b). Take RetinaNet for example. When the focus is on recall with lower values, precision
drops much faster than it does in the other methods. Results show that RetinaNet has a higher percentage of high confidence
negatives in the Kidney category. From the overall results of Fig. 7 , our proposed 3DCFF, in most cases, is substantially
superior to the other four methods. Faster R-CNN, 3DCE-based, and other FPN-based frameworks always have a large number
of false detection boxes, resulting in precision being impacted significantly. Unfortunately, all methods, including 3DCFF, are
unable to extract all the lesions (i.e. the recall rate cannot reach 100%). 
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Fig. 5. The detection results on the position of Liver (No. 0 0 0 076_02_01), with (a) Ground truth; (b) RetinaNet; (c) Faster R-CNN; (d) 3DCE-3 slices; (e) 3DCE-9 slices; (f) 3DCFF. 
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 Fig. 6. The detection results on the position of Mediastinum (No. 0 0 0 021_02_01), with (a) Ground truth; (b) RetinaNet; (c) Faster R-CNN; (d) 3DCE-3 slices; (e) 3DCE-9 slices; (f) 3DCFF. 
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Fig. 8 shows a typical slice (No. 0 0 0 046_03_02) in the Pelvis . Located in the middle of the pelvis, the lesion has a shape
that is close to the prototype, and its boundary and texture are highly differentiated. Nonetheless, RetinaNet, Faster R-CNN,
and 3DCE-3 slices all failed to detect the lesion. Although the 3DCE-9 slices successfully extracted the lesion area, the IoU
ratio of the target frame is small. Also there are many high-confidence erroneous boxes in Fig. 8 (e). In contrast, our 3DCFF
does not generate any false bounding boxes; true positives are extracted. 
Fig. 9 shows the results for the slice of No. 0 0 0530_03_01 from the Kidney category. In this slice, the boundary of the
kidney has a slight protuberance in the lesion area. The textures of the lesion and the kidney are highly similar; therefore,
all the methods, except 3DCFF, failed. Meanwhile, since there are many non-lesion tissues with closed edges in the slice,
Faster R-CNN, 3DCE, and other RPN-based methods generated a large number of false bounding boxes with relatively high
confidence. Results also show that, under the situation of a complex background, the precision of the RPN proposal strategy
is greatly constrained. 
3.2.2.3. Lung and bone . The third group of lesions appears in the Lung and Bone categories. The lesions in the Lung are
located mainly in the middle of the CT slices. Particularly, the lung lesion sizes in the dataset are generally small. The
texture of the lung lesions always contrasts strongly with the surrounding tissues; also, the boundary of the lesions is clear.
Therefore, in the Lung category, most methods achieve high mAP. Worthy of note is that, although our method achieves
the best mAP, when recall is increased to 0.8, our method performs even worse than the 3DCE background methods, such
as 3DCE-3 slices and 3DCE-9 slices. The reason may be that 3DCFF implicitly places the anchor strategy at the end of the
network, resulting in the recall being unable to reach a high level, especially in the case of small objects. Fig. 10 (b) shows
the results of the Precision-Recall Curves for Bone lesions. The curve of our method is more oscillating, especially in the case
when the values of recall are within the range [0, 0.4]. 
The Bone dataset has more interference, and its shape is similar to that of some non-lesion tissue. As a result, many
normal tissues may have high response values to Bone lesions, leading to the oscillation of the Precision-Recall curve. Then,
our method performs even worse than RetinaNet. 
3.2.2.4. Lung lesions. Fig. 11 shows the detection results for the Lung lesion in slice No. 0 0 0 040_05_01. The nearly elliptical
lesion is located in the middle of the left lung. As can be seen, the lesion has a prominent contour. The internal texture
of the lesion obviously contrasts with the surrounding area of the lung. Therefore, each method extracts the lesion region.
Nevertheless, Lung-type slices often have many areas, especially in the central position of the lung, that appear similar to a
Lung lesion. During scanning, the contrast of the blood vessels is generally strong, leading to a large number of false positives
in RetinaNet, Faster R-CNN, 3DCE-3 slices, and 3DCE-9 slices. The reason is too many proposal anchors are generated by the
shallow RPN, which leads to false detection. Fig. 11 (f) reflects the situation that, under the influence of a large number of
attractors, 3DCFF still eliminates the influence of suspected targets with a one-stage bounding box regression scheme. 
3.2.2.5. Bone lesions . Bone lesions, related to the pelvis, chest cavity, skull, and other positions, are included in the dataset.
Generally, the scale of a bone lesion is relatively small and usually presented in a highlighted or high-contrast manner in
a CT slice. As depicted in Fig. 12 , the lesion (a typical Bone lesion slice in No. 002809_03_01) is located inside the spine,
and the edges are clear. Experimental results show that, while producing some false detection, Faster R-CNN, RetinaNet,
and 3DCE-9 slices all fail to detect the lesion. It is especially interesting that the 3DCE-3 slices hit the lesion with a high
confidence score (0.912). This phenomenon shows that, overall the 3DCE-9 slices perform better than the 3DCE-3 slices.
However, because the ability of the feature maps to discriminate is sensitive to input data, 3D context information may be
misleading. In this case, 3DCFF also detected the lesion with high confidence and without false detection. 
3.2.2.6. Abdomen and soft tissue . The last, and most challenging categories, are Abdomen and Soft tissue. These two types
of lesions, which are difficult to distinguish from the surrounding tissue texture, have large scale changes with fuzzy bound-
aries. In addition, there is often a large number of suspected tissues in the slice, which is likely to lead to misdiagnosis.
Fig. 13 (a) shows the results for Abdomen. Although, as a whole, our method is still superior to other algorithms, the overall
performance is not promising. As the recall rate is increased, precision declines linearly. This phenomenon indicates that
the score distribution of the false detections is relatively balanced. A plot of the results for the Soft tissue category (see
Fig. 13 (b)) shows that, for all methods, the P-R curves are unstable. This phenomenon reveals that there are many false
positives with high lesion confidences, resulting in the oscillation of the curves. The main reason is that the detection of
Soft tissue is very challenging, because, in most slices, the contrast of a soft tissue lesion is somewhat low relative to the
texture of neighboring tissue. In this case, the proposed 3DCFF has no obvious advantage. In particular, given the high and
low recall values, the proposed 3DCFF is not as good as the other four methods. In fact, given the precision rate within the
range [0, 0.2], our method does not achieve a high recall rate. In this case, 3DCFF is even worse than Faster R-CNN and
RetinaNet. The other reason is that various non-lesion tissues, including feet, brain, arm, etc., are in Soft tissue slices, where
shape and scale changes are severe. In this context, because we do not adopt the RPN strategy, there is no advantage to
3DCFF. 
Fig. 14 shows the test results for Abdomen lesion slice No. 0 0 0537_01_01. The lesion has a small scale and a blurred
boundary and is interfered with by the surrounding non lesion area. Faster R-CNN and 3DCE-based methods, based on RPN
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Fig. 8. The detection results on the position of Pelvis (No. 0 0 0 046_03_02), with (a) Ground truth; (b) RetinaNet; (c) Faster R-CNN; (d) 3DCE-3 slices; (e) 3DCE-9 slices; (f) 3DCFF. 
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Fig. 9. The detection results on the position of Kidney (No. 0 0 0530_03_01), with (a) Ground truth; (b) RetinaNet; (c) Faster R-CNN; (d) 3DCE-3 slices; (e) 3DCE-9 slices; (f) 3DCFF. 
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Fig. 11. The detection results on the position of Lung (No. 0 0 0 040_05_01), with (a) Ground truth; (b) RetinaNet; (c) Faster R-CNN; (d) 3DCE-3 slices; (e) 3DCE-9 slices; (f) 3DCFF. 
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Fig. 12. The detection results on the position of Bone (No. 002809_03_01), with (a) Ground truth; (b) RetinaNet; (c) Faster R-CNN; (d) 3DCE-3 slices; (e) 3DCE-9 slices; (f) 3DCFF. 
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Fig. 14. The detection results on the position of Abdomem (No. 0 0 0537_01_01), with (a) Ground truth; (b) RetinaNet; (c) Faster R-CNN; (d) 3DCE-3 slices; (e) 3DCE-9 slices; (f) 3DCFF. 
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Table 2 
Run time comparison. 
Method Average Runtime (ms) 
Faster R-CNN 159 
RetinaNet 154 
3DCE - 3 slices 79 
3DCE - 9 slices 148 
3DCFF 64 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
proposals, surround the lesion area with a bounding box. However, these methods have relatively low IoU ratios and confi-
dences. RetinaNet even misses the target. In contrast, because 3DCFF uses multi-scale fusion and 3D context information, it
avoids the disadvantages of missing small-scale objects. Actually, 3DCFF hits the lesion with high confidence (0.8) and high
IoU value. 
Fig. 15 shows the detection results of the Soft tissue lesion slice No. 003,074_01_01. This CT image is that of a typical slice
in the Soft tissue category. Its lesion is located at the edge of human tissue, and, relative to the texture of the neighboring
abdomen, the contrast is comparatively low. In this situation, the 3D context of the lesion is very important. Basically, in
the adjacent slices of the target image, the texture and edges of the relevant coordinates are generally consistent, providing
multi-scale and additional useful information about the lesion. Therefore, 3DCE-9 slices and 3DCFF effectively detect the
lesion. However, RetinaNet, Faster R-CNN, 3DCE-3 slices, and 3DCE-9 slices generate many false lesion boxes. 
3.2.3. Typical failed cases 
Although our proposed 3DCFF has the highest AP score in all parts, in some cases, our method does not make sense. To
analyze the main reason, we select typical slices of the examples of failure acquired from our algorithm. 
Fig. 16 shows the test results for Pelvis lesion slice No. 0 0 0 047_08_01. Note that the proposed 3DCFF failed to extract
the lesion area. However, on one hand, Faster RCNN successfully extracted the lesion without any false positives. On the
other hand, 3D-based algorithms, including 3DCE-3 slices and 3DCE-9 slices, detected the lesion with some false proposals.
The boundaries of this lesion are clear enough to distinguish whether or not they are lesions. However, the intensity of this
lesion is very near that of the surrounding tissue, thereby requiring the neural network to perform strongly on the weak
edge features. Unfortunately, the proposed 3DCFF failed to extract the lesion area. This phenomenon shows that, although
Faster RCNN and 3DCE perform worse than the proposed algorithm, they have good sensitivity to edge features. Fig. 17
shows the results conducted on Soft tissue No. 003686_02_01, where all methods failed to detect the lesion located at the
edge of the abdominal cavity. The intensity from the outside of the abdominal cavity greatly influences the features of the
lesion, making detection more challenging than in other cases. 
Moreover, Fig. 18 shows some results that the proposed 3DCFF completely failed to detect. Fig. 18 (a) and (d) show ex-
amples from the categories of Abdomen (No. 0 0 0 046_02_02) and Liver (No. 0 0 0 097_01_01), respectively. Their boundaries,
which are almost an integral part of the surrounding tissues, are only partially convex. Fig. 18 (b) shows the test results for
Bone lesion slice No. 0 0 0286_02_01. The contour of the lesion, although clear, is not uniformly intense, which poses a great
challenge for detection. Fig. 18 (c) shows the detection results for Kidney lesion No. 0 0 0 016_01_01. The surrounding tissue is
wrapped around the lesion, where the edges of the lesion are very complicated. Fig. 18 (e) shows the test results for Lung
lesion No. 0 0 0238_09_03. The lesion has low resolution, and it is difficult to distinguish the intensity within the lesion from
that of the surrounding tissues. In fact, all methods failed in this CT slice. Fig. 18 (f) shows the results for Mediastinum (No.
0 0 0 091_04_01). The intensity is very near that of its surroundings, thereby requiring the object detection algorithm to have
strong edge sensitivity. Unfortunately, in these slices, the proposed 3DCFF failed to extract the lesion areas. 
To sum up, the proposed 3DCFF lesion detection algorithm may fail to extract reliable bounding boxes in the following
situations: the lesion has low resolution, the texture of the lesion is similar to the texture of the surrounding tissue, the
edge of the lesion is fuzzy or wrapped by the surrounding tissue, and the lesion is located at the edge of the trunk. This
phenomenon reveals that the contours and intensities of the lesions are the key factors that must be considered in lesion
detection algorithms. Namely, if we choose appropriate image enhancement algorithms, the contrast between weak edge
lesions and their surrounding tissues may be enhanced. Thus, in this situation, the recall rate will increase. However, al-
though image enhancement may improve the recall of lesions with weak edges, it may enhance the contrast among normal
tissues. Consequently, the false positive rate will also increase. Therefore, choosing an image enhancement algorithm plays
an important role in the trade-off between precision and recall. Our goal is to improve the performance of lesion detection
by combining efficient image enhancement with the proposed CNN architecture. Therefore, in future work, we will focus on
the area of image enhancement and especially on algorithms related to semantic guided enhancement. 
3.2.4. Run time comparison 
The last experiments focused on comparing the run times among the algorithms. As shown in Table 2 , mainstream
detection frameworks, such as Faster R-CNN, employ two-stage schemes, which generate a large number of proposals in
the RPN-stage. In addition, Faster R-CNN adopts a more complicated backbone network, so that the average run time for a
single image reaches 159 ms. RetinaNet, whose average running time is almost the same as that for Faster R-CNN, suffers
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Fig. 15. The detection results on the position of Soft tissue (No. 003074_01_01), with (a) Ground truth; (b) RetinaNet; (c) Faster R-CNN; (d) 3DCE-3 slices; (e) 3DCE-9 slices; (f) 3DCFF. 
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 Fig. 16. The detection results on the position of Pelvis (No. 0 0 0 047_08_01), with (a) Ground truth; (b) RetinaNet; (c) Faster R-CNN; (d) 3DCE-3 slices; (e) 3DCE-9 slices; (f) 3DCFF. 
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Fig. 17. The detection results on the position of Soft tissue (No. 003686_02_01), with (a) Ground truth; (b) RetinaNet; (c) Faster R-CNN; (d) 3DCE-3 slices; (e) 3DCE-9 slices; (f) 3DCFF. 
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Fig. 18. Typical detection results that the proposed 3DCFF are completely failed, with (a) Abdomen-No. 0 0 0 046_02_02; (b) Bone-No. 0 0 0286_02_01; (c) Kidney-No. 0 0 0 016_01_01; (d) Liver-No. 0 0 0 097_01_01; 
(e) Lung-No. 0 0 0238_09_03; (f) Mediastinum-No. 0 0 0 091_04_01. 
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from similar problems. Worthy of note is that 3DCE - 3 slices are about two times faster than 3DCE - 9 slices, indicating that,
when using a multi-level context, late fusion strategy must add many convolutions to the shallow layer. This strategy results
in higher mAP, but lower efficiency. On the contrary, for the purpose of high speed, Darknet-53 is used as the backbone of
the proposed 3DCFF algorithm. 
As shown in Table 2 , the average run time for our method is 64 ms, which is much faster than that for Faster R-CNN,
RetinaNet, and other methods. Thus, our method is efficient. Fortunately, this acceleration does not occur at the expense of
accuracy. On the contrary, our method has greatly improved the mAP of lesion detection. 
4. Conclusions 
A novel deep convolutional feature fusion scheme, 3D Context Feature Fusion (3DCFF), was presented. Since 3D context
provides texture, contour, and shape information that are helpful for generating distinguishable lesion features, then 3D
context is constructed and divided into several groups as input for the detection network. To enhance the recall rate, the
network adopts a multi-resolution fusion scheme. After several convolutional layers, feature maps of each group are merged
with the different resolution feature maps. The purpose of feature fusion, which is based on the concatenation of feature
maps from different scales, is to improve the invariance of feature representation for different resolutions. Finally, the feature
maps of different resolutions regress lesion coordinates, width, height, and confidence of different scales and shapes. The
results of experiments conducted with the DeepLesion database show that the proposed 3DCFF has a better mAP and faster
speed than mainstream algorithms, such as Faster R-CNN, RetinaNet, and 3DCE. In particular, the APs of the Mediastinum,
Liver, Lung categories exceed 0.7, which is close to the actual usable level. This phenomenon indicates that, the features
extracted by the proposed 3DCFF are more discriminating than state-of-the-art methods. However, for a data set such as
Soft tissue , whose appearance, contour, and texture are complex, the results are still not promising and need to be improved.
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