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Weighing the surface charge of an ionic liquid†
Nicklas Hjalmarsson,a Daniel Wallinder,b Sergei Glavatskih,c,d Rob Atkin,e
Teodor Aastrupb and Mark W. Rutland*a,f
Electrochemical quartz crystal microbalance has been used to measure changes in the composition of
the capacitive electrical double layer for 1-ethyl-3-methylimidazolium tris(pentaﬂuoroethyl)-triﬂuoropho-
sphate, an ionic liquid, in contact with a gold electrode surface as a function of potential. The mass diﬀer-
ence between the cation and anion means that the technique can eﬀectively “weigh” the surface charge
accurately with high temporal resolution. This reveals quantitatively how changing the potential alters the
ratio of cations and anions associated with the electrode surface, and thus the charge per unit area, as well
as the kinetics associated with these interfacial processes. The measurements reveal that it is diﬀusion of
co-ions into the interfacial region rather than expulsion of counterions that controls the relaxation. The
measured potential dependent double layer capacitance experimentally validates recent theoretical predic-
tions for counterion overscreening (low potentials) and crowding (high potentials) at electrode surfaces.
This new capacity to quantitatively measure ion composition is critical for ionic liquid applications ranging
from batteries, capacitors and electrodeposition through to boundary layer structure in tribology, and more
broadly provides new insight into interfacial processes in concentrated electrolyte solutions.
Introduction
The behaviour of Ionic Liquids (ILs) at interfaces is of decisive
importance for their application in fields ranging from electro-
chemistry to tribology.1,2 Their charged nature provides an
additional control parameter compared with conventional
liquids,2 of controlling interfacial structure through appli-
cation of surface potentials.3–7 Despite this importance and
recent theoretical advances,1,8,9 the nature of the so called elec-
trical double layer (EDL) remains experimentally intransi-
gent.1,2,10 ILs have several attractive properties that have
sparked a recent surge in interest; amongst other things, they
can be thermally and electrochemically stable, have a low
vapour pressure and can dissolve both polar and apolar moi-
eties. These properties render ILs relevant for electrochemical
applications such as electrodiscs,11 electrowetting,12 and mole-
cular gating.13 For electrochemistry the nature of the EDL, (the
arrangement of ions at a charged interface) is of particular
importance; however, the traditional description of the EDL
structure for aqueous electrolyte solutions is not applicable for
ILs1 where electrostatic interactions are only manifested over
the distance of an ion-pair.14,15 Furthermore, the cations and
anions comprising an IL are usually bulky and asymmetric,
with a delocalised charge, which is not commensurate with
assumptions of point charges: there has thus been a need to
find new descriptions for the EDL structure of ILs.1,8–10,16–19
Bazant et al. developed a simple Landau–Ginzburg-type
continuum theory to predict the structure of ILs on charged
interfaces.8 The calculations showed that at low to moderate
voltages, i.e. when the surface charge is relatively low com-
pared to the charge of a monolayer of counterions, that the
surface is “overscreened” by a layer of counterions which is
compensated for by an excess of co-ions in the next layer (illus-
trated in Fig. 1a). This behaviour changes at high voltages
since the charge of a monolayer of counterions is insuﬃcient
to screen the surface charge. The counterions will thus also be
in excess in the second monolayer, “crowding”, and the co-ion
dominated layer will not be manifested until the third layer
(Fig. 1b). Experimental studies of the EDL for ILs have used a
plethora of techniques such as X-ray reflectivity (XRR),4,5,20–23
Neutron Reflectivity,24 Atomic Force Microscopy
(AFM),15,18,25–29 Surface Force Apparatus,14,30–33 Neutral
Impact Collision Ion Scattering Spectroscopy,34–41 Angle
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Resolved X-ray Photoelectron Spectroscopy,37,42–44 Rutherford
Backscattering,45 and Vibrational Sum Frequency
Spectroscopy34,46–49 however few have investigated the charged
solid–liquid interface, particularly as a function of surface
charge. In a landmark paper, Mezger et al. reported on the dis-
tribution of anion and cations for three diﬀerent ILs (where
the anion remained the same) on a charged sapphire surface
using high energy XRR. The results showed extensive mole-
cular layering of the diﬀerent ILs on the surface but in that
system it was not possible to vary the voltage on the surface
and thus not study the EDL as a function of surface charge.5
They followed up this paper by reporting on the behaviour of
several other ILs (where the cation remained the same) with
similar results.4 Yamamoto et al. took their XRR-study one
step further and were able to independently apply a voltage (up
to ±3 V) to a gold surface. They clearly demonstrated the
eﬀects of overscreening at low voltages but were unable to
induce a crowding eﬀect even at ±3 V. Fedorov and Kornyshev
point out in their recent review1 that it is most likely an eﬀect
of the neutral tails which, being suﬃciently long, can shift the
onset of lattice saturation to larger voltages. This has been
shown in several papers where the eﬀect of the neutral tail has
been simulated.16,50,51 Another possible reason is that the
applied voltages do not exert a large enough electric field to
completely turn on crowding. In another work, using AFM,
Hayes et al. studied the layering of two diﬀerent ILs by apply-
ing a potential to a gold surface.15 The force measurements
revealed 4 to 7 layers which demonstrates the EDL structure,
with the distance of the observed “steps” being correlated to
the ion-pair diameter. They found that structural forces
were stronger for negative polarisations and ascribed this to
the diﬀerent molecular structure of cation and anion.
Cations with the more localised charge groups enhance layer-
ing, which is a simple demonstration of the tunability of ILs. It
is worth noting that in the experimental work done on the
EDL structure it is the voltage which has been controlled, and
independent verification of the surface charge is often
challenging.
The structure of the EDL for ILs has important ramifica-
tions for the sliding of ionic layers, and thus the friction. Tri-
botronics,52 the use of applied potentials to influence the
friction of a lubricating contact, has interesting implications
for the development of novel systems where the amount of fric-
tion, and even its mechanism, can be controlled in situ. Recent
work, using AFM3 and Molecular Dynamics simulations,6 have
shown that it is possible to control the friction of a system in
situ using ILs and also achieve very low friction by applying an
electrical potential. Li et al. recently applied potentials to
diﬀerent imidazolium ILs on gold and measured the friction
using a colloidal probe AFM.53 They showed that the magni-
tude of the friction depended on which ions were sliding
against each other and lowest friction was achieved with a
high negative potential – cations sliding against each other (as
long as the cation was smaller than the anion). In a similar
study, Li et al. used a comparable system and achieved super-
lubricity (arbitrarily defined as a friction coeﬃcient below
0.01) with an IL confined between a highly ordered pyrolytic
graphite interface and an AFM tip.54 In the latter case, the
lowest friction was achieved with a high positive potential
(suggesting anions at the sliding interface). Clearly the sur-
faces must aﬀect the local structuring of the ILs, but there is
thus a need for an increased understanding of the interfacial
behaviour of ILs and how this relates to friction.
In this study, the magnitude and sign of the surface poten-
tial applied to a gold surface immersed in 1-ethyl-3-methyl-
imidazolium tris(pentafluoroethyl)trifluorophosphate [EMIm]-
[FAP] was varied to investigate surface response using an elec-
trochemical Quartz Crystal Microbalance (QCM). The mass
diﬀerence between the ions allows the change in charge in the
EDL to be directly measured, while a measure of the surface
charge can be independently obtained from monitoring the
capacitance of the system.
Experimental details
1-Ethyl-3-methylimidazolium tris(pentafluoroethyl)trifluoro-
phosphate [EMIm][FAP] was acquired from Merck KGaA in
ultrapure quality and used as received. An A200 QCM-instru-
ment from Attana AB (Stockholm, Sweden) was used with a
custom-built experimental setup for electrochemical measure-
ments that was powered by a 9 V battery and included several
resistors and operational amplifiers to minimise the current
passing through (as this could potentially disrupt the QCM-
crystal and/or facilitate electrochemical reactions). The current
was measured over that last resistor and it was determined to
be smaller than 0.2 µA (detection limit of the multimeter
used). The chip (a self-contained insertable liquid cell made of
PTFE with a QCM-crystal inside) was modified so that an elec-
trode could be fitted inside. This quasi-reference electrode
used in this paper was a 0.25 mm thick Pt-wire placed in the
middle of the cell, 25–50 µm above the 10 MHz gold coated
quartz crystal (working electrode) which was prepared by sput-
tering and has an area of 15.9 mm2 and thickness of 150 nm.
The cell volume is approximately 1.5 µl and is completely
sealed by a PTFE O-ring and screws to prevent both leakage
and contamination of the liquid. The modest dimensions of
Fig. 1 A schematic representation of the diﬀerence between over-
screening (a) and crowding (b) for ions at a charged interface at low (a)
and high (b) surface charge, respectively. The ﬁgure is redrawn from
Bazant et al.8
Paper Nanoscale
16040 | Nanoscale, 2015, 7, 16039–16045 This journal is © The Royal Society of Chemistry 2015
O
pe
n 
A
cc
es
s A
rti
cl
e.
 P
ub
lis
he
d 
on
 0
9 
Se
pt
em
be
r 2
01
5.
 D
ow
nl
oa
de
d 
on
 1
8/
04
/2
01
8 
22
:4
8:
29
. 
 
Th
is 
ar
tic
le
 is
 li
ce
ns
ed
 u
nd
er
 a
 C
re
at
iv
e 
Co
m
m
on
s A
ttr
ib
ut
io
n 
3.
0 
U
np
or
te
d 
Li
ce
nc
e.
View Article Online
the cell preclude a third electrode largely due to the substan-
tially increased risk of leakage. A two-electrode system can be
used in an electrochemical cell whenever the current is small,55
which is the case here. The chip (with accessories) was cleaned
according to manufacturer’s standard protocol (ESI†) and the
gold surface was rinsed with ethanol before being assembled.
The system was put in a desiccator for at least 12 h to allow for
minimal water ingression before introducing [EMIm][FAP].
Karl–Fischer Titration (Metrohm) was used to monitor the
water content and the measured values were always lower than
0.03 wt% H2O (which translates to less than one water mole-
cule per 100 ion-pairs). The system was left to stabilise over-
night in the QCM for every experiment to reduce drift (which
was never higher than 0.2 Hz min−1 and usually considerably
lower). Drift was corrected for by extrapolating a linear fit.56
The setup was always left to stabilise for at least 20 min before
changing the potential to allow the open-circuit potential
(OCP) as well as the surfaces changes in the QCM to stabilise.
The OCP between the gold surface and the Pt quasi-reference
electrode was recorded each time the potential was switched
oﬀ and converged to a value of −0.018 V ± 0.01 V. The Sauer-
brey equation57 was used to convert measured frequency
changes to mass changes in ng cm−2 with an instrument value
of C = 4.4 Hz cm2 ng−1.
Results and discussion
Mass change as a function of potential
Fig. 2 shows a QCM-experiment where a negative potential of
varying magnitude was applied to a gold surface immersed in
[EMIm][FAP]. In this figure the potential is ramped from 0 V to
−2 V and the mass diﬀerence per area on the gold surface is
plotted against applied potential. The mass associated with
QCM crystal (extracted from vibration frequency) clearly
changes as a function of the magnitude of the potentials
applied. Notably, positive potentials always increased the
sensed mass whereas negative potentials resulted in a
reduction. Assuming that the mass changes reflect primarily a
change in the composition of the ion layers in close proximity
to the surface, then this result can be rationalised in terms of
surface charge induced ion exchange. This figure proves the
hypothesis that QCM can be used to monitor the surface
charge via changes in mass. In this IL the anion is significantly
heavier; the molecular weights (Mw) of the cation and anion
are 111 and 445 g mol−1, respectively. Thus the application of
a negative potential leads to a reduction in the number of
anions and an increase in the number of cations in the surface
region, with a net mass loss of 334 g mol−1 of charge. Conver-
sely, a positive potential enriches anions at the expense of
cations, and the mass increases. The initial rapid change in
mass we interpret as being associated with local “flipping” as
co-ions and counterions change places in the closest layers.
During the second regime the mass changes more slowly
towards its plateau value over the order of a minute which
reflects migration of ions to and from the surface layers over
larger distances (inset Fig. 2). Before changing the potential to
its next value, or changing the polarity, the voltage was discon-
nected and a recovery period was allowed during which the
system relaxed.
The mass was also monitored during this relaxation and
some of the results are shown in Fig. 3. The relaxation time is
much longer than the time taken to reach the plateau (Fig. 2).
The mass diﬀerence (with respect to its value at time zero –
the point at which the voltage was switched oﬀ ) is plotted
against t1/2. The resulting linear relationship demonstrates a
diﬀusion dependent change in the Sauerbrey mass and this is
in agreement with Fick’s law of diﬀusion at short time
scales.58 Remarkably, the gradient is steeper for the extinguish-
ing of the positive potential (a factor 2.0 ± 0.2) when compar-
ing potentials of the same magnitude but diﬀerent polarity. It
is known59 that the self-diﬀusion coeﬃcients of [FAP]− and
[EMIm]+ are 1 × 10−11 and 2 × 10−11 m2 s−1, respectively,
reflecting their diﬀerent sizes. Thus the ratio of factor 2.0
between the gradients of the relaxation data for diﬀerent
polarities is entirely consistent with the literature ratio of the
Fig. 2 Dependence of mass change on applied potential between 0 V
and −2 V. The inset shows a representative graph of mass diﬀerence as a
function of time.
Fig. 3 The two lines represent the diﬀusion controlled mass (or charge)
relaxation for +1 V (thick line) and −1 V (thin line) when the potential is
switched oﬀ. The ratio of the gradients reﬂects the ratio of the diﬀusion
coeﬃcients of the anion and cation. (Fig. 2 of the ESI† shows this data
on a linear scale.)
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diﬀusion coeﬃcients. More importantly, it indicates that the
relaxation of the charge is associated primarily with movement
of only one of the ions in each case. The relative diﬀusion
rates indicate that the equilibration of the concentration gradi-
ent is limited not by diﬀusion of counterions away from the
surface, but by diﬀusion of the co-ions towards the electrode
surface. The demands of local electroneutrality lead to an
equal number of co-ions (to the surface charge) being essen-
tially repelled to “infinite distance”. For electroneutrality to be
restored, the co-ions are required to diﬀuse over larger dis-
tances. This is further elaborated in the discussion of Fig. 4.
The continuous data from a full experiment, where the voltage
is varied multiple times at both polarities and over a wider
range of values than in Fig. 2, is shown as mass change versus
time in the ESI.†
Capacitance eﬀect as a function of potential
To investigate the capacitive eﬀect of the system and to ensure
that the system relaxed to a consistent open-circuit potential
(OCP), the OCP was also recorded when the potential was
switched oﬀ, using a separate voltmeter. In Fig. 4 the OCP is
plotted as a function of t1/2 for three diﬀerent voltages of the
same polarity: −0.2 V (squares), −0.8 V (spheres), and −1.2 V
(triangles). There is an excellent agreement with the exponen-
tial fit indicated by the line in each case. The y-intercept at t =
0 corresponds to the respective, independently measured,
applied potential and these results can thus be applied to a
self-discharge equation:
V ¼ V0 e
t
RC ð1Þ
where V0 is the initial voltage, t is time, R is resistance, and C
is the capacitance. Clearly, however, the exponential of Fig. 4
requires an exponential decay with respect to t1/2 rather than t,
which is resolved by recognising that Fig. 3 indicates that the
capacitance has a t1/2 dependency:
C ¼ C0 t 1=2 ð2Þ
where the capacitance at zero time is C0 = Q0/V0 and Q0 is the
corresponding surface charge. The self-discharge equation can
therefore be rewritten as
V ¼ V0e
t1=2V0
Q0R ð3Þ
where the exponential decay constant reveals a measure of the
capacitance charge on the surface at t = 0, i.e. at the moment
the potential is switched oﬀ.
Mass charge as a function of capacitance charge
Data of the kind shown in Fig. 3 and 4 provide independent
measures of the surface charge (in the latter case convoluted
with the resistance of the system which is assumed to be con-
stant for each experiment, reflecting the distance between the
electrodes). Comparison of such values is made in Fig. 5. Here
we have chosen to distinguish the measure of the surface
charge extracted from eqn (3) as the “capacitance charge” to
indicate its experimental origin., In this experiment the nega-
tive potential was systematically ramped up to investigate
whether evidence could be obtained for transitions from over-
screening to crowding in the double layer, as recently
predicted.8
The mass change in Fig. 5 reflects the enrichment of
cations at the electrode surface. The experiment was con-
ducted in such a way that the potential was always switched oﬀ
between each measurement to enable to record both the mass
change and the corresponding exponential decay of the OCP.
In Fig. 5 the “mass charge” (measured from the QCM) is
plotted against the capacitance charge derived earlier by using
the exponential constant and the value of the applied potential
(the capacitance charge is convoluted by a constant which is
characteristic of each experiment, so is plotted in arbitrary
units such that the gradient is constrained to 1 for low charges
in the figure). The mass charge is obtained by assuming that
the mass change in the system is due to an anion–cation-
exchange which reflects the surface charge. The QCM
measures a change in resonance frequency (which provides a
measure of the adsorbed mass change using Sauerbrey’s
equation) rather than the total mass. We here assumed that as
a first approximation the mass change is due to an exchange
of co-ions for counterions. It is known that the gold surface
can reconstruct in the present of ILs which conceivably could
lead to a mass change but for the IL used here it has been
demonstrated that no such reconstruction occurs.60 If there
were to be orientational changes of layers or significant
changes in viscosity or density in the fluid adjacent to the
crystal, this would also change the resonance frequency. We
consider that the assumption is entirely reasonable for the fol-
lowing reasons. (1) The sign of the mass loss follows the sign
of the applied potential. (2) As Fig. 5 shows there is a linear
relationship between the mass change and the independently
measured charge via the capacitance. (3) The mass (charge)
relaxation is diﬀusion limited which is unlikely to be the case
if the frequency change is due to changes in orientation or
density/viscosity.
Fig. 4 OCP recorded as a function of t1/2. The symbols correspond to
−0.2 V (squares), −0.8 V (spheres), and −1.2 V (triangles). The inset is a
zoomed version for −0.2 V. All ﬁts are exponential as a function of t1/2
with excellent agreement (R2 > 0.98).
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To relate the mass to that corresponding to a monolayer of
cations it is necessary to have an estimate of the cation size.
Perkin et al. estimated the [EMIm]+ cation size using two inde-
pendent methods, molecular mechanics (CHARMM code) and
a semi-empirical package (MOPAC, PM3 method, restricted)
and both methods agreed to the dimensions: (0.76 ± 0.03 nm)
× (0.36 ± 0.08 nm) × (0.22 ± 0.04 nm).61 Furthermore, together
with several other publications,46,48,49 they propose that an
imidazolium cation adsorbs with the aromatic ring parallel to
the surface. Baldelli points out however that this can change if
the water content is high.49 Since our measured water content
is low, and assuming that the ring is parallel to the surface,
then the charge density equivalent to one monolayer of cations
is equal to 4.8 µC cm−2 for [EMIm]+. In Fig. 5 there are two dis-
tinct linear regions, which display a significant diﬀerence in
slope. We speculate that these two regions reflect the con-
ditions of overscreening and crowding.8 In the case of over-
screening (lower charge density, squares, depicted in Fig. 1a)
the double layer can be thought of as a charge sandwich where
a layer of counterions is flanked on either side by a layer of
surface charge and a layer of co-ions. Thus, as the surface
charge approaches the limiting density which can be accom-
modated via an overscreening configuration, the surface
charge should be approximately half the value of the charge of
the full monolayer. According to the calculation above, the
transition from overscreening to crowding should thus occur
at about 2.4 µC cm−2.
The transition point appears at approximately 2 µC cm−2
mass charge which is highly comparable with the calculated
value of 2.4 µC cm−2. This diﬀerence in slope is the key evi-
dence that we are sensitive to the transition from overscreen-
ing to crowding. If the QCM detected only the change in mass
of the ion exchange in the sensed volume then this curve
would remain linear and no transition would be observed. The
change in slope reflects changes in the ordering of the IL in
several diﬀerent ways. Firstly the mass sensitivity decreases
with distance from the surface in an exponential fashion.62,63
Secondly, the reorganisation of the IL in response to the
surface charge by definition must cause a local change in both
density and viscosity. Both of these parameters should aﬀect
the QCM response,64 though not in a transparent fashion.
Simulations, albeit of equally sized spheres, clearly show that
such density changes are expected to occur in association with
the transition. Specifically, the average density of the first few
molecular layers should increase significantly (of the order of
10 to 20%, see Fig. 3 in ESI,† data from ref. 65). The increased
gradient observed in Fig. 5 is strongly indicative of such an
eﬀect. A full, quantitative explanation of the diﬀerence in
slopes of the two regions would require knowledge of the
molecular orientations, the local viscosity and density changes
associated with the charge rearrangements and the impli-
cations of the size mismatch between the ions in the third
layer, which are well beyond the scope of this work. The
observed trend however is in full, and almost quantitative,
agreement with the proposed model of Bazant et al.8 that pre-
dicts a transition from overscreening to crowding.
Conclusion
A new method of investigating the surface structure of ILs
using electrical QCM has been developed. The results corrobo-
rate previous simulation studies on ILs at charged interfaces.
The significant diﬀerences in mass between the anion and
cation can be leveraged to “weigh” the surface charge since it
causes an imbalance in the relative numbers of anions and
cations in the surface region sensed by the QCM. For ions of
equal mass the technique is unlikely to be very sensitive, but
based on the resolution found here, a significantly smaller
mass diﬀerence could be viable. The eﬀective experimental
limits will be explored in future work by systematically varying
the relative sizes of the ions. The observation that measure-
ments of both mass and OCP relaxation were dependent on t1/2
allowed two conclusions to be established – firstly that the
relaxation is limited by diﬀusion of counterions back to the
surface region, and secondly that independent measures of
the surface charge could be established. The ratio of the
diﬀusion coeﬃcients of the anion and cation determined here
are in quantitative agreement with literature values, indicating
that the QCM can also be used to obtain measures of diﬀusion
parameters. Comparison of the two measures of the charge
allows the issues of relating charge to potential to be circum-
vented and reveals a clear transition at values predicted to be
associated with a transition from overscreening to crowding.
In addition to providing valuable information on surface struc-
ture, which is key for understanding the tribotronics of ILs the
results provide strong experimental support for current theore-
tical predictions.
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Fig. 5 Calculated mass charge as a function of the capacitance charge.
The data points for the two diﬀerent regions were ﬁtted separately to
straight lines. The capacitance charge was normalised so that the slope
of the ﬁtted curve to the squared data points equaled 1.
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