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SUMMARY
Kriging, or Gaussian process modeling, is widely used in estimating unknown functions
based on the (noisy) evaluations. Originally, kriging was introduced in geostatistics by [1]
and has seen revived interest (and many new results) in the areas of spatial statistics [2, 3],
computer experiments [4, 5] and machine learning [6, 7].
The main idea of kriging is to assume the underlying function is a realization of a Gaus-
sian random field. The accuracy of kriging, or more generally, nonparametric regression,
depends very strongly on the manner in which data is collected [8, 9, 10] and the proper-
ties of the underlying function, especially the smoothness of the underlying function. This
dissertation addresses three important problems related to: (i) What type of data collection
might be expected to enable one to build an accurate model; (ii) Based on a high-quality
design, what is the accuracy of the model; and (iii) Can we construct estimators that achieve
the optimal convergence rate without knowing the true smoothness in advance.
In Chapter 1 we consider the first problem: What type of data collection might be
expected to enable one to build an accurate model. This problem is known as computer
experimental design in the field of computer experiments. In many situations actual phys-
ical experimentation is difficult or impossible, so scientists and engineers use simulations,
or computer experiments, to study a system of interest. Many simulations are stochastic in
the sense that repeated runs with the same input configuration will result in different out-
puts. For expensive or time-consuming simulations, stochastic kriging [11] is commonly
used to generate predictions for simulation model outputs subject to uncertainty due to
both function approximation and stochastic variation. In this chapter, we develop and jus-
tify a few guidelines for experimental design, which ensure accuracy of stochastic kriging
emulators. We decompose error in stochastic kriging predictions into nominal, numeric,
parameter estimation and parameter estimation numeric components and provide means
to control each in terms of properties of the underlying experimental design. The design
xiii
properties implied for each source of error are weakly conflicting and broad principles
are proposed. In brief, the space-filling properties “small fill distance” and “large separa-
tion distance” should balance with replication at distinct input configurations, with number
of replications depending on the relative magnitudes of stochastic and process variability.
Non-stationarity implies higher input density in more active regions, while regression func-
tions imply a balance with traditional design properties. A few examples are presented to
illustrate the results.
In Chapter 2 we derive error bounds of the (simple) kriging predictor under a uniform
metric. The kriging method has pointwise predictive distributions which are computation-
ally simple. However, in many applications one would like to predict for a range of untried
points simultaneously. In this chapter we introduce some error bounds for the (simple)
kriging predictor under the uniform metric. The predictive error is bounded in terms of the
maximum pointwise predictive variance of kriging, which can be further bounded with the
fill distance of the design set. It works for a scattered set of input points in an arbitrary
dimension, and also covers the case where the covariance function of the Gaussian process
is misspecified. These results lead to a better understanding of the rate of convergence of
kriging under the Gaussian or the Matérn correlation functions, the relationship between
space-filling designs and the accuracy of kriging models, and the robustness of the Matérn
correlation functions.
In Chapter 3 we consider identifying the smoothness of an underlying function, by em-
ploying maximum likelihood estimation for the Gaussian process model. The function esti-
mator based on the smoothness estimator is also constructed in this chapter. This maximum
likelihood approach is widely used in estimating the smoothness parameter in practice, but
theoretical studies are lacking. We propose a modified maximum likelihood method to es-
timate the underlying function as well as its smoothness based on noisy evaluations. We
prove the consistency of the proposed smoothness estimator and that the function estimator
achieves a nearly optimal rate of convergence for all degrees of smoothness.
xiv
CHAPTER 1
CONTROLLING SOURCES OF INACCURACY IN STOCHASTIC KRIGING
1.1 Introduction
In many situations actual physical experimentation is difficult or impossible, so scientists
and engineers use simulations, or computer experiments, to study a system of interest.
For example, [12] study a complex simulation model for turbulent flows in swirl injec-
tors, which are used in a spectrum of propulsion and power-generation applications, un-
der a range of geometric conditions, [13] estimate sexual transmissibility of human pa-
pillomavirus infection via a stochastic simulation model, and [14] use the Cardiovascular
Disease Policy Model to project cost-effectiveness of treating hypertension in the U.S. ac-
cording to 2014 guidelines. Commonly, these simulations require a cascade of complex
calculations and simulator runs are expensive relative to their information content. To en-
able exploration of the relationship between inputs and outputs in the system of interest,
a typical and apparently high-quality solution is to collect data at several input configura-
tions, then build an inexpensive approximation, or emulator, for the simulation.
In many cases, the data collected from the computer simulation is stochastic in the sense
that repeated runs with the same input configuration will have different outputs, driven pri-
marily by elements of the simulation model which are inherently stochastic. Consider
for example, the Coronary Heart Disease Policy Model, which is the simulation backbone
underlying the cost-effectiveness study in [14]. For each subject in a large cohort (the
U.S. adult population), this model generates a simulated Markov trajectory through risk
and event categories. These trajectories involve, for each subject and time-increment, ran-
domly assigning a new state according to a specified distribution. Even if all the simulation
settings, what we are calling inputs here, are unchanged, a new run of the simulation model
1
will have slightly different random trajectories, and in turn slightly different outputs. For
emulation of stochastic computer experiments, the stochastic kriging model proposed in
[11] has gained considerable traction as a quality approximation in a broad spectrum of
real applications. In the stochastic kriging model, output associated with each input is
decomposed as the sum of a mean (Gaussian process) output and random (Gaussian) noise.
The accuracy of the stochastic kriging emulator depends strongly on how the data is
collected [8, 9, 10]. Notably, [11] provides a few useful results relating to mean squared
prediction error (MSPE) integrated over the design space indicating that the distinct data
sites should be relatively space-filling, while the number of replications is driven by the
relative magnitudes of process and stochastic variability. Unfortunately, these results are
limited to stationary process covariance with no non-trivial regression functions in the pro-
cess mean. Further, no explicit consideration is given to very important experimental design
impacts on numeric stability and parameter estimation (or numeric stability in parameter
estimation). A spectrum of practical sequential design heuristics for stochastic kriging are
explored in [15].
[10] examine the qualitative features of high-quality experimental designs for building
accurate Gaussian process emulators of deterministic computer experiments. For determin-
istic emulators, it is shown that the weakly conflicting space-filling properties “small fill
distance” and “large separation distance” ensure well-controlled error. Non-stationarity in
the process’s correlation decay indicates a higher density of input locations in regions with
more quickly decaying correlation, while non-trivial regression functions indicate a bal-
ance between the space-filling properties and traditional design properties targeting small
variances of least squares coefficient estimates. In the common situation where correlation
parameters are estimated within the Gaussian process framework, space-filling designs are
slightly shifted to emphasis particular sizes and orientations of pairwise differences be-
tween input locations.
Here, we seek to develop and justify overarching principles of data collection for stochas-
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tic kriging. Importantly, the primary target here is a qualitative indication of what type of
designs might be expected to enable one to build an accurate model, not optimal design.
Broadly, the development here follows the framework and many of the results laid out in
[10]. Throughout, results which extend in a relatively straightforward manner from the
deterministic case to the stochastic case will be described in brief, at a high level with
differences highlighted, while completely unique results and those for which extension is
more complex will be described in more depth.
Inaccuracy in stochastic kriging will be decomposed into four components, nominal,
numeric, parameter estimation, and parameter estimation numeric error. The overall ap-
proach is to bound these four types of error in terms of experimental design properties.
It will be shown that the implied design characteristics for these four sources of error are
weakly conflicting. In Section 1.2, the problem is formally stated, some notation provided,
and several important well-known results stated. Then, in respective Sections 1.3, 1.4, 1.5,
and 1.6, the nominal, numeric, parameter estimation, and parameter estimation numeric
error are bounded. Designs which are high-quality with respect to the provided bounds
are discussed and a few examples are given, with consideration to stationary and non-
stationary cases as well as non-trivial regression functions. In Section 1.7, a few numeric
examples comparing the accuracy of stochastic kriging emulators based on a spectrum of
designs, numbers of replications, and process/noise variances are presented to illustrate the
proposed principles. Conclusions and implications are discussed briefly in Section 1.8.
1.2 Preliminaries
1.2.1 Stochastic Kriging Model
We consider the situation where a noisy output y(x) can be observed at an input configura-
tion x in a compact set Ω ⊂ Rd. The output is noisy, or stochastic, in the sense that another
run, or observation, at x will give a different output value. The noisy outputs are modeled
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as the sum of a deterministic function plus mean zero Gaussian noise. That is,
y(x) = f(x) + ε(x), (1.1)
where ε(x) ∼ N(0, σ2τ∗(x)) and τ∗ ∈ R
p1 is a vector of parameters. Throughout, we
will annotate true parameter values, which are not subject to estimation or any type of
numeric error, with an ∗ whenever this distinction between the true parameter values and
their estimated or noisy counterparts is useful. Notably, the noise components are taken as
independent across both input locations and replications at the same input location, and we
have suppressed the dependence of y(x) and ε(x) on a random element, say υ. Following
[11], the deterministic component f : Ω→ R is modeled as a Gaussian process (GP) (see,
for example, [4] and [5]), f ∼ GP(h(·)′β∗,Ψθ∗(·, ·)) for some fixed, known regression
functions h : Ω → Rq and a positive definite covariance function Ψθ∗(·, ·). Here, the
process mean and covariance depend on respective unknown parameters β∗ ∈ Rq and θ∗ ∈
Rp2 . Let ϑ = (βT , θT , τT )T denote the vector consisting of all the parameters. Throughout,
the underlying mean function in the stochastic kriging model will be considered as the
primary estimation target.
As shown in [11], the best linear unbiased predictor, as well as its MSPE, can be ex-
pressed in terms of the distinct data locations and the average output at each. The likelihood
of the unknown parameters given the data, on the other hand, depends on all the individual
outputs, not just the average at each distinct location, as shown in [16]. Throughout, we
will use notation following [16]. Let Ȳ denote the vector of average responses at each of
the n distinct locations and X̄ to denote the corresponding distinct design locations. On
the other hand, we will use Y to denote the full vector of m outputs (not averaged) and X
to denote the corresponding (potentially non-distinct) design locations. For the ith distinct
design location xi, let ki denote the number of replications observed at xi. Then, the exper-
imental design corresponding to the ith component of Ȳ can be described in terms of the
4
pair (xi, ki) for i = 1, ..., n, where xi ∈ Ω denotes a distinct design point, and ki denotes







denote the sample mean at point xi, where yj(xi) denotes the jth experiment at xi. Sim-
ilarly, let Σ̄ε = diag{σ2τ (x1)/k1, . . . , σ2τ (xn)/kn} denote the diagonal matrix of marginal
noise variances of the components Ȳ , and let Σε denote the diagonal matrix of marginal
noise variances of the components Y .
If β∗ is unknown, but both θ∗ and τ∗ are known, then the BLUP for f at an arbitrary
location of interest x ∈ Ω is [8]
f̂ϑ(x) = h(x)
T β̂ + Ψθ(x, X̄)[Ψθ(X̄, X̄) + Σ̄ε]
−1(Ȳ −H(X̄)β̂), (1.2)
where β̂ = (H(X̄)T [Ψθ(X̄, X̄) + Σ̄ε]−1H(X̄))−1H(X̄)T [Ψθ(X̄, X̄) + Σ̄ε]−1Ȳ , H(X̄) has
ith row h(xi)′ for distinct data location xi, and Ψθ(A,B) has elements Ψθ(ai, bj). Similarly,
the BLUP (1.2) has expected squared prediction error (conditional on the observed data),
or mean squared prediction error, (MSPE)
Ψθ(x, x)− (h(x)T ,Ψθ(x, X̄))
 0 H(X̄)T





Applying block matrix inverse results [17], the MSPE (1.3) can be written as
Ψθ(x, x)−Ψθ(x, X̄)[Ψθ(X̄, X̄) + Σ̄ε]−1Ψθ(X̄, x)
+ (h(x)−H(X̄)T [Ψθ(X̄, X̄) + Σ̄ε]−1Ψθ(X̄, x))T
× (H(X̄)T [Ψθ(X̄, X̄) + Σ̄ε]−1H(X̄))−1
× (h(x)−H(X̄)T [Ψθ(X̄, X̄) + Σ̄ε]−1Ψθ(X̄, x)).
(1.4)
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At first glance, the stochastic kriging model, which assumes a Gaussian process mean
with Gaussian noise, appears quite narrow and restrictive. In fact, the model is not as
restrictive as it appears. In particular, if one believes that the target function f lies in a
reproducing kernel Hilbert space (say for example, f has a fixed number of continuous
partial derivatives), then a representer theorem [18] ensures that the solution to a very
broad range of loss or likelihood-based penalized regression problems has the form given in
(1.2), although β̂ would be estimated differently and the regularizing matrix Σ̄ε constructed
differently, depending on the loss or likelihood. In practice, the stochastic kriging model is
typically a high-accuracy non-parametric estimate of the underlying function f , and would
represent a high-quality starting approximation for each of the three examples mentioned in
the first paragraph of this article (turbulent flows, sexual transmissibility, and cardiovascular
policy).
The stochastic kriging model, which is adapted to simulations with noisy outputs, dif-
fers from a kriging model for simulations with deterministic outputs only by the inclusion
of Σ̄ε = diag{σ2τ (x1)/k1, . . . , σ2τ (xn)/kn} in the BLUP and MSPE formulas above. In a
sense, the kriging model for deterministic simulations is a special case of the stochastic
kriging model for which σ2τ (·) ≡ 0. Many of results developed below extend immediately
to the kriging model for deterministic simulations by taking σ2τ (·) ≡ 0 or the number of
replications at the ith distinct input location ki → ∞ across i. Similarly, many of the re-
sults developed in [10] for deterministic kriging translate directly to the stochastic kriging
context with only a cosmetic rework. The aspects of parameter estimation error that relate
to estimation of σ2τ (·) are an exception.
1.2.2 Sources of Inaccuracy
As stated in the final paragraph of Section 1.1, inaccuracy in stochastic kriging will be de-
composed into four components, nominal, numeric, parameter estimation, and parameter
estimation numeric error. The numeric emulator is, in a sense, the actual, tangible emula-
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tor, which is subject to parameter estimation error as well as numeric error in both emulator
calculation and parameter estimation. Let ϑ∗, ϑ̂, and ϑ̃ respectively denote the true param-
eters, estimated parameters not subject to floating point errors, and estimated parameters
subject to floating point error in both computation and optimization. As noted previously,
∗ will be used throughout to annotate true parameter values. Similarly, we will use ·̂ and
·̃ to identify quantities subject to estimation and numeric error, respectively. Similar to
decompositions in [9] and [10], the norm of the difference between the estimator of the
unknown function and real function can be decomposed into nominal, numeric, parameter
estimation, and parameter estimation numeric components using the triangle inequality as
follows,
‖f − f̃ϑ̃‖ = ‖f − f̂ϑ∗ + f̂ϑ∗ − f̂ϑ̂ + f̂ϑ̂ − f̂ϑ̃ + f̂ϑ̃ − f̃ϑ̃‖
6 ‖f − f̂ϑ∗‖︸ ︷︷ ︸
nominal
+ ‖f̂ϑ∗ − f̂ϑ̂‖︸ ︷︷ ︸
parameter estimation
+ ‖f̂ϑ̂ − f̂ϑ̃‖︸ ︷︷ ︸
parameter numeric




Here f̃ϑ denotes the nominal emulator subject to floating point errors. Nominal error refers
to the difference between the target function f and its idealized approximation f̂ϑ∗ , which
is not subject to floating point or parameter estimation error. Numeric error refers to the
difference between the computed emulator f̃ϑ̃, which is subject to floating point arithmetic,
and an idealized version of the emulator which is not subject to floating point error in
emulator computation f̂ϑ̃. Parameter estimation error represents the difference between
emulators with the true and estimated parameters, f̂ϑ∗ and f̂ϑ̂, respectively. Parameter
estimation numeric error refers to the difference between the emulator with numerically
estimated parameters under floating point arithmetic f̂ϑ̃ and the emulator under an exactly
estimated parameter f̂ϑ̂. While decomposition (1.5) holds for any norm, here the L2(Ω)
norm will be the primary focus. Taking the expectation (conditional on the data) of (1.5)
7
and applying Jensen’s inequality and Fubini’s theorem [19] gives















Notice that the BLUP with parameter ϑ∗ is the nominal emulator f̂ϑ∗ in the first term in
(1.6) above, while the portion of the first term, bounding the nominal error above, under
the square root and inside the integral, E(f(x)− f̂ϑ∗(x))2, equals the MSPE (1.3).
1.3 Nominal Error
For a particular design problem, we have two approaches to reduce MSPE. The first ap-
proach is to add more distinct input locations to reduce the distance between potential
inputs and design points, the other is to take more experimental runs at a particular loca-
tion to reduce the predictive variance at that location. Intuitively, if there is a cluster of
design points, then the MSPE of the experimental design including the cluster is almost
the same as the MSPE of the experimental design with multiple experiments at one of the
points in this cluster. Our intuition is correct, as a consequence of the continuity of matrix
summation, inverses, and quadratic forms, as summarized in Proposition 1.3.1 below.
Proposition 1.3.1. Suppose f ∼ GP(h(·)′β,Ψθ(·, ·)), for some fixed, known functions
h(·) and a positive definite function Ψθ(·, ·), with stochastic observations generated by the
stochastic kriging model described in Section 1.2.1. Let X = (X1, X2), where X1 =
(x1, x2, . . . , xr) and
X ′ = (x∗, . . . , x∗︸ ︷︷ ︸
r replications
, X2).
If σ2τ (·) > 0 and σ2τ (·), h(·), and Ψθ(·, ·) are continuous, then MSPE(x) → MSPE′(x)
8
as xi → x∗ for i = 1, ..., r, where MSPE(x) is the MSPE of the BLUP based on X and
MSPE′(x) is the MSPE of the BLUP based on X ′.
A bound on the nominal error for the uppermost terms of the MSPE (1.4), which pro-
vide the MSPE for a mean model with no regression functions, is provided in Theorem
1.3.1. A proof is given in Section A.1 of Appendix. Notably, the proof follows the strategy
laid out in the proof of Theorem 3.1 in [10], with a few additional complexities in handling
Σ̄ε. In fact, the deterministic kriging result in Theorem 3.1 of [10], can be obtained as
a special case of the Theorem below by setting λmax(Σ̄ε) = 0. Throughout, we will use
the notation λmax(A) and λmin(A) to denote the maximum and minimum eigenvalues of a
symmetric matrix A.
Theorem 1.3.1. Suppose f ∼ GP (0,Ψθ(·, ·)) for a positive definite function Ψθ(·, ·) with
Ψθ(·, ·) > 0, stochastic observations are generated by the stochastic kriging model de-
scribed in Section 1.2.1, (n − 2) supu,v∈Ω Ψθ(u, v) > λmax(Σ̄ε), then the MSPE of f has
upper bound
Ψθ(x, x)− 2Ψθ(xi, x) + Ψθ(xi, xi)−
(Ψθ(xi, x)−Ψθ(xi, xi))2
n supu,v∈Ω Ψθ(u, v) + λmax(Σ̄ε)
+
λmax(Σ̄ε)(n supu,v∈Ω Ψθ(u, v) + 2(Ψθ(xi, x)−Ψθ(xi, xi)))
n supu,v∈Ω Ψθ(u, v) + λmax(Σ̄ε)
.
(1.7)
Two special cases are examined. These cases respectively represent broadly applicable
stationary and non-stationary covariance models for the process f , and will be referred
to as the Stationary Model and Non-Stationary Model. These models provide a concrete
structure within which we can gain a qualitative understanding of the design implications
of both stationarity and non-stationarity. In the upcoming development, the overall bound
on the uppermost terms of (1.4) will be expressed in terms of the maximum of local bounds,
sup
x∈Ω






where ∪iAi = Ω. The maximum over i in (1.8) can be controlled by imposing a uniform
bound over each of its components. Below, ϕ(·) is a decreasing function of its non-negative
argument and Γ̄ is diagonal.
1.3.1 Stationary Model
Suppose Ψθ(u, v) = σ2ϕ(‖Θ(u − v)‖2) with Σ̄ε = σ2Γ̄, where σ ∈ R+ is a parame-
ter and Θ ∈ Rd×d is a non-singular matrix, which could be a parameter in its own right
or a function of a lower dimensional parameter. Consider using the bound (1.7) as a
guidepost for identifying the features of a high-quality experimental design. Unlike in
the deterministic case discussed in [10], in the stochastic kriging case, the denominator
influences the bound (1.7) through Σ̄ε, inducing a balance between the variance at each
point and the fill distance. Notice that in (1.7), the bound is an increasing function of
Ψθ(x, x) − Ψθ(xi, x) = Ψθ(xi, xi) − Ψθ(xi, x). Let Ai = Vi(Θ), the Voronoi cell [20]
anchored by distinct data point xi, with respect to a Mahalanobis distance [21]
Vi(Θ) = {x ∈ Ω : dΘ(x, xi) 6 dΘ(x, xj) ∀j 6= i},
where dΘ(u, v) =
√
(u− v)′Θ′Θ(u− v). On Ai = Vi(Θ), the bound given by (1.7) can
be bounded in terms of the smallest value of Ψθ(xi, x), which is attained for x maximizing
dΘ(xi, x). Taking the maximum over i, and letting ν = ϕ(0)−ϕ(maxi supx∈Vi(Θ) dΘ(xi, x)),






















is the fill distance with respect to the distance dΘ. Since (1.9) is an increasing function of
ν ∈ [0, ϕ(0)], the upper bound can be controlled by demanding the fill distance is small,
balanced with small largest element of Γ̄.
Interpretation. In the context of the stationary stochastic kriging model described above,
experimental designs which balance small fill distance, with respect to the distance dΘ,
for the distinct input locations with replication targeting uniformly small Σ̄ε ensure well-
controlled nominal error.
1.3.2 Non-Stationary Model
Here, we consider a relatively simple model of non-stationarity, adapted from [22], which
forms a good approximation in many practical situations. In brief, the correlation decay
is taken to be composed of more rapidly and more slowly decaying components, with
the emphasis on the components depending on the input locations. This model of non-
stationarity is reasonably well-suited to situations where the surface of interest is varying
more quickly in some input regions and more slowly in others, and the model provides a
structure for examining the design implications of this type of non-stationarity.
Suppose ΨΘ(u, v) = σ2(ω1(u)ω1(v)ϕ(‖Θ1(u− v)‖2) + ω2(u)ω2(v)ϕ(‖Θ2(u− v)‖2))
with Σ̄ε = σ2Γ̄, where σ ∈ R+ is a parameter, and Θ1,Θ2 ∈ Rd×d are non-singular
matrices, either parameters in their own right or functions of lower dimensional param-
eters. For the Non-Stationary Model case, assume in addition ω1(·), ω2(·) ≥ 0 have
Lipschitz continuous derivatives on Ω with Lipschitz constants k1 and k2, respectively,
ω21(·) + ω22(·) = 1, Θ1,Θ2 are non-singular, and λmax(Θ′1Ξ′2Ξ2Θ1) < 1, where Ξ2 = Θ−12 .
The final assumption can be interpreted as ϕ(‖Θ2(·−·)‖2) is narrower than ϕ(‖Θ1(·−·)‖2).
For the Non-Stationary Model, we will localize the bounds over unions of Voronoi cells
V ∗i = Vi(Θ1) ∪ Vi(Θ2). Note that V ∗i ≈ Vi(Θ1) and V ∗i ≈ Vi(Θ2) if Θ1 ≈ cΘ2 for some c.
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Similar to the Stationary Model, we take the maximum over i, and let
ν = ϕ(0)− inf
x∈V ∗i
{ω1(x)ω1(xi)ϕ(‖Θ1(x− xi)‖2) + ω2(x)ω2(xi)ϕ(‖Θ2(x− xi)‖2)}.
(1.10)
Then, (1.7) again gives upper bound (1.9). Using Lipschitz continuity of ω1(·), ω2(·) and
Taylor’s theorem [23], it can be shown that [10],
ν 6 ϕ(0)− (ω21(xi)ϕ( sup
x∈V ∗i










By plugging the right-hand side of (1.11) into (1.9), we can obtain an upper bound, and cor-
responding guidepost for identifying features of a high-quality nominal error experimental
design.
Following the development in [10], it can be shown that for fixed σ2τ (xi)/ki, i =
1, . . . , n (or equivalently Γ̄), (1.9) is bounded uniformly over the design space by an ex-
perimental design with smaller union of Voronoi cells, with respect to both dΘ1 and dΘ2 , in
regions with more emphasis on the quickly decaying correlation, and vice versa. Similar to
















, k = 1, 2.
Interpretation. In the context of the non-stationary stochastic kriging model described
above, experimental designs which balance smaller fill distances for the distinct input lo-
cations, with respect to distances dΘ1 and dΘ2 , in regions of the input space with more
rapidly decaying correlation and larger fill distances in regions with more slowly decaying




Next, we consider the lowermost terms in (1.4), expressing the contribution of the regres-
sion terms to the overall accuracy. The regression terms can be bounded as
(h(x)−H(X̄)T [Ψθ(X̄, X̄) + Σ̄ε]−1Ψθ(X̄, x))T (H(X̄)T [Ψθ(X̄, X̄) + Σ̄ε]−1H(X̄))−1




‖h(x)−H(X̄)T [Ψθ(X̄, X̄) + Σ̄ε]−1Ψθ(X̄, x)‖22.
(1.12)
The term λmax(Γ̄) encourages balanced replication in the sense that it encourages a small
maximum of σ2τ (xi)/ki. The term λmin(H(X̄)
′H(X̄)) in the denominator, on the other
hand, encourages some degree of traditional design properties. For example, linear regres-
sion functions would push input locations towards the edges or corners of the design space.
On the other hand, the final term is the sum of squared errors for smoothed estimates of
the regression functions and would be expected to be small in precisely the same situations
when the topmost terms in (1.4) are small, under the assumption that the regression func-
tions can be well-approximated using the kernel Ψθ [10]. That is, replication and traditional
design properties need to be balanced with fill distance-based criteria.
Interpretation. In the context of stochastic kriging models with non-trivial regression
functions, experimental designs which balance space-filling properties, of the stationary or
non-stationary variety as appropriate, replication targeting uniformly small Σ̄ε, and tra-
ditional design properties targeting low-variance regression function coefficient estimates
ensure well-controlled nominal error.
1.3.4 Example Designs
Here, we seek to illustrate the type of designs indicated by the nominal error bounds, and
provide a measure of corroboration for the qualitative features of good experimental de-
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signs that the bounds suggest. For a given practical context and hypothetical values for the
covariance parameters, the actual nominal error (1.4) is computable, and could represent a
component of a reasonable objective.
Example high quality designs for stochastic kriging problems in the stationary situation,
across a range of ratios σ2τ (xi)/σ
2, and the non-stationary situation, as well as the stationary
situation along with a constant and linear regression functions are shown in Figure 1.1. For
the stationary cases shown in Panels 1-4, distinct design locations arrange themselves in a
space-filling pattern, minimizing the fill distance. For the the non-stationary case shown in
Panel 5, more distinct design locations are needed in portions of the input space with more
emphasis on the more rapidly decaying correlation. For the situation where a constant
and linear regression functions are included with a stationary stochastic process variance,
distinct design locations are pushed towards the corners of the input space, balancing space-
filling and traditional design properties. As the ratio of noise variance to functional variance
σ2τ (xi)/σ
2 increases, more replications are needed at each distinct design location, moving
from no replication when σ2τ (xi)/σ
2 = 0.03 to four replications when σ2τ (xi)/σ
2 = 0.45.
These designs are obtained by minimizing the nominal error bounds given by (1.9), by
plugging (1.11) into (1.9), and by taking the summation of (1.12) and (1.9), for the respec-
tive stationary, non-stationary, and non-trivial regression functions situations. Since the
noise variance is constant over the region, we need only consider the case where the num-
ber of replications at each distinct input location are equal. The designs which minimize the
upper bounds can then be obtained by minimizing over the number of replications. In gen-
eral, finding high-quality experimental designs is challenging, particularly when the value
of the objective function is non-smooth and non-convex. For a given number of replica-
tions, we can adopt the homotopy continuation [24] procedure applied in [10]. In brief, we
optimize the bounds over several iterations, slowly transitioning from and easier objective
to the target objective.
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Figure 1.1: Panels 1-4: Nominal error designs for stationary correlation
with ϕ(d) = exp{−d2} and respective ratios σ2τ (xi)/σ2, which is a con-
stant, of 0.03, 0.10, 0.25, and 0.45. Panel 5: Nominal error design for
non-stationary correlation with ϕ(d) = exp{−d2}, ω1(x) = x1, Θ1 = I2,
Θ2 = 4I2, and ratio σ2τ (xi)/σ2 of 0.10. Panel 6: Nominal error design for
stationary correlation with ϕ(d) = exp{−d2}, and ratio σ2τ (xi)/σ2 of 0.25,
along with a constant and two linear regression functions. Design points
annotated with number of replications throughout.
1.4 Numeric Error
Numeric error comes from at least two sources. The first source is rounding error in the
computer’s representation of real numbers, and the second source is numeric solution to the
parameter optimization problem. In this section we develop bounds, in terms of properties
of the experimental design, on the numeric error coming from the first numeric source of
error, namely ‖f̂ϑ̃−f̃ϑ̃‖. It can be shown that, similar to the non-stochastic kriging situation
[10], increasing the number of data points always decreases the nominal error. Unlike non-
15
stochastic kriging, increasing the number of data points in the stochastic situation has far
less ability to adversely affect numeric accuracy, particularly when σ2τ (xi) is non-negligible.
It will be shown that the first source of numeric error can be controlled via the minimum
eigenvalue of Ψθ(X̄, X̄) + Σ̄ε, which has
λmin(Ψθ(X̄, X̄) + Σ̄ε) > λmin(Ψθ(X̄, X̄)) + λmin(Σ̄ε).
Numeric accuracy depends on the accuracy of floating point matrix manipulations.
Commonly, computer and software have 15 digits of accuracy meaning roughly that
‖x̃− x‖2/‖x‖2 6 10−15,
where x denotes the actual value and x̃ denotes the value that the computer stores. Theorem
1.4.1 provides a bound on numeric error. The proof is essentially identical to the proof
of Theorem 4.1 provided in the Appendix to [10], except with the additional Σ̄ε in the
representation of the emulator (1.2), so is omitted for brevity.
Theorem 1.4.1. Suppose f ∼ GP(h(·)′β,Ψθ(·, ·)), for some fixed, known functions h(·)
and a positive definite function Ψθ(·, ·), with stochastic observations generated by the
stochastic kriging model described in Section 1.2.1. For any fixed parameter estimate ϑ̃,





‖Ψθ̃(X̄, x)‖2(‖H(X̄)‖2‖β̃‖2 + ‖f̂(X̄)‖2)g(Ψθ(X̄, X̄), Σ̄ε),
where
g(Ψθ(X̄, X̄), Σ̄ε) =
1 + κ(Ψθ(X̄, X̄) + Σ̄ε)
λmin(Ψθ(X̄, X̄)) + λmin(Σ̄ε)
,
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and κ(Ψθ(X̄, X̄) + Σ̄ε) denotes the condition number of Ψθ(X̄, X̄) + Σ̄ε.
Assumption A.2.1 requires the calculation of functions h, f̂ and Ψ to be relative accu-
rate (see Section A.2 of Appendix). Note that
g(Ψθ(X̄, X̄), Σ̄ε) 6
1
λmin(Ψθ(X̄, X̄)) + λmin(Σ̄ε)
(
1 +
n supu,v∈Ω Ψθ(u, v) + λmax(Σ̄ε)




where the inequality follows from Gershgorin’s theorem [25]. See, equation (A.3).
The norm ‖h(x)‖2 does not depend on the experimental design. For experimental de-
signs which are not too small and have reasonable parameter estimation numeric proper-
ties, it will be shown in Section 1.6 that ‖β̃‖2 will approximately equal ‖β‖2. Similarly,
for experimental designs which are not too small and have reasonable nominal properties,
‖f̂(X̄)‖2 depends primarily on the sample size and large sample distribution of the inputs,
as well as the target function f . Further, for experimental designs which are not too small,
the norms ‖Ψθ̃(X̄, x)‖2 and ‖H(X̄)‖2 depend primarily on the sample size and large sam-
ple distribution of the inputs. Thus, aside from g(Ψθ(X̄, X̄), Σ̄ε), the other terms in the
bound in the theorem influence the numeric error only weakly. The bound depends on
the experimental design primarily through g(Ψθ(X̄, X̄), Σ̄ε), which can be controlled via
λmin(Ψθ(X̄, X̄)) + λmin(Σ̄ε) as seen in (1.13). Unless λmin(Σ̄ε) is very near zero, the nu-
meric error associated with generating predictions from a stochastic kriging model may be
expected to be substantially less than in the deterministic case. On the other hand, when
λmin(Σ̄ε) is very near zero, the numeric error in generating predictions would behave in a
manner described in Section 3 of [10], favoring designs with well separated distinct loca-
tions and, in the presence of non-stationarity, a greater (lesser) density of distinct input lo-
cations in sub-regions of the input space with more emphasis on local (global) correlation.
Within the framework described above, the relatively common practice in deterministic
kriging of including a small so-called nugget δ, corresponding to Σ̄ε = δIn, has the ef-
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fect of greatly reducing numeric and parameter estimation numeric error, while (hopefully)
only slightly increasing nominal and parameter estimation error.
Interpretation. In the context of the stochastic kriging model described above, numeric
error is well-controlled for experimental designs with either well-separated distinct input
locations or λmin(Σ̄ε) not too small.
1.5 Parameter Estimation Error
Throughout this section, the variance of the noise component σ2τ (x) is taken as a contin-
uously differentiable function of the unknown parameter vector τ . Maximum likelihood
estimation of parameters is considered. As shown in [16], the likelihood of the parameters
given the observed data depends on each individual output, not just their average at each
distinct design location. In this section, we will work with the full observation vector Y




log det[Ψθ(X,X) + Σε]−
1
2
(Y −H(X)β)T [Ψθ(X,X) + Σε]−1(Y −H(X)β).
Note that this log-likelihood can be computed in an efficient manner using results in [16].








where I(ϑ∗) denotes the information matrix. For approximation (1.14) to hold, we need
the sequence of likelihood functions to become increasingly peaked. For more details, see
[26].
In general, parameter estimates might be expected to affect the accuracy of Gaussian
process regression models relatively weakly. In fact, the order of approximation error will
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be the same across a wide range of parameter estimates, as long as the target function is
in the reproducing kernel Hilbert space associated with the basic kernel [9]. The Fisher’s
information based error approximation in (1.14), while highly accurate only for large (and
informative) samples, provides guidance for ensuring that the data we collect will enable
construction of parameter estimates within this wide acceptable range.
For parameter estimation error, we have the following theorem, whose proof is provided
in Section A.3 of Appendix. Similar to Theorem 1.3.1, the proof of Theorem 1.5.1 follows
the strategy laid out in the proof of Theorem 5.1 in [10], with a few additional complexities
in handling the noise variance parameters τ . Once again, the deterministic kriging result
in Theorem 5.1 of [10], can be obtained as a special case of the Theorem below by setting
σ2τ (·) = 0 and omitting the c4 terms. In the theorem, the Gaussian process covariance’s
parameters are separated as Ψθ(·, ·) = σ2Φρ(·, ·).
Theorem 1.5.1. Let f ∼ GP(h(·)′β, σ2Φρ(·, ·)) for some fixed, known functions h(·) and
positive definite function Φρ(·, ·), with stochastic observations generated by the stochastic
kriging model described in Section 1.2.1. Suppose ϑ̂ is the maximum likelihood estimator
of the full set of unknown parameters ϑ = (β, σ2, ρ, τ). Then, an approximate upper bound
for E{f̂ϑ∗(x)− f̂ϑ̂(x)}2 is given by
σ2‖c1‖22(m supu,v∈Ω Φρ(u, v) + λmax(Σγ))
ms2
+




































× (Φρ(X,X) + Σγ)−1(Y −H(X)β), t = 1, ..., p1,
c =(cT3 , c
T
4 ),
where (cj)i denotes the ith element in vector cj , γi = σ2τ (xi)/σ
2, Σγ = diag(γ1Ik1 , ..., γnIkn)
ki is the number of replicates on ith point, m =
∑n
i=1 ki, and s1 and s2 are respectively
defined in (A.7) and (A.10) in Appendix.
The upper bound is approximate in the sense that for a sequence of experimental designs
with convergent large sample distribution and maximum likelihood parameter estimates,
the probability that the upper bound is violated by more than ε > 0 goes to zero.
Following the development in [10], both ‖c1‖22 and ‖c3‖22 involve interpolation errors,
for the regression functions and the derivatives of the Gaussian process covariance, re-
spectively, and these components would be expected to be small for high quality nominal
designs. The remaining terms in c3 are either well-controlled for high quality numeric
designs, in the case of (Ψθ(X,X)+Σε)−1, or depend only weakly on aspects of the experi-
mental design beyond its size and large sample distribution, in the case of Y −H(X)β. For
c4, we have the following proposition, whose proof is given in Section A.4 of Appendix.
Proposition 1.5.1. Under the conditions of Theorem 1.5.1,
|(c4)t| 6
‖Φρ(x, X̄)‖2‖Ȳ −H(X̄)β‖2






The initial terms in (1.16) are either well-controlled for high quality numeric designs,
for λmin(Φρ(X̄, X̄) + Σ̄γ), or depend only weakly on aspects of the experimental design
beyond its number of distinct locations and their large sample distribution, for ‖Φρ(x, X̄)‖2
and ‖Ȳ − H(X̄)β‖2. The last term in (1.16), max
∣∣∣ 1ki ∂γi∂τt ∣∣∣, encourages replication, since
it is a decreasing function of ki. Moreover, replication is more strongly encouraged near
locations xi where γi = σ2τ (xi)/σ
2 is changing more rapidly with respect to one of the pa-
rameters τt. The term s2 introduces a push towards experimental design properties targeting
reduction in variance of the regression function coefficients.
The term s1 is somewhat more complex. LetW1(x, y) = Φρ(x, y)+σ2τ (x)/σ
2I{x=y} and
ξ = (ρ, τ)′. By (A.7), s1 > 0 and s1 > 0 unless
∂W1(x,y)
∂ξ
a = W1(x, y)b with probability 1









distinct and replicated locations, x 6= y and x = y, separately. The term s1 will be large
if two conditions are met. First, the differences between distinct locations {xi − xj} make
∂Φρ(xi,xj)
∂ρ
far from zero, balanced with respect to a basis of Rdim ρ, and not collinear with




not collinear with Φρ(x, x) + σ2τ (x)/σ





is small in magnitude require more replicates and vice versa. Notice
that this encouragement of more replications where the derivative is smaller runs contrary
to the influence of the term max
∣∣∣ 1ki ∂γi∂τt ∣∣∣ in c4, which encourages more replications where
the derivative is large in magnitude. Taken together, numeric studies suggest that the bound
(1.15) is small for experimental designs whose distinct locations have good nominal and
numeric properties, balanced with sufficient replications at each distinct data site.
Interpretation. In the context of the stochastic kriging model described above with pa-
rameters estimated via maximum likelihood, experimental designs with good nominal and
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(b) Parameter estimation error de-
sign with respect to the upper-
bound in Theorem 1.5.1
Figure 1.2: Contour of ∂σ
2
τ (x)
∂τ and parameter estimation error design.
1.5.1 Example Design
Consider an example with Ψ(d) = exp(−dTd), Ψρ(·) = Ψ(diag{ρ}(·)), and ρ = (1, 1)T .
In addition, suppose the stochastic error is given by σ2τ (x) = τ‖x‖2 + 0.04, where τ is
a parameter with true value 1. Suppose we want design points on Ω = [0, 1]2. Since
∂σ2τ (x)
∂τ
= ‖x‖2, by (1.16), a high quality experimental design should put more replicates on
the locations that are far from zero. The total number of design points (may not be distinct
locations) is 72, and the number of unique location is 24. The corresponding design that
minimizes the parameter estimation error bound (1.15) is shown in Figure 1.2. Notice that




, the number of replicates are consistent with




, subject to edge effects.
1.6 Parameter Estimation Numeric Error
In this section, the numeric error coming from numeric optimization of parameter esti-
mates, the second source of numeric error, ‖f̂ϑ̂ − f̂ϑ̃‖2, is discussed. Recall that f̂ϑ(x) =
h(x)Tβ + Ψθ(x, X̄)[Ψθ(X̄, X̄) + Σ̄τ ]
−1(ȳ − H(X̄)β), where each element of X̄ denotes
22
a distinct data location, and Σ̄τ = diag(σ2τ (x1)/k1, ..., σ
2
τ (xi)/ki, ..., σ
2
τ (xn)/kn). Let Ã =
Ψθ̃(X̄, X̄) + Σ̄τ̃ and Â = Ψθ̂(X̄, X̄) + Σ̄τ̂ denote the corresponding quantities subject to
parameter estimation numeric error from numeric optimization and theoretical parameter
estimates. The below result links experimental design properties to parameter estimation
numeric error. A proof is provided in Section A.5 of Appendix.
Theorem 1.6.1. Suppose f ∼ GP(h(·)′β,Ψθ(·, ·)) for some fixed, known function h(·) and
positive definite function Ψθ(·, ·), with stochastic observations generated by model (1.1).
Let ϑ̃ denote the parameter we derive from numeric optimization and let ϑ̂ denote the true
solution to the parameter optimization problem. Let f̂ϑ̂ and f̂ϑ̃ denote the BLUPs for f with
respective parameters ϑ̂ and ϑ̃. Then, under Assumptions A.2.1, A.5.1, and A.5.2,
|f̂ϑ̂ − f̂ϑ̃| 6
2δκ(Â)
(1− r)λmin(Â)
















Remark 1.6.2. If Assumption A.5.2 does not hold, we can still use Lemma A.5.1 to derive
an upper bound of |f̂ϑ̂ − f̂ϑ̃|, which is of order δκ(Â)3.
Most of the terms above also appeared in Theorem 1.4.1. The parameter estimation
numeric error can also be controlled via λmin(Ψθ(X̄, X̄)) +λmin(Σ̄ε) as seen in (1.13). See
Section 1.4 for a detailed discussion. The term κ(H(X̄)TH(X̄)) requires some degree of
traditional design properties, as discussed in Section 1.3. However, the parameter estima-
tion numeric error has a higher order of influence on the error as a whole on the left-hand
side of (1.5) than the numeric error since there is a κ(Â)2 on the right-hand side of (1.17).
Interpretation. In the context of the stochastic kriging model described above with variance-
covariance parameters estimated via numerically maximizing the likelihood, experimen-
tal designs with good numeric properties, slightly shifted towards good traditional design
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properties if non-trivial regression functions are included, ensure well-controlled parame-
ter estimation numeric error.
1.7 Numeric Examples
In this section, we report simulation studies comparing designs with different numbers of
replications. Notably, we focus on the relationship between the number of replications at
each distinct input location and the relative sizes of process and noise variation, potentially
varying over the input space. The relationship between the space-filling properties of the
distinct input locations and emulator accuracy is examined empirically in [10].
1.7.1 Constant ratio of noise and process variance
Take Ψ(u, v) = exp(−‖u − v‖22), σ2 = 1, and space of interest Ω = [0, 1]2. The total
number of design points (potentially non-distinct) is set at 72, and the number of replicates
varied across 1, 2, 3, and 4, for 72, 36, 24, and 18 distinct locations. Take ε(x) ∼ N(0, σ2ε )
for all x ∈ Ω.
For the initial study, set σ2ε to be 0.5, 0.1, and 0.01. Designs examined for the distinct
input locations include the nominal designs shown in the first four panels of Figure 1.1,
S-optimal Latin hypercubes [27], random Latin hypercubes [28], random uniform designs,
and MaxPro designs [29]. First, 300 draws from the Gaussian process with mean zero and
the correlation function Ψ(·, ·) are generated. For each generating, the observations based
on the design and 100 point random uniform testing set are made. Random errors draw
from N(0, σ2ε ) are added to each of the observation on the design points. Based on the
observations with random noise on the design points, predictions generated on the testing
set are calculated, and the maximum squared prediction error are computed. The R pack-
ages lhs [30] and MaxPro [31] were used for generating Latin hypercube and MaxPro
designs. The average maximum squared prediction error over 300 draws is calculated, and
the results are reported in Table 1.1.
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Table 1.1: Average maximum squared prediction error for a spectrum of
experimental designs across numbers of replications.
σ2ε = 0.5
Design rep = 4 rep = 3 rep = 2 rep = 1
nominal 0.206 0.202 0.221 0.212
optLHS 0.236 0.229 0.221 0.244
randLHS 0.261 0.240 0.246 0.217
random 0.295 0.278 0.249 0.237
MaxPro 0.192 0.214 0.214 0.203
σ2ε = 0.1
Design rep = 4 rep = 3 rep = 2 rep = 1
nominal 0.071 0.071 0.071 0.065
optLHS 0.088 0.083 0.079 0.073
randLHS 0.109 0.092 0.091 0.081
random 0.137 0.117 0.095 0.084
MaxPro 0.059 0.063 0.067 0.067
σ2ε = 0.01
Design rep = 4 rep = 3 rep = 2 rep = 1
nominal 0.012 0.012 0.013 0.012
optLHS 0.020 0.018 0.017 0.014
randLHS 0.033 0.024 0.020 0.017
random 0.047 0.036 0.025 0.017
MaxPro 0.012 0.011 0.011 0.010
For a particular choice of experimental design strategy for the distinct input locations,
we see an overall trend favoring replication as noise increases and space-fillingness as
noise decreases. Similar to [10], we see good performance for MaxPro designs [29] for the
distinct input locations, as well as designs selected via the nominal error bound (1.9).
Next, we examine the quality of the nominal error bound (1.9), as well as any po-
tential losses in accuracy due to following the guidance of the nominal error bounds in
terms of the number of replications. Here, the Gaussian process draws follow the same
settings as the previous study. The designs examined here are optimal Latin hypercube
and MaxPro. The total number of (potentially non-distinct) design points is set at 72, with
numbers of replicates in {24, 18, 12, 9, 8, 6, 4, 3, 2, 1}, for numbers of distinct locations in
{3, 4, 6, 8, 9, 12, 18, 24, 36, 72}. Noise standard deviations σε are taken in {0.05, 0.35, 0.5}.
Comparisons of the nominal error bound (1.9) to the average maximum squared prediction
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error over 300 draws of the Gaussian process are presented in Figure 1.3. As the number of
replicates increases, the bound decreases, then increases. The simulated average maximum
squared prediction error, on the other hand, varies somewhat more slowly than the upper
bound.
Consider using the nominal error bound (1.9) as guidance for choosing the number of
replicates. Here, we compare the average maximum prediction error under the best choice
of replications to the average maximum prediction error under the number of replications
suggested by the nominal bound. The noise standard deviations are taken to be σε = 0.05k
for k = 1, . . . , 10. Relative and absolute differences in error are shown in Table 1.2. Results
suggest that the bound provides useful guidance describing the qualities of a high-quality
experimental design.
Table 1.2: The average maximum prediction error under the best choice
of replications to the average maximum prediction error under the num-
ber of replications suggested by the nominal bound.
MaxPro optLHS
σε relative error absolute error relative error absolute error
0.05 0.132 0.00052 0 0
0.10 0 0 0 0
0.15 0.194 0.00401 0.093 0.00285
0.20 0.049 0.00173 0.040 0.00176
0.25 0.065 0.00331 0 0
0.30 0.036 0.00209 0.266 0.02271
0.35 0 0 0.058 0.00577
0.40 0.003 0.00027 0 0
0.45 0.065 0.00700 0 0
0.50 0.076 0.00968 0.030 0.00459
1.7.2 Input varying ratio of noise and process variance
Next, we examine the model discussed in Section 1.5.1, with noise level varying over the
input space. In particular, Ψ(d) = exp(−dTd), Ψρ(·) = Ψ(diag{ρ}(·)), and ρ = (1, 1)T ,
with stochastic error given by σ2τ (x) = τ‖x‖2 + 0.04, where τ is a parameter with true
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Figure 1.3: Comparisons of the nominal error bound (1.9) to the average
maximum squared prediction error.
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(potentially not distinct) is 72. The parameter estimation design is provided by minimizing
the upper bound provided in Theorem 1.5.1. Several designs for the distinct input locations
including the nominal design provided in this paper, numeric designs obtained along the
lines described in [10], optimal Latin hypercubes [27], random Latin hypercubes [28],
random uniform designs, and MaxPro designs [29], are considered. We compare designs
with equal replication at all distinct input locations and designs with unequal replications at
the input locations as guided by (1.7), in which we require that the diagonal elements in Σ̄ε
are nearly equal. The number of unique locations used in the comparison are 18, 24, and 36.
Then, we run 300 independent Gaussian processes (with noise) and compare the average
maximum squared prediction error of these processes. Results are shown in Table 1.3. In
brief, accuracy is dramatically improved by varying the number of replications across the
distinct input locations in the situation where the noise level varies across the input space.
Table 1.3: Average maximum squared prediction error comparisons
across number of distinct input locations and input varying replication
vs. constant replication.
18 points 24 points 36 points
Design Varying Const. Varying Const. Varying Const.
Nominal 0.139 0.182 0.146 0.192 0.164 0.212
Numeric 0.108 0.155 0.128 0.185 0.159 0.193
Parameter Est. 0.113 0.141 0.125 0.170 0.125 0.190
optLHS 0.157 0.209 0.144 0.209 0.129 0.198
randLHS 0.176 0.210 0.162 0.228 0.148 0.225
rand 0.229 0.267 0.184 0.239 0.160 0.227
MaxPro 0.111 0.159 0.113 0.173 0.116 0.197
1.8 Discussion
We have developed and justified guidelines for ensuring accuracy of stochastic kriging
predictors based on experimental design. By controlling nominal, numeric, parameter es-
timation and parameter estimation numeric sources of error, we can control overall error
in stochastic kriging. As in [10], the space-filling properties, “small fill-distance” and
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“large separation-distance”, are also largely non-conflicting with each of the sources of
error. Unlike [10], there is a trade-off between the number of replicates at each distinct
design location and the space-filling properties of the distinct design locations. This trade-
off is reflected in the upper bounds for each of the four sources of errors. The numeric
error and parameter estimation numeric error are closely related to the condition number
of Ψθ(X̄, X̄) + Σ̄ε, which always becomes larger as more replicates or data locations are
added. Nominal and parameter estimation error, on the other hand, tend to encourage small
fill-distance.
This work has several limitations. Only upper bounds on the sources of error are con-
sidered. There may be two designs with the same upper bound, where one is much better
than the other with respect to the expected error. We do not consider error from incorrectly
using Gaussian process regression with maximum likelihood estimation to estimate the
target function (model mis-specification). From another perspective, the order of approx-
imation error will be the same across a huge range of parameter estimates, as long as the
target function is in the reproducing kernel Hilbert space associated with the basic kernel
[9]. Projection design properties have not been explicitly discussed. On the other hand, the
results presented here indicate that if inert inputs are expected, then the distinct design lo-
cations should be space-filling in lower-dimensional projections of the design. Lastly, there
are situations where a stochastic emulator is need. If the Gaussian noise model fits the data
well, then a stochastic emulator could be constructed by adding Gaussian noise with the
estimated variance. If the noise model fits poorly, then perhaps a localized resampling of
residuals could be useful.
In brief, these results provide further motivation and rationale for using one of several
apparently high-quality, space-filling experimental designs for the distinct input locations,
including but not limited to [29], [32], [33], [34], [35], [36], [37], [38], [39], [40], [41], or
[42], particularly when there is no reason to expect non-stationarity in the process or noise.
While evidence of non-stationarity in process or noise variance, from an initial design per-
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haps, would indicate a varying density of distinct input locations or number of replications
at distinct locations, respectively, precise characterization of this variation across the input
space is challenging. More generally, optimization of experimental designs is very chal-
lenging under many criteria, due to the high-dimensional and multi-modal nature of many
of these problems. On the other hand, a fixed number of replications across the design
space, paired with one (or even a few) high-quality and computationally attractive space-
filling designs, as might be appropriate in a situation with stationarity in both process and
noise, could conceivably be chosen in a computationally efficient manner for a moderately
sized belief-set of noise to process variance ratios.
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CHAPTER 2
ON PREDICTION PROPERTIES OF KRIGING: UNIFORM ERROR BOUNDS
AND ROBUSTNESS
2.1 Introduction
Kriging is a widely used methodology to reconstruct functions based on their scattered
evaluations. Originally, kriging was introduced to geostatistics by [1]. Later, it has been
applied to computer experiments [43], machine learning [6] and related areas. With krig-
ing, one can obtain an interpolant of the observed data, that is, the predictive curve or
surface goes through all data points. Conventional regression methods, like the linear re-
gression, the local polynomial regression [44] and the smoothing splines [45], do not have
this property. It is suitable to use interpolation in spatial statistics and machine learning
when the random noise of the data is negligible. The interpolation property is particularly
helpful in computer experiments, in which the aim is to construct a surrogate model for a
deterministic computer code, such as a finite element solver.
A key element of kriging prediction is the use of the conditional inference of Gaussian
processes. At each untried point, the conditional distribution of a Gaussian process is nor-
mal with explicit mean and variance. The confidence interval of the kriging predictor is
then constructed using this conditional distribution. However, there is a gap between the
theory of kriging and its practical usage. In practice, kriging is mostly used to recover a
function, not just to predict at one particular point. In this situation, the pointwise predic-
tive distributions do not contain the desired information. For example, combing the 95%
confidence intervals at each point of the input space does not yield a 95% confidence limit
for predicting the whole function, although this inaccurate approach is commonly used.
In this work, we derive error bounds of the (simple) kriging predictor under a uniform
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metric. The predictive error is bounded in terms of the maximum pointwise predictive vari-
ance of kriging, which can be further bounded with the fill distance of the design set. This
work shows that the overall predictive performance of a Gaussian process model is tied to
the smoothness of the correlation function as well as the space-filling property of the de-
sign. We also show that a less smooth correlation function is more robust in prediction, in
the sense that prediction consistency can be achieved for a broader range of true correlation
functions. Since our work shows that the kriging predictor can achieve both the uniform
convergence and robustness, we refer to this property as universal convergence of krig-
ing. The theory of radial basis function approximation [46] and a maximum inequality for
Gaussian processes [47, 48] are employed as axillary tools in our technical development.
This paper is organized as follows. In Section 2.2, we review the mathematical foun-
dation of simple kriging and state the objective of this paper. In Section 2.3, we discuss
kriging interpolation under a misspecified correlation function. In Section 2.4, we review
some concepts and results from the theory of radial basis approximation. In Section 2.5,
we present our main results on the uniform error bounds for kriging predictors. Some
simulation studies are conducted in Section 2.6, which confirm our theoretical analysis.
Concluding remarks and discussion are given in Section 2.7. Appendix B.1 includes some
necessary mathematical tools. Appendix B.2 contains the proof of Theorem 2.5.1, the main
theorem of this work.
2.2 Review on the simple kriging method
Let Z(x) be a Gaussian process on Rd. In this work, we suppose that Z has mean zero and
is stationary, i.e., the covariance function of Z depends only on the difference between the
two input variables. Specifically, we denote
Cov(Z(x), Z(x′)) = σ2Ψ(x− x′),
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for any x,x′ ∈ Rd, where σ2 is the variance and Ψ is the correlation function. The correla-
tion function should be positive definite and satisfies Ψ(0) = 1. In particular, we consider
two important families of correlation functions. The isotropic Gaussian correlation func-
tion is defined as
Ψ(x;φ) = exp{−φ‖x‖2}, (2.1)
with some φ > 0, where ‖ ·‖ denotes the Euclidean norm. The isotropic Matérn correlation
function [5, 26] is defined as








where φ, ν > 0 and Kν is the modified Bessel function of the second kind. The parameter
ν is often called the smoothness parameter, because it determines the smoothness of the
Gaussian process [49].
Suppose that we have observed Z(x1), . . . , Z(xn), in which x1, . . . ,xn are distinct
points. We shall use the terminology in design of experiments [50] and call {x1, . . . ,xn}
the design points, although in some situations (e.g., in spatial statistics and machine learn-
ing) these points are observed without the use of design. In this paper, we do not assume
any (algebraic or geometric) structure for the design points {x1, . . . ,xn}. In other words,
they are scattered points.
The aim of (simple) kriging is to predict Z(x) at an untried x based on the observed
dataZ(x1), . . . , Z(xn), which is done by calculating the conditional distribution. It follows
from standard arguments [5, 51] that, conditional on Z(x1), . . . , Z(xn), Z(x) is normally
distributed, with
E[Z(x)|Z(x1), . . . , Z(xn)] = rT (x)K−1Y , a.s., (2.3)
Var[Z(x)|Z(x1), . . . , Z(xn)] = σ2(1− rT (x)K−1r(x)), a.s., (2.4)
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where r(x) = (Ψ(x−x1), . . . ,Ψ(x−xn))T ,K = (Ψ(xj−xk))jk and Y = (Z(x1), . . . , Z(xn))T .
The conditional expectation E[Z(x)|Z(x1), . . . , Z(xn)] is a natural predictor of Z(x)
using Z(x1), . . . , Z(xn), because it is the best linear predictor [26, 5]. It is worth noting
that a nice property of the Gaussian process models is that the predictor (2.3) has an explicit
expression, which explains why kriging is so useful.
The above simple kriging method can be extended. Instead of using a mean zero Gaus-
sian process, one may introduce extra degrees of freedom by assuming that the Gaussian
process has an unknown constant mean, or more generally one may assume the mean func-
tion is given by a linear combination of regression functions. The corresponding methods
are referred to as ordinary kriging and universal kriging, respectively. A standard predic-
tion scheme then is the best linear unbiased prediction [5, 26]. For the ease of mathematical
treatment, we only consider simple kriging in this work. The convergence theory for ordi-
nary and universal kriging requires separate developments. Further discussions are deferred
to Section 2.7.
2.2.1 Goal of this work
Although kriging has nice and simple predictive distributions, there remain several theoret-
ical issues which have not been addressed.
First, (2.3) and (2.4) only give the predictive distribution at a single point. In many
practical problems, we are interested in recovering a whole function rather than predicting
for just one point. Therefore, it is natural to ask whether the kriging predictor converges
uniformly in the domain of interest. Also, one may want to known whether or how the cor-
relation function has an effect on the kriging prediction power. For example, one may raise
this question: between Gaussian random fields with Gaussian and Matérn correlations,
which one is easier to predict?
Second, (2.3) and (2.4) said nothing about experimental design. When the design points
are controllable, like in computer experiments and related areas, one may want a good
34
allocation scheme of the design points, to ensure certain overall balancing or optimality
properties. In the area of computer experiments, space-filling designs [5, 4], in which the
design points spread (approximately) evenly in the experimental region, are commonly
used for fitting a kriging model. But no theoretical justification of doing so can be seen
from (2.3) and (2.4).
Finally, (2.3) and (2.4) hold only when the correlation function and the variance are
known. But this rarely holds true in practice. Therefore, it is natural to ask what would
happen if a misspecified correlation function is used. Also, are there correlation functions
which are more robust against model misspecification? And what is the cost of gaining
robustness?
This paper is devoted to answer the above questions by establishing a uniform error
bound for the kriging predictor, given the covariance function and a quantity that measures
the space-filling property of the design.
In the function approximation context, the error estimates of the kriging-type inter-
polants are studied in the literature of radial basis function approximation. We refer to [46]
for a comprehensive coverage. Although the mathematical formulations of the interpolants
given by kriging and radial basis functions are similar, the two methods are different in
their mathematical settings and assumptions. In radial basis function approximation, the
underlying function is assumed fixed, while kriging utilizes a probabilistic model, driven
by a Gaussian random field. Because there is a lack of explicit error bounds for kriging in
the literature, in recent years, quite a few authors (e.g., [52, 9, 53, 54]) use error bounds
for radial basis functions to justify the predictive behavior of kriging. Because such results
from radial basis functions do not directly address the random behavior of kriging, there is
an urgent need to establish a uniform convergence theory for kriging.
Kriging with misspecified correlation functions is discussed in [55, 56, 57, 58, 59].
It has been proven in these papers that some correlation functions, especially the Matérn
correlation family, are robust against model misspecification. However, explicit rate of
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convergence in a general situation has not been obtained. More discussions on this point
are given in Section 2.7.
2.3 Kriging interpolant
The conditional expectation in (2.3) defines an interpolation scheme. To see this, let us
suppress the randomness in the probability space and then Z(x) becomes a deterministic
function, often called a sample path. It can be verified that, as a function of x, rTK−1Y in
(2.3) goes through each Z(xj), j = 1, . . . , n.
The above interpolation scheme can be applied to an arbitrary function f . Specifically,
given design points X = (x1, . . . ,xn) and observations f(x1), . . . , f(xn), we define the
kriging interpolant by
IΨ,Xf(x) = rT (x)K−1F , (2.5)
where r(x) = (Ψ(x−x1), . . . ,Ψ(x−xn))T ,K = (Ψ(xj−xk))jk and F = (f(x1), . . . , f(xn))T .
The only difference between (2.5) and (2.3) is that we replace the Gaussian process Z by a
function f here. In other words,
E[Z(x)|Z(x1), . . . , Z(xn)] = IΨ,XZ(x), a.s. (2.6)
As mentioned in Section 2.2, the conditional expectation E[Z(x)|Z(x1), . . . , Z(xn)]
is a natural predictor of Z(x). Thus we are interested in bounding the predictive error
of the kriging method, given by Z(x) − E[Z(x)|Z(x1), . . . , Z(xn)], which is equal to
Z(x)− IΨ,XZ(x) almost surely.
Recall from Section 2.2.1 that we are looking for a theory that also works under model
misspecification. Because Ψ is not known, we use another correlation function Φ for pre-
diction. We call Ψ the true correlation function and Φ the imposed correlation function.
Under the imposed correlation function, the kriging interplant of the underlying Gaus-
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sian process becomes IΦ,XZ(x). In this situation, the interpolant cannot be interpreted as
the conditional expectation. With an abuse of terminology, we will still call it the krig-
ing predictor. Thus our aim is to study the approximation power of the kriging predictor.




where Ω is the region of interest, also called the experimental region, and Ω ⊃ {x1 . . . ,xn}.
The present setting is related to the fixed-domain asymptotic analysis for kriging [55, 56,
58], which studies the asymptotic theory of kriging assuming that the experimental region
Ω is fixed while the design points become dense over the experimental region.
Because the predictive error in (2.7) is quantified under a uniform metric, the theory to
be established can directly address the first theoretical concern raised in Section 2.2.1.
2.4 Power function and its upper bounds
In Section 2.3, we have defined the kriging interpolation operator IΦ,X which can be ap-
plied to an arbitrary function. In the area of scattered data approximation, the interpolation
using operator IΦ,X is also called the radial basis function approximation. We refer to [46]
for details.
A major problem in radial basis functions approximation is to bound the interpolation
error f(x)− IΦ,Xf(x) for an arbitrary deterministic function f . Because Φ is not the true
correlation function, to use the terminology in applied mathematics and machine learning,
we call Φ a kernel function.
A standard theory of radial basis function approximation works by employing the re-
producing kernel Hilbert space generated by Φ, denoted byNΦ(Ω). A definition and some
basic properties of the reproducing kernel Hilbert spaces are given in Appendix B.1.1.
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If f ∈ NΦ(Ω), then there is a simple error bound ([46], Theorem 11.4):
|f(x)− IΦ,Xf(x)| ≤ PΦ,X(x)‖f‖NΦ(Ω), (2.8)
for each x ∈ Ω, where ‖f‖NΦ(Ω) is the norm of f in the reproducing kernel Hilbert space,
PΦ,X(x) is a function independent of f . The square of PΦ,X(x) is called the power function,
given by
P 2Φ,X(x) = 1− rT (x)K−1r(x), (2.9)
where r(x) = (Φ(x− x1), . . . ,Φ(x− xn))T , and K = (Φ(xj − xk))jk.
The statistical interpretation of the power function is evident. From (2.4) it can be seen
that, if Ψ = Φ, the power function is the kriging predictive variance for a Gaussian process
with σ2 = 1.
Inequality (2.8) gives an upper bound of the interpolation error, which is the product of
two simpler quantities. The first quantity is independent of f , while the second depends




As in (2.8), we wish to find an upper bound of PΦ,X, in which the effects of the design
X and the kernel Φ can be separated. This step is generally more complicated, but fortu-
nately some upper bounds are available in the literature, especially for the Gaussian and
the Matérn kernels. These bounds are given in terms of the fill distance, which is a quantity
depending only on the design X. Given the experimental region Ω, the fill distance of a






Clearly, the fill distance quantifies the space-filling property [5] of a design. A design
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having the minimum fill distance among all possible designs with the same number of
points is known as a minimax distance design [60].
The upper bounds of PΦ,X in terms of the fill distance for Gaussian and Matérn kernels
are given in Theorem 2.4.1 and 2.4.2, respectively.
Theorem 2.4.1 ([46], Theorem 11.22). Let Ω = [0, 1]d; Φ(x) be a Gaussian kernel given
by (2.1). Then there exist constants c, h0 depending only on Ω and the scale parameter φ
in (2.1), such that PΦ,X ≤ hc/hXX provided that hX ≤ h0.
Theorem 2.4.2 ([61], Theorem 5.14). Let Ω be compact and convex with a positive Lebesgue
measure; Φ(x) be a Matérn kernel given by (2.2) with the smoothness parameter ν. Then
there exist constants c, h0 depending only on Ω, ν and the scale parameter φ in (2.2), such
that PΦ,X ≤ chνX provided that hX ≤ h0.
2.5 Uniform error bounds for kriging
We now state the main results on the error bounds of kriging predictors. Recall that the
prediction error under the uniform metric is given by (2.7).
The results depend on some smoothness conditions on the imposed kernel. Let f̃ be the
Fourier transform of the function f . According to the inversion formula in Fourier analysis,
Ψ̃/(2π)d is the spectral density of the stationary process Z if Ψ is continuous and integrable
on Rd.
Condition 2.5.1. The kernels Ψ and Φ are continuous and integrable on Rd, satisfying
∫
Rd






We will show in Theorem 2.5.1 that, under Condition 2.5.1, the kriging predictor can
attain the full convergence rate.
Now we are able to state the main theorem of this paper. Recall that σ2 is the variance
of Z(x).
Theorem 2.5.1. Suppose Condition 2.5.1 holds and PΦ,X ≤ C min{A1, 1}, where PΦ,X is
defined in (2.10) and C is a constant depending on Ω. Then for any u > 0, with probability
at least 1− 2 exp{−u2/(2A21σ2P 2Φ,X)}, the kriging predictive error has the upper bound
sup
x∈Ω
|Z(x)− IΦ,XZ(x)| ≤ K
√
1 + A1A1σPΦ,X log
1/2(1/PΦ,X) + u, (2.13)
where K is a constant depending only on Ω.
Theorem 2.5.1 presents some non-asymptotic upper bounds for the kriging predictive
error. It implies some asymptotic results which are of traditional interests in this area. For
instance, suppose we adopt a classic setting of fixed-domain asymptotics [26] in which
the probabilistic structure of Z(x) and the kernel function Φ are fixed, and the number of
design points increases so that PΦ,X tends to zero. Then from Theorem 2.5.1, it can be seen
that, under Condition 2.5.1, the rate of convergence of the kriging predictor is
sup
x∈Ω
|Z(x)− IΦ,XZ(x)| = Op(PΦ,X log1/2(1/PΦ,X)). (2.14)
We believe that (2.14) is the full convergence rate because from (2.8) we can see that
the convergence rate of the radial basis approximation for deterministic functions in the
reproducing kernel Hilbert space isO(PΦ,X) and these two rates are nearly the same, expect
for a logarithmic factor. This is reasonable because the support of a Gaussian process is
typically larger than the corresponding reproducing kernel Hilbert space. Specifically, the
support of a Gaussian process is equal to the closure of the corresponding reproducing
kernel Hilbert space under the uniform metric [62]. As said in Section 2.4, if Ψ = Φ,
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PΦ,X is the supremum of the pointwise predictive standard deviation. Thus Theorem 2.5.1
implies that, if Ψ is known, the predictive error of kriging under the uniform metric is not
much larger than its pointwise error.
Using the upper bounds of PΦ,X given in Theorems 2.4.1 and 2.4.2, we can further
deduce error bounds of the kriging predictor in terms of the fill distance defined in (2.11).
Since these upper bounds are functions of the fill distance, we have justified the use of
space-filling designs to fit kriging models. We demonstrate these results in Examples 2.5.1-
2.5.3.
Example 2.5.1. Here we assume Φ is a Matérn kernel in (2.2) with smoothness parameter





where φ is the scale parameter in (2.2). See, for instance, [46, 63]. Suppose Ψ is a Matérn
correlation function with smoothness ν0. It can be verified that Condition 2.5.1 holds if and
only if 1 < ν ≤ ν0. Therefore, if 1 < ν ≤ ν0, we can invoke Theorems 2.4.2 and 2.5.1 to




1/2(1/hX)) as hX tends to zero. It can be seen that the rate of convergence is
maximized at ν = ν0. In other words, if the true smoothness is known a priori, one can
obtain the greatest rate of convergence.
Example 2.5.2. Suppose Φ is the same as in Example 2.5.1, and Ψ is a Gaussian correlation
function in (2.1), with spectral density [5] Ψ̃(ω) = (π/φ)2/d exp{−‖ω‖2/(4φ)}, where φ
is the scale parameter in (2.1). Then Condition 2.5.1 holds for any choice of ν. Then we
can invoke Theorems 2.4.2 and 2.5.1 to obtain the same rate of convergence as in Example
2.5.1.
Example 2.5.3. Suppose Φ = Ψ, and Φ is a Gaussian kernel in (2.1). Then we can invoke





for some constant c > 0. Note that this rate is faster than the rates obtained in Examples
2.5.1-2.5.3, because it decays faster than any polynomial of hX. Such a rate is known as a
spectral convergence order [64, 46].
2.6 Simulation studies
In Example 2.5.1, we have shown that if Ψ and Φ are Matérn kernels with smoothness
parameters ν0 and ν, respectively, and 1 < ν ≤ ν0, then the kriging predictor converges
with a rate at least Op(hνX log
1/2(1/hX)). In this section we report simulation studies that
verify that this rate is sharp, i.e., the true convergence rate coincides with that given by the
theoretical upper bound.
We denote the expectation of the left-hand side of (2.13) by E . If the error bound (2.13)
is sharp, we have the approximation
E ≈ chνX log1/2(1/hX)
for some constant c independent of hX. Taking logarithm on both sides of the above for-
mula yields
log E ≈ ν log hX +
1
2
log(−ν log hX) + log c. (2.15)
Since log(−ν log hX) is much smaller than log hX, the effect of log(−ν log hX) is negligi-
ble in (2.15). Consequently, we get our second approximation
log E ≈ ν log hX + log c. (2.16)
As shown in (2.16), log E is approximately a linear function in log hX with slope ν. There-
fore, to assess whether (2.13) is sharp, we should verify if the regression coefficient (slope)
of log E with respect to log hX is close to ν.
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In our simulation studies, the experimental region is chosen to be Ω = [0, 1]2. To
estimate the regression coefficient ν in (2.16), we choose 50 different maximin Latin
hypercube designs [5] with sample sizes 10k, for k = 1, 2..., 50. Note that each de-
sign corresponds to a specific value of the fill distance hX. For each k, we simulate
the Gaussian processes 100 times to reduce the simulation error. For each simulated
Gaussian process, we compute supx∈Ω1 |Z(x) − IΦ,XZ(x)| to approximate the sup-error
supx∈Ω |Z(x) − IΦ,XZ(x)|, where Ω1 is the set of grid points with grid length 0.01. This
should give a good approximation since the grid is dense enough. Next, we calculate the
average of supx∈Ω1 |Z(x) − IΦ,XZ(x)| over the 100 simulations to approximate E . Then
the regression coefficient is estimated using the least squares method.
We conduct four simulation studies with different choices of the true and imposed
smoothness of the Matérn kernels, denoted by ν0 and ν, respectively. Their values are
shown in Table 2.1.
Figure 2.1 shows the relationship between the logarithm of the fill distance (i.e., log hX)
and the logarithm of the average prediction error (i.e., log E) in scatter plots for the four
cases. The solid line in each panel shows the linear regression fit calculated from the data.
We summarize the results in Table 2.1.
Table 2.1: Numerical studies on the convergence rates of kriging pre-
diction. The first two columns show the true and imposed smoothness
parameters of the Matérn kernels. The third column shows the con-
vergence rate obtained from the simulation. The fourth column shows
the convergence rate given by Theorem 2.5.1. The last column shows
the relative difference between the third and the fourth columns, given
by —Regression coefficient-Theoretical assertion—/(Theoretical asser-
tion).
ν0 ν Regression coefficient Theoretical assertion Relative difference
3 2.5 2.697 2.5 0.0788
5 3.5 3.544 3.5 0.0126
3.5 3.5 3.582 3.5 0.0234
5 5 4.846 5 0.0308



























































































































































































































































































(d) ν0 = ν = 5.
Figure 2.1: The regression line of log supx∈Ω ε(x) on log hX. Each point
denotes one average prediction error for each n.
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kriging prediction error also decreases. From the results in Table 2.1, the regression coeffi-
cients are close to the values given by our theoretical analysis, with relative error no more
than 0.08. By comparing the third and the fourth rows of Table 2.1, we find that the re-
gression coefficient does not have a significant change when ν remains the same, even if ν0
changes. On the other hand, the third and the fifth rows show that, the regression coefficient
changes significantly as ν changes, even if ν0 keeps unchanged. This shows convincingly
that the convergence rate is independent of the true smoothness of the Gaussian process,
and the rate given by Theorem 2.5.1 is sharp. Note that our simulation studies justify the
use of the leading term log hX in (2.15) to assess the convergence rate but they do not cover
the second term log(−ν log hX), which is of lower order.
From the simulation studies, we can see that if the smoothness of the imposed kernel
is lower, the kriging predictor converges slower. To maximize the prediction efficiency, it
is beneficial to set the smoothness parameter of the imposed kernel the same as the true
correlation function.
2.7 Conclusions and Discussion
We first summarize the statistical implications of this work. We prove that the kriging pre-
dictive error converges to zero under a uniform metric, which justifies the use of kriging
as a function reconstruction tool. Kriging with a misspecified correlation function is also
studied. Theorem 2.5.1 shows that there is a tradeoff between the predictive efficiency and
the robustness. Roughly speaking, a less smooth correlation function is more robust against
model misspecification. However, we shall lose some predictive efficiency by gaining ro-
bustness. With the help of the classic results in radial basis function approximation (in
Theorems 2.4.1 and 2.4.2), we find that the predictive error of kriging is associated with
the fill distance, which is a space-filling measurement of the design. This justifies the use
of space-filling designs for (stationary) kriging models.
Theorem 2.5.1 shows that the predictive error is bounded by a function of PΦ,X. This
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inspires us to construct designs using the criterion that minimizes PΦ,X. In fact, it can be
proven that, under certain regularity conditions, the first part of Theorem 2.5.1 is still true
for non-stationary Gaussian process models if Φ = Ψ. Hence this construction of designs
can be particularly useful if a non-stationary Gaussian process model is adopted (e.g., [65,
66, 67, 68]). It is known that space-filling designs are justifiable if the underlying Gaussian
process is stationary. Therefore, when a non-stationary Gaussian process model is used, it
may not be appropriate to continue using space-filling designs. A more general construction
of design points should be studied in the non-stationary situation.
In this paper, we only consider Gaussian process models with mean zero, which is
referred to as the simple kriging. A natural extension of this work is to include the Gaussian
process models with a mean function modeled as a linear combination of a finite set of
functions, known as the universal kriging. In this situation, one would consider the best
linear unbiased predictor (BLUP) instead of the conditional expectation. The mathematical
treatments to obtain new asymptotic theorem is more cumbersome. But we believe that
the main idea of this work is still valid, and the general message of the theory remains the
same.
We have proved in Theorem 2.5.1 that the kriging predictor is consistent if the true
correlation function is smoother than the imposed correlation function. [55] proved that
kriging with any Matérn correlation function achieves predictive consistency for any sta-
tionary Gaussian processes, although they did not derive the rate of convergence. In light
of this result, we may consider extensions of Theorem 2.5.1 in a future work.
In this work, we suppose that the kriging interpolant can be computed exactly. However,
this cannot be achieved in reality due to the limit of the machine precision. Specifically, the
matrix inversion in (2.5) can be numerically unstable, especially when a Gaussian kernel is
used. Thus the numerical error of kriging is generally non-negligible in practice. We refer
to [9] for some related theoretical studies. A standard technique to eliminate the numerical
instability in kriging is to introduce a nugget term [69, 70]. The convergence theory for
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kriging with a nugget term as a numerical stabilizer requires a separate development.
There is a series of papers by [56, 57, 58, 71, 59] investigating the asymptotic effi-
ciency of the kriging predictor. The theory in this work does not yield the assertions about
prediction efficiency, although we provide explicit error bounds for kriging predictors with
scattered design points in an arbitrary dimension.
Another important topic is the kriging predictive performance when the correlation
function is estimated. In this paper, we consider kriging with a misspecified but fixed kernel
function. It is shown that the prediction error can be minimized if the imposed kernel has
the same smoothness as the true correlation function. A natural question is whether the
optimal rate of convergence can be achieved by using a data-driven approach.
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CHAPTER 3
SMOOTHNESS ESTIMATION AND ADAPTIVE KERNEL RIDGE
REGRESSION
3.1 Introduction
In non-parametric regression, the goal is to estimate an underlying function based on its
noisy evaluations. One important class of non-parametric regression methods, called the
kernel ridge regression, proceeds by minimizing a loss function involving the norm in a
reproducing kernel Hilbert space as a regularization term. Some special forms of the kernel
ridge regression, like the smoothing splines and the thin-plate smoothing splines, are known
for a long time [45]. We refer to [72] for a general discussion of the kernel ridge regression.
This methodology has been applied to many areas, including machine learning [73], spatial
statistics [74] and biostatistics [75].
The optimal rate of convergence for non-parametric regression is determined by the
smoothness of the underlying function [76]. In most practical scenarios, the true smooth-
ness of the underlying function is unknown. This explains why we should consider esti-
mating the smoothness of the underlying function from the data. In addition, estimating the
smoothness is also of interest in its own right, because the smoothness itself is an important
perspective of a surface in many scientific and engineering contexts [77, 26, 78]. Some es-
timators of the smoothness are proposed in [79, 80, 81, 82, 77]. However, these smoothness
estimators suffer from some defficiencies. They may be subject to strong restrictions on the
region of interest or the true smoothness of the underlying function, or may be complicated
to compute.
Also, we are interested in obtaining non-parametric estimators of the underlying func-
tions, which can achieve the optimal rate without knowing the true smoothness in advance.
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Such estimators are known as adaptive ones in the literature [83]. Adaptive estimators have
been constructed via kernel estimates [84], thresholding [85, 86], estimators of regularity
based on process increments [79, 82] and rescaling a smooth Gaussian random field [83].
Such estimators are usually within a hypercube or regions within the Euclidean space no
more than two dimensional. In particular, these estimators do not naturally deduce esti-
mators for the smoothness, although the problems of the smoothness estimation and the
adaptive regression are conceptually related. Detailed discussions will be given in Section
3.3.3.
In this work, we propose a method that estimates the underlying function and its smooth-
ness simultaneously. This approach is motivated by the Gaussian process regression method,
which has a natural connection with the kernel ridge regression from the computational
point of view [45]. The smoothness of a Gaussian process can be parametrized by the
smoothness parameter. In the literature, the smoothness parameter is usually estimated us-
ing the maximum likelihood estimation [6, 5, 26]. However, to the best of our knowledge,
there is no theoretical guarantee of the maximum likelihood estimation of the smoothness.
In this article, we propose a new smoothness estimator by maximizing a modified likeli-
hood function. This estimator is proven to be consistent. In addition, we prove that the
kernel ridge regression estimator using the estimated kernel function is consistent with a
nearly optimal rate of convergence. Compared to the exsisting methods, the theoretical
results for the proposed method are more general and require milder regularity conditions.
The rest of this paper is organized as follows. In Section 3.2, we introduce the problem
formulation and the proposed method. In Section 3.3, we state the main results on the
consistency and the adaptiveness. Comparison to existing methods is also given in this
section. The technical proofs are given in Section 3.4.
3.2 Methodology
In this section, we introduce the problem of interest and the proposed methodology.
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3.2.1 Problem Setting
Suppose f is an underlying function defined on a convex and compact set Ω ⊂ Rd with a
positive Lebesgue measure. We assume that the observations are obtain by random sam-
pling. Specifically, we observe pairs (xi, yi), i = 1, . . . , n, given by
yi = f(xi) + ei, i = 1, . . . , n, (3.1)
where xi’s are independent samples from the uniform distribution over Ω, and ei’s are the
measurement error. In this work, we suppose that ei’s are independent and identically
distributed random variables with zero mean and finite variance. Problems of this kind are
encountered in areas such as nonparametric statistics [87, 88, 45], spatial statistics [51, 2,
89], and machine learning [90, 91, 6].
In this article, we mainly concern about two questions. First, we would like to esti-
mate the smoothness of the underlying function f . For a moment, we loosely say that “a
function has smoothness m” means that it has bmc-th derivatives but is not (bmc + 1)-th
differentiable. Interpreting the non-integer part of the smoothness requires most technical
details, which will be given in Section 3.3.1. The second objective of this work is to obtain
an estimator of f , which is a nearly optimal for all degrees of smoothness. An estimator of
this kind is call adaptive [83].
3.2.2 Proposed Method
Before introducing the proposed estimators, we review the kernel ridge regression method.
Consider the nonparametric model (3.1). Given m > d/2 and a kernel function Ψm with















where µm is the smoothing parameter, andNΨm(Ω) is the reproducing kernel Hilbert space
generated by the kernel function Ψm. Under certain conditions, the optimal order of mag-




with a constant C > 0. A prominent class of kernel functions with finite smoothness is the





where ‖ · ‖ denotes the Euclidean distance; Km−d/2 is the modified Bessel function of the
second kind.
To estimate the true smoothness of the underlying function f from the data X =
(x1, . . . , xn)
T and Y = (y1, . . . , yn)T , we first define the loss function









where Km := (Ψm(xi − xj))ij is the kernel matrix; In denotes the identity matrix; and µm
is given by (3.3). Now we propose to estimate the smoothness of f using
m̂n := argmax
m>d/2
`(m;X, Y, µm). (3.6)




















with u = (u1, . . . , un)T determined by the liner system Y = (Km̂n + µm̂nIn)u [88].
We shall call m̂n the smoothness estimator and f̂m̂n the function estimator. We shall
call `(m;X, Y, µm) the modified likelihood function, because ` is related to the likelihood
function of a Gaussian process model with a Matérn correlation function. Details are given
in the next subsection.
3.2.3 Some Intuition and Related Methods
The proposed method is partially inspired by the Gaussian process modeling technique,
which has been used to recover unknown functions in the areas such as spatial statistics [2,
3], computer experiments [4, 5] and machine learning [6, 7].
Again, consider the regression model given by (3.1). The main idea of Gaussian process
modeling is to assume the underlying function is a realization of a Gaussian random field.
Specifically, let Z(x) be a Gaussian random field. It is known that the law of a Gaussian
random field is governed by its mean and covariance. We assume that the mean of Z(x) is
zero, and the covariance function is given by a Matérn kernel, i.e., Cov(Z(x1), Z(x2)) =
σ2Ψm(x1 − x2), where σ2 is the variance and Ψm is as in (3.4). The current use of the
Matérn kernel is not much different from a more general case where the (isotropic) Matérn
correlation family is indexed by (fixed) scale parameters [26], because we can stretch the
region Ω to adjust the scale parameters at will.
We use the Matérn correlation family because the parameter m can determine the
smoothness of the associated Gaussian process. It is known that a stationary Gaussian
process with a Matérn correlation function in (3.4) has p times almost surely continuously
differentiable sample paths if and only if m > p + 1/2 when d = 1 [49]. In view of this
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fact, we would ask whether and how the smoothness of the underlying function can be
estimated from the data with the help of the Matérn kernels. It is natural to first consider
the maximum likelihood estimate of the Gaussian process models with Matérn correlation
functions.
To obtain a tractable likelihood function, we postulate that ei follows the normal dis-
tribution N(0, µ) with µ > 0. Here we remark that this assumption does not need to be
true in reality. As in a standard Gaussian process model, we assume f is a realization of a
stationary Gaussian process with mean zero, variance σ2 and correlation function Ψm with
m > d/2.
Recall that one of our goal is to estimate the smoothness of the underlying function.
That is, to estimate the smoothness parameter from the data. The maximum likelihood
method is a widely used method in Gaussian process modeling to estimate unknown pa-
rameters [5]. Here we consider using the maximum likelihood method to estimate the
smoothness parameter m from the data X = (x1, . . . , xn)T and Y = (y1, . . . , yn)T . Direct
calculations show that, up to an additive constant, the log-likelihood function is
`1(m,σ
2;X, Y, µ) (3.9)
=− n
2
log σ2 − 1
2
log det(Km + µIn)−
1
2σ2
Y T (Km + µIn)
−1Y,
where Km := (Ψm(xi−xj))ij is the correlation matrix; and In denotes the identity matrix.
We refer to [2, 6, 5] for the maximum likelihood method of Gaussian process models.
It is easily seen that, given m, the maximizer of (3.9) with respect to σ2 is σ̂2 =
Y T (Km + µIn)
−1Y/n. Substituting σ̂ into (3.9), we obtain the profile likelihood func-
tion with respect to m given by






log(Y T (Km + µIn)
−1Y ), (3.10)
It is reasonable to believe that the minimizer of (3.10) gives a consistent smoothness
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estimator. But unfortunately, we cannot proof this result unless we make a modification on
the loss function and use










The second modification we make is to replace the first term in (3.11) to (mn)/(2m +
d) log n as in (3.5), because they are asypmtotically equivalent. See Appendix C.13. This
modification reduces the computational cost by waiving the determinant calculation.
3.3 Theoretical Results
In this section we present our main theoretical results on the consistentcy of the smooth-
ness estimator and the nearly optimality of the function estimator. Some comparison with
existing results is also provided in this section.
3.3.1 Mathematical Formulation of Smoothness
Before introducing our asymptotic results, we first formalize our notion of smoothness.
We define the smoothness of a function using the order of the corresponding (fractional)
Sobolev space. Let Ω be a subset of Rd. For a multi-index α = (α1, · · · , αd) ∈ Nd0,
define its length by |α| = α1 + . . . + αd. Denote α-th (weak) derivative of a function







u. For a positive integer k, the Sobolev space Hk(Ω) consists of
functions u ∈ L2(Ω) such that ‖u‖2Hk(Ω) :=
∑
|α|≤k ‖Dαu‖2L2(Ω) is finite.






and with the help of some functional analysis machinery, this definition can be naturally
extended to all f ∈ L2(Rd). See [93] for the details about this extension.
54




|F(u)(ω)|2(1 + ‖ω‖2)kdω. (3.12)
Identity (3.12) allows us to define the Sobolev spaces with non-integer orders, which are
commonly known as the fractional Sobolev spaces, denoted by Hm(Rd) with a non-integer
m. We refer to [94] for more discussions about Sobolev spaces.




(1 + ‖ω‖2)−m. (3.13)
By comparing (3.12) and (3.13), it can be seen that the Sobolev norm is proportional to∫
Rd |F(u)(ω)|
2/F(Ψm)(ω)dω, which is the norm of the reproducing kernel Hilbert space
generated by Ψm [46]. In addition, this relationship implies that Ψm is a reproducing kernel
of Hm(Rd) up to a constant.
In this article, we say that a function u ∈ L2(Rd) has a finite degree of smoothness if
the quantity
sup{k ≥ 0 : u ∈ Hk(Rd)} (3.14)
is finite. We call the quantity (3.14) the smoothness of u, and we are only interested in
the functions with smoothness greater than d/2, which guarantees the continuity of the
function according to the Sobolev embedding theorem [94].
Fractional Sobolev spaces over a bounded region Ω, denoted by Hk(Ω), can be defined
by the restriction of functions in Hk(Rd), if Ω is not too complex, for example, if Ω is
convex. On the other hand, if Ω is convex, there exists an extension operator from L2(Ω) to
L2(Rd), such that the smoothness of each function is maintained [96]. For each u ∈ L2(Ω),
denote its extended function to the whole space through the proceeding operator by ue ∈
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L2(Rd). Hence, we can define the smoothness of a function u ∈ L2(Ω) by the smoothness
of ue ∈ L2(Rd) using (3.14).
Clearly, given a function u with finite smoothness m0, there are two cases: 1) u ∈
Hm0(Ω) but u 6∈ Hm′(Ω) for any m′ > m0; 2) u ∈ Hm
′
(Ω) for any m′ < m0 but
u 6∈ Hm0(Ω). We differentiate these two cases by saying that u is of type-I or of type-II,
respectively.
To the best of our knowledge, the exsiting work on the smoothness estimation and the
adaptive estimation only consider underlying functions of type-I. In this work, we will
prove the consistency of proposed smoothness estimator in Section 3.3.2 for both types of
functions. The rate of convergence will also be given.
3.3.2 Main Theorems
Recall that in Section 3.2.1 we mentioned two objectives. The first objective is to esti-
mate the smoothness of the underlying function, and the second objective is to obtain an
estimator of f which is adaptive. In this section we provide theoretical justification of the
smoothness estimator given by (3.15) and the estimator of f given by (3.17) can achieve
these two objectives, respectively.
In order to show the consistency of the smoothness estimator, we assume the true
smoothness m0 ∈ [mmin,mmax], where mmin,mmax > d/2 are known. In this case, the
smoothness estimator of f becomes
m̂n := argmax
m∈[mmin,mmax]
`(m;X, Y, µm), (3.15)




















with u = (u1, . . . , un)T determined by the liner system Y = (Km̂n + µm̂nIn)u.
The technical assumption on the known mmin,mmax values should be mild in many
practical situations, because we can choose mmax sufficiently large and mmin sufficiently
close to d/2. We believe that the general smoothness estimator (3.6) is also consistent like
the constrained version in (3.15). However, it requires extra efforts to complete such a
proof, and needs a separate development.
First, we introduce the following Lemma 3.3.1, which defines some helpful concepts in
the description of the rate of convergence.
Lemma 3.3.1. Let m0 ∈ (d/2,+∞) be the smoothness of g. If g ∈ Hm0(Rd), then there
exists an increasing positive function h1 on [0,∞) such that
∫
Rd
|F(g)(ω)|2h1(‖ω‖)(1 + ‖ω‖2)m0dω =∞,∫
Rd

























for any ε2 > 0.
The conditions (3.19) and (3.21) essentially require that h1(x) and h2(x) increase slower
than any power function xε with ε > 0. The intuition behind Lemma is pretty clear. For
example, consider f(x) = 1/x, we know that
∫ +∞
1




+∞ for any ε > 0. It is easily seen that, the funtion h(x) := log2 x, which increases slower
than any power function xε with ε > 0, satisfies
∫ +∞
1
f(x)/h(x)dx < +∞. The proof for
the general situation is more involved and contains only elementary mathematical analysis.
We therefore send the proof of Lemma 3.3.1 to Appendix C.7.
We also need the following assumption on the errors, which means that the error is
sub-Gaussian [92].
Assumption 3.3.1. Suppose ei’s in (3.1) are i.i.d. random variables satisfying
C21(Ee
|ei|2/C21 − 1) 6 σ20 (3.22)
for some constant C1 and σ20 .






, m 6 m0,
2m0
2m+d
, m > m0,
which is maximized at m0. See Figure 3.1 for an illustration with d = 0.8m0.
With the bounds of `(m;X, Y, µ), we have the following theorem, which states the













Figure 3.1: The plot of function g(m), where d = 0.8m0.
Theorem 3.3.1. Suppose m0 is the true smoothness of the underlying function f defined
on a compact and convex set Ω ∈ Rd. Suppose the errors satisfy Assumption 3.3.1. Fix
any constant C > 0 and let µm = Cn
d
2m+d . Then for n > C2, with probability at least
1− C3 exp(−C4nη1), |m̂n −m0| 6 2d(2m0 + d)2s1, where
s1 =
 log(C1h1(n) log n)/ log n for f ∈ H
m0(Ω),
log(C1(log n)
2h2(n))/ log n for f /∈ Hm0(Ω),
h1, h2 are defined as in Lemma 3.3.2 and constants C1, C2, C3, C4 and η1 are positive and
depend on only f , Ω, and C.
Theorem 3.3.1 shows the consistency of the smoothness estimator because the quantity
s1 in Theorem 3.3.1 decays to zero because we have log hi(x)/ log x → 0 for i = 1, 2
according to Lemma 3.3.2.
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Now we turn to the estimator of f given by (3.17). In the following theorem, we show
that this estimator is nearly optimal.
Theorem 3.3.2. Suppose m0 and f are given in Theorem 3.3.1, and the errors satisfy
Assumption 3.3.1. Set µm as in Theorem 3.3.1. If f ∈ Hm0(Ω), the estimator f̂m̂n given by
(3.17) satisfies ‖f̂m̂n − f‖2 = OP(n−m0/(2m0+d)(h3(n))), where h3(n) depends on h1(n)
(defined in (3.18)) and mmax if f ∈ Hm0(Ω), and h2(n) (defined in (3.20)) and mmax if
f /∈ Hm0(Ω). In both cases h3(n) satisfies limn→∞ log h3(n)logn = 0.
Recall that, when the true smoothness m0 is known, the optimal convergence rate is
n−m0/(2m0+d). Theorem 3.3.2 implies that the estimator f̂n given by (3.2) is nearly optimal
without knowing m0 in advance, because h3 increases slower than any nα with α > 0.
3.3.3 Comparison with Existing Results
We compare the proposed method with the existing ones in the literature in the following
directions.
First, the proposed method works on any compact and convex region Ω within any
dimension d, given the smoothness is greater than d/2. The previous methods of con-
structing the smoothness estimation are usually considered on regions within Euclidean
space Rd with d 6 2. For instance, [79, 80, 82, 97] construct the smoothness estimator
with equispaced data on a line transect, where the dimension is one. [98, 77] estimate the
smoothness via quadratic variation, in which the area is within a compact domain in Rd
where d ∈ {1, 2}. Some of the adaptive function estimators have the same problem. For
instance, [86, 85, 97, 99, 100] construct adaptive estimators on [0, 1] with equispaced data.
[101] constructs an adaptive estimator based on the random data points on [0, 1]. [102, 83]
are able to construct an adaptive estimator with the input space of the underlying function
is [0, 1]d, which is a hypercube, for d > 0.
Second, the proposed method is able to estimate any smoothness which is greater than
d/2. In contrast with the proposed method, [79, 80, 82] estimate the smoothness within
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(1/2, 3/2), while [81] assumes that the smoothness is within (D+ 1/2, D+ 3/2) for some
known integer D.
Third, the conditions on the underlying function is milder than some of the adaptive
function estimators. For instance, [102, 83, 99] consider the underlying function that is
within some Hölder class, which is more restrictive than Sobolev spaces (?).
Last, we consider the two cases, f ∈ Hm0(Ω) and f /∈ Hm0(Ω), separately. The
estimators are assuming that f ∈ Hm0(Ω). To the best of our knowledge, our work is the
first result obtaining the function estimator with convergence rate oP(n−m0/(2m0+d)+ε) for
any ε > 0.
3.4 Proofs
In this section we prove Theorems 3.3.1 and 3.3.2. Some necessary lemmas are introduced,
where the proofs are in Appendix. In this section and Appendix, we define the empirical








Let HB(δn,G, ‖ · ‖∞) denote the bracket entropy number of the metric space (G, ‖ · ‖∞).
For detailed discussion of the bracket entropy number, see [92]. Let e = (e1, . . . , en)T . For
notational simplicity, we will use C1, C2, ... and η0, η1, ... to denote the constants, of which
the values can change from line to line. We will use 〈·, ·〉n to denote the empirical inner















for a function f .
3.4.1 Proof of Theorem 3.3.1
This theorem is a direct corollary of Theorem C.1.1. More specifically, by taking the
lower bound of l3(m0;X, Y, µ) larger than the upper bound of l3(m;X, Y, µ) for all m ∈
[mmin,m0 − εn] ∪ [m0 + εn,mmax], we have the following results for n > C0, where C0 is
a constant.
Case 1: f ∈ Hm0(Ω). Let εn = max{(4m0s1)/(1 − 2s1), 2d(2m0 + d)2s2}, where s1 =
log(C1h1(n) log n)/ log n, and s2 = log(C2 log n)/ log n. With probability at least 1 −
C3 exp(−C4nη1), m̂n ∈ [m0 − εn,m0 + εn].
Case 2: f /∈ Hm0(Ω): Let εn = max{(4m0s1)/(1 − 2s1), 2d(2m0 + d)2s2}, where s1 =
log(C1(log n)
2h2(n))/ log n, and s2 = log(C2 log nh2(n))/ log n. With probability at least
1− C3 exp(−C4nη1), m̂n ∈ [m0 − εn,m0 + εn].
By noting that: (i) 1 − 2s1 > 1/2 and s1 > s2 for n > C5 with some constant C5, and
(ii) m0 > d/2 > 1/2, we can take εn = 2d(2m0 + d)2s1, and obtain the desired results.
3.4.2 Proof of Theorem 3.3.2
Let tm0−εn = C0n
−2(m0−εn)/(2(m0−εn)+d)(log n)2mmax if f ∈ Hm0 , and t = C0n−2(m0−εn)/(2(m0−εn)+d)h2(n)
if f /∈ Hm0 , where C0 is a constant, and εn is as in Theorem 3.3.1. From the proof of The-
orem C.1.1, it can be seen that
µm
n







Let λ1 = µm̂n/n and λ2 = C1λ1. Let f ∗m̂n be the minimizer of optimization problem
min
f̂∈NΨm̂n (Ω)
‖f − f̂‖22 + λ2‖f̂‖2NΨm̂n (Ω).
By (3.16), we have
‖f − f̂m̂n‖2n + λ1‖f̂m̂n‖2NΨm̂n (Ω)








By the similar approach in the proof of Theorem C.1.1, it can be shown that there exists a
constant c1 such that when n > c1,




‖f̂m̂n‖2NΨm̂n (Ω) 6 tm0−εn , (3.24)
and
‖f − f ∗m̂n‖
2
n + λ2‖f ∗m̂n‖
2
NΨm̂n (Ω)
6 tm0−εn . (3.25)
with probability at least 1−C2 exp(−C3nη2), where C2, C3, and ηi’s are positive constants.
Therefore, combining (3.23), (3.24) and (3.25), we have that with probability at least 1 −
C4 exp(−C5nη3),
‖f − fm̂n‖22 6 tm0−εn .
Since εn converges to zero, there exists a constant c2 such that when n > c2, εn < 2m0.
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Therefore, by direct calculation, it can be shown that
tm0−εn = n




By taking h3(n) = (nεn)
2





APPENDIX OF CHAPTER 1
A.1 Proof of Theorem 1.3.1
Consider a location of interest x ∈ Ω and the nearest design point xi ∈ X̄ . The uppermost
terms in (1.4) can be expressed as
Ψθ(x, x)−Ψθ(x, X̄)[Ψθ(X̄, X̄) + Σ̄ε]−1Ψθ(X̄, x)
= Ψθ(x, x)
− [(Ψθ(x, X̄)−Ψθ(xi, X̄)− σ2i eTi )[Ψθ(X̄, X̄) + Σ̄ε]−1(Ψθ(X̄, x)−Ψθ(X̄, xi)− σ2i ei)




i )[Ψθ(X̄, X̄) + Σ̄ε]
−1Ψθ(X̄, x)
− (Ψθ(xi, X̄) + σ2i eTi )[Ψθ(X̄, X̄) + Σ̄ε]−1(Ψθ(X̄, xi) + σ2i ei)]
= Ψθ(x, x)− 2eTi Ψθ(X̄, x) + eTi (Ψθ(X̄, xi) + σ2i ei)
− (Ψθ(x, X̄)−Ψθ(xi, X̄)− σ2i eTi )[Ψθ(X̄, X̄) + Σ̄ε]−1(Ψθ(X̄, x)−Ψθ(X̄, xi)− σ2i ei)
= Ψθ(x, x) + Ψθ(xi, xi) + σ
2
i − 2Ψθ(xi, x)
− (Ψθ(x, X̄)−Ψθ(xi, X̄)− σ2i eTi )[Ψθ(X̄, X̄) + Σ̄ε]−1(Ψθ(X̄, x)−Ψθ(X̄, xi)− σ2i ei),
(A.1)
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where ei denotes the ith column of an n× n identity matrix. The fourth term on the right-
hand side of (A.1) can be bounded as
− (Ψθ(x, X̄)−Ψθ(xi, X̄)− σ2i eTi )[Ψθ(X̄, X̄) + Σ̄ε]−1(Ψθ(X̄, x)−Ψθ(X̄, xi)− σ2i ei)
6− ‖Ψθ(X̄, x)−Ψθ(X̄, xi)− σ
2
i ei‖22
λmax[Ψθ(X̄, X̄) + Σ̄ε]




λmax[Ψθ(X̄, X̄) + Σ̄ε]
6− (Ψθ(xi, x)−Ψθ(xi, xi))
2 − 2σ2i (Ψθ(xi, x)−Ψθ(xi, xi)) + σ4i
λmax[Ψθ(X̄, X̄)] + λmax(Σ̄ε)
6− (Ψθ(xi, x)−Ψθ(xi, xi))
2 − 2σ2i (Ψθ(xi, x)−Ψθ(xi, xi)) + σ4i
n supu,v∈Ω Ψθ(u, v) + λmax(Σ̄ε)
=− (Ψθ(xi, x)−Ψθ(xi, xi))
2
n supu,v∈Ω Ψθ(u, v) + λmax(Σ̄ε)
+
2σ2i (Ψθ(xi, x)−Ψθ(xi, xi))− σ4i
n supu,v∈Ω Ψθ(u, v) + λmax(Σ̄ε)
, (A.2)
where the first inequality is true because for any vector d and matrix G, dTG−1d >
λmin(G
−1)‖d‖22 and λmin(G−1) = 1/λmax(G), the second inequality is true because the
sum of squares ‖ · ‖22 is larger than any one of its elements squared, the third inequality
is true because the maximum eigenvalue of a sum is at most the sum of the maximum
eigenvalues, and the final inequality is true because Gershgorin’s theorem [25] implies




Ψθ(xi, xj) 6 n sup
u,v∈Ω
Ψθ(u, v). (A.3)
Combining (A.1) and (A.2) gives
Ψθ(x, x)−Ψθ(x, X̄)[Ψθ(X̄, X̄) + Σ̄ε]−1Ψθ(X̄, x)
6Ψθ(x, x) + Ψθ(xi, xi)− 2Ψθ(xi, x)
− (Ψθ(xi, x)−Ψθ(xi, xi))
2
n supu,v∈Ω Ψθ(u, v) + λmax(Σ̄ε)
+ σ2i +
2σ2i (Ψθ(xi, x)−Ψθ(xi, xi))− σ4i




Consider the concave, quadratic function
f1(t) = t+
2t(Ψθ(xi, x)−Ψθ(xi, xi))− t2
n supu,v∈Ω Ψθ(u, v) + λmax(Σ̄ε)
,
where t ∈ [0, λmax(Σ̄ε)]. f1(·) has axis of symmetry
t =
n supu,v∈Ω Ψθ(u, v) + λmax(Σ̄ε) + 2(Ψθ(xi, x)−Ψθ(xi, xi))
2
>
(n− 2) supu,v∈Ω Ψθ(u, v) + λmax(Σ̄ε)
2
,
where the last inequality is true because Ψθ(xi, x) > 0 and Ψθ(xi, xi) < supu,v∈Ω Ψθ(u, v).
If (n− 2) supu,v∈Ω Ψθ(u, v) > λmax(Σ̄ε), then the axis of symmetry lies to the right of the
interval [0, λmax(Σ̄ε)] and f1(t) is increasing in [0, λmax(Σ̄ε)]. This indicates
f1(t) 6 λmax(Σ̄ε) +
2λmax(Σ̄ε)(Ψθ(xi, x)−Ψθ(xi, xi))− λmax(Σ̄ε)2
n supu,v∈Ω Ψθ(u, v) + λmax(Σ̄ε)
=
λmax(Σ̄ε)(n supu,v∈Ω Ψθ(u, v) + 2(Ψθ(xi, x)−Ψθ(xi, xi)))
n supu,v∈Ω Ψθ(u, v) + λmax(Σ̄ε)
.
(A.5)
Plugging (A.5) into (A.4), gives the result.
A.2 Assumptions for Theorem 1.4.1
Assumption A.2.1. Assume κ(Ψθ(X̄, X̄) + Σε) = r/δ with r < 1, and
‖h(x)− h̃(x)‖2 6 δ‖h(x)‖2, ‖f̂(X̄)− f̃(X̄)‖2 6 δ‖f̂(X̄)‖2,
‖Ψθ(X̄, X̄) + Σε − (Ψ̃θ(X̄, X̄) + Σ̃ε)‖2 6 δ‖Ψθ(X̄, X̄) + Σε‖2, and
‖Ψθ(x, X̄)− Ψ̃θ(x, X̄)‖2 6 δ‖Ψθ(x, X̄)‖2.
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A.3 Proof of Theorem 1.5.1
Here, the derivatives of the log-likelihood and emulator are expressed in terms of the equiv-
alent parameters ϑ = (β′, σ2, ρ, γ)′, where γi = Var(ε(xi))/σ2. The vector of derivatives








































× (Φρ(X,X) + Σγ)−1(y(X)−H(X)β),
where Σγ = diag(γ1Ik1 , ..., γnIkn). The vector of derivatives of the log-likelihood with




































































× [Φρ(X,X) + Σγ]−1(f(X)−H(X)β).
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Building from (1.14) and the block representations above gives
E{f̂ϑ∗(x)− f̂ϑ̂(x)}

























































Applying block matrix inverse results [17] and noticing that c2 = 0 gives
Part(II) = cTB−11 c,
where B1 = I22 − I21I−111 I21, and c = (cT3 , cT4 )T . With the aim of bounding Part(II), the
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AT1 ((Φρ(X,X) + Σγ)











The matrix inside the quadratic form has eigenvector w with corresponding eigenvalue 0.
















where λ2 denotes the second smallest eigenvalue of its argument. Weyl’s theorem [103]










σ4(m supu,v∈Ω Φρ(u, v) + λmax(Σγ))
2
.
For λmin(AT1 (I − wwT )A1), an approximate lower bound is given. Let ξ = (ρ, τ). Notice
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that










































where W1(x, y) = Φρ(x, y) +
σ2τ (x)
σ2
I{x=y} and F 2 denotes the large sample distribution
of point pairs. Applying a version of the Cauchy-Schwarz inequality for random vectors
[104], gives s1 > 0 with s1 > 0 unless
∂W1(x, y)
∂ξ
a = W1(x, y)b
with probability 1 with respect to large sample distribution of point pairs F 2 for some
vectors a and b. So, Part(II) has approximate upper bound





















h(y)h(y)′dF (y)) = ms2,
(A.10)
with respect to the large sample distribution of the input locations, F . Further, s2 > 0
with equality if and only if there exists a 6= 0 such that h(y)′a = 0 with probability 1.








σ2‖c1‖22(m supu,v∈Ω Φρ(u, v) + λmax(Σγ))
ms2
+




finishing the proof of Theorem 1.5.1.
















× (Φρ(X,X) + Σγ)−1(y(X)−H(X)β).
In this section we would give an upper bound of (c4)t. Without loss of generality, we can
suppose Φρ(x, x) = 1. Let
Φρ(X,X) + Σγ =
 B1 + Σγ1 RT









R = Φρ(X2, x1)1
T ,




 B1 + Σγ1 RT




 B−122 −B−122 RT (B2 + Σγ2)−1
−(B2 + Σγ2)−1RB−122 (B2 + Σγ2)−1 + (B2 + Σγ2)−1RB−122 RT (B2 + Σγ2)−1
 ,







B−122 = (B1 + Σγ1 −RT (B2 + Σγ2)−1R)−1
= (B1 + Σγ1)
−1((B1 + Σγ1)
−1 − (B1 + Σγ1)−1RT (B2 + Σγ2)−1R(B1 + Σγ1)−1)−1(B1 + Σγ1)−1


























By binomial inverse theorem,
(
(B1 + Σγ1)






= B1 + Σγ1 +









2 1T (B1 + Σγ1)1
= B1 + Σγ1 +











2 (k1 + σ
2
1)k1








Let d = Φρ(x1, X2)(B2 + Σγ2)
−1Φρ(X2, x1). Thus,
B−122 = (B1 + Σγ1)
−1
(








= (B1 + Σγ1)
−1 + d
(B1 + Σγ1)

























 B−122 −B−122 RT (B2 + Σγ2)−1





TB−122 − Φρ(x,X2)(B2 + Σγ2)−1RB−122 ,
− Φρ(x, x1)1TB−122 RT (B2 + Σγ2)−1 + Φρ(x,X2)(B2 + Σγ2)−1
+ (B2 + Σγ2)
−1RB−122 R















































TB−122 − Φρ(x,X2)(B2 + Σγ2)−1RB−122
=Φρ(x, x1)d11
T − d1Φρ(x,X2)(B2 + Σγ2)−1Φρ(X2, x1)1T ,
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and
− Φρ(x, x1)1TB−122 RT (B2 + Σγ2)−1 + Φρ(x,X2)(B2 + Σγ2)−1 + (B2 + Σγ2)−1RB−122 RT (B2 + Σγ2)−1
=− Φρ(x, x1)k1d1Ψθ(x1, X2)(B2 + Σγ2)−1 + Φρ(x,X2)(B2 + Σγ2)−1
+Φρ(x1, X2)(B2 + Σγ2)
−1Φρ(X2, x1)k1d1Φρ(x1, X2)(B2 + Σγ2)
−1
=− Φρ(x, x1)k1d1Φρ(x1, X2)(B2 + Σγ2)−1 + Φρ(x,X2)(B2 + Σγ2)−1
+dk1d1Φρ(x1, X2)(B2 + Σγ2)
−1.





(y(x1)−H(x1)β)d11− d1Φρ(x1, X2)(B2 + Σγ2)−1(y(X2)−H(X2)β)1,

























(Φρ(x, x1)d1 − d1Φρ(x,X2)(B2 + Σγ2)−1Φρ(X2, x1))((y(x1)−H(x1)β)d1
− d1Φρ(x1, X2)(B2 + Σγ2)−1(y(X2)−H(X2)β))
+ (−Φρ(x, x1)k1d1Φρ(x1, X2)(B2 + Σγ2)−1 + Φρ(x,X2)(B2 + Σγ2)−1











× (−(y(x1)−H(x1)β)k1d1(B2 + Σγ2)−1Φρ(X2, x1) + (B2 + Σγ2)−1(y(X2)−H(X2)β)
+dk1d1(B2 + Σγ2)
−1Φρ(X2, x1))






(Φρ(x, x1)d2 − d2Φρ(x,X2)(B2 + Σγ2)−1Φρ(X2, x1))((y(x1)−H(x1)β)d2
− d2Φρ(x1, X2)(B2 + Σγ2)−1(y(X2)−H(X2)β))
+ (−Φρ(x, x1)d2Φρ(x1, X2)(B2 + Σγ2)−1 + Φρ(x,X2)(B2 + Σγ2)−1





























× (Φρ(X ′, X ′) + Σγ)−1(y(X ′)−H(X ′)β),
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where X ′ = (x1, X2). Thus, by continuing this procedure, we have
|(c4)t| 6
‖Φρ(x, X̄)‖2‖Ȳ −H(X̄)β‖2





A.5 Proof of Theorem 1.6.1
The following lemma, which describes the accuracy of solving linear systems [105], will
be used to develop a bound on the numeric error.
Lemma A.5.1. Suppose Ax = b and Ãx̃ = b̃ with ‖Ã− A‖2 6 δ‖A‖2, ‖b̃− b‖2 6 δ‖b‖2,













where κ(A) = ‖A‖2‖A−1‖2.
Further, for conformable A, b, Ã, and b̃, we have
‖Ab− Ãb̃‖2 = ‖A(b− b̃)− (Ã− A)b̃‖2
6‖A(b− b̃)‖2 + ‖(Ã− A)b̃‖2 6 ‖A‖2‖(b− b̃)‖2 + ‖(Ã− A)‖2‖b̃‖2. (A.13)
In order to satisfy the conditions of Lemma A.5.1, we make a few assumptions in addi-
tion to Assumption A.2.1, in particular, with regard to the accuracy of numeric optimization.
Assumption A.5.1. Assume κ(Â) = r/δ with r < 1 and
‖Â− Ã‖2 6 δ‖Â‖2, ‖Ψθ̂(X̄, x)−Ψθ̃(X̄, x)‖2 6 δ‖Ψθ̂(X̄, x)‖2.
Note that this assumption does not concern the parameter estimates themselves, but in-
stead the accuracy of the solution to the optimization problem. If the optimization problem
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is solved with sufficient accuracy, then this assumption will be satisfied. However, as we
will see in the following, the regression function coefficients β have great potential to cause
problems. Briefly, in order to control parameter estimation numeric error, we need that nu-
meric properties are even more tightly controlled, in particular, an even smaller condition










Assumption A.5.2 is a strong assumption, since it requires δκ(Â)2 to be relatively small,
at least smaller than 1. However, since our goal is to make κ(Â) small, in practice this
condition is not too difficult to be achieved, since we can control the condition number of
Â.
The following lemma states that if Assumption A.5.2 holds, combining Assumption

























Suppose Assumptions A.2.1, A.5.1, and A.5.2 hold, we have r1 < 1 and
‖H(X̄)T Â−1H(X̄)− H̃(X̄)T Ã−1H̃(X̄)‖2 < δ1‖H(X̄)T Â−1H(X̄)‖2. (A.15)
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Thus, we have all tools to give an upper bound of |f̂ϑ̂ − f̂ϑ̃|. Using Assumption 2,
|f̂ϑ̂ − f̂ϑ̃|
= |h(x)T β̂ + Ψθ̂(x, X̄)Â
−1(f(X̄)−H(X̄)β̂)− (h(x)T β̃ + Ψθ̃(x, X̄)Ã
−1(f(X̄)−H(X̄)β̃))|










= Part(i) + Part(ii) + Part(iii). (A.16)



















Combining (A.16), (A.17) and (A.18) gives
|f̂ϑ̂ − f̂ϑ̃| 6
2δκ(Â)
(1− r)λmin(Â)
‖Ψθ̂(X̄, x)‖2(‖f(x)‖2 + ‖H(X̄)‖2‖β̂‖2)




Notice that the first term in (A.19) can be controlled by restraining g(ΣM ,Σε), as defined
in (1.13). The second part can be controlled by, in addition, restraining ‖β̂ − β̃‖2. Recall
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that
β̂ = (H(X̄)T Â−1H(X̄))−1H(X̄)T Â−1f(X̄),
β̃ = (H̃(X̄)T Ã−1H̃(X̄))−1H̃(X̄)T Ã−1f̃(X̄).
Since by Lemma A.5.2, the condition of Lemma A.5.1 holds. Thus, by Lemma A.5.1,
we have







By plugging in (A.14), we have













Combining (A.19) and (A.20), we finish the proof.
A.6 Proof of Lemma A.5.2
Notice that if Assumption A.5.2 holds, we have r1 < 1. We only need to prove (A.15).
Notice that
‖H(X̄)T Â−1H(X̄)− H̃(X̄)T Ã−1H̃(X̄)‖2
6‖H(X̄)T Â−1H(X̄)− H̃(X̄)T Â−1H(X̄)‖2 + ‖H̃(X̄)T Â−1H(X̄)− H̃(X̄)T Ã−1H̃(X̄)‖2
6δ‖H(X̄)‖2‖Â−1H(X̄)‖2 + ‖H̃(X̄)T Â−1H(X̄)− H̃(X̄)T Ã−1H̃(X̄)‖2
6δ‖H(X̄)‖22‖Â−1‖2 + ‖H̃(X̄)T Â−1H(X̄)− H̃(X̄)T Ã−1H̃(X̄)‖2, (A.21)
where the first inequality is true because of the triangle inequality, the second inequality
is true because of Assumption A.5.1, and the third inequality is true because ‖G−1d‖2 6
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‖G−1‖2‖d‖ for any vector d and non-singular matrix G. The second term in (A.21) has
‖H̃(X̄)T Â−1H(X̄)− H̃(X̄)T Ã−1H̃(X̄)‖2
6‖H̃(X̄)T Â−1H(X̄)− H̃(X̄)T Â−1H̃(X̄)‖2 + ‖H̃(X̄)T Â−1H̃(X̄)− H̃(X̄)T Ã−1H̃(X̄)‖2
6δ‖H̃(X̄)‖2‖Â−1H̃(X̄)‖2 + ‖H̃(X̄)T (Â−1 − Ã−1)H̃(X̄)‖2
6δ‖H̃(X̄)‖22‖Â−1‖2 + ‖Â−1 − Ã−1‖2‖H̃(X̄)‖22
6δ(1 + δ)2‖H(X̄)‖22‖Â−1‖2 + (1 + δ)2‖H(X̄)‖22‖Â−1 − Ã−1‖2, (A.22)
where the first inequality is true is because of the triangle inequality, the second inequal-
ity is true because of Assumption A.5.1, the third inequality is true because ‖G−1d‖2 6
‖G−1‖2‖d‖, and the last inequality is true because by Assumption A.2.1, ‖H̃(X̄)‖2 6
(1 + δ)‖H(X̄)‖2. Next, ‖Â−1 − Ã−1‖2 is bounded.
For any x ∈ Rn such that ‖x‖2 = 1, let y1, y2 ∈ Rn such that Ây1 = x and Ãy2 = x.
Let δA = Ã− Â. Thus, (Â+ δA)y2 = x. Notice that by assumption,
‖Â−1δA‖2 6 δ‖Â−1‖2‖Â‖2 = r < 1 and (I + Â−1δA)y2 = y1.
The following Lemma from [105] will be used.
Lemma A.6.1. Suppose F ∈ Rn×n, ‖F‖2 < 1. Then I − F is invertible and




where I is identity matrix in Rn×n.
By Lemma A.6.1, we have
‖y2‖2 6 ‖(I + Â−1δA)−1‖2‖y2‖2 6
1
1− r
‖y1‖2 and y1 − y2 = Â−1δAy2.
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So,




Plugging in y1 and y2 gives






















since (A.23) is true for any x with ‖x‖2 = 1. Combining (A.21), (A.22), and (A.24) gives
‖H(X̄)T Â−1H(X̄)− H̃(X̄)T Ã−1H̃(X̄)‖2





















































































(A.15) holds. By plugging in (A.14), we have (A.27) holds, which finishes the proof.
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APPENDIX B
APPENDIX OF CHAPTER 2
B.1 Auxiliary tools
In this section, we review some mathematical tools which are used in the proof of Theorem
2.5.1 in Appendix B.2.
B.1.1 Reproducing kernel Hilbert spaces
There are several equivalent ways to define the reproducing kernel Hilbert spaces. See, for
example, [45, 88, 46, 62]. Here we adopt the one using the Fourier transform. See [106]
and Theorem 10.12 of [46]. Let L2(Rd) be the space of complex-valued square integrable
functions on Rd, and C(Rd) be the space of continuous real-valued functions on Rd.
Definition B.1.1. Let Φ be a positive definite kernel function which is continuous and inte-
grable in Rd. Define the reproducing kernel Hilbert space NΦ(Rd) as
NΦ(Rd) := {f ∈ L2(Rd) ∩ C(Rd) : f̃/
√
Φ̃ ∈ L2(Rd)},
with the inner product







A reproducing kernel Hilbert space can also be defined on a subset Ω ⊂ Rd, denoted by
NΦ(Ω). The only thing that matters in this work is that the norm ‖f‖NΦ(Ω) is the minimum
value among the norms of all possible extensions of f to the whole space, i.e.,
‖f‖NΦ(Ω) = inf{‖fE‖NΦ(Rd) : fE ∈ NΦ(R
d), fE|Ω = f}, (B.1)
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where fE|Ω denotes the restriction of fE to Ω. See Theorem 10.48 of [46] for details.
B.1.2 A Maximum inequality for Gaussian processes
It is worth noting that IΦ,X is a linear map between two functions, and therefore IΦ,XZ(x)
is also a Gaussian process. Therefore, the problem in (2.7) is to bound the maximum value
of a Gaussian process.
The theory of bounding the maximum value of a Gaussian process is well-established in
the literature. The main step of finding an upper bound is to calculate the covering number
of the index space. Here we review the main results. Detailed discussions can be found in
[47, 48].
Let Zt be a Gaussian process indexed by t ∈ T . Here T can be an arbitrary set. The
Gaussian process Zt induces a metric on T , defined by
d(t1, t2) =
√
E(Zt1 − Zt2)2. (B.2)
The ε-covering number of the metric space (T, d), denoted as N(ε, T, d), is the minimum
integer N so that there exist N distinct balls in (T, d) with radius ε, and the union of these
balls covers T . LetD be the diameter of T . The supremum of a Gaussian process is closely




logN(ε, T, d)dε. (B.3)
Theorem B.1.1 gives a maximum inequality for Gaussian processes, which is an equivalent
statement of Corollary 2.2.8 of [47]. Also see Theorems 1.3.3 and 2.1.1 of [48].
Theorem B.1.1. Let Zt be a centered separable Gaussian process on a d-compact T , d the
metric, and N the ε-covering number. Then there exists a universal constant K such that
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logN(ε, T, d)dε+ u) ≤ 2e−u2/2σ2T , (B.4)
where σ2T = supt∈T EZ2t .
B.2 Proof of Theorem 2.5.1
Without loss of generality, assume σ = 1, because otherwise we can consider the upper
bound of supx∈Ω |Z(x) − IΦ,XZ(x)|/σ instead. Let g(x) = Z(x) − IΦ,XZ(x). For any
x,x′ ∈ Ω,
d(x,x′)2 =E(g(x)− g(x′))2
=E(Z(x)− IΦ,XZ(x)− (Z(x′)− IΦ,XZ(x′)))2
=Ψ(x− x)− 2rT (x)K−1r1(x) + rT (x)K−1K1K−1r(x)
+ Ψ(x′ − x′)− 2rT (x′)K−1r1(x′) + rT (x′)K−1K1K−1r(x′)
− 2[Ψ(x− x′)− rT (x′)K−1r1(x)− rT1 (x′)K−1r(x) + rT (x)K−1K1K−1r(x′)],
where r1(·) = (Ψ(· − x1), ...,Ψ(· − xn))T , r(·) = (Φ(· − x1), ...,Φ(· − xn))T , K1 =
(Ψ(xj − xk))jk, and K = (Φ(xj − xk))jk.
The rest of our proof consists of the following steps. In step 1, we bound the covering
number N(ε,Ω, d). Next we bound the diameter D. In step 3, we invoke Theorem B.1.1 to
obtain a bound for the entropy integral. In the last step, we use (B.4) to obtain the desired
results.
Step 1: Bounding the covering number
Let h(·) = Ψ(x − ·) − Ψ(x′ − ·) and h1(·) = rT (x)K−1r1(·) − rT (x′)K−1r1(·). It
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can verified that
d2(x, x′) =− [h(x′)− IΦ,Xh(x′)] + [h(x)− IΦ,Xh(x)]
+ [h1(x
′)− IΦ,Xh1(x′)]− [h1(x)− IΦ,Xh1(x)].
By Condition 2.5.1, h ∈ NΦ(Rd), since Ψ(x − ·) ∈ NΦ(Rd) for any x ∈ Ω. Thus, by
(2.8),























However, since h(·) = Ψ(x − ·) − Ψ(x′ − ·), ‖h‖2NΨ(Rd) = Ψ(x − x) − 2Ψ(x
′ − x) +
Ψ(x′ − x′). Thus, by Fourier transform and the mean value theorem,
‖h‖2NΨ(Rd) = Ψ(x− x)− 2Ψ(x























‖h‖2NΨ(Rd) ≤ C1‖x− x
′‖. (B.9)
Now we consider h1(·). It follows from a similar argument that ‖h1‖2NΦ(Rd) ≤ A
2
1‖h1‖2NΨ(Rd).
Since h1(·) = rT (x)K−1r1(·)−rT (x′)K−1r1(·), ‖h1‖2NΨ(Rd) = (r(x
′)−r(x))TK−1K1K−1(r(x′)−
r(x)).

























































′)− r(x))TK−1(r(x′)− r(x)). (B.11)
Let h2(·) = Φ(· − x′) − Φ(· − x), thus, IΦ,Xh2(·) = rT (·)K−1(r(x′) − r(x)). By
(2.8) and note that ‖h2‖2NΦ(Rd) = Φ(x− x)− 2Φ(x
′ − x) + Φ(x′ − x′),
(r(x′)− r(x))TK−1(r(x′)− r(x))
≤|h2(x′)− IΦ,Xh2(x′)|+ |h2(x)− IΦ,Xh2(x)|+ |h2(x′)|+ |h2(x)|
≤2PΦ,X
√
Φ(x− x)− 2Φ(x′ − x) + Φ(x′ − x′) + 2(Φ(x− x)− 2Φ(x′ − x) + Φ(x′ − x′))
≤2(PΦ,X +
√
Φ(x− x)− 2Φ(x′ − x) + Φ(x′ − x′))
√
Φ(x− x)− 2Φ(x′ − x) + Φ(x′ − x′)
≤2(PΦ,X + 2)
√
Φ(x− x)− 2Φ(x′ − x) + Φ(x′ − x′) (B.12)





where C2 is a constant.
In view of (B.5), (B.9) and (B.13), there exists a constant C3 such that
d2(x,x′) ≤ C3(A1 + A21)PΦ,X‖x− x′‖1/4, (B.14)
provided that ‖x− x′‖ < 1.
Therefore, the covering number can be bounded as











The right side of (B.15) involves the covering number of a Euclidean ball, which is well
understood in the literature. See Lemma 2.5 of [92]. This result leads to the bound













ε4 < C3(A1 + A
2
1)PΦ,X, (B.17)
where C4 and C5 are two constants.
Step 2: Bounding the diameter D
Recall that the diameter is defined by D = supx,x′∈Ω d(x,x′). For any x,x′ ∈ Ω,








(Ψ(x− x)− 2rT1 (x)K−1r(x) + rT (x)K−1K1K−1r(x)), (B.18)
where r, r1, K and K1 are defined in the beginning of Appendix B.2.
Combining identity (B.10) with








for any u = (u1, ..., un), under Condition 2.5.1, we have




















ixTj ω − eixTω
∣∣∣∣2Φ̃(ω)dω
=A21(u
TKu− 2uTr(x) + Φ(x− x)). (B.19)




Note that the upper bound of Φ(x−x)−r(x)K−1r(x) is P 2Φ,X, which implies d(x,x′)2 ≤
4A21P
2
Φ,X. Thus we conclude that
D ≤ 2A1PΦ,X. (B.20)
Step 3: Bounding the entropy integral












































whereC6 andC7 are constants and the second inequality follows from the Cauchy-Schwartz
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inequality.




logN(ε, T, d)dε+ u)
Noting that supx∈Ω E(Z(x) − IΦ,XZ(x))2 = D2, by plugging (B.20) into (B.4), we
obtain the desired inequality, which completes the proof.
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APPENDIX C
APPENDIX OF CHAPTER 3
C.1 Upper and Lower Bounds of the modified likelihood function
Theorem C.1.1. Suppose m0 and f as in Theorem 3.3.1. Let εn be defined in Theorem
3.3.1. Then for some constant C0, when n > C0, the following statements are true.





n log n+ n
2
logC3h1(n) for all m ∈ [m0 + εn,mmax],
6 m
2m+d
n log n+ n
2
log(C4 log n) for all m ∈ [mmin,m0 − εn],
> m0
2m0+d
n log n− n
2
log(C5 log n) for m = m0.





n log n+ n log(C3 log n) for all m ∈ [m0 + εn,mmax],
6 m
2m+d
n log n+ n
2
log(C4 log n) for all m ∈ [mmin,m0 − εn],
> m0
2m0+d
n log n− n
2
logC5h2(n) for m = m0.
In the above statements, Ci’s and ηi’s are constants depending on f , Ω and C. h1(n)
and h2(n) are defined in (3.18) and (3.20), respectively.
Before the proof of Theorem C.1.1, we introduce some lemmas used in this section.
Lemma C.1.1 states the lower bound of µm
n
‖f̂m‖2NΨm (Ω) whenm ∈ [m0+εn,mmax]. Lemma
C.1.2 states the lower bound of µm
n
‖f̂m‖2NΨm (Ω) when m ∈ [mmin,m0 − εn]. Lemma C.1.3
states the upper bound of µm0
n
‖f̂m0‖2NΨm0 (Ω). The proofs of Lemmas C.1.1, C.1.2, and C.1.3
can be found in Appendices C.2, C.3, and C.4, respectively.
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Lemma C.1.1. Suppose m ∈ [m0 + εn,mmax]. Let µm = Cn
d
2m+d , where C is any fixed
constant. Let tm = C0n−2m0/(2m+d)/h1(n) if f ∈ Hm0 , and tm = C0n−2m0/(2m+d)/(log n)2
if f /∈ Hm0 for any constant C0 < c, where h1(n) is defined in (3.18). Let C denote the
class {f̂m : ∀m ∈ [m0 + εn,mmax], µmn ‖f̂m‖
2
NΨm (Ω)
6 tm}. Under class C, with probability






2m+d /h1(n) if f ∈ Hm0 ,
C3n
−2m0
2m+d /(log n)2 if f /∈ Hm0 ,
where Ci for i = 1, 2, 3, c, and η1 are constants depending on f and Ω.
Lemma C.1.2. Suppose m ∈ [mmin,m0 − εn]. Let µm = Cn
d
2m+d , where C is any fixed
constant. Let tm = C0n−2m/(2m+d)/ log n for any constant C0 < c. Let C = {f̂m :
∀m ∈ [mmin,m0 − εn], µmn ‖f̂m‖
2
NΨm (Ω)




‖f̂m‖2NΨm (Ω) > C3n
−2m/(2m+d)/ log n,
where Ci for i = 1, 2, 3, c, and η1 are constants depending on f and Ω.
Lemma C.1.3. Let µm0 = Cn
d
2m0+d , whereC is any fixed constant. Let t = C0n−2m0/(2m0+d) log n
if f ∈ Hm0 , and t = C0n−2m0/(2m0+d)h2(n) if f /∈ Hm0 for any constant C0 < c, where
h2(n) is defined in (3.20). Let C = {f̂m0 :
µm0
n
‖f̂m0‖2NΨm0 (Ω) > t}. Under class C, with






2m0+d if f ∈ Hm0 ,
C3n
−2m0
2m0+dh2(n) if f /∈ Hm0 ,
where Ci for i = 1, 2, 3, and c are constants depending on f and Ω.
Now we are ready to present the proof of Theorem C.1.1.
97











(yi − ŷi)2 +
µm
n
Ŷ TK−1m Ŷ , (C.1)
which can be verified by taking minimization of the objective function inside the right-hand







(yi − ŷi)2 +
µm
n








Let Ỹ = (ỹ1, ..., ỹn)T be the solution to the right-hand side of (C.1). It can be verified that
µm
n















(ỹi − yi)2. (C.2)

















(yi − f̂m(xi))2, (C.3)
where f̂m is defined in (3.2) and ‖ ·‖NΨm (Ω) denotes the norm of reproducing kernel Hilbert
space with kernel function Ψm(·, ·). By Corollary 10.48 in [46], ‖ · ‖NΨm (Ω) is equivalent























with (C.1), (C.2) and (C.3), it suffices to obtain the bounds of ‖f̂m‖2NΨm (Ω).
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Next we consider the three cases described in Theorem C.1.1.
Case 1: m ∈ [m0 + εn,mmax]
Let tm = C0n−2m0/(2m+d)/h1(n) if f ∈ Hm0 , and tm = C0n−2m0/(2m+d)/(log n)2 if
f /∈ Hm0 , where C0 is some constant determined later, and h1(n) is defined in (3.18).






‖f̂m‖2NΨm (Ω) 6 tm
)
can be bounded by some small number.






‖f̂m‖2NΨm (Ω) 6 tm
)
6 p0, (C.4)
where p0 = C4 exp(−C5nη1).
Case 2: m ∈ [mmin,m0 − εn]
Let tm = C0n−2m/(2m+d)/ log n for some constant C0 which will be determined later.





‖f̂m‖2NΨm (Ω) 6 tm
)
is bounded by some small number.





‖f̂m‖2NΨm (Ω) 6 tm
)
6 p1, (C.5)
where p1 = C6 exp(−C7nη2).
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Case 3: m = m0
Let t = C0n−2m0/(2m0+d) log n if f ∈ Hm0 , and t = C0n−2m0/(2m0+d)h2(n) if f /∈ Hm0 ,





‖f̂m0‖2NΨm0 (Ω) > t
)
is bounded by some small number.





‖f̂m0‖2NΨm0 (Ω) > t
)
6 p3, (C.6)
where p3 = C8 exp(−C9nη3).
By combining (C.4), (C.5) and (C.6), we finish the proof.
C.2 Proof of Lemma C.1.1
We first present the lemmas and the theorem used in the proof of Lemma C.1.1. Lemma
C.2.1 is from [107], which states the discrepancy of the empirical norm and the L2 norm.
Lemma C.2.2 states that the absolute value of the empirical inner product |〈e, f − f̂m〉n| is
small when m ∈ [m0 + εn,mmax], where f̂m is defined in (3.2). The proof of Lemma C.2.2
can be found in Appendix C.5.
In the rest of Appendix we use H(·,F , ‖ · ‖) and HB(·,F , ‖ · ‖) to denote the en-
tropy number and the bracket entropy number of class F with the (empirical) norm ‖ · ‖,
respectively.
Lemma C.2.1 (Theorem 2.1 in [107]). Let R := supf∈F ‖f‖2, K := supf∈F ‖f‖∞, where
F is a class. Then for all t > 0, with probability at least 1− exp(−t),
sup
f∈F




where C1 is a constant, and













with C2 another constant.
Lemma C.2.2. Suppose m ∈ [m0 + εn,mmax]. Let µm = Cn
d
2m+d , where C is an any fixed
constant. Let tm = C0n−2m0/(2m+d)/h1(n) if f ∈ Hm0 , and tm = C0n−2m0/(2m+d)/(log n)2
if f /∈ Hm0 , where C0 is some constant, and h1(n) is defined in (3.18). Let C denote the
class {f̂m : ∀m ∈ [m0 + εn,mmax], µmn ‖f̂m‖
2
NΨm (Ω)
6 tm}. Under class C, with probability
at least 1− C1 exp(−C2nη0),
2|〈e, f − f̂m〉n| 6 n−η1/2tm,
where C1, C2, η0, and η1 are constants depending on f and Ω. In particular, |〈e, f −
f̂m〉n| = op(tm).
Now we are ready to prove Lemma C.1.1.
Proof of Lemma C.1.1:




‖f − f̂‖2n + λ1‖f̂‖2NΨm (Ω),
and
f ∗m = argmin
f̂∈NΨm (Rd)





where C2 is a constant. From (3.2), it can be seen that
‖f − f1‖2n + λ1‖f1‖2NΨm (Ω) 6 ‖f − f̂m‖
2
n + λ1‖f̂m‖2NΨm (Ω)




λ1‖f̂m‖2NΨm (Ω) > ‖f − f1‖
2
n + λ1‖f1‖2NΨm (Ω) − (‖f − f
∗




by rearrangement of (C.8). Therefore, it is enough to show that under class C, with proba-
bility at least 1− C1 exp(−C2nη1),
‖f − f1‖2n +
C1µm
n











2m+d /h1(n) if f ∈ Hm0 ,
C5n
−2m0
2m+d /(log n)2 if f /∈ Hm0 ,
where Ci’s, and η1 are constants.
Let m0 + εn = m1 < m2 < ... < mp = mmax be a partition of [m0 + εn,mmax], and
Gi = {g : g = f − f̂m,∀m ∈ [mi,mi+1], f̂m ∈ C}. Let G =
⋃
Gi. We will use Lemma
C.2.1. First, we calculate the quantity J2∞(K,G ′i), in which we need to calculate the bracket
entropy of class Gi. Consider the class Fi = {g : g = f̂m,∀m ∈ [mi,mi+1], f̂m ∈ C},
which has the same bracket entropy as class Gi. Note that Fi ⊂ Hmi . Let ti = tmi and
µi = µmi . Define ρm = (ntm/µm)
1/2 and ρi = (nti/µi)1/2. Therefore, ‖f̂m‖2NΨm (Ω) 6 ρ
2
m
for all m. Let F ′i = {g : g = f̂m/ρm,∀m ∈ [mi,mi+1], g ∈ F ′i} and G ′i = {g : g =
(f̂m − f0)/ρm,∀m ∈ [mi,mi+1], f̂m ∈ C}.
102
Since F ′i ⊂ Hmi , the bracket entropy satisfies






Therefore, since G ′i and F ′i have the same bracket entropy number, by the relation between
the entropy number and the bracket entropy number, we have














































Since ρm →∞ as n→∞, and ρ
d−2m
2m
m decreases when m increases, we have









for g ∈ G ′i. Therefore, we have K 6 C9ρ
d−2mi
2mi
i . By Lemma C.2.1, we have
sup
g∈Gi















with probability at least 1− exp(−t).
By Lemma C.2.2 and its proof, there exist constants ηi’s and Cj’s such that with prob-
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ability at least 1− C11 exp(−C12nη1)− C13 exp(−C14nη0),













































Since J∞(K,G ′i) 6 C6K
2mi−d
2mi and K 6 C9ρ
d−2mi
2mi







By takingmi+1−mi 6 C18 log h1(n)/ log n if f ∈ Hm0 andmi+1−mi 6 C19 log log n/ log n



















∣∣∣∣‖g‖2n − ‖g‖22∣∣∣∣ 6 tin−min(η2,η3).
Similar results can be applied to f − f ∗m and f − f ∗1 , where f ∗1 is defined as in (C.12). Let
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C11 exp(−C12nη1)− C13 exp(−C14nη0)− exp(−nη4)− (1− p1,i)− (1− p2,i)
)
6 1− C17 exp(−C18nη5), (C.10)
where η5 is a constant.
Using the extension theorem, with probability at least p0,
‖f − f1‖2n + λ1‖f1‖2NΨm (Ω) − (‖f − f
∗
m‖2n + λ2‖f ∗m‖2NΨm (Ω))
>‖f − f1‖22 + λ1‖f1‖2NΨm (Ω) − (‖f − f
∗
m‖22 + λ2‖f ∗m‖2NΨm (Ω))− tin
−η6
>‖f − f ∗1‖22 + C3λ1‖f ∗1‖2NΨm (Rd) − (‖f − f
∗
m‖22 + C4λ2‖f ∗m‖2NΨm (Rd))− tin
−η6 , (C.11)
where λ1 = C1λ2, and f ∗1 is defined as
f ∗1 = argmin
NΨm (Rd)
‖f − f̂‖22 + C3λ1‖f̂‖2NΨm (Rd). (C.12)
By Fourier transform, we have
‖f − f ∗m‖22 + C4λ2‖f ∗m‖2NΨm (Rd) =
∫
|F(f)(ω)−F(f ∗m)(ω)|2dω + C4λ2
∫
|F(f ∗m)(ω)|2(1 + |ω|2)mdω
=
∫




1 + C4λ2(1 + |ω|2)m
|F(f)(ω)|2dω, (C.13)
and
‖f − f ∗1‖22 + C3λ1‖f ∗1‖2NΨm (Rd) =
∫
C3λ1(1 + |ω|2)m
1 + C3λ1(1 + |ω|2)m
|F(f)(ω)|2dω. (C.14)
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By choosing C1 = 2C4/C3, and combining (C.11), (C.13) and (C.14), we have
‖f − f ∗1‖22 + C3λ1‖f ∗1‖2NΨm (Rd) − (‖f − f
∗













1 + C1C3λ2(1 + |ω|2)m
− C4λ2(1 + |ω|
2)m








1 + C1C3λ2(1 + |ω|2)m
− C4λ2(1 + |ω|
2)m















By similar approach as in the proof of Lemma C.5.4, which is presented in the supplemen-
tary materials, the results hold.
C.3 Proof of Lemma C.1.2
We need the following lemma, which states that the absolute value of the empirical inner
product |〈e, f − f̂m〉n| is small when m ∈ [mmin,m0 − εn], where f̂m is defined in (3.2).
The proof can be found in Appendix C.6.
Lemma C.3.1. Suppose m ∈ [mmin,m0 − εn]. Let tm = C0n−2m/(2m+d)/ log n and
µm = Cn
d




‖f̂m‖2NΨm (Ω) 6 tm}. Under class C, with probability at least 1 − C1 exp(−C2n
η0),
2|〈e, f − f̂m〉n| 6 n−η1/2tm, where C1, C2, η0, and η1 are positive constants depending on
f and Ω. In particular, |〈e, f − f̂m〉n| = oP (tm).
Proof of Lemma C.1.2:
Sincem ∈ [mmin,m0−εn], we have f ∈ Hm. Under class C, since tm = C0n−2m/(2m+d)/ log n,
we have ‖f̂m‖2NΨm (Ω) 6 C1/ log n for any m ∈ [mmin,m0 − εn] and C1 is a constant.
The rest of the proof is similar as the proof of Lemma C.1.1, where the differences are:
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(i) Calculating J2∞(K,G ′i) in Lemma C.2.1; and (ii) Applying Lemma C.3.1. We will not
present the procedure for the conciseness of this article.
C.4 Proof of Lemma C.1.3
We first present the following lemma, whose proof is provided in Appendix ?.
Lemma C.4.1. Define f ∗m0 as
f ∗m0 = argmin
f̂∈NΨm0 (Ω)




If f ∈ Hm0 ,











2m0+d if f ∈ Hm0 ,
C2n
−2m0
2m0+dh2(n) if f /∈ Hm0 ,
where h2(n) is defined in (3.20).
Now we are able to prove Lemma C.1.3.
Proof of Lemma C.1.3:
Let G = {g : g = (f − f̂m0)/‖f̂m0‖NΨm0 (Ω)}, and F = {g : g = f̂m0/‖f̂m0‖NΨm0 (Ω)}.
Since F ⊂ Hm0 , the bracket entropy of F can be bounded by

























6 C4 exp(−C5T 2), (C.16)
where T 2 = n
d
4(2m0+d) . Similar result holds for f ∗m0 .
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6 4‖f − f ∗m0‖
2




‖f − f ∗m0‖∞ 6 ‖f‖∞ + ‖f
∗
m0
‖∞ 6 ‖f‖∞ + C4n
2m0
2m0+d t,










2 − ‖f − f ∗m0‖
2







n‖f − f ∗m0‖
4
2/2
4‖f − f ∗m0‖2∞‖f − f ∗m0‖
2











































Combining (C.17) with Lemma C.4.1, we finish the proof.
C.5 Proof of Lemma C.2.2
Before the proof, we present the lemmas used in the proof of Lemma C.2.2. Lemma C.5.1 is
Lemma 8.4 in [92], which states the property of the absolute value of inner product |〈e, g〉|.
Lemma C.5.2 states the uniform bound of the ratio between the empirical norm and the L2
norm. Lemma C.5.3 states the L2 norm of f̂m (defined in (3.2)) is bounded. Lemma C.5.4
is needed for the L2 condition of Lemma C.5.2. The proofs of Lemmas C.5.2, C.5.3 and
C.5.4 can be found in Appendix C.10, C.8, and C.11, respectively.
Lemma C.5.1. Suppose that for class G there exists a constant A and α ∈ (0, 2) such that
H(δ,G, ‖ · ‖∞) 6 Aδ−α,
for all δ > 0, and supg∈G ‖g‖∞ 6 R for some constant R. Furthermore, suppose ei’s
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satisfy Assumption 3.3.1. Then for some constant c depending on A,α,R,K and σ0, for
















6 c exp(−T 2/c2).
Lemma C.5.2. Assume for class G, supg∈G ‖g‖∞ 6 K < 1, HB(δn/V (Ω),G, ‖ · ‖∞) 6
nδ2n
1200V (Ω)K2





















for some constants η1, η2 > 0 and Ci’s only depending on Ω.
Lemma C.5.3. Suppose m ∈ [m0 + εn,mmax]. Let µm = Cn
d




−2m0/(2m+d)/h1(n) if f ∈ Hm0 , and tm = C0n−2m0/(2m+d)/(log n)2 if f /∈ Hm0 ,
where C and C0 are any fixed constants, and h1(n) is defined in (3.18). Let C denote the
class {f̂m : ∀m ∈ [m0 + εn,mmax], µmn ‖f̂m‖
2
NΨm (Ω)
6 tm}. Under class C, with probability
at least 1−C1 exp(−C2µm0), ‖f̂m‖22 6 C3, where C1, C2, and C3 are constants related to
f , Ω, C and mmax.
Lemma C.5.4. Fix µm = Cn
d
2m+d with any constant C. Define f ∗m as
f ∗m = argmin
f̂∈NΨm (Rd)
‖f − f ∗m‖22 +
C1µm
n
‖f ∗m‖2NΨm (Rd). (C.18)
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If the extended function f ∈ Hm0(Rd), we have
‖f − f ∗m‖22 +
C1µm
n
‖f ∗m‖2NΨm (Rd) > C2n
−2m0
2m+d /h1(n),
where h1(·) is defined in (3.18).
If the extended function f /∈ Hm0(Rd), we have
‖f − f ∗m‖22 +
C1µm
n
‖f ∗m‖2NΨm (Rd) > C2n
−2m0
2m+d /(log n)2.
Now we are ready to prove Lemma C.2.2.
Proof of Lemma C.2.2:
We use the following notations. Let m0 + εn = m1 < m2 < ... < mp = mmax be
a partition of [m0 + εn,mmax], Gi = {g : g = f − f̂m,∀m ∈ [mi,mi+1], f̂m ∈ C} and
G =
⋃
Gi. Let class Fi = {g : g = f̂m, ∀m ∈ [mi,mi+1], f̂m ∈ C}. Therefore, the
bracket entropy of class Gi is the same as class Fi, and Fi ⊂ Hmi . Let ti = tmi and
µi = µmi . Define ρm = (ntm/µm)
1/2 and ρi = (nti/µi)1/2. Since f̂m ∈ C, we have
‖f̂m‖2NΨm (Ω) 6 Cρ
2
m for all m. Let class F ′i = {g : g = f̂m/ρm,∀m ∈ [mi,mi+1], f̂m ∈
C}, and G ′i = {g : g = (f − f̂m)/ρm,∀m ∈ [mi,mi+1], f̂m ∈ C}.
The proof consists of four steps. In Step 1 we apply Lemma C.5.1, which will be pre-
sented later, to class Gi to link the empirical inner product 〈e, g〉n with the empirical norm
‖g‖n for g ∈ Gi. Step 2 is to apply Lemma C.5.2 to G ′i (which is a scaled class of Gi) to
obtain the relation between ‖g‖n and ‖g‖2 for g ∈ Gi. In Step 3, the L2 norm of ‖g‖2 is












where C1 is a constant.
Since F ′i ⊂ Hmi , the bracket entropy numbr can be controlled by [94]

























6 C3 exp(−C4T 2), (C.19)
where Hm(ρm) denotes the Sobolev space with radius ρm, and T is a constant given in
Lemma C.5.1.
By Lemma C.5.3, ‖g‖2 6 C5 for all g ∈ G with some constant C5. Therefore, we can
normalize g by g/C5, thus ‖g‖2 6 1.















































6 C3 exp(−C4T 2). (C.20)
Step 2:
In order to apply Lemma C.5.2 to G ′i, we need to check the conditions of Lemma C.5.2
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hold for G ′i. The first condition is the L2 norm of g is bounded away from zero for any g ∈
G ′i, which we refer as L2 condition, and the second condition is the entropy condition. By
(C.18) and extension, (µm/n)‖f̂m‖2NΨm (Rd) 6 (C1µm/n)‖f̂m‖
2
NΨm (Ω)
6 C1tm, for some
constant C1, we have
‖f − f ∗m‖22 +
C5µm
n






6 ‖f − f̂m‖22 + C6tm.
Therefore, by Lemma C.5.4,
‖f − f̂m‖22 > ‖f − f ∗m‖22 +
C5µm
n
‖f ∗m‖2NΨm (Ω) − C6tm
> (C7/C0 − C6)tm. (C.21)
It need to be noticed that tm takes different value for f ∈ Hm0(Rd) and f /∈ Hm0(Rd). Note
the L2 norm is taken in Rd. We can choose C5 and C0 accordingly such that C7/C0−C6 >
0. By restriction, it can be shown that ‖f − f̂m‖22 > C8tm, where the L2 norm is taken in Ω
with C8 > 0.














for g ∈ G ′i, which indicates L2 condition holds for G ′i.
Next, we turn to the entropy condition. By the interpolation inequality and the bound-















for some constant C10. Therefore, ‖g‖∞ can be bounded by









for g ∈ Gi since ρm →∞ as n→∞, and ρ
d−2m
2m
m decreases when m increases.
Since G ′i ⊂ Hmi , the bracket entropy can be bounded by












































We only present the case f ∈ Hm0 . The case f /∈ Hm0 is similar. By plugging µi and µi+1
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− (mi+1 −mi)(2mi + d)
(2mi+1 + d)mi
+









log h1(n) > logC13
for any fixed constant C13. By the conditions of Theorem C.1.1, it is true that for some
large n, εn > C14 log h1(n)/ log n for constant C14 related to d and C13. Therefore, by
picking mi+1 −mi such that
(mi+1 −mi)(2mi + d)
(2mi+1 + d)mi
6
(2mi − d)(mi −m0)
2mi(2mi + d)
,
the condition of Lemma C.5.2 holds. By Lemma C.5.2, with probability at least 1 −
C15 exp(−C16nη0), where η0 > 0 is a constant, ‖g‖2n > η1‖g‖22 for some constant η1,
and ‖g‖2n 6 η2‖g‖22 for some constant η2, for any g ∈ G ′i. Thus, Lemma C.5.2 also can be
applied to Gi.
Step 3:
In this step, we give an upper bound of ‖f − f ∗m‖22 + (C5µm/n)‖f ∗m‖2NΨm (Rd), where C5
is a constant. Let Cn = (C5µm)/n.
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By Fourier transform, we have




|F(f)(ω)−F(f ∗m)(ω)|2dω + Cn
∫
Rd




















1 + Cn(1 + |ω|2)m
|F(f)(ω)|2dω,
where Ω1 = {ω : Cn(1 + |ω|2)m < 1}, and the third equality is because of (C.18). There-
fore,



















If f ∈ Hm0(Ω) (therefore the extended function is within Hm0(Rd)), we have
∫
Ω1




















n ‖f‖2NΨm0 (Ω) = C6n
− 2m0
2m+d .
where the third inequality is because ofCn(1+|ω|2)m < 1 for ω ∈ Ω1 andCn(1+|ω|2)m >
1 for ω ∈ ΩC1 .
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(1 + |ω|2)m0dω <∞,∫
|F(f)(ω)|2
h1(|ω|)







for any τ1 > 0. By the proof of Lemma 3.3.1, there exists a constant C ′ such that h1(|ω|) 6
C ′(1 + |ω|2)mmin/10. By setting Ω2 = {ω : Cn(1 + |ω|2)m < h1(|ω|)m/m0}, we have

















































when ω /∈ Ω2.
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Combining (C.26), (C.27) and (C.28), we have
‖f − f ∗m‖22 + (C5µm/n)‖f ∗m‖2NΨm (Rd) 6
 C6n
− 2m0
2m+d if f ∈ Hm0 ,
C6n
− 2m0
2m+dh1(n) if f /∈ Hm0 .
(C.29)
Step 4:
Note that inequality (C.20) can be also applied to g1 = f − f ∗m, where f ∗m is defined in

















































































i+1 is small compared to ti. We split it into three cases.
Case 1: ‖f − f̂m‖2n 6 ‖f −f ∗m‖2n. In this case we have ‖f − f̂m‖2n 6 ‖f −f ∗m‖2n 6 η2‖f −




2mi+1+d if f ∈ Hm0 , and ‖f − f̂m‖2n 6
C6n
− 2m0








−η3 , where η3 > 0 is a constant.
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(f(xi)− f ∗m(xi))2 +
µ
n
‖f ∗m‖2NΨm (Ω) + 2Tn



















(f(xi)− f ∗m(xi))2 +
µ
n








Under this case we have two cases:






















where η4 > 0 is a constant.






i+1 . In this case we have ‖f − f̂m‖2n 6
4‖f − f ∗m‖2n +
4µ
n









−η5 , where η5 > 0 is a constant.
Combining these three cases, taking η6 = min{η3, η4, η5}, and noting T = n
η6
2 , we
have with probability at least 1−C18 exp(−C19nη6)−C15 exp(−C16nη0), 2〈e, f − f̂m〉 6
n−η6/2tm, and complete the proof.
C.6 Proof of Lemma C.3.1
Before the proof, we present the following lemma, whose proof can be found in Appendix
C.12.
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Lemma C.6.1. Define f ∗m as
f ∗m = argmin
f̂∈NΨm (Rd)




where C1 is a constant. For m ∈ [mmin,m0 − εn], we have
‖f − f ∗m‖22 +
C1µm
n
‖f ∗m‖2NΨm (Rd) > C2n
−2m
2m+d ,
where C2 is a constant depending on f , Ω. C and C1.
Now we are ready to prove Lemma C.3.1.
Proof of Lemma C.3.1:
Let mmin = m1 < m2 < ... < mp = m0 − εn be a partition of [mmin,m0 − εn],
Gi = {g : g = f − f̂m,∀m ∈ [mi,mi+1], f̂m ∈ C}, and G =
⋃
Gi. Consider class
Fi = {g : g = f̂m,∀m ∈ [mi,mi+1], f̂m ∈ C}. The bracket entropy number of class Gi is
the same as it of class Fi. Note that Fi ⊂ Hmi , and supg∈Fi ‖g‖Hmi 6 C3/ log n for some
constant C3 and for any 1 6 i 6 p.
Similar to the proof of Lemma C.2.2, we will use Lemma C.5.2. Before using Lemma




Since Fi ∈ Hmi(C3/ log n), the bracket entropy can be bounded by


























where δn = C8n
−mi+1
2mi+1+d with C8 a constant determined later. By (C.32), we have that the












If we pick mi+1 −mi 6 C10 log lognlogn , the condition of Lemma C.5.2 is satisfied.
Next we show there exists a constantC8 such that ‖f−f̂m‖22 > C8n
−mi+1
2mi+1+d for f−f̂m ∈
Gi.
By Lemma C.6.1 and extension, and that f ∗m is the solution to (C.31), we have
‖f − f ∗m‖22 +
C1µm
n










6 1/C11(‖f − f̂m‖22 + C12tm),
which indicates there exists a constant C8 such that
‖f − f̂m‖22 > C11(‖f − f ∗m‖22 +
C2µ
n
‖f ∗m‖2NΨm (Ω))− C12tm
> C13n
−2m
2m+d − C12tm > C8n
−2m
2m+d , (C.33)
since tm = C0n
−2m
2m+d/ log n.
Therefore, the condition of Lemma C.5.2 holds. By applying Lemma C.5.2, there exist
constants C14, C15, η0, η1, and η2, such that with probability at least 1 − C14 exp(C15nη0),
η1‖g‖2 6 ‖g‖n 6 η2‖g‖2 for g ∈ Gi.

























6 C3 exp(−C4T 2).
The rest of the proof is similar to the proof of the proof of Theorem C.2.2, where the









n is small compared
with ti+1, which can be done by using similar approach shown in Step 4 of the proof of
Theorem C.2.2. We do not present the proof here.
C.7 Proof of Lemma 3.3.1
There are two cases in Lemma 3.3.1. First We prove the case g ∈ Hm0(Rd).
Since g ∈ Hm0(Rd), we have
∫
Rd
|F(g)(ω)|2(1 + ‖ω‖2)m0dω <∞. (C.34)
By hyperspherical coordinate transformation, we transform ω into a radial coordinate r,
and d− 1 angular coordinates φ1, φ2, ..., φd. Let φ = (φ1, φ2, ..., φd)T , and the Jacobian of





|F(g)(r, φ)|2(1 + r2)m0|det(J)|dφdr. (C.35)
Let g1(r) = (1 + r2)m0
∫
[0,2π]d−1
|F(g)(r, φ)|2|det(J)|dφ. Therefore, (C.35) is equal to∫∞
0














|F(g)(ω)|2h1(‖ω‖)(1 + ‖ω‖2)m0−ε1dω <∞ (C.38)
for any ε1 > 0 follows (C.37). To be more specify, suppose (C.38) is not true, which means
there exists an ε1 > 0 such that
∫
Rd
|F(g)(ω)|2h1(‖ω‖)(1 + ‖ω‖2)m0−ε1dω =∞. (C.39)
By (C.37), there exists a constant C1 such that for r > C,
log h1(r)
log r
< ε1, which is the same








|F(g)(ω)|2(1 + ‖ω‖2)m0−ε1/2dω <∞,
which leads to a contradiction.
We construct h1(r) by the following way. Let αi = 2−i for i ∈ N+ and x1 = 1. Let









α1dr > 1. Let h(r) = xα0−α11 r
α1 for r ∈ (x1, x2]. Suppose we have





Take h1(r) = h1(xi)x−αii r










and h1(r) is an increasing function satisfying (C.36). Next we show h1(r) satisfies (C.37).





i=1 (αi−1 − αi) log xi
)













+ αN−1 < ε,
since xN−1 →∞ and αN−1 → 0.
The proof of case g /∈ Hm0(Rd) is similar. The difference is that since we have∫∞
0
g1(r)r





2−i. Taking h2(r) = h2(xi)x−αii r
αi for r ∈ (xi, xi+1], we finish the proof.
C.8 Proof of Lemma C.5.3
It suffices to show that the probability of ‖f̂m‖22 > C3 can be bounded by some small
number, where C3 is some constant which will be specified later. Choose function f̂ ≡ 0 ∈





































where the last inequality is because of Cauchy-Schwartz inequality. Using Cauchy-Schwartz























































































































































i 6 C4, where C4 = 2
√
E(e2i − σ21)2 + σ21 is a constant.
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2 6 C5, (C.45)
where C5 = 4(18C4 + 14‖f‖22)/3.
Recall that C = {f̂m : ∀m ∈ [m0 + εn,mmax], µmn ‖f̂m‖
2
NΨm (Ω)
6 tm}. Since f̂m ∈ C,
‖f̂m‖NΨm (Ω) 6 ρm, where ρm = (ntm/µm)
1/2. Since ‖·‖NΨm (Ω) and ‖·‖Hm are equivalent,
by interpolation theorem, ‖f̂m‖∞ 6 C6‖f̂m‖NΨm (Ω), where C6 is a constant.
Let G = {g : g = f̂m, ‖f̂m‖22 > C3, f̂m ∈ C,m ∈ [m0 + εn,mmax]}. Let m0 + εn =
m1 < m2 < ... < mp = mmax be a partition, and let Gi = {g : g = f̂m, ‖f̂m‖22 > C3, f̂m ∈
C,∀m ∈ [mi,mi+1]}. Obviously
⋃p−1
i=1 Gi = G. We will use Lemma C.5.2 to link the
empirical norm shown in (C.45) and the L2 norm. In order to use Lemma C.5.2, we need






Consider class Fi = {g : g = f̂m/((C6 + 1)ρm), f̂m ∈ Gi}. Thus, ‖g‖∞ < 1 for all
g ∈ Fi. Since Fi ⊂ Hmi , the bracket entropy HB(δn/V (Ω),Fi, ‖ · ‖∞) satisfies













Direct calculation shows that if mi+1 −mi = 1/(C9 log n), where C9 is a constant which
is related to m0 and mmax, (C.46) is satisfied, and thus the entropy condition of Lemma
C.5.2 is satisfied. Therefore, by Lemma C.5.2, there exists a constant η, which only relates
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6 C12 exp(−C13µm0), (C.47)
by taking the summation of the probabilities.
Combine (C.47) with (C.45), and choose C3 = C5/η + 1,
P
(














By (C.47), it can be shown that
P
(








P (g ∈ G, g ∈ C) = P
(












< η, g ∈ C
)

























−exp(−n) > 1−C1 exp(−C2µm0)
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for some constant C1 and C2, we finish the proof.
C.9 Proof of Lemma C.5.4
Suppose f ∈ Hm0 . By (C.15), we have











‖f‖2NΨm0 (Rd) 6 C2n
−2m
2m+d .
If f /∈ Hm0 , let Cn = C1µm0/n. By Fourier transform and (C.15), similar to the proof of
Lemma C.2.2 (see Appendix C.5), we have
‖f − f ∗m0‖
2



























































where h2(|ω|) is defined in (3.20), and Ω1 = {ω : Cn(1 + |ω|2)m0 < h2(|ω|)}. Therefore,
we finish the proof.
C.10 Proof of Lemma C.5.2
Before the proof, we present the following lemma, which states Bernstein’s inequality for
a single g. See, for example, [108].
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Lemma C.10.1. Suppose Xi ∼ Unif(Ω) for i = 1, . . . , n. Let Zi = (‖g‖22/V (Ω) −
g(Xi)
2)/‖g‖2NΨm (Ω). Therefore, E(Zi) = 0. Suppose |Zi| 6 b for some constant b > 0. For


































Now we can prove Lemma C.5.2. Take g ∈ G, and suppose that sδn 6 ‖g‖2 6 (s+1)δn,
where s ∈ {2, ...}. Furthermore, let −K 6 gL 6 g 6 gU 6 K, and ‖gU − gL‖∞ 6
δn/V (Ω), for functions gL and gU . For 0 < C 6 14V (Ω) , by Cauchy-Schwartz inequality,
we have
g2L 6 2g
2/C + 2C(g − gL)2 6 2g2/C + 2Cδ2n/V (Ω)2,
which indicates
2‖g‖2n > C‖gL‖2n − 2C2δ2n/V (Ω)2.
The inequality ‖g‖2n/‖g‖22 < η1 implies
‖gL‖2n − ‖gL‖22/V (Ω) 6 2η1‖g‖22/C − ‖gL‖22/V (Ω) + 2Cδ2n/V (Ω)2
6 2η1(s+ 1)
2δ2n/C − (s− 1)2δ2n/V (Ω) + 2Cδ2n/V (Ω)2
6 2η1(s+ 1)
2δ2n/C − (s− 1)2δ2n/V (Ω) + 2Cδ2n/V (Ω)2.
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By choosing appropriate C and η1 (the choice only depends on V (Ω)), we have
‖gL‖2n − ‖gL‖22/V (Ω) 6 −
1
2
(s− 1)2δ2n/V (Ω). (C.48)
Note that
∣∣∣∣‖gL‖2n − ‖gL‖22/V (Ω)∣∣∣∣ 6 K2 (C.49)
and
E(g2L − ‖gL‖22/V (Ω))2 6 4K2‖gL‖22/V (Ω) 6 4K2(s+ 2)2δ2n/V (Ω). (C.50)
Combining (C.48), (C.49) and (C.50) with Lemma C.10.1, we have
P
(




























































































for some constants C1 and C2 only related to V (Ω), which finishes the proof of the first
part.
For C0 6 14V (Ω) , we have
g2 6 2g2R/C0 + 2C0(g − gR)2 6 2g2R/C0 + 2C0δ2n/V (Ω)2,
which indicates
‖g‖2n 6 2‖gR‖2n/C0 + 2C0δ2n/V (Ω)2.
The inequality ‖g‖2n/‖g‖22 > η2 implies









2δ2n − (s− 1)2δ2n/V (Ω)− C20δ2n/V (Ω)2.
By choosing appropriate C0 and η2, we have
‖gR‖2n − ‖gR‖22/V (Ω) >
1
4
(s− 1)2δ2n/V (Ω). (C.52)
Note that
∣∣∣∣‖gR‖2n − ‖gR‖22/V (Ω)∣∣∣∣ 6 K2 (C.53)
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and
E(g2R − ‖gR‖22/V (Ω))2 6 4K2‖gR‖22/V (Ω) 6 4K2(s+ 2)2δ2n/V (Ω). (C.54)
By combining (C.52), (C.53) and (C.54) with Lemma C.10.1, similar to (C.51), we have
P
(






















































for some constants C3 and C4 related to V (Ω), which finishes the proof of the second part.
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C.11 Proof of Lemma C.5.4
By Fourier transform, we have





































where the first equality is because ‖ · ‖2NΨm (Rd) is equivalent to ‖ · ‖
2
Hm(Rd), and the first
inequality is by (C.18). We prove the results of Lemma C.5.4 by contradiction.









|ω|2m|F(f)(ω)|2dω = s1, (C.55)
where tm is as defined in Lemma C.5.3. Therefore, we can pick a sub-sequence such that


























































which leads to a contradiction. The proof for the case that f ∈ Hm0(Rd) is similar.
C.12 Proof of Lemma C.6.1
Pick any fixed orthogonal basis φk for spaceL2(Rd). Therefore, we have f =
∑∞
k=1〈f, φk〉φk,
where 〈f, φk〉 denote the inner product of f and φk in L2(Rd). Let ak = 〈f, φk〉. By the
interpolation theorem, we have
‖f − f ∗m‖22 +
C1µm
n






Let f ∗1 be the solution to the optimization problem
min
f̂∈L2(Rd)





Suppose f ∗1 =
∑∞
k=1 bkφk. Let Cn = C2µm/n. Since f
∗
1 is the solution to (C.56), direct
calculation shows bk = 1Cn+1ak. Therefore, we have
‖f − f ∗m‖22 +
C2µm
n


















which finishes the proof.
C.13 Asymptotic bounds of the determinant term
In this section, we provide an asymptotic lower bound and upper bound of det(Km+µmIn).
C.13.1 Properties of eigenvalues
Since Ψm(·, ·) is a positive definite function, by Mercer’s theorem, there exists a countable
set of positive eigenvalues λ(m)1 > λ
(m)
2 > ... > 0 and an orthonormal basis for L2(Ω)











where the summation is uniformly and absolutely convergent. We use the following no-
tations. For two positive sequences an and bn, we write an  bn if for some constants
C,C ′ > 0, C 6 an/bn 6 C ′. Similarly, we use an . bn to denote an 6 Cbn for some
constant C > 0. The following lemma states the asymptotic property of eigenvalues.
Lemma C.13.1. Let λ(m)k be as in (C.57). Then, λ
(m)
k  k−2m/d.
Proof. Let T be the embedding operator of NΨm(Ω) into L2(Ω), and T ∗ be the adjoint of
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Ψ(x, y)v(y)dy, v ∈ L2(Ω), x ∈ Ω.
By Theorem 5.7 in [109], T and T ∗ have the same singular values. By Theorem 5.10 in
[109], for all k ∈ N, ak(T ) = µk(T ), where ak(T ) denotes the approximation number for
the embedding operator (as well as the integral operator), and µk denotes the singular value
of T . By Theorem in Section 3.3.4 in [110], the embedding operator T has approximation
number satisfying
C3k
−m/d 6 ak 6 C4k
−m/d, ∀k ∈ N, (C.58)
where C3 and C4 are two positive numbers. Since m ∈ [mmin,mmax], we can choose
C3 and C4 that do not depend on m. By Theorem 5.7 in [109], T ∗Tϕk = µ2kϕk, and
T ∗Tϕk = T
∗ϕk = λkϕk, we have λk = µ2k. By (C.58), λk  k−2m/d holds.
C.13.2 Lower bound of the determinant term
We need the following lemma, which can be found in [111].
Lemma C.13.2 (Minkowski determinant inequality). Let A,B ∈ Rn×n be two symmetric,
positive definite matrices. Thus,
(det(A+B))1/n > (det(A))1/n + (det(B))1/n.
Let p = bn
d
2m+d c, where b·c is the floor function. Let Ψ1 = 1√n(ϕ
(m)
1 (X), ..., ϕ
(m)
p (X)),




p+2(X), ...), where ϕ
(m)
k (X) = (ϕ
(m)




k = 1, 2, ..., and ϕ(m)k ’s are as in (C.57). Let Λ1 = diag(nλ
(m)
1 , ..., nλ
(m)
p ) and Λ2 =
diag(nλ(m)p+1, ...), where λ
(m)
















By Lemma C.13.2, it follows that det(Km+µmIn) > det(Ψ1Λ1ΨT1 +µmIn)+det(Ψ2Λ2Ψ
T
2 ),
since both Ψ1Λ1ΨT1 + µmIn and Ψ2Λ2Ψ
T
2 are positive definite and symmetric. Therefore,
by basic matrix calculation, we have
det(Km + µmIn) > det(Ψ1Λ1Ψ
T










1 Ψ1 + Ip)
= µn−pm det(Λ1Ψ
T












Since det(ΨT1 Ψ1) > λmin(Ψ
T
1 Ψ1)
p, it suffices to give a lower bound of λmin(ΨT1 Ψ1).
Consider uTΨT1 Ψ1u, where u = (u1, ..., up)
T ∈ Rp with ‖u‖2 = 1. Let Qm = {g : g =∑p
i=1 uiϕ
(m)




i ’s are orthonormal, ‖g‖2 = 1. For any
g ∈ Qm, by Lemma C.13.1, ‖g‖2Hm 6 1λ(mmax)p  p


















where C and C1 are constants. We use Lemma E.2 to link ‖g‖n to ‖g‖2. Therefore, we
need to check the conditions of Lemma E.2 hold. Since ‖g‖2 = 1, it suffices to check the
entropy condition. Note that ‖g‖2Hm 6 C2n
2mmax
2mmax+d . Let ρ = C1/22 n
mmax
2mmax+d . Consider class
Q′ = {g : g = f
ρ
, f ∈ Q}.
Since Q′ ⊂ Hmmin , there exists a constant C3 such that




















. By direct calculation, if 2mmind+ d2− 4m2min < 0, the
condition (C.60) is satisfied when n > C, where C is a constant related to C4. Otherwise
we can divide [mmin,mmax] into p parts, and let mmin = m0 < m1 < ... < mq = mmax










applying Lemma E.2 into each Q′i and noting that the number of parts is finite, the entropy
condition holds.










= ‖g‖2n > η, (C.61)
with probability at least 1− C5 exp(−C6nη1) for some constant η and η1. Notice that







Combining (C.61) and (C.62), we obtain
det(ΨT1 Ψ1) > η
p (C.63)
with probability at least 1−C5 exp(−C6nη1). By combining (C.63) with (C.59), the lower







C.13.3 Upper bound of the determinant term
In order to derive an upper bound, we need the following lemma.
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Lemma C.13.3. Let A,B ∈ Rn×n be two symmetric, positive definite matrices. Thus,
det(In + A+B) 6 det(In + A) det(In +B).
Proof. Let α1 > α2 > ... > αn > 0 and β1 > β2 > ... > βn > 0 be eigenvalues of
matrices A and B, respectively. Therefore, we have
det(In + A) det(In +B) =
n∏
i=1








(1 + αi + βn+1−i)
> det(In + A+B),
where the last inequality is true because of the Fiedler bound [112].
LetC0 denote the bound uniform bound of Ψm(·, ·). By Lemma C.13.3 and basic matrix
calculation, it is true that







































































































Combine the lower bound and upper bound, we can conclude that log det(Km + µmIn) =
n log n− (1 + op(1)) 2mn2m+d log n.
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of a gaussian process,” in Annales de l’Institut Henri Poincare (B) Probability and
Statistics, Elsevier, vol. 33, 1997, pp. 407–436.
[82] J. T. Kent and A. T. Wood, “Estimating the fractal dimension of a locally self-
similar gaussian process by using increments,” Journal of the Royal Statistical So-
ciety. Series B (Methodological), pp. 679–699, 1997.
[83] A. W. van der Vaart and J. H. van Zanten, “Adaptive bayesian estimation using a
gaussian random field with inverse gamma bandwidth,” The Annals of Statistics,
pp. 2655–2675, 2009.
[84] C. J. Stone, “An asymptotically optimal window selection rule for kernel density
estimates,” The Annals of Statistics, pp. 1285–1297, 1984.
[85] D. L. Donoho and I. M. Johnstone, “Adapting to unknown smoothness via wavelet
shrinkage,” Journal of the american statistical association, vol. 90, no. 432, pp. 1200–
1224, 1995.
[86] D. L. Donoho, I. M. Johnstone, G. Kerkyacharian, and D. Picard, “Wavelet shrink-
age: Asymptopia?” Journal of the Royal Statistical Society. Series B (Methodolog-
ical), pp. 301–369, 1995.
[87] R. L. Eubank, Nonparametric regression and spline smoothing. CRC press, 1999.
[88] C. Gu, Smoothing spline anova models. Springer, 2013.
[89] M. M. Fischer and Y. Leung, Geocomputational modelling: Techniques and appli-
cations. Springer Science & Business Media, 2013.
[90] T. M. Mitchell, “Machine learning and data mining,” Communications of the ACM,
vol. 42, no. 11, pp. 30–36, 1999.
[91] M. Mohri, A. Rostamizadeh, and A. Talwalkar, Foundations of machine learning.
MIT press, 2012.
[92] S. A. van de Geer, Empirical processes in m-estimation. Cambridge university
press, 2000, vol. 6.
[93] E. M. Stein and R. Shakarchi, Real analysis: Measure theory, integration, and
hilbert spaces. Princeton University Press, 2005.
147
[94] R. A. Adams and J. J. Fournier, Sobolev spaces. Academic press, 2003, vol. 140.
[95] R. Tuo and J. C. F. Wu, “A theoretical framework for calibration in computer mod-
els: Parametrization, estimation and convergence properties,” SIAM/ASA Journal
on Uncertainty Quantification, vol. 4, no. 1, pp. 767–795, 2016.
[96] R. A. DeVore and R. C. Sharpley, “Besov spaces on domains in,” Transactions of
the American Mathematical Society, vol. 335, no. 2, pp. 843–864, 1993.
[97] P. Serra, T. Krivobokova, et al., “Adaptive empirical bayesian smoothing splines,”
Bayesian Analysis, vol. 12, no. 1, pp. 219–238, 2017.
[98] G. Chan and A. T. Wood, “Increment-based estimators of fractal dimension for
two-dimensional surface data,” Statistica Sinica, pp. 343–376, 2000.
[99] M. Jirak, A. Meister, M. Reiß, et al., “Adaptive function estimation in nonpara-
metric regression with one-sided errors,” The Annals of Statistics, vol. 42, no. 5,
pp. 1970–2002, 2014.
[100] A Goldenshluger and A Nemirovski, “On spatially adaptive estimation of nonpara-
metric regression,” Mathematical methods of Statistics, vol. 6, no. 2, pp. 135–170,
1997.
[101] E. Belitser, P. Serra, et al., “Adaptive priors based on splines with random knots,”
Bayesian Analysis, vol. 9, no. 4, pp. 859–882, 2014.
[102] R De Jonge, J. Van Zanten, et al., “Adaptive estimation of multivariate functions
using conditionally gaussian tensor-product spline priors,” Electronic Journal of
Statistics, vol. 6, pp. 1984–2001, 2012.
[103] I. C. Ipsen and B. Nadler, “Refined perturbation bounds for eigenvalues of hermi-
tian and non-hermitian matrices,” SIAM Journal on Matrix Analysis and Applica-
tions, vol. 31, no. 1, pp. 40–53, 2009.
[104] G. Tripathi, “A matrix extension of the cauchy-schwarz inequality,” Economics
Letters, vol. 63, no. 1, pp. 1–3, 1999.
[105] G. H. Golub and C. F. Van Loan, Matrix computations (3rd ed.) Baltimore, MD,
USA: Johns Hopkins University Press, 1996, ISBN: 0-8018-5414-8.
[106] F. Girosi, M. Jones, and T. Poggio, “Regularization theory and neural networks
architectures,” Neural Computation, vol. 7, no. 2, pp. 219–269, 1995.
148
[107] S. van de Geer et al., “On the uniform convergence of empirical norms and inner
products, with application to causal inference,” Electronic Journal of Statistics, vol.
8, no. 1, pp. 543–574, 2014.
[108] P. Massart, Concentration inequalities and model selection. Springer, 2007, vol. 6.
[109] D. E. Edmunds and W. D. Evans, Spectral theory and differential operators. Claren-
don Press Oxford, 1987, vol. 15.
[110] D. E. Edmunds and H. Triebel, Function spaces, entropy numbers, differential op-
erators. Cambridge University Press, 2008, vol. 120.
[111] M. Marcus and H. Minc, A survey of matrix theory and matrix inequalities. Courier
Corporation, 1992, vol. 14.
[112] M. Fiedler, “Bounds for the determinant of the sum of hermitian matrices,” Pro-
ceedings of the American Mathematical Society, pp. 27–31, 1971.
149
