We study integrality gaps for SDP relaxations of constraint satisfaction problems, in the hierarchy of SDPs defined by Lasserre. Schoenebeck [23] recently showed the first integrality gaps for these problems, showing that for MAX k-XOR, the ratio of the SDP optimum to the integer optimum may be as large as 2 even after Ω(n) rounds of the Lasserre hierarchy. We show that for the general MAX k-CSP problem, this ratio can be as large as 2 k /2k − when the alphabet is binary and q k /q(q − 1)k − when the alphabet size a prime q, even after Ω(n) rounds of the Lasserre hierarchy.
O(
√ log n log log n) even after 2 Ω( √ log n log log n) rounds. In case of Approximate Graph Coloring, for every constant l, we construct graphs with chromatic number Ω(2 l/2 /l 2 ), which admit a vector l-coloring for the SDP obtained by Ω(n) rounds. For Vertex Cover, we show an integrality gap of 1.36 for Ω(n δ ) rounds, for a small constant δ.
The results for CSPs provide the first examples of Ω(n) round integrality gaps matching hardness results known only under the Unique Games Conjecture. This and some additional properties of the integrality gap instance, allow for gaps for in case of Independent Set and Chromatic Number which are stronger than the NP-hardness results known even under the Unique Games Conjecture.
INTRODUCTION
Semidefinite Programming (SDP) hierarchies, such as the ones defined by Lovász and Schrijver [21] and Lasserre [19] provide a nice way to formalize the following question: what is the best approximation that can be achieved for a problem using "stronger and stronger" semidefinite programs? Since SDPs are known to provide some of the best known approximation algorithms for many optimization problems, this is a natural question to consider.
Starting from a basic integer program for the combinatorial problem, in which variables take values only 0 and 1, these hierarchies define a sequence of SDP relaxations (known as "rounds" or "levels" of the hierarchy) for the problem, which are increasingly more constrained. A program obtained by r rounds can be solved in n O(r) time and hence algorithms obtained by a constant number of rounds run in polynomial time. Also, on a starting integer program with n variables, the SDP obtained by n rounds of the hierarchy gives the true optimum of the combinatorial problem (but may take exponential time to solve).
Most currently known SDP based algorithms can be derived by a constant number of rounds of the Lasserre hierarchy (which is the stronger of the two -see [20] for a comparison). It was also shown by Chlamtac and Singh [8] , that for some problems, such as Hypergraph Independent Set, the approximation quality improves as one considers more and more rounds of the Lasserre hierarchy.
It is then of interest to quantify the tradeoff between approximation achieved by the SDP and the number of rounds of the hierarchy. The quality of approximation (for say, a maximization problem) achieved by the SDP is measured by the ratio of SDP optimum to the optimum of the original combinatorial problem, which is known as the integrality gap 1 of the SDP. Lower bounds showing that the integrality gap remains large after many rounds of the hierarchy can be viewed as unconditional lower bounds in a strong computational model, which captures most known SDP algorithms.
Problems studied and results
Taking the analogy of the computational model a bit further, we study if integrality gaps for one problem can be used to show an integrality gap for another problem using reductions (see proof overview for the structure of reductions for integrality gaps). We remark that reductions between integrality gaps were considered before, for example by [1] and [23] -we merely show how to do somewhat more complicated ones. We use the arguments from known reductions in hardness of approximation literature, which usually start from the hardness of a constraint satisfaction problem and use it to conclude the hardness of another problem. To this end, we study the following problems:
1. MAX k-CSP: This is the problem of finding an assignment to binary variables x1, . . . , xn to satisfy the maximum number of constraints in a given set C1, . . . , Cm. Each constraint is a boolean function of at most k of the variables and is said to be satisfied when it attains value 1. When the domain of the variables is is allowed to be of size q, we denote the problem by MAX k-CSPq.
Charikar, Makarychev and Makarychev [6] give an SDP based algorithm for this problem which provably satisfies a ck/q k fraction of the constraints satisfied by the optimal assignment, for a constant c > 0.44. It was shown by Arora, Alekhnovich and Tourlakis [1] that the integrality gap for the MAX k-SAT problem, which is a special case of MAX k-CSP, remains 2 k /(2 k − 1) even after Ω(n) rounds of the Lovász-Schrijver hierarchy. Schoenebeck [23] recently showed a gap of factor 2 for MAX k-XOR for Ω(n) and also strengthened the MAX k-SAT results for Ω(n) rounds of Lasserre.
2. Maximum Independent Set: This is the problem of finding the largest set of vertices in a graph, not containing any edges. The best known approximation algorithm by Boppana and Haldórsson [5] achieves an approxima-
. Also, Feige [12] showed that the integrality gap for the Lovász ϑ-function, which is an SDP relaxation equivalent to 1 round of Lasserre, is at least n/2 c √ log n for some constant c.
Approximate Graph
Coloring: This is the problem of coloring a graph (with different colors for adjacent vertices) with minimum number of colors, when the graph is known to be colorable with a small constant number of colors. The best known algorithm, due to Chlamtac [7] colors a 3-colorable graph with at most n 0.2072 colors.
4. Chromatic Number: This is the general problem of finding the minimum number of colors for coloring a graph when no guarantee as the one above is given. For this problem, Feige, Langberg and Schechtman [14] show that a gap can be as large as n/polylog(n) for an SDP relaxation which is weaker than 1 round of Lasserre.
Minimum Vertex Cover:
In this problem, it is required to find the smallest possible subset of vertices in a graph, which touches every edge. Integrality gap of a factor 7/6 for Ω(n) rounds of the Lovász-Schrijver SDP hierarchy were shown by Schoenebeck, Trevisan and Tulsiani [24] , and later strengthened to the Lasserre hierarchy by Schoenebeck. An integrality gap of factor 2 − was also shown by for Ω( p log n/log log n) rounds of the Lovász-Schrijver hierarchy by Georgiou et. al. [15] .
We prove strong integrality gaps for MAX k-CSP and develop techniques to carry out PCP based reductions between SDPs, to obtain gaps for the other problems above. A summary of the known NP-hardness results and the integrality gap results we obtain, is presented in Table 1 . Remark 1.1. It was pointed out by Luca Trevisan that for Maximum Independent Set and Chromatic Number the integrality gap can be shown to be at most n/t after t rounds. Hence, the number of rounds in the above results for these problems is optimal up to a polynomial.
PRELIMINARIES AND NOTATION

Constraint Satisfaction Problems
For an instance of Φ MAX k-CSPq, we denote the variables by {x1, . . . , xn}, their domain {0, . . . , q − 1} by [q] and the constraints by C1, . . . , Cm. Each constraint is a function of the form Ci : [q] T i → {0, 1} depending only on the values of the variables in an ordered tuple 2 Ti with |Ti| ≤ k. We denote the number of constraints satisfied by the best assignment by OPT(Φ).
For a given set S ⊆ [n], we denote by [q] S the set of all mappings from the set S to [q] . In context of variables, these mappings can be understood as partial assignments to a given subset of variables. For α ∈ [q] S , we denote its projection to S ⊆ S as α(S ). Also, for α1
S 2 such that α1(S1 ∩ S2) = α2(S1 ∩ S2), we denote by α1 • α2 the assignment over S1 ∪ S2 defined by α1 and α2. Hence, (α1 • α2)(j) equals α1(j) for j ∈ S1 and α2(j) for j ∈ S2 \ S1. We only use the notation α1 • α2 when it is well defined for α1, α2, S1, S2.
The Lasserre hierarchy
The SDP given by t rounds of the Lasserre hierarchy for a 0/1 integer program, introduces a new variable for every product of upto t original variables. We first consider the program for Maximum Independent Set. Given a graph G = (V, E), the integer program would have a variable Xi for each i ∈ V with Xi = 1 if i is in the independent set and 0 otherwise. We would enforce that XiXj = 0 for all (i, j) ∈ E. To obtain the Lasserre relaxation, we consider an integer program which has a variable XS for each S ⊆ V, |S| ≤ t where the intended solution in XS = 1 iff all vertices in S are in the independent set. We can then add the constraint that the product XS 1 · XS 2 must only depend on S1 ∪ S2. Replacing the integer variables XS by vectors US gives the semidefinite relaxation shown in Figure 1 . The vector U ∅ can be thought of as the constant 1.
Similarly, we can write down a relaxation for the MAX kCSPq problem. Note that an integer solution to the problem will be given by a single mapping α0 ∈ [q] [n] . Using this, we can define 0/1 variables X (S,α) for each S ⊆ [n] such that |S| ≤ t and α ∈ [q]
S . The intended solution is X (S,α) = 1 if α0(S) = α and 0 otherwise. Replacing them by vectors gives the SDP relaxation. Note that we denote the vectors corresponding to a set of variables and a partial assignment by V and a vector for a set (as above) by U to avoid confusion.
The first constraint says that if X (S 1 ,α 1 ) and X (S 2 ,α 2 ) correspond to contradicting assignments, then only one of them should be 1. The second says that X (S 1 ,α 1 ) · X (S 2 ,α 2 ) should depend only on the joint assignment defined by α1 and α2 over S1 ∪ S2. The third one simply says that each variable of the CSP must get exactly one value.
For a graph G, we denote the optimum of the independent set SDP by FRAC(G), and for the CSP instance Φ we denote it by FRAC(Φ). The integrality gap of both the SDPs is then given by FRAC(Φ)/OPT(Φ). Note that according to our convention, the integrality gap is always at least 1.
OVERVIEW OF PROOFS
CSP Gaps
For proving integrality gaps for CSPs, our starting point is the result by Schoenebeck [23] . Even though the result is stated as an integrality gap for MAX-k-XOR, it is useful to view the argument as having the following two parts:
1. Given a system of equations over F2 with no "small contradictions", it shows how to construct vectors V (S,α) (satisfying consistency conditions), such that for every set S of variables with |S| ≤ t,˛V (S,α)˛> 0 if and only if α satisfies all equations involving variables from S.
2. If one considers a random instance Φ of a CSP, with every constraint being a linear equation on at most k variables (MAX k-XOR), then the system obtained by combining them has no "small contradictions".
It can be shown that the first step implies FRAC(Φ) = m (m is the number of constraints) even after t rounds. On the other hand, in a system of equations with each chosen randomly, only about half are satisfiable by any assignment. Hence, one gets an integrality gap of factor 2, for t rounds.
Here t depends on the size of "small contradictions" for step 2 and can be chosen to be Ω(n). We note that every constraint does not have to be a single equation for the second step to work. In particular, we consider each constraint to be of the form A · (x1, . . . ,
d×k , which is the same for all constraints and b ∈ F d 2 . The constraint is said to be satisfied only when all these d equations are satisfied. Now, if A is full rank, then one can show that in a random CSP instance Φ, only about 1/2 d fraction of the constraints are satisfiable by any assignment.
Note that all equations obtained by combining all the ones in the constraints are no longer independent (the ones in each constraint are correlated because of a fixed choice of A). However, one can still show that if A satisfies some extra properties, like any linear combination of the d equations given by A involves at least 3 variables (i.e. A is the generator matrix of a distance 3 code over F2), then the conclusion in the second step can still be made.
Step 1 still allows us to conclude that FRAC(Φ) = m, thereby obtaining an integrality gap of factor 2 d . Optimizing over d gives the claimed results for MAX k-CSP. We also generalize the first step, to work for equations over arbitraty prime fields Fq, to obtain a gap for MAX k-CSPq.
Reductions
Consider a reduction from a constraint satisfaction problem, to another problem, say Maximum Independent Set for concreteness. Starting from a CSP instance Φ, this reduction creates a graph GΦ and one needs to argue the following two things:
• Completeness: If Φ has an assignment satisfying many constraints, then GΦ has a large independent set.
• Soundness: If Φ has no good assignment, then GΦ has no large independent sets.
If Φ is an integrality gap instance for an SDP, then Φ has no good assignment but has a good SDP solution. Showing that GΦ is an integrality gap instance, amounts to making the following two claims simultaneously:
• Vector Completeness: Since Φ has a good SDP solution, so does GΦ.
• Soundness: Since Φ has no good assignment, GΦ has no large independent sets.
Notice that if we are using a known NP-hardness reduction, then the soundness condition is already available. Showing an integrality gap reduces to generalizing "completeness" to "vector completeness". We do this by giving various transformation, that transform an SDP solution for Φ, into one for the problem we are reducing to.
Maximum Independent Set
The transformations for independent set are conceptually the simplest and form a basis for our other results as well. We consider a graph GΦ obtained from Φ (called the FGLSS graph), which has vertices of the form (Ci, α), where Ci is a constraint and αi is a partial assignment to variables in Ci. Vertices corresponding to contradicting assignments are connected.
Since Φ has an SDP solution for t rounds of Lasserre (say for a large t), we have vectors V (S,α) where S is a set of at most t variables and α is a partial assignment to those variables. We need to produce vectors US where S is a set of vertices in the FGLSS graph. However, a set of vertices is simply a set of constraints and partial assignments to all the variables involved. Let S be the set of all variables in all the constraints in S and let α be the joint partial assignment defined by all vertices in S (assuming for now, that no partial assignments in S contradict). We take US = V (S ,α ) .
The reduction (by [3] ) proceeds by taking products of the graph GΦ to get G r Φ and randomly sampling a certain vertexinduced subgraph. It turns out to be sufficient however, to create an SDP solution for G r Φ . Each vertex in G r Φ is an r-tuple of vertices in GΦ with an edge between two r-tuples if vertices in any of the r coordinates are adjacent in GΦ. A set S of vertices in G r Φ is a set of r-tuples and we consider sets S1, . . . , Sr where Sj is the projection of S to the jth coordinate. For G r Φ , we simply take U S = US 1 ⊗ . . . ⊗ US r . This corresponds to the intuition that every independent set in G r Φ corresponds to picking one independent set in each copy of GΦ.
Approximate Graph Coloring and Chromatic Number
To obtain a gap for Approximate Graph Coloring, we modify the FGLSS reduction slightly. The gap for Chromatic Number is derived from this by taking graph products and tensoring vectors as before. The modified reduction below is in the spirit of randomized PCPs of Feige and Killian [13] .
Consider an instance Φ when the constraints are known to be of the type A · (x1, . . . , x k ) T = b and consider GΦ as before. Supposing that we had an assignment satisfying all constraints, this would give a large independent set. For the graph to be l colorable, we need l independent sets covering the graph. Let l be the nullity of the matrix A and consider the vectors w1, . . . , w l such that A · w l = 0. If α is a partial assignment to variables (x1, . . . , x k ) which satisfies the above constraint, then so is α + wj for 1 ≤ j ≤ l.
The problem is this does not give us an independent set. If x1, . . . , xn was an assignment, and we looked at the restriction of this assignment to every constraint and added wj to every restriction, this does not give a consistent assignment to x1, . . . , xn. However, this is an independent set if we slightly modify the FGLSS graph. Every constraint Ci is on an ordered tuple Ti of vertices. For assignment α1 to Ti i and α2 to Ti 2 , we connect them only if α1, α2 differ on a variable in the same coordinate in Ti 1 , Ti 2 . One can then verify that the transformation above takes us from one independent set to another. Changing the graph may affect the soundness, but it is possible to choose Φ so that the resulting graph still has no large independent sets.
Using this intuition, we now need to produce a vector every for small set of vertices and every assignment of colors to these vertices. For a vertex (Ci, α) in GΦ, we take the vectors corresponding to the l colors as
The vectors for sets can be created similarly.
Minimum Vertex Cover
For Minimum Vertex Cover, we use the reduction by Dinur and Safra [9] , which is a little complicated to describe. However, an interesting point comes up in analyzing a (small) step which is not "local", as opposed to all the steps in the previous reductions. The step is a simple Chernoff bound in the completeness part, showing how large independent sets intersect certain other sets of vertices in a graph. Generalizing this to "vector-completeness" seems to require analyzing the "local distributions" defined by the vectors, and combining the bounds globally using properties of the SDP solution. Another component of the proof is a transformation of vectors for long-code based reductions.
GAPS FOR CSPS
Let A ∈ (Fq) d×k be a matrix with linearly independent
rows. An instance of MAX k-CSP(PA) is specified by constraints C1, . . . , Cm where each constraint Ci is a system of linear equations over Fq of the form
. In this section, we prove an integrality gap for general instances of MAX k-CSP(PA) when A is the generator matrix of a distance 3 code (i.e. all linear combinations of the rows of A contain at least 3 non-zero entries). Specializing these to Hamming codes will then give the claimed results for MAX k-CSPq.
Lasserre vectors for linear equations
We shall need a generalization of a theorem by Schoenebeck [23] (proved in the full version), which allows us to construct CSP vectors corresponding to a system of linear equations. We denote an equation in Fq over variables x1, . . S , such that
are such that α1 •α2 and α3 •α4 are both defined and equal, theṅ
. V (S,α) = 0 for α / ∈ AS and P α∈A S˛V (S,α)˛2 = 1
Note that the theorem is stated in terms of a system Λ, which is closed under the applications of the operator Res(·, 2t). Our proof essentially follows Schoenebeck's proof except for one modification, which allows the generalization to the q-ary case.
Deriving the gaps for MAX k-CSPq
We first show that if an instance Φ of MAX k-CSP(PA) has good expansion, then FRAC(Φ) = m even after large number of rounds. The integrality gap will then follow as an easy consequence.
d×k be the generator matrix of a distance 3 code. Let Φ be an instance of MAX k-CSP(PA) with m = βn constraints such that for s ≤ ηn, every set of s constraints contains at least (k − 1 − δ)s variables for δ ≤ 1/4. Then, FRAC(Φ) = m for the SDP relaxation of MAX k-CSP(PA) obtained by ηn/16 rounds of the Lasserre hierarchy.
Proof. We take Λ0 to the set of all linear equations appearing in Φ, and take Λ to be the closure of it under Res(·, t) for t = ηn/8. It will follow easily from Theorem 4.1 that FRAC(Φ) = m once we establish that Λ satisfies the necessary conditions to apply the theorem i.e. ( − → 0 · x = r) ∈ Λ ⇔ r = 0. Expansion based arguments have often been used in previous works in proof complexity. For example, [23] used the argument due to Ben-Sasson and Wigderson [4] . We will show that even when the equations are not independent as in [4] and [23] (equations for every constraint come from A), the property that A has distance 3 shall turn out to be sufficient for (a modification of) the argument. Let us assume that (
Since every constraint comes from a distance 3 code, every linear combination of equations within a constraint must involve at least 3 variables. Hence, the linear combination required to derive ( − → 0 , r0) must include at least 3 variables from each of the s constraints. However, to derive − → 0 each of these variables must occur an even number of times and hence the s contraints can involve at most ks − 3s/2 variables in total. Since every set of up to ηn constraints is highly expanding, this is only possible when s ≥ ηn.
In the spirit of [4] , we show that one can find a node (ω, r) with ηn/2 ≤ ν(ω, r) ≤ ηn. Since for less than ηn constraints we can use expansion, we will be able to argue that this node has an equation involving many variables.
Claim 4.4. There is a node (ω, r) in the tree such that ηn/2 ≤ ν(ω, r) ≤ ηn Proof. Let (ω1, r1), (ω2, r2) be the two children of the root ( − → 0 , r0). Since ν(ω1, r1) + ν(ω2, r2) ≥ ν( − → 0 , r0) ≥ ηn, at least one of them, say (ω1, r1), must require more than ηn/2 constraints to derive it.
If ν(ω1, r1) ≤ ηn then we are done. Else at least one of the children of (ω1, r1) must require more than ηn/2 constraints for its derivation and we can continue the argument on this node. Since we always go down one level in the tree and find a node requiring at least ηn constraints, we must stop at some node as the leaves require only one constraint. The node we stop at can be taken to be (ω, r) as required.
Consider the number of variables in ω as given by Claim 4.4. Each one of the constraints used in deriving it, contributes at least 3 variable occurrences. Also, since ν(ω, r) ≤ ηn, all the constraints must contain at least (k−1−δ)ν(ω, r) variables in total, which gives that at most (1 + δ)ν(ω, r) variables occuring in more than one constraint. Out of all the variable occurrences in ω, the ones that can cancel out are the ones occurring in more than one constraint. Hence, ω must have at least (3 − 2(1 + δ))ν(ω, r) variables. For δ ≤ 1/4, this is greater than ηn/8 which is a contradiction.
Hence, Λ cannot contain an equation of the form − → 0 ·x = r0 for r0 = 0. Since Λ is closed under Res(·, ηn/8) by definition, we can apply Theorem 4.1 to get vectors for all sets of size upto ηn/8. The vectors also satisfy all the required consistency conditions. Finally, we note that
We shall need the (well known) lemma saying that random instances of CSPs are both expanding and highly unsatisfiable.
Lemma 4.5. Let , δ > 0 and a full-rank matrix A ∈ (Fq) d×k be given. Then there exist β = O(q k log q/ 2 ), η = Ω((1/β) 5/δ ) and N ∈ N, such that if n ≥ N and Φ is a random instance of MAX k-CSP(PA) with m = βn constraints, then with probability 1 − o(1)
2. For all s ≤ ηn, every set of s constraints involves at least (k − 1 − δ)s variables.
We can now conclude the gap for MAX k-CSP(PA).
Theorem 4.6. Let A ∈ (Fq) d×k be the generator matrix of a distance 3 code and let ζ > 0 be given. Then there is a constant c = c(q, k, ζ) such that for large enough n, the integrality gap for the Lasserre SDP relaxation of MAX k-CSP(PA) on n variables obtained by cn rounds is at least
Proof. We take = ζ · 
We state below the corollary we shall need for applications later. It can be easily proved by taking A to be the generator matrix of the Hamming code over F2, which is a code with distance 3 and dimension d = k−2 log(k+1) (Hamming codes over Fq also give the optimal gaps for CSPs with larger alphabet). Over F2, the system of equations given by Hamming codes is identical to the CSPs considered by Samorodnitsky and Trevisan [22] .
The constants in the statement of the following corollary are arbitrary, but we shall need the nature of the tradeoffs between k, β and c to get the gaps for Independent Set and Chromatic Number. 
GAPS FOR INDEPENDENT SET
To obtain the integrality gaps for Maximum Independent Set we use the reductions by Feige et. al. [11] and by Bellare, Goldreich and Sudan [3] . However, before getting to the proof of the integrality gap, we describe how to transform vectors for a general FGLSS reduction. This transformation shall be useful for our other results as well.
Vectors for products of the FGLSS graph
Let Φ be an instance of MAX k-CSP with constraints C1, . . . , Cm on tuples T1, . . . , Tm and the domain of variables as {0, 1}. Assume that each constraint has exactly l satisfying assignments. We describe below the reduction by [3] from Φ to an independent set problem.
Given Φ, create the FGLSS graph GΦ = (VΦ, EΦ)
with a vertex for every constraint Ci and every partial assignment to variables in the corresponding tuple Ti which satisfies the constraint Ci. Two vertices (Ci 1 , α1), (Ci 2 , α2) are connected if α1 and α2 assign different values to some variable. Formally
Φ , E ) with vertices its being r-tuples of vertices in GΦ. Two vertices { (Ci 1 , α1) , . . . , (Ci r , αr)} and { (C i 1 , α 1 ) , . . . , (C i r , α r )} are connected if for some j, {(Ci j , αj), (C i j , α j )} ∈ EΦ.
Note that if Φ had m constraints, then G r Φ has l r · m r vertices, with there being m r disjoint cliques of l r vertices, corresponding to every r-tuple of constraints. Let C(i1, . . . , ir) denote the clique corresponding to constraints Ci 1 , . . . , Ci r . Formally, C(i1, . . . , ir) =˘{ (Ci 1 , α1) , . . . , (Ci r , αr)}| ∧j Ci j (αj) = 1T he largest independent set in G Proof. We first define an independent set solution for t/k rounds on GΦ and then show how to extend it to G r Φ . Consider a set S of h ≤ t/k vertices in GΦ. S is specified by h constraints and partial assignments { (Ci 1 , α1) 
We now consider a set S of vertices in G r Φ . It is a set of r-tuples of vertices in GΦ. Let Sj denote the set of vertices of GΦ which occur in the jth coordinate of the r-tuples in S. Define the vector U S as
Let U ∅ denote the vector for the empty set of vertices in G r Φ . We take U ∅ = U ∅ ⊗ . . . ⊗ U ∅ . The vectors U S are defined for all sets S with at most t/k vertices. The following claim (proved in the full version) show that the vectos satisfy all Lasserre constraints. It remains to show that the value for all the vertices in any clique C(i1, . . . , ir) is 1. Letting α1, . . . , αr range over all satisfying assignments to Ci 1 , . . . , Ci j , the contribution of vertices in this clique to the SDP objective value is
of the constraint Ci j to the SDP for MAX k-CSP is 1.
Obtaining the Integrality Gap
We can now prove the following integrality gap for Maximum Independent Set. Theorem 5.3. There exist constants c1, c2 > 0 and graphs on N vertices for arbitrarily large N , such that the integrality gap for the independent set SDP obtained by 2 c 2 √ log N log log N rounds of the Lasserre hierarchy, is at least
Proof. Our integrality gap instance will be a subgraph of G r Φ for appropriate choices of Φ and r. We construct the graph G = (V, E) by randomly picking M cliques of the form C(i1, . . . , ir), and taking G to be the subgraph induced by the vertices in these cliques. An easy Chernoff bound shows that if only a small fraction of constraints in Φ were satisfiable, then the size of the largest independent set in G is small. We now make the choices for all the parameters involved.
For a large n, let k = δ log n for some small constant δ, and let r = log n/(log log n). Consider an instance Φ of MAX k-CSP as given by Corollary 4.7. By choosing = 1/2, we can get that k/2 k ≤ s ≤ 3k/2 k . Also, since the constraints are based on the Hamming code, the number of satisfying assignments to each constraint is at most l ≤ 2k. We pick M = 100nr · (2 kr /k r ). By the previous claim, the size of the maximum independent set in G is at most 2M s r (w.h.p. over the choice of G). We take the SDP solution to be the same as constructed for G r Φ . By Lemma 5.1, the contribution of the vectors in each clique to the SDP value is 1. Hence, the value of the SDP solution for G is M , which gives an integrality gap of (1/2s
On the other hand, the number of vertices in G is
With our choice of parameters, the integrality gap is at least N 2 c 1 √ log N log log N for some constant c1.
To verify the number of rounds, note that Corollary 4.7 gives β = O(2 k ) = O(n δ ) and c = Ω((1/n δ ) 25 ). Hence, we have SDP solutions for cn = Ω(n 1−25δ ) rounds for Φ and consequently for Ω(n 1−25δ /k) rounds for the independent set SDP on G. For δ < 1/25, this is at least 2 c 2 √ log N log log N for some constant c2.
GAPS FOR GRAPH COLORING
In this section, we show that SDPs in the Lasserre hierarchy fail to approximate the chromatic number of a graph. Gaps for chromatic number are syntactically different from the usual integrality gaps for SDPs because the value of the chromatic number is not a linear function of the inner products of vectors in an SDP. Instead for any l, one can write down an SDP for which a feasible solution gives a vector l-coloring of the graph. We construct graphs for which an l-coloring remains feasible even after many rounds of the Lasserre hierarchy, even though the actual chromatic number of the graph is much larger than l.
We will show that for any constant l, there are graphs with chromatic number at least 2 l/2 4l 2 which admit a vector l-coloring even after Ω(n) rounds of the Lasserre hierarchy. For Chromatic Number, we will show that the ratio of the chromatic number of the graph and the number of colors in the vector coloring obtained by 2 Ω( √ log n log log n) rounds of the Lasserre hierarchy can be as high as
. We can write the Lasserre SDP for l-coloring as a constraint satisfaction problem, with the additional restriction that all the constraints which say colors of two adjacent vertices must be different, are satisfied. This formulation (shown in Figure  2 ) is equivalent to the one considered by Chlamtac [7] . To avoid confusion with the SDP for MAX k-CSP we denote the sets of vertices here by S, partial assignments by γ and vectors for coloring by V (S,γ) .
The reduction we describe in this section is a slightly modified version of the reduction for independent set and is specifically designed to work for problems of the type MAX k-CSP(PA), where the constraints being linear equations in F2. It is inspired by what could be a "zero-knowledge protocol" for such predicates, in the sense of Feige and Killian [13] . Here, we describe the reduction without going through the protocol, at the cost of defining the following additional (and somewhat unnatural) solution concept for a CSP instance.
V (∅,∅)˛= 1 Figure 2 : t-round Lasserre SDP for l-coloring of graph G = (V, E) Definition 6.1. Let Φ be an instance of MAX k-CSP with constraints C1, . . . , Cm on ordered k-tuples T1, . . . , Tm of variables. For a constraint Ci on variables (xi 1 , . . . , xi k ), we say that the constraint k-satisfied by assignments Π1, . . . , Π k if Ci(Π1(xi 1 ), . . . , Π k (xi k )) = 1. We denote by OPT k (Φ), the maximum number of constraints in Φ that are k-satisfied by any assignments Π1, . . . , Π k .
Note that the above definition crucially uses the fact that the constraint is defined on an ordered tuple of variables as we read the value of the first variable from Π1, the second from Π2 and so on. By slightly strengthening the notion of unsatisfiability for a random CSP instance in Lemma 4.5, we can strengthen Corollary 4.7 as below. 
Approximate Graph Coloring
We reduce from a CSP instance Φ as in Corollary 6.2. For an instance Φ of MAX k-CSP(PA), consider the vectors w ∈ {0, 1} k such that A·w T = 0 over F2. If A is the generator matrix of the Hamming code of length k, there are 2 log(k+1) such vectors. We shall show that the graph produced by our reduction has a vector coloring with l = 2 log(k+1) colors, where we shall identify the domain [l] of the coloring CSP with the vectors w1, . . . , w l satisfying A · w T j = 0. We now give the reduction from Φ as above, to Approximate Graph Coloring. Similar to the case of independent set, we create the FGLSS graph with a vertex for every constraint and every satisfying partial assignment to the variables in that constraint. However, we have fewer edges: we connect two vertices (Ci 1 , α1) and (Ci 2 , α2) iff α1 and α2 disagree on a variable that occurs at the same position in the ordered tuples Ti 1 and Ti 2 . Formally, we create the graph GΦ = (VΦ, EΦ) such that
where Ti,j is used to denote the variable in the jth position in the ordered tuple corresponding to the ith constraint. The chromatic number of GΦ can be shown to be large by noting that all independent sets in GΦ are small.
Claim 6.3. The size of the maximum independent set in GΦ is OPT k (Φ).
On the other hand, the following lemma exhibits a vector coloring for G with l-colors.
Lemma 6.4. Let Φ be an instance of MAX k-CSP(PA), with m constraints such that each constraint has exactly l satisfying assignments. If FRAC(Φ) = m after t rounds of the Lasserre hierarchy, then there is a feasible solution to the SDP for l-coloring of GΦ obtained by t/2k rounds of the Lasserre hierarchy.
Proof. We now define the vectors V (S,γ) for a set S ⊆ VΦ, |S| ≤ t/k and γ ∈ [l]
S . Let S = { (Ci 1 , α1) , . . . , (Ci h , α h )}. Recall that the domain [l] is identified with the vectors w1, . . . , w l ∈ {0, 1} k which satisfy A · w T j = 0 for 1 ≤ j ≤ l. Hence the partial assignment γ assigns a vector in F k 2 to each vertex (Ci j , αj). We use the vectors given by γ to modify the assignments to each Ci j . This can be viewed as the zero-knowledge step of randomizing over all the satisfying assignments to each constraint. Formally, we change αj to αj + γ((Ci j , αj)) where γ((Ci j , αj)) is the vector in F k 2 (the "color") assigned by γ to the vertex (Ci j , αj) and the '+' is over F2. Let [αj, γ] denote this assignment to Ti j which is shifted by γ.
With this interpretation, we define the vectors as 0 if these shifted partial assignments contradict, and otherwise as the Lasserre vectors corresponding to the assignment defined collectively by all the shifted assignments. For all |S| ≤ t/k and γ ∈ [l] S , we define
The following claim (proved in the full version) completes the proof of the full version.
Claim 6.5. The vectors V (S,γ) satisfy all conditions of the (t/2k)-round SDP for l-coloring of GΦ.
This now gives the claimed gap for Approximate Graph Coloring. Theorem 6.6. For every constant l there is a c = c(l) and an infinite family of graphs G = (V, E) with chromatic number Ω "
, and such that G has a vector coloring with l colors for the SDP obtained by c·|V | rounds of the Lasserre hierarchy.
Proof. For any l, there is a k such that l/2 ≤ 2 log(k+1) ≤ l. For this k, consider an instance Φ of MAX k-CSP with n variables and m = βn constraints as given by Corollary 6.2, choosing = 1/2. We take our graph G to be GΦ as defined above. Claim 6.3 shows that the largest independent set has size at most OPT k (Φ), which is at most (3l/2 k+1 ) · m by Corollary 6.2. Since the number of vertices in G (say N ) is at least k ·m, its chromatic number is Ω(2 k /l 2 ) = Ω(2 l/2 /l 2 ). On the other hand, we have SDP solutions for Φ for c n rounds (with c = c (k)) with FRAC(Φ) = m. By Lemma 6.4 G has a vector coloring 2 log(k+1) colors for the SDP obtained by c n/k = cN rounds of Lasserre, where c depends only on k (which depends only on l).
Chromatic Number
We now modify the graph and the SDP solution constructed in the previous section to get strong gaps for Chromatic Number. As in the case of independent sets, we define the product graph G r Φ = (V r Φ , E ) for GΦ as above. Two vertices { (Ci 1 , α1) , . . . , (Ci r , αr)} and { (C i 1 , α 1 
Note that the edge set EΦ is slightly different than it was in the case of independent set. C(i1, . . . , ir) is defined as before C(i1, . . . , ir) = {{ (Ci 1 , α1) , . . . , (Ci r , αr)} | ∧j Ci j (αj) = 1}
We argue that if GΦ has a vector coloring with l colors, then GΦ has a vector coloring with l r colors. We think of the l r colors as r-tuples of values in [l] . Hence, a partial assignment assigns to each vertex a tuple in [l] r .
Claim 6.7. If there is a feasible solution for the l-coloring SDP for GΦ obtained by t rounds of the Lasserre hierarchy, then there is also a feasible solution for the SDP for l r -coloring the graph G r Φ obtained by t rounds.
Proof. We define the vector V (S,γ) for all S ⊆ V r Φ , |S| ≤ t and γ ∈ ([l] r ) S . Each vertex v ∈ S is of the form {( (Ci 1 , α1) , . . . , (Ci r , αr))}. , α) , lj) and ((Ci, α), l j ) which assign different colors to the same vertex. If this is the case for any set Pj, we take V (S,γ) = 0. Otherwise, for each set Pj, we can define the set Sj of vertices of GΦ that are contained in Pj and also a partial assignment γj ∈ [l] S j , since every vertex of Sj gets a unique color by assumption. In this case, we define V (S,γ) by tensoring assignment vectors in each coordinate. Formally, The following claim completes the proof of the lemma.
Claim 6.8. The vectors V (S,γ) satisfy all conditions of the t-round SDP for l r -coloring of G r Φ .
We now prove the integrality gap for Chromatic Number by similar arguments as in Theorem 5.3.
Theorem 6.9. There exist constants c1, c2, c3 > 0 and graphs G on N vertices, for arbitrarily large N such that 1. The chromatic number of G is Ω " Proof. We construct the graph G by sampling M cliques of the form C(i1, . . . , ir) from G r Φ , and considering the subgraph induces by their vertices. The size of the independent sets is small w.h.p. over the choice of G. We again choose k = δ log n for some small constant δ, and let r = log n/(log log n) for a large n. Applying Corollary 6.2 with = 1/2 gives an instance Φ of MAX k-CSP(PA) with k/2 k ≤ s ≤ 3k/2 k . (Note that here s = OPT k (Φ)/m). The number of assignments to each constraint is exactly l = 2 log(k+1) ≤ 2k. We again pick M = 100nr · (2 kr /k r ). With high probability over the choice of G, the size of the maximum independent set in G is at most 2M s r . The number of vertices in G is
and hence the chromatic number of G is at least (l r /2s r ), which is N 2 c 1 √ log N log log N for some constant c1, with our parameters.
We can again take the Lasserre vectors corresponding to sets of vectors in G, to be the same as the vectors for the corresponding sets in G r Φ . By Claim 6.7 the number of colors in the vector coloring is l r , which is at most 2 c 2 √ log N log log N for some constant c2. Also, the number of rounds is Ω " n k·β 25 " , which is Ω " 2 c 3 √ log N log log N " for c3 > 0, if δ (in choosing k = δ log n) is small enough.
GAPS FOR VERTEX COVER
We show the following integrality gap for Minimum Vertex Cover.
Theorem 7.1. For any given > 0, there exists δ = δ( ) > 0 and an infinite family of graphs such that for graphs in the family, with N vertices, the integrality gap for the SDP relaxation for Minimum Vertex Cover obtained by Ω(N δ ) rounds of the Lasserre hierarchy, remains at least 1.3606− .
The proof uses the reduction by Dinur and Safra [9] and gives vector transformation for each step of the reduction. We defer the details to the full version of the paper.
