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ВВЕДЕНИЕ 
 
 Изучение курса «Методы численного анализа» предусмотрено об-
разовательным стандартом и учебным планом подготовки специали-
стов специальности 1-31 03 06  «Экономическая кибернетика». Данная 
дисциплина входит в цикл общепрофессиональных и специальных 
дисциплин указанной специальности. 
 Характерной особенностью современного этапа развития экономи-
ки следует считать резкое повышение требований к квалификации ра-
ботников производства и управления, а также «виртуализацию» так 
называемого социального заказа на подготовку экономистов-
кибернетиков агропромышленного комплекса. Содержание образова-
тельного процесса в вузах достаточно жестко определяется государ-
ственными образовательными стандартами высшего профессионально-
го образования, которые предусматривают выпуск конкурентно спо-
собных на рынке труда специалистов. Последние должны формировать 
у себя прочные теоретические и практические навыки самообразова-
ния, что возможно в современных условиях только при наличии долж-
ного уровня информационной культуры. 
 Тексты лекций по курсу «Методы численного анализа» направле-
ны на формирование теоретической и практической углубленной под-
готовки студентов по специализации в области применения численных 
методов. Изучение курса базируется на дисциплинах: «Вычислитель-
ные методы алгебры», «Функциональный анализ и интегральные урав-
нения», «Теория алгоритмов», «ЭВМ и программирование», «Про-
граммное обеспечение ЭВМ», «Математический анализ». 
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Тема 1 ИНТЕРПОЛИРОВАНИЕ ФУНКЦИЙ 
Лекция 1 Интерполирование с равноотстоящими узлами 
 
1 Постановка задачи интерполирования. 
2 Примеры интерполяционных функций. 
3 Конечные разности и их свойства. 
 
1 Постановка задачи интерполирования 
 Рассмотрим на отрезке ],[ ba  некоторую m – кратно дифференци-
руемую функцию )(xf . Пусть в 0k  точках 00030201 ,...,,, kxxxx  из-
вестны ее значения )(),...,(),(),(
00030201 k
xfxfxfxf , в 1k  точках 
11131211
,...,,, kxxxx  известны значения первой производной 
)(),...,(),(
11
)1(
12
)1(
11
)1(
kxfxfxf  и в mk  точках известны значения m –ой 
производной )(),...,(),( )(2
)(
1
)(
mmk
m
m
m
m
m xfxfxf . Значения функции и 
ее производных называются данными интерполирования, а точки ijx  
– узлами интерполирования. 
 Задача интерполирования заключается в отыскании функции 
)(x  из некоторого класса   такой, что выполняется условие 
iij
i
ij
i kjmixfx ,...,2,1,,...,2,1),()( )()(  .      (1.1) 
Пусть mkkkn  ...10 . Рассмотрим на отрезке ],[ ba  последова-
тельность линейно независимых m – кратно дифференцируемых функ-
ций: )(),...,(),( 21 xxx n . В качестве семейства   возьмем всевоз-
можные линейные комбинации первых n  функций с произвольными 
коэффициентами 
)(...)()()( 2211 xaxaxax nn  . 
Из условия (1.1) получим систему линейных алгебраических уравне-
ний для определения коэффициентов niai ,...,2,1,   
)()(...)()( )()(
)(
22
)(
11 ij
i
ij
i
nnij
i
ij
i
xfxaxaxa   . (1.2) 
Система (1.2) будет иметь единственное решение в том случае, если ее 
определитель отличен от нуля. 
  6 
2 Примеры интерполяционных функций 
 Приведем примеры интерполяционных функций. 
 1. Рассмотрим следующую систему линейно независимых функ-
ций: ...,,...,,,,1
32 nxxxx . Тогда семейством   является совокупность 
алгебраических многочленов вида 
nn
nnn
n axaxaxaxaxP  

1
2
2
1
10 ...)( .        (1.3) 
 Геометрически это означает, что нужно найти алгебраическую 
кривую )(xPy n , проходящую через систему точек 
),....,2,1(),( niyxM iii   (Рис. 1.1). 
 
У
Х
0 Х0 Х1 Х2 Хn
М0
М1
М2
Мn
Y=f(x)
Y=P (x)n
 
Рис.1.1 Интерполяционный многочлен 
Система уравнений, из которой определяются коэффициенты ia  из 
(1.3), будет 
)(...)( 1
2
2
1
10 inin
n
i
n
i
n
iin xfaxaxaxaxaxP  

.    (1.4) 
Ее определитель является определителем Вандермонда, и он отличен 
от нуля для различных между собой значениях ix . 
 Интерполирование полиномами вида (1.3) называется алгебраиче-
ским. 
 2. Для интерполирования периодических функций с периодом 2  
применяется система тригонометрических функций: 
...,3sin,3cos,2sin,2cos,sin,cos,1 xxxxxx . Линейная комбинация пер-
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вых 12 n  функций является тригонометрическим многочленом сте-
пени n  



n
k
kkn kxbkxaax
1
0 )sincos()( .  (1.5) 
Интерполирование с помощью полиномов (1.5) называется тригоно-
метрическим. 
 Пусть для функции )(xf  построена интерполирующая функция 
)(x . Тогда, если определяется значение )(xf  в точке x , лежащей 
внутри отрезка ],[ ba  интерполирования, то такое восстановление 
функции называется интерполяцией. Если же точка x  лежит вне от-
резка ],[ ba , то такое восстановление функции называется экстрапо-
ляцией. 
 
3 Конечные разности и их свойства 
 Конечные разности в вычислительной математике имеют значение, 
аналогичное дифференциалам в анализе бесконечно малых величин. 
 Пусть даны равноотстоящие друг от друга узлы 
,...)2,1,0(0  kkhxxk  и известны соответствующие значения 
функции )()( 0 khxfxfy kk  . Здесь 1 kk xxxh  – некоторое 
фиксированное значение аргумента. 
 Конечными разностями нулевого порядка называются величины 
ky равные значениям функции )( kxf  в узлах kx . Конечными разно-
стями первого порядка называются величины 
.,...,
,),()(
1232
12100010
kkk yyyyyy
yyyxfhxfyyy



     (1.6) 
Конечные разности второго порядка определяются равенствами по 
отношению к разностям первого порядка 
.2
,...,,
121
2
121
2
010
2
kkkkkk yyyyyy
yyyyyy



 
Разности n-го порядка определяются по формуле  
...,2,1,0,11
1  
 kyyy k
n
k
n
k
n .     (1.7) 
  8 
 Конечные разности любого порядка легко выражаются через зна-
чения функции 
.)1()1(...
!2
)1(
!1 0
0210 

 


n
i
in
i
n
in
nnn
n yCyy
nn
y
n
yy   (1.8) 
 Доказательство проведем по индукции. Пусть эта формула верна 
для kn  . Покажем, что она будет верна и при 1 kn . 











 


 
 
1
1
1
00
1
1
1
1
1
0 0
1010
1
)()1()1()1(
)1()1(
ik
i
k
k
i
i
k
i
k
i
k
i
ik
i
k
i
ik
i
k
i
k
i
k
i
ik
i
k
i
ik
i
k
ikkk
yCCyCyC
yCyCyyy
 




 


 1
1
0
)
)!1()!1(
!
)!(!
!
()1( ik
k
i
i y
iki
k
iki
k
 


 


 ik
k
i
i yiik
iki
k
1
1
0
))1(
)!1(!
!
()1(  
ik
i
k
k
i
i
ik
k
i
i yCy
iki
k






 


 11
1
0
1
1
0
)1(
)!1(!
)!1(
)1( . 
Аналогично доказывается формула 
.)1(...
!2
)1(
!1
0
0
000
2
00 yyCyy
nn
y
n
yy n
n
i
ini
n
n
n 

 

 (1.9) 
Из определения конечных разностей вытекают следующие свойства 
1. если )()()( xvxuxf  , то )()()( xvxuxf  ; 
2. если )()( xucxf  , constc  , то )()( xucxf  ; 
3. конечные разности n –го порядка от многочлена степени n по-
стоянны consthanxP nn
n  0!)( , а 0)(
1   xPn
n ; 
4. )())(( xfxf nmnm  . 
Таблицу конечных разностей обычно располагают следующим обра-
зом: 
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Таблица 1.1 Конечные разности 
 
Лекция 2 Интерполяционные формулы Ньютона 
 
1 Теорема о существовании интерполяционного многочлена. 
2 Первая интерполяционная формула Ньютона. 
3 Вторая интерполяционная формула Ньютона. 
 
1 Теорема о существовании интерполяционного многочлена 
 Пусть на отрезке ],[ ba  в 1n  узле ),..,2,1,0(0 nkkhxxk   
заданы значения ограниченной функции )(xf : 
)(),...,(),(),( 221100 nn xfyxfyxfyxfy  . Поставим задачу 
нахождения полинома )(xPn  степени не выше n  такого, чтобы выпол-
нялось условие 
nixPxf ini ,...,1,0),()(  .    (1.10) 
 Теорема 1. Существует и притом единственный многочлен степе-
ни не выше n , для которого выполняется условие (1.10). 
x f  f  f2  f3  f4  f5  f6  
x0 f0       
  
0f       
x1 f1  
0
2 f      
  
1f   0
3 f     
x2 f2  
1
2 f   0
4 f    
  
2f   1
3 f   0
5 f   
x3 f3  
2
2 f   1
4 f   0
6 f  
  
3f   2
3 f   1
5 f   
x4 f4  
3
2 f   2
4 f    
  
4f   3
3 f     
x5 f5  
4
2 f      
  
5f       
x6 f6       
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 Доказательство. Пусть многочлен )(xPn  имеет вид (1.3). Исполь-
зуя (1.10), для определения коэффициентов ia , получим систему (1.4) 
линейных алгебраических уравнений, которую запишем в виде 
),(... 001
2
02
1
0100 xfaxaxaxaxa nn
nnn
 

 
),(... 111
2
12
1
1110 xfaxaxaxaxa nn
nnn
 

 
.  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  (1.11) 
.)(... 1
2
2
1
10 nnnn
n
n
n
n
n
n xfaxaxaxaxa  

 
Определитель системы (1.11) является определителем Вандермонда и 
имеет вид 




n
ji
ji
ji xxD
0,
0)( . 
Следовательно, для системы различных между собой узлов система 
(1.11) имеет единственное решение. Теорема доказана. 
 
2 Первая интерполяционная формула Ньютона 
 Очевидно, что условие (1.10) эквивалентно условию 
nmyxP mn
m ,...,2,1,)( 00  .   (1.12) 
Будем искать интерполяционный полином в виде 
.)(...)()(...)()( 110010  nnn xxxxxxaxxaaxP    (1.13) 
Из (1.13) при 0xx   сразу получим 000 )( ayxPn  . Найдем первую 
конечную разность 
hxxxxxxnahxxahaxP nnn )(...)()(...)(2)( 210021  . 
Применяя (1.12), для коэффициента 1a  получим выражение 
h
y
a
!1
0
1

 . 
Аналогично, учитывая (1.12), для второй конечной разности справед-
лива формула 220
2
0
2 12)( hayxPn   и, следовательно, 
2
0
2
2
!2 h
y
a

 .  
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 Продолжая наши рассуждения, запишем формулу для любого ia : 
i
i
i
hi
y
a
!
0 . Подставляя в (1.13) выражения для коэффициентов ia  че-
рез конечные разности, получим первую интерполяционную форму-
лу Ньютона 
)(...))((
!
...)(
!1
)( 110
0
0
0
0 



 nn
n
n xxxxxx
hn
y
xx
h
y
yxP . (1.14) 
 При 0h  справедливы следующие пределы 
n
n
h
k
xx
k
k
k
k
h
xxxxxxxy
dx
yd
h
y
)()(...)(lim),(lim 010
0
0
)(0
0
0















. 
Отсюда следует, что при 0h  интерполяционный полином (1.14) 
принимает вид полинома Тейлора 
.)(
!
)(
...)(
!2
)(
))(()()( 0
0
)(
2
0
0
)2(
00
)1(
0
n
n
n xx
n
xy
xx
xy
xxxyxyxP 
 
 Для практических целей формулу Ньютона (1.14) удобнее записы-
вать в несколько ином виде. Введем переменную 
h
xx
q 0

 . Тогда 
qhxx  0 . Таким образом, для полинома )(xPn  получим выражение 
00
2
00
!
)1)...(2)(1(
...
!2
)1(
))(( y
n
nqqqq
y
qq
yqyqxP nn 



 .(1.15) 
 Формулу (1.15) выгодно использовать для интерполирования в 
окрестности начального значения 0x . Поэтому ее часто называют 
формулой для интерполирования вперед. В этой формуле из таблицы 
конечных разностей используются 0f
k  верхней диагонали. 
 Остаточный член в формуле (1.15) имеет вид 
)(
)!1(
))...(1(
)( )1(1 


 nnn f
n
nqqq
hxR , 
где   – некоторая внутренняя точка наименьшего промежутка, содер-
жащего все узлы nixi ...,,2,1,   и точку x . При наличии дополнитель-
  12 
ного узла 1nx  на практике пользуются более удобной приближенной 
формулой 
))...(1(
)!1(
)( 0
1
nqqq
n
y
xR
n
n 




. 
При 1n  из (1.15) получается формула линейного интерполирования 
001 )( yqyxP  . 
При 2n  из (1.15) имеет место формула параболического или квадра-
тического  интерполирования 
0
2
002
!2
)1(
)( y
qq
yqyxP 

 . 
 
3 Вторая интерполяционная формула Ньютона 
 Первая интерполяционная формула Ньютона практически неудоб-
на для интерполирования функций в конце таблицы. Поэтому когда 
точка интерполирования лежит вблизи точки nx  удобно пользоваться 
второй интерполяционной формулой Ньютона, которая имеет вид 
)(...))((
!
...)(
!1
)( 11 xxxxxx
hn
y
xx
h
y
yxP nnn
n
n
n
n
nn 



  . (1.16) 
Вводя новую переменную 
h
xx
q 0

 , эту формулу перепишем в виде 
.
!
)1)...(2)(1(
...))(( 01 y
n
nqqqq
yqyqxP nnnn 

       (1.17) 
В формуле (1.17) из таблицы конечных разностей используются i
k f  
нижней диагонали. 
 Остаточный член формулы (1.17) имеет вид 
)(
)!1(
))...(1(
)( )1(1 


 nnn f
n
nqqq
hxR , 
где точка   имеет тот же смысл, что и ранее. 
 Отметим, что формулы Ньютона используются и для экстраполи-
рования функций. Если 0xx  , то для экстраполирования назад ис-
пользуют первую интерполяционную формулу Ньютона. Если 0xx  , 
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то для экстраполирования вперед используют вторую интерполяцион-
ную формулу Ньютона. Следует заметить, что операция экстраполиро-
вания менее точна, чем операция интерполирования в узком смысле. 
 
Лекция 3 Интерполирование внутри таблицы 
 
1 Первая и вторая интерполяционные формулы Гаусса. 
2 Интерполяционная формула Ньютона-Стирлинга. 
3 Интерполяционная формула Ньютона-Бесселя. 
 
1 Первая и вторая интерполяционные формулы Гаусса 
 Основным недостатком интерполяционных формул Ньютона явля-
ется то, что они используют лишь односторонние значения функции. 
На практике часто оказывается полезным использовать формулы, в 
которых присутствуют как последующие, так и предыдущие значения 
функции по отношению к ее начальному значению 0y . 
 Рассмотрим 12 n  равноотстоящих узлов 
nnn xxxxxxx ,...,,,,,...,, 21011  , в которых заданы значения некоторой 
функции nnixfy ii ,...,),(  . Требуется найти полином степени не 
выше n2 , такой, чтобы выполнялось условие 
 
nixfyxP iiin  ,...,2,1,0),()(2 .            (1.18) 
Будем искать полином в виде 
 ))()(())(()()( 21031020102 xxxxxxaxxxxaxxaaxP n  
.)(...))()((...)(... 10112 nnn xxxxxxxxxxa     (1.19) 
Поступая по аналогии с выводом первой интерполяционной формулы 
Ньютона, для коэффициентов ia  получим следующие выражения 
,...,
!4
,
!3
,
!2
,
!1
,
4
2
4
43
1
3
32
1
2
2
0
100
h
y
a
h
y
a
h
y
a
h
y
aya 







  
n
n
n
nn
n
n
n
hn
y
a
hn
y
a
2
2
212
1
12
12
)!2(
,
)!12(









 .    (1.20) 
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Введем новую переменную 
h
xx
q 0

  и, подставляя преобразованные 
выражения для коэффициентов (1.20) в соотношение (1.19), получим 
первую интерполяционную формулу Гаусса (для интерполирования 
вперѐд) 













)!12(
)1)...(1()1)...(1(
...
!4
)2)(1()1(
!3
)1()1(
!2
)1(
)(
2
4
1
3
1
2
002
n
nqqqqnq
y
qqqq
y
qqq
y
qq
yqyxP n
 
.
)!2(
))...(1()1)...(1( 2
1
12
n
n
n
n y
n
nqqqqnq
y 
 

  (1.21) 
 Разности ...,,,,,,, 3
6
2
5
2
4
1
3
1
2
0   yyyyyy  используе-
мые в этой формуле, образуют нижнюю ломаную линию в таблице 
разностей 1.2. 
Если полином )(2 xP n  искать в виде 
,)(...))()((...)()(...
)(...)())()()((...
))()(())(()()(
110121
011210124
10130120102






nnnn
nn
n
xxxxxxxxxxaxx
xxxxaxxxxxxxxa
xxxxxxaxxxxaxxaaxP
 
то аналогично (1.21) можно получить вторую интерполяционную 
формулу Гаусса (для интерполирования назад) 




  2
3
1
2
102
!3
)1()1(
!2
)1(
)( y
qqq
y
qq
yqyxP n  





 
)!12(
)1)...(1()1)...(1(
...
!4
)2)(1()1(
2
4
n
nqqqqnq
y
qqqq
 
.
)!2(
))...(1()1)...(1( 212
n
n
n
n y
n
nqqqqnq
y 
 

  (1.22) 
 Разности ...,,,,,,, 3
6
3
5
2
4
2
3
1
2
1   yyyyyy  используе-
мые в этой формуле, образуют верхнюю ломаную линию в таблице 
разностей 1.2. 
 Формулы Гаусса применяются для интерполирования в середине 
таблицы вблизи x0. При этом первая формула Гаусса (1.21) применяет-
ся при x>x0, а вторая (1.22) – при x<x0. 
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Таблица 1.2 Диагональная таблица разностей 
x  y  y  y2  y3  y4  y5  y6  
4x  4y  
      
  
4y       
3x  3y  
 
4
2
 y  
    
  
3y   4
3
 y  
   
2x  2y  
 
3
2
 y  
 
4
4
 y  
  
  
2y   3
3
 y  
 
4
5
 y  
 
1x  1y  
 
2
2
 y  
 
3
4
 y  
 
4
6
 y  
  
1y   2
3
 y  
 
3
5
 y  
 
0x  0y  
 
1
2
 y  
 
2
4
 y  
 
3
6
 y  
  
0y   1
3
 y  
 
2
5
 y  
 
1x  1y  
 
0
2 y   1
4
 y  
 
2
6
 y  
  
1y   0
3y   1
5
 y  
 
2x  2y  
 
1
2 y   0
4 y    
  
2y   1
3y     
3x  3y  
 
2
2 y      
  
3y       
4x  4y  
      
 
2 Интерполяционная формула Ньютона-Стирлинга 
 Среднее арифметическое первой (1.21) и второй (1.22) формул 
Гаусса дает интерполяционную формулу Ньютона-Стирлинга 




 

2!3
)1(
!22
)( 2
3
1
32
1
2
2
10
02
yyqq
y
q
q
yy
yxP n  





 
)!12(
)1)...(1()1)...(1(
...
!4
)1(
2
4
22
n
nqqqqnq
y
qq
 
n
nn
n
n
n
y
n
nqqqyy









 2
222212
1
12
)!2(
))1()...(1(
2
. 
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Остаточный член интерполяционной формулы Ньютона-Стирлинга 
имеет вид  )(
)!12(
))...(1(
)( )12(
2222
12
2 



 nnn f
n
nqqq
hxR , 
где точка   принадлежит отрезку, содержащему узлы nhx 0 , nhx 0  
и точку x . 
 
3 Интерполяционная формула Ньютона-Бесселя 
 Кроме формулы Ньютона-Стирлинга для 22 n  равноотстоящих 
узлов 121011 ,...,,,,,...,,  nnn xxxxxxx  часто используют интерполя-
ционную формулу Ньютона-Бесселя,  которая имеет вид 














2!4
)2)(1)(1(
!3
)1()
2
1
(
2!2
)1(
)
2
1
(
2
)(
1
4
2
4
1
3
0
2
1
2
0
10
12
yyqqqq
y
qqq
yyqq
yq
yy
xP n
 


 
2)!2(
)1)()...(1(
... 1
22
n
n
n
n yy
n
nqnqqq
 
n
n y
n
nqnqqqqq




 12
)!12(
)1)()...(1)(1()
2
1
(
. 
Остаточный член интерполяционной формулы Ньютона-Бесселя сле-
дующий 
)(
)!22(
)1)()...(1(
)( )22(2222 




 nnn f
n
nqnqqq
hxR , 
где точка   принадлежит отрезку, содержащему узлы nhx 0 , 
hnhx 0  и точку x . 
 Формулы с центральными разностями следует использовать, когда 
интерполирование проводится в середине таблицы. Если при этом 
25.0q , то целесообразно применять интерполяционную формулу 
Ньютона-Стирлинга, а при 75.025.0  q  – интерполяционную фор-
мулу Ньютона-Бесселя. 
 Следует отметить, что все приведенные выше формулы являются 
различными формами записи интерполяционного многочлена и поэто-
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му любая из них может быть использована для интерполирования 
функции. Однако с вычислительной точки зрения они не равноценны. 
Каждая форма записи организована таким образом, что для соответ-
ствующего случая расположения точки интерполирования x , в первую 
очередь вычисляются слагаемые, влияние которых на результат наибо-
лее существенен. 
 Замечание. При интерполировании функций, заданных таблицей с 
постоянным шагом h  аргумента, рекомендуется руководствоваться 
следующими правилами: 
 1. Составляя таблицу разностей, определяют максимальный поря-
док разностей, которые ведут себя правильно. Это означает следую-
щее. Обычно значения функции в таблице приближенные. Если их 
предельная абсолютная погрешность может достигать половины еди-
ницы последнего разряда, то погрешность в разностях первого порядка 
может достигать уже единицы последнего разряда, в разностях второго 
порядка – двух единиц последнего разряда и т.д. 
 Для гладких функций обычно разности убывают с порядком, при 
некотором порядке становятся почти постоянными, и, следовательно, 
разности следующего порядка будут малы, но из-за неточности значе-
ний функции в дальнейшем с увеличением порядка разности начинают 
расти, имея беспорядочные знаки. Они-то уже и будут неправильными 
и их нельзя использовать при интерполировании. 
 2. Определив наивысший порядок разностей, которые можно ис-
пользовать при интерполировании, выбирают интерполяционную фор-
мулу. Если значение x  находится близко к началу отрезка ],[ ba , то 
при интерполировании нужно использовать формулу Ньютона для ин-
терполирования вперед, а при x  близких к концу отрезка – формулу 
Ньютона для интерполирования назад, так как только эти формулы 
допускают использование правильных разностей до максимального 
порядка. Если же значения x , для которого нужно вычислить значение 
функции, находится на отрезке ],[ 1ii xx , то нужно применять формулы 
Стирлинга или Бесселя, применяя за начальный узел в них узел ix  или 
1ix  в зависимости от того, который из них ближе к x . При этом при-
меняется формула Стирлинга, если 25.0q  и формула Бесселя при 
75.025.0  q . Кроме того, при использовании формулы Стирлинга 
необходимо учитывать последнюю правильную разность нечетного 
порядка, а при использовании формулы Бесселя – последнюю пра-
вильную разность четного порядка. 
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Лекция 4 Интерполирование функций для                              
неравноотстоящих узлов 
 
1 Разностные отношения и их свойства. 
2 Интерполяционный многочлен Лагранжа. 
3 Погрешность формулы Лагранжа. 
 
1 Разностные отношения и их свойства 
 В том случае, когда значения аргумента являются неравноотстоя-
щими для исследования и вычисления функции используются разност-
ные отношения (разделенные разности). Пусть на отрезке ],[ ba  заданы 
произвольные попарно различные узлы интерполирования 
nn xxxxx ,,...,,, 1210  , в которых известны значения некоторой функции 
)(xf : )(),...,(),(),( 221100 nn xfyxfyxfyxfy  . 
 Разностными отношениями первого порядка называются вели-
чины 
,
)()(
),(,
)()(
),(
12
12
21
01
01
10
xx
xfxf
xxf
xx
xfxf
xxf





  
kk
kk
kk
xx
xfxf
xxf






1
1
1
)()(
),(,..., .  (1.23) 
По разностным отношениям первого порядка составляются разностные 
отношения второго порядка 
,
),(),(
),,(
02
1021
210
xx
xxfxxf
xxxf


  
....,
),(),(
),,(
13
2132
321
xx
xxfxxf
xxxf


   (1.24) 
Разностные отношения любого порядка ,...)3,2,1( nn  определяются 
при помощи разностных отношений предыдущего порядка 1n  по 
формуле 
0
110121
110
),...,,(),,...,,(
),,...,,(
xx
xxxfxxxxf
xxxxf
n
nnn
nn


  .    (1.26) 
 Используя определение, можно показать, что разностное отноше-
ние является симметрической функцией своих аргументов так, что вы-
полняется равенство 
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),,...,,,...,,(),,...,,,...,,( 11101110 nniinnii xxxxxxfxxxxxxf   .   (1.27) 
 Лемма 1. Если )(xPn  полином степени n , то его конечная раз-
ность 1n  порядка равна нулю для любой системы попарно различ-
ных между собой чисел nn xxxxxx ,,...,,,, 1210   
0),,...,,,,( 1210  nnn xxxxxxP .     (1.28) 
 Доказательство. Так как полином )()( 0xPxP nn   имеет корень в 
точке 0x , по определению, получим 
)(
)()(
),( 1
0
0
0 xP
xx
xPxP
xxP n
nn
n 


 . 
С учетом (1.24) полином ),(),( 010 xxPxxP nn   обращается в нуль в 
точке 1x  и вторая конечная разность будет полиномом степени 2n  
)(
),(),(
),,( 2
1
010
10 xP
xx
xxPxxP
xxxP n
nn
n 


 . 
Продолжая аналогичные рассуждения, приходим к выводу, что 
,)(),,,...,,,,( 011210 constxPxxxxxxxP nnnn   
и, следовательно, для разностного отношения 1n  порядка справед-
ливо равенство (1.28). Лемма доказана. 
 Теперь получим выражения разностных отношений всех порядков 
через значения функции. Из определения разностного отношения пер-
вого порядка имеем 
01
1
10
0
10
)()(
),(
xx
xf
xx
xf
xxf



 .         (1.29) 
Для разностного отношения второго порядка получим 
 

 ),(),(
1
),,( 1021
02
210 xxfxxf
xx
xxxf  















01
1
10
0
12
2
21
1
02
)()()()(1
xx
xf
xx
xf
xx
xf
xx
xf
xx
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.
))((
)(
))((
)(
))((
)(
1202
2
2101
1
2010
0
xxxx
xf
xxxx
xf
xxxx
xf





     (1.30) 
Докажем, что 
      



 

n
i niiiiii
i
nn
xxxxxxxx
xf
xxxxxf
0 110
1210
......
)(
),,...,,,(  

 

n
i i
i
x
xf
0 )(
)(

,   (1.31) 
где 


n
j
jxxx
0
)()( , а )( ix  значение производной от )(x  в точке 
ix . 
 Доказательство проведем по индукции. Пусть формула верна для 
kn  . Тогда 
 









 



  01
0
1
1
110 :
)(
)(
)(
)(
),,...,,( xx
x
xf
x
xf
xxxxf k
k
i i
i
k
i i
i
kk


 








k
i ki
kiii
kk xxx
xxxxxf
xxxxxx
xf
1 01
10
10010
0
))((
))((
))()...((
)(

 








1
111101
1
)(
)(
))...()((
)( k
i i
i
kkkk
k
x
xf
xxxxxx
xf

. 
 Приведем еще выражение любого значения )( nxf  функции через 
начальное значение )( 0xf  и разностные отношения 
...),,,(),,( 21010 xxxfxxf  для начальной точки 0x . Из определения 
),( 10 xxf  вытекает равенство 
),()()()( 100101 xxfxxxfxf  .  (1.32) 
На основании соотношений (1.32) и (1.30) будем иметь 
 ),()()(),()()()( 10010211212 xxfxxxfxxfxxxfxf  
  ),,()(),()( 210022112 xxxfxxxxfxx  
.),,())((),()()( 210120210020 xxxfxxxxxxfxxxf   
Используя индукцию, получим 
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 ....),,())((),()()()( 210101000 xxxfxxxxxxfxxxfxf nnnn  
.),...,,,()(...)( 21010 nnnn xxxxfxxxx    (1.33) 
 Отметим некоторые свойства разностных отношений 
1. Свойство аддитивности. Если )()()( xvxuxf  , то 
),(),(),( 101010 xxvxxuxxf  . 
2. Свойство подобия. Если )()( xcuxf  , где constc  , то 
),(),( 1010 xxcuxxf  . 
3. Свойство симметрии. Разностное отношение 
),,...,,( 110 nn xxxxf   есть симметричная функция своих аргу-
ментов (см. (1.27)). 
4. Если )(xf  есть многочлен степени n , то разностное отноше-
ние n -го порядка ),...,,( 10 nxxxf не зависит от nxxx ,...,, 10  и 
равняется коэффициенту при старшей степени x  в многочлене 
)(xf . Все разностные отношения порядка большего n  равны 
нулю (см. лемму 1). 
 Установим связь между разностными отношениями и конечными 
разностями. Предположим, что значения аргумента nxxx ,...,, 10  явля-
ются равноотстоящими nhxxhxxx n  0010 ,...,,, . Тогда получим 
.
!1
)()(
),(),( 0
00
00
0010
h
y
xhx
xfhxf
hxxfxxf




  (1.34) 
Для разностного отношения второго порядка имеем 
.
!2!1!12
1),(),(
)2,,,(),,(
2
0
2
01
02
1021
000210
h
y
h
y
h
y
hxx
xxfxxf
hxhxxfxxxf






 







 
И для n -го разностного отношения имеет место равенство 
n
n
hn
y
nhxhxxf
!
),...,,( 0000

 .        (1.35) 
2 Интерполяционный многочлен Лагранжа 
 Рассмотренные в лекциях 1-3 формулы, пригодны лишь для случая 
равноотстоящих узлов. Построим формулу для произвольного распо-
ложения узлов интерполирования. 
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 Пусть на отрезке ],[ ba  заданы произвольные попарно различные 
узлы интерполирования nn xxxxx ,,...,,, 1210  , в которых известны зна-
чения некоторой функции
 
)(xf : 
)(),...,(),(),( 221100 nn xfyxfyxfyxfy  . Построим полином 
)(xLn , для которого выполняется равенство 
nixfxL iin ,...,1,0),()(  .  (1.36) 
 Решим сначала вспомогательную задачу и построим полином 
)(, xP in  степени n , удовлетворяющий следующему условию 






.,1
,0
)(,
jiпри
jiпри
xP jin    (1.37) 
Из условия (1.37) следует, что полином )(, xP in  имеет n  корней в узлах  
nnii xxxxxxx ,,...,,,...,,, 111210  . Следовательно, он может быть записан в 
виде 
))...()()...()(()( 1110, niiiin xxxxxxxxxxkxP   . 
Так как 1)(, iin xP , то для коэффициентов ik  получаем выражение 
  11110 ))...()()...()((

  niiiiiiii xxxxxxxxxxk . 
Очевидно, что тогда полином )(xLn , удовлетворяющий (1.36), можно 
записать в виде 



n
i
iinn yxPxL
0
, )()( .   (1.38) 
Формула (1.38) называется интерполяционной формулой Лагранжа. 
Обычно формулу Лагранжа записывают в другом виде. Рассмотрим 
полином )(x степени 1n  
))...()()()...()(()( 1110 niii xxxxxxxxxxxxx   . 
Для первой производной справедливо выражение 





n
j
n
ji
i
ixxx
0 0
)()( . 
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С учетом введенных обозначений полином Лагранжа записывается в 
виде 

 

n
i ii
i
n
xxx
y
xxL
0 )()(
)()(

 .  (1.39) 
 В отношении вычислений формула Лагранжа удобна при интерпо-
лировании многих функций в одной точке x , так как значения мно-
жителей )(xki  можно вычислить однажды и для всех функций. Фор-
мула Лагранжа имеет и существенный недостаток. Так при прибавле-
нии одного или нескольких узлов (например, когда точность мала) все 
вычисления необходимо производить заново. В формуле не только 
добавляются новые члены, но необходимо пересчитывать и все ранее 
найденные члены суммы, так как в них появляются новые множители. 
 
3 Погрешность формулы Лагранжа 
 Проводя интерполирование по формуле (1.39), мы допускаем не-
которую погрешность   )()( xLxfxR nn  , которая является нулевой 
в общем случае только в узлах интерполирования. Будем считать, что 
на отрезке интерполирования ],[ ba  функция )(xf  имеет все произ-
водные вплоть до 1n  порядка включительно. Рассмотрим вспомога-
тельную функцию 
  )()()( xkxLxfx n  . 
Очевидно, что )(x  имеет 1n  корней в узлах nn xxxxx ,,...,,, 1210  . 
Выберем произвольную точку  bax ,  и подберем постоянную k  так, 
чтобы выполнялось равенство 
  0)()()(  xkxLxfx n  . 
Тогда отсюда определяется значение k : 
 
)(
)(
x
xLxf
k n


 . При таком 
выборе k  функция )(x  имеет 2n  корня на отрезке интерполиро-
вания ],[ ba  и обращается в ноль на концах отрезков 
],[],...,,[],,[],...,,[],,[ 112110 nnii xxxxxxxxxx  . Следовательно, по теоре-
ме Ролля )(x  имеет 1n  корень на ],[ ba , )(x   имеет на ],[ ba  n  
корней и так далее, )()1( xn  имеет, по крайней мере, один корень на 
],[ ba  в некоторой точке  . Значит 0)!1()()( )1()1(   nkf nn  . 
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Подставляя k  из последнего выражения в предыдущее, получим вы-
ражение для погрешности интерполирования 
)(
)!1(
)(
)(
)1(
x
n
f
xR
n
n 




   (1.40) 
на отрезке ],[ ba . 
 Если известна постоянная )(max )1(
],[
1 xfM
n
bax
n


  , то для погреш-
ности интерполирования (1.40) можно воспользоваться оценкой 
)(
)!1(
)( 1 x
n
M
xR nn 

  .   (1.41) 
 
Лекция 5 Интерполяционные формулы Ньютона для          
неравноотстоящих узлов 
 
1 Первая и вторая интерполяционные формулы Ньютона. 
2 Минимизация остатка интерполирования. 
3 Оценка погрешности. Пример. 
 
1 Первая и вторая интерполяционные формулы Ньютона 
 Покажем, что, используя понятие разностных отношений, формулу 
Лагранжа можно записать в виде аналогичном первой и второй интер-
поляционным формулам Ньютона для равноотстоящих узлов. Пусть 
)(xLn  полином Лагранжа, для которого выполняется условие 
nixfxL iin ,...,1,0),()(  .      (1.42) 
Тогда 
xx
xLxL
xxL nnn



0
0
0
)()(
),(  и ))(,()()( 000 xxxxLxLxL nnn  . 
По определению, для второго разностного отношения имеем  
xx
xxLxxL
xxxL nnn



1
010
10
),(),(
),,( . 
Откуда ))(,,(),(),( 110100 xxxxxLxxLxxL nnn  . Последовательно 
выражая разностные отношения m -го порядка через отношения 1m -
го порядка по формуле  
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))(,...,,(),...,,(),...,,( 01010 mmnmnmn xxxxxLxxxLxxxL  , 
окончательно для полинома )(xLn  получим представление 


 ...))...()()(,...,,(...
))()(,,())(,()()(
11010
102100100
iin
nnnn
xxxxxxxxxL
xxxxxxxLxxxxLxLxL
 
.))...()()(,...,,,(
))...()()(,...,,(
1010
11010
nnn
nnn
xxxxxxxxxxL
xxxxxxxxxL

 
 
Учитывая (1.42) и то, что 0),...,,( 0 mn xxxL , получим первую интер-
поляционную формулу Ньютона для неравноотстоящих узлов 
 ...))()(,,())(,()()( 102100100 xxxxxxxfxxxxfxfxPn  
))...()()(,...,,,( 110210  nn xxxxxxxxxxf .  (1.43) 
 Аналогичным образом можно построить и вторую интерполяци-
онную формулу Ньютона для неравноотстоящих узлов, которая 
имеет вид 
  ))()(,,())(,()()( 1211 nnnnnnnnnn xxxxxxxfxxxxfxfxP
))...()()(,...,,,(... 11021 xxxxxxxxxxf nnnnn   . (1.44) 
Кроме формул (1.40) и (1.41) для оценки погрешности получим еще 
одну исходя из формулы Ньютона. Добавим к узлам 
nn xxxxx ,,...,,, 1210   еще один узел x , то есть точку, в которой вычис-
ляется значение функции )(xf . Тогда по формуле выражающей значе-
ния функции в узле через начальные разностные отношения, получим 
 ...))()(,,())(,()()( 102100100 xxxxxxxfxxxxfxfxf  
.))()...()(,,...,,(
))...()()(,...,,,(
1010
110210
nnn
nn
xxxxxxxxxxf
xxxxxxxxxxf




 
Заметим, что в правой части сумма всех слагаемых без последнего ин-
терполяционной формулой Ньютона (1.43). Тогда 
))()...()(,,...,,()()( 1010 nnnn xxxxxxxxxxfxPxf   , 
или  
),,...,,()()()()( 10 xxxxfxxPxfxR nn  . (1.45) 
Сравнивая формулы (1.40) и (1.45) получим, что 
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)!1(
)(
),,...,,(
)1(
10



n
f
xxxxf
n
n

. 
 
2 Минимизация остатка интерполирования 
 Пусть функция )(xf  приближается на отрезке ],[ ba  с помощью 
интерполяционного многочлена степени n  с узлами интерполяции 
],[,...,, 121,0 baxxxx n  . Рассмотрим выражение для погрешности в ви-
де (1.40) 
)(
)!1(
)(
)(
)1(
x
n
f
xR
n
n 




.   (1.46) 
 Поставим перед собой задачу путем выбора узлов интерполирова-
ния минимизировать погрешность на отрезке ],[ ba  для функции )(xf . 
Если считать, функция )()1( xf n  мало меняется на отрезке ],[ ba , то 
нам нужно на этом отрезке минимизировать величину )(x . Эта зада-
ча вплотную примыкает к задаче, решенной русским математиком 
П.Л.Чебышевым: 
Среди всех многочленов степени n  с коэффициентом равным еди-
нице при старшей степени найти многочлен, наименее уклоняю-
щийся от нуля на отрезке ]1,1[ . 
 Многочленом Чебышева, определенным на отрезке ]1,1[ , назы-
вается многочлен 
0),arccoscos()(  nxnxTn . 
Учитывая, что  
,)1cos(coscos2)sinsincos(cos
coscos2sinsincoscos)1cos(




nnnn
nnnn
 
и, считая xarccos , получим следующую рекуррентную формулу 
,...2,1),()(2)( 11   nxTxxTxT nnn .  (1.47) 
Приведем несколько частных выражений 
,34)(,12)(,)(,1)( 33
2
210 xxxTxxTxxTxT   
.,...188)( 244  xxxT  
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Из соотношения (1.47) вытекают следующие свойства многочленов 
Чебышева 
1. При четном n  многочлен содержит только четные степени x , 
а при нечетном n  – только нечетные степени x . 
2. Старший коэффициент многочлена Чебышева )(xTn  при 1n  
равен 12 n . 
3. Многочлен )(xTn  имеет n  действительных корней в интерва-
ле )1,1(  в точках 1,...,2,1,0,
2
)12(
cos 

 ni
n
i
xi

. 
4. Многочлен )(xTn  принимает максимальное по модулю значе-
ние в точках nm
n
m
xm ,...,2,1,0,cos 

, которые называются 
точками чебышевского альтернанса. При этом справедливо 
равенство mmn xT )1()(  . 
 Теорема 2. Среди всех многочленов степени n  со старшим коэф-
фициентом равным единице наименьшее значение максимума модуля 
на отрезке ]1,1[  имеет многочлен 
,...3,2,1),(2)( 1   nxTxT n
n
n . 
 Доказательство проведем методом от противного. Пусть суще-
ствует многочлен nn
nn
n xxxxP   

1
1
1 ...)(  такой, что спра-
ведливо неравенство 
n
nn xTxP


 1
]1,1[]1,1[
2)(max)(max .     (1.48) 
Тогда )()()(1 xPxTxR nnn   является многочленом степени 1n . Так 
как mmn xT )1()(  , то 0)(1  mn xR  в точках ,,...,, 420 xxx  и 
0)(1  mn xR  в точках ,...,, 531 xxx . Следовательно, )(1 xRn  меняет знак 
в n  точках интервалов ],[],...,,[],,[ 12110 nn xxxxxx  . Но многочлен сте-
пени 1n  не может иметь более 1n  корней. Поэтому соотношение 
(1.47) невозможно и для всякого многочлена )(xPn  должно выполнять-
ся неравенство 
)(max2)(max
]1,1[
1
]1,1[
xPxT n
n
n



 . 
Теорема доказана. 
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 Используем доказанную теорему для минимизации отклонения 
многочлена )(x  от нуля на отрезке ],[ ba . Отрезок ],[ ba  заменой пе-
ременных 
ab
ab
ab
x
t





2
 переводится в отрезок ]1,1[ . Поэтому, что-
бы многочлен )(x  наименее уклонялся от нуля, на отрезке ],[ ba  в 
качестве узлов интерполирования следует взять точки 
2
)( ababt
x kk

 , где 
)1(2
)12(
cos



n
k
tk  – корни многочлена Че-
бышева степени 1n . Тогда 
2
))(( ttab
xx kk

  и для величины 
отклонения )(x  от нуля справедлива формула 
12
1
11
1
1
1
2
)(
)(
2
)(
)(
2
)(
)(





 





n
n
nn
n
n
n ab
xT
ab
t
ab
x  . 
При указанном выборе узлов интерполирования из (1.46) для погреш-
ности формулы Лагранжа получим оценку 
12
1)1(
2
)(
)!1(
|)(|
|)(|

 


n
nn
n
ab
n
f
xR

.       (1.49) 
 
3 Оценка погрешности. Пример 
 Пример. Оценить, с какой погрешностью можно вычислить по 
формуле Лагранжа 5.100ln , если известны значения 
103ln,102ln,101ln,100ln . 
 В данном случае  
4
)4( 6)(,103,100,3,ln)(
x
xfbanxxf  . 
Вычислим значения величин, входящих в формулы (1.46), (1.41) и 
(1.49). 
16
15
5.25.15.05.0)5.100(,
100
6
)(max
4
)4(
],[


xf
bax
. 
По формуле (1.41) будем иметь 
9
43
10344.2
16!4100
156
|)5.100(5.100ln|)( 


 LxRn . 
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По формуле (1.49) результат будет следующий 
9
74
4
3 10582.1
2!4100
36
|)5.100(5.100ln|)( 


 LxRn . 
Из сравнения полученных результатов видно, что формула (1.49) дает 
более точное значение по отношению к (1.46), (1.41). 
 
Лекция 6 Обратное интерполирование 
 
1 Постановка задачи. 
2 Формулы для равноотстоящих и неравноотстоящих узлов. 
3 Интерполирование с кратными узлами. 
 
1 Постановка задачи 
 Часто на практике возникает задача об отыскании по заданному 
значению функции значения аргумента. Эта задача решается методом 
обратного интерполирования. 
 Если заданная функция монотонна, то обратное интерполирование 
проще всего осуществить путем замены функции аргументом и обрат-
но, и последующего интерполирования. 
 Если заданная функция не монотонна, то этим приемом воспользо-
ваться нельзя. Тогда не меняя ролями функцию и аргумент, записыва-
ем ту или иную интерполяционную формулу, используя известные 
значения аргумента и считая функцию известной, решаем полученное 
уравнение относительно аргумента. 
 Пусть на отрезке ],[ ba  заданы узлы интерполирования 
nn xxxxx ,,...,,, 1210   и известны соответствующие значения 
)(),...,(),(),( 221100 nn xfyxfyxfyxfy  . Теперь необходимо 
по заданному значению функции y  определить аргумент x , соответ-
ствующий этому значению. Для произвольной функции задача обрат-
ного интерполирования не может быть решена однозначно. Решение 
будет однозначным, если функция )(xf  монотонна на минимальном 
отрезке, содержащем узлы интерполирования. 
 
2 Формулы для равноотстоящих и неравноотстоящих узлов 
 Рассмотрим два случая. 
 Если узлы интерполирования равноотстоящие, то для решения 
поставленной задачи можно использовать метод последовательных 
  30 
приближений, который заключается в следующем. Пусть функция 
)(xf  монотонна и значение y  содержится между 0y  и 1y . Запишем 
первую интерполяционную формулу Ньютона (1.15) 
00
2
00
!
)1)...(2)(1(
...
!2
)1(
y
n
nqqqq
y
qq
yqyy n



 . 
Перепишем ее в виде 
0
0
0
2
00
0
!
)1)...(1(
...
!2
)1(
)( y
yn
nqqq
y
y
qq
y
yy
qq n








 .   (1.50) 
Для отыскания q  можно использовать итерационный процесс 
,...3,2,1),( 1   mqq mm  .  (1.51) 
В качестве нулевого приближения можно взять 
0
0
0
y
yy
q


 . Для до-
статочно гладких функций при малом шаге h  итерационный процесс 
(1.51) сходится. Если qqm
m


lim , то значение искомого аргумента x  
определяется из формулы qhxx  0 . 
 В случае неравноотстоящих узлов значение аргумента можно 
определить по формуле Лагранжа для обратной функции 

 




n
i
i
niiiiiii
nii x
yyyyyyyyyy
yyyyyyyyyy
x
0 1110
1110
))...()()...()((
))...()()...()((
.    (1.52) 
 
3 Интерполирование с кратными узлами 
 Пусть на отрезке ],[ ba  заданы m  узлов. В каждом узле 
mixi ,...,2,1,   известны значения функции )( ixf  и ее производных 
)(),...,(),(
)1()2()1(
iii xfxfxf
i . Будем считать, что 
1...21  nm . Необходимо найти многочлен )(xPn  степени 
не выше n  такой, что выполняется условие 
mkixfxP kk
i
k
i
n ,...,2,1;1,...,1,0),()(
)()(   .         (1.53) 
Покажем, что система (1.53) имеет единственное решение. Для этого 
рассмотрим однородную систему 
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0)(
)(
k
i
n xP .       (1.54) 
Из (1.54) вытекает, что многочлен )(xPn  имеет корни в узлах kx  крат-
ности k . Следовательно, его можно записать в виде 
m
mn xxxxxxlxP

)(....)()()( 21 21  . 
Справа в этом выражении стоит многочлен степени 1n  и он может 
совпадать с многочленом степени n  только в том случае, если 
0)( xPn . Последнее означает, что однородная система (1.54) имеет 
лишь тривиальное решение и, следовательно, система (1.53) имеет 
единственное решение. 
 Многочлен )(xPn , который удовлетворяет равенствам (1.53), 
называют многочленом Эрмита. Он имеет вид 
  







 







 


m
k i
i
j
ji
k
j
xx
n
k
k
n
k
i
n
k k
k
k
k
xx
xA
xx
jxxi
xA
xfxH
1
1
0
1
0 1
1)( )(
)(
)(
!
1
)(!
)(
)()(
  

,
 (1.55) 
где .)(...)()()( 21 211
m
mn xxxxxxxA
   
 Когда все узлы имеют кратность равную двум, многочлен Эрмита 
можно записать в более простой форме 





m
k kk
m
xxx
x
xH
1
2)1(2
2
12
))(()(
)(
)(


 








 )()()())(
)(
)(
1( )1(
)1(
)2(
kkkk
k
k xfxxxfxx
x
x


. 
 Если 1)( nxf  раз непрерывно дифференцируемая функция, то 
аналогично тому, как это было сделано для интерполяционного поли-
нома Лагранжа, можно показать, что для погрешности интерполирова-
ния с кратными узлами справедлива формула 
)(
)!1(
)(
)()()( 1
)1(
xA
n
f
xHxffR n
n
nn 




.    (1.56) 
 Простейшим примером многочлена Эрмита, построенного для од-
ного узла кратности k , является отрезок ряда Тейлора 
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



 )(
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)1(0
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xx
xf
xx
xfxP k  
)(
)!1(
)(
... 0
)1(
1
0 xf
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



 


. 
 
Лекция 7 Интерполирование функций многих переменных 
 
1 О проблеме интерполирования функций многих переменных. 
2 Интерполяционная формула Ньютона. 
 
1 О проблеме интерполирования функций многих переменных 
 Интерполирование функций многих переменных значительно 
сложнее, чем для одной переменной. Ограничимся случаем двух пере-
менных. Пусть на плоскости ),( yx  даны 1n  точка 
),(),...,,(),,( 1100 nn yxyxyx . Будем искать многочлен ),( yxP  относи-
тельно ),( yx  возможно низшей степени, который в этих точках при-
нимал соответственно значения nzzz ,...,, 10 . Если искомый многочлен 
записать в виде 
2
0211
2
20011000),( yaxyaxayaxaayxP  , 
то, подставляя данные координаты точек, и приравнивая левую часть 
соответствующему значению iz , получим систему 1n  линейных 
независимых алгебраических уравнений относительно 
2
)2)(1(
1...321


mm
m  неизвестных ija . Если не наклады-
вать на ),( yxP  никаких дополнительных условий, то 
2
)2)(1(
1


mm
n . То есть мы не можем решать задачу при любом 
количестве узлов интерполирования – это во-первых. 
 Рассмотрим определитель получившейся системы. Например, при 
2n  и 5n  
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.
1
1
1
1
1
1
1
1
1
2
555
2
555
2
444
2
444
2
333
2
333
2
222
2
222
2
111
2
111
2
000
2
000
22
11
00
yyxxyx
yyxxyx
yyxxyx
yyxxyx
yyxxyx
yyxxyx
yx
yx
yx
 
Первый определитель обращается в нуль, если все три точки 
),(),,(),,( 221100 yxyxyx  лежат на одной прямой; второй равен нулю, 
если все шесть точек лежат на одной кривой второго порядка. То есть, 
узлы интерполирования не могут быть расположены произвольно – это 
во-вторых, а проверка того, что определители не равны нулю довольно 
затруднительна. 
 Третье принципиальное затруднение возникает при оценке оста-
точных членов, так как теорема Ролля в этом случае неприменима. От-
метим так же и то, что более громоздкими становятся рассуждения, 
связанные с большим числом переменных. 
 
2 Интерполяционная формула Ньютона 
 Приведем интерполяционную формулу Ньютона для случая двух 
переменных. Возьмем 
2
)2)(1(  nn
 узлов, расположенных следую-
щим образом 
.),(
),(),(
......
),(...),(),(
),(),(...),(),(
0
1110
111110
0010100
n
nn
n
nn
yx
yxyx
yxyxyx
yxyxyxyx



 
Причем, jiji yyxx  ,  при ji  . Значения ix  и iy  могут быть 
произвольными, так, что взаимное расположение узлов может быть 
довольно общим. Обобщение интерполяционной формулы Ньютона 
(1.43) для неравных промежутков на случай интерполирования функ-
ций двух переменных имеет вид 
 
 
 
n
k kji
in xxxxyxP
0
10 ))...((),(  
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),..,,;,..,,())...(( 101010 jij yyyxxxfyyyy  .       (1.57) 
 
Лекция 8 Сходимость интерполяционного процесса 
 
1 Понятия и определения. 
2 Теорема о сходимости. 
3 Пример на отсутствии сходимости. 
 
1 Понятия и определения 
 При практическом использовании интерполирования не всегда 
удается произвести оценку остаточных членов. Высшие производные, 
входящие в эти остаточные члены, не всегда доступны. Поэтому уве-
ренности в том, что, выбрав достаточно большое количество узлов, мы 
достаточно хорошо приблизимся к интерполируемой функции, была 
бы очень полезна в практическом интерполировании. В связи с этим 
возникает задача о сходимости интерполяционного процесса. 
 Пусть задана треугольная матрица Х  
.
...............
...
.........
)()(
2
)(
1
)(
0
)2(
2
)2(
1
)2(
0
)1(
1
)1(
0
)0(
0




















n
n
nnn xxxx
xxx
xx
x
       (1.58) 
Будем считать, что все элементы этой матрицы принадлежат отрезку 
],[ ba . Для некоторой, заданной на отрезке ],[ ba  функции )(xf  стро-
ится последовательность интерполяционных полиномов Лагранжа 
,...2,1),( nxPn , причем для построения )(xPn  в качестве узлов ин-
терполирования используются все элементы n -ой строки матрицы 
(1.58). 
 Интерполяционный процесс называется сходящимся, если 
],[),()(lim baxxfxPn
n


.     (1.59) 
Этот процесс равномерно сходится, если сходимость в (1.59) равно-
мерная. В проблеме сходимости основным является вопрос о том, как 
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между собой должны быть связаны свойства функции )(xf  и таблицы 
Х, чтобы в принятой мере приближения имела место сходимость )(xPn  
к )(xf . Практическая полезность: в ней выясняются условия, при 
которых возможно сколь угодно точное вычисление
 
)(xf , если число 
узлов взято достаточно большим, хотя пока не дается никакого правила 
для нахождения числа узлов n , при котором погрешность становится 
меньше заданной границы. 
 На первый взгляд кажется, что если элементы матрицы с повыше-
нием номера строки все плотнее и плотнее заполняют отрезок ],[ ba , то 
должна быть равномерная сходимость )(xPn  к )(xf  хотя бы для не-
прерывных функций. Однако это не так. Как было показано Фабером, 
для любой заданной матрицы узлов Х найдется такая непрерывная 
функция )(xf , что построенные для нее интерполяционные многочле-
ны Лагранжа по этим узлам не сходятся равномерно на отрезке ],[ ba к 
функции )(xf . Поэтому выделение класса функций, для которых име-
ется равномерная сходимость на тех или иных матрицах узлов Х уделя-
ется большое внимание. Здесь приведем доказательство теоремы о 
сходимости, относящейся к целым функциям. 
 
2 Теорема о сходимости 
 Функция )(xf  называется целой, если ее можно представить в 
виде степенного ряда  
...)(...)()()( 0
2
02010 
n
n xxaxxaxxaaxf , 
сходящегося при всех значениях x . 
 Теорема 3. Пусть )(xf  – целая функция. Тогда последователь-
ность построенных для нее интерполяционных многочленов )(xPn  по 
любой треугольной матрице (1.58) с элементами, принадлежащими 
отрезку ],[ ba , равномерно на отрезке ],[ ba  сходится к функции )(xf . 
 Доказательство. Так как сходящиеся степенные ряды можно 
дифференцировать, то функция )(xf  имеет производные любого по-
рядка. Следовательно, для любого n  можем воспользоваться оценкой 
остаточного члена 
|)(|
)!1(
|)()(||)(| 1 x
n
M
xPxfxR n
n
nn 

  ,  (1.60) 
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где ))...()(()(|,)(|max
)()(
1
)(
0
)1(
],[
1
n
n
nn
n
n
bax
n xxxxxxxxfM 


  . 
Заменяя каждую разность )( )(nixx  , на большую )( ab   в выражении 
)(xn  погрешность (1.60) примет вид 
11 )(
)!1(
|)(|  

 nnn ab
n
M
xR . 
Покажем, что правая часть этого неравенства стремится к нулю при 
n . Найдем )()1( xf n . 
....)()...1)((...
)(12)...1)(2()!1()(
1
0
021
)1(


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

k
kn
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n
xxakknkn
xxannanxf
 
Отсюда 
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k
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xxakn
xxanan
 
Так как функция n
n
n e
n
x
x 





 1)(  возрастающая при 0x  и  
x
n
n
e
n
x








1lim , то x
n
e
n
x






1 . 
Тогда 1
11
1
1
1
1

















 k
nn
e
n
k
n
kn
. 
Таким образом, 
...|)|(||...|)|(||||
)1(
|)(| 1
00211
)1(





k
knnnn
n
xxeaxxeaa
n
xf
. 
Умножим обе части последнего неравенства на произвольное, но фик-
сированное число 1nS , большее нуля. Получим 
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....|)|(||...
|)|(||||
)1(
|)(|
1
0
1
0
1
2
1
1
1
1
)1(



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
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
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n
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n
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xxeSa
xxeSaSaS
n
xf
 
Обозначим через R наибольшее из двух чисел: S и |)|(max 0
],[
xxe
bax


. 
Тогда последнее неравенство перепишется в виде 







 1
1
1
)1(
||
)1(
|)(|
nk
k
k
n
n
n
RaS
n
xf
. 
Так как это неравенство верно для любого ],[ bax , то 





 
 1
1
1
1 ||
)1( nk
k
k
n
n
n RaS
n
M
.        (1.61) 
Так как ряд ...)(...)()( 0
2
02010 
n
n xxaxxaxxaa  абсо-
лютно сходящийся при любых x , то и ряд 

0
||
k
k
k Ra  сходится. Сле-
довательно, его остаток 

 1
||
nk
k
k Ra  и тем более величина 
0
)1(
1
1
1 



 n
n
n S
n
M
 при n . Далее  
1
1
1
111 )(
)!1(
)1(
)1(
)(
)!1(



 





n
n
n
nnn ab
n
n
n
M
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n
M
. 
Из разложения 
,...
)!1(
)1(
...
!2
)1(
)1(1
12
1 







n
nn
ne
n
n  
следует, что 
)!1(
)1( 11





n
n
e
n
n
.  
Поэтому  
  1
1
111 )(
)1(
)(
)!1(


 



n
n
nnn abe
n
M
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n
M
. 
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Теперь, полагая )( abeS   и учитывая (1.61), получаем 
0)(
)!1(
lim 11 



nn
n
ab
n
M
 
и, следовательно, 0|)(|lim 

xRn
n
. Теорема доказана. 
 
3 Пример на отсутствии сходимости 
 Требование, чтобы )(xf  была целой, является существенным, на 
что показывает следующий пример. 
 Рассмотрим на отрезке [-1,1] функцию 








0,0
0,)(
2
1
xпри
xприexf x . 
Эта функция непрерывна вместе со своими производными на всей чис-
ловой прямой. Если выбрать узлы интерполирования только на отрезке 
[-1,0], то 0)( xPn  и не стремится к )(xf  ни при каком положитель-
ном значении x . 
 
 Тема 2 ЧИСЛЕННОЕ ДИФФЕРЕНЦИРОВАНИЕ 
 
1 Постановка задачи. 
2 Дифференцирование для равноотстоящих узлов. 
3 Дифференцирование для неравноотстоящих узлов. 
4 Погрешность формул численного дифференцирования. 
 
1 Постановка задачи 
 Пусть на отрезке ],[ ba  рассматривается функция )(xf , имеющая 
непрерывную производную порядка 1n . Возьмем на ],[ ba  1n  раз-
личный узел (для удобства) nxxx  ...10  и известны значения 
функции в них )(...,),(),( 1100 nn xfyxfyxfy  . Требуется найти 
значение k -ой производной от функции )(xf  в любой точке 
],[ bax . Построим интерполяционный многочлен )(xPn  для функции 
)(xf  степени n  с погрешностью )(xR . Тогда запишем 
)()()( xRxPxf n  . Для производной порядка k  имеем 
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)()()( )(
)()( xRxPxf k
k
n
k  . Если погрешность мала, то пренебрегая 
ею, получим формулу для приближенного вычисления производной 
)()(
)()( xPxf
k
n
k  . Пользоваться этой формулой целесообразно при 
небольших порядках k , когда nk  , так как все производные от )(xPn  
порядка выше n  тождественно равны нулю.  
 Получим некоторые явные формулы для численного вычисления 
производных при некоторых видах )(
)(
xP
k
n . 
 
2 Дифференцирование для равноотстоящих узлов 
 Если узлы равноотстоящие, то для вычисления производной удоб-
но пользоваться первой интерполяционной формулой Ньютона 
.
!
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00 y
n
nqqqq
y
qq
yqyqxP nn 




Учитывая, что 
dq
dP
hdx
dq
dq
dP
dx
dP 1
 , получим 
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
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
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qq
y
q
y
h
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

 ...
12
31192
0
4
23
y
qqq
 
,)
!
)1)...(1(...)2)...(1(
0y
n
nqqnqqq n

  
....)
12
11186
)1((
1
)( 0
4
2
0
3
0
2
2
)2(


 y
qq
yqy
h
xPn    (2.1) 
Аналогично вычисляются производные высших порядков. Если произ-
водная вычисляется в узловой точке, то формулы упрощаются. Напри-
мер, если 0xx  , то 
,...)
5432
(
1
)( 0
5
0
4
0
3
0
2
00
)1(









yyyy
y
h
xPn  
....)
6
5
12
11
(
1
)( 0
4
0
4
0
3
0
2
20
)2(
 yyyy
h
xPn            (2.2) 
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 Так как 
)!1(
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)()()(
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
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


n
fnqqq
hxPxfxR
n
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
, то, 
считая, что 2],[)(
 n baCxf , получим  
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

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
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

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d
nqqqnqqq
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d
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В узлах же интерполирования последняя формула примет вид 
)(
)!1(
)!(!
)1()( )1(
)1( 


 n
n
in
in f
n
inih
xR .  (2.3) 
При шаге 1h  можно считать, что 
1
0
1
)1( )(


 
n
n
n
h
f
f  . Тогда оценка 
(2.3) примет вид 
0
1)1(
)!1(
)!(!
)1()( f
n
ini
xR ninin
 


 . 
 
3 Дифференцирование для неравноотстоящих узлов 
 Для случая неравноотстоящих узлов удобно пользоваться форму-
лами Лагранжа или Ньютона для неравноотстоящих узлов. Формула 
Лагранжа имеет вид (1.39) 

 

n
i ii
i
n
xxx
xf
xxL
0 )()(
)(
)()(

 . 
Тогда первая производная запишется в форме 
.
)()(
)(
)(
)()(
)(
)()(
0
2
0
)1()1( 
 



n
i ii
i
n
i ii
i
n
xxx
xf
x
xxx
xf
xxL



      (2.4) 
Учитывая, что  
 
 



n
j
n
i i
njj
xx
xxxxxxxxxx
0 0
110
)1( 1)())...()()...(()(  , 
формулу (2.4) можно переписать в виде 
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 На практике более удобно пользоваться формулой Ньютона (1.43) 

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ii
xxxxxxxxxxf
xxxxxxxxxxf
 
 Для построения формулы численного дифференцирования введем 
следующие обозначения ii xxxxxx   ,...,, 1100 . Тогда 
первая производная запишется 

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...))(,,,(
))(,,(),()(
2021103210
1021010
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.)......),...,,,(
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1
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11110210
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1111010



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





n
k
nkkn
i
k
ikki
xxxxf
xxxf


     (2.5) 
Вторая производная примет вид 
....))(,,,(),,()(
!2
1
)(
!2
1
0103210210
)2()2(  xxxxfxxxfxPxf n (2.6) 
 Аналогичным образом можно вычислить производные более высо-
кого порядка. 
 
4 Погрешность формул численного дифференцирования 
 Рассмотрим сначала случай, когда точка x  не принадлежит мини-
мальному отрезку ],[ ba , содержащему узлы интерполирования. Вве-
дем вспомогательную функцию )()()()( xkxLxfx n   . Функция 
)(x  имеет 1n  нулей в точках nn xxxxx ,,...,,, 1210   по построению. 
На основании теоремы Ролля )()1( x  будет иметь n , )()2( x  – 1n  и 
)()( xk  будет иметь 1 kn  нулей внутри отрезка ],[ ba . Выберем 
теперь k  таким, чтобы x  также являлась корнем )()( xk . Так как 
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],[ bax , то это всегда можно сделать, полагая 
)(
)()(
)(
)()(
x
xLxf
k
k
k
n
k


 . 
Тогда )()( xk  будет иметь 2 kn  нулей и, следовательно, )()1( xn  
обращается в нуль, по крайней мере, в одной точке  . Получим 
0)!1()()( )1()1(   nkf nn  . Подставляя выражение для k  в по-
следнее равенство, получим выражение для погрешности дифференци-
рования 
)(
)!1(
)(
)()()( )1(
)(
)()()( 
 

 n
k
k
n
kk
n f
n
x
xLxffR .        (2.7) 
 Пусть nn xxxxx  1210 ...  и ],[ 0 nxxx . Разность 
)()(
)()( xLxf
k
n
k   обращается на отрезке ],[ 0 nxx  в нуль в точках 
kn ,...,,, 210 . Будем считать, что ix  , и рассмотрим функцию  
  ))...()(()()()( 10
)()(
kn
k
n
k xxxcxLxfx   
)(~)()( )()( xcxLxf kn
k  . 
Если ix  , то константу c  можно подобрать так, чтобы 0)(  x . 
Используя последнее условие, получим 
)(~
)()(
)()(
x
xLxf
c
k
n
k


 . При 
указанном выборе c  функция )()1( x  будет иметь 1 kn  нулей и 
)()1( xkn  , по крайней мере, обращается в нуль в одной точке  . То 
есть 0)!1()()( )1()1(   kncf nkn  . Подставляя выражение 
для c  в последнее равенство, получим  
)(
)!1(
)(~
)()()( )1(
)()()( 
 

 n
k
n
kk
n f
kn
x
xLxffR .       (2.8) 
 Заметим, что при использовании формул численного дифференци-
рования может произойти существенная потеря точности. Поясним это 
на простом примере. 
 Пусть )(xf   вычисляется по формуле 
)(
2
)(
)()(
)( 0
01
0 f
h
xf
h
xfxf
xf 

 . Если 2
],[
|)(|max
0
Mxf
nxx
 , то 
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погрешность формулы будет 
2
|| 21
h
Mr  . Допустим, что значения 
функции )( 0xf  и )( 1xf  вычисляются с погрешностью Ei ||  . В 
этом случае появится дополнительная погрешность 
h
r 012
 
  и 
h
E
r
2
|| 2  .  
 Величина общей погрешности удовлетворяет неравенству 
h
EhM
hgrrr
2
2
)(|||||| 221  . 
 Определим минимум )(hg : 
2
2 2
2
)(
h
EM
hg  . Отсюда определим 
2
0 2
M
E
h   и 20 2)( EMhg  . Если 
tconstE  2 , где t  разрядность 
сетки ЭВМ, то из оценки следует, что )(xf   в лучшем случае вычисля-
ется с половиной верных разрядов. 
 
Тема 3 ПРИБЛИЖЕНИЕ ФУНКЦИЙ СПЛАЙНАМИ 
Лекция 1 Кубические сплайны 
 
1 Определение интерполяционного сплайна. 
2 Построение кубического сплайна. 
 
1 Определение интерполяционного сплайна 
 Аналитические приближения требуют довольно много хороших 
свойств функции, в частности существование производных высокого 
порядка, что не всегда имеет место на практике. К тому же, как было 
раньше замечено, далекие от точки интерполирования узлы мало вли-
яют на значение функции в этой точке. Поэтому естественно поступить 
следующим образом: разбить весь отрезок интерполирования ],[ ba  на 
участки ],[ 1ii xx  и на каждом из этих участков вычислять свою интер-
поляционную функцию, определенным образом «сшивая» их в узлах. В 
том случае, когда эти функции являются многочленами, интерполи-
рование называется кусочно-полиномиальным. 
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 Разобьем отрезок ],[ ba  на n  частей  
bxaxxxxxxx nnn  ,];,[],...,,[],,[ 012110 . 
Обозначим это разбиение через  . Назовем сплайном ),( xfSm
  по-
рядка m  функцию, являющуюся многочленом степени m  на каждом 
из отрезков ],[ 1 ii xx   
m
imiiimm xaxaaxPxfS 
 ...)(),( 10   при  ],[ 1 ii xxx   
и удовлетворяющую условиям непрерывности производных до поряд-
ка 1m  во внутренних точках 121 ,...,, nxxx  
,1,...,2,1;1,...,1,0),()( ,1   nimkxPxP i
k
mii
k
im   
и условиям совпадения значений сплайна и функции во всех узлах 
nn xxxxx ,,...,,, 1210   
niyxP iiim ,...,1,0,)(  . 
 В этой задаче необходимо определить 1m  коэффициент для 
каждого из n  уравнений, то есть, всего )1( mn  коэффициентов 
mjniaij ,...,1,0;,...,2,1,  . Условия непрерывности дают mn )1(   
уравнений, условия совпадения – 1n  уравнение: всего имеем 
1)1(  mmn  уравнений. Остальные 1m  уравнений выбираются 
исходя из некоторых дополнительных условий. 
 И так, сплайном называется функция, которая вместе с несколь-
кими производными непрерывна на заданном отрезке ],[ ba , а на каж-
дом частичном отрезке ],[ 1 ii xx   является некоторым алгебраическим 
многочленом. Максимальная по всем отрезкам степень многочленов 
называется степенью сплайна, а разность между степенью сплайна и 
порядком наивысшей непрерывной производной на ],[ ba  называется 
дефектом. Сплайн, который принимает в узлах те же значения, что и 
функция )(xf  называется интерполяционным. На практике широко 
используются сплайны третьей степени – )(3 xS . Такие сплайны назы-
ваются кубическими. 
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2 Построение кубического сплайна 
 Для кубического сплайна число коэффициентов равно n4 , а общее 
число условий – 24 n . Два недостающих условия выберем позже. 
 Рассмотрим промежуток ],[ 1ii xx  и пусть 
ww
h
xx
wxxh
i
i
iii 

  1,,1 . Когда x  пробегает этот интервал, 
то w изменяется от 0 до 1, а w  от 1 до 0. Будем искать представление 
сплайна на этом интервале в виде 
 iiiiii wwwwhywwyxP  )()()( 31321   , (3.1) 
где i  и 1i  – некоторые константы, которые еще предстоит опреде-
лить. Первые два члена этого выражения соответствуют обычной ли-
нейной интерполяции, а взятый в скобки член является кубической 
поправкой, которая обеспечивает дополнительную гладкость. Заметим, 
что поправочный член обращается в нуль на концах интервала, так что  
11)(,)(   iiiiii yxPyxP . 
Отсюда видно, что условия совпадения уже выполнены. Из этого ра-
венства путем замены i  на 1i  получаем 111 )(   iii yxP . Отсюда и 
из второго равенства получаем непрерывность в узлах сплайна. Таким 
образом, условия совпадения и непрерывность сплайна заложены в 
самом выборе формулы. 
 Дифференцируем равенство (3.1) трижды как сложную функцию 
от x , учитывая, что 
ih
w
1
  и 
ih
w


1
, получим следующие выра-
жения для производных 
 iii
i
ii
i wwh
h
yy
xP  )13()13()( 21
21 




 ,  (3.2) 
  .)(6)(,6)( 11
i
ii
iiii
h
xPwwxP




 

 
           (3.3) 
Из первого равенства в (3.3) имеем iii xP 6)( 

 и 11 6)(  

iii xP  . 
Отсюда получаем непрерывность второй производной в узлах. Равен-
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ство 
6
)( ii
i
xP

  поясняет смысл коэффициента i , но не позволяет 
вычислить его значение, так как )( ii xP

 не задано. 
 Введем обозначение: 
i
ii
i
h
yy
d

 1 . Тогда имеют место следую-
щие равенства для односторонних производных  
)2()(),2()( 111 iiiiiiiiiiii hdxPhdxP  



 .   (3.4) 
Приходится временно писать односторонние производные, так как 
функция )(xPi  определена только на ],[ 1ii xx . Заменяя во втором ра-
венстве в (3.4) i  на 1i  получаем 
)2()( 1111  

iiiiii hdxP  . 
По условию )()( 1 



 iiii xPxP  или  
,)2()2( 1111   iiiiiiii hdhd   
и 
1,...,2,1,)(2 11111   niddhhhh iiiiiiiii  .    (3.5) 
 Это система из 1n  линейных уравнений относительно неизвест-
ных коэффициентов i , ni ,...,2,1,0 . Нужно указать еще два условия, 
чтобы однозначно определить сплайн. Среди многих различных спосо-
бов выбора этих условий возьмем следующий. 
 Пусть )(0 xc  и )(xcn  единственные кубические кривые, которые 
проходят соответственно через четыре первые и четыре последние из 
заданных точек. В качестве условий возьмем следующие совпадения 
третьих производных 
000 )( cxP 
 
   и   nn cxP  )( 01 . 
Так как кубический многочлен  интерполируется точно на четырех 
точках, то )(0 xc  и )(xcn  являются интерполяционными многочлена-
ми. Из представления их в форме Ньютона легко получить 
),,,(6)( 321000 xxxxcxc     и   ),,,(6)( 123 nnnnnn xxxxcxc  . 
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Обозначим для краткости записи ),,,(6 32100
3
0 xxxxcd   и 
),,,(6 123
3
3 nnnnnn xxxxcd   . 
 Итак, потребуем, чтобы 30
0
01 d
h


  и  3 3
1
1


 

n
n
nn d
h

. Для 
симметрии, умножим последние равенства соответственно на 20h  и 
2
1 nh , что дает 
3
1
2
1111
3
0
2
01000 ,   nnnnnn dhhhdhhh  . 
Для сплайна с этими граничными условиями коэффициенты i  удо-
влетворяют следующей системе из 1n  линейных уравнений с 1n  
неизвестным 
.......
...000
)(2...000
..................
00...)(2
00...0
3
3
2
1
21
01
3
0
2
0
1
1
0
22
212
0100
00




























































nn
nn
n
n
nn
nnn
dh
dd
dd
dh
hh
hhh
hhhh
hh




 
Решая ее методом Гаусса, приведем исходную матрицу к верхней тре-
угольной форме 






























































n
n
n
n
n
nn h
h
h
h















1
2
1
0
1
2
1
0
11
22
11
00
......
......0000
...0000
.....................
00...00
00...00
00...00
, 
где диагональные элементы i  вычисляются по формулам 
;1,...,2,1,)(2;
1
2
1
100 


 ni
h
hhh
i
i
iii

  
1
2
1
1


 
n
n
nn
h
h

 ,       (3.6) 
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а правые части i  определяются из соотношений 
;1,...,2,1,)(;
1
11
1
3
0
2
00 


 ni
h
dddh
i
ii
iii


  
1
113
3
2
1


 
n
nn
nnn
h
dh


 .          (3.7) 
Коэффициенты i  определяются при обратном ходе метода Гаусса 
0,1,...,2,1,, 1 

  nni
h
i
iii
i
n
n
n





 .       (3.8) 
 
Лекция 2 Способы задания кубических сплайнов 
 
1 О способах задания сплайнов. 
2 Типы граничных условий. 
3 О погрешности приближения сплайнами. 
 
1 О способах задания сплайнов 
 Не вдаваясь в подробности вывода формул, приведем несколько 
способов задания сплайнов. 
 1. Положим, что )(3 ii xSk  . Тогда определяя наклоны ik  по фор-
мулам 1,...,2,1,
2
11 

  ni
h
ff
k iii , 
h
fff
k
2
34 021
0

 ,   
h
fff
k nnnn
2
43 12   , где 
n
ab
h

 , кубический сплайн можно за-
писать в виде 
.
)()()()(
))(2()())(2()(
)(
12
1
2
2
2
1
13
1
2
3
2
1
3













i
ii
i
ii
i
ii
i
ii
k
h
xxxx
k
h
xxxx
f
h
hxxxx
f
h
hxxxx
xS
  (3.9) 
 2. Если известны значения производной if  , то полагаем ii fk  . 
Затем сплайн записывается в форме (3.9). 
 Первый и второй способы являются локальными и гарантируют 
непрерывность первой производной сплайна )(3 xS  в узлах ix . 
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 3. Будем строить сплайн )(3 xS  так, чтобы выполнялись условия 
а)  ),()( 23 baCxS  ; 
в)  на каждом из отрезков сплайн является многочленом третьей 
степени; 
с)  в узлах выполняются равенства  ),()(3 ii xfxS   ni ,...,1,0 . 
 Будем искать сплайн на отрезке ],[ 1 ii xx   в виде 
32 )(
6
)(
2
)()( i
i
i
i
iiii xx
d
xx
c
xxbaxS  .        (3.10) 
Из условия с) следует, что  
)(),(),(),( iiiiiiiiiiii xSdxScxSbxSa  . 
Условия с) обеспечивают равенства ii fafa  ,00 . Из условия не-
прерывности а) функции получим )()( 1 iiii xSxS  , что приводит к 
уравнению 
nid
h
c
h
bhff i
i
i
i
iiii ,...,2,1,
62
32
1   .  (3.11) 
Из условия непрерывности первой производной )()( 1 iiii xSxS   
имеем 
nibbh
d
hc iii
i
ii ,...,3,2,
2
1
2   .  (3.12) 
Из условия непрерывности второй производной )()( 1 iiii xSxS   выте-
кает 
nicchd iiii ,...,3,2,1   .       (3.13) 
Следовательно, имеем систему (3.11) – (3.13) из 23 n  уравнений от-
носительно n3  неизвестных. Дополняя эту систему условиями на гра-
нице, получим систему из n3  уравнений. 
 
2 Типы граничных условий 
 Рассмотрим различные типы граничных условий. 
 1. Пусть заданы значения 0f   и nf  . Из уравнений (3.11) – (3.13) 
получается система 
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













 








nn
i
ii
i
ii
iiiiiii
fc
ni
h
ff
h
ff
chchhch
fc
,...,2,1,6)(2 1
1
1
1111
00
.(3.14) 
Эта система имеет диагональное преобладание и может быть эффек-
тивна решена методом трехточечной прогонки. Затем определяются 
остальные неизвестные 
i
ii
i
i
i
i
i
i
ii
i
h
ff
d
h
c
h
b
h
cc
d 1
2
1
62
, 



 . 
 2. Если на границе заданы значения первых производных 0b  и nb , 
то систему (3.11) – (3.13) можно привести к виду 
;1,...,2,1
,)()(6
211
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1
1
1
1
1
1
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 (3.15) 
nn fbfb  ,00 . 
 Эта система также эффективно может быть решена методом про-
гонки. Если эти граничные условия использовать при решении систе-
мы (3.14), то ее нужно дополнить уравнениями 
.
2
3
2
3
1
,
2
3
1
3
2
1
1
0
1
01
1
10




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

 
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

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

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

n
nn
n
n
nn
h
ff
f
h
cc
f
h
ff
h
cc
         (3.16) 
 3. Если на границе заданы значения только функции 0f  и nf , то 
можно решить систему (3.15) с дополнительными условиями 
,)291811(
6
1
32100 ffff
h
b   
.)291811(
6
1
321   nnnnn ffff
h
b   (3.17) 
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 4. Пусть )(xf  периодическая функция с периодом ab  , тогда 
следует считать, что )()(),()(, 33330 bSaSbSaSff n  . Если ис-
пользовать систему (3.15), то ее нужно дополнить условиями 
.)2(
3
1
)2(
3
1
,
1010
1
2
01
2
1
01
0

 




n
nn
n
n
bb
h
bb
hh
ff
h
ff
bb
 (3.18) 
Для равномерной сетки из (3.18) получим уравнение 
101
)11
4
(3




n
n
bbb
h
ff
. 
Если использовать систему (3.14), то ее можно дополнить краевыми 
условиями 
.6)(2
,
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1
1111
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hcchhhc
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         (3.19) 
Для равномерной сетки из (3.19) получим уравнение 
)2(
6
4 11211   nnnn fffh
ccc . 
 После решения системы (3.14) или (3.15) кубический сплайн мож-
но сразу записать в явном виде (3.9) или в виде 

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 
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.)
6
( 1
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xxhc
f 

    (3.20) 
 
3 О погрешности приближения сплайнами 
 Следующая теорема дает ответ о погрешности приближения 
сплайнами. 
 Теорема 4. Если 30],,[)( 1   kbaCxf k , то интерполяционный 
сплайн )(3 xS , построенный способами 2 или 3, удовлетворяет нера-
венству 
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|)(|max|)()(|max )1(
],[
1
3
)(
],[ 1
xfchxSxf k
ba
mkm
xx ii


, 
где kmni ,...,1,0,1,...,1,0  , с – не зависящая от fih ,,  постоянная. 
Если ],,[)( 4 baCxf   то можно получить 1c . Если сплайн )(3 xS  
построен по способу 1, то данная теорема справедлива при 20  k . 
 
Тема 4 СРЕДНЕКВАДРАТИЧНЫЕ ПРИБЛИЖЕНИЯ 
Лекция 1 Точечная квадратичная аппроксимация функций 
 
1  Постановка задачи. 
2 Теорема об элементе наилучшего среднеквадратичного приближе-
ния. 
3  Точечная квадратичная аппроксимация. 
 
1 Постановка задачи 
 Пусть R  пространство функций )(xf  интегрируемых с квадратом 
на отрезке ],[ ba . Скалярным произведением функций )(xf  и )(x  
называется выражение 
b
a
dxxxff )()(),(  . Нормой элемента f  
называется число 
b
a
dxxff )(2
2
. Если 0),( f , то говорят, что 
функции )(xf  и )(x
 
ортогональны. Пространство с такими свой-
ствами обозначается ],[2 baL . 
 При аппроксимации функции )(xf  из некоторого класса R  функ-
циями )(x
 
из некоторого более узкого класса H  в качестве критерия 
точности приближения часто принимается величина среднеквадратич-
ного отклонения   
b
a
dxxxfxRS
22 )()()(   или 
 


n
i
iii xxfxRS
0
22 )()()(  , где )(xR  – неотрицательная весовая 
функция. Указанный критерий близости )(xf  и )(x
 
естественен, 
когда требуется лишь «интегральная» близость функций. Кроме того, 
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практика показывает, что приближающие функции, построенные по 
методу среднеквадратичного приближения, гораздо лучше описывают 
реальную функцию )(xf , чем интерполяционные многочлены. 
 Пусть подпространство H  состоит из линейных комбинаций 1n  
линейно независимой функции n ,...,, 20  
nnccc   ...1100 . 
Это подпространство называется подпространством обобщенных 
многочленов по системе функций )}({ ix . 
 
2 Теорема об элементе наилучшего среднеквадратичного прибли-
жения 
 Теорема 5. Для того чтобы элемент Hx )(  был элементом 
наилучшего среднеквадратичного приближения, необходимо и доста-
точно, чтобы скалярное произведение 0),(  f  для любого эле-
мента H . 
 Доказательство. Необходимость. Пусть существует такой эле-
мент 1 , что 0),( 1  af  . Без нарушения общности можно счи-
тать, что 11  . Возьмем элемент 12  a . Тогда имеем 
.2
),(),(),(),(
),(),(
22222
11
2
11
1122
2
2
afaaf
afafaff
afaffff






 
Отсюда следует 
22
2   ff , что невозможно, так как   явля-
ется элементом наилучшего приближения. 
 Достаточность. Пусть Hx )( . Тогда 
.),(),(
),(
2222
2




ffff
fff
Если   , то получим 
22
  ff  для произвольного H , 
то есть   – элемент наилучшего среднеквадратичного приближения в 
подпространстве H . Теорема доказана. 
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3 Точечная квадратичная аппроксимация 
 Пусть на отрезке ],[ ba  задана система точек nn xxxxx ,,...,,, 1210  . 
При точечном квадратичном аппроксимировании за меру отклонения 
полинома mmm xaxaaxP  ...)( 10  от функции )(xfy   на данном 
множестве точек берут величину 
 


n
i
iim xfxPS
0
2
)()( ,         (4.1) 
которая называется квадратичным отклонением.  
 Полином )(xPm  следует строить таким образом, чтобы величина 
этого отклонения была минимальной. Если nm  , то в качестве )(xPm  
можно взять интерполяционный полином Лагранжа )(xLn , так как для 
него величина среднеквадратичного отклонения равна нулю 



n
i
ini xLxfS
0
22 0))()(( . 
Если nm  , то для минимизации S  необходимо решить систему 
mi
a
S
i
,...,1,0,0 


. 
Перепишем эту систему в виде 




















n
i
m
iiimii
n
i
k
iiimii
n
i
iimii
xyxaxaxaa
xyxaxaxaa
yxaxaxaa
0
22
210
0
22
210
0
22
210
.0)...(
..........................................................
0)...(
.........................................................
01)...(
    (4.2) 
Обозначим  



n
i
i
k
ik
n
i
k
ik mkyxtmkxs
00
.,...,1,0,;2,...,1,0,  
Тогда систему (4.2) можно записать в виде 
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












....
.........................................................
...
.........................................................
...
222110
22110
0221100
mmmmmm
kmkmkkk
mm
tsasasasa
tsasasasa
tsasasasa
 (4.3) 
Если среди точек ix  нет совпадающих, то определитель системы (4.3) 
отличен от нуля. Полином с коэффициентами ia , определенными из 
(4.3), будет обладать минимальным отклонением. Вычислим, напри-
мер, определитель системы (4.3), когда 1m . Тогда 2120det sss  . 
Учитывая неравенство Коши-Буняковского )1(
0
2
2
0


















nxx
n
i
i
n
i
i , 
для попарно различных узлов ix , получим 
0)1(det
2
00
2 







 

n
i
i
n
i
i xxn . Отметим, что матрица системы (4.3) 
положительно определена, и для ее решения можно использовать ме-
тод Зейделя или метод простой итерации. 
 
Лекция 2 Метод ортогональных полиномов 
 
1 Метод ортогональных полиномов. 
2 Интегральная квадратичная аппроксимация функций. 
3 Примеры ортогональных систем. 
 
1 Метод ортогональных полиномов 
 Две функции )(x  и )(x  называются ортогональными на мно-
жестве },,...,,,{ 1210 nn xxxxxX  , если  
X
ii xx 0)()(  . Система 
функций )}({ ix  ортогональна на множестве X , если все функции 
этой системы попарно ортогональны. 
 Рассмотрим систему ортогональных полиномов 
)(),...,(),( 10 xPxPxP m  на множестве X , таких, что 


n
i
ikij xPxP
0
0)()(  
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для всех kj  , и пусть 


n
i
ijj xPs
0
2 0)( . Так как полиномы )(xPj  
линейно независимы, то произвольный многочлен )(xQm  можно пред-
ставить в виде 
)(...)()()( 1100 xPbxPbxPbxQ mmm  .   (4.4) 
Коэффициенты ib  в разложении (4.4) определяются следующим обра-
зом. Умножим (4.4) на mkxPk ),(  и просуммируем полученное вы-
ражение по множеству X , получим 
  
 

n
i
n
i
ik
m
r
n
i
kikirrikim xPbxPxPbxPxQ
0 0
2
0
)()()()()( . 
Откуда 






n
i
ik
n
i
ikim
k
xP
xPxQ
b
0
2
0
)(
)()(
. 
 Вернемся к задаче, поставленной в лекции 1 (тема 4). Полином 
)(xQm  доставляющий минимум квадратичному отклонению S  на 
множестве X , будем искать в виде (4.4). Тогда 
 
    

 
 

  




m
j
n
i
ijjjj
n
i
m
j
m
k
m
kj
m
j
ijijjikijkjijj
n
i
iimmii
ycbsb
yyxPbxPxPbbxPb
yxPbxPbxPbS
0 0
22
0 0
1
0 1 0
222
0
2
1100
,)2(
})(2)()(2)({
))(...)()((
 
где .)(,)(
00
2 


n
i
iijj
n
i
ijj yxPcxPs  
Выделим в последнем выражении полный квадрат 



n
i
i
m
j j
j
m
j j
i
jj y
s
c
s
c
bsS
0
2
0
2
0
2)( . 
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Ясно, что минимальное значение S  принимает тогда, когда 
0)(
0
2 

m
j j
i
jj
s
c
bs  или 




n
i
ij
n
i
iij
j
j
j
xP
yxP
s
c
b
0
2
0
)(
)(
. 
Таким образом, искомый полином )(xQm  имеет вид 



m
j
j
j
j
m xP
s
c
xQ
0
)()( .      (4.5) 
Величину квадратичного отклонения полинома )(xQm  можно вычис-
лить по формуле 



m
j j
j
n
j
i
s
c
yS
0
2
0
2
.   (4.6) 
 
2 Интегральная квадратичная аппроксимация функций 
 Функцию 2)( Lxf   можно приближать с помощью обобщенного 
полинома )(xP  вида 
,)(...)()()( 1100 xcxcxcxP mm    (4.7) 
так, чтобы величина  
b
a
mm dxxfxPcccJ
2
10 )]()([),...,,(  принимала 
минимальное значение. 
 Система интегрируемых функций )}({ xi  называется ортого-
нальной на отрезке ],[ ba , если  
b
a
kiki dxxx 0)()(),(   для всех 
ki  . Величина 2
1
),( mmm    называется евклидовой нормой 
функции )(xm . Если 1m  для любого m , то система функций 
)}({ xi  называется ортонормированной. 
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 Пусть в (4.7) система )}({ xi  ортогональна. Определим коэффици-
енты разложения ic  из условия mj
c
J
j
m ,...,1,0, 


. Дифференцируя 
mJ , получим систему 
mjfc
c
J m
i
jjii
j
m ,...,1,0,0),(),(
2
1
0





 .      (4.8) 
Учитывая ортогональность системы )}({ xi , вычислим коэффициенты 
ic  
2
),(
),(
),(
i
i
ii
i
i
ff
c




 . 
Если система )}({ xi  ортонормированна, то 
b
a
ii dxxxfc )()(  . Коэф-
фициенты ic  называются коэффициентами Фурье функции )(xf  
относительно заданной ортогональной системы )}({ xi  mi ,...,1,0 . 
Покажем, что коэффициенты Фурье доставляют минимум функции 
mJ . Составим второй дифференциал 

 





ij
ij
ij
m
m
i
i
i
m
m dcdc
cc
J
dc
c
J
Jd
2
0
2
2
2
2 2 . 
Так как 0),(2
2



ji
ij
m
cc
J
 , получим 
 
 




m
i
i
m
i
ii
i
m
m dcdc
c
J
Jd
0
2
0
22
2
2
2 2  . 
Если 


m
i
idc
0
2 0 , то 02 mJd  и, следовательно, коэффициенты ic  до-
ставляют минимум mJ . 
 Таким образом, обобщенный полином )(xP  с коэффициентами 
Фурье имеет наименьшее квадратичное отклонение от функции )(xf  
по сравнению с другими обобщенными полиномами того же порядка. 
Вычислим величину этого отклонения. 
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    
 
b
a
m
i
m
i
iiii
b
a
m
i
iim dxxcxfxcxfdxxcxfJ
0 0
222
0
2 )]()()(2)([)]()([   
  


b
a
m
i
b
a
ii dxxcxf
0
222 )()([  . 
Отсюда получаем 


m
i
iim xcfJ
0
222 0)( . 
 
3 Примеры ортогональных систем 
 1. Тригонометрическая система ,...,2cos,2sin,cos,sin,1 xxxx  
,...cos,sin nxnx  ортогональна на любом отрезке длиной 2 . Пусть 
)(xf  – непрерывная 2  периодическая функция. Рассмотрим триго-
нометрический многочлен 



n
k
kk kxbkxa
a
xP
1
0 )sincos(
2
)( .  (4.9) 
Чтобы квадратичное отклонение )(xP  от )(xf  было минимальным, 
коэффициенты kk baa ,,0  должны быть коэффициентами Фурье отно-
сительно тригонометрической системы 








kxdxxfbkxdxxfa kk cos)(
1
,sin)(
1
. 
Если функция )(xf  имеет сложный вид, то для приближенного вычис-
ления коэффициентов Фурье можно использовать формулу трапеций. 
 Для приближения на интервале ),( ll  периодической функции с 
периодом l2  удобно использовать ортогональную систему функций 






l
kx
l
kx 
sin,cos,
2
1
. Обобщенным многочленом наилучшего прибли-
жения будет тригонометрический ряд Фурье 



n
k
kk
l
kx
b
l
kx
a
a
xP
1
0 )sincos(
2
)(

,  (4.10) 
где 


l
l
l
l
kk dx
l
kx
xf
l
bdx
l
kx
xf
l
a

cos)(
1
,sin)(
1
. 
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Если же функция )(xf  задана на интервале ),0( l , то коэффициенты в 
(4.10) имеют вид 
 
ll
kk dx
l
kx
xf
l
bdx
l
kx
xf
l
a
00
cos)(
2
,sin)(
2 
. 
 2. Ортогональными на отрезке [-1,1] являются полиномы Лежандра 
n
n
n
nn
x
dx
d
n
xL )1(
!2
1
)( 2  . Можно показать, что 
12
2
)(
2


n
xLn . По-
линомы Лежандра удобно вычислять по рекуррентной формуле 
0)()()12()()1( 11   xnLxLnxxLn nnn . 
 Многочленом наилучшего среднеквадратичного приближения на 
отрезке [-1,1] будет 


n
k
kkn xLcxP
0
)()( ,  
здесь  




1
1
)()(
2
12
dxxLxf
n
c kk .  (4.11) 
 3. Систему многочленов, ортогональных на множестве точек 
},...,3,2,1,0{ n  образуют многочлены 


m
k
k
k
k
km
k
m
n
nm x
n
CC
xP
0
)(
)(,
)1(
)( , 
где ),1(...)1()(  kxxxx k  )1(...)1()(  knnnn k . Много-
члены )(, xP nm  определяются рекуррентным соотношением 
.1,0)(
)12(2
)1(
)(
)12(2
))(1(
)()
2
( ,1,1, 





  mxP
m
mnm
xP
m
mnm
xP
n
x nmnmnm
Так как путем линейной замены 
h
xx
q 0

 , где ii xxh  1  всякая 
произвольная система равноотстоящих точек nn xxxxx ,,...,,, 1210   при-
водится к системе 0,1,2,3,…, n , то многочлены )(, xP nm  можно исполь-
зовать для среднеквадратичной аппроксимации функции на произ-
вольной системе равноотстоящих точек. 
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Лекция 3 Метод наименьших квадратов 
 
1 Метод наименьших квадратов. 
2 Обработка результатов наблюдений. 
3 Пример применения метода наименьших квадратов. 
 
1 Метод наименьших квадратов 
 Пусть даны узлы nn xxxx ,,...,, 110   не обязательно различные и из-
вестны значения функции )(xf  в этих узлах nn yyyy ,,...,, 110  . Заме-
тим, что при ji xx   равенство ji yy   необязательно. Это может быть 
в том случае, когда iy  являются экспериментальными данными, то 
есть получаются в результате многократных измерений одной и той же 
величины в одной точке. Необходимо подобрать такую функцию )(x  
степени nm   для которой величина 




n
i
ii
baH
xyfS
0
2
],[
2 ))((inf 

 
имела бы наименьшее значение. Таким образом, имеем частный случай 
среднеквадратичного приближения, который называется методом 
наименьших квадратов. 
 Пусть функции )(),...,(),( 10 xxx m  образуют линейно независи-
мую систему. Тогда, если многочлен 



m
j
jjmm xcxcxcxcx
0
1100 )()(...)()()(   (4.12) 
является многочленом наилучшего приближения для Hxf )( , то, 
согласно теореме 5, должно быть 
mkfxxcxxc k
m
j
n
i
ikijj
m
j
kjj ,...,1,0),,()()())(),((
0 00
 
 
 .  (4.13) 
Необходимо определить коэффициенты jc . Введем обозначения 



n
i
ikik
n
i
ikijjk mkjxxfrxxs
00
,...,1,0,),()(,)()(  .   (4.14) 
Тогда система (4.13) примет вид 
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









....
.....................................
...
...
1100
11111010
00101000
mmmmmm
mm
mm
rscscsc
rscscsc
rscscsc
       (4.15) 
Определитель этой системы как определитель Грамма системы линей-
но независимых элементов )(),...,(),( 10 xxx m  положителен, а зна-
чит, коэффициенты mccc ,...,, 10  находятся единственным образом. 
 Рассмотрим приближения по методу наименьших квадратов алгеб-
раическими многочленами. В качестве линейно независимой системы 
)}({ xk  возьмем функции: 
mxxx ,...,,,1 2 . Тогда  
m
mxcxcxccx  ...)(
2
210   (4.16) 
и коэффициенты из (4.14) вычисляются следующим образом 
.)()(
;)()(;11)()(
00
00
00
0110
00
0000






n
i
i
n
i
ii
n
i
i
n
i
ii
n
i
n
i
ii
yxxfr
xxxsnxxs


 (4.17) 
Остальные коэффициенты вычисляются аналогично. Теперь система 
(4.15) для определения коэффициентов mccc ,...,, 10  будет иметь вид 


























....
.........................................................................
...
...)1(
00
2
0
2
0
1
1
0
0
00
1
0
3
0
2
1
0
0
000
2
0
10
m
i
n
i
i
n
i
m
im
n
i
m
i
n
i
m
i
n
i
m
i
i
n
i
i
n
i
m
im
n
i
i
n
i
i
n
i
i
n
i
i
n
i
m
im
n
i
i
n
i
i
xyxcxxcxc
xyxcxxcxc
yxcxxcnc
 (4.18) 
 
2 Обработка результатов наблюдений 
 Пусть в результате наблюдений получена таблица значений функ-
ции )(xf  для значений аргумента nn xxxx ,,...,, 110  . Будем предпола-
гать, что значения аргумента найдены точно, а значения функции 
)( ixf  содержат случайные ошибки. С целью уменьшения случайных 
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ошибок и получения более плавного течения функции )(xf  применя-
ют процесс сглаживания, состоящий в том, что наблюдаемые значе-
ния )( ixf  заменяют значениями )( ixf , полученными в процессе вы-
числений, зависящих от выбранного способа сглаживания. 
 Рассмотрим способ сглаживания, основанный на методе наимень-
ших квадратов, предполагая, что значения nn xxxx ,,...,, 110   равноот-
стоящие. Для того чтобы найти сглаженное значение )( ixf , выбирают 
1k  значений аргумента из заданных 1n  значений, так чтобы ix  по 
возможности находилось посередине. По наблюдаемым значениям 
функции в этих точках методом наименьших квадратов строят много-
член степени km  , приближающий функцию )(xf , и за значение 
)( ixf  принимают значение этого многочлена в точке ix . 
 Для практического использования можно заранее найти выражение 
)( ixf  через наблюдаемые значения )( ixf  при заданных m  и k . Часто 
выбирают k  четным, а m  – нечетным. В этом случае точка ix  будет 
являться средней из точек, по которым строится приближающий мно-
гочлен. Приведем несколько таких выражений, где вместо )( ixf  бу-
дем писать if  
1m ; ;2k   )(
3
1
)( 11   iiii fffxf  
;4k   )(
5
1
)( 2112   iiiiii fffffxf  
;6k  
 )(
7
1
)( 321123   iiiiiiii fffffffxf  
3m  ;4k
 )31217123(
35
1
)( 2112   iiiiii fffffxf  
;6k
 )2367632(
21
1
)( 321123   iiiiiiii fffffffxf  
;8k  
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.)211439
54595431421(
231
1
)(
432
11234




iii
iiiiiii
fff
ffffffxf
 
3 Пример применения метода наименьших квадратов 
 Пример. Для функции xsin  на отрезке ]1,1[  найти среди много-
членов степени не выше 3 многочлен, дающий наилучшее приближе-
ние по методу наименьших квадратов, если используются значения 
функции в точках ix : -1; -0.5; 0; 0.5; 1. 
 Решение. В нашем случае 3m  и 4n . Многочлен ищем в виде 
(4.16) mmxcxcxccx  ...)(
2
210 . Для нахождения коэффициен-
тов mcccc ,...,,, 210  составляем систему (4.18), в которой коэффициенты 
рассчитываются по формулам (4.17) 
.25,0;0;1;0
;03125,2;0
125,2;0
5,2;0;5
3210
333223
31221330211203
201102100100




rrrr
sss
sssssss
ssssss
 
Таким образом, система (4.18) принимает вид 











.25.003125.2125.2
0125.25.2
1125.25.2
05.25
31
20
31
20
cc
cc
cc
cc
 
Решением ее являются 
3
8
,
3
8
,0 3120  cccc . И искомый мно-
гочлен принимает следующий вид 
)(
3
8
)( 3xxx  . 
 Замечание. Метод наименьших квадратов имеет два существен-
ных недостатка: 
1. Для отыскания коэффициентов многочлена приходиться ре-
шать систему из 1m  уравнений, что при больших m  доста-
точно затруднительно. 
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2. Если выбрали m  и построили многочлен наилучшего прибли-
жения, и, оказалось, что точность приближения недостаточна 
то, увеличив m , придется заново повторять все вычисления. 
 
Тема 5 ПРИБЛИЖЕННОЕ ВЫЧИСЛЕНИЕ 
ИНТЕГРАЛОВ 
Лекция 1 Интерполяционные квадратурные правила 
 
1 O форме, придаваемой интегралу при вычислениях. 
2 Квадратурная сумма и связанные с ней задачи. 
3 Общая квадратурная формула. 
4 Теорема о точности квадратурной формулы. 
 
1 O форме, придаваемой интегралу при вычислениях 
 Пусть ],[ ba  – любой отрезок числовой оси, и рассматривается ин-
теграл 
b
a
dxxF )( . Ставится задача: найти его приближѐнное значение 
по n  значениям )( ixF  функции F  в точках ix  ),...,2,1( ni  . Формулы 
для вычисления интегралов называют квадратурными. 
 Многие правила приближѐнных квадратур основаны на замене 
интегрируемой функции F  на всѐм отрезке ],[ ba  или на его частях на 
более простую функцию  , близкую к F , легко интегрируемую точно 
и принимающую в узлах ix  те же значения )( ixF , что и F . В качестве 
такой функции берут алгебраический или тригонометрический много-
член, либо дробно-рациональную функцию. 
 Когда отрезок интегрирования конечный и интегрируемая функция 
F  имеет высокую гладкость, то можно рассчитывать хорошо прибли-
зить еѐ многочленом невысокой степени. Если же сама функция F  или 
еѐ производные невысоких порядков имеют особенности или даже об-
ращаются в  , то это затруднит приближение F  или сделает его во-
обще невозможным. В этом случае мы должны будем заранее освобо-
диться от таких особенностей путѐм их выделения. Делается это при 
помощи разложения F  на два сомножителя )()()( xfxpxF  , где )(xp  
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имеет такие же особенности, как и )(xF , а )(xf  – есть достаточно 
гладкая функция, и интеграл рассматривается в форме 
b
a
dxxfxp )()( . 
 Такое же представление применяется и при вычислении несоб-
ственных интегралов вида 

a
dxxF )( . Причѐм, F  целесообразно разло-
жить на множители )()()( xfxpxF  , из которых первый )(xp
 
харак-
теризует закон убывания F  при x , а )(xf  – является гладкой 
функцией, допускающей хорошее приближение алгебраическими мно-
гочленами или рациональными функциями.  
 Функция )(xp называется весовой функцией или весом. При по-
строении определѐнного квадратурного правила она считается фикси-
рованной. 
 
2 Квадратурная сумма и связанные с ней задачи 
 Будем строить приближѐнные формулы вычислений вида 



n
k
kk
b
a
xfAdxxfxp
1
)()()( , ],[ baxk  .  (5.1) 
Числа kA  называются квадратурными коэффициентами, kx  – квад-
ратурными узлами, а правая часть формулы – квадратурной суммой. 
 Формула (5.1) содержит 12 n  параметров: kk xAn ,,  
),...,2,1( nk  . Их следует выбирать так, чтобы (5.1) давала, возможно, 
лучший результат при интегрировании избранного класса функций f . 
Роль n  – очевидна: чем больше n , тем больше слагаемых в квадра-
турной сумме, и тем большей точности можно достичь путѐм выбора 
kA  и kx . Поэтому при построении формулы число n  считают фикси-
рованным и рассматривают задачу о выборе kA  и kx . В различных 
квадратурных методах одно из множеств: либо множество коэффици-
ентов kA , либо множество узлов kx  также может быть зафиксирован-
ным. Правом выбора их обычно пользуются для следующих целей. 
1. Увеличение степени точности 
 Говорят, что квадратурная формула (5.1) имеет степень точности 
m , если она является точной для функций )(xg i  ),...,2,1( mi  , т.е. 
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


n
k
kik
b
a
i xgAdxxgxp
1
)()()(  
и не является точной для )(1 xgm . 
Можно стремиться к тому, чтобы при помощи выбора параметров kA  
и kx  сделать степень точности формулы (5.1) наивысшей возможной. 
Такие формулы впервые были рассмотрены Гауссом и их часто назы-
вают формулами наивысшей степени точности. 
2. Минимизация погрешности 
 Остаточный член формулы (5.1) имеет вид  



n
k
kk
b
a
n xfAdxxfxpfR
1
)()()()( .    (5.2) 
За величину, характеризующую точность формулы на множестве F  
функций f  может быть принята  
),...,;,...,(|)(|sup 111 nn
f
xxAAMfR  . 
Путѐм выбора узлов kx  и коэффициентов kA  можно добиться, чтобы 
величина M  имела бы наименьшее значение. 
3. Упрощение вычислений 
 Можно при помощи выбора параметров kA  и kx  стремиться сде-
лать, возможно, более простыми вычисления по формуле (5.1), напри-
мер, взять равноотстоящими узлы, или взять равные коэффициенты. 
 
3 Общая квадратурная формула 
 Предположим, что узлы kx  ),...,2,1( nk   выбраны, и мы можем 
при построении квадратурной формулы (5.1) выбирать лишь коэффи-
циенты kA . Выполним интерполирование )(xf  по еѐ значениям в уз-
лах kx  при помощи интерполяционного многочлена Лагранжа степени 
1n  
)()()( xrxLxf n  , 
где 




n
k
nk
kk
n xxxxxxf
xxx
x
xL
1
1 ))...(()(),(
)()(
)(
)( 


. 
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Тогда 
 
b
a
b
a
n
b
a
dxxrxpdxxLxpdxxfxp )()()()()()( . (5.3) 
Будем считать, что 


  

b
a
k
n
k kk
b
a
n
b
a
dxxf
xxx
x
xpdxxLxpdxxfxp )(
)()(
)(
)()()()()(
1 

 





n
k
kk
b
a kk
n
k
k xfAdx
xxx
xxp
xf
11
)(
)()(
)()(
)(


. 
Таким образом, интерполяционная квадратурная формула принимает 
вид 
 


b
a kk
k
n
k
kk
b
a
dx
xxx
x
xpAxfAdxxfxp
)()(
)(
)(),()()(
1 

.    (5.4) 
Ее погрешность (5.2) определяется следующим образом 
 

b
a
n
k
kk
b
a
n dxxrxpxfAdxxfxpfR )()()()()()(
1
. (5.5) 
 
4 Теорема о точности квадратурной формулы 
 Интерполяционная формула (5.4) характеризуется следующей тео-
ремой о степени точности. 
 Теорема 6. Для того чтобы квадратурная формула (5.4) была точ-
ной для алгебраических многочленов степени 1n , необходимо и до-
статочно, чтобы она была интерполяционной. 
 Доказательство. Необходимость. Возьмѐм функцию 
)(
)()(
)(
)( x
xxx
x
xf k
kk





 . Это есть многочлен степени 1n , и 
если формула (5.4) верна для любых многочленов степени 1n , то она 
должна быть точной и для )(xk . Поэтому верны равенства 





n
i
kiki
b
a kk
b
a
k AxAdx
xxx
x
xpdxxxp
1
)(
)()(
)(
)()()( 


 , 
так как, 1)(,,0)(  kkik xkix  , и формула (5.4) действительно 
является интерполяционной, так как еѐ коэффициенты имеют значе-
ния, указанные в (5.4). 
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 Достаточность. Пусть f  – любой многочлен степени 1n . Убе-
димся в том, что для него равенство (5.4) будет выполняться точно. 
Интерполируем f  по значениям в узлах kx  ),...,2,1( nk  . Интерполи-
рование будет точным 
)(
)()(
)(
)(
1
k
n
k kk
xf
xxx
x
xf 
 



. 
Кроме того, если kA  имеют значения, указанные в (5.4), то верны ра-
венства 





n
k
kk
b
a kk
n
k
k
b
a
xfAdx
xxx
xxp
xfdxxfxp
11
)(
)()(
)()(
)()()(


, 
и равенство (5.4) для )(xf  выполняется точно. Теорема доказана. 
 Теперь остановимся на оценке погрешности. Если функция )(xf  
имеет непрерывную производную порядка n  на ],[ ba , то на отрезке, 
содержащем точки xxxx n ,,...,, 21 , существует точка   такая, что  
)(
!
)(
)( )( 
 nf
n
x
xr  . 
Тогда для (5.4) )( fRn  имеет место следующее выражение 
dxfxxp
n
fR n
b
a
n )()()(
!
1
)( )(  . 
Если же ],[,|)(| )( baxMxf n
n  , то имеем оценку погрешности 
квадратуры 
dxxxpM
n
fR
b
a
nn |)()(|
!
1
|)(|  .        (5.5) 
Лекция 2 Квадратурные формулы для равноотстоящих узлов 
 
1 Формулы Ньютона-Котеса. 
2 Простейшие формулы Ньютона-Котеса. 
 
1 Формулы Ньютона-Котеса 
 В вычислениях часто узлы kx  берутся равноотстоящими. Постро-
им интерполяционные квадратурные формулы, считая, что на отрезке 
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],[ ba  задано 1n  равноотстоящих узлов kx , таких, что ax 0 , 
hxx kk  1 , bxn   и 
n
ab
h

 . Введем новую переменную 
h
xx
q 0

 . Тогда многочлен Лагранжа примет вид 
)(
)()!(!
))...(1()1(
)(
0
k
n
k
kn
n xf
kqknk
nqqq
xL 




 . 
Подставим это выражение в (5.3), получим 
)()(
))...(1(
)(
)!(!
)1(
)()(
00
fRxfdq
kq
nqqq
qhap
knk
h
dxxfxp nk
nn
k
knb
a






 


. 
Полученную формулу перепишем в виде 



n
k
k
n
k
b
a
xfBabdxxfxp
0
)()()()( ,  (5.6) 
где 
.
))...(1(
)(
)!(!
)1(
0
dq
kq
nqqq
qhap
knnk
h
B
nkn
n
k  






  (5.7) 
 Квадратурные правила (5.6) называют формулами Ньютона-
Котеса, а коэффициенты (5.7) – коэффициентами Ньютона-Котеса. 
 Для постоянной весовой функции 1)( xp  формула Ньютона-
Котеса имеет вид 



n
k
k
n
k
b
a
xfBabdxxf
0
)()()( ,          (5.8) 
а коэффициенты nkB  определяются по формулам 
dq
kq
nqqq
knnk
h
B
nkn
n
k  





0
))...(1(
)!(!
)1(
.  (5.9) 
 Нетрудно видеть, что для коэффициентов nkB  справедливы соот-
ношения 1
0


n
k
n
kB  и 
n
kn
n
k BB  , например, последнее легко показыва-
ется с помощью замены ntq  . 
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 Коэффициенты nkB  вычислены до 20n . Однако для больших 
значений n  формулы Ньютона-Котеса не применяются, так как с ро-
стом n  все значительнее сказывается неустранимая и вычислительная 
погрешность. В следующей таблице приведем некоторые значения ко-
эффициентов .nkB  
Таблица 5.1 Значение коэффициентов 
      k 
0 1 2 3 4 Знаменатель  
1 
2 
1 
1 
 
4 
   2 
6 
3 
4 
1 
7 
3 
32 
 
12 
  8 
90 
5 
6 
19 
41 
75 
216 
50 
27 
 
272 
 288 
840 
7 
8 
751 
989 
3577 
5888 
1323 
-928 
2989 
10496 
 
-4540 
17280 
28350 
Например, 
288
505
2 B . 
 Замечание. Формула (5.9) имеет степень точности n , если число 
узлов еѐ 1n  – является чѐтным, и степень 1n , если число узлов еѐ 
1n  – является нечѐтным. 
 
2 Простейшие формулы Ньютона-Котеса 
 Для повышения точности интегрирования отрезок ],[ ba  часто де-
лят на несколько частей, затем применяют избранную квадратурную 
формулу к каждой отдельной части и результаты складывают. Этот 
метод является общим, и им можно пользоваться при применении вся-
кой квадратурной формулы. Для многих формул интерполяционных 
квадратур погрешность )( fRn  зависит от величин отрезка интегриро-
вания следующим образом 
),()()( baCabfR kn  ,   (5.10) 
где ),( baC  – медленно изменяющаяся функция от a  до b  и Nk . 
Такая зависимость показывает, что если мы уменьшим отрезок инте-
грирования в m  раз, то )( fRn  при этом уменьшится приблизительно в 
km  раз. Для вычисления интеграла по всему отрезку ],[ ba  разделим 
n 
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его на m  равных частей и вычислим при помощи выбранной формулы 
интегралы по всем частичным отрезкам. В каждом случае погрешность 
будет приблизительно в km  раз меньше, чем (5.10). При сложении 
всех таких интегралов получится результат, погрешность которого бу-
дет приблизительно в 1km  раз меньше, чем погрешность (5.10), когда 
формула применяется для вычисления интеграла по всему отрезку 
],[ ba . Если 1k , то произойдѐт уменьшение погрешности тем боль-
ше, чем больше k . Описанный способ увеличения точности применим 
сейчас к простейшим формулам Ньютона-Котеса. 
 Формула прямоугольников 
 В случае 0n  функция )(xf  на отрезке ],[ ba  заменяется интер-
поляционным многочленом нулевого порядка, построенным по значе-
ниям )(xf  в средней точке 
2
ba
x

 , т.е. функцией  на отрезке 
)
2
()(
ba
fxP

 ],[ ba . Таким образом, 
.)()
2
()()( 


b
a
fR
ba
fabdxxf          (5.11) 
 
 
))((
2
)
2
(
)
2
()
2
()
2
()(
2
xf
ba
x
ba
f
ba
x
ba
fxf 








 . 
Интегрируя последнее выражение, получим 
  




b
a
b
a
dxxf
ba
x
ba
fabdxxf ))(()
2
(
2
1
)
2
()()( 2  , 
откуда следует, что 
То есть, площадь криволинейной 
трапеции заменяется  площадью 
прямоугольника. 
 
Если )(xf  на отрезке ],[ ba
 
имеет 
производную второго порядка, то 
по теореме Тейлора получим 
f(b) f(a) 
a b 0 x 
y 
a b
2
  
f((a+b)/2) 
y=f(x) 
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 


b
a
dxxf
ba
xfR ))(()
2
(
2
1
)( 2  . 
Применяя теорему о среднем значении, получим 


24
)(
)
2
(
2
)(
3
2 abdx
ba
xfR
b
a



  , 
где )(sup)(inf xfxf
xx
   или же, погрешность можно записать в 
виде )(
24
)(
)(
3
f
ab
fR 

 , где ba  . 
 Далее, разобьѐм отрезок ],[ ba  на n  равных частей длины 
n
ab
h

  и, применяя формулу (5.11) к каждому отрезку, просуммиру-
ем результаты по всем отрезкам, получим окончательную формулу 
прямоугольников 
 




 



b
a
R
hn
af
h
af
h
af
n
ab
dxxf )
2
)12(
(...)
2
3
()
2
()( , (5.12) 
где погрешность окончательно определяется формулой 
)(
24
)(
)(
2
3
f
n
ab
fR 

 .   (5.13) 
 Формула трапеций 
 Пусть 1n , тогда линейное интерполирование выполняется по 
двум значениям )(af  и )(bf , принимаемым функцией )(xf  на кон-
цах a  и b . Квадратурная формула (5.8), с учетом коэффициентов из 
таблицы, будет иметь вид  
.])()([
2
)( bfaf
ab
dxxf
b
a


           (5.14) 
Это формула трапеций.  
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dxfbxaxdxfxxp
n
fR
b
a
n
b
a
n )()()(
2
1
)()()(
!
1
)( )2()(    . 
 Если )(xf   – непрерывная функция на ],[ ba , и так как множитель 
))(( bxax   сохраняет знак на ],[ ba , то по теореме о среднем, суще-
ствует на ],[ ba  такая точка  , что 
],[),(
12
)(
!2
))((
)()(
3
2 baf
ab
dx
bxax
ffR
b
a




   .    (5.15) 
 Для увеличения точности формулы трапеций (5.14), разделим от-
резок ],[ ba  на n  равных частей длины 
n
ab
h

 . Рассмотрим частич-
ный отрезок ])1(,[ hkakha  . Для него получим 
,)(,)(
2
)(
)1(
1


 
hka
kha
kkkk khaffRff
h
dxxf  
и согласно (5.15) 
hkakhaf
h
R kkk )1(),(
12
3
  . 
 
 
 
 
 
Погрешность ее, в виду 
))(()( bxaxx 
 
и 1)( xp  
определяется по формуле 
 
Сумма интегралов по всем частич-
ным отрезкам даѐт общую квадра-
турную формулу трапеций 
 
y=f(x) 
f(b) 
f(a) 
a b 0 x 
y 
y=f(x) 
f2 f1 f0 
a a+2h 0 x 
y 
a+h 
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Rfffff
n
ab
dxxf nn
b
a


  ]
2
1
...
2
1
[)( 1210 , (5.16) 
где 
.)1(,
)(...)()(
12
)(
])(...)()([
12
...
110
2
3
110
3
110
hkakha
n
fff
n
ab
fff
h
RRRR
k
n
nn









 
Величина 
n
fff n )(...)()( 110    есть среднее арифметическое 
из значений второй производной. Считая ее непрерывной функцией на 
],[ ba , мы можем выбрать такую точку ],[ ba , что  
)(
)(...)()( 110 

f
n
fff n 
  , 
а значит, 
],[),(
12
)(
2
3
baf
n
ab
R 

  .   (5.17) 
 Формула парабол 
 Пусть 2n  и интерполируется функция )(xf  по трѐм точкам a , 
c
ba


2
, b  в которых известны еѐ значения. Интерполирующий мно-
гочлен имеет вторую степень и его графиком является парабола. Квад-
ратурная формула парабол имеет вид 
 
])()(4)([
6
)( bfcfaf
ab
dxxf
b
a


 .  (5.18) 
 
 
 
 
 
 
 
 
 
Это формула парабол. Она называ-
ется также формулой Симпсона. 
Формула точна для функции 
3)()( cxxf  , так как левая и пра-
вая части формулы (5.18) тожде-
ственно равны нулю, а значит, она 
точна и для любого многочлена 
третьей степени.  
f(b) 
f(c) 
f(a) 
y=f(x) 
a b 0 x 
y 
с 
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 Для нахождения погрешности формулы (5.18) рассмотрим много-
член )(3 xP  третьей степени, удовлетворяющий условиям 
)()(),()(),()(),()( 3333 bfbPcfcPcfcPafaP  . 
Многочлен )(3 xP  интерполирует )(xf  по двум однократным узлам a  
и b  и одному двукратному узлу c  
)()()( 3 xrxPxf  . 
Так как для )(3 xP  формула Симпсона является точной, то  


  dxxrbPcPaP
ab
dxxrdxxPdxxf
b
a
b
a
b
a
b
a
)(])()(4)([
6
)()()( 3333  
dxxrbfcfaf
ab
b
a


 )(])()(4)([
6
. 
Погрешность формулы Симпсона имеет вид 
dxxrfR
b
a
 )()( . 
 Если считать, что )(xf  имеет на отрезке ],[ ba  непрерывную про-
изводную четвѐртого порядка, то из представления остаточного члена 
)(xr  интерполирования с кратными узлами, имеем 
bxafbxcxaxxr   ,),()())((
!4
1
)( )4(2 . 
Поэтому 
 
b
a
dxfbxcxaxfR )()())((
24
1
)( )4(2  . 
Так как множитель )())(( 2 bxcxax   не изменяет знак на отрезке 
],[ ba  и )(
)4( xf  – непрерывная функция на отрезке ],[ ba , то по теоре-
ме о среднем существует такая точка  , что 
)(
290
1
)())((
24
)(
)( )4(
5
2
)4(


f
ab
dxbxcxax
f
fR
b
a





 
  .  (5.19) 
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 Далее, разделим ],[ ba  на чѐтное число n  равных частей длины 
n
ab
h

  и возьмѐм сдвоенный частичный отрезок 
])1(,)1([ hkahka  . Тогда, учитывая, что )( khaff k  , имеем 



 
hka
hka
kkkk Rfff
h
dxxf
)1(
)1(
11 )4(
3
)( . 
 Просуммировав по всем сдвоенным отрезкам ]2,[ haa  , 
,],...4,2[ haha   получим, 
,)(])...(4)...(2[
3
)( 1312420 fRffffffff
n
ab
dxxf nnn
b
a


 
 
и 
])(...)()([
90
1
)( 1
)4(
3
)4(
1
)4(5
 nfffhfR  . 
 Если функция )()4( xf
 
непрерывна на отрезке ],[ ba , то существу-
ет такая точка  , что 
)(])(...)()([
2 )4(
1
)4(
3
)4(
1
)4(  ffff
n
n    
и для погрешности )( fR  получим выражение 
baf
n
ab
fR 

  ),(
180
)(
)( )4(
4
5
.          (5.20) 
 Формула «трѐх восьмых» 
 При 3n  для построения формулы Ньютона-Котеса интерполи-
рование функции )(xf  выполняется по еѐ значениям в четырѐх точках 
)(,
3
2
,
3
, abHb
H
a
H
aa  . Формула «трѐх восьмых» или 
формула Ньютона будет следующей 
.])(
8
1
)
3
2
(
8
3
)
3
(
8
3
)(
8
1
[)( bf
H
af
H
afafHdxxf
b
a
     (5.21) 
  78 
Еѐ степень точности равна трѐм.  
 Проделав рассуждения немного сложнее, чем в случае формулы 
Симпсона, получим следующий вид погрешности 
baf
ab
fR 

 ),(
6480
)(
)( )4(
5
.  (5.22) 
Далее, пусть n  кратно трѐм. Разделим отрезок ],[ ba  на n  равных ча-
стей длины 
n
ab
h

 . Возьмѐм отрезок длины h3 : ])3(,[ hkakha    
и к нему применим формулу (5.21) 
,)()})3((
))2((3))1((3)({
8
3
)(
1
)3(
fRhkaf
hkafhkafkhaf
h
dxxf
k
hka
kha




  
и 
)(
6480
)3(
)( 1
)4(
5
 kf
h
fR  . 
Просуммировав по всем тройным отрезкам, получим следующую об-
щую формулу «трѐх восьмых» 
,)()}...(3
)...(2{
8
3
)(
125421
3630
fRffffff
fffff
h
dxxf
nn
nn
b
a



      (5.23) 
где )( khaff k   и погрешность 
 ])(...)([
6480
)3(
)(...)()()(
3
)4(
1
)4(
5
3
21 nn ff
h
fRfRfRfR   
baf
n
ab
ff
nn
ab
n 



  ),(
80
)(
])(...)([
3
80
)(
4
5
3
)4(
1
)4(
4
5
. 
 Заметим, что в случае, когда число узлов кратно 6, лучше приме-
нять формулу Симпсона, чем формулу «трѐх восьмых», так как в пер-
вом случае погрешность меньше (определяется путѐм сравнения). 
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Лекция 3 Квадратурные формулы наивысшей алгебраической 
степени точности 
 
1 Постановка задачи. 
2 Квадратурная формула Гаусса. 
3 Остаточный член формулы Гаусса. 
 
1 Постановка задачи 
 Будем строить квадратурные формулы интерполяционного типа, 
имеющие при заданном числе узлов n  наивысшую алгебраическую 
степень точности, т.е. будем находить узлы и коэффициенты квадра-
турных формул из условия, что их остаточные члены обращаются в 
нуль для всех многочленов максимально высокой степени.  
 Итак, имеем задачу: на отрезке ],[ ba  выбрать узлы nixi ,..,2,1,   
и определить коэффициенты iA  таким образом, чтобы квадратурное 
правило 
 


b
a
n
i
ii xfAdxxfxp
1
)()()(   (5.24) 
было точным для всех многочленов наивысшей возможной степени m . 
При построении квадратурной формулы будем считать, что весовая 
функция )(xp  удовлетворяет условиям 
 
b
a
b
a
i dxxpиiqdxxxp 0|)(|,0,|)(| . 
 В правиле (5.24) n2  неизвестных iA , nixi ,..,2,1,  , поэтому сле-
дует ожидать, что при надлежащем выборе узлов и квадратурных ко-
эффициентов оно будет точным для всех многочленов степени 
12  nm . 
 Теорема 7. Для того чтобы квадратурное правило (5.24) было точ-
ным для всех многочленов степени не выше 12 n , необходимо и до-
статочно выполнение условий 
 1. Правило (5.24) должно быть интерполяционным, то есть, коэф-
фициенты вычисляться по формулам: 
 

b
a kk
k dx
xxx
x
xpA
)()(
)(
)(


.        (5.25) 
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 2. Многочлен ))...()(()( 21 nxxxxxxx   должен быть ортого-
нален на отрезке ],[ ba  по весу )(xp ко всякому многочлену )(xQ  сте-
пени меньше n  
 
b
a
dxxQxxp 0)()()(  .   (5.26) 
 Доказательство. Необходимость первого условия следует из тео-
ремы 6. Покажем необходимость второго условия. Пусть )(xQ  произ-
вольный многочлен степени меньше n . Возьмем )()()( xQxxf  . 
Этот многочлен степени не больше 12 n  и правило для него должно 
быть точным. Но так как 0)( ixf  для всех значений i , то, следова-
тельно, равенство (5.26) выполняется. 
 Достаточность. Пусть )(xf  произвольный многочлен степени не 
больше 12 n . Представим его в виде )()()()( xrxQxxf  , где )(xQ  
и )(xr многочлены степени меньше n . Ясно, что )()( ii xrxf  . Тогда 
.)()()()()()()()()(
11
   


b
a
b
a
n
i
ii
b
a
n
i
ii xfAxrAdxxrxpdxxQxxpdxxfxp 
Теорема доказана. 
 Итак, задача о построении квадратурного правила (5.24) сводится к 
задаче об отыскании многочлена )(x , который обладает свойством 2 
(равенство (5.26)). Покажем, что такой многочлен существует, все его 
корни действительны, различны и принадлежат отрезку ],[ ba . 
 Теорема 8. Если весовая функция )(xp не меняет знак на отрезке 
],[ ba , то существует и притом единственный многочлен )(x  ортого-
нальный на ],[ ba  по весу )(xp
 
ко всякому многочлену степени мень-
ше n . 
 Доказательство. Будем искать многочлен в виде 
nn
nn axaxaxx  

1
1
1 ...)( . Из условия ортогональности для 
определения коэффициентов ia  получим систему n  уравнений 
  1,...,1,0,0...)( 111   nidxxaxaxaxxp
b
a
i
nn
nn . 
  81 
Достаточно показать, что соответствующая однородная система имеет 
лишь нулевое решение 
  1,...,1,0,0...)( 111   nidxxaxaxaxp
b
a
i
nn
n . 
Умножим последовательно каждое уравнение на 11 ...,,, aaa nn   и про-
суммируем. В результате получим уравнение 
   
b
a
nn
nn dxaxaxaxaxp 0...)( 21
2
2
1
1 . 
В силу того, что )(xp
 
не меняет знак на ],[ ba , то последнее равенство 
возможно лишь тогда, когда все 0ia . Теорема доказана. 
 Теорема 9. Если )(xp
 
не меняет знак на отрезке ],[ ba  и много-
член )(x  ортогонален на ],[ ba  ко всякому многочлену )(xQ  степени 
меньше n , то все корни )(x  действительны, различны и лежат внут-
ри ],[ ba . 
 Доказательство. Пусть m ,...,, 21  – корни, которые лежат внут-
ри ],[ ba  и имеет нечетную кратность. Допустим, что nm  . Построим 
многочлен ))...()(()( 21 mxxxx   . Для него должно выпол-
няться равенство 
 
b
a
dxxxxp 0)()()(  . 
С другой стороны, многочлен )()( xx   содержит только четные сте-
пени и поэтому 
 
b
a
dxxxxp 0)()()(  . 
Значит, nm  . Теорема доказана. 
 Таким образом, квадратурное правило наивысшей алгебраической 
степени точности (5.24) существует при любом n  и является един-
ственным. Можно показать, что ни при каком выборе узлов ix  и коэф-
фициентов niAi ,...,2,1,   квадратурное правило не будет точным 
  82 
для всех многочленов степени n2 . Если 0)( xp  и квадратурное пра-
вило является точным для всех многочленов степени 22 n , то все 
квадратурные коэффициенты 0iA . Действительно, если 
2
)(
)( 







ixx
x
xf

, то   
b
a
ii xAdxxfxp
2
)()()(  . Откуда получаем 
 







b
a ii
i dx
xxx
x
xpA 0
)()(
)(
)(
2


. 
 
2 Квадратурная формула Гаусса 
 Квадратурные формулы наивысшей алгебраической степени точ-
ности для случая 1)( xp  впервые построил Гаусс. Поэтому и для лю-
бого )(xp
 
подобные формулы называют формулами Гаусса. 
 Построим квадратурное правило, когда 1)( xp . Введем обозна-
чения 
  
x
nn
xx
xdxxxdxxxdxx
0
1
0
21
0
1 )()(,...,)()(,)()(  . 
 Рассмотрим интеграл 
b
a
dxxqx )()( , где )(xq  многочлен степени не 
выше 1n . Применяя формулу интегрирования по частям, учитывая 
(5.26), получим 
...)()(|)()()()(0
0
1   
x b
a
b
a
b
a
dxxqxxdxqxdxxqx   
  .)()()1(...)()()()()()( )1(1)2(3)1(21 bannn xqxxqxxqxxqx    
При ax   правая часть уравнения обращается в нуль, так как 
0)( ai . Поэтому в силу произвольности )(xq  справедливы равен-
ства 
0)(...)()( 21  bbb n . 
Следовательно, )(xn  имеет корни кратности n  при ax   и bx   и 
может быть записана в виде  
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nn
n bxaxCx )()()(  ,  
где C – постоянная. 
Отсюда для )(x получим 
])()[()( nn
n
n
bxax
dx
d
Cx  . 
Постоянная С  подбирается из условия, что коэффициент при nx  в 
)(x  равен 1. Чтобы определить величину этого коэффициента, вы-
числим  
nnn
n
n
x
n
n
xnnnnx
dx
d
!
)!2(
)1)...(22)(12(22  . 
Следовательно, 
)!2(
!
n
n
C  . 
Итак, получаем 
])()[(
)!2(
!
)( nn
n
n
bxax
dx
d
n
n
x  .       (5.27) 
 Последовательное применение теоремы Ролля показывает, что все 
корни уравнения 0)( x , действительны, различны и принадлежат 
интервалу ],[ ba . Таким образом, их действительно можно использо-
вать в качестве узлов интерполяции и полученная при этом формула 
численного интегрирования будет удовлетворять поставленным усло-
виям.  
 
3 Остаточный член формулы Гаусса 
 Пусть )(xf
 
– произвольная, достаточное количество раз диффе-
ренцируемая функция. Построим интерполяционный многочлен Эрми-
та )(xH , такой что )()( ii xfxH   и )()( ii xfxH  , причѐм 
nxxx ...,,, 21  – корни уравнения 0)( x . 
 Тогда 
),;...;,;,;()...()()()()( 2211
22
2
2
1 nnn xxxxxxxfxxxxxxxHxf  . 
 Многочлен )(xH  имеет степень 12 n . Проинтегрируем с весом 
)(xp  левую и правую части последнего выражения  
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  
b
a
b
a
dxxHxpxpxf )()()()(
  dxxxxxxxxfxxp nn
b
a
),;...;,;,;()()( 2211
2  



n
i
ii xHA
1
)( 
b
a
xxp )()( 2 dxxxxxxxxf nn ),;...;,;,;( 2211



n
i
ii xfA
1
)( 
b
a
xxp )()( 2 dxxxxxxxxf nn ),;...;,;,;( 2211 . 
Таким образом, остаточный член будет иметь вид 

b
a
xxpfR )()()( 2 dxxxxxxxxf nn ),;...;,;,;( 2211 . 
Так как )()( 2 xxp   не меняет знака на отрезке ],[ ba , узлы 
],[...,,, 21 baxxx n   и )(xf  имеет на ],[ ba непрерывную производную 
порядка n , то на отрезке ],[ ba  существует такая точка  , для которой 
верно равенство )(
!
1
),...,,( )(21 
n
n f
n
xxxf  . Следовательно, погреш-
ность )( fR  будет 
  dxxxpxxxxffR
b
a
nn )()(),;...,;()(
2
11  
b
a
n
dxxxp
n
f
)()(
)!2(
)( 2
)2(


,  
где .],[, ba  
При 1)( xp  выражение для )( fR  можно упростить, интегрируя по 
частям 
  

b
a
b
a
dxxxdxxx )()()()( 1   

b
a
dxxx ...)()(2 

b
a
n
n
n dxxx )()()1( )( 
b
a
n
n dxxn )(!)1(  . 
Применяя снова последовательное интегрирование по частям, получим 
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 
b
a
nn
b
a
n dxbxax
n
n
dxx )()(
)!2(
!
)(
 


b
a
nn
dx
n
bxax
n
nn
...
1
)()(
)!2(
!
11
  
 


b
a
n
n dx
nn
ax
n
n
2)...1(
)(
)!2(
)!(
)1(
22
)12(])!2[(
)()!()1(
2
123




nn
abn nn
. 
Итак, при 1)( xp
 
погрешность )( fR  принимает вид 
nn nfR )1(!)1()( 
)!2(
)(
)12(])!2[(
)()!( )2(
2
123
n
f
nn
abn nn 




= 
)(
)12(])!2[(
)!()( )2(
3
412
n
n
f
nn
nab




.    (5.28) 
 
Лекция 4 Коэффициенты формул Гаусса. 
 
1 Коэффициенты формул Гаусса. 
2 Некоторые составные формулы. 
3 Квадратурные формулы с равными коэффициентами. 
 
1 Коэффициенты формул Гаусса 
 Найдѐм теперь выражения для коэффициентов при )( ixf  в фор-
муле (5.24). Для этого рассмотрим функцию 
k
k
xx
x
x


)(
)(

 . 
Квадрат этой функции является многочленом степени 22 n . Следова-
тельно,  
 


b
a
n
i
kkkikik xAxAdxxxp
1
222
)()()()(  . 
Отсюда, 
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)(
)()(
)(
)()(
2
2
2
2
k
b
a
k
kk
b
a
k
k
x
dxxxp
x
dxxxp
A







.  (5.29) 
Заметим, что все коэффициенты kA  – положительные. 
При 1)( xp
 
получим более удобные выражения для коэффициен-
тов kA , путѐм интегрирования по частям 
.
)()(
2
)()(
)()(
2
)(
)(
)(
)(
)(
22
2
2
2
2
2

























b
a kkk
b
a k
b
a
k
b
a k
b
a
k
dx
xx
xx
xb
b
xa
a
dx
xx
xx
xx
x
dx
xx
x
dxx



 
Подсчитаем значения )(2 a  и )(2 b . По формуле Лейбница из (5.27) 
имеем 
.])[(])[(
)!2(
!
])()[(
)!2(
!
)(
0
n
kn
kn
n
k
kn
k
k
n
nn
n
n
bx
dx
d
ax
dx
d
C
n
n
bxax
dx
d
n
n
x







 
Отсюда, 
,)(
)!2(
)!(
)1()(!
)!2(
!
)(
2
nnn ab
n
n
ban
n
n
a   
nab
n
n
b )(
)!2(
)!(
)(
2
 . 
Функция 
kxx
xx

 )()( 
 является многочленом степени 22 n . Поэтому  
)(2
)()(
2
)()(
2 2
1
kk
b
a
n
i ki
ii
i
k
xA
xx
xx
Adx
xx
xx








 

. 
Из (5.29) следует 
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.)(2
)(
)!2(
)!()(
)!2(
)!(
)1()( 2
2
2
22
2
2
2
kk
k
n
k
n
n
kk xA
xb
ab
n
n
xa
ab
n
n
xA  





















  
Таким образом, коэффициенты kA  при известных значениях kx  могут 
быть вычислены по формуле 
)())((])!2[(
)()!(
22
124
kkk
n
k
xxbaxn
abn
A




.  (5.30) 
 Нетрудно показать, что все корни )(x  расположены симметрично 
относительно средней точки 
2
ba 
, так, что для всякой точки kx  
найдется симметричная ей точка 1knx  и, следовательно, 1 knk AA , 
то есть коэффициенты при )( kxf  и )( 1knxf  совпадают. 
 Корни kx  и коэффициенты kA  можно вычислить для фиксирован-
ного отрезка ]1,1[ . Любой отрезок ],[ ba  путем замены 
])[(
2
1
abtabx   приводится к отрезку ]1,1[ . Запишем квадратур-
ное правило (5.24) для отрезка ]1,1[  
.)(
)12(])!2[(
)!(2
)()( )2(
3
4121
1 1
n
nn
k
kk f
nn
n
xfAdxxf



 
        (5.31) 
Тогда для общего отрезка ],[ ba  получим 
.)()
2
()
22
(
2
2
)
22
()(
12
1
1
1
fR
ab
t
abba
fA
ab
dt
ab
t
abba
fdxxf
n
n
k
kk
b
a















 
    (5.32) 
 Выпишем значение узлов kx , коэффициентов kA  и погрешностей 
)( fR  для нескольких первых значений n  
);(
3
1
)(,2,0,1 111 ffRAxn   
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);(
135
1
)(,1,5773502692.0,2 )4(22112 ffRAAxxn   
);(
15750
1
)(
,
9
5
,
9
8
,7745966692.0,0,3
)6(
2
312132
ffR
AAAxxxn


 
,8611363116.0,3399810436.0,4 1423  xxxxn
.)(
3472875
1
)(,3478548451.0,6521451549.0 )8(24132 ffRAAAA   
Из приведенных значений видно, что с ростом n  знаменатель в 
выражении для погрешности растет очень быстро. Поэтому для 4n  
квадратурная формула Гаусса имеет высокую точность. 
 Отметим, что 


n
i
ii AA
1
0,1  для любого i  и, следовательно, с 
ростом n  коэффициенты iA  остаются ограниченными величинами. 
Это обстоятельство выгодно отличает квадратуры Гаусса от формул 
Ньютона-Котеса. 
 
2 Некоторые составные формулы 
 На практике с целью повышения точности счета можно использо-
вать составные формулы для небольших значений n . Если 
m
ab
h

  и 
формуле для вычисления интеграла на частичном промежутке поло-
жить 
,)(
)12(])!2[(
)!(
)
2
1
)
2
1
((
2
)
2
1
)
2
1
(()(
)2(
3
412
1
)1( 1
1
i
n
n
i
n
i
i
hka
kha
f
nn
nh
hthkafAh
dt
h
hthkafdxxf







 

 
 
то получим 
.
)12(])!2[(
)()!(
)
2
)
2
1
(()(
3
)2(4121
01 




nn
fnhht
hkafAhdxxf
nnm
k
i
n
i
i
b
a

  (5.33) 
Для 2n  формула (5.33) примет вид 
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.5773502692.0],,[),(
)12(])!2[(
)!(
))
2
1
(())
2
1
((
2
)(
1
)2(
3
412
1
0
11








 







tbaf
nn
nh
t
khaf
t
khaf
h
dxxf
n
n
m
k
b
a

 
 Использование составной формулы Гаусса, например, при 3n  
целесообразно для 30m , так как в этом случае при одинаковом объ-
еме вычислений она значительно точнее общей формулы Симпсона. 
 
3 Квадратурные формулы с равными коэффициентами 
 Рассмотрим формулу квадратуры с одинаковыми коэффициентами 
.)()()(
1



n
k
kn
b
a
xfcdxxfxp     (5.34) 
 Которая называется формулой Чебышева. Эта формула содержит 
1n  параметр nc , )...,,2,1( nkxk  и их желательно выбирать так, что-
бы квадратурная формула выполнялась точно для всех многочленов 
степени n . Для этого достаточно, чтобы она выполнялась точно для x  
от нулевой до n -ой, т.е. 



n
k
i
kn
b
a
i xcdxxxp
1
)( , ....,,1,0 ni      (5.35) 
 Предположим, что произведение ixxp )( , ( ni ...,,1,0 ) абсолютно 
интегрируемо на ],[ ba , и пусть  
b
a
dxxpI 0)(0 .  
 Выясним возможность решения системы (5.35) относительно nc  и 
kx . Пусть 0i , получим ncdxxp n
b
a
 )( . Откуда 
b
a
n dxxp
n
c )(
1
. По-
лагая последовательно ni ...,,2,1 , получим систему уравнений для 
нахождения kx  
  90 
.
)(...
.....................
)(...
)(...
11
21
2
12122
2
2
12
1
11
211




















b
a
nn
n
n
n
n
nn
n
b
a
nnn
b
a
nnn
cdxxxpcxxxs
cdxxxpcxxxs
cxdxxpcxxxs



 (5.36) 
 Рассмотрим многочлен )(x , для которого kx  являются корнями 
n
nnn
n axaxaxxxxxx 
 ...))...(()( 22
1
11 . 
 Из алгебры многочленов известны соотношения между коэффици-
ентами многочлена naa ...,,1  и суммами степеней корней 
.
0...
............
03
02
0
2211
312213
2112
11












 nnnn nasasas
asasas
asas
as
       (5.37) 
 Значения is ( ni ...,,2,1 ) известны, с их помощью мы можем 
единственным образом найти коэффициенты ia  многочлена )(x . По-
сле этого решая уравнение 0)( x , найдѐм узлы kx  квадратурной 
формулы (5.34).  
 Однако заметим, что корни многочлена )(x  могут оказаться ком-
плексными или выходить за границы отрезка
 
],[ ba . Вышеизложенное 
позволяет сформулировать следующую теорему. 
 Теорема 10. Если 0)( 
b
a
dxxp , то квадратурная формула вида 
(5.34) с действительными или комплексными узлами kx , точная для 
любых алгебраических многочленов степени n , может быть построе-
на, и при этом единственным образом, при всяких ...,2,1n . 
 Отметим, что если среди узлов kx  есть комплексные, то квадра-
турная формула (5.34) может быть полезной лишь для интегрирования 
функций )(xf , аналитических в области, содержащей внутри себя от-
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резок ],[ ba  и все узлы kx . Поэтому для формул Чебышева особое зна-
чение имеет случай, когда узлы kx  действительные и принадлежащие 
отрезку ],[ ba .  
 Пусть 1)( xp
 
и отрезок интегрирования приведѐн к ]1,1[  (отре-
зок ],[ ba  заменой t
abab
x
22



  и сводится к отрезку ]1,1[ ). То-
гда  

 

1
1 1
)()(
n
k
kn xfcdxxf . Коэффициент nc  определяется из равенства 



1
1
2
2
1
n
dxcn . Так как 
1
)1(1
1
1
1
1
1
1
1









ii
x
dxx
ii
i , уравнения (5.36) 
дадут для сумм степеней узлов kx  значения 



1
1
1 0
2
xdx
n
s , 


1
1
2
2
32
n
dxx
n
s , …,  1)1(1
1
1
2


 nn
n
n
s . 
 Поэтому система (5.37) уравнений для коэффициентов ka  много-
члена )(x  имеет вид  
.
................................
06
357
0
04
35
0
02
3
0
642
5
42
3
2
1



















aa
n
a
nn
a
aa
nn
a
a
n
a
 
 При 1n , xx )( , так как 01 x  и 21 c , поэтому 



1
1
)0(2)( fdxxf , ))(
3
1
)(( 1 ffR  . 
Это есть формула прямоугольника с высотой, равной )0(f .  
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 При 2n , 
3
1
)( 2  xx , следовательно, 
3
1
1 x , 
3
1
1 x , и, 
12 c , поэтому 

















 3
1
3
1
)(
1
1
ffdxxf , ))(
135
1
)(( )4(2 ffR  . 
Эта формула совпадает с формулой Гаусса для двух узлов. Приведѐм 
таблицу узлов формулы Чебышева для 9)1(1n  с пятью значащими 
цифрами 
0:1 1  xn ; 
57735,0:2 12  xxn ; 
0;70711,0:3 213  xxxn ; 
18759,0;79465,0:4 2314  xxxxn ; 
0;37454,0;83250,0:5 32415  xxxxxn ; 
0;37454,0;83250,0:6 32415  xxxxxn ; 
0;32391,0;52966,0;88386,0:7 4352617  xxxxxxxn ; 
;52876,0;60102,0;91159,0:9 372819  xxxxxxn  
0;16791,0 546  xxx . 
 При 8n  и 10n  среди kx  – есть комплексные.  
Эти формулы удобны при работе с чертежами, когда ординаты легко 
считываются.  
 
Лекция 5 Вычисление несобственных интегралов. 
 
1 Мультипликативный способ. 
2 Аддитивный способ. 
3 Функции с несколькими особенностями. 
 
1 Мультипликативный способ 
 Пусть необходимо вычислить 
b
a
dxxf )( , где функция )(xf  имеет 
некоторые особенности на промежутке ],[ ba . Рассмотрим два способа 
выделения особенностей. 
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 Представим подынтегральную функцию в виде )()()( xPxxf  , 
где 0)( xP  на отрезке ],[ ba , а функция )(x  является гладкой функ-
цией. Тогда, рассматривая )(xP  как весовую функцию, для вычисле-
ния 
b
a
dxxf )(  можно использовать какое-либо квадратурное правило.  
 Например, пусть необходимо вычислить dxx
11
1
41


 



  . Возьмем 
в качестве 
1
21)(






  xxP  и 
1
21)(






  xx . Используя квадра-
турную формулу Гаусса, получим 









 




 
n
k
kx
n
dxx
1
1
2
11
1
4 11

, 
где )
2
)12(
cos(
n
k
xk

  – корни многочлена Чебышева )(xTn , который 
ортогонален на отрезке ]1,1[  по весу 
1
21)(






  xxP  ко всякому 
многочлену степени меньше n . 
 
2 Аддитивный способ 
 Представим подынтегральную функцию в виде )()()( xxxf   , 
где )(x  не имеет особенностей и является гладкой, а интеграл от 
)(x  может быть найден точными методами. 
 Пусть необходимо вычислить  

2
0
sinln

xdx . 
Считая, что 
x
x
x
sin
ln)(  , а xx ln)(  , получим 
)1
2
(ln
2
|)ln(ln
2
0
2
0 



xxxxdx . 
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Интеграл от )(x  можно вычислить, используя известные квадратур-
ные формулы. 
 Рассмотрим некоторые приемы представления подынтегральной 
функции в виде суммы. 
 Пусть ],[,1),()()( bacxcxxf   , а )(x  – m  кратно 
непрерывно дифференцируемая функция. Представим )(xf  в виде 




])(
!
)(
...)(
!2
)(
)(
!1
)(
))(([)(
)(
2
)2(
1
)1(
k
k
cx
k
c
cx
c
cx
c
cxcxf





 
.],)(
!
)(
...)(
!1
)(
)()([)(
)()1(
mkcx
k
c
cx
c
cxcx k
k


  
Первая скобка легко интегрируется. Вторая скобка обращается в нуль в 
точке cx   вместе с производными до k -го порядка включительно и 
поэтому второе слагаемое не будет иметь особенностей.  
 
3 Функции с несколькими особенностями 
 Описанным методом можно воспользоваться и тогда, когда функ-
ция имеет вид )()(ln)()( xcxcxxf p   , где p  – натуральное 
число. Если функция имеет несколько особенностей, например, 
)()...()()()()( 321 321 xcxcxcxcxxf
k
k 
  , то, используя 
описанный выше метод, можно сначала исключить особенность в точ-
ке 1c  
)(])(...)([)()( 11
)1(
1
)1(
1
)1(
01
1
1
1 xcxacxaacxxf
k
k
  , 
где функция )(1 x  не имеет особенностей в точке 1c . Затем можно 
исключить особенность у функции )(1 x  в точке 2c  и так далее. Ис-
ключив особенности во всех точках, получим 
   
 

b
a
b
a
b
a
k
k
j
k
i
i
j
j
i dxxcxadxxf
j
j )()()(
1 0
)( 

, 
где )(xk  не имеет особенностей на отрезке ],[ ba . 
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 Пусть ))(()( xxf  , где )(x  гладкая функция, принимающая в 
точке ],[ bacx   значение, при котором функция )(x  имеет особен-
ность. Представим функцию )(x  в виде 
)])(()()([)])(()([)( )1()1( cxccxcxccx   . 
Тогда 
)]})(()([)]([{)])(()([)( )1()1( cxccxcxccxf   . 
 Функцию )])(()([ )1( cxcc   часто оказывается возможным 
проинтегрировать в конечном виде. Второе слагаемое в фигурных 
скобках не имеет особенности в точке cx   и соответствующий инте-
грал вычисляется методами численного интегрирования. 
 
Лекция 6 Вычисление кратных интегралов 
 
1 Метод повторного применения квадратурных формул. 
2 Метод замены подынтегральной функции интерполяционным много-
членом. 
3 Практическое применение. 
 
1 Метод повторного применения квадратурных формул 
 Пусть необходимо приближенно вычислить кратный интеграл 
....),...,,( 2121
G
nn dxdxdxxxxf  
Рассмотрим несколько способов построения формул численного инте-
грирования вида 
.)()(...),...,,(
1
2121 


N
i
ii
G
nn fRpcdxdxdxxxxf     (5.38) 
Формулы (5.38) называются кубатурными формулами, а точки ip  
называются узлами кубатурной формулы. 
 Для простоты изложения допустим, что область G  – прямоуголь-
ник },{ dycbxaG   и нужно вычислить интеграл  
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.),( 
b
a
d
c
dxdyyxfJ  
Представим этот интеграл в виде 
b
a
dxxFJ )( , где 
d
c
dxyxfxF ),()( . 
Для вычисления 
b
a
dxxFJ )(  воспользуемся квадратурной формулой 
Симпсона 
))(()()
2
(4)(
6
)( 1 xFRbF
ba
FaF
ab
dxxFJ
b
a










  ,   (5.39) 
где  








  dy
x
yfab
F
ab
xFR
d
c
4
45
)4(
5
1
),(
18016
)(
)(
18016
)(
))((

  
),(,
),(
18016
)()(
4
45
dcba
x
fcdab





 

. 
В свою очередь )(xF  можно представить в виде 
)),((),()
2
,(4),(
6
),()( yxfRdxf
dc
xfcxf
cd
dxyxfxF y
d
c










  , 
где 
4
45 ),(
18016
)(
)),((
y
xfcd
yxfRy






. Подставляя выражение для 
)(xF  в (5.39), получим 













 
)],()
2
,(4),(),
2
(4)
2
,
2
(16
),
2
(4),()
2
,(4),([
36
))((
)(
dbf
dc
bfcbfd
ba
f
dcba
f
c
ba
fdaf
dc
afcaf
cdab
dxxFJ
b
a
.),(],
),(
902
)()(
),(
)(
),(
)[(
902
))((
44
22
8
5
44
4
11
4
4
4
4
4
5
dcba
yx
fcdab
y
f
cd
x
f
ab
cdab
ii 


















(5.40) 
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 Аналогично можно вычислить и интеграл более высокой кратно-
сти, причем по разным переменным можно использовать различные 
квадратурные формулы. 
 
2 Метод замены подынтегральной функции интерполяционным 
многочленом 
 Заменим в интеграле 
G
dxdyyxfJ ),(  функцию ),( yxf  интер-
поляционным многочленом вида 



N
i
iii yxLyxfyxL
1
),(),(),( , где 






jiпри
jiпри
yxL jii
,0
,1
),( . 
После замены подынтегральной функции получим 
 
GGG
dxdyyxfRdxdyyxLdxdyyxfJ )),((),(),(  



N
i
iii yxfRyxfc
1
)),((),( , где 
G
ii dxdyyxLc ),( . 
 Если область G  – прямоугольник, на котором построена равно-
мерная сетка 
m
cd
l
n
ab
hljcyihax ji



 ,,, , тогда 
)),((
)()())((
)()(
),(),(
0 0 11
11 yxfR
yxyyxx
yx
yxfyxL
n
i
m
j jninji
nn
ji 


  



. 
Проводя интегрирование по формуле прямоугольника, получим 
 
 

n
i
m
j
jiij
b
a
d
c
yxfRyxfcdxdyyxf
0 0
)),((),(),( ,     (5.41) 
где 
dy
yyy
y
dx
xxx
x
c
b
a
d
c jnj
n
ini
n
ij  






)()(
)(
)()(
)(
1
1
1
1




. 
Следовательно, mj
n
iij BBcdabc ))((  , где 
m
j
n
i BB ,  – коэффициенты 
Ньютона-Котеса. 
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3 Практическое применение 
 На практике для вычисления кратных интегралов удобнее исполь-
зовать формулы, дающие высокую точность при минимальном числе 
узлов, например, формулы Гаусса. Возьмем в области G  четыре узла 
для квадратуры Гаусса  
.
322
,
322
,
322
,
322
0010
cddc
y
cddc
y
abba
x
abba
x
















Тогда будем иметь 
.)],(),(),(),([
4
))((
),( 11011000 yxfyxfyxfyxf
cdab
dxdyyxf
b
a
d
c


 
 
 Погрешность этой формулы определится соотношением 










4
11
4
4
4
4
4
3
),(
)(
),(
)([
524
))((
)),((
y
f
cd
x
f
ab
cdab
yxfR

 
]
),(
524
)()(
44
22
8
3
44
yx
fcdab






.        (5.42) 
 Таким образом, остаток кубатурной формулы Гаусса, построенной 
по четырем точкам, может оказаться меньше остатка кубатурной фор-
мулы Симпсона, построенной для девяти точек. 
 
Лекция 7 Вероятностный метод 
 
1 Метод Монте-Карло. 
2 Повышение точности метода Монте-Карло. 
3 Экстраполяция по Ричардсону. 
 
1 Метод Монте-Карло (метод статистических испытаний) 
 Пусть необходимо в произвольной многомерной области G  вы-
числить интеграл  

G
dppffU )()( .          (5.43) 
Допустим можно определить N  случайных, попарно независимых 
точек Nppp ...,,, 21 , одинаково распределенных в G  с плотностью рас-
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пределения )( pq . Обозначим 
)(
)(
)(
j
j
j
pq
pf
fs  . Случайные величины 
)( fs j  попарно независимы и одинаково распределены. Вычислим ма-
тематическое ожидание и дисперсию случайной величины )( fs j  
 
G
j fUdppq
pq
pf
fMs )()(
)(
)(
)( , 
.)())(()())(
)(
)(
()()
)(
)(
(
)]([)()(
2
2
22
22
  

G G
jjj
fDfU
p
f
Udppq
pq
pf
dppq
pq
pf
fMsfMsfDs
 
 Обозначим через 



N
j
jN fsNfS
1
1 )()( . 
Вычислим математическое ожидание и дисперсию для )( fS N  



N
j
jN fUfMs
N
fMS
1
)()(
1
)( , 



N
j
jN
N
fD
fDs
N
fDS
1
2
)(
)(
1
)( . 
 Из теории вероятностей известно, что с вероятностью 1  выпол-
няется неравенство Чебышева 
N
fD
fUfS N

)(
|)()(|  .  (5.44) 
Таким образом, чем больше N , тем с большей точностью выражение 
)( fS N  будет аппроксимировать величину интеграла (5.43). 
 Если взять, например, 01.0  и 410N , то с вероятностью 0.99 
будет выполняться оценка 
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)(
10
1
|)()(| fDfUfS N  . 
 Если точки Nppp ...,,, 21  независимы в совокупности, то оценку 
(5.44) можно улучшить. На основании центральной предельной теоре-
мы, можно показать, что вероятность того, что случайная величина 
N
fD
fUfS N
)(
))()((   не превосходит по модулю 0y , при 
N  асимптотически равна 



y
dt
t
yP )
2
exp(
2
1)(
2

. 
Следовательно, при достаточно больших N  с вероятностью близкой к 
)(yP  будет выполняться неравенство 
N
fD
yfUfS N
)(
|)()(|  .   (5.45) 
Например, если взять 3y  и 5y , то неравенство (5.45) будет вы-
полняться с вероятностью 0.997 и 0.99999 соответственно. Величина в 
правой части (5.44) и (5.45) зависит от дисперсии )( fD . Оценим ее 



N
i
ij
N
i
ijNj fs
NN
fsfs
N
fsfSfs
11
)(
1
)
1
1)(()(
1
)()()( . 
Отсюда получаем 
 


N
ji
i
ijNj fDs
N
fDs
N
fSfsD
1
2
2 )(
1
)()
1
1())()((  
)()
1
1()(
1
)()
1
1(
2
2 fD
N
fD
N
N
fD
N


 .  (5.46) 
Из (5.46) имеем 
))()((
1
)( fSfsD
N
N
fD Nj 

 . 
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Так как 0)()())()((  fUfUfSfsM Nj , то  ))()(( fSfsD Nj  
2))()(( fSfsM Nj  , и, значит 
2))()((
1
)( fSfsM
N
N
fD Nj 

 . На 
основании закона больших чисел при достаточно больших N  можно 
считать, что 



N
j
NjNj fSfs
N
fSfsM
1
22 ))()((
1
))()(( . 
Поэтому с большой вероятностью верно приближенное равенство 





N
j
Nj fSfs
N
fD
1
2))()((
1
1
)( .      (5.47) 
 Пусть 1)( G  и задана вероятность 1 , с которой необходимо 
получить приближенное значение интеграла с точностью  . Величину 
y  можно определить из равенства 



y
dt
t
)
2
exp(
2 2

 . 
Учитывая, что справедливо равенство 
,))()((
1
))()(())()(( 2
1
1
2
1
1
2 fSfs
N
N
fSfsfSfs NN
N
j
Nj
N
j
Nj 

 




 
то вычисление интеграла можно проводить следующим образом. 
Определяя последовательно точки Nppp ...,,, 21 , по рекуррентным 
формулам последовательно определяем значения 
)(),(),(),( fDfdfSft NNNN  
N
t
Sfstt NNNNN   ),(1 , 
1
)(,)(
1
2
1



 
N
d
fDSs
N
N
dd NNNNNN .       (5.48) 
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Точность вычисления интеграла по N  точкам ip  определяем по 
формуле 
N
fD
y NN
)(
 . Если  N , то вычисления прекращаются, 
считая, что с вероятностью 1  выполняется неравенство 
 |)()(| fUfSN . Если точность   не достигнута, то следует взять 
еще одну точку и повторить вычисления по формулам (5.48) и так да-
лее. В качестве начального приближения можно положить 
0, 11111  DdSst . 
 Из формулы (5.45) следует, что метод сходится со скоростью 
)
1
(0
N
, причем порядок не зависит от размерности интеграла и глад-
кости функции )( pf . Недостаток метода заключается в том, что 
оценки вида (5.45) выполняются лишь в предположении, что имеющи-
еся последовательности точек ip  являются независимыми в совокуп-
ности, хотя часто генерируемые датчиками псевдослучайных чисел 
последовательности можно считать лишь попарно независимыми. 
Особенно неблагоприятно это может сказаться на вычислении инте-
гралов высокой кратности, так как требование независимости необхо-
димо предъявлять к совокупностям из m  чисел, где m  – кратность 
интеграла. 
 Одним из важных критериев эффективности метода является вели-
чина относительной погрешности 
NfU
fD
|)(|
)(
. Практика вычислений 
показывает, что величина 
|)(|
)(
fU
fD
 имеет тенденцию к резкому росту с 
увеличением размерности  интегралов. Поэтому с увеличением раз-
мерности трудоемкость метода возрастает. Отметим, что риск приме-
нения метода Монте-Карло связан  не с вероятностным характером 
оценок точности метода, а с тем, что генерируемые датчиками (про-
граммами ЭВМ) последовательности псевдослучайных чисел не обла-
дают необходимыми статистическими свойствами. 
 
2 Повышение точности метода Монте-Карло 
 Из оценки (5.45) видно, что точность метода повышается с умень-
шением разброса значений функции 
)(
)(
pq
pf
. Следовательно, точность 
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зависит от выбора )( pq . Выше предполагалось, что все узлы ip  име-
ют одинаковую функцию распределения )( jpq . Однако на практике 
узлы ip  целесообразно выбирать каждый со своей функцией распре-
деления )( pqi . Для этого, например, исходный интеграл можно пред-
ставить в виде суммы 



m
j
j
G
fUdppffU
1
)()()( ,        (5.49) 
где 
jG
j dppffU )()( , а N  взять в виде mNNNN  ...21 .  
 Каждый интеграл в (5.49) )( fU j  вычисляется по методу Монте-
Карло с jN  узлами и своей функцией распределения )( pq j . Если об-
ласть G  удается разбить на подобласти jG , в которых функция мало 
изменяется, то такой прием может дать  существенное увеличение точ-
ности. 
 Пусть, например, для каждого из интегралов )( fU j  узлы 
j
ip , 
jNi ,...,2,1  имеют равномерную плотность распределения 
1 jjq  , 
где j  – мера области jG  и любые два узла  распределены независи-
мо. Тогда можно показать, что при 1 jj NN   выполняется неравен-
ство  
))(())(( fSDfSD NN  , 
где  


 
jN
i
j
i
j
j
m
j
j
m
j
NjjN fS
N
fSfSfSNfDfSD
111
1 )(
1
)(),()(,)())(( . 
 
3 Экстраполяция по Ричардсону 
 Пусть при вычислении интеграла J  по некоторой квадратурной 
формуле известно, что порядок погрешности )(0)( mhfR  . Тогда для 
практической оценки погрешности )( fR  и уточнения значения инте-
грала можно воспользоваться методом двойного пересчета. 
 Пусть mMhfR )( , где M  – некоторая постоянная для )(xf  на 
отрезке ],[ ba , подлежащая определению. Вычислим значение интегра-
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ла, разбивая промежуток на 1n  и 2n  частей. Будем считать, для опре-
деленности, что 
2
2
1
112 ,,
n
ab
h
n
ab
hnn



 . Согласно предполо-
жению о структуре погрешности, имеем 
m
nn
m
nn
n
ab
MJJfR
n
ab
MJJfR )()(,)()(
21
2211



 . 
Отсюда следует 
)()(
)(,)(
12
12
21
12
1212 mmm
mm
nnmm
mm
m
nn
nnab
nn
JJM
nn
nn
abMJJ









 
 . 
Для погрешности )( fR  получим приближенную формулу 
m
mm
mm
m
nn
h
nn
nn
ab
JJ
fR
12
21
)(
)( 12


 . 
Если 
2n
ab
h

 , то выражение для погрешности имеет вид 
m
mm
nn
n
nn
JJ
fR 1
12
12)(


 . 
Тогда в качестве уточненного значения интеграла можно взять выра-
жение 
)(
12212
12
1
, nnmm
m
nnn JJ
nn
n
JJ 

 .       (5.50) 
 Описанный способ уточнения интеграла называется экстраполя-
цией по Ричардсону. Легко заметить, что ],[
2112 , nnnn
JJJ  . На прак-
тике в качестве 2n  удобно брать 12 2nn  . В этом случае формула 
(5.50) примет вид 
)(
12
1
)(
)12(
11112212 22
1
1
, nnmnnnmm
m
nnn JJJJJ
n
n
JJ 



 . 
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Лекция 8 Сходимость квадратурных процессов 
 
1 Теорема о сходимости интерполяционного многочлена. 
2 Замечания о применимости теоремы. 
3 Сходимость интерполяционных квадратур. 
 
1 Теорема о сходимости интерполяционного многочлена 
 Мы рассматривали формулы численного интегрирования вида 
)()(
1
k
b
a
n
k
k xfcdxxf 

 .   (5.51) 
Их получали путѐм замены подынтегрального выражения интерполя-
ционным многочленом Лагранжа. Но возможны и другие способы их 
построения. В связи с этим рассмотрим следующий вопрос.  
Функционалу 
b
a
dxxf )(  поставим в соответствие последователь-
ность функционалов 


n
k
n
k
n
kn xfcfL
1
)()(
)()( , где 
)(n
kc  выбираются из 
некоторой бесконечной треугольной матрицы C , а )(n
kx  – из другой 
заданной треугольной матрицы X  
















............
,
............
)3(
3
)3(
2
)3(
1
)2(
2
)2(
1
)1(
1
)3(
3
)3(
2
)3(
1
)2(
2
)2(
1
)1(
1
xxx
xx
x
X
ccc
cc
c
C . 
Предполагается, что все ],[
)(
bax
n
k  . 
 При каких условиях, наложенных на 
)(n
kc  и 
)(n
kx , для любой непре-
рывной функции )(xf  на ],[ ba  будет иметь место 


b
a
n
n
dxxffL )()(lim ? Сформулируем следующую теорему. 
 Теорема 11. Для того чтобы 
b
a
n dxxffL )()(  при n  для 
любой непрерывной на отрезке ],[ ba  функции )(xf , необходимо и 
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достаточно чтобы это имело место для любого многочлена и чтобы 



n
k
n
k Mc
1
)(
||  для любого n . 
 Доказательство. Достаточность. При этом будем ссылаться на 
следующую теорему Вейерштрасса: для любой непрерывной на отрез-
ке ],[ ba  функции )(xf  и для любого 0  можно найти такой много-
член )(xP , что  |)()(| xPxf  при любом ],[ bax . 
Рассмотрим разность 
)()()()]()([)()( PfLPLdxxPxPdxxffLdxxf nn
b
a
b
a
n
b
a









  . (5.52) 
В силу теоремы Вейерштрасса можно найти такой многочлен )(xP , 
что  |)()(| xPxf  при ],[ bax .  
Пусть )(xP  в (5.52) и будет таким многочленом. Тогда абсолютная 
величина первого члена правой части не может превышать )( ab . В 
силу первого условия доказываемой теоремы второе слагаемое в (5.52) 
при достаточно большом n  может быть сделано меньше   по абсо-
лютной величине. Далее,  



n
k
n
k
n
k
n
kn xPxfcPfL
1
)()()(
)]()([)( . 
Таким образом,  



n
k
n
k
n
k
n
kn MxPxfcPfL
1
)()()(
|)]()([|||)(  , 
отсюда следует 
)1(|)()(| MabfLdxxf n
b
a
  , 
и может быть сделано сколь угодно малой величиной. Достаточность 
доказана. 
 Необходимость. Необходимость первого условия очевидна, так 
как многочлены являются непрерывными функциями (т.к. если про-
цесс сходится для любой непрерывной функции, то он должен схо-
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диться и для всякого многочлена ввиду его непрерывности). Поэтому 
докажем необходимость только второго условия. Сделаем это от про-
тивного. 
 Пусть 

n
k
n
kc
1
)(
||  не ограничены. Для каждого n  построим функцию 
)(xn , со следующими свойствами  
1. )(
)(n
kn x  равно +1, если 0
)(

n
kc  и равно -1, если 0
)(

n
kc ; 
2. )(xn  – непрерывная функция; 
3. 1|)(| xn . 
Очевидно,  
n
n
k
n
knn McL 
1
)(
||)( .   (5.53) 
Возьмѐм некоторую из построенных нами функций )(
1
xn . Для неѐ 
должно иметь место 


b
a
nnn
n
dxxxL )())((lim
11
 . 
Но 1|)(| xn . Следовательно, abdxx
b
a
n  )(1  и найдѐтся такое 1N , 
что при 1Nn   будет  
)(|))((|
1
abexL nn  , 
здесь e  – основание натуральных логарифмов.  
Далее, найдѐтся такое 12 Nn  , что !222 nM . Рассмотрим функцию 
!2
)(
!1
)(
)( 212
xx
x
nn 
  . 
Она непрерывна. Следовательно, 
.
!2
)(
!1
)(
!2
)(
!1
)(
lim 2121 dx
xxxx
L
b
a
nnnn
n
n
 














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Но  
))(1()(
!2
1
!1
1
!2
)(
!1
)(
21 abeabdx
xxb
a
nn

















. 
Поэтому найдѐтся такое 2N , что при 2Nn  будет 
)(
!2
)(
!1
)(
21 abe
xx
L
nn
n 










. 
Найдѐм такое 23 Nn  , что !333 nM  и продолжим наше построение 
дальше.  
 Пусть мы уже нашли mN . Тогда находим mm Nn 1 , такое, что 
)!1()1(
1


mmM
mn
, и строим функцию 
)!1(
)(
...
!2
)(
!1
)(
)( 1211

 
m
xxx
x m
nnn
m

 . 
Она непрерывна. Следовательно, 
 


b
a
mmn
n
dxxL )()(lim 11  . 
Но  
))(1()(
)!1(
1
..
!2
1
!1
1
)(1 abeab
m
dxx
b
a
m 






  . 
Находим 1mN  такое, что при 1 mNn  
)()( 1 abeL mn  , 
и продолжим построение дальше. 
 Таким образом, мы получим ряд 
...
!
)(
...
!2
)(
!1
)(
21 
m
xxx
mnnn

. 
Этот ряд будет равномерно сходиться, и, следовательно, его сумма 
будет непрерывной функцией. Обозначим еѐ )(xf . 
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Возьмѐм теперь любое натуральное число k  и представим )(xf  в виде 






1
1
1 !
)(
!
)(
!
)(
)(
ki
nn
k
i
n
i
x
k
x
i
x
xf iki

. 
При этом 
)
!
)(
()
!
)(
()
!
)(
()(
1
1
1






ki
n
n
n
n
k
i
n
nn
i
x
L
k
x
L
i
x
LfL i
k
k
k
i
kk

.     (5.54) 
Оценим каждое слагаемое в отдельности. Так как 1 kk Nn , то 
)()
!
)(
(
1
1
abe
i
x
L
k
i
n
n
i
k




.        (5.55) 
Далее, 












 



...
)3)(2(
1
2
1
1
)!1(
1
!
1
!
)(
11 kkkkii
x n
kiki
ni

 




















2
1
1
1
)!1(
1
...
)2(
1
2
1
1
)!1(
1
2
k
kkkk
 
!
1
)!1(
1
)1()!1(
2
kkkk
k
kk
k







 . 
Таким образом,  
k
i
k n
ki
n
n M
kki
x
L
!
1
)
!
)(
(
1 




.   (5.56) 
Функционал от среднего члена будет равен (см.(5.53)) 
!
)
!
)(
(
k
M
k
x
L kk
k
nn
n 

.   (5.57) 
Сопоставляя соотношения (5.54), (5.55), (5.56), (5.57), получим 
)(
!!
)( abe
kk
M
k
M
fL kk
k
nn
n 

 . 
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Но !kkM
kn
 , следовательно, 
)(1)(
!
1
!
1
!)( abekabe
kkk
kkfL
kn







 . 
Но последнее выражение неограниченно возрастает с возрастанием k. 
Поэтому )( fL
kn
 не может стремиться к 
b
a
dxxf )( . Пришли к противо-
речию. Теорема доказана. 
 
2 Замечания о применимости теоремы 
 Для интерполяционно-квадратурных процессов сходимость, 
наверняка, имеет место для любого многочлена и первое условие тео-
ремы можно опустить. Далее, беря 1)( xf , получим 
abdxc
b
a
n
k
n
k 
1
)(
. 
Поэтому, если все )(nkc  положительны, то и второе условие теоремы 
будет выполнено. Это и имело место в формулах Гаусса. Поэтому 
квадратурный процесс по формулам Гаусса всегда сходится. 
 При изучении формул Ньютона-Котеса мы видели, что у них име-
ются отрицательные коэффициенты. И можно показать, что для фор-
мул Ньютона-Котеса условие Mc
n
k
n
k 
1
)(
||  не выполнено. 
 
3 Сходимость интерполяционных квадратур 
 В таких квадратурных формулах коэффициенты )(nkc  вычисляются 
по узлам 
)(n
kx  при помощи равенств 
 


b
a
n
k
n
k
n
k nkdx
xxx
x
xpc ,...,2,1,
)()(
)(
)(
)()(
)(


, 
а матрица коэффициентов C  определяется по матрице узлов X . 
Поэтому нужно выяснить, как должны быть связаны между собой мат-
рица узлов X  и класс F  функций )(xf , чтобы процесс сходился? 
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 Рассмотрим простейшую теорему, дающую достаточное условие 
сходимости. 
 Теорема 12. Пусть отрезок ],[ ba  конечный и весовая функция 
)(xp
 
абсолютно интегрируема на ],[ ba . Если функция )(xf  и таблица 
узлов X  таковы, что интерполяционный процесс сходится к )(xf
 
равномерно относительно x  на отрезке ],[ ba , то интерполяционный 
квадратурный процесс 
)()()()(
1
)()(
fRxfcdxxpxf n
n
k
n
k
n
k
b
a


 
сходится при n  к точному значению интеграла. 
 Доказательство. Обозначим )(xrn  погрешность интерполирова-
ния функции )(xf  по значениям в узлах 
)(n
kx , ( nk ,...,2,1 ). Погреш-
ность приближѐнной квадратуры связана с )(xrn  равенством 

b
a
nn dxxpxrfR )()()( . 
Так как по условию теоремы )(xrn  равномерно на отрезке ],[ ba  стре-
мится к 0 при n , то можно перейти к пределу под знаком инте-
грала, значит,  
0)(lim 

fRn
n
. 
Теорема доказана. 
 О сходимости формул Чебышева при 0)( xp  вопрос ставить 
нельзя, так как при 10n  таких формул не существует. 
 
Тема 6 ЧИСЛЕННОЕ РЕШЕНИЕ ИНТЕГРАЛЬНЫХ 
УРАВНЕНИЙ 
Лекция 1 Метод последовательных приближений. 
 
1 Основные виды линейных интегральных уравнений. 
2 Теорема Фредгольма. 
3 Метод последовательных приближений. 
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1 Основные виды линейных интегральных уравнений 
 Под интегральным уравнением понимается уравнение, содер-
жащее неизвестную функцию )(xy  под знаком определенного инте-
грала. Интегральное уравнение будет линейным, если неизвестная 
функция входит в него лишь в первой степени. 
 Уравнение вида 
 
b
a
xfdssysxK )()(),( ,   (6.1) 
где ),( sxK  – ядро и )(xf
 
– известные функции, называется инте-
гральным уравнением Фредгольма первого рода. 
 Уравнение вида 
 
b
a
xfdssysxKxy )()(),()(  ,        (6.2) 
где ),( sxK  – ядро и  )(xf  – известные функции, а   – числовой пара-
метр, называется интегральным уравнением Фредгольма второго 
рода. 
 Параметр   вводится по следующим соображениям: при некото-
ром данном значении   интегральное уравнение (6.2) не всегда имеет 
решения. Варьируя параметр   можно добиться того, чтобы решение 
уравнения (6.2) существовало. Параметр   можно также ввести в ле-
вую часть уравнения Фредгольма первого рода (6.1). 
 Если в уравнении (6.2) 0)( xf , то получается однородное 
уравнение  

b
a
dssysxKxy )(),()(  ,              (6.3) 
допускающее нулевое решение 0y . Значения параметра  , при ко-
торых однородное интегральное уравнение (6.3) имеет ненулевые ре-
шения, называются собственными значениями (числами) ядра 
),( sxK  или соответствующего уравнения (6.2), а отвечающие им нену-
левые решения называются собственными функциями. 
 
2 Теорема Фредгольма 
 На вопрос о разрешимости интегральных уравнений дает следую-
щая теорема Фредгольма: 
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 1) если   не является собственным значением ядра ),( sxK , то 
соответствующее неоднородное интегральное уравнение Фредгольма 
(6.2) с регулярным ядром ),( sxK  и непрерывным свободным членом 
)(xf  имеет единственное непрерывное решение )(xy , ],[ bax ; 
 2) если же   является собственным значением, то уравнение (6.2) 
или не имеет решений, или же имеет их бесконечное множество. 
 В приложениях важную роль играют уравнения Фредгольма вто-
рого рода с симметрическим ядром ),( sxK : ),(),( xsKsxK  . 
Симметрические ядра обладают следующими свойствами 
 1. Для всякого симметрического ядра существует, по меньшей ме-
ре, одно собственное значение. 
 2. Все собственные значения симметрического ядра действитель-
ны. 
 3. Собственные функции )(x  и )(x  симметрического ядра, со-
ответствующие различным собственным значениям   и )(   , 
ортогональны между собой на ],[ ba  
 
b
a
dxxx 0)()(  . 
 В приложениях встречаются также интегральные уравнения вида 
,)()(),( 
x
a
xfdssysxK     (6.4) 
и 
 
x
a
xfdssysxKxy )()(),()(  ,       (6.5) 
которые называются интегральными уравнениями Вольтерра соот-
ветственно первого и второго рода. Если ввести функцию 






xsпри
xsaприsxK
sxK
,0
),,(
),( , 
то уравнения Вольтерра можно записать в виде соответствующих 
уравнений Фредгольма с ядром ),( sxK  . Таким образом, теория урав-
нений Вольтерра сводится к теории уравнений Фредгольма, однако в 
некоторых случаях уравнения Вольтерра полезно изучать независимо. 
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 В дальнейшем будем изучать интегральные уравнения Фредгольма 
и Вольтерра второго рода поэтому, для краткости, их будем именовать 
просто уравнениями Фредгольма и Вольтерра. Основными задачами 
будут 
 1. Нахождение приближенного или точного решения неоднородно-
го интегрального уравнения при заданном значении параметра  . 
 2. Нахождение собственных значений и соответствующих соб-
ственных функций однородного интегрального уравнения. 
 
3 Метод последовательных приближений 
 Рассмотрим интегральное уравнение Фредгольма второго рода 
(6.2) 

b
a
dssfsxKxfxy )(),()()(  ,          (6.6) 
где )(xf
 
и ),( sxK непрерывны. 
 Будем искать решение в форме степенного ряда 




0
)()(
n
n
n xxy  .           (6.7) 
Подставляя выражение (6.7) в уравнение (6.6) и приравнивая коэффи-
циенты при одинаковых степенях параметра  , будем иметь следую-
щие равенства 
.,...2,1,)(),()(
),()(
1
0
 


b
a
nn ndsssxKx
xfx


     (6.8) 
Пусть MsxK |),(|  и Nxf |)(|  в области },{ bsabxaR  . 
Из формул (6.8) по индукции получаем nnn abNMx )(|)(|  . Поэто-
му сходимость ряда (6.7) будет обеспечена, если  
)(
1
||
abM 
 . 
Приняв 



n
k
k
k
n xxyxy
0
)()()(  , 
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получим приближенное решение интегрального уравнения (6.6) с по-
грешностью 




1
|)(||||)()(|
nk
k
k
nn xxyxy   
||)(1
|]|)([
|]|)([
1
1 


abM
abMN
abMN
n
nk
k





 . 
 Формула (6.7) дает аналитическое относительно   решение урав-
нения Фредгольма (6.6) в окрестности точки 0 . Из формул (6.8) 
следует, что решение (6.7) можно записать в виде 




b
a
n
n
n dssfsxKxfxy )(),()()(
1
1  
или  

b
a
dssfsxRxfxy )(),,()()(  ,        (6.9) 
где  




1
1 ),(),,(
n
n
n sxKsxR  .    (6.10) 
 Коэффициенты ),( sxKn  называются итерированными ядрами и 
могут быть последовательно найдены по формулам 
),,(),(1 sxKsxK   
.,...3,2,),(),(),( 1  
b
a
nn ndtstKtxKsxK  
 Функция ),,( sxR  называется резольвентой уравнения (6.6) и при 
малых ||   определяется степенным рядом (6.10). Пользуясь аналити-
ческим продолжением резольвенту ),,( sxR  можно продолжить на 
всю комплексную плоскость параметра  , за исключением собствен-
ных значений ...,, 21   (особые точки), которые являются полюсами 
резольвенты. Тогда формула (6.9) дает решение интегрального уравне-
ния (6.6) при любом ,...)2,1(,  kk . 
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Лекция 2 Решение интегральных уравнений 
 
1 Метод конечных сумм. 
2 Метод вырожденных ядер. 
3 Приемы построения вырожденных ядер. 
 
1 Метод конечных сумм 
 Метод основывается на приближенном вычислении определенного 
интеграла с помощью некоторой квадратурной формулы 
niFRxFAdxxF
b
a
n
i
ii ,...,2,1,][)()(
1
 

. (6.11) 
Здесь ix  – абсциссы точек отрезка ],[ ba , iA  – числовые коэффициен-
ты, не зависящие от выбора функции )(xF , ][FR  – остаточный член 
формулы. Обычно iA  известны и 


n
i
i abA
1
. 
 Например, в случае равноотстоящих точек hiaxi )1(  , где 
1


n
ab
h , будем иметь 
 
1. Для формулы прямоугольников 
 0,1,...,2,1,  ni AnihA . 
2. Для общей формулы трапеций  
 hAAA
h
AA nn  1321 ...,
2
. 
3. Для общей формулы Симпсона при 12  mn  
3
2
...;
3
4
...;
3
1253242121
h
AAA
h
AAA
h
AA mmm   . 
 Пусть дано интегральное уравнение (6.2) 
 
b
a
xfdssysxKxy )()(),()(  .       (6.12) 
Возьмем   точки   ],[ baxi     и   обозначим    ,),(,)( ijiiii KyxKyxy   
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njifxf ii ,...,2,1,,)(  . 
 На основании формулы (6.11) будем иметь 
niRfyKAy
n
i
iijijii ,...,2,1,
1
 

 ,          (6.13) 
где iR  – соответствующие ошибки. Отбрасывая в системе (6.13) по-
грешности iR , для приближенных значений iy  решения )(xy  в узлах 
ix  получим линейную алгебраическую систему 
nifyKAy
n
i
ijijii ,...,2,1,
1
 

 .      (6.14) 
Если определитель )(  этой системы отличен от нуля, то система 
(6.14) имеет единственное решение iy , которое можно найти, напри-
мер, методом Гаусса. Найдя iy  для решения )(xy , получаем из (6.12) 
приближенное аналитическое выражение 



n
i
jji yxxKAxfxy
1
),()()(  .    (6.15) 
 Различные между собой корни )(,,...,, 21 nmm   алгебраиче-
ского уравнения 0)(    представляют собой приближения собствен-
ных значений  ядра ),( sxK .   Если     ;,...,2,1;,...,2,1, mkniY lik   
kpl ...,,2,1  – соответствующие ненулевые решения однородной си-
стемы для (6.14), то собственные функции ядра приближенно опреде-
ляются формулами 



n
j
k
l
jkjjkkl plmkYxxKAx
1
,...,2,1;,...,2,1,),()(  . 
 Метод конечных сумм может быть применен также к интеграль-
ному уравнению Фредгольма первого рода 
)()(),( xfdssysxK
b
a
 . 
В этом случае приближенные значения iy  решения )(xy  в узлах ix  
будут определяться из системы 
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nifyKA
n
i
ijiji ,...,2,1,
1


 .  (6.16) 
 Особенно просто применение метода конечных сумм для решения 
интегрального уравнения Вольтерра второго рода 
 
x
a
xfdssysxKxy )()(),()(  , bxa  , 
которое можно рассматривать как уравнение Фредгольма второго рода. 
Здесь 0ijK  при ij   и, следовательно, соответствующая система 
(6.14) имеет вид 
nifyKAy
i
i
ijijii ,...,2,1,
1
 

 .       (6.17) 
Получилась линейная система с треугольной матрицей. Если 
01  iii KA , то из системы (6.17) последовательно находим 
.)1)((
........................................................
)1)((
)1(
1
1
1
1
222121122
1
11111








 nnn
n
j
jijjnn KAyKAfy
KAyKAfy
KAfy



 
 
2 Метод вырожденных ядер 
 Ядро ),( sxK  называется вырожденным, если оно может быть 
представлено в виде конечной суммы парных произведений 



n
i
ii sxsxK
1
)()(),(  ,   (6.18) 
где функции )(xi  и nisi ,...,2,1,)(  , являются линейно независи-
мыми. 
 Подставим (6.18) в интегральное уравнение Фредгольма второго 
рода 
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
b
a
dssysxKxfxy )(),()()(  .      (6.19) 
Для интегрального уравнения (6.19) с вырожденным ядром ),( sxK  – 
будем иметь  



n
i
ii xcxfxy
1
)()()(  ,  (6.20) 
где 
 
b
a
ii nidssysc ,...,2,1,)()(   (6.21) 
некоторые постоянные коэффициенты. Подставим (6.20) в выражение 
(6.21). Теперь для определения коэффициентов ic  имеем алгебраиче-
скую систему линейных уравнений 
   

b
a
b
a
n
j
jjiii nidsscsdssfsc ,...,2,1,)()()()(
1
  
или 



n
j
iijji fcc
1
 ,           (6.22) 
где  
 
b
a
jiij
b
a
ii dsssdssfsf )()(,)()(  .  (6.23) 
Систему (6.22) можно записать в виде 
nifc
n
j
ijjiij ,...,2,1,)(
1


 , 
где 






jiесли
jiесли
ij
,1
,0
  – символ Кронекера. Обозначим через )(  
определитель последней системы 
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nnnn
n
n
jiij








1...
............
...1
...1
)det()(
21
22212
12111
 
и через njiij ,...,2,1,),(    – алгебраические дополнения соответ-
ствующих элементов jiij    определителя )( . 
 Если 0)(   , то на основании правила Крамера, находим значе-
ния коэффициентов 
ni
f
c
n
j
jji
i ,...,2,1,
)(
)(
1








. 
Следовательно, в силу (6.20) интегральное уравнение (6.19) имеет 
единственное решение 
.)(
)(
)(
)()(
1 1

  


n
i
i
n
j
j
ji
xfxfxy 


        (6.24) 
Отсюда, подставляя вместо jf  соответствующее выражение из (6.23) и 
заменяя сумму интегралов интегралом суммы, получим 
 


b
a
dssf
sx
xfxy )(
)(
),,(
)()(


 ,         (6.25) 
где  

 

n
i
n
j
jiji sxsx
1 1
)()()(),,(  . 
Их формулы (6.25) вытекает, что функция  

  





n
i
n
j
ji
ji sx
sx
sxR
1 1 )(
)(
)()(
)(
),,(
),,(





      (6.26) 
является резольвентой интегрального уравнения (6.19). 
 Собственные значения ядра ),( sxK  определяются из уравнения  
0)(   .     (6.27) 
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 Если nmmkk  ,,...,2,1,  является корнем уравнения (6.27) 
( 0k ), то соответствующие собственные функции )(xk  ядра 
),( sxK , то есть нетривиальные решения однородного уравнения, соот-
ветствующего (6.19), будут иметь вид 



n
i
i
k
ikk xcx
1
)(
)()(  , 
где )(kic  – ненулевые решения линейной однородной системы 
nic
n
j
k
jjikij ,...,2,1,0)(
1
)( 

 . 
 Если k   является собственным значением ядра ),( sxK , то не-
однородное уравнение (6.19) или не имеет решений или имеет их бес-
конечно много. 
 Для приближенного решения общего интегрального уравнения 

b
a
dssysxKxfxy )(),()()(  ,    (6.28) 
функции )(xf
 
и ),( sxK  будем считать непрерывными. Ядро ),( sxK  
заменим близким к нему вырожденным ядром 



n
m
mm
n sxsxK
0
)( )()(),(  . 
 
3 Приемы построения вырожденных ядер 
 Укажем несколько способов такой замены. 
 Если ядро ),( sxK  аналитическое по x  на отрезке
 
],[ ba , то в каче-
стве вырожденного ядра ),()( sxK n  можно взять конечный отрезок ряда 
Тейлора 




n
m
m
x
m
n sxK
m
xx
sxK
m
0
0
)(0)( ),(
!
)(
),( , 
где 0x  – некоторая точка отрезка ],[ ba . 
 Аналогичный прием можно применить также, если ядро ),( sxK  
является аналитической функцией по s  на отрезке
 
],[ ba . 
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 Для построения вырожденного ядра можно также использовать 
конечный отрезок двойного ряда Тейлора 

 

n
p
n
m
mp
pm
n xxxxasxK
0 0
00
)( )()(),( , 
где 
],[,),,(
!!
1
0000 basxsxK
xxmp
a
mp
mp
pm 




. 
 Пусть abl  . Непрерывное ядро ),( sxK  допускает аппроксима-
цию тригонометрическим полиномом периода l2 . Например, можно 
положить 



n
p
p
n
l
xp
sa
sa
sxK
1
0)( cos)(
2
)(
),(

,         (6.29) 
где ,...2,1),( psap  – коэффициенты Фурье 

b
a
p dx
l
xp
sxK
l
sa

cos),(
2
)( .     (6.30) 
 Аналогичное разложение получается, если поменять местами пе-
ременные x  и s . 
 Можно также использовать конечный отрезок двойного ряда 
Фурье. Полагая, например, 
,,...,2,1,0,cos
2
)(
1
0
np
l
sm
a
a
sa
n
m
pm
p
p  


 
из формул (6.29) и (6.30) имеем 
 

n
m
m
n
p
p
n
l
sm
a
l
xp
a
a
sxK
1
0
1
0
00)( cos
2
1
cos
2
1
4
),(

 
,coscos
1 1

 

n
p
n
m
pm
l
sm
l
xp
a

 
где 
dsdx
l
sm
l
xp
sxK
l
a
b
a
b
a
pm  

coscos),(
4
2
. 
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 Наконец, полагая 
niihax
n
ab
h i ,...,2,1,0,, 

 , 
можно воспользоваться первым интерполяционным полиномом Нью-
тона по переменной x  
),(
!
))...()((
),(),( 0
1
110
0
)( sxK
hm
xxxxxx
sxKsxK m
n
m
m
mn 

 

 . 
 Аналогично можно взять первый интерполяционный полином 
Ньютона по переменной s . 
 Иногда целесообразно использовать интерполяционный полином 
Ньютона для функций двух переменных 
,))...()()...((
)(
!!
),(
),(),(
1011
0
1
00
00
)(








 
mp
nmp
mp
mp
mP
sxn
ssssxxxx
xx
hmp
sxK
sxKsxK
mp
 
где ],[, 00 basx  . 
 Если ),()( sxK n  является приближенным вырожденным ядром для 
ядра ),( sxK  и функция )(xfn  близка к функции )(xf , то решение 
)(xzn  интегрального уравнения 

b
a
n
n
nn dssysxKxfxz )(),()()(
)(         (6.31) 
можно рассматривать как приближение решения )(xy  уравнения 
(6.28). 
 О единственности решения и погрешности интегрального уравне-
ния, как показали Л.В.Канторович и В.И.Крылов, справедлива следу-
ющая теорема. 
 Теорема 13. Пусть  
 
b
a
n
n xfxfdssxKsxK  |)()(|,|),(),(| )(  
и резольвента ),,( sxRn  для уравнения (6.31) такова, что 
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 
b
a
nn MdssxR )(|),,(|   
при ],[ bax , причем выполнено неравенство 
1)](||1[||   nMq , тогда уравнение (6.28) имеет единственное 
решение )(xy  и имеет место оценка 






q
MNq
xzxy nn
1
)](||1[
|)()(| ,            (6.32) 
где |)(|max
],[
xfN
bax
 . 
 Из оценки (6.32) вытекает, что если ),(),()( sxKsxK n   и 
)()( xfxfn   при n , причем  )()(  MMn , то 
)()( xyxzn   на отрезке 
],[ ba . 
 
Лекция 3 Решение интегральных уравнений Фредгольма 
 
1 Метод коллокации. 
2 Метод наименьших квадратов. 
3 Метод моментов. 
 
1 Метод коллокации 
 Рассмотрим интегральное уравнение 
0)()(),()(][   xfdssysxKxyyR
b
a
 .            (6.33) 
Решение этого уравнения будем искать в виде функции определенного 
вида 
),...,,,( 21 nn cccxy     (6.34) 
со свободными параметрами (неопределенными коэффициентами) 
nccc ,...,, 21 . Подставляя выражение (6.34) в уравнение (6.33), получим 
невязку 
)()(),()(][ xfdssysxKxyyR
b
a
nnn   .             (6.35) 
  125 
Если y  является точным решением, невязка 0][ yR . Поэтому стара-
ются подобрать параметры nccc ,...,, 21  так, чтобы невязка ][ nyR  была 
как можно малой величиной. Минимизировать невязку ][ nyR  можно 
различными способами. Здесь будут рассмотрены те методы миними-
зации невязки, которые применяются на практике.  
 Сначала сделаем несколько замечаний. Если невязка ][ nyR  полу-
чилась малой, то она близка к невязке 0][ yR , даваемой точным ре-
шением y . Но если два оператора ][ nyR  и ][yR  имеют близкие значе-
ния, то отсюда не следует, что функции ny  и y  близки между собой в 
обычном смысле (например, равномерного приближения). Поэтому 
возникает задача, в которой по известной невязке ][ nyR  требуется 
оценить погрешность || nyy   приближенного решения ny . Другая 
задача, с которой обычно сталкиваются – это вопрос о сходимости ny  
к точному решению y  при n , то есть выяснение условий, при 
которых имеет место предельное равенство yyn
n


lim . Если это ра-
венство справедливо, то данным методом решение y  можно найти с 
любой степенью точности, взяв достаточно большое количество пара-
метров nccc ,...,, 21 . 
 Для построения приближенного решения ny  обычно берут функ-
цию, линейно зависящую от неизвестных nccc ,...,, 21 . Поэтому поло-
жим 



n
i
iin xcxy
1
0 )()(  ,              (6.36) 
где )(),...,(),( 10 xxx n  – известные линейно независимые координат-
ные функции и nccc ,...,, 21  – неопределенные коэффициенты. Подстав-
ляя (6.36) в левую часть уравнения (6.33), получим невязку 
,)]()()[,()()()(][
1
0
1
0  


b
a
n
i
ii
n
i
iin dsscssxKxfxcxyyR   
или 



n
i
iin xcxyR
1
0 ),(),(][  ,        (6.37) 
где  
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,)(),()()(),( 000 
b
a
dsssxKxfxx   
nidsssxKxfxx
b
a
iii ,...,2,1,)(),()()(),(    . 
 Согласно методу коллокации требуется, чтобы невязка ][ nyR  
обращалась в нуль в заданной системе точек njx j ,...,2,1,   из отрез-
ка ],[ ba  (точки коллокации), то есть, полагаем 
bxxxxanjxyR nnjn  121 ...,,..,2,1,0)]([ . 
Отсюда на основании формулы (6.37) для определения коэффициентов 
nccc ,...,, 21  получаем систему линейных алгебраических уравнений 



n
i
jjii njxxc
1
0 ,...,2,1),,(),(  .  (6.38) 
Если определитель системы (6.38) )(  отличен от нуля, то из нее 
можно однозначно определить величины nccc ,...,, 21 , и, следовательно, 
по формуле (6.36) найти приближенное решение ny . Из уравнения 
0)(    можно найти приближенные значения nkk ,...,2,1,
~
  пер-
вых собственных чисел ядра ),( sxK . 
 Если положить kxxf 
~
,0)(,0)( 0  , то вместо системы 
(6.38) будем иметь однородную систему 



n
i
kji
k
i njxc
1
)(
,...,2,1,0)
~
,(~  . 
Найдя ненулевые решения )(~ kic  этой системы, получим для ядра 
),( sxK  приближенные собственные функции 



n
i
i
k
i
k
n xcy
1
)()( )(~~  , 
отвечающие его собственному значению kk 
~
 . 
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2 Метод наименьших квадратов 
 Для уравнения 
0)()(),()(][   xfdssysxKxyyR
b
a
 ,  (6.39) 
аналогично методу коллокации, полагаем 



n
i
iin xcxy
1
0 )()(  ,      (6.40) 
где )(),...,(),( 10 xxx n  – известные линейно независимые коорди-
натные функции и nccc ,...,, 21  – неопределенные коэффициенты. Под-
ставляя (6.40) в левую часть уравнения (6.39), получим невязку 



n
i
iin xcxyR
1
0 ),(),(][  , 
где 
.)(),()()(),(
,)(),()()(),( 000




b
a
iii
b
a
dsssxKxfxx
dsssxKxfxx


 
 Согласно методу наименьших квадратов коэффициенты 
nccc ,...,, 21  отыскиваются из условия минимума интеграла 
 


b
a
n
i
ii
b
a
n dxxcxdxyRI
2
1
0
2 ]),(),([]}[{  .      (6.41) 
Это требование приводит к системе линейных алгебраических уравне-
ний 
nj
c
I
j
,...,2,1,0 


. 
Отсюда, на основании (6.41), дифференцируя по параметрам 
nccc ,...,, 21  под знаком интеграла, будем иметь 
  


b
a
n
i
iii
j
dxxcxx
c
I
0]),(),()[,(
2
1
1
0  .      (6.42) 
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Обозначим 
dxxx
b
a
jiji  ),(),(),(  . 
Тогда систему (6.42) можно записать в виде нормальной системы ме-
тода наименьших квадратов 










.),(),(...),(),(
................................................................................
),(),(...),(),(
),(),(...),(),(
0221
022222122
011212111



nnnnnnn
nn
nn
ccc
ccc
ccc
    (6.43) 
Заметим, что если 0)(0 x , то )()(0 xfx   и, следова-
тельно, ),(),( 0 fii   . 
 Вместо интегрального способа метода наименьших квадратов 
можно воспользоваться точечным способом наименьших квадратов. 
 Метод наименьших квадратов применяется также для приближен-
ного нахождения собственных значений и собственных функций ядра 
),( sxK , аналогично тому, как это делается в методе коллокации. А 
именно, полагая 0)( xf  и 0)(0 x , откуда 0)(0 x , находим 
приближенные значения собственных чисел из алгебраического урав-
нения 0)],det[( ji  . После этого приближенные собственные 
функции находятся из однородной системы (6.43), где вместо   под-
ставлено соответствующее приближенное значение. 
 
3 Метод моментов 
 Пусть  
0)()(),()(][   xfdssysxKxyyR
b
a
 .  (6.44) 
Аналогично предыдущему пункту, приближенное решение этого урав-
нения будем искать в виде конечной суммы 



n
i
iin xcxy
1
0 )()(  ,      (6.45) 
где )(),...,(),( 10 xxx n  – известные линейно независимые коорди-
натные функции и nccc ,...,, 21  – неопределенные коэффициенты. Под-
ставляя (6.45) в левую часть уравнения (6.44), получим невязку 
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 

b
a
b
a
j
n
j
jjn dssfsxKdsssxKxcyR )(),(])(),()([][
1
 .   (6.46) 
Согласно методу моментов коэффициенты nccc ,...,, 21  определяются 
из условия ортогональности невязки ко всем координатным функциям 
)(),...,(),( 10 xxx n . Это дает систему уравнений 
 
b
a
in nidxxyR ,...,2,1,0)(][  . 
Учитывая (6.46), получим 



n
j
iijijj nic
1
,...,2,1,)(  ,       (6.47) 
где  
.)(),()(
,)(),()(,)()(




b
a
b
a
ii
b
a
j
b
a
iij
b
a
iij
dssfsxKdxx
dsssxKdxxdxxfx


 
Если определитель системы (6.47) )det()( ijij    отличен от 
нуля, то из этой системы однозначно определяются коэффициенты 
nccc ,...,, 21 . Тогда формула (6.45) дает приближенное решение инте-
грального уравнения (6.44). Из уравнения 0)(    приближенно 
находятся собственные значения n ,...,, 21  ядра ),( sxK . Найдя 
ненулевые решения однородной линейной системы 



n
j
ijijj nic
1
,...,2,1,0)(~  , 
легко строятся (см. например, метод вырожденных ядер) приближен-
ные собственные функции )(~ )( xy k , отвечающие данному собственно-
му значению k . 
 Отметим, что рассмотренные здесь методы минимизации невязки 
применимы также к решению нелинейных интегральных уравнений. 
Имеются также другие методы решения интегральных уравнений, 
например, метод Монте-Карло. 
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