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INTRODUCT ION
The main aim of this thesis is the study of the (relative) bounded cohomology
and of the simplicial volume of compact manifolds with boundary, with a
particular attention devoted to hyperbolic manifolds with non-empty geodesic
boundary.
Gromov introduced the simplicial volume in his pioneering work “Volume and
bounded cohomology” [Gro82], published in 1982. The simplicial volume is a
homotopy invariant of compact manifolds defined via a natural L1-seminorm
on real singular homology. More precisely, the simplicial volume of a compact
oriented manifold M with (possibly empty) boundary ∂M is
‖M, ∂M‖ = inf{‖c‖1 | c is a real fundamental cycle of M},
where ‖c‖1 = ∑i |ai| for every real cycle c = ∑i aiσi. The computation of the
simplicial volume is most attractive due to the fact that, despite its topologi-
cal foundation, it represents an obstruction for the geometric structures that a
manifold can carry. Its fascinating relations with several Riemannian quantities
have been described by Gromov in [Gro82]. For instance, Gromov established
topological rigidity properties of the Riemannian volume by proving that the
ratio between the Riemannian volume and the simplicial volume of a closed
manifold is a constant which depends only on the Riemannian universal cover-
ing of the manifold. For closed hyperbolic n-manifolds such constant coincides
with the volume of the regular ideal geodesic simplex of maximal dimension
in the hyperbolic n-space [Gro82, Thu79].
As a powerful tool for computing the simplicial volume, Gromov himself de-
veloped the theory of bounded cohomology [Gro82]. The complex of bounded
cochains is defined as the subcomplex of the singular cochains which are
bounded with respect to the supremum norm, and it coincides with the topo-
logical dual of the complex of singular chains endowed with the L1-norm, men-
tioned above. Bounded cohomology is the cohomology of this subcomplex and
it turns out to be a fundamental tool in order to estimate L1-norms, mainly via
the study of the usual Kronecker pairing between homology and cohomology.
Thurston’s computation of the proportionality constant for closed hyperbolic
manifolds is based on the smearing construction in the context of the theory of
measure homology. However, in order to calculate the simplicial volume within
the theory of measure homology, one has to prove the existence of an isometry
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between singular homology and measure homology. In the absolute case this
result was proved by Lo¨h [Lo¨h06]. Since a duality paring between measure
homology and continuous bounded cohomology also holds (a cochain is con-
tinuous if it restricts to a continuous function on the space of singular simplices
endowed with the compact-open topology), the isometry issue can be traced
back to a dual one, and in fact Lo¨h’s proof is based on some remarkable re-
sults about the bounded cohomology of groups and topological spaces due to
Ivanov [Iva87] and Monod [Mon01].
Even if several vanishing and non-vanishing results for the simplicial volume
have been established, it is maybe worth mentioning that, as far as we know,
the exact value of non-null simplicial volumes is known at the moment only
for closed hyperbolic manifolds and for the product of two compact oriented
hyperbolic surfaces [BK08b].
Our approach to the computation of the simplicial volume of hyperbolic
manifolds with non-empty geodesic boundary is grounded on a relative ver-
sion of Thurston’s smearing construction which requires an extension of Lo¨h’s
result to the context of relative homology of topological pairs. As in the abso-
lute case, we translate this issue in the dual setting of (continuous) bounded
cochains. Therefore, it naturally arises the necessity to develop some aspects
of the theory of continuous bounded cohomology of topological pairs. The un-
derstanding of the absolute case is satisfactory due to the relationship between
bounded cohomology of spaces and of groups established by Gromov [Gro82]
(and by Monod [Mon01] in the continuous case). In the relative case, start-
ing from a definition of bounded cohomology of pairs of groups due to Gro-
mov [Gro82], we provide an extension of Gromov’s and Monod’s results for
pairs of topological spaces. Our results about the (continuous) bounded coho-
mology of topological pairs, appeared in [FP12], are probably of independent
interest.
Let us now describe how this work is organized by summarizing the content
of each chapter.
In Chapter 1, after introducing the definition of simplicial volume with its
basic properties, we present the theory of (continuous) bounded cohomology
of pairs of topological spaces.
Chapter 2 is entirely devoted to the theory of bounded cohomology of groups
and spaces. In the first part we focus on the absolute case analyzing the results
by Gromov [Gro82], Ivanov [Iva87] and Monod [Mon01]. More precisely, we
describe Ivanov’s approach to bounded cohomology of groups by means of
relatively injective strong resolutions, and Ivanov’s proof of Gromov’s Theo-
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rem which asserts that the bounded cohomology of a space is isometrically
isomorphic to the bounded cohomology of its fundamental group. Moreover,
we recall Monod’s result which allows to represent any bounded cocycle by
means of a continuous straight cocycle of the same norm. This result plays a
fundamental roˆle in Lo¨h’s description of the isometric isomorphism between
singular homology and measure homology.
In the second part of the chapter, building on Gromov’s definition of bounded
cohomology of pairs of groups, we provide an extension of Gromov’s and
Monod’s results. More precisely, we concentrate on CW-pairs (X,W) where X
is countable, X and W are connected and the inclusion map W ↪→ X induces
an injective map between the fundamental groups. A pair with the above prop-
erties is called good if the inclusion map also induces an isomorphism between
the higher homotopy groups. In this context we prove a relative version of
Gromov’s result:
Theorem 1. Let (X,W) be a CW-pair where X is countable, X and W are connected
and the inclusion map W ↪→ X induces an injective map between the fundamental
groups. There exists a norm non-increasing isomorphism
Hnb (pi1(X),pi1(W)) → H
n
b (X,W)
for every n ∈ N. Moreover, if (X,W) is good then the isomorphism is also an isometry.
Moreover, we are able to compute bounded cohomology of topological pairs
by means of the complex of continuous bounded straight cochains C∗cbs(X,W):
Theorem 2. There exists a norm non-increasing isomorphism
Hn(C∗cbs(X,W)) → H
n
b (X,W)
for every n ∈ N. Moreover, if (X,W) is good the isomorphism is also an isometry.
This generalization of Monod’s result is useful in order to study the theory of
relative (continuous) bounded cohomology of spaces. In particular, we deduce
from Theorems 1 and 2 the following result:
Theorem 3. Let (X,W) be a good CW-pair. Let
ρ∗b : C
∗
cb(X,W) ↪→ C
∗
b (X,W)
be the inclusion between continuous bounded cochains and bounded cochains. Then,
the induced map
Hn(ρ∗b) : H
n
cb(X,W) −→ H
n
b (X,W)
is a norm non-increasing homomorphism which admits a right inverse which is an
isometric embedding for every n ∈ N (in particular, H∗(ρ∗b) is surjective).
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Via duality, Theorem 3 provides the key ingredient for the proof that mea-
sure homology coincides with singular homology for good CW-pairs.
In the last part of the chapter the approach to the definition of bounded co-
homology of pairs of groups given by Park [Par03] is described, which extends
Ivanov’s approach (see [Iva87]) to the relative case. Park’s mapping cone con-
struction and Gromov’s definition determine isomorphic cohomology theories.
However, Park’s seminorm on bounded cohomology of a pair of spaces is a
priori different from the L∞-seminorm which is the dual of the L1-seminorm
on singular homology (that is in turn involved in the definition of simplicial
volume). We provide examples showing that Park’s seminorm indeed does not
coincide with the L∞-seminorm in general. For this reason, Park’s results do
not apply in our context and cannot be exploited to our purposes.
Finally, we highlight the limitations in Gromov’s definition of bounded co-
homology of pairs of groups. We suggest some possible attempts in order to
extend this notion to the more general setting of triples (G, {Aj}j∈J , {ϕj}j∈J)
where G is a group, {Aj}j∈J is a family of groups and {ϕj}j∈J is a family of
homomorphisms ϕj : Aj → G.
Chapter 3 discusses an extension to the context of topological pairs of Lo¨h’s
results about the measure homology of a topological space. More precisely, for
good CW-pairs we show how Theorem 3 implies that relative singular homol-
ogy and relative measure homology are isometrically isomorphic. Moreover,
we manage to extend Lo¨h’s result also to pairs of metric spaces in which a
discrete straightening procedure can be defined. The proof is based on a geomet-
ric construction which does not use bounded cohomology. Finally, in order to
apply measure chains for estimating the simplicial volume of hyperbolic mani-
folds with geodesic boundary, we deal with the smooth version of the algebraic
objects and results presented in the previous chapters.
In Chapter 4 we estimate the simplicial volume of a complete finite-volume
hyperbolic n-manifold with geodesic boundary and/or cusps, n ≥ 3. Let M be
such a manifold. Jungreis [Jun97] and Kuessner [Kue03], in the compact and
the cusped case respectively, proved that the ratio between the Riemannian
volume Vol(M) and the simplicial volume of the natural compactification M
of M is strictly less than vn, where vn is the volume of the regular ideal n-
simplex in the hyperbolic space. By constructing an efficient cycle in measure
homology, we show that the difference between Vol(M)/‖M, ∂M‖ and vn is
controlled by the ratio between the (n− 1)-dimensional volume of ∂M and the
n-dimensional volume of M. As a consequence we deduce that the inequality
given by Jungreis’ and Kuessner’s Theorem is sharp:
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Theorem 4. Let n ∈ N. For every η > 0, a compact hyperbolic n-manifold M with
non-empty compact geodesic boundary exists such that
vn − η ≤
Vol(M)
‖M, ∂M‖
< vn.
In [FP10] we provide another proof of this result which is not based on
measure homology.
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1
S IMPL IC IAL VOLUME AND BOUNDED COHOMOLOGY
The simplicial volume is a homotopy invariant of compact manifolds first intro-
duced by Gromov in a seminal work published in 1982 (see [Gro82]). After
putting a natural L1-seminorm on real singular homology, the simplicial vol-
ume of an oriented manifold can be defined as the seminorm of the real fun-
damental class of the manifold itself. Despite its topological foundation, the
simplicial volume represents an obstruction for the geometric structures that
a manifold can carry. For instance, a closed manifold with negative curvature
has non-vanishing simplicial volume, on the contrary a flat or spherical mani-
fold has null simplicial volume. Even if several vanishing and non-vanishing
results have been established, only few examples of explicit calculation of non-
null simplicial volume exist: a celebrated theorem by Thurston [Thu79] and
Gromov [Gro82] (Theorem 1.15) deals with the computation of the simplicial
volume of finite-volume hyperbolic manifolds without boundary and a result
by Bucher-Karlsson [BK08b] allows to establish the simplicial volume of the
product of two compact oriented hyperbolic surfaces (Theorem 1.18). In or-
der to prove the former, Thurston introduced the theory of measure homology
which we develop in Chapter 3, while Gromov built up the theory of bounded
cohomology.
The complex of bounded cochains is defined as the subcomplex of those sin-
gular cochains which are bounded with respect to the supremum norm, and it
coincides with the topological dual of the complex of singular chains endowed
with the L1-norm, mentioned above. Bounded cohomology is the cohomology
of this subcomplex and it turns out to be a fundamental tool in order to com-
pute L1-norms, mainly via the study of the usual Kronecker pairing between
homology and cohomology.
In this chapter we briefly recall the definition of simplicial volume (Sec-
tion 1.2) and of (continuous) bounded cohomology of spaces (Section 1.3). Fi-
nally, we highlight the duality between the seminorms on singular homology
and on bounded cohomology (Section 1.4) and its applications to the calcula-
tion of simplicial volume.
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1.1 Singular homology
Let X be a topological space, let W ⊆ X be a (possibly empty) subspace of X,
and let R be a ring (for our purposes we will consider only the cases R=R and
R=Z). For n ∈ N we denote by Cn(X;R) the module of singular n-chains over
R, i.e. the R-module freely generated by the set Sn(X) of singular n-simplices
with values in X. The natural inclusion of W in X induces an inclusion of
Cn(W;R) into Cn(X;R), and we denote by Cn(X,W;R) the quotient space
Cn(X;R)/Cn(W;R) (obviously, if W = ∅ we get Cn(X,W;R) = Cn(X;R)). The
usual differential of the complex C∗(X;R) defines the differential
dn : Cn(X,W;R) −→ Cn−1(X,W;R)
∑σ∈Sn(X) aσσ 7−→ ∑σ∈Sn(X) ∑
n
j=0(−1)
jaσσj,
where σj is the j-th face of σ. The homology of the resulting complex is the
usual relative singular homology of the topological pair (X,W), and it is de-
noted by H∗(X,W;R). Trivially, we may recover the absolute homology mod-
ules of X just by setting Hn(X;R) = Hn(X,∅;R).
From now on, we will denote simply by Cn(X,W) (resp. Hn(X,W)) the mod-
ule Cn(X,W;R) (resp. Hn(X,W;R)).
The R-vector space Cn(X,Y) can be endowed with the following natural L1-
norm: if α ∈ Cn(X,W), then
‖α‖1 = inf
{
∑
σ∈Sn(X)
|aσ| , where α =
[
∑
σ∈Sn(X)
aσσ
]
in Cn(X)/Cn(W)
}
.
Such a norm descends to a seminorm on Hn(X,W), which is defined as follows:
if [α] ∈ Hn(X,W), then
‖[α]‖1 = inf{‖β‖1 , β ∈ Cn(X,W), dnβ = 0, [β] = [α]}.
Notice that such a seminorm can be null on non-zero elements of Hn(X,W),
because the space of boundaries does not need to be L1-closed in the space of
cycles.
1.2 Simplicial volume
Let n ∈ N and M be an oriented, compact and connected n-manifold with
(possibly empty) boundary ∂M. Choosing an orientation is the same as fixing
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a generator of Hn(M, ∂M;Z) ∼= Z denoted by [M, ∂M], the so-called fundamen-
tal class. We denote by [M, ∂M]R the image of the fundamental class via the
change of coefficients map.
Definition 1.1. The simplicial volume of an oriented, compact and connected
n-manifold M is
‖M, ∂M‖ := ‖[M, ∂M]R‖1.
If M has empty boundary, we denote its simplicial volume simply by ‖M‖.
It is possible to extend this definition to non-connected and non-oriented man-
ifolds. In the former case the simplicial volume is the sum of the simplicial
volumes of each connected component. In the latter case we notice that ev-
ery connected non-oriented manifold has a double-covering by a connected
oriented manifold M′. Then, we set
‖M, ∂M‖ =
1
2
‖M′, ∂M′‖.
Hence, from now on, we can assume every manifold to be connected and ori-
ented.
For non-compact manifolds we need the theory of locally finite homology
to define the simplicial volume as the infimum of the norms over locally finite
fundamental cycles (see for details [Lo¨h08]). However, the study of the non-
compact case is out of the scope of this work: indeed, even if in Chapter 4 we
consider a hyperbolic n-manifold M with cusps, we will naturally compactify
it to a manifold with boundary M by adding to M a finite number of boundary
(n− 1)-manifolds.
As an example, we provide the computation of the simplicial volume of the
unique closed 1-manifold, the circle S1.
Example 1.2. ‖S1‖ = 0.
Proof. Let us define the map
γk : [0, 1] −→ S
1
t 7−→ exp2piikt
where k ∈ N and notice that γ1 is a representative of the generator of H1(S
1,Z).
Using the Hurewicz homomorphism, we can show that kγ1−γk is null homolo-
gous, whence it follows that 1kγk is also a representative of the real fundamental
class. Therefore, ‖S1‖ ≤ 1k for every k ∈ N.
More in general, the same geometric idea implies that every 1-class of an
arcwise connected topological space has vanishing L1-seminorm, that is the L1-
seminorm always vanishes on the first homology module of any topological
space (this follows also from Propositions 1.25 and 1.26).
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1.2.1 First properties
Let us recall some standard results about the simplicial volume of compact
manifolds.
Proposition 1.3 (Functoriality). Let X and Y be topological spaces, f : X → Y be a
continuous map and α ∈ Hn(X) for n ∈ N. Then
‖ f∗(α)‖1 ≤ ‖α‖1
where f∗ : Hn(X) → Hn(Y) is the map induced by f .
Proof. Let c = ∑σ∈Sn(X) cσσ be a representative of α ∈ Hn(X). Then f (c) :=
∑σ∈Sn(X) cσ( f ◦ σ) is a chain which represents f∗(α) ∈ Hn(Y). Since obviously
‖ f (c)‖1 ≤ ‖c‖1, the conclusion follows by taking the infimum over all the
representatives.
Remark 1.4. In [Gro99, Section 5.34] Gromov called functorial seminorm every
seminorm on singular homology of spaces satisfying the property described
in Proposition 1.3. Gromov conjectured that every such seminorm on singular
homology of non-zero degree vanishes for simply connected spaces ([Gro99,
Remark (b) in Section 5.35]). By Theorem 2.14 and Corollary 1.28 it can be
deduced that the L1-seminorm on singular homology satisfies this conjecture.
In [CL11] Gromov’s conjecture is partially disproved by showing the existence
of functorial seminorms which take finite positive values on certain homology
classes of simply connected spaces. However, these seminorms may take infi-
nite as value on some homology classes. Moreover, it is proved in [CL11] that
all finite functorial seminorms on singular homology in degrees 1, . . . , 6 vanish
on all homology classes of simply connected spaces.
Corollary 1.5 (Homotopy invariance). Let (M, ∂M) and (N, ∂N) be compact man-
ifolds with (possibly empty) boundary and f : (M, ∂M) → (N, ∂N) be a homotopy
equivalence relative to the boundary. Then
‖M, ∂M‖ = ‖N, ∂N‖.
Proof. Since f is a homotopy equivalence relative to the boundary, it maps
the fundamental class of M into the fundamental class of N. Therefore, from
Proposition 1.3 we can deduce that ‖M, ∂M‖ ≤ ‖N, ∂N‖. The conclusion fol-
lows by exchanging the roˆle of M and N.
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Definition 1.6 (Map degree). Let n ∈ N and f : (M, ∂M) → (N, ∂N) be a con-
tinuous map between compact n-manifolds with (possibly empty) boundary.
It induces the map
f∗Z : Hn(M, ∂M;Z)→ Hn(N, ∂N;Z)
which sends the fundamental class [M, ∂M] to a multiple of the fundamental
class [N, ∂N], i.e. f∗Z([M, ∂M]) = λ[N, ∂N] with λ ∈ Z. We call the number λ
degree of f and we denote it by deg( f ).
Remark 1.7. By the naturality of the change of coefficients map we have
f∗([M, ∂M]R) = deg( f )[N, ∂N]R
where f∗ : Hn(M, ∂M)→ Hn(N, ∂N).
Proposition 1.8. Let f be a continuous map between (M, ∂M) and (N, ∂N), as above.
Then
‖M, ∂M‖ ≥ deg( f )‖N, ∂N‖.
Proof. The inequality easily follows from the definition of degree of f and from
Proposition 1.3.
Corollary 1.9 (Vanishing Theorem). Let (M, ∂M) be a compact manifold and let
f : (M, ∂M)→ (M, ∂M) be a self-map such that |deg( f )| ≥ 2. Then
‖M, ∂M‖ = 0.
Corollary 1.10. For every n ≥ 1, we have ‖Sn‖ = 0.
Proof. In Example 1.2 we have already dealt with the case n = 1. Let us now
consider Sn, for n > 1, as the unit sphere in R2 × Rn−1. Then, if k ∈ N, we
define
f k : Sn −→ Sn
(a cos ϕ, a sin ϕ, t) 7−→ (a cos kϕ, a sin kϕ, t).
The map has deg( f k) = k ≥ 2, therefore Corollary 1.9 implies the conclusion.
Corollary 1.11. ‖S1 × · · · × S1‖ = 0.
Proof. A self-map of degree bigger than 2 can be constructed in the same way
as in Corollary 1.10.
Corollary 1.12. For every n ≥ 1 and every compact manifold M, we have ‖Sn ×
M‖ = 0.
17
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Proof. The map f k of the Corollary 1.10 and the identity on M define a self-map
for Sn ×M of degree bigger than 2, whence the conclusion.
Proposition 1.13. Let d ∈ N and p : (N, ∂N) → (M, ∂M) be a d-fold covering of
compact manifolds. Then
‖N, ∂N‖ = d · ‖M, ∂M‖.
Proof. By Proposition 1.8 we have ‖N, ∂N‖ ≥ d · ‖M, ∂M‖. In order to prove
the other inequality we construct a representative of the fundamental class of
(N, ∂N) by starting from a representative α = ∑σ aσσ of [M, ∂M]R. Since p is a
d-fold covering each simplex σ has d liftings {σ˜j}
d
j=1. Then α˜ = ∑σ aσ ∑
d
j=1 σ˜j is
a representative of the fundamental class of (N, ∂N) such that ‖α˜‖1 = d · ‖α‖1,
whence the conclusion.
Corollary 1.14. Let M be a closed, spherical or Euclidean manifold. Then ‖M‖ = 0.
Proof. Let n ∈ N. If M is a spherical (resp. Euclidean) n-manifold, then it is
finitely covered by Sn (resp. Tn, see [Wol67]). Therefore, by Proposition 1.13 we
have d · ‖M‖ = ‖Sn‖ (resp. d · ‖M‖ = ‖Tn‖) for some d > 1. The conclusion
follows from Corollary 1.10 (resp. Corollary 1.11).
1.2.2 Manifolds with positive simplicial volume
So far we have given easy vanishing results which describe family of manifolds
with null simplicial volume. On the contrary the existence of manifolds with
non-null simplicial volume is less obvious.
A celebrated theorem by Gromov and Thurston deals with the computa-
tion of the simplicial volume of any finite-volume hyperbolic manifold without
boundary (for a detailed proof see [BP92, Rat94] for the closed case and [Fra04,
Kue07, FP10, FM11] for the cusped case). More precisely, let M be a finite-
volume hyperbolic n-manifold with (possibly empty) compact geodesic bound-
ary. Then, M admits a natural compactification M obtained by adding to M a
closed Euclidean (n− 1)-manifold for each cusp. Moreover, the resulting space
admits a natural structure of manifold with boundary.
Theorem 1.15 ([Gro82, Thu79]). Let M be a finite-volume hyperbolic n-manifold
without boundary. Let M be the natural compactification of M. Then
‖M, ∂M‖ =
Vol(M)
vn
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where vn is the volume of the regular ideal geodesic n-simplex in the hyperbolic n-space.
In particular, we have ‖M, ∂M‖ > 0.
On the contrary, when the boundary is non-empty, Jungreis [Jun97] in the
compact case and Kuessner [Kue03] in the cusped case proved the following
result:
Theorem 1.16 ([Jun97, Kue03]). Let n ≥ 3. Let M be a finite-volume hyperbolic
n-manifold with non-empty geodesic boundary. Then ‖M, ∂M‖ > 0 and
Vol(M)
‖M, ∂M‖
< vn.
In Chapter 4 we focus on the simplicial volume of hyperbolic manifolds. In
fact, after providing an idea of the proofs of the previous results, we show how
to control the difference between Vol(M)/‖M, ∂M‖ and vn in terms of the ratio
between the (n− 1)-dimensional volume of ∂M and the n-dimensional volume
of M. More precisely, we prove:
Theorem 1.17. Let n ≥ 3 and η > 0. Then, there exists k > 0 depending only
on η and n such that the following result holds: if M is a finite-volume hyperbolic
n-manifold with non-empty compact geodesic boundary such that
Vol(∂M)
Vol(M)
≤ k,
then
Vol(M)
‖M, ∂M‖
≥ vn − η.
As a consequence we can deduce that the inequality of Theorem 1.16 is sharp.
In addition to the result by Gromov and Thurston on the simplicial volume
of finite-volume hyperbolic manifolds without boundary, in [BK08b] Bucher-
Karlsson provided another explicit computation:
Theorem 1.18 ([BK08b]). Let M be a closed, oriented Riemannian manifold whose
universal cover is isometric to H2×H2. Then
‖M‖ =
3
2pi2
Vol(M).
Moreover, we can mention another family of spaces with non-null simplicial
volume: oriented, closed, connected locally symmetric space of non-compact
type. Lafont and Schmidt [LS06], by means of a barycentric straightening pro-
cedure, showed positivity of simplicial volume except from two special cases,
which are covered by works of Thurston [Thu79] and Bucher-Karlsson [BK07]
( [BK07] corrects a mistake by Savage [Sav82]).
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1.2.3 Riemannian volume and simplicial volume
In this subsection we state Gromov’s Proportionality Principle, which ensures
that the ratio between the simplicial volume and the Riemannian volume of a
manifold only depends on its universal covering. Let us begin with the easier
case which concerns coverings of finite degree.
Proposition 1.19. Let (M, ∂M) and (N, ∂N) be compact Riemannian manifolds shar-
ing a common Riemannian covering of finite degree. Then
‖M, ∂M‖
Vol(M)
=
‖N, ∂N‖
Vol(N)
where Vol is the Riemannian volume.
Proof. Let p, q ∈ N. Let (X, ∂X) be a p-fold (resp. q-fold) covering of (M, ∂M)
(resp. (N, ∂N)). By Proposition 1.13, ‖X, ∂X‖ = p · ‖M, ∂M‖ and ‖X, ∂X‖ =
q · ‖N, ∂N‖. Therefore, the thesis follows from the fact that Vol(X) = p ·Vol(M)
and Vol(X) = q ·Vol(N).
For closed manifolds this result can be generalized to pairs with isometric
Riemannian universal coverings and it leads to the following principle, due to
Gromov:
Theorem 1.20 (Proportionality Principle). Let M and N be closed Riemannian
manifolds with isometric universal coverings. Then
‖M‖
Vol(M)
=
‖N‖
Vol(N)
.
This principle states that the simplicial volume depends also on the geo-
metric structure of a manifold. There are different proofs of this theorem:
Lo¨h [Lo¨h06], following Thurston’s approach, gave a homological proof using
measure homology and the smearing construction; Bucher-Karlsson [BK08a] and
Frigerio [Fri11] follow Gromov’s approach using (continuous) bounded cohomol-
ogy. Both methods are based on the duality between (continuous) bounded
cohomology and (measure) singular homology that we are going to describe
in Section 1.3.
1.2.4 Simplicial volume and topological operations
In this subsection we describe the behaviour of the simplicial volume under
some topological operations as connected sum, gluing along amenable bound-
ary components, Dehn filling.
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A result by Gromov [Gro82] states that the simplicial volume is additive with
respect to the connected sum.
Theorem 1.21 ([Gro82]). Let M and N be two closed manifolds of the same dimension
n ≥ 3. Then
‖M#N‖ = ‖M‖+ ‖N‖
On one hand the inequality ‖M#N‖ ≤ ‖M‖+ ‖N‖ can be deduced by ap-
plying the Duality Principle (Proposition 1.26), on the other hand the proof of
the other inequality is based on the use of a tree-like complex, introduced by
Gromov. In fact, a stronger result is stated by Gromov in [Gro82, Section 3.5],
which asserts that:
Theorem 1.22. Let M1 and M2 be two closed, connected, oriented manifolds of the
same dimension and let M0 = M1 ∩M2 be a subpolyhedron of each manifold which
is assumed connected and with amenable fundamental group. Moreover, the inclusion
map of M0 ↪→ Mi induces an injective map between the fundamental groups for
i = 1, 2. Take away from M1 and M2 open regular neighbourhoods of M0. Glue
the resulting manifolds by some diffeomorphism of the boundaries (assuming such a
diffeomorphism exists). Then the resulting manifold M satisfies:
‖M‖ = ‖M1‖+ ‖M2‖.
In dimension 3 this implies that the simplicial volume is additive with re-
spect to gluing along incompressible tori.
In the case of hyperbolic 3-manifolds, another interesting topological oper-
ation is Dehn filling. The fact that the simplicial volume of any cusped hyper-
bolic 3-manifolds strictly decreases under Dehn filling is a classical result by
Thurston [Thu79]. Later Fujiwara and Manning provided a definition of gen-
eralized Dehn filling for every n ≥ 3 (see [FM11, Definition 1.3]) and showed
that the simplicial volume does not increase under such operation. More pre-
cisely, let n ≥ 3 and M be a compact orientable n-manifold with boundary a
union of (n− 1)-tori N1, . . . ,Nm for some m ∈ N, whose interior V = Int(M)
admits a complete hyperbolic metric of finite volume. For each i ∈ {1, . . . ,m},
we put on Ni a flat structure, and we choose a totally geodesic ki-dimensional
torus Ti ⊆ Ni, where 1 ≤ ki ≤ n − 2. Each Ni is foliated by parallel copies
of Ti with leaf space Li which is homeomorphic to a (n− 1− ki)-dimensional
torus. The generalized Dehn filling M(T1, . . . , Tm) is defined as the quotient of M
obtained by collapsing Ni on Li for every i ∈ {1, . . . ,m}. Observe that unless
ki = 1 for every i, M(T1, . . . , Tm) is not a manifold. However, being a pseu-
domanifold, M(T1, . . . , Tm) admits a fundamental class, whence a well-defined
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simplicial volume. If all of the tori Ti have injectivity radius strictly larger
than pi , M(T1, . . . , Tm) is called a 2pi-filling of M. In case M is 3-dimensional,
and each Ti is one-dimensional, fillings M(T1, . . . , Tm) are the same as ordinary
Dehn fillings of M.
Theorem 1.23 ([FM11]). Let M be as above and M(T1, . . . , Tm) be a 2pi-filling of M.
Then
0 < ‖M(T1, . . . , Tm)‖ ≤
Vol(V)
vn
.
In [FM11] it is also conjectured that the volumes ‖M(T1, . . . , Tm)‖ accumu-
late to Vol(V)/vn but do not attain it, and it is asked the following (mildly
stronger):
Question 1.24 ([FM11]). Let e > 0. Is there some R  0 so that if every torus
Ti has injectivity radius bigger than R, then
Vol(V)
vn
− e < ‖M(T1, . . . , Tm)‖ <
Vol(V)
vn
?
1.3 (Continuous) bounded cohomology of pairs
of spaces
Bounded cohomology of topological spaces was introduced by Gromov [Gro82]
as the cohomology of the complex of singular cochains which are bounded
with respect to the supremum norm. Since the supremum seminorm on coho-
mology is dual to the L1-seminorm on homology, bounded cohomology can be
used to compute the simplicial volume. Let us now introduce the definition of
(continuous) bounded cohomology.
Let X be a topological space, and W ⊆ X be a (possibly empty) subspace
of X. We use the notations introduced in Section 1.1. For n ∈ N we denote
by Cn(X) (resp. Cn(X,W)) the module of singular n-cochains with real coef-
ficients, i.e. the algebraic dual of the module space Cn(X) (resp. Cn(X,W)).
We will often identify Cn(X,W) with a submodule of Cn(X) via the canonical
isomorphism
Cn(X,W) ∼= { f ∈ Cn(X) | f |Cn(W) = 0} .
If δ∗ is the usual differential
δn : Cn(X,W) −→ Cn+1(X,W)
f 7−→ δn( f )(σ) = f (dn+1(σ))
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with d∗ the differential between singular chains, the homology of the complex
(C∗(X,W), δ∗) is the relative singular cohomology of the pair (X,W), and it is
denoted by H∗(X,W).
We endow Cn(X,W) with the L∞-norm defined by
‖ f‖∞ = sup
σ∈Sn(X)
| f (σ)| ∈ [0,∞] ∀ f ∈ Cn(X,W)
and such a norm descends to a norm on Hn(X,W). In fact, since H∗(X,W) is
the algebraic dual of H∗(X,W), a singular cohomology class with norm equal
to zero must be null on any cycle, whence null in H∗(X,W).
Let Sn(X) be endowed with the compact-open topology. We say that ϕ ∈
Cn(X,W) ⊂ Cn(X) is continuous if ϕ|Sn(X)
is. If we set
Cnc (X,W) = {ϕ ∈ C
n(X,W) | ϕ is continuous}
then obviously we have that δn(Cnc (X,W)) ⊆ C
n+1
c (X,W), which implies that
C∗c (X,W) is a subcomplex of C
∗(X,W), whose homology is the continuous co-
homology of the pair (X,W) and is denoted by H∗c (X,W). The L
∞-norm induces
a seminorm on H∗c (X,W) which we still denote by ‖ · ‖∞.
Let us now introduce the following submodules of C∗(X,W):
C∗b (X,W) = { f ∈ C
∗(X,W) | ‖ f‖∞ < ∞} ,
C∗cb(X,W) = C
∗
b (X,W) ∩ C
∗
c (X,W) .
Since the coboundary map δn is bounded, C∗b (X,W) (resp. C
∗
cb(X,W)) is
a subcomplex of C∗(X,W) (resp. of C∗c (X,W)). Its homology is denoted by
H∗b (X,W) (resp. H
∗
cb(X,W)), and it is called the bounded cohomology (resp. con-
tinuous bounded cohomology) of (X,W).
The L∞-norm descends to a seminorm on H∗b (X,W):
‖ϕ‖∞ = { f ∈ C
n
b (X,W) | δ f = 0, [ f ] = ϕ}
which a priori may be null on non-zero elements. Moreover, the L∞-norm on
C∗b (X,W) restricts to a norm on C
∗
cb(X,W), which descends in turn to a semi-
norm on H∗cb(X,W). These seminorms will still be denoted by ‖ · ‖∞.
The natural inclusion maps
ρ∗ : C∗c (X,W) ↪→ C
∗(X,W), ρ∗b : C
∗
cb(X,W) ↪→ C
∗
b (X,W)
induce the maps
H∗(ρ∗) : H∗c (X,W) −→ H
∗(X,W), H∗(ρ∗b) : H
∗
cb(X,W) −→ H
∗
b (X,W)
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which are a priori neither injective nor surjective.
In the absolute case, i.e. when W = ∅, for path connected spaces with the
homotopy type of a locally finite CW-complex, H∗(ρ∗) is an isometric isomor-
phism (see [Fri11, Corollary 1.3]). Therefore, using the exact sequence of the
pairs, it can be easily shown that H∗(ρ∗) is an isomorphism whenever X and
W have the homotopy type of a locally finite CW-complex. However, the issue
whether H∗(ρ∗) is also isometric is much more delicate, and it is discussed in
Chapter 2. In Section 2.4 we prove that H∗(ρ∗) is an isometry for a wide class
of topological pairs (X,W).
Moreover, in Section 2.3 we show that, under suitable hypotheses on the pair
of spaces, the map H∗(ρ∗b) is surjective and admits a right inverse which is an
isometric embedding. In the absolute case the same result was proved in [Fri11,
Theorem 1.2] for path connected spaces with the homotopy type of a countable
CW-complex.
The (continuous) bounded cohomology is a contravariant functor from the
category of pairs of topological spaces to the category of graded real vector
spaces. Just as in the case of singular cohomology it can be easily proved
that it is a homotopy invariant and satisfies the dimension axiom (see [Lo¨h05]
for the bounded case and [Fri11] for the continuous case). If (X,W) is a pair
of topological spaces then it is possible to extend bounded cochains of W to
bounded cochains of X, and this yields the usual exact sequence of the pair. In
the continuous case if (X,W) is a pair of metrizable spaces, and W is closed in
X, then we extend continuous cochains via Tietze’s Theorem. Therefore, also
in this case we have the usual exact sequence of the pair. Conversely, (con-
tinuous) bounded cohomology does not satisfy the excision axiom. In fact,
boundedness and continuity of cochains are not preserved by barycentric sub-
divisions. Therefore, (continuous) bounded cohomology is harder to compute
than singular cohomology as the usual divide-and-conquer approach does not
work.
The following result is related to the vanishing of the L1-norm on the first
homology group of any topological space.
Proposition 1.25. Let X be a topological space, then we have H1cb(X) = H
1
b (X) = 0.
For the proof we refer to the book [BP92] for the bounded case and to [Fri11]
for the continuous case.
Finally, notice that other natural inclusion maps are defined
c∗ : C∗b (X,W) ↪→ C
∗(X,W), c∗c : C
∗
cb(X,W) ↪→ C
∗
c (X,W)
which induce the so-called (continuous) comparison maps
H∗(c∗) : H∗b (X,W) −→ H
∗(X,W), H∗(c∗c ) : H
∗
cb(X,W) −→ H
∗
c (X,W) ,
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which are a priori neither injective nor surjective.
The behaviour of the comparison map H∗(c∗) is related to the geometric
properties of the spaces: due to the duality between the L∞- and the L1-
seminorm, the surjectivity of the comparison map is equivalent to the positivity
of the simplicial volume (see Corollary 1.28). Moreover, the injectivity of the
comparison map is equivalent to the so-called uniform bounded condition intro-
duced by Matsumoto and Morita [MM85]: a normed chain complex (C, ‖ · ‖)
satisfies the uniform bounded condition in degree q, for q ∈ N, if there is a
constant K ∈ R>0 such that for any null-homologous q-cycle z there exists a
(q+ 1)-chain b with
∂b = z , ‖b‖ ≤ K‖z‖.
1.4 Duality between singular homology and
bounded cohomology
Let (X,W) be any pair of topological spaces. By definition, for every n ∈ N
Cn(X,W) is the algebraic dual of Cn(X,W), and it can be readily shown that
the L∞-seminorm on Cn(X,W) is dual to the L1-seminorm on Cn(X,W). As a
consequence, Cnb (X,W) coincides with the topological dual of Cn(X,W). This
does not imply that Hnb (X,W) is the topological dual of Hn(X,W), because
taking duals of normed chain complexes does not commute in general with
homology (see [Lo¨h08] for a detailed discussion of this issue). However, if we
denote by
〈·, ·〉 : Hnb (X,W)× Hn(X,W) → R
the Kronecker product induced by the pairing Cnb (X,W) × Cn(X,W) → R, then
an application of Hahn-Banach Theorem (see e.g. [BP92, Proposition F.2.2] for
the details) gives the following:
Proposition 1.26 (Duality Principle). For every α ∈ Hn(X,W) we have
‖α‖1 = sup
{
1
‖ϕ‖∞
∣∣ ϕ ∈ Hnb (X,W), 〈ϕ, α〉 = 1} ,
where we understand that sup∅ = 0.
In Subsection 3.2.1 we provide a similar duality for measure chains (see
Proposition 3.14) by proving that the complex of continuous bounded cochains
lies in the topological dual of the complex of measure chains.
The following proposition and corollaries show how the Duality Principle
can be used for computing the simplicial volume of compact manifolds.
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Proposition 1.27 ([Gro82]). Let M and N be two oriented, closed, connected mani-
folds. Then we have
‖M‖ · ‖N‖ ≤ ‖M× N‖ ≤
(
dim M + dim N
dim M
)
· ‖M‖ · ‖N‖.
Proof. First, let us show that ‖M‖ · ‖N‖ ≤ ‖M× N‖. Let m ∈ N (resp. n ∈ N)
be the dimension of M (resp. N) and let us suppose that both M and N have
non-null simplicial volume (otherwise, the inequality easily holds). Then, by
the Duality Principle, for every e > 0 there exists α ∈ Hmb (M) and β ∈ H
n
b (N)
such that
〈α, [M]R〉 = 1 , ‖α‖∞ ≤
1
‖M‖ + e
〈β, [N]R〉 = 1 , ‖β‖∞ ≤
1
‖N‖
+ e.
Let Hm(piM) : H
m
b (M) → H
m
b (M× N) (resp. H
n(piN) : H
n
b (N) → H
n
b (M× N))
be the map induced by the projection on M (resp. on N). Let Hm(piM)(α) = α ∈
Hmb (M× N) and H
n(piN)(β) = β ∈ H
n
b (M× N). Then α ∪ β ∈ H
n+m
b (M× N)
satisfies 〈α ∪ β, [M× N]R〉 = 1. Moreover, we have
‖α ∪ β‖∞ ≤ ‖α‖∞ · ‖β‖∞
≤ ‖α‖∞ · ‖β‖∞
≤
(
1
‖M‖
+ e
)
·
(
1
‖N‖
+ e
)
.
Since the previous inequality holds for every e > 0, the Duality Principle now
implies that
‖M‖ · ‖N‖ ≤ ‖M× N‖.
The other inequality is based on the fact that we can canonically triangulate
∆m × ∆n, that is the prism can be expressed as a sum of (m + n)-simplices,
whose number is bounded by the integer (dim M+dimNdimM ).
Corollary 1.28. Let n ∈ N and let M be a compact n-manifold with (possibly empty)
boundary ∂M. Then:
1. ‖M, ∂M‖ = 0 if and only if the comparison map H∗(c∗) is trivial;
2. if ‖M, ∂M‖ > 0 then
‖[M, ∂M]R‖∞ =
1
‖M, ∂M‖
where [M, ∂M]R ∈ Hn(M, ∂M) denotes the coclass such that
〈[M, ∂M]R , [M, ∂M]
R〉 = 1.
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From the naturality of the Kronecker product one may easily deduce the
following:
Corollary 1.29. Let n ∈ N. Let M and N be compact n-manifolds with (possibly
empty) boundary. If there exists a continuous map of degree one
f : (M, ∂M) −→ (N, ∂N),
which induces an isometric isomorphism
Hnb (N, ∂N) −→ H
n
b (M, ∂M),
then
‖M, ∂M‖ = ‖N, ∂N‖.
In the next chapter we provide an algebraic approach to bounded cohomol-
ogy of spaces by means of bounded cohomology of groups. In particular, Corol-
lary 1.29 is stated in terms of bounded cohomology of groups.
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2
ABSOLUTE AND RELAT IVE BOUNDED COHOMOLOGY OF
GROUPS
In the first chapter bounded cohomology of spaces has been introduced as the
cohomology of the topological dual of the singular chains complex. Even if the
definition of bounded cohomology is not too far from that of singular coho-
mology, these two theories enjoy totally different properties. For example, a re-
markable difference concerns the fact that the bounded cohomology of a space
coincides with that of its fundamental group. This property was established
by Gromov in his seminal work “Volume and bounded cohomology” [Gro82]
where the notion of bounded cohomology of a group was introduced. Later on,
Ivanov provided an algebraic foundation of bounded cohomology of groups
by means of suitable resolutions (see [Iva87]). Since then, computations in
bounded cohomology have profited from the use of convenient tools in homo-
logical algebra. In order to apply this algebraic theory to different geomet-
ric issues, Monod [Mon01] considered the complex of continuous bounded
straight cochains showing that any bounded cocycle can be represented by a
continuous straight cocycle of the same norm (see Theorem 2.20). The theory
of bounded cohomology of groups and the results by Gromov, Ivanov and
Monod are presented in Section 2.1.
In the relative case Gromov provided a definition of bounded cohomology
of pairs of groups. Ivanov’s and Monod’s approaches to (continuous) bounded
cohomology seem to run into several difficulties in the context of pairs of topo-
logical spaces (see Section 2.6 for a discussion on this issue). However, we
devote Section 2.2 to provide an extension of Gromov’s and Monod’s results
which allows geometric applications as the computation of the simplicial vol-
ume also in the relative case.
After that, in Section 2.3 we compare the theory of continuous bounded coho-
mology with the theory of bounded cohomology of pairs of groups and spaces.
In particular, we show that, for a wide class of topological pairs, the map in-
duced on cohomology by the inclusion of continuous bounded cochains into
the complex of bounded cochains admits a right inverse which is an isometric
embedding (see [Fri11] for the absolute case). These results will play an impor-
tant roˆle in our discussion on the relationship between singular homology and
measure homology (see Chapter 3). Similarly, in Section 2.4 we prove that con-
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tinuous cohomology is isometrically isomorphic to singular cohomology for a
wide class of topological pairs (see [Fri11] for the absolute case).
Finally, in Section 2.5 we describe the approach to the theory of bounded
cohomology of pairs of groups given by Park [Par03], which extends Ivanov’s
homological algebra approach (see [Iva87]) to the relative case. Park’s mapping
cone construction and Gromov’s definition determine isomorphic cohomology
theories. However, Park’s seminorm on bounded cohomology of a pair of
spaces is a priori different from the L∞-seminorm introduced in Chapter 1 (re-
call that the L∞-seminorm on bounded cohomology is dual to the L1-seminorm
on homology, which is in turn involved on the definition of simplicial volume).
We provide examples showing that Park’s seminorm indeed does not coincide
with the L∞-seminorm in general. For this reason, since in next chapter we use
(continuous) bounded cohomology in order to study L1-norms on (measure)
singular homology, Park’s results do not apply in our context and cannot be
exploited to our purposes.
2.1 Bounded cohomology of groups
We recall the basic definitions of bounded cohomology of discrete groups (see
also [Gro82, Iva87, Mon01] for further details). For the general case of locally
compact topological groups we refer the reader to Monod’s book [Mon01].
Henceforth, we denote by G a fixed group, which has to be thought as en-
dowed with the discrete topology.
Definition 2.1 ([Iva87, Mon01]). A Banach G-module is a Banach space V with
a (left) action of G such that ‖g · v‖ ≤ ‖v‖ for every g ∈ G and every v ∈ V. A
G-morphism of Banach G-modules is a bounded G-equivariant linear operator.
From now on we refer to a Banach G-module simply as a G-module.
Definition 2.2. A bounded linear map ι : A → B of Banach spaces is strongly
injective if there is a bounded linear map σ : B → A with ‖σ‖ ≤ 1 and σ ◦ ι =
IdA (in particular, ι is injective).
We emphasize that, even when A and B are G-modules, the map σ is not
required to be G-equivariant.
Definition 2.3. A G-module E is relatively injective if for every strongly injective
G-morphism ι : A → B of Banach G-modules A, B and every G-morphism
α : A→ E there is a G-morphism β : B→ E satisfying β ◦ ι = α and ‖β‖ ≤ ‖α‖.
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0 A
E
B
α
β
ι
σ
A G-complex (or simply a complex) is a sequence of G-modules Ei and G-maps
δi : Ei → Ei+1 such that δi+1 ◦ δi = 0 for every i, where i runs over N ∪ {−1}:
0 E E0 E1 . . . Ei+1 . . .
δ0δ−1 δ1 δi δi+1
Such a sequence will often be denoted by (E∗, δ∗).
A G-chain map (or simply a chain map) between the G-complexes (E∗, δ∗E) and
(F∗, δ∗F) is a sequence of G-maps {α
i : Ei → Fi | i ≥ −1} such that δiF ◦ α
i =
αi+1 ◦ δiE for every i ≥ −1. If ‖αi‖ ≤ 1 for every i ∈ N we say that α
∗ is a norm
non-increasing chain map. If α∗, β∗ are chain maps between (E∗, δ∗E) and (F
∗, δ∗F)
which coincide in degree −1, a G-homotopy between α∗ and β∗ is a sequence
of G-maps {Ti : Ei → Fi−1 | i ≥ 0} such that δi−1F ◦ T
i + Ti+1 ◦ δiE = α
i − βi for
every i ≥ 0, and T0 ◦ δ−1E = 0. We recall that, according to our definition of
G-maps, both chain maps between G-complexes and G-homotopies between
such chain maps have to be bounded in every degree.
A complex is exact if δ−1 is injective and ker δi+1 = Im δi for every i ≥ −1.
A G-resolution (or simply a resolution) of a G-module E is an exact G-complex
(E∗, δ∗)with E−1 = E. A resolution (E∗, δ∗) is relatively injective if Ei is relatively
injective for every i ≥ 0.
Definition 2.4. A contracting homotopy for a resolution (E∗, δ∗) is a sequence of
linear maps ki : Ei → Ei−1 such that ‖ki‖ ≤ 1 for every i ∈ N, δi−1 ◦ ki + ki+1 ◦
δi = IdEi if i ≥ 0, and k
0 ◦ δ−1 = IdE.
0 E−1 E0 E1 . . . Ei+1 . . .
δ−1 δ0 δ1 δi δi+1
k0 k1 k2 ki+1 ki+2
Note however that it is not required that ki be G-equivariant. A resolution
(E∗, δ∗) is strong if it admits a contracting homotopy.
The following result can be proved by means of standard homological alge-
bra arguments (see [Iva87], [Mon01, Lemmas 7.2.4 and 7.2.6]).
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Proposition 2.5. Let α : E → F be a G-map between G-modules, let (E∗, δ∗E) be a
strong G-resolution of E, and suppose (F∗, δ∗F) be a G-complex such that F
−1 = F and
Fi is relatively injective for every i ≥ 0. Then α extends to a chain map α∗:
0
0
E
F
E0
F0
E1
F1
. . .
. . .
Ei+1 . . .
Fi+1 . . .
δ0F
δ0E
α1
δ−1E
δ−1F
α0α
δiE δ
i+1
E
δiF δ
i+1
F
αi+1
and any two extensions of α to chain maps are G-homotopic.
If E is a G-module, we denote by EG ⊆ E the submodule of G-invariant
elements in E.
Let (E∗, δ∗) be a relatively injective strong resolution of the trivial G-module
R (such a resolution exists, see Subsection 2.1.1). Since coboundary maps are G-
maps, they restrict to the G-invariant submodules of the Ei’s. Thus ((E∗)G, δ∗|)
is a subcomplex of (E∗, δ∗). A standard application of Proposition 2.5 now
shows that the isomorphism type of the homology of ((E∗)G, δ∗|) does not
depend on the chosen resolution (while the seminorm induced on such ho-
mology module by the norms on the Ei’s could depend on it). What is more,
there exists a canonical isomorphism between the homology of any two such
resolutions, which is induced by any extension of the identity of R.
Definition 2.6. The n-dimensional bounded cohomology module Hnb (G) of G is
the n-th homology module of the complex ((E∗)G, δ∗|), if n ≥ 1. For n = 0 we
set H0b (G) = Ker δ
0 ∼= R.
A general definition of bounded cohomology with coefficients in a generic
G-module also exists. However, for our purposes, we will confine ourselves to
the study of bounded cohomology with coefficients in the trivial G-module R.
We refer the reader to Monod’s book [Mon01] for a detailed treatment of the
general case.
2.1.1 The standard resolution
For every n ∈ N, let Bn(G) be the Banach space of bounded real maps on Gn+1
endowed with the supremum norm
‖ f‖∞ := sup
(g0,...,gn)∈Gn+1
| f (g0, . . . , gn)|.
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The diagonal action of G defined by
g · f (g0, . . . , gn) := f (g
−1g0, . . . , g
−1gn) ∀g ∈ G,
equips Bn(G) with a structure of G-module. For n ≥ 0 the coboundary map is
described by setting δnG : B
n(G)→ Bn+1(G) as
δnG( f )(g0, . . . , gn+1) =
n+1
∑
j=0
(−1)j f (g0, . . . , ĝj, . . . , gn+1).
Moreover let B−1(G) = R be the trivial G-module and δ−1G : R → B
0(G) be
defined by δ−1G (t)(g) = t for every g ∈ G. The complex (B
∗(G), δ∗G) admits the
following contracting homotopy:
vn : Bn(G) → Bn−1(G)
f 7−→ vn( f )(g0, . . . , gn−1) = f (e, g0, . . . , gn−1)
(2.1)
where e is the unit element of G (for n = 0 we understand that v0( f ) = f (e) ∈
R = B−1(G) for every f ∈ B0(G)). Therefore, the complex (B∗(G), δ∗G) provides
a strong resolution of the trivial G-module R, and we will see in Proposition 2.8
below that such a resolution is also relatively injective. In fact, the complex
(B∗(G), δ∗G) is usually known as the standard resolution of the trivial G-module R.
Remark 2.7. Let us briefly compare our notion of standard resolution with
Ivanov’s and Monod’s ones. In [Iva87], for every n ∈ N the set Bn(G) is
denoted by B(Gn+1), and is turned into a Banach G-module by the action g ·
f (g0, . . . , gn) = f (g0, . . . , gn · g). Moreover, the sequence of modules B(Gn),
n ∈ N, is equipped with a structure of G-complex
0 R B(G) B(G2) . . . B(Gn+2) . . .
d0d−1 d1 dn dn+1
where d−1(t)(g) = t and
dn( f )(g0, . . . , gn+1) = (−1)
n+1 f (g1, . . . , gn+1)
+
n
∑
i=0
(−1)n−i f (g0, . . . , gigi+1, . . . , gn+1)
for every n ≥ 0 (here we are using Ivanov’s notation also for the differential).
Now, it can be readily shown that Ivanov’s resolution is isomorphic to our stan-
dard resolution via the isometric G-chain isomorphism ϕ∗ : B∗(G) → B(G∗+1)
defined by
ϕn( f )(g0, . . . , gn) = f (g
−1
n , g
−1
n g
−1
n−1, . . . , g
−1
n g
−1
n−1 · · · g
−1
1 g
−1
0 )
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and its inverse is given by
(ϕn)−1( f )(g0, . . . , gn) = f (g
−1
n gn−1, g
−1
n−1gn−2, . . . , g
−1
1 g0, g
−1
0 ).
We also observe that our contracting homotopy (2.1) is conjugated by ϕ∗ into
Ivanov’s contracting homotopy for the complex (B(G∗), d∗) (which is defined
in [Iva87]).
Our notation is much closer to Monod’s one. In fact, in [Mon01] the more
general case of a topological group G is addressed, and the n-th module of the
standard G-resolution of R is inductively defined by setting
C0b(G,R) = Cb(G,R), C
n
b (G,R) = Cb(G,C
n−1
b (G,R)) ,
where Cb(G, E) denotes the space of continuous bounded maps from G to the
Banach space E. However, as observed in [Mon01, Remarks 6.1.2 and 6.1.3], the
case when G is an abstract group may be recovered from the general case just
by equipping G with the discrete topology. In that case, our notion of standard
resolution coincides with Monod’s one (see also [Mon01, Remark 7.4.9]).
The following result is proved in [Iva87] and [Mon01]:
Proposition 2.8. The standard resolution of the trivial G-module R is relatively in-
jective and strong.
We have already shown that the standard resolution is strong. The fact
that it is also relatively injective is proved in [Mon01, Proposition 4.4.1] (see
also [Mon01, Remark 7.4.9]). Alternatively, since our standard resolution is iso-
metrically isomorphic to Ivanov’s one (see Remark 2.7), the relative injectivity
of the standard resolution may be deduced from [Iva87, Lemma 3.2.2].
The seminorm induced on H∗b (G) by the standard resolution is called the
canonical seminorm. The following theorem asserts that the canonical seminorm
coincides with the infimum over all the seminorms induced on Hnb (G) by any
relatively injective strong resolution of the trivial G-module R.
Theorem 2.9 ([Iva87]). Let (V∗, d∗) be a strong resolution of trivial G-module R.
A G-chain map v∗ exists which extends the identity map between (V∗, d∗) and the
standard resolution
0
0
R
R
V0
B0(G)
V1
B1(G)
. . .
. . .
Vn+1 . . .
Bn+1(G) . . .
δ0G
d0
v0Id
δ1G
d1d−1
δ−1G
v1
dn dn+1
δnG δ
n+1
G
vn+1
and such that ‖vn‖ ≤ 1 for every n ≥ 0.
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2.1.2 Amenability
Let now describe a wide class of groups which are ignored by bounded coho-
mology: amenable groups.
Definition 2.10. A group G is amenable if it admits a G-invariant mean, which
is a linear functional m : B0(G)→ R such that:
1. m(g · f ) = m( f ) for every g ∈ G where g · f (h) = f (g−1h) for every
g, h ∈ G;
2. m( f ) ≥ 0 for every f such that f (g) ≥ 0 for every g ∈ G;
3. m(1G) = 1 where we denote by 1G the constant function which takes the
value 1 on every element of G.
Such a functional is automatically continuous and has operator norm bounded
by 1.
Finite groups are amenable. Indeed, if G is a finite group, integration over G
with respect to the counting measure divided by the cardinality of G provides
a G-invariant mean. Furthermore all abelian groups are amenable [Run02, Ex-
ample 1.1.5]. An example of non-amenable group is given by Z ∗ Z [BP92,
Proposition F.6.12(a)]. In particular, since subgroups of amenable groups are
still amenable, if a countable discrete group contains a (non-abelian) free sub-
group on two generators, then it is not amenable.
Let A be a normal amenable subgroup of G, then B(G/A) has a structure
both of G-module and of G/A-module. Moreover, B(G/A) is relatively injec-
tive both as G-module and as G/A-module as shown in [Iva87]. As a conse-
quence, it can be easily obtained the following:
Theorem 2.11. The map Hnb (G/A) → H
n
b (G), induced by the canonical homomor-
phism G → G/A, is an isometric isomorphism for every n ∈ N.
Corollary 2.12. If G is an amenable group, then Hnb (G) = 0 for every n ≥ 1.
2.1.3 The topological resolution
Let X be a connected countable CW-complex. Since the space X is locally
contractible, it admits a universal covering p : X˜ → X. Let us fix a basepoint
b0 ∈ X˜. This choice determines a canonical isomorphism between pi1(X, p(b0))
and the group G of the covering automorphisms of X˜.
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For every n ∈ N, the module Cnb (X˜) of the bounded cochains on X˜ (in-
troduced in Section 1.3) admits a natural structure of G-module with action
g · f (σ) = f (g−1σ) for every g ∈ G, f ∈ Cnb (X˜) and σ ∈ Sn(X˜). Moreover, the
covering projection p : X˜ → X defines a pull-back map p∗ : C∗b (X) → C
∗
b (X˜)
which induces in turn an isometric isomorphism C∗b (X) → C
∗
b (X˜)
G. As a con-
sequence, we have the natural isometric identification
H∗b (X)
∼= H∗(C∗b (X˜)
G). (2.2)
A remarkable theorem by Gromov states that an isometric isomorphism ex-
ists between the bounded cohomology of X and that of its fundamental group
G. We now briefly sketch Ivanov’s proof of Gromov’s Theorem, which is based
on the following:
Theorem 2.13 ([Iva87]). Let X and G as before, then (C∗b (X˜), δ
∗) provides a relatively
injective strong resolution of the trivial G-module R.
Sketch of proof. Let us start with the construction of a contracting homotopy for
the complex C∗b (X˜). Since X˜ is a simply connected CW-complex, a result by
Dold and Thom [DT58] provides an infinite tower
. . . Xm Xm−1 . . . . . . X2 X1
pm p1pm−1 pm−2 p2
of principle bundles (pm)m>0∈N with abelian structure groups such that X1 =
X˜ (see [Iva87] for the details). Therefore, we have
pij(Xm) = 0 ∀j ≤ m and pij(Xm) = pij(X) ∀j > m.
The structure group Hm of the bundle pm is a topological connected abelian
group which has the homotopy type of K(pim+1(X),m). Therefore, the Hm’s
are amenable, and the induced chain maps p∗m : C
∗
b (Xm) → C
∗
b (Xm+1) admit
left inverse chain maps A∗m : C
∗
b (Xm+1) → C
∗
b (Xm) obtained by averaging co-
chains over the preimages in Xm+1 of simplices in Xm, in such a way that
the Am’s are norm non-increasing. We choose basepoints xm ∈ Xm in such a
way that pm(xm+1) = xm for every m ≥ 1, and x1 ∈ X1 = X˜ coincides with the
basepoint b0 fixed above. Since Xm is m-connected, for every n ≤ m we can con-
struct a map Lmn : Sn(Xm) → Sn+1(Xm) which associates to every σ ∈ Sn(Xm)
a cone of σ over xm (for details see [Iva87]). The maps L
m
n , n ≤ m, induce
a (partial) homotopy between identity and the null map of C∗(Xm), which
induces in turn a (partial) contracting homotopy {knm}n≤m for the (partial) com-
plex {Cnb (Xm)}n≤m. Moreover, these contracting homotopies can be chosen in
a compatible way, in the sense that the equality An−1m ◦ k
n
m+1 ◦ p
n
m = k
n
m holds
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for every n ≤ m (see again [Iva87]). Thanks to this compatibility condition, the
contracting homotopy
k∗G : C
∗
b (X˜)→ C
∗−1
b (X˜)
can be finally defined via the formula
knG = A
n−1
1 ◦ . . . ◦ A
n−1
m−1 ◦ k
n
m ◦ p
n
m−1 ◦ . . . ◦ p
n
2 ◦ p
n
1 , for any m ≥ n .
Moreover, Cnb (X˜) is relatively injective for every n ∈ N (see [Iva87]), whence
the conclusion.
Theorem 2.14 ([Gro82]). Let X and G as before. Then, there exists an isometric
isomorphism between Hnb (X) and H
n
b (G) for every n ∈ N.
Proof. Let us recall Ivanov’s proof (see [Iva87]). By Theorem 2.13, Proposi-
tion 2.5 and Identification (2.2), a canonical isomorphism exists between Hnb (X)
and Hnb (G) for every n ∈ N. Moreover, if a norm non-increasing G-chain map
between B∗(G) and C∗b (X˜), which extends the identity on R, can be constructed,
Proposition 2.5 and Theorem 2.9 imply that the isomorphism is also an isome-
try.
Let n ∈ N and let us define γn : Bn(G) → Cnb (X˜) as follows. Let F be a
set of representatives for the G-action on X˜ and e0, . . . , en be the vertices of the
standard n-simplex ∆n. For a simplex σ ∈ Sn(X˜), let g0, . . . , gn ∈ G be the
elements uniquely characterized by
g−10 σ(e0) ∈ F
g−11 σ(e1) ∈ F
...
g−1n σ(en) ∈ F,
and let us set
γn( f )(σ) = f (g0, . . . , gn) , f ∈ B
n(G). (2.3)
It can be readily seen that γn’s provide a G-chain map which is norm non-
increasing in every degree and extends the identity on R, whence the conclu-
sion.
Remark 2.15. If X is a K(G, 1), then the isomorphism holds also in the setting
of singular cohomology.
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Corollary 2.16 (Mapping Theorem [Gro82]). Let X and Y be topological spaces
and let f : X → Y be a continuous map. If f∗ : pi1(X) → pi1(Y) is surjective and has
amenable kernel, then
Hn( f ) : Hnb (Y) −→ H
n
b (X)
is an isometric isomorphism for every n ∈ N.
The Mapping Theorem can be readily deduced from Theorem 2.11 and from
the commutativity of the following diagram:
Hnb (Y) H
n
b (X)
Hnb (pi1(Y)) H
n
b (pi1(X))
Hn( f )
Hn( f∗)
The results on bounded cohomology of groups as presented so far can find
geometric applications on the computation of the simplicial volume, which
constitutes the object of our investigation. Recall that, as stated in Chapter 1,
the simplicial volume is a topological invariant of compact manifolds defined
via the L1-seminorm on singular homology. The fact that bounded cohomol-
ogy of spaces can be used for the calculation of the simplicial volume can be
traced back to the existence of a duality between L1- and L∞-seminorms (see
Proposition 1.26, Corollaries 1.28 and 1.29). In particular, from the Mapping
Theorem it follows:
Corollary 2.17. Let n ∈ N. Let M and N be oriented, connected, closed n-manifolds.
Let f : M −→ N be a continuous map of degree one such that f∗ : pi1(M) → pi1(N)
has amenable kernel. Then
‖M‖ = ‖N‖.
Notice that the fact that f has degree one implies that f∗ is surjective (see [L0¨2,
Exercise 14.11]).
Moreover, since bounded cohomology ignores amenable group (see Corol-
lary 2.12) then from Corollary 1.28 we can deduce the following:
Corollary 2.18. If M is a oriented, connected, closed manifold with amenable funda-
mental group, then ‖M‖ = 0.
As a consequence, all closed simply connected manifolds have null simplicial
volume.
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Remark 2.19. We point out that the simplicial volume does not only depend
on the fundamental group. Indeed, if Σ2 is an oriented, closed, connected
surface of genus 2, then Σ2 and Σ2 × S2 have the same fundamental group but
different simplicial volume: ‖Σ2‖ = 2 by Theorem 1.15 and ‖Σ2 × S2‖ = 0 by
Proposition 1.12.
2.1.4 Continuous bounded straight cochains
Let X be a connected CW-complex and let us keep notations from the previous
subsection. If X is a locally convex space (see Definition 3.20) a straightening
procedure can be described which associates to each simplex a straight one which
only depends on the vertices of any lift of the simplex to the universal cover (we
introduce this geometric procedure in Section 3.3). Therefore, in this context, in
order to compute the singular homology of X, the singular complex C∗(X) can
be replaced by the subcomplex of straight chains. As a consequence, in order
to compute the cohomology of X, the complex of singular invariant cochains
C∗(X˜)G can be replaced by the subcomplex of those invariant cochains whose
value on each simplex only depends on the vertices of the simplex. For obvious
reasons, we will say that such a cochain is straight.
Note that the definition of straight cochain makes sense even when it is
not possible to properly define a straightening on singular chains. If X˜ is
contractible, a classical result ensures that both straight cochains and singular
cochains compute the cohomology of G, which implies that the cohomology of
straight cochains is isomorphic to the singular cohomology of X. An important
result by Gromov (see [Gro82, Section 2.3] and [Iva87, Theorem 4.4.1]) shows
that the same is true for bounded cohomology, even without the assumption
that X˜ is contractible.
Let us give the precise definition of the complex of continuous bounded
straight cochains in the general setting of connected CW-complexes. For every
n ∈ N we consider the following Banach space:
Cncbs(X˜) = { f : X˜
n+1 → R, f continuous and bounded}
endowed with the supremum norm. The diagonal G-action such that g ·
f (x0, . . . , xn) = f (g−1x0, . . . , g−1xn) for every g ∈ G equips Cncbs(X˜) with a
structure of G-module. The obvious coboundary maps
δns : C
n
cbs(X˜) −→ C
n+1
cbs (X˜)
f 7−→ δns ( f )(x0, . . . , xn+1) = ∑
n+1
i=0 (−1)
i f (x0, . . . , x̂i, . . . , xn+1)
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define on C∗cbs(X˜) a structure of G-complex and for every n ∈ N we set
Hncbs(X) = H
n(C∗cbs(X˜)
G) . (2.4)
Theorem 2.20. The complex (C∗cbs(X˜), δ
∗
s ) provides a relatively injective strong G-
resolution of the trivial G-module R. Moreover, the n-th cohomology of (C∗cbs(X˜), δ
∗
s )
is isometrically isomorphic to Hnb (G) for every n ∈ N.
Proof. The theorem is an immediate consequence of [Mon01, Theorem 7.4.5].
Indeed, in order to apply Monod’s result, our CW-complex X should be lo-
cally compact, whence locally finite, but these conditions are used in the proof
of [Mon01, Theorem 7.4.5] only to ensure the existence of a suitable Bruhat
function on X˜. In our case of interest the fact that G is discrete allows us to
explicitly describe such a map even without the assumption that X is locally
compact (see Lemma 2.33).
2.2 Relative bounded cohomology of groups
Let A be a subgroup of G. Henceforth, whenever E is a G-module we under-
stand that E is endowed also with the natural structure of A-module induced
by the inclusion of A in G.
Definition 2.21 (Definitions 3.1 and 3.5 in [Par03]). Let (U∗, δ∗U) be a relatively
injective strong G-resolution of the trivial G-module R and (V∗, δ∗V) be a rel-
atively injective strong A-resolution of the trivial A-module R. By Proposi-
tion 2.5, the identity of R may be extended to an A-chain map λ∗ : U∗ → V∗.
The pair of resolutions (U∗, δ∗U), (V
∗, δ∗V), together with the chain map λ
∗, pro-
vides a pair of resolutions for (G, A;R). We say that such a pair is
1. allowable, if the chain map λ∗ commutes with the contracting homotopies
of (U∗, δ∗U) and (V
∗, δ∗V);
2. proper, if the map λn restricts to a surjective map λ̂n : (Un)G → (Vn)A for
every n ∈ N.
We denote by ker(Un → Vn) the kernel of λn. It can be readily shown that the
module ker(Un → Vn)G ⊆ (Un)G coincides with the kernel of λ̂n.
If the pair of resolutions (U∗, δ∗U), (V
∗, δ∗V) is proper, there exists an exact
sequence
0 // ker(Un → Vn)G // (Un)G
λ̂n // (Vn)A // 0 ,
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which induces the long exact sequence
. . . // Hn−1b (A)
// Hn(ker(U∗ → V∗)G) // Hnb (G)
// Hnb (A)
// . . .
As observed in [Par03], if the pair (U∗, δ∗U), (V
∗, δ∗V) is also allowable, then
the isomorphism type of Hn(ker(U∗ → V∗)G) does not depend on the chosen
proper allowable pair of resolutions (see also Proposition 2.25). Such a module
is called the n-th bounded cohomology group of the pair (G, A), and it is denoted
by Hnb (G, A).
2.2.1 The standard pair of resolutions
The following result is proved in [Par03, Propositions 3.1 and 3.18], and shows
that, just as in the absolute case, there exists a canonical proper allowable pair
of resolutions for (G, A;R). Strictly speaking, Park’s notion of standard pair
of resolutions is different from ours, since it is based on Ivanov’s definition
of standard resolution. However, the isomorphism described in Remark 2.7
translates Park’s results into the following:
Proposition 2.22. The standard resolutions B∗(G) and B∗(A) of the trivial G- and
A-module R, together with the obvious restriction map B∗(G) → B∗(A), provide a
proper allowable pair of resolutions for (G, A;R).
The seminorm induced on H∗b (G, A) by this resolution is called the canonical
seminorm.
Moreover, a pair of compatible contracting homotopies for the standard res-
olutions is given by:
vnG( f )(g1, . . . , gn) = f (e, g1, . . . , gn) , f ∈ B
n(G), (g1, . . . , gn) ∈ G
n,
vnA( f )(a1, . . . , an) = f (e, a1, . . . , an) , f ∈ B
n(A), (a1, . . . , an) ∈ A
n,
(2.5)
where e is the unit element in G (see Equation (2.1)). From now on we fix the
following notation:
Bn(G, A) = ker(Bn(G)→ Bn(A)).
2.2.2 Morphisms of pairs of resolutions
Let (U∗, δ∗U), (V
∗, δ∗V) and (E
∗, δ∗E), (F
∗, δ∗F) be pairs of resolutions for (G, A;R).
A morphism between such pairs is a pair of chain maps (α∗G, α
∗
A) such that:
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1. α∗G : U
∗ → E∗ (resp. α∗A : V
∗ → F∗) is a G-chain map (resp. an A-chain
map) extending the identity of R = U−1 = E−1 (resp. the identity of
R = V−1 = F−1);
2. for every n ∈ N, the following diagram commutes
Un //
αnG

Vn
αnA

En // Fn ,
where the horizontal arrows represent the A-morphisms involved in the
definition of a pair of resolutions.
By condition (2), if (α∗G, α
∗
A) is a morphism of pairs of resolutions, then α
∗
G
restricts to a chain map
α∗G,A : ker(U
∗ → V∗)→ ker(E∗ → F∗) ,
which induces in turn a map
H∗(α∗G,A) : H
∗(ker(U∗ → V∗)G)→ H∗(ker(E∗ → F∗)G) .
Proposition 2.23. If the pairs of resolutions (U∗, δ∗U), (V
∗, δ∗V) and (E
∗, δ∗E), (F
∗, δ∗F)
are proper, the map H∗(α∗G,A) is an isomorphism.
Proof. Our hypothesis ensures that we have the commutative diagram:
Hn−1((V∗)A) //
Hn−1(α∗A)

Hn(ker(U∗ → V∗)G) //
Hn(α∗G,A)

Hn((U∗)G) //
Hn(α∗G)

Hn((V∗)A)
Hn(α∗A)

Hn−1((F∗)A) // Hn(ker(E∗ → F∗)G) // Hn((E∗)G) // Hn((F∗)A)
As a standard application of Proposition 2.5, the vertical arrows correspond-
ing to H∗(α∗G) and H
∗(α∗A) are isomorphisms, therefore the conclusion follows
from the Five Lemma.
Remark 2.24. At the moment we are not able to prove either that every two
proper allowable pairs of resolutions for (G, A;R) are related by a morphism
of pairs of resolutions, or that any two such morphisms induce the same map
in cohomology. In fact, whenever two proper allowable pairs of resolutions are
given, using Proposition 2.5 one can easily construct the needed chain maps α∗G
and α∗A. However, some troubles arise in proving that such chain maps can be
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chosen so to fulfill condition (2) in the above definition of morphism of pairs of
resolutions. Despite these difficulties, the results proved in Propositions 2.23
and 2.25 will be sufficient to our purposes.
Also notice that in the statement of Proposition 2.23 we do not require the
involved pairs of resolutions to be allowable. However, allowability plays a
fundamental roˆle in constructing a morphism of pairs of resolutions between
any generic proper allowable pair of resolutions and the standard pair of res-
olutions (see Proposition 2.25), and in getting explicit bounds on the norm of
such a morphism.
The following result shows that, similarly to the absolute case, the bounded
cohomology of (G, A) is computed by any proper allowable pair of resolutions
for (G, A;R). Moreover, the canonical seminorm coincides with the infimum
of all the seminorms induced on H∗b (G, A) by any such pair of resolutions.
Proposition 2.25. Let (U∗, δ∗U), (V
∗, δ∗V), together with the A-chain map U
∗ → V∗,
be a proper allowable pair of resolutions for (G, A;R). Then, there exists a morphism
(α∗G, α
∗
A) between this pair of resolutions and the canonical pair of resolutions intro-
duced in Subsection 2.2.1. Moreover, α∗G and α
∗
A can be chosen in such a way that the
induced map
Hn(α∗G,A) : H
n(ker(U∗ → V∗)G)→ Hn(B∗(G, A)G) ∼= Hnb (G, A)
is a norm non-increasing isomorphism for every n ∈ N.
Proof. Let k∗G (resp. k
∗
A) be the contracting homotopy of (U
∗, δ∗U) (resp. of
(V∗, δ∗V)). Let us define α
n
G and α
n
A by induction as follows:
αnG( f )(g0, . . . , gn) = α
n−1
G (g0(k
n
Gg
−1
0 ( f )))(g1, . . . , gn) ∈ R ,
αnA( f )(g0, . . . , gn) = α
n−1
A (g0(k
n
Ag
−1
0 ( f )))(g1, . . . , gn) ∈ R .
(2.6)
The fact that α∗G (resp. α
∗
A) is indeed a G-chain map (resp. an A-chain map) is
showed in the proof of [Mon01, Theorem 7.3.1] (alternatively, one may easily
check that the maps α∗G and α
∗
A are related to the maps given in [Iva87, Theorem
3.6] via the isomorphism described in Remark 2.7). Moreover, it is clear from
the definition that α∗G (resp. α
∗
A) is norm non-increasing in every degree.
Since the chain map U∗ → V∗ commutes with the contracting homotopies
of (U∗, δ∗U) and (V
∗, δ∗V), the following diagram commutes:
Un //
αnG

Vn
αnA

Bn(G) // Bn(A) .
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This implies that (α∗G, α
∗
A) is a morphism of pairs of resolutions, and an easy
induction shows that Hn(α∗G,A) is norm non-increasing for every n ∈ N. The
conclusion follows from Proposition 2.23.
2.2.3 The topological pair of resolutions
From now on we denote by (X,W) a countable CW-pair such that both X and
W are connected. We also make the assumption that the inclusion of W in X
induces an injective map on fundamental groups.
Since the space X is locally contractible, it admits a universal covering p : X˜ →
X. We denote by W˜ a fixed connected component of p−1(W) ⊆ X˜. We also
choose a basepoint b0 ∈ W˜. This choice determines a canonical isomorphism
between pi1(X, p(b0)) and the group G of the covering automorphisms of X˜.
We denote by A ⊆ G the subgroup corresponding to i∗(pi1(W, p(b0))) under
this isomorphism, where i : W → X is the inclusion. Notice that A coincides
with the group of automorphisms of X˜ which leave W˜ invariant. In particu-
lar, we recall that the covering projection p : X˜ → X defines a pull-back map
p∗ : C∗b (X,W) → C
∗
b (X˜, W˜) which induces in turn an isometric isomorphism
C∗b (X,W) → C
∗
b (X˜, W˜)
G. As a consequence, we get the natural identification
H∗b (X,W)
∼= H∗(C∗b (X˜, W˜)
G) .
In order to prove that the pair (C∗b (X˜), δ
∗), (C∗b (W˜), δ
∗), together with the obvi-
ous restriction map C∗b (X˜)→ C
∗
b (W˜), provides an allowable pair of resolutions
for (G, A;R)we need the further assumption that pij(W) is isomorphic to pij(X)
for every j ≥ 2.
Definition 2.26. A CW-pair (X,W) is good if
1. X (and whence W) is countable, and both X and W are connected;
2. the inclusion map i : W ↪→ X induces a homomorphism between pij(W)
and pij(X) which is injective for j = 1 and an isomorphism for every
j ≥ 2.
One could get rid of assumption (2) in the definition above by using a re-
sult stated without proof in [Par03, Lemma 4.2] (see Remark 2.29 for a brief
discussion of this issue).
In order to show that, under the hypothesis that (X,W) is good, bounded
cochains provide a proper allowable pair of resolutions for (G, A;R), we need
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to analyze in detail Ivanov’s construction of a contracting homotopy for the
resolution C∗b (X˜).
In Theorem 2.13 we have introduced an infinite tower of bundles
. . . Xm Xm−1 . . . . . . X2 X1,
pm p1pm−1 pm−2 p2
where X1 = X˜, pii(Xm) = 0 for every i ≤ m, pii(Xm) = pii(X) for every
i > m and each map pm : Xm+1 → Xm is a principal Hm-bundle for some
topological connected abelian group Hm, which has the homotopy type of a
K(pim+1(X),m). The induced chain maps p
∗
m : C
∗
b (Xm) → C
∗
b (Xm+1) admit left
inverse chain maps A∗m : C
∗
b (Xm+1) → C
∗
b (Xm) obtained by averaging cochains
over the preimages in Xm+1 of simplices in Xm, in such a way that the Am’s are
norm non-increasing.
Let Wm ⊆ Xm be the preimage p
−1
m−1(p
−1
m−2(. . . (p
−1
1 (W˜)))) ⊆ Xm (so Wm+1
is a principal Hm-bundle over Wm for every m ≥ 1). We denote simply by
pm : Wm+1 → Wm the restriction of pm to Wm+1. It follows from Ivanov’s con-
struction that each A∗m induces a norm non-increasing chain map C
∗
b (Wm+1) →
C∗b (Wm), which will still be denoted by A
∗
m.
Lemma 2.27. Suppose that (X,W) is good. Then pii(Wm) = 0 for every i ≤ m.
Proof. Obviously, it is sufficient to prove that pii(Wm) ∼= pii(Xm) for every i ∈ N,
m ∈ N. Let us show the last statement by induction on m. Since the inclusion
map W ↪→ X is pi1-injective we have pi1(W1) = pi1(X1) = 0. Therefore, since
coverings induce isomorphisms on homotopy groups of order at least two,
the case m = 1 can be deduced from the fact that the pair (X,W) is good.
The inductive step follows from an easy application of the Five Lemma to the
following commutative diagram, which descends in turn from the naturality
of the homotopy exact sequences for the bundles Xm+1 → Xm, Wm+1 →Wm:
pii+1(Wm) //

pii(Hm) // pii(Wm+1) //

pii(Wm) //

pii−1(Hm)
pii+1(Xm) // pii(Hm) // pii(Xm+1) // pii(Xm) // pii−1(Hm) .
Let us now suppose that (X,W) is good. We choose basepoints wm ∈ Wm in
such a way that pm(wm+1) = wm for every m ≥ 1, and w1 ∈ W1 = W˜ coincides
with the basepoint b0 fixed above. Since Xm is m-connected, for every n ≤ m
we can construct a map Lmn : Sn(Xm) → Sn+1(Xm) which associates to every
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σ ∈ Sn(Xm) a cone of σ over wm (see [Iva87]). We highlight the fact that, since
Wm is also m-connected, if σ ∈ Sn(Wm) ⊆ Sn(Xm), then Lmn (σ) can be chosen
to belong to Sn+1(Wm). The maps L
m
n , n ≤ m, induce a (partial) homotopy
between the identity and the null map of C∗(Xm), which induces in turn a (par-
tial) contracting homotopy {knm}n≤m for the (partial) complex {C
n
b (Xm)}n≤m.
Since Lmn (Sn(Wm)) ⊆ Sn+1(Wm), this contracting homotopy induces a (partial)
contracting homotopy for {Cnb (Wm)}n≤m, which we still denote by k
∗
m. More-
over, these contracting homotopies can be chosen in a compatible way, in the
sense that the equality An−1m ◦ k
n
m+1 ◦ p
n
m = k
n
m holds for every n ≤ m (see
again [Iva87]). Thanks to this compatibility condition, the contracting homo-
topy
k∗G : C
∗
b (X˜)→ C
∗−1
b (X˜)
can be finally defined via the formula
knG = A
n−1
1 ◦ . . . ◦ A
n−1
m−1 ◦ k
n
m ◦ p
n
m−1 ◦ . . . ◦ p
n
2 ◦ p
n
1 , for any m ≥ n .
The very same formula defines a contracting homotopy for C∗b (W˜). By construc-
tion, the restriction map C∗b (X˜) → C
∗
b (W˜) commutes with these contracting
homotopies, and it obviously restricts to a surjective map C∗b (X˜)
G → C∗b (W˜)
A.
Since Cnb (X˜), C
n
b (W˜) are relatively injective for every n ≥ 0 (Theorem 2.13), we
have finally proved the following:
Proposition 2.28. The pair (C∗b (X˜), δ
∗), (C∗b (W˜), δ
∗), together with the restriction
map, provides a proper pair of resolutions for (G, A;R). If in addition (X,W) is good,
then this pair of resolutions is also allowable.
Remark 2.29. The fact that the pair (C∗b (X˜), δ
∗), (C∗b (W˜), δ
∗) is allowable is
stated in [Par03, Lemma 4.2] under the only assumption that (X,W) is a pair
of connected CW-pairs. However, we prove such a statement only with the
assumption that (X,W) is good. For example, let us suppose that X is simply
connected and W is a point (so that pin(W) injects into pin(X) for every n ∈ N,
and X1 = X˜ = X, W1 = W˜ = W). Then for every n ∈ N there exists only
one simplex in Sn(W), namely the constant n-simplex σWn . Therefore, the only
possible contracting homotopy for W is given by the map which sends the
cochain ϕ ∈ Cnb (W) to the cochain k
n
A(ϕ) such that k
n
A(ϕ)(σ
W
n−1) = ϕ(σ
W
n ). On
the other hand, it is not difficult to show that pii(Wm) = pii+1(X) for every i <
m, and pii(Wm) = 0 for every i ≥ m. Therefore, if pii+1(X) 6= 0, then pii(Wm) 6=
0 for every m > i. This readily implies that for m > i one cannot construct cone-
like operators Lmj : Cj(Xm) → Cj+1(Xm), j ≤ i, such that dj+1L
m
j + L
m
j−1dj = Id
and Lmj (Cj(Wm)) ⊆ Cj+1(Wm) for every j ≤ i, therefore it is not clear how to
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show that the pair of resolutions C∗b (X˜), C
∗
b (W˜) is allowable. This difficulty
already arises for the pair (S2, q), where q is any point of the 2-dimensional
sphere S2.
Some troubles arise also in the case when the inclusion induces surjective
(but not bijective) maps between the homotopy groups of W and of X. For in-
stance, if X is the Euclidean 3-space andW = S2, then Xm = X andWm = W for
every m ∈ N. If i is sufficiently high, the partial complex {Cj(X,W)}j≤i does
not support a relative cone-like operator. Also notice that, if {W ′m, m ∈ N}
is the tower of bundles constructed starting from W just as Xm is constructed
starting from X, then the only map W ′m → Wm = S
2 ⊆ R3 = Xm which com-
mutes with the projections of W ′m and Xm onto W1 = S
2 and X1 = R
3 is the
projection W ′m → W1 = S
2. As a consequence, also in this case it is not clear
why the pair of resolutions C∗b (X˜), C
∗
b (W˜) should be allowable.
We are now able to give an extension of Theorem 2.14:
Theorem 2.30. Let (X,W) and (G, A) be as at the beginning of the subsection. Then,
there exists a norm non-increasing isomorphism
Hnb (G, A)→ H
n
b (X,W)
for every n ∈ N. Moreover, if (X,W) is good then the isomorphism is also an isometry.
Proof. In order to define a morphism of pairs (γ∗G,γ
∗
A) between the standard
resolutions and the resolutions given by bounded cochains, we use the map
described by Equation (2.3) with an appropriate choice of the set of represen-
tatives. Let FW (resp. FX) be a set of representatives of the action of A on W˜
(resp. G on X˜) such that b0 ∈ FW . Then
FX = (FX ∩ (X˜\p
−1(W))) ∪ FW
is still a set of representatives for the action of G on X˜ such that FX ∩ W˜ = FW .
Let us define γnG : B
n(G) → Cnb (X˜) as follows. Let e0, . . . , en be the vertices of
the standard n-simplex ∆n. For a simplex σ ∈ Sn(X˜), let g0, . . . , gn ∈ G be the
elements uniquely characterized by
g−10 σ(e0) ∈ FX
g−11 σ(e1) ∈ FX
...
g−1n σ(en) ∈ FX,
we set
γnG( f )(σ) = f (g0, . . . , gn) , f ∈ B
n(G).
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It can be readily shown that γnG is a norm non-increasing G-map, and γ
∗
G is
a well defined chain map which extends the identity of R. The very same
formula, with FW as set of representatives, describes the A-chain map γ
∗
A :
B∗(A) → C∗b (W˜) which extends the identity of R. By construction, the pair
(γ∗G,γ
∗
A) is a morphism of pairs of resolutions and γ
∗
G,A is a norm non-increasing
morphism. Since both the pairs of resolutions are proper (see Propositions 2.22
and 2.28), Proposition 2.23 implies that
Hn(γ∗G,A) : H
n
b (G, A)
∼= Hn(B∗(G, A)G)→ Hn(C∗b (X˜, W˜)
G) ∼= Hnb (X,W)
is a norm non-increasing isomorphism for every n ∈ N.
Moreover, under the assumption that (X,W) is good, Proposition 2.25 pro-
vides a morphism of pairs of resolutions
α∗G : C
∗
b (X˜) → B
∗(G), α∗A : C
∗
b (W˜)→ B
∗(A) (2.7)
such that the induced map
Hn(α∗G,A) : H
n
b (X,W)
∼= Hn(C∗b (X˜, W˜)
G)→ Hn(B∗(G, A)G) ∼= Hnb (G, A)
is a norm non-increasing isomorphism for every n ∈ N.
In order to conclude we have to show that H∗(α∗G,A) is the inverse of H
∗(γ∗G,A).
Notice that the definition of the chain maps α∗G, α
∗
A involves the contracting ho-
motopies for the resolutions C∗b (X˜), C
∗
b (W˜) described in Subsection 2.2.3. Since
such contracting homotopies are based on a non-explicit averaging procedure,
α∗G and α
∗
A cannot be described by an explicit formula. However, we can prove
that αnG,A ◦ γ
n
G,A is the identity on B
n(G, A) for every n ∈ N. Since the composi-
tion αnG,A ◦ γ
n
G,A coincides with the restriction of α
n
G ◦ γ
n
G to B
n(G, A) ⊆ Bn(G),
it is sufficient to show that αnG ◦ γ
n
G is the identity of B
n(G) for every n ∈ N.
Let v∗G (resp. k
∗
G) be the contracting homotopy for the standard resolution
(resp. for the resolution given by bounded cochains) described in Equation (2.5)
(resp. in Subsection 2.2.3). We begin by showing that for every n ∈ N we have
knG ◦ γ
n
G = γ
n−1
G ◦ v
n
G . (2.8)
Fix f ∈ Bn(G) and σ ∈ Sn−1(X˜), and compute k
n
G(γ
n
G( f ))(σ). With notations
as in Subsection 2.2.3, we choose m ≥ n and set
fm = p
n
m−1(. . . p
n
1 (γ
n
G( f ))) ∈ C
n
b (Xm) .
Then, if σm is any lift of σ in Xm, we have k
n
m( fm)(σm) = fm(σ
′
m), where σ
′
m ∈
Sn(Xm) has vertices wm, σm(e0), . . . , σm(en−1). It readily follows that
knm( fm)(σm) = f (e, g0, . . . , gn−1)
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where e is the unit element of G and (g0, . . . , gn−1) are the elements uniquely
characterized by: g−10 σ(e0) ∈ FX, . . . , g
−1
n−1σ(en−1) ∈ FX . We have thus shown
that the cochain knm( fm) is constant on all the lifts of σ in Xm. By definition,
the value of knG(γ
n
G( f ))(σ) is obtained by suitably averaging the values taken
by knm( fm) on such lifts, so we finally get
knG(γ
n
G( f ))(σ) = f (e, g0, . . . , gn−1) ,
whence Equation (2.8).
Now Equations (2.6) and (2.8) readily imply that for n ∈ N the composition
αnG ◦ γ
n
G can be described by the following inductive formula:
αnG(γ
n
G( f ))(g0, . . . , gn) = α
n−1
G (g0(γ
n−1
G (v
n
G(g
−1
0 ( f )))))(g1, . . . , gn).
By induction, we conclude
αnG(γ
n
G( f ))(g0, . . . , gn) = α
n−1
G (γ
n−1
G (v
n
G(g
−1
0 ( f ))))(g
−1
0 · g1, . . . , g
−1
0 · gn)
= g−10 ( f )(e, g
−1
0 · g1, . . . , g
−1
0 · gn)
= f (g0, . . . , gn) ,
as desired.
As in Subsection 2.1.3, we provide geometric applications of relative bound-
ed cohomology of groups on the computation of the simplicial volume.
By means of Theorems 2.14 and 2.30 bounded cohomology of groups plays
a fundamental roˆle in the computation of the simplicial volume of compact
manifolds with (possibly empty) boundary. In fact, Corollary 1.29 can be stated
in terms of bounded cohomology of pairs of groups as follows:
Corollary 2.31. Let n ∈ N. Let M and N be oriented, connected, compact n-
manifolds with (possibly empty) boundary which is connected and pi1-injective. Let
f : (M, ∂M) −→ (N, ∂N) be a continuous map of degree one, which induces an
isometric isomorphism
Hnb (pi1(N),pi1(∂N)) −→ H
n
b (pi1(M),pi1(∂M)).
Then:
1. if ∂M = ∅ and ∂N = ∅, then
‖M‖ = ‖N‖;
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2. if both (M, ∂M) and (N, ∂N) are good CW-pairs, then
‖M, ∂M‖ = ‖N, ∂N‖.
This results can be deduced from Corollary 1.29 and from the commutativity
of the following diagram:
Hnb (N, ∂N) H
n
b (M, ∂M)
Hnb (pi1(N),pi1(∂N)) H
n
b (pi1(M),pi1(∂M))
Hn( f )
Hn( f∗)
Moreover, there exists a relative version of Corollary 2.17 which is based on
the Relative mapping Theorem (see Theorem 2.47) stated by Gromov without
a detailed proof.
2.2.4 Relative continuous bounded straight cochains
Let (X,W) be as in the previous subsection. Let us now show that, in the case
when W 6= ∅, continuous bounded straight cochains of X˜ and W˜ compute the
bounded cohomology of the pair (G, A), thus extending Monod’s result to the
relative case (see Theorem 2.35). Moreover, in the case when the pair (X,W) is
good, we prove that the bounded cohomology of (X,W) is also isometrically
computed by continuous bounded straight cochains.
For every n ∈ N we consider the following Banach spaces (introduced in
Subsection 2.1.4):
Cncbs(X˜) = { f : X˜
n+1 → R, f continuous and bounded} ,
Cncbs(W˜) = { f : W˜
n+1 → R, f continuous and bounded} .
The inclusion map W˜n+1 ↪→ X˜n+1 induces an obvious restriction ξn :Cncbs(X˜)→
Cncbs(W˜), whose kernel will be denoted by C
n
cbs(X˜, W˜), and for every n ∈ N we
set
Hncbs(X,W) = H
n(C∗cbs(X˜, W˜)
G) . (2.9)
Proposition 2.32. The pair (C∗cbs(X˜), δ
∗
s ), (C
∗
cbs(W˜), δ
∗
s ), together with the A-chain
map ξ∗, provides a proper allowable pair of resolutions for (G, A;R).
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Proof. Theorem 2.20 ensures that (C∗cbs(X˜), δ
∗
s ) (resp. (C
∗
cbs(W˜), δ
∗
s )) provides a
relatively injective resolution of R as a trivial G-module (resp. A-module).
Moreover, it can be readily proved that these resolutions admit the following
contracting homotopies:
tnG( f )(x1, . . . , xn) = f (b0, x1, . . . , xn) , f ∈ C
n
cbs(X˜),
tnA( f )(w1, . . . ,wn) = f (b0,w1, . . . ,wn) , f ∈ C
n
cbs(W˜) .
(2.10)
This easily implies that the A-chain map ξ∗ : C∗cbs(X˜) → C
∗
cbs(W˜) commutes
with the contracting homotopies.
In order to conclude we have to show that ξ∗ restricts to a surjective map
ξ̂∗ : C∗cbs(X˜)
G −→ C∗cbs(W˜)
A .
Let f : W˜n+1 → R be an A-invariant bounded continuous map. The inclusion
W˜n+1 ↪→ X˜n+1 induces a homeomorphism ψ between W˜n+1/A and a closed
subset K of X˜n+1/G (recall that W is a CW-subcomplex of X, so it is closed in
X). Therefore, f defines a bounded continuous map f on K, and by Tietze’s
Theorem f can be extended to a bounded continuous map g : X˜n+1/G → R.
If g is obtained by precomposing g with the projection X˜n+1 → X˜n+1/G, then
g ∈ Cncbs(X˜)
G, and ξ̂n(g) = f . We have thus shown that ξ̂∗ is surjective, and
this concludes the proof.
In order to extend Monod’s result (Theorem 2.20) to pairs of spaces, we
define a morphism of pairs of resolutions between the standard pair of resolu-
tions for (G, A;R) and the complexes of continuous bounded straight cochains.
Therefore we need to begin with the following result, which generalizes [Fri11,
Lemma 5.1]:
Lemma 2.33. There exists a continuous map χ : X˜ → [0, 1] with the following prop-
erties:
1. For every x ∈ X˜ there exists a neighbourhood Ux of x ∈ X˜ such that the set
{g ∈ G | supp(χ) ∩ g(Ux) 6= ∅} is finite.
2. For every x ∈ X˜, we have ∑g∈G χ(g · x) = 1 (note that the sum on the left-hand
side is finite by (1)).
3. For every w ∈ W˜ and every g ∈ G \ A, we have χ(g · w) = 0, whence
∑g∈A χ(g · w) = 1.
4. We have χ(b0) = 1, therefore χ(g · b0) = 0 for every g 6= 1.
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Proof. Recall that p : X˜ → X is the universal covering of X. Using that W is
a subcomplex of X, one can easily construct an open covering U = {Ui}i∈I
of X such that every Ui is contractible (whence evenly-covered with respect
to p : X˜ → X) and Ui ∩W is path connected for every i ∈ I (for example,
if e > 0 is small enough and x ∈ X, the contractible e-neighbourhood Ne(x)
of x constructed in [Hat02, page 522] intersects any subcomplex of X in a
contractible, whence path connected, subset). Let us now choose i0 ∈ I such
that p(b0) ∈ Ui0 , and set J = {i ∈ I |Ui ∩W 6= ∅} (i0 ∈ J).
For every Ui we choose an open subset Hi ⊆ X˜ in such a way that the
following conditions hold:
(a) p|Hi : Hi → Ui is a homeomorphism;
(b) p−1(Ui) =
⋃
g∈G g(Hi) and g(Hi) ∩ g
′(Hi) = ∅ for every g 6= g
′;
(c) b0 ∈ Hi0 ;
(d) Hi ∩ W˜ 6= ∅ for every i ∈ J.
We now set U′i = Ui\{p(b0)} for every i 6= i0, U
′
i0
= Ui0 , and U
′ = {U′i}i∈I . Let
also H′i = Hi ∩ p
−1(U′i). Since Ui ∩W is path connected, condition (d) easily
implies that
Hi ∩ p
−1(W) = Hi ∩ W˜ for every i ∈ I ,
whence
H′i ∩ p
−1(W) = H′i ∩ W˜ for every i ∈ I. (2.11)
Since every CW-complex is paracompact (see e.g. [Miy52, Bou52]), we may now
take a partition of unity {ϕi}i∈I adapted to U
′, and let ψi : X˜ → R be the map
which coincides with ϕi ◦ p on H
′
i and is null outside H
′
i . We finally set
χ = ∑
i∈I
ψi .
The fact that χ satisfies properties (1) and (2) of the statement is proved in [Fri11,
Lemma 5.1]. Moreover, for every w ∈ W˜ and g ∈ G \ A we have g · w ∈
p−1(W) \ W˜, so Equation (2.11) implies that g · w does not belong to any H′i .
This implies point (3). Finally, since p(b0) /∈ U′i for every i 6= i0, we have nec-
essarily ϕi(p(b0)) = 0 for every i 6= i0, and ϕi0(p(b0)) = 1. By (c) this implies
that ψi0(b0) = 1, whence χ(b0) = 1, as desired.
We are now able to describe a morphism of pairs of resolutions (β∗G, β
∗
A)
between the standard pair of resolutions for (G, A;R) and the complexes of
continuous bounded straight cochains. Let
βnG : B
n(G) −→ Cncbs(X˜), β
n
A : B
n(A) −→ Cncbs(W˜) (2.12)
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be defined as follows:
βnG( f )(x0, . . . , xn) = ∑(g0,...,gn)∈Gn+1 χ(g
−1
0 x0) · · · χ(g
−1
n xn) · f (g0, . . . , gn) ,
βnA( f )(w0, . . . ,wn) = ∑(g0,...,gn)∈An+1 χ(g
−1
0 w0) · · · χ(g
−1
n wn) · f (g0, . . . , gn) .
The following lemma will prove useful later:
Lemma 2.34. For every f ∈ Bn(G), (g0, . . . , gn) ∈ Gn+1 we have
βnG( f )(g0b0, . . . , gnb0) = f (g0, . . . , gn) .
Proof. By Lemma 2.33-(4), for every (γ0, . . . ,γn) ∈ Gn+1 we have
χ(γ−10 g0b0) · · · χ(γ
−1
n gnb0) f (γ0, . . . ,γn) =
{
f (g0, . . . , gn) if γi = gi ∀ i
0 otherwise
,
and this readily implies the conclusion.
Proposition 2.35. The pair (β∗G, β
∗
A) provides a well-defined morphism of pairs of
resolutions. For every n ∈ N the induced map
Hn(β∗G,A) : H
n
b (G, A)→ H
n
cbs(X,W)
is an isometric isomorphism.
In fact, one may notice that the proof that Hn(β∗G,A) is an isometric isomor-
phism still works without the assumption that X and W are countable.
Proof. Let us show that β∗G is a G-map. Take f ∈ B
n(G), (x0, . . . , xn) ∈ X˜n+1,
and g ∈ G. By definition we have
βnG(g · f )(x0, . . . , xn) = ∑
(g0,...,gn)∈Gn+1
χ(g−10 x0) · · · χ(g
−1
n xn) f (g
−1g0, . . . , g
−1gn) ,
(g · βnG( f ))(x0, . . . , xn) = ∑
(g0,...,gn)∈Gn+1
χ(g−10 g
−1x0) · · · χ(g
−1
n g
−1xn) f (g0, . . . , gn) ,
and an easy change of variables implies that βnG is a G-map. A similar argu-
ment shows that βnA is an A-map. Let us now check that β
∗
G is a chain map.
By Lemma 2.33–(2), for every xi ∈ X˜ we have ∑g∈G χ(g
−1xi) = 1, then, if
(g0, . . . , gn+1) ∈ G
n+2 and (x0, . . . , xn+1) ∈ X˜
n+2 are fixed,
χ(g−10 x0) · · ·
̂χ(g−1i xi) · · · χ(g
−1
n+1xn+1)
= ∑g∈G χ(g
−1
0 x0) · · · χ(g
−1xi) · · · χ(g
−1
n+1xn+1)
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and βnG( f )(x0, . . . , x̂i, . . . , xn+1) is equal to
∑
(g0,...,ĝi,...,gn+1)∈Gn+1
χ(g−10 x0)· · ·
̂χ(g−1i xi)· · · χ(g
−1
n+1xn+1) f (g0, . . . , ĝi, . . . , gn+1)
= ∑
(g0 ,...,gi,...,gn+1)∈Gn+2
χ(g−10 x0)· · · χ(g
−1
i xi)· · · χ(g
−1
n+1xn+1) f (g0, . . . , ĝi, . . . , gn+1).
From this equality it is easy to deduce that δn(βnG( f )) = β
n+1
G (δ
n( f )), and this
proves that β∗G is a chain map. Since χ has been chosen in such a way that
Lemma 2.33–(3) holds, the same argument may be exploited to show that β∗A
is also a chain map.
Using again Lemma 2.33–(3), it can be easily checked that the restriction
βnG( f )|W˜n+1 coincides with the map β
n
A( f |An+1) for every f ∈ B
n(G). As a con-
sequence, the pair (β∗G, β
∗
A) is a morphism of pairs of resolutions, and Propo-
sition 2.23 implies that H∗(β∗G,A) is an isomorphism. Moreover, H
n(β∗G,A) is
obviously norm non-increasing for every n ∈ N.
Recall now that Proposition 2.25 provides a morphism of pairs of resolutions
ϑ∗G : C
∗
cbs(X˜) → B
∗(G), ϑ∗A : C
∗
cbs(W˜)→ B
∗(A)
which induces a norm non-increasing isomorphism Hn(ϑ∗G,A) : H
n
cbs(X,W) →
Hnb (G, A) for every n ∈ N. Similarly to the proof of Theorem 2.30, if for every
n ∈ N the composition ϑnG ◦ β
n
G is the identity of B
n(G), we have the conclusion.
The proof of the Proposition 2.25 implies that the map ϑnG can be described
by the following inductive formula:
ϑnG( f )(g0, . . . , gn) = ϑ
n−1
G (g0(t
n
G(g
−1
0 ( f ))))(g1, . . . , gn) ,
where t∗G is the contracting homotopy for the resolution C
∗
cbs(X˜) described in
Equation (2.10). As a consequence, an easy induction shows that
ϑnG( f )(g0, . . . , gn) = f (g0b0, . . . , gnb0)
for every f ∈ Cncbs(X˜), (g0, . . . , gn) ∈ G
n+1. By Lemma 2.34, this implies that
ϑnG ◦ β
n
G is the identity of B
n(G), whence the conclusion.
We now compare the bounded cohomology of (X,W) with the cohomology
of the pair of continuous bounded straight cochains.
In Propositions 2.28 and 2.32 we have proved that both C∗b (X˜), C
∗
b (W˜) and
C∗cbs(X˜), C
∗
cbs(W˜) provide proper pairs of resolutions for (G, A;R). The pair of
norm non-increasing chain maps
η∗G : C
∗
cbs(X˜)→ C
∗
b (X˜), η
n
G( f )(σ) = f (σ(e0), . . . , σ(en)) ,
η∗A : C
∗
cbs(W˜)→ C
∗
b (W˜), η
n
A( f )(σ) = f (σ(e0), . . . , σ(en))
(2.13)
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allows us to identify C∗cbs(X˜) (resp. C
∗
cbs(W˜)) with the subcomplex of C
∗
b (X˜)
(resp. of C∗b (W˜)) of continuous bounded straight cochains on X˜ (resp. on W˜).
Moreover, it can be readily proved that the pair (η∗G, η
∗
A) is a morphism of pairs
of resolutions. Therefore, Proposition 2.23 implies that the induced map in
cohomology
Hn(η∗G,A) : H
n
cbs(X,W) = H
n(C∗cbs(X˜, W˜)
G)→ Hn(C∗b (X˜, W˜)
G) = Hnb (X,W)
is an isomorphism for every n ∈ N. Moreover, the explicit description of η∗G,A
shows that Hn(η∗G,A) is norm non-increasing in every degree.
Under the assumption that (X,W) is good, the isomorphism Hn(η∗G,A) is in
fact an isometry:
Theorem 2.36. The map
Hn(η∗G,A) : H
n
cbs(X,W) → H
n
b (X,W)
is a norm non-increasing isomorphism for every n ∈ N. Moreover, if (X,W) is good,
then Hn(η∗G,A) is also an isometry.
Proof. We have shown that Hn(η∗G,A) is a norm non-increasing isomorphism for
every n ∈ N. Let us now prove that, under the further assumption that (X,W)
is good, H∗(η∗G,A) is also an isometry. If (X,W) is good, Theorem 2.30 provides
a morphism of pairs of resolutions (α∗G, α
∗
A) between the pair of resolutions
given by bounded cochains and the standard pair of resolutions for (G, A;R)
such that H∗(α∗G,A) is an isometric isomorphism. Moreover, in Theorem 2.35
we have defined a morphism of resolutions (β∗G, β
∗
A) between the standard pair
of resolutions and the pair of continuous bounded straight cochains such that
H∗(β∗G,A) is an isometric isomorphism. Then, the conclusion traces back to
the fact that the composition β∗G,A ◦ α
∗
G,A induces the inverse of H
∗(η∗G,A) in
cohomology, i.e. that the following diagram commutes:
H∗b (G, A)
H∗(β∗G,A)
xxpp
pp
pp
pp
pp
p
H∗cbs(X,W) H∗(η∗G,A)
// H∗b (X,W) .
H∗(α∗G,A)
ggNNNNNNNNNNN
Since the composition α∗G,A ◦ η
∗
G,A ◦ β
∗
G,A coincides with the restriction of α
∗
G ◦
η∗G ◦ β
∗
G to B
n(G, A) ⊆ Bn(G), it is sufficient to show that α∗G ◦ η
∗
G ◦ β
∗
G is the
identity of Bn(G). As already mentioned, since the definition of α∗G involves the
contracting homotopy for the resolution C∗b (X˜) (see Subsection 2.2.3), which is
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based on a non-explicit averaging procedure, α∗G cannot be described by an
explicit formula. However, the explicit description of the composition α∗G ◦ η
∗
G
is sufficient to our purposes.
In fact, we already know from Lemma 2.34 that
βnG( f )(g0b0, . . . , gnb0) = f (g0, . . . , gn)
for every f ∈ Bn(G), (g0, . . . , gn) ∈ Gn+1. Therefore, in order to conclude it is
sufficient to prove that
αnG(η
n
G( f ))(g0, . . . , gn) = f (g0b0, . . . , gnb0) (2.14)
for every f ∈ Cncbs(X˜). The proof of this equality is the same as for the identity
α∗G ◦ γ
∗
G = IdB∗(G) in Theorem 2.30.
Remark 2.37. Suppose that (X,W) is good. The fact that Hncbs(X,W) and
Hnb (X,W) are isometrically isomorphic (via some map) could be directly de-
duced from Theorem 2.30 and Theorem 2.35. However, the fact that the map
H∗(η∗G,A) itself is an isometric isomorphism will prove useful later.
2.3 The behaviour of ρ∗b
Let (X,W) be a pair of topological spaces. In Section 1.3 we have introduced
continuous bounded cochains as a subcomplex of bounded cochains via the
inclusion map ρ∗b : C
∗
cb(X,W) ↪→ C
∗
b (X,W) which induces the map
H∗(ρ∗b) : H
∗
cb(X,W) −→ H
∗
b (X,W) ,
which is a priori neither injective nor surjective.
We are now able to prove the following:
Theorem 2.38. Let (X,W) be a good CW-pair. Then the map
Hn(ρ∗b) : H
n
cb(X,W) −→ H
n
b (X,W)
admits a right inverse which is an isometric embedding for every n ∈ N (in particular,
Hn(ρ∗b) is surjective).
In the absolute case, i.e. when W = ∅, Theorem 2.38 is proved in [Fri11,
Theorem 1.2].
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Proof. For every n ∈ N the module Cncb(X˜) (resp. C
n
cb(W˜)) admits a natural
structure of G-module (resp. A-module). Moreover, it is proved in [Fri11,
Lemma 6.1] that the isometric isomorphism C∗b (X,W) → C
∗
b (X˜, W˜)
G induced
by the covering projection p : X˜ → X restricts to an isometric isomorphism
C∗cb(X,W) → C
∗
cb(X˜, W˜)
G, which induces in turn a natural identification
H∗cb(X,W)
∼= H∗(C∗cb(X˜, W˜)
G) . (2.15)
The G-chain map ν∗G : C
∗
cbs(X˜)→ C
∗
cb(X˜) defined by
νnG( f )(σ) = f (σ(e0), . . . , σ(en)) for every n ∈ N, f ∈ C
n
cbs(X˜), σ ∈ Sn(X˜),
obviously restricts to a chain map ν∗G,A : C
∗
cbs(X˜, W˜)
G → C∗cb(X˜, W˜)
G. Under the
identifications described in Equations (2.9) and (2.15), this chain map induces
the norm non-increasing map
H∗(ν∗G,A) : H
∗
cbs(X,W)→ H
∗
cb(X,W)
(we cannot realize H∗(ν∗G,A) as the map induced by a morphism of pairs of
resolutions just because we are not able to prove that the pair C∗cb(X˜), C
∗
cb(W˜)
provides a pair of resolutions for (G, A;R), see Remark 2.39).
Let now (η∗G, η
∗
A) be the morphism of pairs of resolutions described in Equa-
tion (2.13) which induces the map H∗(η∗G,A) :H
∗
cbs(X,W)→H
∗
b (X,W). It readily
follows from the definitions that the following diagram commutes:
H∗cbs(X,W)
H∗(η∗G,A)
//
H∗(ν∗G,A) ''O
OO
OO
OO
OO
OO
H∗b (X,W)
H∗cb(X,W)
H∗(ρ∗b)
88ppppppppppp
Let us now suppose that (X,W) is good. Then by Theorem 2.36 the map
H∗(η∗G,A) is an isometric isomorphism, which implies that the map H
∗(ν∗G,A) ◦
H∗(η∗G,A)
−1 provides a right inverse to H∗(ρ∗b). Since H
∗(ν∗G,A) is norm non-
increasing, the inverse map is an isometric embedding, whence the conclusion.
Remark 2.39. Suppose that (X,W) is good. If we were able to prove that the
complexes C∗cb(X˜), C
∗
cb(W˜) provide a proper pair of resolutions for (G, A;R),
then we could prove that H∗(ρ∗b) : H
∗
cb(X,W) → H
∗
b (X,W) is an isometric iso-
morphism for every good pair (X,W). However, it is not clear why Ivanov’s
contracting homotopies should take continuous cochains into continuous co-
chains, thus restricting to contracting homotopies for C∗cb(X˜), C
∗
cb(W˜).
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Remark 2.40. In [Fri11, Theorem 1.4] an explicit norm non-increasing inverse
of Hn(ρ∗b) is also provided when X is aspherical and W = ∅, which implies
that Hn(ρ∗b) is an isometric isomorphism. If (X˜, W˜) is homotopy equivalent
to the pair ({pt}, {pt}) a similar reasoning can be followed to construct an
explicit norm non-increasing inverse of Hn(ρ∗b), which yields to an isometric
isomorphism also in the relative context.
2.4 Continuous cohomology of pairs
In this section we show how Theorem 2.38 and [Fri11, Theorem 1.1] can be
used to prove the following:
Theorem 2.41. Let (X,W) be a locally finite good CW-pair. Then the map
Hn(ρ∗) : Hnc (X,W) −→ H
n(X,W) ,
introduced in Section 1.3, is an isometric isomorphism for every n ∈ N.
Proof. We first observe that, since W is closed in X, the subspace Sn(W) is
closed in Sn(X) for every n ∈ N. Moreover, since X is locally finite it is metriz-
able, and this implies that Sn(X) is also metrizable. Therefore, by Tietze’s
Theorem every continuous cochain on W extends to a continuous cochain on
X, i.e. the restriction map C∗c (X) → C
∗
c (W) is surjective. As a consequence,
both rows of the following commutative diagram are exact:
Hn+1c (X)
//

Hn+1c (W)
//

Hnc (X,W) //
Hn(ρ∗)

Hnc (X) //

Hnc (W)

Hn+1(X) // Hn+1(W) // Hn(X,W) // Hn(X) // Hn(W) .
We now know from [Fri11, Theorem 1.1] that, in the absolute case, the vertical
arrows are isomorphisms, and the Five Lemma implies now that Hn(ρ∗) is an
isomorphism. We are left to show that it is also an isometry.
The inclusions C∗b (X,W) ↪→ C
∗(X,W), C∗cb(X,W) ↪→ C
∗
c (X,W) induce the
comparison maps
H∗(c∗) : H∗b (X,W) → H
∗(X,W), H∗(c∗c ) : H
∗
cb(X,W) → H
∗
c (X,W)
and it follows from the very definitions that for every ϕ ∈ Hn(X,W), ϕc ∈
Hnc (X,W) the following equalities hold:
‖ϕ‖∞ = inf{‖ψ‖∞ | ψ ∈ Hnb (X,W),H
n(c∗)(ψ) = ϕ} ,
‖ϕc‖∞ = inf{‖ψc‖∞ | ψc ∈ Hncb(X,W),H
n(c∗c )(ψc) = ϕc} ,
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where we understand that inf∅ = +∞. Moreover, since H∗(ρ∗) ◦ H∗(c∗c ) =
H∗(c∗) ◦ H∗(ρ∗b ), for every ϕc ∈ H
∗
c (X,W) we have
‖H∗(ρ∗)(ϕc)‖∞ = inf{‖ψ‖∞ |ψ ∈ H
∗
b (X,W),H
∗(c∗)(ψ) = H∗(ρ∗)(ϕc)}
= inf{‖ψc‖∞|ψc ∈ H
∗
cb(X,W),H
∗(c∗ ◦ ρ∗b)(ψc)=H
∗(ρ∗)(ϕc)}
= inf{‖ψc‖∞|ψc ∈ H
∗
cb(X,W),H
∗(ρ∗ ◦ c∗c )(ψc) = H
∗(ρ∗)(ϕc)}
= inf{‖ψc‖∞|ψc ∈ H
∗
cb(X,W),H
∗(c∗c )(ψc) = ϕc}
= ‖ϕc‖∞
where the second equality is due to Theorem 2.38 (recall that locally finite
CW-pairs are countable).
2.5 A comparison with Park’s seminorms
In [Par03], Park describes an algebraic foundation of relative bounded coho-
mology of pairs, both in the case of a pair of groups (G, A) equipped with a
homomorphism A → G and in the case of a pair of path connected topolog-
ical spaces (X,W) equipped with a continuous map W → X. However, Park
endows the bounded cohomology of a pair of spaces with a seminorm which
is a priori different from the L∞-seminorm that we consider (which dates back
to Gromov [Gro82]). More precisely, it is shown in [Par03, Theorem 4.6] that
Gromov’s and Park’s seminorms are bilipschitz equivalent (see Theorem 2.42).
In [Par03, page 206] it is stated that it remains unknown if this equivalence is
actually an isometry. In this section we answer this question in the negative,
providing examples showing that Park’s seminorm indeed does not coincide
with the L∞-seminorm in general.
2.5.1 Park’s mapping cone for homology
Let (X,W) be a countable CW-pair, where both X and W are connected, and
let us suppose that the inclusion i : W ↪→ X induces an injective map on the
fundamental groups (several considerations here below also hold without this
last assumption, but this is not relevant to our purposes). We also denote
by i∗ : C∗(W) → C∗(X) the map induced by the inclusion i. The homology
mapping cone complex of (X,W) is the complex (C∗(W → X), d∗) = (C∗(X)⊕
C∗−1(W), d∗), where
dn : Cn(X) ⊕ Cn−1(W) −→ Cn−1(X) ⊕ Cn−2(W)
(un , vn−1) 7−→ (dnun + in−1(vn−1) , −dn−1vn−1) ,
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and d∗ denotes the usual differential both of C∗(X) and of C∗(W). The homol-
ogy of the mapping cone (C∗(W → X), d∗) is denoted by H∗(W → X). For
every ω ∈ [0,∞) one can endow C∗(W → X) with the L1-norm
‖(u, v)‖1(ω) = ‖u‖1 + (1+ω)‖v‖1 ,
which induces in turn a seminorm (still denoted by ‖ · ‖1(ω)) on H∗(W → X)
(in fact, in [Par04] the case ω = ∞ is also considered, but this is not relevant to
our purposes).
As observed in [Par04], the chain map
β∗ : C∗(W → X)→ C∗(X,W) = C∗(X)/C∗(W), β∗(u, v) = [u] (2.16)
induces an isomorphism
H∗(β∗) : H∗(W → X) → H∗(X,W) .
The explicit description of β∗ implies that
‖H∗(β∗)(α)‖1 ≤ ‖α‖1(0) ≤ ‖α‖1(ω)
for every α ∈ H∗(W → X), ω ∈ [0,∞).
2.5.2 Park’s mapping cone for bounded cohomology
The mapping cone for bounded cohomology can be defined as the (topological)
dual of the mapping cone for homology. More precisely, let us fix ω ∈ [0,∞),
and let us endow C∗(W → X) with the norm ‖ · ‖1(ω). Then it can be read-
ily proved that the topological dual of Cn(W → X) = Cn(X) ⊕ Cn−1(W) is
isometrically isomorphic to the space
Cnb (W → X) = C
n
b (X)⊕ C
n−1
b (W)
endowed with the L∞-norm ‖ · ‖∞(ω) defined by
‖( f , g)‖∞(ω) = max{‖ f‖∞ , (1+ ω)
−1‖g‖∞} .
In other words, the pairing
C∗b (W → X)× C∗(W → X)→ R, (( f , f
′), (a, a′)) 7→ f (a) − f ′(a′)
realizes C∗b (W → X) as the topological dual of C∗(W → X), and an easy
computation shows that the norm ‖ · ‖∞(ω) just introduced on C∗b (W → X)
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coincides with the operator norm (with respect to the norm ‖ · ‖1(ω) fixed on
C∗(W → X)). Therefore, if i∗ : C∗b (X) → C
∗
b (W) is the cochain map induced
by the inclusion, then the cohomology mapping cone complex of (X,W) is the
complex (C∗b (W → X), δ
∗
), where δ
∗
is defined as the dual map of d∗, and
admits therefore the following explicit description (see [Par03] for the details):
δ
n
: Cnb (X) ⊕ C
n−1
b (W) −→ C
n+1
b (X) ⊕ C
n
b (W)
( fn , gn−1) 7−→ (δ
n fn , −in( fn)− δn−1gn−1)
(here δ∗ denotes the usual differential both of C∗b (X) and of C
∗
b (W)). The coho-
mology of the complex (C∗b (W → X), δ
∗
) is denoted by H∗b (W → X). Similarly
to the case of homology, the L∞-norm ‖ · ‖∞(ω) on Cnb (W → X) descends to a
seminorm (still denoted by ‖ · ‖∞(ω)) on H∗b (W → X).
The chain map
β∗ : C∗b (X,W) → C
∗
b (W → X), β
∗( f ) = ( f , 0)
is the dual of the chain map β∗ introduced in Equation (2.16) above, and in-
duces an isomorphism
H∗(β∗) : H∗b (X,W) → H
∗
b (W → X)
such that
‖H∗(β∗)(ϕ)‖∞(ω) ≤ ‖H
∗(β∗)(ϕ)‖∞(0) ≤ ‖ϕ‖∞
for every ϕ ∈ H∗b (X,W), ω ∈ [0,∞). More precisely, the following result is
proved in [Par03, Theorem 4.6]:
Theorem 2.42. For every n ∈ N, the isomorphism Hn(β∗) is such that
1
n+ 2
‖ϕ‖∞ ≤ ‖H
n(β∗)(ϕ)‖∞(0) ≤ ‖ϕ‖∞ for every ϕ ∈ H
n
b (X,W) .
It is asked in [Par03] whether H∗(β∗) is actually an isometry or not. We
show in Proposition 2.45 that there exist examples for which H∗(β∗) is not an
isometry.
2.5.3 Mapping cones and duality
In the previous subsection we have seen that, for every ω ≥ 0, the normed
space (C∗b (W → X), ‖ · ‖∞(ω)) coincides with the topological dual of the
normed space (C∗(W → X), ‖ · ‖1(ω)). We may therefore apply the duality
result proved in [Lo¨h07, Theorem 3.14], and obtain the following:
61
absolute and relative bounded cohomology of groups
Proposition 2.43. If the map
H∗(β∗) : (H∗b (X,W), ‖ · ‖∞) → (H
∗
b (W → X), ‖ · ‖∞(ω))
is an isometric isomorphism, then
‖H∗(β∗)(α)‖1 = ‖α‖1(ω)
for every α ∈ H∗(X,W).
2.5.4 An explicit example
Let n ∈ N. Let M be a compact, connected, oriented n-manifold with con-
nected boundary, and suppose that the inclusion i : ∂M ↪→ M induces an injec-
tive homomorphism i∗ : pi1(∂M)→ pi1(M).
We denote by [M, ∂M]R the real fundamental class in Hn(M, ∂M) and we set
[∂M → M]R = Hn(β∗)
−1([M, ∂M]R) ∈ Hn(∂M → M) .
Lemma 2.44. We have
‖[∂M → M]R‖1(ω) ≥ ‖M, ∂M‖+ (1+ ω)‖∂M‖ .
Proof. It is shown in [Par04] that, if α ∈ Ci(M) is such that diα ∈ Ci−1(∂M) (so
that α defines an element [α] ∈ Hi(M, ∂M)), then
Hi(β∗)
−1([α]) = [(α,−diα)] .
Therefore, if α ∈ Cn(M) is a representative of the fundamental class [M,∂M]R∈
Hn(M, ∂M), then (α,−dnα) is a representative of [∂M → M]R ∈ Hn(∂M →
M). If (α′,γ) is any other representative of such a class, then by definition of
mapping cone there exist x ∈ Cn+1(M) and y ∈ Cn(∂M) such that:{
α− α′ = dn+1x+ in(y)
γ+ dnα = −dny .
These equalities readily imply that [α′] = [α] in Hn(M, ∂M) and [γ] = [−dnα] in
Hn−1(∂M). As a consequence, since dnα is a representative of the fundamental
class of ∂M, we have ‖α′‖1 ≥ ‖[α
′]‖1 = ‖M, ∂M‖ and ‖γ‖1 ≥ ‖[γ]‖1 = ‖∂M‖,
whence
‖(α′,γ)‖1(ω) ≥ ‖M, ∂M‖+ (1+ω)‖∂M‖ .
The conclusion follows from the fact that (α′,γ) is an arbitrary representative
of [∂M → M]R.
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Proposition 2.45. Let M be a compact connected oriented hyperbolic n-manifold with
connected geodesic boundary. Then, for every ω ∈ [0,∞) the isomorphism
Hn(β∗) : (Hnb (M, ∂M), ‖ · ‖∞)→ (H
n
b (∂M → M), ‖ · ‖∞(ω))
is not isometric.
Proof. It is well-known that the inclusion ∂M ↪→ M induces an injective map on
fundamental groups. Moreover, since ∂M is a closed oriented hyperbolic (n−
1)-manifold, we also have ‖∂M‖ > 0 (see Theorem 1.15). By Proposition 2.43, if
Hn(β∗) was an isometry we would have ‖[∂M → M]R‖1(ω) = ‖[M, ∂M]R‖1 =
‖M, ∂M‖, and this contradicts Lemma 2.44.
2.6 Perspectives
Gromov’s definition of bounded cohomology of pairs of groups (see Subsec-
tion 2.2) is restrictive for applications due to the fact that it only involves pairs
constituted by a group and a subgroup. In fact, the limitations imposed by this
definition restrict its use only to CW-pairs (X,W) such that both X and W are
connected, and W is pi1-injective in X. Moreover, also in this case we are able
to prove that the cohomology of the pair is isometric to the cohomology of the
corresponding pair of groups only under the further assumption that (X,W)
is good.
It could be of interest to develop the notion of relative bounded cohomol-
ogy of groups in the more general setting of triples (G, {Aj}j∈J , {ϕj}j∈J) where
G is a group, {Aj}j∈J is a family of groups and {ϕj}j∈J is a family of ho-
momorphisms ϕj : Aj → G. The definition has to be consistent with the
relative bounded cohomology of spaces. Indeed, an isometric isomorphism
is required between the relative bounded cohomology of (X,W), where W =⊔
j∈J Wj and ij : Wj ↪→ X, and the relative bounded cohomology of the triple
(pi1(X), {pi1(Wj)}j∈J , {pi1(ij)}j∈J). Then, one might prove Theorem 2.38 for
generic CW-pairs.
In order to extend the definition of relative bounded cohomology of groups,
as a first attempt one could use Gromov’s definition also for triples. To this
aim, the first step is to construct allowable and proper pairs of resolutions for
(pi1(X),pi1(W),pi1(i);R) where i : W ↪→ X is not necessarily pi1-injective. The
proofs of the fact that the resolutions given by bounded cochains and continu-
ous bounded straight cochains are allowable and proper (see Propositions 2.28
and 2.32), make use of cone constructions which are based on the choice of a
63
absolute and relative bounded cohomology of groups
basepoint in the universal covering W˜ and X˜ of W and X. When W is con-
nected and pi1-injective in X, the space W˜ is realized as a connected subset of
X˜, and this allows to define compatible cone constructions on X˜ and W˜. If
pi1-injectivity is no longer satisfied, the universal cover W˜ of W is not a subset
of X˜. The lift of the inclusion map i seems to be the natural way to compensate
for this lack
W˜ X˜
W X
j
pW pX
i
The non-injectivity of i∗ implies the non-injectivity of j. Moreover, pi1(W) acts
on j(W˜) via i∗(pi1(W)) as j(h · w) = i∗(h)j(w) for every w ∈ W˜ and for every
h ∈ pi1(W).
The problem in this approach is that the cone constructions on W˜ and X˜ are
not compatible via the map j. For instance, let X and W be aspherical spaces,
let
φn : Cnb (X˜) −→ C
n
b (W˜)
f 7−→ φn( f )(σ) = f (j(σ))
be the pi1(W)-chain map as in Definition 2.21 and {k
n
W}, {k
n
X} be contracting
homotopies which are based on the cone constructions respectively on w0 ∈ W˜
and x0 = j(w0) ∈ X˜. In order to show that no commutativity holds between
the chain map φ∗ and the contracting homotopies, take γ ∈ ker i∗\{e} and let
w1 = γ · w0 ∈ W˜. Then for every f ∈ C
1
b(X˜) we have
φ0 ◦ k1X( f )(w1) = k
1
X( f )(x0) = f (1x0 )
k1W ◦ φ
1( f )(w1) = φ
1( f )([w0,w1]) = f (γx0)
where [w0,w1] is the path between w0 and w1 given by the cone construction
on W˜, 1x0 is a constant path on x0 and γx0 is a non-trivial loop in j(W˜) based
at x0. Certainly, we may have
f (1x0 ) 6= f (γx0),
which implies that there is no commutativity between φ∗ and the contracting
homotopies.
One can observe that in place of the pair (X˜, W˜) one can consider (X˜, j(W˜)),
but j(W˜) is not simply connected, therefore it does not allow a cone construc-
tion. Another problem of this approach arises in the proofs of the relative
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injectivity of resolutions due to the fact that the action of pi1(W) is not neces-
sarily free being defined via i∗.
As a consequence, a new definition of bounded cohomology for pairs of
groups needs to be introduced. One could probably build on the theory of
homology and cohomology of a triple (G, A, ϕ), where G and A are groups
and ϕ : A → G is a homomorphism, as described in [Tro62]. However, some
difficulties arise when we move to the bounded context.
We are not able to drop from the hypotheses also the fact that W is con-
nected. In fact, it is not clear how to replace cone constructions when W is
disconnected. In [MY07] the bounded cohomology of a group with respect to
any system of its subgroups is defined by extending the theory of homology
and cohomology of a group with respect to any system of its subgroups de-
scribed in [BE78]. However, we have not been able to extend to the context of
topological pairs the relative cone construction described (in the case of groups)
in [MY07, Subsection 10.5].
2.6.1 Gromov’s Equivalence Theorem
In [Gro82] Gromov introduced a L1-norm on the relative singular chain com-
plex that depends on a parameter. More precisely, let (X,W) be a pair of
topological spaces and c ∈ Cn(X) for n ∈ N. Then, for every θ ≥ 0, a norm on
Cn(X) can be defined as
‖c‖1(θ) = ‖c‖1 + θ‖∂c‖1
which induces a norm in the quotient Cn(X,W) and a seminorm in the relative
homology group Hn(X,W) as for the usual L1-norm case. The dual norms
on relative cochains are denoted by ‖ · ‖∞(θ). Notice that all these norms are
equivalent, but not equal, to the usual L1-norm ‖ · ‖1 = ‖ · ‖1(0), and the
dual norms are equivalent to ‖ · ‖∞ = ‖ · ‖∞(0). Moreover, one can define, by
passing to the limit, a norm ‖ · ‖1(∞) which however may be non-equivalent
to ‖ · ‖1(θ) for θ < ∞. For example, ‖α‖1(∞) = ∞ for those α ∈ Hn(X,W) such
that ‖∂α‖1 > 0. Let us notice that it can be easily proved that Park’s seminorms
(with ω = θ − 1, see Subsection 2.5.1) coincide with Gromov’s ones for θ ≥ 1.
Moreover, Gromov stated the following result without a detailed proof:
Theorem 2.46 (Equivalence Theorem, [Gro82]). If the fundamental groups of all
path-connected components of W are amenable, then the norms ‖ · ‖∞(θ) on Hnb (X,W),
for n ≥ 2, are equal for every θ ∈ [0,∞], and then also the dual norms ‖ · ‖1(θ) on
Hn(X,W), for n ≥ 2, are equal for every θ ∈ [0,∞].
65
absolute and relative bounded cohomology of groups
A complete proof of the homological part is provided in [BBF+12], and it
is based on the fact that if all the fundamental groups of all path-connected
components of W are amenable there is an isometric isomorphism between
Hnb (X,W) and H
n
b (X).
In the particular case of a hyperbolic manifold with toric boundary, Fuji-
wara and Manning [FM11] have already proved the Equivalence Theorem by
means of a homological construction: for every e > 0, a fundamental cycle c
is described such that ‖c‖1 ≤ ‖M, ∂M‖ + e and ‖∂c‖1 ≤ Kne, where Kn is a
constant which depends only on the dimension of the manifold.
An application of the Equivalence Theorem is the study of the behaviour
of the simplicial volume of manifolds with amenable boundary with respect
to the gluing along some path-connected components of the boundary. By
amenable manifold we mean that the fundamental group of each path-connected
component of the manifold is amenable.
It could be natural to extend the analysis to the case when the path-connected
components not involved in the gluing are not necessarily amenable. In this
context it could be useful a suitable version of the Equivalence Theorem and a
definition of bounded cohomology of triple (pi1(X), {pi1(Wj)}j∈I , {pi1(ij)}j∈I),
where W =
⊔
j∈I Wj and ij : Wj ↪→ X, in the special case of pi1(Wj) amenable
for every j ∈ I ′ ⊂ I.
Finally, Theorem 2.46 is strictly related to the following result, which is stated
by Gromov without a detailed proof (see Theorem 2.16 for the absolute case).
Theorem 2.47 (Relative mapping Theorem, [Gro82]). Let us consider the pairs
of topological spaces (X1,W1) and (X2,W2) and let f : (X1,W1) → (X2,W2) be a
continuous map which induces a bijective map on the set of path-connected components,
pi0(X1) → pi0(X2) and pi0(W1) → pi0(W2). Moreover, suppose that f induces a
surjective map on the fundamental groups of all the Xi’s and the Wi’s components and
the kernels of these surjective homomorphisms are amenable. Then
Hn( f ∗) : Hnb (X2,W2) −→ H
n
b (X1,W1)
is an isometric isomorphism for all the seminorms ‖ · ‖∞(θ) for every θ ∈ [0,∞], for
every n ∈ N.
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3
RELAT IVE MEASURE HOMOLOGY
The theory of measure homology was introduced by Thurston for comput-
ing the simplicial volume of closed hyperbolic manifolds (see Theorem 1.15).
Later on Zastrow [Zas98] and Hansen [Han98] independently proved the ex-
istence of a canonical isomorphism between singular homology and measure
homology of CW-pairs. However, in the attempt to use measure homology as
an instrument in the computation of simplicial volume, one has to show that
the two mentioned homology theories are not only isomorphic but also isomet-
ric with respect to their seminorms. In the absolute case this result was proved
by Lo¨h [Lo¨h06]. This chapter is devoted to extend Lo¨h’s result to the context
of relative homology of topological pairs. However, as mentioned in [FM11,
Appendix A] and [Lo¨h07, Remark 4.22], such an extension seems to raise diffi-
culties which suggest that Lo¨h’s argument should not admit a straightforward
translation into the relative context.
After a survey on the definition of measure homology (Section 3.1), in Sec-
tion 3.2 we give a proof of the fact that measure homology and singular ho-
mology are isometric for good CW-pairs. The proof is based on the results
developed in Chapter 2 about continuous bounded cohomology. Moreover,
we manage the extension of Lo¨h’s result to pairs of metric spaces in which
a discrete straightening procedure can be defined. In this case the proof is
grounded on a geometric construction which does not use bounded cohomol-
ogy (Section 3.3). Finally, in order to apply measure chains for the estimation of
simplicial volume of hyperbolic manifolds with geodesic boundary (see Chap-
ter 4), in Section 3.4 we deal with the smooth version of the algebraic objects
and results presented so far.
3.1 Definitions and results
We briefly recall the definition of measure homology, for a detailed account
about this notion and its applications see Lo¨h’s degree thesis ([Lo¨h05, Chapter
3]) and the introductions of Hansen and Zastrow’s papers ([Han98],[Zas98]).
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3.1.1 Signed measures
The basic objects involved in the notion of measure homology are signed mea-
sures, which are an extension of positive measures.
Definition 3.1. Let (X,A) be a measurable space, where A is a σ-algebra on X.
A signed measure on (X,A) is a map µ : A → R ∪ {+∞} ∪ {−∞} such that:
1. µ(∅) = 0;
2. {+∞} 6∈ Imµ or {−∞} 6∈ Imµ;
3. µ is σ-additive.
If both {+∞} 6∈ Imµ and {−∞} 6∈ Imµ, then we say that µ is finite. The set
of all finite signed measures on a measurable set is a real vector space.
In the setting of signed measures we have to take care of the notion of null
set and of support.
Definition 3.2. A null set is a set whose measurable subsets have all null mea-
sure. Similarly, a measurable set is called positive (resp. negative) if the measure
of any of its measurable subsets is non-negative (resp. non-positive). Notice
that a null set is both positive and negative.
Definition 3.3. A determination set of a signed measure on (X,A) is a subset
D of X such that each measurable set, contained in the complement of D, is a
null set. A determination set is not necessarily measurable.
Remark 3.4. We work with a non-uniquely defined determination set instead
that with the support of a measure because the latter gives rise to some tech-
nical problems. The support of a measure µ is the subset given by all points
of X which have no open neighbourhood which is a null-set of µ. Therefore,
for spaces which do not have a countable topological basis, we cannot rule
out that there exists a measure with non-zero sets in the complement of the
support. For non-pathological sets, the above situation cannot occur. Indeed,
[Zas98, Lemma 3.2] asserts that for measures defined on the set of simplices
Sn(X), where X is a separable metric space, the support is the smallest closed
determination set.
Positive measures are examples of signed measures. Moreover, if µ and ν are
two positive measures and at least one of them is finite then µ− ν and ν− µ are
still two signed measures. In particular, each signed measure µ on a measur-
able space (X,A) can be uniquely decomposed as the difference µ = µ+ − µ−
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of two positive measures. Indeed, there exists a decomposition, called Hahn
decomposition, of the space X = X+ ∪ X− into two measurable subspaces
such that X+ (resp. X−) is µ-positive (resp. µ-negative), and µ+ (resp. µ−) is
the restriction of µ to X+ (resp. of −µ to X−).
Definition 3.5. Let µ be a measure on a measurable space (X,A). Then the
measure |µ| = µ+ + µ− is the variation of µ and
‖µ‖m = |µ|(X) ∈ R≥0 ∪ {∞}
is the total variation of µ.
Notice that, with the subscript m on the total variation, we emphasize that
we are dealing with measures, since in the next section we compare the total
variation with the L1-norm on singular chains.
The following description of the total variation will prove useful later:
‖µ‖m = sup
A∈A
µ(A)− inf
B∈A
µ(B). (3.1)
The coincidence of the two definitions can be easily proved (see [Lo¨h05, Lemma
3.4] for the details).
3.1.2 Relative measure homology
Let X and Y be topological spaces and let map(X,Y) be the set of continuous
maps X → Y. The compact-open topology on map(X,Y) is the topology with
subbase the sets of the form
UK = { f ∈ map(X,Y) | f (K) ⊂ U}
where K is a compact subset of X and U an open subset of Y. For details on
this topology we refer to [Dug66].
We will use the same notations introduced in Section 1.1 for singular ho-
mology. Let n ∈ N. Let Sn(X) be the set of n-simplices on X endowed with
the compact-open topology and let us denote by Bn(X) the σ-algebra of Borel
subsets of Sn(X). If µ is a signed measure on (Sn(X),Bn(X)) we say for short
that µ is a Borel measure on Sn(X).
Definition 3.6. For every n ≥ 0, the measure chain module Cn(X) is the real
vector space of the Borel measures on Sn(X) having finite total variation and
admitting a compact determination set.
69
relative measure homology
The graded module C∗(X) has the structure of a complex via the boundary
operator
∂n : Cn(X) −→ Cn−1(X)
µ 7−→ ∑nj=0(−1)
jµj ,
where µj is the push-forward of µ via the (continuous, whence measurable)
map which associates to each simplex its j-th face. Since the push-forward
operation preserves the finiteness of the total variation and the compactness of
the determination set, the boundary map is well-defined.
Let now W be a (possibly empty) subspace of X. It is proved in [Zas98,
Proposition 1.10] that the σ-algebra Bn(W) of Borel subsets of Sn(W) coincides
with the set {A ∩ Sn(W) | A ∈ Bn(X)}. For every µ ∈ Cn(W), the assignment
ν(A) = µ(A ∩ Sn(W)), A ∈ Bn(X) ,
defines a Borel measure on Sn(X), which is called the extension of µ. If µ has
compact determination set and finite total variation then the same is true for ν,
therefore we have a natural inclusion Cn(W) ↪→ Cn(X) (see [Zas98, Proposition
1.10 and Lemma 1.11] for full details). The image of Cn(W) in Cn(X) will be
simply denoted by Cn(W), and coincides with the set of the elements of Cn(X)
which admit a compact determination set contained in Sn(W). We denote by
Cn(X,W) the quotient Cn(X)/Cn(W).
Since obviously ∂n(Cn(W)) ⊆ Cn−1(W), the map ∂n induces a boundary op-
erator Cn(X,W) → Cn−1(X,W), which will still be denoted by ∂n.
Definition 3.7. The homology of the complex (C∗(X,W), ∂∗) is the relative mea-
sure homology of the pair (X,W), and it is denoted by H∗(X,W). The absolute
measure homology module H∗(X) can be defined just by setting H∗(X) =
H∗(X,∅).
Just as in the case of singular homology, we may endow Hn(X,W) with a
seminorm as follows. For every α ∈ Cn(X,W) we set
‖α‖m = inf {‖µ‖m, where µ ∈ Cn(X), [µ] = α in Cn(X,W) = Cn(X)/Cn(W)} .
Then, for every [α] ∈ Hn(X,W) we set
‖[α]‖mh = inf{‖β‖m | β ∈ Cn(X,W), ∂nβ = 0, [β] = [α]}
(the subscript mh stands for measure homology).
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3.1.3 Main results
Measure homology is a generalization of singular homology: a singular chain
can be viewed as a measure chain with mass on a finite number of points.
More precisely, for every σ ∈ Sn(X), let us denote by δσ the atomic measure
supported by the singleton {σ} ⊆ Sn(X). The chain map
ι∗ : C∗(X,W) −→ C∗(X,W)
∑
k
i=0 aiσi 7−→ ∑
k
i=0 aiδσi ,
induces a map
Hn(ι∗) : Hn(X,W) −→ Hn(X,W) ,
which is obviously norm non-increasing for every n ∈ N.
The following result is proved in [Zas98, Han98]:
Theorem 3.8 ([Zas98, Han98]). Let (X,W) be a CW-pair. For every n ∈ N, the
map
Hn(ι∗) : Hn(X,W) −→ Hn(X,W)
is an isomorphism.
Zastrow’s and Hansen’s proofs of Theorem 3.8 are based on the fact that rel-
ative measure homology satisfies the Eilenberg-Steenrod axioms for homology
(on suitable categories of topological pairs). Therefore, their approach avoids
the explicit construction of the inverse maps Hn(ι∗)−1, n ∈ N, and does not
give much information about the behaviour of such inverse maps with respect
to the seminorms introduced above. In the case when W = ∅, the fact that
Hn(ι∗) is indeed an isometry was proved by Lo¨h:
Theorem 3.9 ([Lo¨h06]). If X is any connected CW-complex, then for every n ∈ N
the map
Hn(ι∗) : Hn(X)→ Hn(X)
is an isometric isomorphism.
Lo¨h’s proof exploits results about the bounded cohomology of groups and
topological spaces. In Chapter 2 we have developed a suitable relative version
of such results, which is used in Subsection 3.2.2 to show the following:
Theorem 3.10. Let (X,W) be a good CW-pair. Then, for every n ∈ N the isomor-
phism
Hn(ι∗) : Hn(X,W) → Hn(X,W)
is isometric.
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We conjecture that Theorem 3.10 holds even without the hypothesis good.
In Subsection 3.2.2, Theorem 3.10 is deduced from Theorem 3.16, proved in
Chapter 2. Therefore, if we were able to extend the results of Chapter 2 to a
more general setting (for a discussion about this issue see Section 2.6), then we
could generalize also Theorem 3.10 to a broader class of pairs of spaces.
Moreover, we are able to show that measure homology is isometric to sin-
gular homology also for a large family of pairs of metric spaces, namely for
those pairs which support a discrete relative straightening for simplices. More
precisely, in Section 3.3 we define the class of locally convex pairs and we
prove the following:
Theorem 3.11. Let (X,W) be a locally convex pair of metric spaces. Then the map
Hn(ι∗) : Hn(X,W) −→ Hn(X,W)
is an isometric isomorphism for every n ∈ N.
In the proof of this statement we do not use bounded cohomology. In fact,
in this case, we exhibit an explicit construction of an inverse map Hn(ι∗)−1,
n ∈ N, defined via a straightening procedure following some ideas described
in [LS09].
Remark 3.12. Suppose that (X,W) is a locally convex pair, and let K be a
connected component of W. An easy application of a metric version of Cartan-
Hadamard Theorem (see e.g. [BH99, II.4.1]) shows that pi1(K) injects into pi1(X),
and pii(K) = pii(X) = 0 for every i ≥ 2. In particular, if (X,W) is also a count-
able CW-pair and W is connected, then (X,W) is good, and the conclusion of
Theorem 3.11 also descends from Theorem 3.10. Note however that the request
that W be connected could be quite restrictive in several applications of our
results. For example, it is well-known that the natural compactification of a
complete finite-volume hyperbolic manifold with geodesic boundary and/or
cusps is a manifold N with boundary admitting a locally CAT(0) (whence lo-
cally convex) metric which turns the pair (N, ∂N) into a locally convex pair
(see e.g. [BH99, pages 362-366]), and obviously it is of interest also the case
when ∂N is disconnected. In Chapter 4 we apply Theorem 3.11 for studying
some properties of the simplicial volume of such manifolds.
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3.2 Singular homology andmeasure homology
of good CW-pairs
As already mentioned, the proof of Theorem 3.10 exploits results on (continu-
ous) bounded cohomology of pairs of groups and spaces and it does not give
an explicit construction of an inverse map for Hn(ι∗), n ∈ N. In what follows,
first we highlight a pairing duality between (measure) singular homology and
(continuous) bounded cohomology, then we show how Theorem 3.10 descends
from Theorem 3.16.
3.2.1 Duality between measure homology and continu-
ous bounded cohomology
Let (X,W) be a pair of topological spaces. Recall from Section 1.4 that, if
〈·, ·〉 : Hnb (X,W)× Hn(X,W) → R , n ∈ N ,
is the Kronecker product, then the following relation holds between the semi-
norms in homology and in cohomology:
Proposition 3.13 (Duality Principle). For every α ∈ Hn(X,W) we have
‖α‖1 = sup
{
1
‖ϕ‖∞
∣∣ ϕ ∈ Hnb (X,W), 〈ϕ, α〉 = 1} ,
where we understand that sup∅ = 0.
In order to have a similar duality involving H∗(X,W) more work is needed
because the topological dual of C∗(X,W) does not admit an easy description.
Let us first observe that the module of continuous bounded cochains C∗cb(X,W)
naturally lies in the algebraic dual of C∗(X,W). Indeed, if µ is any measure
on Sn(X) with compact determination set and f is any continuous bounded
function on Sn(X), it makes sense to integrate f with respect to µ. Therefore,
for every n ∈ N the bilinear pairing
〈·, ·〉 : Cncb(X,W)× Cn(X,W) → R, 〈 f , µ〉 =
∫
Sn(X)
f (σ) dµ(σ)
is well-defined and from the definitions we have |〈 f , µ〉| ≤ ‖ f‖∞ · ‖µ‖m for
every f ∈ Cncb(X,W), µ ∈ Cn(X,W). Moreover, for every n ∈ N, f ∈ C
n
cb(X,W)
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and µ ∈ Cn+1(X,W), the equality 〈δ f , µ〉 = 〈 f , ∂µ〉 holds, which implies that
this pairing defines a Kronecker product
〈·, ·〉 : Hncb(X,W)×Hn(X,W) → R
such that
|〈ϕc, α〉| ≤ ‖ϕc‖∞ · ‖α‖mh ∀ ϕc ∈ H
n
cb(X,W), ∀ α ∈ Hn(X,W) . (3.2)
The following proposition is an immediate consequence of Inequality (3.2),
and provides a sort of weak duality theorem for continuous bounded coho-
mology and measure homology. The term “weak” refers to the fact that while
Proposition 3.13 allows to compute seminorms in homology in terms of semi-
norms in bounded cohomology, here only an inequality is established. How-
ever, this turns out to be sufficient to our purposes. Moreover, once Theo-
rem 3.10 is proved, it easily follows that (in the case of good CW-pairs) the
inequality of Proposition 3.14 is in fact an equality, thus recovering a “full”
duality between continuous bounded cohomology and measure homology.
Proposition 3.14. For every α ∈ Hn(X,W) we have
‖α‖mh ≥ sup
{
1
‖ϕc‖∞
∣∣∣ ϕc ∈ Hncb(X,W), 〈ϕc, α〉 = 1} ,
where we understand that sup∅ = 0.
In order to exploit the pairing dualities of both singular homology and mea-
sure homology, we have to verify that the two Kronecker products are consis-
tent.
Proposition 3.15. For every f ∈ Cncb(X,W) and for every c ∈ Cn(X,W) we have
〈ρnb ( f ), c〉 = 〈 f , ιn(c)〉 , n ∈ N ,
where ρnb : C
n
cb(X,W) ↪→ C
n
b (X,W) and ιn : Cn(X,W) ↪→ Cn(X,W) are the inclu-
sions defined respectively in Section 1.3 and Subsection 3.1.3. An analogous equality
holds for every ϕ ∈ Hncb(X,W) and for every α ∈ Hn(X,W):
〈Hn(ρ∗b)(ϕ), α〉 = 〈ϕ,Hn(ι∗)(α)〉.
Proof. Let σ ∈ Sn(X). Then
〈ρnb ( f ), σ〉 = f (σ)
and
〈 f , ιn(σ)〉 =
∫
f dδσ = f (σ).
The conclusion follows by bilinearity of both Kronecker products.
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3.2.2 Proof of Theorem 3.10
Let now (X,W) be a good CW-pair. Let us recall the following statement
proved in Chapter 2 (Theorem 2.38).
Theorem 3.16. The inclusion map ρ∗b : C
∗
cb(X,W) ↪→ C
∗
b (X,W) induces a norm
non-increasing homomorphism
Hn(ρ∗b) : H
n
cb(X,W) −→ H
n
b (X,W)
which admits a right inverse which is an isometric embedding for every n ∈ N (in
particular, Hn(ρ∗b) is surjective).
Let us now show how this result implies that relative singular homology and
relative measure homology are isometrically isomorphic.
Let n ∈ N. We already know that the map Hn(ι∗) : Hn(X,W) → Hn(X,W)
is a norm non-increasing isomorphism, thus it remains to show that, for every
α ∈ Hn(X,W), ‖Hn(ι∗)(α)‖mh ≥ ‖α‖1.
For every α ∈ Hn(X,W) we have
‖Hn(ι∗)(α)‖mh ≥ sup
{
1
‖ϕc‖∞
∣∣∣ ϕc ∈ Hncb(X,W), 〈ϕc,Hn(ι∗)(α)〉 = 1}
= sup
{
1
‖ϕc‖∞
∣∣∣ ϕc ∈ Hncb(X,W), 〈Hn(ρ∗b )(ϕc), α〉 = 1}
= sup
{
1
‖ϕ‖∞
∣∣∣ ϕ ∈ Hnb (X,W), 〈ϕ, α〉 = 1}
= ‖α‖1 ,
where the first inequality is due to Proposition 3.14, the first equality to Propo-
sition 3.15, the second equality to Theorem 3.16, and the last equality to Propo-
sition 3.13.
Remark 3.17. Notice that in all the definitions and proofs one could consider
Borel cochains (whence Borel bounded cohomology) instead of continuous co-
chains. However, since we do not have stronger results in the context of Borel
bounded cohomology, we have preferred to state Theorem 3.16 in the more
natural context of continuous cohomology.
3.3 The case of locally convex pairs
This section is devoted to prove that also for locally convex pairs the inclu-
sion map between singular chains and measure chains induces an isometry
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between the homology groups (Theorem 3.11). For this family of spaces we
are able to explicitly describe a norm non-increasing inverse of Hn(ι∗) via the
straightening procedure for simplices.
The straightening procedure for simplices, introduced by Thurston [Thu79], es-
tablishes an isometric isomorphism between the usual singular homology of a
space and the homology of the complex of straight chains. It associates to each
simplex a straight one which only depends on the vertices of any lift of the sim-
plex to the universal cover. Such a procedure was originally defined on hyper-
bolic manifolds, then it was extended to the context of non-positively curved
Riemannian manifolds. Following some ideas described in [LS09], we define
a discrete straightening procedure for a locally convex pair (X,W), which in-
duces a well-defined norm non-increasing map Hn(X,W) → Hn(X,W). This
map provides the desired norm non-increasing inverse map of Hn(ι∗).
3.3.1 Basic definitions
Let us introduce the definition of locally convex pair of metric spaces, more details
can be found for instance in [BH99].
Let (X, d) be a metric space (when d is fixed, we denote (X, d) simply by X).
A geodesic segment in X is an isometric embedding of a bounded closed interval
into X. The metric d (or the metric space X = (X, d)) is geodesic if every two
points in X are joined by a geodesic segment (in particular, X is path connected
and locally path connected).
Definition 3.18. A subspace Y ⊆ X is convex if every geodesic segment (in X)
joining any two points of Y is entirely contained in Y (in particular, if X is
geodesic, then Y is path connected).
Definition 3.19. The distance d (or the space X = (X, d)) is globally convex if
it is geodesic and if any two geodesic segments c1 : [0, a] → X, c2 : [0, a] → X
such that c1(0) = c2(0) satisfy the condition
d(c1(ta), c2(ta)) ≤ td(c1(a), c2(a)) ∀t ∈ [0, 1]
(in particular, geodesics are uniquely determined by their endpoints). The
distance d (or the space X = (X, d)) is locally convex if every point in X has
a neighbourhood in which the restriction of d is convex (in particular, it is
geodesic).
Let us suppose that X is geodesic, complete and locally convex. Then it
is locally contractible, hence it admits a universal covering p : X˜ → X. We
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endow X˜ with the length metric induced by p, i.e. the unique length metric d˜
such that p : (X˜, d˜)→ (X, d) is a local isometry (see [BH99, Proposition I.3.25]).
Since (X, d) is complete and geodesic, the same is true for (X˜, d˜). Moreover,
Cartan-Hadamard Theorem for metric spaces (see [BH99, II.4.1]), implies that
the space (X˜, d˜) is globally convex.
Definition 3.20. LetW be any subset of X. We say that (X,W) is a locally convex
pair of metric spaces (or simply a locally convex pair) if the following conditions
hold:
1. X is geodesic, complete and locally convex;
2. W is closed in X and locally path connected;
3. every path-connected component of p−1(W) ⊆ X˜ is convex in X˜.
Throughout the whole section we denote by (X,W) a locally convex pair of
metric spaces, we fix a universal covering p : X˜ → X (where X˜ is endowed with
the induced metric).
3.3.2 Straight simplices
In order to properly define straight simplices we first need the following result,
which is an immediate consequence of Cartan-Hadamard Theorem for metric
spaces:
Lemma 3.21 ([BH99], II.4.1). For every pair of points p, q ∈ X˜ there exists a unique
geodesic segment in X˜ joining p to q. Moreover, if αp,q : [0, 1] → X˜ is a constant-speed
parameterization of such a segment, then αp,q continuously depends (with respect to
the compact-open topology) on p and q. In particular, X˜ is contractible.
For i ∈ N we denote by ei the point (0, 0, . . . , 1, . . . , 0, 0, . . .) ∈ R
N where the
unique non-zero coefficient is at the i-th entry (entries are indexed by N, so
(1, 0, . . .) = e0). We denote by ∆p the standard p-simplex, i.e. the convex hull of
e0, . . . , ep, and we observe that with these notations we have ∆p ⊆ ∆p+1.
Let k ∈ N, and let x0, . . . , xk be points in X˜. We recall here the well-known
definition of straight simplex [x0, . . . , xk] ∈ Sk(X˜) with vertices x0, . . . , xk: if
k = 0, then [x0] is the 0-simplex with image x0; if straight simplices have been
defined for every h ≤ k, then [x0, . . . , xk+1] : ∆k+1 → X˜ is determined by the
following condition: for every z ∈ ∆k ⊆ ∆k+1, the restriction of [x0, . . . , xk+1]
to the segment with endpoints z, ek+1 is a constant speed parameterization of
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the geodesic joining [x0, . . . , xk](z) to xk+1 (the fact that [x0, . . . , xk+1] is well-
defined and continuous is an immediate consequence of Lemma 3.21).
Note that a simplex in X is straight if it is a projection via p of a straight
simplex in X˜.
3.3.3 Nets
Let Γ ∼= pi1(X) be the group of the covering automorphisms of p : X˜ → X, and
notice that, since p is a local isometry, every element of Γ is an isometry of X˜.
Definition 3.22. A net in X˜ is given by a subset Λ˜ ⊆ X˜ and a locally finite
collection of Borel sets {B˜x}x∈Λ˜ such that the following conditions hold:
1. X˜ =
⋃
x∈Λ˜ B˜x and B˜x ∩ B˜y = ∅ for every x, y ∈ Λ˜ with x 6= y;
2. γ(Λ˜) = Λ˜ for every γ ∈ Γ and γ(B˜x) = B˜γ(x) for every x ∈ Λ˜, γ ∈ Γ;
3. if W˜ is a path connected component of p−1(W), then W˜ ⊆
⋃
x∈Λ˜∩W˜ B˜x.
Lemma 3.23. There exists a net.
Proof. For every q ∈ X let us denote by Uq an evenly-covered neighbourhood of
q in X (with respect to the universal covering X˜ → X). Since W is closed and
locally path connected, we may also suppose that W ∩ Uq is path connected.
Since X is metrizable, it is also paracompact, which implies that the open cov-
ering {Uq}q∈X admits a locally finite open refinement {Vi}i∈I . Let us now fix
a total ordering  on I in such a way that i  j whenever Vi ∩W 6= ∅ and
Vj ∩W = ∅, and let us set
Bi = Vi \
⋃
j≺i
Vj
 .
By construction, the family {Bi}i∈I is locally finite in X. Moreover, every Bi is
the intersection of an open set and a closed set, therefore it is a Borel subset
of X. Up to replacing I with the subset {i ∈ I | Bi 6= ∅}, the family {Bi}i∈I
provides a locally finite cover of X by non-empty Borel sets. For every i ∈ I let
us choose xi ∈ Bi in such a way that xi ∈ W whenever Bi ∩W 6= ∅, and let us
set Λ =
⋃
i∈I{xi}. We also set Bxi = Bi for every i ∈ I.
Let us now define Λ˜ = p−1(Λ). For every i ∈ I we choose an element
x˜i ∈ p
−1(xi), and we take qi ∈ X in such a way that Bxi ⊆ Uqi . Since Uqi
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is evenly-covered, then it lifts to the disjoint union p−1(Uqi) =
⊔
γ∈Γ γ(U˜qi),
where U˜qi is the connected component of p
−1(Uqi) containing x˜i.
We are now able to define B˜x, where x is any element of Λ˜. In fact, every
x ∈ Λ˜ uniquely determines an index i ∈ I and an element γ ∈ Γ such that
x = γ(x˜i), and we can set B˜x = γ(U˜qi ∩ p
−1(Bxi)). Of course B˜x is a Borel
subset of X˜.
It can be easily proved that the pair
(
Λ˜, {B˜x}x∈Λ˜
)
provides a net: the local
finiteness of the family {B˜x, x ∈ Λ˜} readily descends from the fact p is a
covering and {Bx, x ∈ Λ} is locally finite in X, and conditions (1) and (2) of
Definition 3.22 are an obvious consequence of our choices. Let us now show
that condition (3) also holds. We fix x ∈ Λ˜ such that p−1(W) ∩ B˜x 6= ∅. By
construction we have x ∈ p−1(W), and there exist γ ∈ Γ and i ∈ I such that
B˜x ⊆ γ(U˜qi). Since Uq ∩W is path connected, γ(U˜qi) ∩ p
−1(W) is also path
connected, which implies that the set B˜x ∩ p−1(W) is entirely contained in the
path connected component of p−1(W) containing x, whence the conclusion.
3.3.4 Discrete straightening
Let us now define a discrete straightening operator for locally convex pair
of metric spaces. Let
(
Λ˜, {B˜x}x∈Λ˜
)
be a net and n ∈ N. We denote by
SΛ˜n (X˜) ⊆ Sn(X˜) the set of straight n-simplices in X˜ with vertices in Λ˜. Then let
s˜trn : Cn(X˜)→ Cn(X˜) be the unique linear map such that for σ˜ ∈ Sn(X˜)
s˜trn(σ˜) = [x0, . . . , xn] ∈ S
Λ˜
n (X˜),
where xi ∈ Λ˜ is such that σ˜(ei) ∈ B˜xi for i = 0, . . . , n.
Proposition 3.24. The map s˜tr∗ : C∗(X˜)→ C∗(X˜) satisfies the following properties:
1. dn+1 ◦ s˜trn+1 = s˜trn ◦ dn+1 for every n ∈ N;
2. s˜trn(γ ◦ σ˜) = γ ◦ s˜trn(σ˜) for every n ∈ N, γ ∈ Γ, σ˜ ∈ Sn(X˜);
3. s˜tr∗(C∗(p−1(W))) ⊆ C∗(p−1(W));
4. the induced chain map C∗(X˜, p−1(W)) → C∗(X˜, p−1(W)), which we will still
denote by s˜tr∗, is Γ-equivariantly homotopic to the identity.
Proof. If x0, . . . , xn ∈ X˜, then for every i ≤ n the i-th face of [x0, . . . , xn] is
given by [x0, . . . , x̂i, . . . , xn]; moreover since isometries preserve geodesics we
have γ ◦ [x0, . . . , xn] = [γ(x0), . . . ,γ(xn)] for every γ ∈ Isom(X˜). Together with
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property (2) in the definition of net, these facts readily imply points (1) and (2)
of the proposition.
If σ˜ ∈ Sn(p−1(W)), then all the vertices of σ˜ lie in the same connected com-
ponent W˜ of p−1(W). By property (3) in the definition of net, the vertices of
s˜trn(σ˜) still lie in W˜. Since (X,W) is a locally convex pair, the subset W˜ is
convex in X˜, which implies that s˜trn(σ˜) belongs to Sn(p−1(W)), whence (3).
Finally, for σ˜ ∈ Sn(X˜), let Fσ˜ : ∆n × [0, 1] → X˜ be defined by Fσ˜(x, t) = βx(t),
where βx : [0, 1] → X˜ is the constant-speed parameterization of the geodesic
segment joining σ˜(x) with s˜tr(σ˜)(x). We set Tn(σ˜) = (Fσ˜)∗(c), where c is
the standard chain triangulating the prism ∆n × [0, 1] by (n + 1)-simplices.
The fact that dn+1Tn + Tn−1dn = Id − s˜trn is now easily proved, while the
Γ-equivariance of T∗ is a consequence of property (2) of nets together with
the fact that geodesics are preserved by isometries. As above, the fact that
Tn(Cn(p−1(W))) ⊆ Cn+1(p
−1(W)) is a consequence of the convexity of the
components of p−1(W).
Let Λ = p(Λ˜), and let SΛ∗ (X) be the subset of S∗(X) given by those singular
simplices which are obtained by composing a simplex in SΛ˜∗ (X˜) with the cov-
ering projection p. As a consequence of Proposition 3.24 we get the following:
Proposition 3.25. The map s˜tr∗ induces a chain map str∗ : C∗(X,W) → C∗(X,W)
which is homotopic to the identity.
Remark 3.26. The maps s˜tr∗, str∗ obviously depend on the net chosen for their
construction. Such a dependence is however somewhat inessential in our ar-
guments. Henceforth we understand that a net
(
Λ˜, {B˜x}x∈Λ˜
)
is fixed, and we
denote by s˜tr∗, str∗ the corresponding straightening operators.
Remark 3.27. Certainly, one may define a (non-discrete) straightening also
without referring to a net, and simply considering the map induced on S∗(X)
by the equivariant straightening
σ 7−→ [σ(e0), . . . , σ(en)] , σ ∈ Sn(X˜)
on X˜. In fact, this is the usual definition of straightening as described e.g. in
[Thu79].
3.3.5 Proof of Theorem 3.11
Now we construct a chain map θ∗ : C∗(X,W) → C∗(X,W) whose induced map
in homology will provide the desired norm non-increasing inverse of H∗(ι∗).
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Let n ∈ N. Let us fix a simplex σ ∈ SΛn (X). We can easily deduce that the
set str−1n (σ) is a Borel subset of Sn(X). Therefore, for every measure µ ∈ Cn(X)
it makes sense to set
cσ(µ) = µ(str
−1
n (σ)) ∈ R .
Lemma 3.28. For every measure µ ∈ Cn(X), the set
{σ ∈ SΛn (X) | cσ(µ) 6= 0}
is finite.
Proof. Since µ admits a compact determination set, it is sufficient to show that
the family {str−1n (σ), σ ∈ S
Λ
n (X)} is locally finite in Sn(X). Therefore, let us
take σ0 ∈ Sn(X), and let σ˜0 ∈ Sn(X˜) be a lift of σ0 to X˜. For every j = 0, . . . , n,
let Zi be an open neighbourhood of σ˜0(ei) which intersects only a finite number
of B˜xi ’s, and let Ω˜ ⊆ Sn(X˜) be the set of n-simplices whose i-th vertex belongs
to Zi for every i = 0, . . . , n. Then Ω˜ is an open neighbourhood of σ˜0 in Sn(X˜).
Let pn : Sn(X˜) → Sn(X) be the map taking every σ˜ ∈ Sn(X˜) into p ◦ σ˜. It is
proved in [Fri11, Lemma A.4] (see also [Lo¨h06]) that pn is a covering, whence
an open map, which implies that Ω = pn(Ω˜) is an open neighbourhood of σ0 in
Sn(X). Moreover, by construction the set strn(Ω) = strn(pn(Ω˜)) = pn(s˜trn(Ω˜))
is finite, whence the conclusion.
By Lemma 3.28 we can define the map
θn : Cn(X) → Cn(X), θn(µ) = ∑
σ∈SΛn (X)
cσ(µ)σ .
Lemma 3.29. We have:
1. θn ◦ ∂n+1 = dn+1 ◦ θn+1 for every n ∈ N.
2. θn(Cn(W)) ⊆ Cn(W) for every n ∈ N.
3. ‖θn(µ)‖1 ≤ ‖µ‖m for every µ ∈ Cn(X), n ∈ N.
Proof. Point (1) is a direct consequence of the fact that str∗ is a chain map.
Since strn(Cn(W)) ⊆ Cn(W), if σ ∈ SΛn (X) \ Sn(W), then str
−1
n (σ) ∩ Sn(W) =
∅. Therefore, if µ ∈ Cn(W) ⊆ Cn(X), then cσ(µ) = µ(str−1n (σ)) = 0, whence
point (2).
Point (3) is a consequence of the fact that, if {Zj}j∈J is a finite collection of
pairwise disjoint Borel subsets of Sn(X), then ∑j∈J |µ(Zj)| ≤ ‖µ‖m.
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As a consequence of Lemma 3.29, the map θ∗ : C∗(X) → C∗(X) induces norm
non-increasing maps
θ∗ : C∗(X,W)→ C∗(X,W), H∗(θ∗) : H∗(X,W) → H∗(X,W) .
Since we already know that H∗(ι∗) : H∗(X,W) → H∗(X,W) is a norm non-
increasing isomorphism, in order to prove that H∗(ι∗) is an isometry it is suffi-
cient to show that Hn(θ∗) ◦ Hn(ι∗) is the identity of Hn(X,W) for every n ∈ N.
However, since by the very definitions the equality θn ◦ ιn = strn holds for every
n ∈ N, the conclusion can be deduced from Proposition 3.25.
3.4 Relative smooth measure homology
In order to deal with measure chains on smooth manifolds, Thurston intro-
duced the notion of smooth measure homology. Just as in the ordinary case,
smooth measure homology can be viewed as a generalization of smooth singu-
lar homology. Therefore, first of all, we recall the smooth version of singular
homology and its relation with ordinary singular homology.
3.4.1 Relative singular homology vs. relative smooth sin-
gular homology
Let us recall the notion of C1-topology on smooth maps. In what follows, a
smooth map (resp. manifold) will be a C∞-map (resp. a manifold with a C∞-
structure). Let M and N be smooth manifolds, we denote by map∞(M,N)
the set of smooth maps from M to N. Moreover, if TM (resp. TN) is the
tangent bundle of M (resp. N), then the usual differential defines a map T :
map∞(M,N) → map∞(TM, TN), which is obviously injective.
Definition 3.30. The C1-topology on map∞(M,N) is the pull-back via T of the
compact-open topology on map∞(TM, TN).
We refer to [Fri11, Appendix A] for further details on the properties of C1-
topology.
Definition 3.31. Let M be a smooth manifold possibly with boundary and let
us set Rn+ = R≥0 × R
n−1. A singular k-simplex σ : ∆k → M is smooth if the
following condition holds. For every p ∈ ∆k and every chart ϕ : U → R
n
+ such
that σ(p) ∈ U, there exists an open neighbourhood V of p in Rk+1 such that
the composition ϕ ◦ σ|V∩∆k
extends to a smooth map from V to Rn.
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We will denote Ssmn (M) the set of smooth n-simplices in M endowed with
the C1-topology. We refer to Lo¨h’s degree thesis ([Lo¨h05, Subsection 3.1.2]) for
a description of how Ssmn (M) can be topologised by defining the differential of
a smooth n-simplex.
Let now (M,N) be a pair of smooth manifolds such that N is a smooth em-
bedded submanifold (possibly with boundary) of M. For n ∈ N, we denote by
Csmn (M) the R-module freely generated by the set S
sm
n (M) and by C
sm
n (M,N)
the quotient Csmn (M)/C
sm
n (N). If d∗ is the usual boundary map, we obviously
have dn(Csmn (M,N)) ⊂ C
sm
n−1(M,N). Hence, (C
sm
∗ (M,N), d|Csm∗ (M,N)
) is a subcom-
plex of (C∗(M,N), d∗).
Definition 3.32. The homology of the subcomplex (Csm∗ (M,N), d|Csm∗ (M,N)
) is
the relative smooth singular homology of the pair (M,N), and it is denoted by
Hsm∗ (M,N).
We define a norm on the subcomplex Csm∗ (M,N) as the restriction of the L
1-
norm and we denote it by ‖ · ‖sm1 . Similarly to the case of singular homology,
this norm induces a seminorm on the relative smooth singular homology group
still denoted by ‖ · ‖sm1 .
Theorem 3.33. Let (M,N) be a pair of smooth manifolds such that N is a smooth
embedded submanifold (possibly with boundary) of M. Then the inclusion map j∗ :
Csm∗ (M,N) ↪→ C∗(M,N) induces an isometric isomorphism
Hn(j∗) : H
sm
n (M,N) −→ Hn(M,N)
for every n ∈ N.
Proof. A standard result of differential geometry (see e.g. [Lo¨h06, Proposition
5.3] and [Lee03]) ensures that a smoothing chain map sm∗ : C∗(M)→ Csm∗ (M)
exists such that
1. sm∗(σ) is a single smooth simplex in Ssm∗ (M) for every single simplex
σ ∈ S∗(M);
2. sm∗ restricts to the identity of C
sm
∗ (M);
3. j∗ ◦ sm∗ is homotopic to the identity of C∗(M).
Moreover, it can be easily shown that sm∗ can be constructed in such a way that
sm∗(C∗(N)) ⊂ Csm∗ (N), and that the homotopy between j∗ ◦ sm∗ and the iden-
tity of Csm∗ (M) restricts to a homotopy between the restriction of j∗ ◦ sm∗ and
the identity of Csm∗ (N). As a consequence, H∗(j∗) is an isometric isomorphism
and H∗(sm∗) is its inverse, where we still denote sm∗ : C∗(M,N) → Csm∗ (M,N)
the map induced by sm∗ on relative chains.
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3.4.2 Relative measure homology vs. relative smooth mea-
sure homology
Let (M,N) be a pair of smooth manifolds as above. We say that (M,N) is
good if N is connected and the inclusion of N in M induces an injection on the
fundamental groups, and an isomorphism on higher-dimensional homotopy
groups. Since M admits a triangulation which restricts to a triangulation of N
(see [Mun66, page 108]), if (M,N) is good then it is also a good CW-pair.
Let Csm∗ (M) be the real vector space of Borel measures on S
sm
∗ (M) with com-
pact (with respect to the C1-topology) determination set and finite total varia-
tion. Just as in the case of ordinary measure homology, we define the quotient
Csm∗ (M,N) and the boundary map ∂∗. Then (C
sm
∗ (M,N), ∂∗) is a chain com-
plex.
Definition 3.34. The homology of the chain complex (Csm∗ (M,N), ∂∗) is the
relative smooth measure homology of the pair (M,N), and will be denoted by
Hsm∗ (M,N).
The total variation defines a norm on Csm∗ (M,N), denoted by ‖ · ‖
sm
m , and
similarly to the case of ordinary measure homology, it induces a seminorm on
the relative smooth measure homology group denoted by ‖ · ‖smmh.
Since the inclusion map j∗ : C
sm
∗ (M,N) ↪→ C∗(M,N) is continuous, it defines
via push-forward a chain map jm∗ : C
sm
∗ (M,N) → C∗(M,N) which induces in
turn a homomorphism
H∗(j
m
∗ ) : H
sm
∗ (M,N) −→ H∗(M,N).
In fact, if µ ∈ Csm∗ (M,N), then the measurability of j∗ ensures that the push-
forward of µ via j∗ is a well-defined measure with finite total variation, while
the continuity of j∗ ensures that j
m
∗ (µ) has indeed a compact determination set.
We now would like to show that H∗(jm∗ ) establishes an isometric isomor-
phism between Hsm∗ (M,N) and H∗(M,N). Unfortunately, since we are not
able to prove the measurability of sm∗, it is not possible to define an inverse
map of H∗(jm∗ ) simply by considering the push-forward of sm∗ on measures.
However, let ιsm∗ be the smooth version of the inclusion map introduce in Sub-
section 3.1.3, we consider the following diagram
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Hsm∗ (M,N)
H∗(M,N)
Hsm∗ (M,N)
H∗(M,N)
H∗(j∗) H∗(jm∗ )
H∗(ιsm∗ )
H∗(ι∗)
which is obviously commutative. Notice that the maps H∗(ι∗), H∗(ιsm∗ ) and
H∗(j∗) are isomorphisms (see resp. [Zas98, Han98], Theorem 3.33). Then H∗(jm∗ )
is also an isomorphism. Moreover, if (M,N) is either a good pair of smooth
manifolds or a locally convex pair, respectively by Theorems 3.10 and 3.11 we
have that Hn(ι∗) is an isometry for every n ∈ N and by Theorem 3.33 also
Hn(j∗) is an isometry for every n ∈ N. Since Hn(ιsm∗ ) and Hn(j
m
∗ ) are norm
non-increasing maps (indeed, they are respectively induced by an inclusion
and by a push-forward of an inclusion map), the commutativity of the above
diagram implies that both Hn(ιsm∗ ) and Hn(j
m
∗ ) are isometries for every n ∈ N.
In particular, we have proved the following:
Theorem 3.35. The homomorphisms
Hn(ι
sm
∗ ) : H
sm
n (M,N) −→ H
sm
n (M,N) , Hn(j
m
∗ ) : H
sm
n (M,N) −→ Hn(M,N)
are isomorphisms for every n ∈ N. Moreover, if (M,N) is either a good pair of
smooth manifolds or a locally convex pair isomorphisms are also isometries.
Remark 3.36. For locally convex pairs the fact that H∗(jm∗ ) is an isometry can
be also proved by constructing an explicit inverse. In fact, in this setting the
smoothing chain map in Theorem 3.33 can be replaced by the straightening
map. It can be easily shown that C0-close singular simplices have C1-close
straightenings (here we are referring to the traditional definition of straighten-
ing described in Remark 3.27). Therefore the straightening map is continuous,
whence measurable, and the inverse of H∗(jm∗ ) can be defined simply by con-
sidering the push-forward of the straightening on measures.
3.4.3 (Continuous) bounded cohomology vs. (continu-
ous) bounded smooth cohomology
Let us introduce the notion of (continuous) bounded smooth cohomology based
on smooth singular chains. Let (M,N) be a pair of smooth manifolds such that
N is a smooth embedded submanifold (possibly with boundary) of M.
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Definition 3.37. Let n ∈ N and f : Csmn (M) → R, then the smooth supremum
norm of f is given by
‖ f‖sm∞ = sup
σ∈Ssmn (M)
| f (σ)|.
The module of (continuous) bounded smooth n-cochains on (M,N) is the set
of (continuous with respect to the C1-topology) bounded (with respect to the
smooth supremum norm) maps Csmn (M) → R which are zero on C
sm
n (N). We
denote it by smC
n
b (M,N) (resp. smC
n
cb(M,N)).
Definition 3.38. Let δ∗sm be the usual boundary operator on smooth cochains.
The homology of the complex (smC∗b (M,N), δ
∗
sm) (resp. (smC
∗
cb(M,N), δ
∗
sm)) is
the relative (continuous) bounded smooth cohomology of the pair (M,N), and it is
denoted by smH
∗
b (M,N) (resp. smH
∗
cb(M,N)).
Just as in the case of (continuous) bounded cohomology the smooth supre-
mum norm induces a seminorm on smH
∗
b (M,N) (resp. smH
∗
cb(M,N)), still de-
noted by ‖ · ‖sm∞ .
Moreover, the map j∗ defined in Theorem 3.33 induces the restriction map
j∗b : C
∗
b (M,N) −→ smC
∗
b (M,N)
f 7−→ f|Csm∗ (M)
= f ◦ j∗
which induces in turn a homomorphism between the cohomology groups.
Since the C1-topology is finer than the compact-open topology, j∗b restricts to
a homomorphism j∗cb : C
∗
cb(M,N) −→ smC
∗
cb(M,N). Using the smoothing op-
erator introduced in the proof of Theorem 3.33, it can be readily shown the
following:
Theorem 3.39. The homomorphisms induced by j∗b between the cohomology groups
Hn(j∗b ) : H
n
b (M,N) −→ smH
n
b (M,N)
is an isometric isomorphism for every n ∈ N.
Since the smoothing map is not continuous, it cannot be used to construct
an isometric isomorphism in the continuous case.
Similarly to the case of bounded cohomology, for n ∈ N we define a Kro-
necker product between smooth singular homology and bounded smooth co-
homology
〈·, ·〉sm : smH
n
b (M,N)× H
sm
n (M,N) −→ R.
This product is compatible via j∗ with the ordinary Kronecker product, that is
for every n ∈ N
〈Hn(j∗b )(ϕ), α〉sm = 〈ϕ,Hn(j∗)(α)〉 ϕ ∈ H
n
b (M,N), α ∈ H
sm
n (M,N).
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Moreover, a smooth version of the Duality Principle (see Proposition 3.13) ex-
ists:
Proposition 3.40. For every α ∈ Hsmn (M,N) we have
‖α‖sm1 = sup
{
1
‖ϕ‖sm∞
∣∣∣ ϕ ∈ smHnb (M,N), 〈ϕ, α〉sm = 1} ,
where we understand that sup∅ = 0.
As in the case of ordinary measure homology, a Kronecker product between
smooth measure homology and continuous bounded smooth cohomology can
be defined. Therefore, for every n ∈ N the bilinear pairing
〈·, ·〉sm : smC
n
cb(M,N)× C
sm
n (M,N)→ R, 〈 f , µ〉sm =
∫
Ssmn (M)
f (σ) dµ(σ)
defines a Kronecker product
〈·, ·〉sm : smH
n
cb(M,N)×H
sm
n (M,N) → R
such that
|〈ϕc, α〉sm| ≤ ‖ϕc‖
sm
∞ · ‖α‖
sm
mh ∀ ϕc ∈ smH
n
cb(M,N), ∀ α ∈ H
sm
n (M,N) . (3.3)
This product is compatible via j∗ with the Kronecker product between measure
chains and continuous bounded cochains defined in Subsection 3.2.1, that is for
every n ∈ N
〈Hn(j∗cb)(ψc), α〉sm = 〈ψc,Hn(j
m
∗ )(α)〉 ψc ∈ H
n
cb(M,N), α ∈ H
sm
n (M,N).
Moreover, just as in the case of ordinary measure homology the following
proposition is an immediate consequence of Inequality (3.3) and provides a
weak duality theorem for continuous bounded smooth cohomology and smooth
measure homology.
Proposition 3.41. For every α ∈ Hsmn (M,N) we have
‖α‖smmh ≥ sup
{
1
‖ϕc‖sm∞
∣∣∣ ϕc ∈ smHncb(M,N), 〈ϕc, α〉sm = 1} ,
where we understand that sup∅ = 0.
In the case of (M,N) good CW-pair, the inequality of Proposition 3.41 be-
comes an equality, thus recovering a “full” duality between continuous bounded
smooth cohomology and smooth measure homology.
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3.4.4 The unbounded case
Finally, we can also introduce the module smC
∗
c (M,N) of continuous (with
respect to the C1-topology) smooth cochains on (M,N).
Definition 3.42. Let δ∗sm be the usual boundary operator on smooth cochains.
The homology of the complex (smC∗c (M,N), δ
∗
sm) is the relative continuous smooth
cohomology of (M,N), and it is denoted by smH∗c (M,N).
Just as in the case of ordinary continuous cohomology the smooth supre-
mum norm induces a seminorm on smH
∗
c (M,N), which we still denote by
‖ · ‖sm∞ (certainly, this seminorm may be infinite on some coclasses).
Moreover, we point out that a (possibly unbounded) continuous cochain may
be integrated with respect to a measure, provided that the measure has a com-
pact determination set. Therefore, a Kronecker product between continuous
smooth cohomology and smooth measure homology can be also defined. For
every n ∈ N the bilinear pairing:
〈·, ·〉sm : smC
n
c (M,N)× C
sm
n (M,N) → R, 〈 f , µ〉sm =
∫
Ssmn (M)
f (σ) dµ(σ)
describes a Kronecker product
〈·, ·〉sm : smH
n
c (M,N)×H
sm
n (M,N) → R
such that
|〈φc, α〉sm| ≤ ‖φc‖
sm
∞ · ‖α‖
sm
mh ∀ φc ∈ smH
n
c (M,N), ∀ α ∈ H
sm
n (M,N) .
This pairing will prove useful in Section 4.4.
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4
S IMPL IC IAL VOLUME OF HYPERBOLIC MANIFOLDS
WITH GEODESIC BOUNDARY
After a brief survey on hyperbolic manifolds (Section 4.1), in Section 4.2 we re-
call a celebrated result by Gromov [Gro82] and Thurston [Thu79] which states
that the simplicial volume of a finite-volume hyperbolic n-manifold M with-
out boundary is equal to its Riemannian volume Vol(M) divided by vn, where
vn is the volume of the regular ideal geodesic n-simplex in the hyperbolic
space. In particular, Thurston’s proof is based on the theory of measure ho-
mology (introduced on Chapter 3). However, in order to compute simplicial
volume by means of measure homology, one has to show the existence of an
isometry between singular homology and measure homology. This result was
proved by Lo¨h (Theorem 3.9). In the same way, our extension of Lo¨h’s result
to the relative setting (Theorems 3.10 and 3.11) can be applied in estimating
the simplicial volume of a complete finite-volume hyperbolic n-manifold with
geodesic boundary, n ≥ 3. Let M such a manifold, previous works of Jun-
greis [Jun97] and Kuessner [Kue03], in the compact and the cusped case re-
spectively, proved that the ratio between the Riemannian volume Vol(M) and
the simplicial volume of the natural compactification M of M is strictly less
than vn. In Sections 4.3 and 4.4 we show, by constructing an efficient cycle in
relative measure homology, how the difference between Vol(M)/‖M, ∂M‖ and
vn can be controlled by the ratio between the (n− 1)-dimensional volume of
∂M and the n-dimensional volume of M. As a consequence, we prove that the
inequality given by Jungreis’ and Kuessner’s Theorem is sharp (Theorem 4.11).
4.1 Hyperbolic manifolds
Let us give a brief survey about hyperbolic space and hyperbolic manifolds.
For more details we refer to the books [BP92, Rat94].
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4.1.1 Hyperbolic space
Definition 4.1. Let n ∈ N with n ≥ 2. The hyperbolic space Hn is, up to isome-
try, the only complete, connected, simply connected n-manifold with negative
constant curvature −1.
The hyperbolic space is described in a more concrete way via its models:
the Poincare´, upper half-space, hyperboloid and Klein model. We introduce only the
Poincare´ model, which will prove useful later, as the set Dn = {x ∈ Rn||x| < 1}
endowed with the metric
gx =
4
(1− ‖x‖2)2
geuclx , x ∈ D
n
where geuclx is the Euclidean metric at x.
The hyperbolic space is uniquely geodesic. Indeed, by Hopf-Rinow Theorem,
a geodesic between every pair of points in Hn exists and, since the hyperbolic
space is simply connected and with negative constant curvature, such geodesic
is unique. In particular, in the Poincare´ model complete geodesics are diame-
ters and circular arcs which are perpendicular to the boundary.
Let us define the boundary of the hyperbolic space. Let S be the set of
geodesic half-lines in Hn parametrized by arc length on [0,∞) with the follow-
ing equivalence relation
γ1 ∼ γ2 ⇐⇒ ∃K > 0 : ∀t d(γ1(t),γ2(t)) < K.
Then the boundary at infinity of Hn is given by
∂Hn := S/ ∼ .
Note that a natural bijection between ∂Hn and ∂Dn = Sn−1 ⊂ Rn occurs. More-
over, a topology on H
n
:= Hn ∪ ∂Hn can be defined such that H
n
is a compact-
ification of Hn, and with respect to this topology the above bijection is also a
homeomorphism.
Let a, b ∈ ∂Hn. We say that a geodesic γ : R → Hn joins a and b if [γ|
R−
] = a
and [γ|
R+
] = b or vice versa, and the points a, b are called endpoints of γ. Every
geodesic has exactly two endpoints and for every pair (a, b) of different points
in ∂Hn only one geodesic (up to reparametrization) exists joining a and b.
Definition 4.2. A subset C of H
n
is convex if every geodesic segment in H
n
joining two points of C is entirely contained in C. The convex hull of a subset K
of H
n
is the intersection of all the convex subsets which contain K. Moreover,
for k ≤ n a geodesic k-simplex in H
n
is the convex hull of k+ 1 points, called
vertices.
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From now on, we denote by Sn the set of all geodesic n-simplices in H
n
.
Definition 4.3. An n-simplex of Sn is called ideal if all its vertices lie on ∂Hn
and regular if every permutation of its vertices can be obtained as the restriction
of an isometry of Hn.
We denote by vn the maximum volume of simplices on Sn which is the
volume of a regular and ideal geodesic n-simplex (see [HM81, Pey02]).
4.1.2 Hyperbolic manifolds with (possibly empty) geo-
desic boundary
In the remainder of this chapter every manifold (with or without boundary) is
assumed to be connected and orientable.
Definition 4.4. Let n ∈ N. A Riemannian n-manifold without boundary is
called hyperbolic if it is complete and locally isometric to Hn, therefore with
sectional curvatures equal to −1.
The following theorem provides another characterization of hyperbolic ma-
nifolds without boundary (see e.g. [BP92, Theorem B.1.8]).
Theorem 4.5. Let M be a hyperbolic n-manifold without boundary. Then M is the
quotient of Hn under the action of a discrete torsion-free subgroup of the isometry
group Isom(Hn).
Let M be a finite-volume hyperbolic manifold without boundary and take
e ∈ R. Then M is the union of an e-thick part M[e,∞) and an e-thin part M(0,e].
The former is given by the points x ∈ M such that every loop based at x and
having length at most e is trivial in pi1(M, x); the latter is the closure of the
complement of the e-thick part. The following result describes the thin and the
thick part of M.
Theorem 4.6 (Margulis Lemma). There exists e > 0 depending on M such that
the e-thick part M[e,∞) is compact, and the e-thin part M(0,e] is a disjoint union of
components of the form Σ× [0;∞), with Σ a closed Euclidean (n− 1)-manifold.
Since the only closed orientable surface carrying an Euclidean structure is
the torus T, a finite-volume orientable hyperbolic 3-manifold is the union of a
compact manifold N bounded by tori and a finite number of cusps based on
tori.
In the case of non-empty geodesic boundary the definition of hyperbolic
manifold extends as follows:
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Definition 4.7. A hyperbolic n-manifold with geodesic boundary M is a complete
Riemannian manifold which is locally isometric to a half-space in the hyper-
bolic space Hn.
Moreover, if M is hyperbolic with geodesic boundary we can mirror M with
respect to its boundary getting the double D(M) of M, which is a hyperbolic
manifold without boundary. In fact, since M is complete, also D(M) is. By
Theorem 4.5 the universal cover of D(M) is the hyperbolic space Hn. It follows
that the universal cover M˜ of M can be identified with a convex polyedron of
H
n bounded by a countable number of disjoint geodesic hyperplanes.
From now on we suppose that M is a finite-volume hyperbolic n-manifold
with compact geodesic boundary. Let us apply Margulis Lemma to the double
D(M) of M. Since ∂M is compact, M decomposes as the union of a compact
smooth manifold with boundary N ⊆ M with ∂M ⊆ N and a finite number
of cusps of the form Ti × [0,∞), i = 1, . . . , r, where Ti is a closed Euclidean
(n− 1)-manifold for every i (see e.g. [Koj90, Koj94, Fri06], where also the non-
compact boundary case is considered). Moreover, N can be chosen in such a
way that each cusp Ti × [0,∞) is isometric to the quotient of a closed horoball
in Hn by a parabolic group of isometries.
From now on, up to choosing “deeper” cusps, given e > 0 we may suppose
that the volume of M \ N is at most e, and if this is the case we denote N by
the symbol Me. We also denote by ∂Me the boundary of Me as a topological
manifold and we set int(Me) = Me \ ∂Me. Notice that ∂Me is given by the
union of ∂M and the boundaries of the deleted cusps.
The description of M just given implies that there exists a well-defined piece-
wise smooth nearest point retraction M → Me which maps M \ int(Me) onto
∂Me. Moreover, M admits a natural compactification M which is obtained by
adding a closed Euclidean (n − 1)-manifold for each cusp and is homeomor-
phic to Me.
4.2 The simplicial volume of hyperbolic man-
ifolds
Finite-volume hyperbolic manifolds with (possibly empty) geodesic boundary
have non-null simplicial volume. More precisely, we have already mentioned in
Chapter 1 the following celebrated result by Gromov and Thurston (detailed
proofs can be found in the books [BP92, Rat94] for the closed case, and in
[Fra04, FP10, FM11, Kue07] for the cusped case):
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Theorem 4.8. Let n ∈ N. Suppose M is a finite-volume hyperbolic n-manifold
without boundary. Then,
‖M, ∂M‖ =
Vol(M)
vn
.
In order to show the inequality ‖M, ∂M‖ ≥ Vol(M)/vn, one notices that it
is sufficient to deal with straight fundamental cycles, and that any straight sim-
plex has volume at most vn. On the other hand, Thurston [Thu79] proved the
other inequality by constructing a fundamental measure cycle uniformly dis-
tributed on all positively oriented regular simplices of edgelength L 0. One
says that this cycle is obtained by smearing the regular simplex of edgelength
L. It can be easily shown that, as L tends to ∞, the total variation of this cycle
tends to Vol(M)/vn, which implies that ‖M, ∂M‖ ≤ Vol(M)/vn (here, one uses
the fact that measure homology is isometric to singular homology).
What is more, it turns out that Thurston’s construction is in some sense
unique. In fact, let {ci} be a sequence of alternating, straight cycles represent-
ing the real fundamental homology class of M such that ‖ci‖1 converges to
‖M‖. Let c˜i be the lift of ci to the hyperbolic space (c˜i is an infinite locally finite
chain). As usual, we may consider each c˜i as a measure on the set of straight
simplices of H
n
. Then, for n ≥ 3, Jungreis [Jun97] proved that {c˜i} converges
in the weak∗ topology to the measure obtained by smearing the regular ideal
simplex. This readily implies that a fundamental cycle for the double D(M)
of M whose L1-norm is close to ‖D(M)‖ cannot be obtained by doubling a
fundamental cycle for M. As a consequence, Jungreis proved the following:
Theorem 4.9. Let n ≥ 3. Let M be a compact hyperbolic n-manifold with non-empty
geodesic boundary. Then ‖M, ∂M‖ > 0 and
Vol(M)
‖M, ∂M‖
< vn.
In the cusped case the same result was proved by Kuessner [Kue03].
For n = 2, Jungreis’ proof does not work. The classification of all possible
limits for the surface is, as far as we know, still an open problem.
For n ≥ 3, we are now interested in estimating the difference between
Vol(M)/‖M, ∂M‖ and vn in terms of the ratio between the (n− 1)-dimensional
volume of ∂M and the n-dimensional volume of M. More precisely, we prove
the following:
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Theorem 4.10. Let η > 0. Then there exists k > 0 depending only on η and n such
that the following result holds: if M is a finite-volume hyperbolic n-manifold with
non-empty compact geodesic boundary such that
Vol(∂M)
Vol(M)
≤ k,
then
Vol(M)
‖M, ∂M‖
≥ vn − η.
It can be easily shown that for every n ≥ 3 there exist compact hyperbolic
n-manifolds with non-empty disconnected geodesic boundary (see for exam-
ple [GPS88, Example 2.8.C]). Let M be one such manifold, choose one con-
nected component B0 of ∂M and let M
′ be the manifold obtained by mirroring
M along ∂M \ B0, so ∂M′ is isometric to two copies of B0. For i ≥ 1, we induc-
tively construct Mi by setting M1 = M
′ and defining Mi+1 as the manifold ob-
tained by isometrically gluing one component of ∂Mi to one component of ∂M1.
It is readily seen that Mi is a compact hyperbolic n-manifold with non-empty
geodesic boundary such that Vol(Mi) = 2iVol(M) and Vol(∂Mi) = 2Vol(B0).
We have therefore limi→∞ Vol(∂Mi)/Vol(Mi) = 0. Together with Theorem 4.10,
this readily implies the following:
Theorem 4.11. For every η > 0, a compact hyperbolic n-manifold M with non-empty
geodesic boundary exists such that
vn − η ≤
Vol(M)
‖M, ∂M‖
< vn.
The main tool we use in the proof of Theorem 4.10 is the relative version of
the smearing construction introduced by Thurston [Thu79]. To this aim, we
will use the fact that relative measure homology and relative singular homol-
ogy are isometric for locally convex pairs of metric spaces (see Theorems 3.11
and 3.35).
4.3 Preliminary construction
Let n ≥ 3. In the remainder of the chapter by hyperbolic n-manifold we will
mean a connected, oriented, finite-volume hyperbolic n-manifold with compact
(possibly empty) geodesic boundary.
Let M be a hyperbolic n-manifold and let pi : M˜ → M be the universal cov-
ering of M. We can develop M˜ in Hn as a convex polyhedron of Hn bounded
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by a countable number of disjoint geodesic hyperplanes, just as described in
Subsection 4.1.2. The group of the automorphisms of the covering pi : M˜ → M
can be identified in a natural way with a discrete torsion-free subgroup Γ of
Isom+(M˜) < Isom+(Hn) such that M ∼= M˜/Γ. Also recall that there exists an
isomorphism pi1(M) ∼= Γ, which is canonical up to conjugacy. With a slight
abuse, from now on we refer to Γ as to the fundamental group of M.
The covering pi : M˜ → M extends to a covering Hn → Hn/Γ = M̂, which
will still be denoted by pi. Since M̂ is the quotient of Hn by a discrete torsion-
free group of isometries of Hn, it is a complete (infinite volume) hyperbolic
manifold without boundary. The inclusion M˜ ↪→ Hn induces an isometric
inclusion M ↪→ M̂ which realizes M as the convex core of M̂ (see e.g. [Fri06]).
Therefore, a well-defined piecewise smooth nearest point retraction of M̂ onto
M exists, which maps M̂ \ int(M) onto ∂M.
Let Me be as at the end of Subsection 4.1.2 and ext(Me) = M̂ \ int(Me).
If e is sufficiently small, by composing the retractions M̂ → M, M → Me
mentioned above, we get a retraction p : M̂ → Me such that p(ext(Me)) ⊆
∂Me. Such a map is piecewise smooth and induces a homotopy equivalence
of pairs p : (M̂, ext(Me)) → (Me, ∂Me). Its inverse is the inclusion map φ :
(Me, ∂Me)→ (M̂, ext(Me)).
Since M retracts to Me via a homotopy equivalence, the set M˜e = pi−1(Me)⊆
M˜ is simply connected, and provides therefore the Riemannian universal cov-
ering of Me. If ext(M˜e) = Hn \ int(M˜e), then by construction ext(M˜e) is a
Γ-invariant disjoint union of closed half-spaces and closed horoballs. In partic-
ular, every component of ext(M˜e) is convex. It follows that (M̂, ext(Me)) is a
locally convex pair (see Definition 3.20).
From now on, for Y ⊂ M̂ (resp. Hn) and L ≥ 0 we denote by NL(Y) the
closed L-neighbourhood of Y in M̂ (resp. Hn).
4.3.1 Haar measure
From now on, we denote by G the group Isom+(Hn) of orientation-preserving
isometries of Hn, endowed with the C1-topology. Notice that the C1-topology
coincides with the compact-open topology on G (for a detailed proof see [Lo¨h05,
Section 5.2]) and, moreover, it is compatible with the usual structure of Lie
group on G.
Proposition 4.12 ([BP92, Rat94]). The group G is locally compact and unimodular.
Moreover, the Haar measure µG on G can be normalized in such a way that the follow-
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ing condition holds: for every basepoint x0 ∈ Hn and every Borel set R ⊆ Hn, the
Haar measure µG(GR) of the Borel set
GR = {g ∈ G | g(x0) ∈ R}
is equal to the hyperbolic volume of R.
Let us fix a Haar measure µG on G satisfying the normalization condition
described in Proposition 4.12. The group Γ acts properly discontinuously on G
via left translations as a group of measure-preserving diffeomorphisms, there-
fore, if W is a Borel subset of Γ\G, we define
µΓ\G(W) = µG(W˜),
where W˜ ⊆ G is any Borel set which projects bijectively ontoW. Note that this
definition of µΓ\G(W) does not depend on the choice of W˜, and that µΓ\G is in
fact a regular right invariant measure on Γ\G. The following lemma will prove
useful later:
Lemma 4.13. Let A ⊆ M̂ be a Borel subset, fix a basepoint x ∈ Hn and let
T = {g ∈ G |pi(g(x)) ∈ A}.
Then T is a Borel subset of G such that γ · T = T for every γ ∈ Γ and µΓ\G(Γ\T) =
Vol(A), where Vol denotes the measure induced by the hyperbolic volume form of M̂.
Proof. Since the map fx : G → M̂ defined by fx(g) = pi(g(x)) is continuous,
if A is Borel then T = f−1x (A) is Borel and Γ-invariant. Moreover, if D ⊆
H
n is a Borel set of representatives for the action of Γ on Hn, then the set
T′ = {g ∈ G | g(x) ∈ D ∩ pi−1(A)} is a Borel set of representatives for the
left action of Γ on T. We have therefore µΓ\G(Γ\T) = µG(T
′). On the other
hand the restriction pi|D : D → M̂ is measure-preserving, which implies that
Vol(A) = Vol(D ∩ pi−1(A)) = µG(T
′), where the last equality is due to the
chosen normalization of µG.
4.4 Proof of Theorem 4.10
Since we will integrate differential forms, the set of smooth simplices endowed
with the C1-topology is considered (notice that for this purpose the compact-
open topology is too coarse). For this reason, we will restrict to the context of
smooth singular homology and smooth measure homology (see resp. Subsec-
tions 3.4.1 and 3.4.2).
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Our approach to the proof of Theorem 4.10 consists in providing a rela-
tive fundamental measure cycle on the pair (M̂, ext(Me)) via a relative ver-
sion of the smearing construction. Let us denote by [M̂e, ext(Me)]smmh the gen-
erator of Hsmn (M̂, ext(Me)) defined as the image of the fundamental class in
Hn(Me, ∂Me) via the following homomorphisms:
Hn(Me, ∂Me) Hsmn (M̂, ext(Me)) H
sm
n (M̂, ext(Me))
Hn(sm∗◦φ∗) Hn(ι
sm
∗ )
where φ∗ is the map induced by the inclusion φ : (Me, ∂Me) ↪→ (M̂, ext(Me)),
sm∗ is the smoothing operator introduced in the proof of Theorem 3.33, and ι
sm
∗
is the inclusion between smooth singular chains and smooth measure chains
defined in Subsection 3.4.2.
Proposition 4.14. ‖M, ∂M‖ = ‖[M̂, ext(M)]smmh‖
sm
mh
Proof. By construction the pair (M, ∂M) is diffeomorphic to (Me, ∂Me). More-
over, since φ is a homotopy equivalence of pairs, Hn(φ∗) is an isometric isomor-
phism, and Theorems 3.33 and 3.35 respectively guarantee that also Hn(sm∗)
and Hn(ιsm∗ ) are isometric isomorphisms, whence the conclusion.
4.4.1 The relative measure cycle
Let L > 0 be fixed, and let q+0 , . . . , q
+
n ∈ H
n be the vertices of a fixed regular
straight simplex with edgelength L such that the embedding τ+L = [q
+
0 , . . . , q
+
n ]
of the standard simplex in Hn is orientation-preserving. We also fix g− an
orientation-reversing isometry of Hn and set q−i = g−(q
+
i ), τ
−
L = [q
−
0 , . . . , q
−
n ] =
g− ◦ τ
+
L . For later purposes we insist that, as L tends to infinity, the vertices of
τ±L converge to the ideal vertices of a geodesic ideal regular simplex:
Lemma 4.15. We can choose the simplex τ+L , L > 0 in such a way that for every
i = 0, . . . , n we have limL→∞(q
+
i )
L = (q+i )
∞ ∈ ∂Hn, where (q+0 )
∞, . . . ,(q+n )
∞ are
the ideal vertices of a geodesic ideal regular positively-oriented n-simplex.
Proof. Via an orientation-preserving identification of Hn with the Poincare´ disk
model of hyperbolic space, the ideal boundary ∂Hn is canonically identified
with the unit sphere Sn−1 (see Subsection 4.1.1). If (q+0 )
∞, . . . , (q+n )
∞ ∈ Sn−1
are the vertices of a positively-oriented regular Euclidean n-simplex inscribed
in Sn−1, then the hyperbolic convex hull of the q∞i ’s is in fact a regular ideal
positively-oriented geodesic simplex with vertices (q+0 )
∞, . . . , (q+n )
∞. Let αi be
the geodesic ray which starts at the origin O of the Poincare´ disk model and is
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asymptotic to (q+i )
∞, i = 0, . . . , n. For every r > 0 let pri be the point on αi at
distance r from O. It can be easily shown that the straight simplex [pr0, . . . , p
r
n]
(see Subsection 3.3.4) is a regular simplex of edgelength `(r), where ` : (0,∞)→
(0,∞) is increasing and bijective. The conclusion follows by setting (q+i )
L =
p
`−1(L)
i .
From now on we set VL = Vol(τ
±
L ). By the above lemma and the continuity
of volume with respect to vertices (see [Rat94]), we get
lim
L→∞
VL = vn. (4.1)
Let Ssmn (M̂) be the set of smooth n-simplices in M̂ endowed with the C
1-
topology. We now define the smearing smear(τ±L ) of τ
±
L , as the push-forward
of µΓ\G via the continuous map
Fτ±L
: Γ\G −→ Ssmn (M̂)
[g] 7−→ pi ◦ g ◦ τ±L .
Since G is endowed with the C1-topology, the continuity of Fτ±L
is consequence
of [Fri11, Lemma A.5]. The smearing of τ±L is a measure on S
sm
n (M̂) with
non-compact determination set and infinite total variation. Therefore, in order
to construct a relative measure cycle in Csmn (M̂, ext(Me)), for every Borel set
A ⊆ Ssmn (M̂) we define the measure
µL,e(A) =
1
2
[
smear(τ+L )
(
A ∩ S0n (NL(Me))
)
− smear(τ−L )
(
A ∩ S0n (NL(Me))
)]
where S0n(NL(Me)) = {σ ∈ S
sm
n (M̂) | σ is straight, σ(e0) ∈ NL(Me)}.
The proofs of the next two propositions require the introduction of the fol-
lowing Borel subset of Γ\G:
Γ\H±L,e = {[g] ∈ Γ\G | pi(g(q
±
0 )) ∈ NL(Me)}.
It can be easily deduced that F−1
τ±L
(S0n(NL(Me))) = Γ\H
±
L,e.
Proposition 4.16. The signed measure µL,e has compact determination set and finite
total variation. In particular, we have that
‖µL,e‖
sm
m = Vol(NL(Me)) < ∞.
Proof. By definition, the set WL of all the regular straight simplices of edge-
length L, whose first vertex is in NL(Me), is a determination set for µL,e. An
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easy application of the Ascoli-Arzela` Theorem implies that WL is a compact
subset of Ssmn (M̂) from which it follows that µL,e has a compact determination
set.
Moreover, by Equation (3.1) and by Lemma 4.13, we get
‖µL,e‖
sm
m =
1
2
(∣∣smear(τ+L ) (S0n (NL(Me)))∣∣+ ∣∣smear(τ−L ) (S0n (NL(Me)))∣∣)
=
1
2
(∣∣∣µΓ\G(Γ\H+L,e)∣∣∣+ ∣∣∣µΓ\G(Γ\H−L,e)∣∣∣)
= Vol(NL(Me)).
Proposition 4.17. We have ∂nµL,e ∈ C
sm
n−1(ext(Me)). It follows that µL,e is a relative
measure n-cycle in Csm∗ (M̂, ext(Me)).
Proof. Let A ⊆ Ssmn−1(M̂) be a Borel set such that for every ν ∈ A :
Im(ν) ∩ int(Me) 6= ∅.
By definition (see Section 3.1) ∂nµL,e = ∑
n
j=0(−1)
jµ
j
L,e, where µ
j
L,e is the push-
forward of µL,e via the boundary map dj : S
sm
n (M̂) → S
sm
n−1(M̂) which asso-
ciates to each simplex its j-th face. Therefore, we are left to prove that
µΓ\G
(
F−1
τ+L
(d−1j A) ∩ Γ\H
+
L,e
)
= µΓ\G
(
F−1
τ−L
(d−1j A) ∩ Γ\H
−
L,e
)
for every j = 0, . . . , n. Let us suppose j = n, the other cases being simi-
lar. If sn ∈ Isom
−(Hn) is the reflection with respect to the hyperbolic hy-
perplane containing dnτ
−
L , then F
−1
τ−L
(d−1n A) = F
−1
τ+L
(d−1n A) · (sn ◦ g−). Since
Im(ν)∩ int(Me) 6= ∅ for every ν ∈ A, we can deduce that F
−1
τ±L
(d−1n A) ⊆ Γ\H
±
L,e.
Hence the right invariance of µΓ\G leads to the conclusion.
4.4.2 The volume form
We have shown that [µL,e] ∈ H
sm
n (M̂, ext(Me)). Now, in order to compute the
proportionality factor between [µL,e] and [M̂, ext(Me)]
sm
mh, we define a volume
coclass of M̂.
We fix an orientation on M̂ (whence on Me) by requiring that the fixed cov-
ering pi : Hn → M̂ is orientation-preserving, and we denote by ω the volume
differential form on M̂. Since the retraction p : M̂ → Me, defined in Subsec-
tion 4.3, is piecewise smooth, it makes sense to integrate ω over the projection
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of a simplex in Ssmn (M̂). Therefore we define ΩM̂ : C
sm
n (M̂) → R as the linear
extension of the map
Ssmn (M̂) −→ R
σ 7−→
∫
p(σ)ω.
If c ∈ Csmn (M̂) is a boundary of a smooth (n + 1)-chain, then p∗(c) is the
boundary of a piecewise smooth (n+ 1)-chain and as a consequence of Stokes’
Theorem we have ΩM̂(c) = 0. This proves that δΩM̂ = 0, i.e. that ΩM̂ is an
absolute cocycle. Moreover, if Im(σ) ⊆ ext(Me) then Im(p(σ)) ⊆ ∂Me and
ΩM̂(σ) = 0. It follows that the cochain ΩM̂ vanishes on C
sm
n (ext(Me)), i.e. that
ΩM̂ is in fact a relative cocycle, and defines therefore a cohomology class [ΩM̂] ∈
smH
n(M̂, ext(Me)). Since we consider the C1-topology on the set of simplices,
ΩM̂ is continuous and hence [ΩM̂] ∈ smH
n
c (M̂, ext(Me)).
4.4.3 Conclusion of the proof
Let us estimate the proportionality constant between [µL,e] and [M̂, ext(Me)]
sm
mh
in Hsmn (M̂, ext(Me)). To this aim, we recall from Subsection 3.4.4 that a well-
defined Kronecker product between continuous smooth cochains and smooth
measure chains exists such that:
〈[ f ], [α]〉sm =
∫
α
f =
∫
Ssmn (M̂)
f (σ)dα(σ)
for every [ f ] ∈ smHnc (M̂, ext(Me)), [α] ∈ H
sm
n (M̂, ext(Me)). When f = ΩM̂ and
α = µL,e we get
〈[ΩM̂], [µL,e]〉sm =
∫
µL,e
ΩM̂ =
∫
S0n(NL(Me))
(∫
p(σ)
ω
)
dµL,e(σ).
This integration is a generalization of the integration over smooth simplices. In
fact, if c is a smooth chain and ism∗ (c) is the corresponding linear combination
of atomic measures, we easily have:∫
ismn (c)
ΩM̂ =
∫
c
ΩM̂. (4.2)
Proposition 4.18. We have
[µL,e] =
∫
µL,e
ΩM̂
Vol(Me)
[M̂, ext(Me)]
sm
mh. (4.3)
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Proof. Since Hsmn (M̂, ext(Me))
∼= Hn(Me, ∂Me) is 1-dimensional, it is sufficient
to show that
〈[ΩM̂], [M̂, ext(Me)]
sm
mh〉sm = Vol (Me) .
Now, if σ : ∆n → Me is a positively oriented smooth embedding, then the very
definitions imply that ΩM̂(φn(σ)) equals the hyperbolic volume of Im(σ). We
may now represent the fundamental class [Me, ∂Me]R ∈ Hn(Me, ∂Me) by a
finite sum of positively oriented embeddings σi : ∆n → Ti, i ∈ I, where {Ti}i∈I
is a finite smooth triangulation of Me. Thus,
ΩM̂
(
φn
(
∑
i∈I
σi
))
= ∑
i∈I
Vol(Ti) = Vol (Me) .
Since ιsmn (φn (∑i∈I σi)) is a representative of [M̂, ext(Me)]
sm
mh, by Equation (4.2)
we get
〈[ΩM̂], [M̂, ext(Me)]
sm
mh〉sm =
∫
ιsmn (φn(∑i∈I σi))
ΩM̂ =
∫
φn(∑i∈I σi)
ΩM̂ = Vol(Me)
as desired.
Proposition 4.19. We have∫
µL,e
ΩM̂ ≥ VL ·Vol(Me\NL(∂Me)).
Proof. By definition we get∫
µL,e
ΩM̂ =
1
2
[ ∫
smeare(τ
+
L )
ΩM̂ −
∫
smeare(τ
−
L )
ΩM̂
]
,
where smeare(τ
±
L )(A) = smear(τ
±
L )(A ∩ S
0
n(NL(Me)) for every Borel set A ⊂
Ssmn (M̂). Let us estimate the first term. Let us denote by S
0
n(Me\NL(∂Me)) =
{σ ∈ Ssmn (M̂) | σ straight , σ(e0) ∈ Me\NL(∂Me)}. Notice that, since τ
+
L is
positively oriented, we have
∫
p(σ)ω ≥ 0 for every simplex σ on the support of
smeare(τ
+
L ). Therefore,∫
smeare(τ
+
L )
ΩM̂ =
∫
S0n(NL(Me))
(∫
p(σ)
ω
)
d smear(τ+L )(σ)
≥
∫
S0n(Me\NL(∂Me))
(∫
p(σ)
ω
)
d smear(τ+L )(σ).
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Moreover, if σ ∈ S0n(Me\NL(∂Me)), then p ◦ σ = σ, and
∫
p(σ)ω = VL, therefore∫
smeare(τ
+
L )
ΩM̂ ≥
∫
S0n(Me\NL(∂Me))
VL d smear(τ
+
L )(σ)
= VL · µΓ\G(F
−1
τ+L
(S0n(Me\NL(∂Me))))
= VL ·Vol(Me\NL(∂Me))
where the last equality follows by Lemma 4.13. A similar computation shows
that ∫
smeare(τ
−
L )
ΩM̂ ≤ −VL · Vol(Me\NL(∂Me)),
whence the conclusion.
Corollary 4.20. We have
Vol(M)
‖M, ∂M‖
≥
Vol(Me\NL(∂Me))
Vol(NL(Me))
·VL. (4.4)
Proof. By Proposition 4.14 we get ‖M, ∂M‖ = ‖[M̂, ext(M)]smmh‖
sm
mh. Therefore,
Equation (4.3), Propositions 4.16 and 4.19 give
‖M, ∂M‖ =
∣∣∣∣∣Vol(Me)∫
µL,e
ΩM̂
∣∣∣∣∣ · ‖µL,e‖smm ≤ Vol(Me) ·Vol(NL(Me))VL ·Vol(Me\NL(∂Me)) .
Since Vol(M) ≥ Vol(Me), the conclusion follows.
Finally, we need some estimates on the volume of L-neighbourhoods of
geodesic hypersurfaces in hyperbolic manifolds. Let g(t) = 2
∫ L
0 cosh
n−1(t)dt,
for t ≥ 0. An easy computation (see e.g. [Bas94]) shows that if A is an em-
bedded totally geodesic hypersurface in a hyperbolic n-manifold X, then the
n-dimensional volume of any embedded tubular t-neighbourhood of A in X is
given by g(t) ·Vol(A).
Lemma 4.21. For every L > 0 we have
lim
e→0
Vol(NL(∂Me)) ≤ g(L) ·Vol(∂M).
Proof. Recall that ∂Me = ∂M ∪ Te, where Te is the union of the boundaries of
the deleted cusps. Therefore NL(∂Me) = NL(∂M)∪NL(Te) and it is easily seen
that lime→0Vol(NL(Te)) = 0 whence lime→0Vol(NL(∂Me)) = Vol(NL(∂M)).
Let now B be a connected component of ∂M and let X → M̂ be the Rie-
mannian covering associated to the image of pi1(B) into pi1(M). Then X is
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diffeomorphic to B× (−∞,+∞) and contains a totally geodesic hypersurface
B × {0} isometric to B. The L-neighbourhood of B × {0} in X is embedded
and has therefore volume g(L) · Vol(B). Since the projection X → M̂ is a lo-
cal isometry and maps (possibly not injectively) such a neighbourhood onto
NL(B) ⊆ M̂, it follows that Vol(NL(B)) ≤ g(L) · Vol(B). If B1, . . . , Bk are the
components of ∂M we then have
Vol(NL(∂M)) ≤
k
∑
i=1
Vol(NL(Bi)) ≤ g(L)
(
k
∑
i=1
Vol(Bi)
)
= g(L) · Vol(∂M),
whence the conclusion.
Let us put the estimate of Lemma 4.21 into Inequality (4.4). We get
Vol(Me \ NL(∂Me)) ≥ Vol(Me)−Vol(NL(∂Me)),
hence since lime→0Vol(Me) = Vol(M) we have
lim
e→0
Vol(Me \ NL(∂Me)) ≥ Vol(M)− g(L) ·Vol(∂M).
In the same way we get lime→0Vol(NL(Me)) ≤ Vol(M)+ g(L) ·Vol(∂M). There-
fore, if r = Vol(∂M)/Vol(M), then passing to the limit in the right hand side
of (4.4) we obtain
Vol(M)
‖M, ∂M‖
≥
1− r · g(L)
1+ r · g(L)
·VL. (4.5)
Let now η < vn be given. By Equation (4.1) there exists L1 (only depending
on n and η) such that VL1 > vn − η/2. Since limr→0(1 − r · g(L1))/(1 + r ·
g(L1)) = 1, there exists k > 0 (only depending on L1, that is on n and η)
such that (1− r · g(L1))/(1+ r · g(L1)) > (vn − η)/(vn − η/2) for every r ≤ k.
Inequality (4.5) with L = L1 now shows that if r = Vol(∂M)/Vol(M) ≤ k then
Vol(M)
||M, ∂M||
≥
vn − η
vn − η/2
(vn − η/2) = vn − η.
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