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ABSTRACT 
Explicit formulas are derived for the coefficients c, and di in the expression for 
the power of an n X n matrix A via its first n - 1 powers, 
A” = c,E + c,A + c,A2 + ... +c,_~A”-‘, 
and via its first n - 1 A[‘], the so-called skew powers of the matrix 
A” = d,E + d,A[” + d,A[“] + ... +d,_lA’“]-‘. 
A 
These formulas are used for obtaining explicit formulas of the same two types for f(A) 
where f is a given analytic function in one variable. 
1. INTRODUCTION 
If A is a matrix of order n, it is well known that its mth power can be 
expressed as a linear combination of the identity E and the first n - 1 
powers of A: 
A”” = c,E + c,A + c,A’ + e-0 +c,_,A”-l. 
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Here m is an arbitrary positive integer and c,,, ci, . . , c, _, are constants 
(depending, of course, on A and m). In this paper we find explicit formulas 
for the coefficients cO, cl, . . , c, _ 1 in terms of coefficients of the characteris- 
tic polynomial of A. This problem was suggested to one of the authors by the 
late Professor A. M. Lopshits, who also introduced the concept of a “skew 
power of a matrix” [l, p. 3421. Th is concept arises in a natural way when 
deriving these formulas and leads to another formula 
A” = k P,,,_iA[‘l, 
i = 0 
where ALi1 is the ith skew power of the matrix A. (Theorem 3). 
Of course, the two formulas presented above allow one to obtain the 
similar formulas for an analytic function of a matrix f(A) (Theorem 5). 
Although our main objective is deriving explicit formulas for A” and f(A), 
in the last section of the paper we present a computational algorithm for 
finding f(A). In th’ g ‘th is al on m we use a recurrence equation rather than 
explicit formulas. However, our algorithm is slightly different from the 
algorithms described in [3] and [4] for the special case eA, since using skew 
powers of the matrix A allows one to avoid calculating n series and calculate 
only one series instead. 
The key result of the paper is expressions for a general solution of a 
recurrence equation with constant coefficients in terms of coefficients of its 
characteristic equation (Theorems 1 and 2), rather than in terms of the roots 
of the equation as is customary (see, for instance, [2]). 
2. SOLUTION OF RECURRENCE EQUATIONS WITH CONSTANT 
COEFFICIENTS IN A GENERAL CASE 
Let 
I,, = &i&_, + E21nL_2 + **. +&,,I,,-,, (I) 
where ci are given elements of a commutative ring K and where Ij are 
elements of a module over K, be a recurrent equation for a sequence Ii. To 
write a solution of the equation (1) in a desired form we introduce the 
following functions: 
c 
(A, + A, + -.* +A,)! 
A,!A,! . . . A,! ‘+2”* *-* Q> (2) 
h,+2A,+ .‘. +nri,=t 
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where t = 0, 1,2, . . and Ai run over nonnegative integers, and where 
4t = 0 vt < 0. (3) 
REMARK 1. The function qt (t z 0) appear naturally as homogeneous 
polynomials of degree dg t in the series 
& El + Ee + *-* +qJk = 5 qt, (4) 
k=O t= -02 
where dg &i = i 
EXAMPLES. For n = 1 we have 
qo = 1, 41 = El' q2 = EF,..., qk = &.. . 
For n = 2, 
qo = 1, 41 = El? 9.2 = 81” + E2> q3 = &1” + 2&I&Z, 
q4 = &1” + 3&f&, + E;, q5 = &: + 4&,3&g + 3&i&,, . . . 
For n = 3 we have 
qo = 1, 91 = El> q2 = 81” + E2 > q3 = &1” + 2&l&Q + & 3> 
q4 = &; + 36; + &2” + 2&l&S, 
q5 = &: + 4E,3&, + 3&,2E, + 34&, + 2E2Eg,. . . . 
PROPOSITION 1. The identity 
qt = E1qt-l + Ezqt-2 + *-* +%qt-n> t = 1,2,..., (5) 
holds, i.e., the functions q1 are a particular solution of the equation (1) 
satisfying the initial conditions q. = 1, qi = 0 Vi < 0. 
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PTOOJ? Collecting coefficients of E~IE,$ .** &,I\” in the right-hand side, 
we obtain 
n A{(/& + A, + -*- +A,, - l)! 
c 
i=l 
A,!&! e-0 A,,! 
(A, + A, + ... +A,k - l)! 
zz 
A,!A,! +a. A,! 
(A, + A, + a.. + A,) 
(A, + A, + ... +A,)! 
A,!A,! ... A,,! 
The identity (5) is proved. 
REMARK 2. The numbers 9t for the given equation 
Xn - &&-I - &&-2 - . . . -Eo = 0 (6) 
are often used in the theory of representations of the symmetric group S,, 
where they are defined as the following functions of the roots pr, ps, . . , p,, 
of the equation (6) (see for example [5]): 
9t = c ILLI Pi, a.3 pi,. (7) 
i,gi,< ... <i, 
It is easy to see that the formulas (2) and (7) define the same numbers 9t 
because the numbers defined by the formula (7) also satisfy the equation (5) 
with the same initial conditions. The use of the functions 9t in the form (2), 
as far as we know, is new. 
REMARK 3. The identity (5) can be also proved using the series (41, 
which underlines the analogy between the functions qt and the polynomials 
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(a, + a2 + -** +a,J where deg ai = 1: 
+” cc 
t=? qt = l + c (El + E2 + ... +6,)f CD t=1 
= 1 + (El + &2 + ..* +qJ 5 (81 + 82 + ... +EJ 
I=0 
m 
= 1 + (El + E2 + .** +&,) c qt. 
t= -cc 
Comparing the “homogeneous” polynomials in the left-hand and right-hand 
sides of the last identity, we arrive at (5). 
THEOREM 1. Zf I,, I,, . , I, _ 1 are given, the solution of the equation 
(1) is 
‘m = k kEi’lr-n-i+jzn-jJ m = n, n + 1, n + 2, . . . (8) 
j=l i=j 
Proof. If n = m, the formula (8) holds due to the recurrence relation 
(1). Assume that (8) is true for m = M, and prove that it is also true for 
m = M + 1. If the initial conditions are 
Z,,Z,,...,Z” (9) 
rather than 
I,, I,, I,, . > z,-1> 
then, by the assumption of induction, 
n n 
Z Mtl = c c”iqM-n-i+j’n+I-j’ 
j=l i=j 
The identity (11) can be rewritten as 
(10) 
(11) 
Z Mt 1 = 2 2 EiqM-n-i+jzn+l-j ’ t EiqM+l-npizn’ 
j=z i=j i=l 
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Substituting the expressions from (11, (5) into the second term and changing 
the index of summation to J = j - 1, we obtain 
n-l ” 
1 M+l = C C Ei4M+1-n-i+Jrn-J + 4&4+1-n it &JIn-] 
]=l i=]fl ]=l 
= Yi 5 EiqM+l-n-i+jzn-]. 
]=l i=] 
The theorem is proved. n 
Using the formula (81, we can derive another formula for I,. Let 
‘PI = 1, - .?lz,_, - &cJIk_z - -‘- -&k&, k = 0, 1,2,. . . , n - 1,. . 
It is obvious that, generally speaking, ZtkJ it 0 for k = 0, 1,2, . . , n - 1. The 
remaining ztk] = 0 according to (1). 
THEOREM 2. The general solution of the equation (1) can be written as 
n-1 
L = c %-J[ip m = 0,1,2 ,... . (12) 
i=O 
Proof. First we prove (12) for m = n, n + 1,. . . Using (51, we can 
rewrite (8) as 
I, = 5 qm-n-j - ~&&_i+j I,_j 
j=l ( i=l I 
Collecting the terms q,,, _ t in the last expression, we obtain 
n-1 
I, = C qm-t It - t: &ilt-i > 
t=o i i=l I 
i.e. (12). 
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Now we prove (12) for m = 0, 1, . . , n - 1. We can rewrite (12) as 
n-l 
zm = C qm-i Ii - i &tZi-t 
i t=1 I 
n-1 
i=O 
= ,Fo 4m-i - tFl 9t&m-i-t ‘2, 
i 
m-i-l 
I 
In the last expression the terms with i < m vanish because qj = 0 if j < 0. 
The terms with i > m also vanish due to (5). For i = m we obtain the 
identity I,,, = Z,. This completes the proof. n 
3. FORMULAS FOR POWERS OF MATRICES 
As is well known, the powers of an 
recurrence relation: 
n X n matrix A satisfy the following 
A” = a,A”-’ _ u2A”-2 + . . . +( _l)“-lunAn’-“, m = n,n + l,..., 
(13) 
which follows from the Cayley-Hamilton equation 
A” - o,A”-l + u,A”-~ + a.0 +( -l)"u%E = 0. (14) 
Here oi are the coefficients of the characteristic polynomial of the matrix A. 
Introduce the following functions: 
P,(~,,~,,...,qJ = c (_ 1)A9+A4+ “’ +A[,/,] 
A,+zh,+ “’ +nA”=t 
X 
(A, + A, + ..* +A,)! 
A,!h,! . . . A,! af’u~Z *** U”? (15) 
It is easy to check that 
P,((Tr, cr2 ,...) ai )..., o”) =qt(‘T1, -a, )...) (-1)“~‘0; ,..., ( -l)“-hn). 
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Following A. M. Lopshits, we define the skew power A[“‘] of a matrix A as 
A[‘“] = A’” - alA’“-’ + . . . +( -l)“‘-‘a;,_,A + (-l)“‘,, 
m=O,l,..., n-l. (16) 
The next statement follows from Theorems 1 and 2. 
THEOREM 3. The following formulas expressing an arbitrary pow,er of an 
n x n matrix A in terms of its first n - 1 powers and its skew powers are 
true: 
A”’ = t 2 ( - l)i-la,P,,,_i_~+iA”i, m=n,n+l , . . / (17) 
j=l i=j 
n-l 
A”’ = c P,,_iA’il, 
i = 0 
m = 0,1,2 ,... (18) 
In fact, from Theorems 1 and 2 we can derive the following more general 
THEOREM 4. Let 
p(x) = xs - EIXY-l - EZxS-Z - . . . -6, 
be a polynomial such that p(A) = 0 ( in a special case p(x) is the minimal 
polynomial of the matrix A). Then the followingJ;xmulas hold: 
A”’ = i iEjq,_i_,+jrl’-j, m=s,s+l > . > (19) 
j=l i=j 
s- 1 
A"" = c qrn_Aci), 
i=o 
m = 0,1,2 ,..., (20) 
where qt are defined by the formula (2) with n replaced by s, and 
A”’ = A’ _ E1k-1 _ . . . -Ei_lAl _ F,I 
2 ) 
i = 1,2 ,..., s - 1. 
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4. FORMULAS FOR FUNCTIONS OF MATRICES 
Let a function f(x) be the sum of a series 
f(x) = E a,x’. 
i = 0 
Then, by definition, 
f(A) = F a,A'. 
i=O 
(21) 
(22) 
THEOREM 5. Theformdas 
f(A) = : : &,( (23) 
j=l nl= 0 i =j 
(24) 
express a function of matm’x A in terms of its first n - 1 powers and its first 
n - 1 skew: powers. 
Proof. Substituting (17) and (18) into (22) and taking into account that 
qk = Pk = 0 fork < 0, we arrive at (23) and (24). n 
REMARK 4. If the matrix A satisfies the equation 
A” _ +“-1 _ . . . -E,_# - &,I = 0, i = 1,2,...,s - 1, s <n, 
then we can derive simpler formulas for f(A) by using (19) and (20). 
REMARK 5. The formula (24) can be also written as 
n-l 
f(A) = iFor,,( f’)A? (25) 
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where, for an arbitrary function g(x) defined by the series 
g(x) = f: b,xi, 
i=O 
we define g(P) by the formula 
g(‘> = Ebzpi 
i=O 
(i.e., we substitute Pi for xi>, and fCi) is a function 
(26) 
(27) 
EXAMPLE. Here we compute e* where A is a real or complex 2 X 2 
matrix. Assume first that the trace of A is zero, i.e., 
Then 
CT] = 0, u2= -cY2-py. 
As it is easy to see, in this case 
P 2kcl = 0, P2k = (-l)k@,k. 
Since 
(28) 
(29) 
‘=l+x+c+ri+ n e 
2! 3! 
. . . + ; + . . . ) 
n. 
POWERS AND FUNCTIONS OF MATRICES I1 
we have 
4” 4” 
f(P) = co.7 f#J = 1 - z + qr - **. , 
&,(P) = E$ = 
2 4 
1 - 5 + 5 - . ..) 
where 4 = 6. Thus, 
sin C$ 
eA = 
cos C$ E + - 
4 A, 
oi f 0, 
E + A, a2 = 0, 
(31) 
since A[‘] = A, and if 0; = 0 then f(P) = 1, fIl)(P) = 1. 
REMARK 6. In the case of the real field, if u2 < 0, the formulas (31) 
remain true, since cos ix = cash X, (l/i) sin ix = sinh X. 
Let now the matrix A be arbitrary, 
We can express A as 
A = A, + :E, 
where A, = A - (u,/2)E is a matrix with zero trace, i.e., a,(A,) = 0. It is 
easy to see that 
Since A,E = EA,, we have 
12 
Therefore, 
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sin 4 
cos$E+- 4 
or 
@ = en~/2 
ui sin 4 
cos $ - T--- 
sin 6 
4 1 1 E+ -A, i 
where 4 = ia. 
5. AN ALGORITHM FOR COMPUTING POWERS OF MATRICES 
AND FUNCTIONS OF MATRICES 
The formulas presented above can be not only of theoretical but of 
practical interest too. The computations can be organized as follows: 
(1) F or i = 1,2,. . . , n we successively compute the functions a, and the 
skew powers dil using the formulas 
(T, = (-IY 
I 
i 
tr(Ati-ilA), At”1 = Ati-‘lA + ( -I)‘@, 
i = 1,2 ,,.., n. (32) 
(2) We compute successively the functions P, using the recurrence 
formula 
Pt = (TiPt_] - anPt_z + ..* +( -l)“-lcTnPt_,, t = 1,2,..., (33) 
where P,, = 1, Pi = 0 Vi < 0. 
Next, 
(A) If we are computing the power A”, the computations of P, terminate 
when t = m, and A”’ is computed by (18). 
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(B) If we are computing an arbitrary function f(A), we compute, along with 
Pi, the partial sums 
The computation of P, 
the necessary accuracy. 
St= &Pi. (34) 
i=O 
is accomplished when the sums (34) converge with 
Then we need to find the sums of the series 
&z_iPi, j = 1,2 )...) n - 1. (35) 
i=O 
We continue the computations of the values of P, further if necessary. 
(3) Finally, we find f(A) applying the formula (24). 
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