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Reflections are typically observed when pulses propagate across interfaces.
Accordingly, spurious reflections might occur at the interfaces between dif-
ferent models used to simulate the same medium. Examples of such coupled
models include classical continuum descriptions with molecular dynamics or
peridynamic (PD) grids. In this work, three different coupling approaches are
implemented to couple bond-based PDs with finite element (FE) solvers for
solid mechanics. It is observed that incorporation of an overlapping zone, over
which the coupling between FE and PD occurs, can lead to minimization of the
reflected energy compared to a standard force coupling at the FE domain/PD
grid interface. However, coupling with other existing methodologies, like the
addition of ghost particles, achieves comparable accuracy at lower computa-
tional cost. Furthermore, the prudent selection of the discretization parameters
is of pivotal importance as they control the high frequency cut-off limit. Mis-
match between the cut-off frequencies of the different descriptions can lead to
unrealistic results.
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1 INTRODUCTION
The computational cost associated with the implementation of the peridynamic (PD) theory is an important issue for large
scale analyses.1 One way to circumvent this drawback is through the incorporation of adaptive refinement techniques
near areas where higher resolution is required (eg, near loads, boundaries, crack tips) whilst reducing the number of
particles away from areas with stress concentrations. Such an approach leads to a more computationally efficient model
and has been analyzed by several authors, eg, Bobaru and Ha2 and Dipasquale et al.3
A different approach is through coupling classical continuum elasticity (CCM) with the PD theory. It is preferred that
CCM is used in areas where failure is not expected to happen, whereas PD are used to model the behaviour at the vicinity
of a failure site, like crack tips, voids, inclusions, notches, etc. The solution of the underlying partial differential equation
of classical elasticity is typically approximated using solvers based on the finite element (FE) method.4 The PD equation of
motion on the other hand is usually discretized using a grid of material points/particles and the solution is approximated
at their location.5,6 Because the coupling between these two solutions is commonly realised after the discretization of CCM
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and PD, it is usually described in the literature as coupling FE with PD grids (see, eg, other works7-10). This terminology
is also adopted here. Using such a coupling approach, it is envisaged to combine the computational efficiency of FE with
the ability of PD to accommodate discontinuous fields and microstructural characteristics within the solution domain.11
The advantages of coupling a computational efficient local theory with the capabilities that are offered in finer-scale
descriptions (eg, molecular dynamics) have already been identified within multiscale applications.12 One of the chal-
lenges in the coupling methodologies arises when dynamic problems are considered. Due to model mismatch, unrealistic
reflections occur when waves propagate across the domains simulated using different models. Substantial effort has
been devoted to formulating a methodology that is able to effectively communicate the information between the
various descriptions, with several approaches having been proposed to achieve coupling between continuum with atom-
istic/molecular descriptions. A recent review on this subject can be found in the work of Miller and Tadmor.13 The coupling
methods can be divided into two broad classes: (i) coupling achieved at an interface between the two descriptions of the
solid and (ii) coupling being realised gradually over a finite zone, often called overlapping zone.14,15 It is noted that one
of the advantages of overlapping zones is that they can reduce the spurious reflections as well as allow the two mod-
els to have different levels of discretization refinement.14,16,17 Different levels of discretization can be also achieved using
interface coupling through the “mortar method” where Lagrange multipliers are used to implicitly impose continuity.18,19
Many methodologies to couple FE with PDs have also been reported. Without being exhaustive, some contributions
are reported here. Liu and Hong8 have formulated a methodology of coupling FE with PDs using coupling forces through
interface elements. In the work of Seleson et al,20 the PD and the continuum models were blended together using a
force-based coupling scheme. The fundamental difference in this approach lies in the fact that the coupled scheme was
derived from a single framework instead of using two models and “gluing” them together.20 The main advantage is that
ghost forces are eliminated on the interface. In the works of Kilic and Madenci9 and Madenci and Oterkus,21 an over-
lapping zone is used for the coupling of the two models taking advantage of the FE shape functions. In the work of Han
and Lubineau,22 the Arlequin method, introduced by Dhia and Rateau,23 is used to couple FE with the nonlocal theory
presented by Di Paola et al.24 Additionally, Han and Lubineau22 mentioned that PDs is a suitable alternative. In subse-
quent publications,1,25 the same authors use the morphing strategy, a modification of the Arlequin method, to couple PDs
with FE. It is noted that, in this procedure, a damage index is used to adaptively introduce PDs in areas that are suscep-
tible to fracture. A more complete overview of methodologies to couple FE with PDs can also be found in the work of
Zaccariotto et al.7
In most cases, solutions using coupled FE-PD are restricted to static applications. Recently, Zaccariotto et al7 used the
coupling methodology, introduced in the work of Galvanetto et al,26 to study dynamic problems as well. Furthermore,
applications were extended to 3D problems, illustrating the ability of the coupled model to tackle more complex crack
front geometries. The advantage in their methodology lies in its simplicity that does not require determination of blending
functions for the two models and can be easily extended to commercial software. Exploiting the computational prowess of
graphic devices able to accelerate computations,27 3D simulations of dynamic crack propagations can become achievable.
The existence of spurious reflections due to the coupling procedure was evaluated by transmitting pulses in 1D and 2D
scenarios and measuring the amplitude of the reflected wave for different PD horizon values.
In this study, a more systematic analysis regarding the appearance of spurious reflections and the underlying parameters
that control the accurate transmission of incident pulses across the coupling interface/zone is presented. Three different
coupling methodologies are assessed to evaluate the severity of spurious reflections generated. Emphasis is given on the
importance of the cut-off frequency associated with the discretized models. In Section 2, the FE and PD models, used
to describe the different domains, are defined. Section 3 provides the formulation of the different coupling approaches
considered as well as a description of the problem solved. In total, three approaches are presented, ie, (i) a simple FE-PD
coupling using a coincident particle and a node at the interface position, (ii) coupling using additional ghost particles, and
(iii) an energy coupling of the two models over an overlapping zone. In Section 4, numerical results of the time domain
analyses are presented for a 1D bar. The spurious reflections appearing in each approach are compared for different
model parameters. Pulses with different shapes and frequency content are also considered. The coupling approaches
presented in Section 3 are also used in Section 5 to couple PD with a continuum model, allowing to perform numerical
investigations in the frequency domain and compute reflection and transmission coefficients in an infinite 1D bar. The
importance of carefully selecting the discretization parameters to control the model's cut-off frequency is highlighted.
Based on the findings from Section 5, one of the coupling approaches is extended to 2D problems in Section 6 to simulate
pulses propagating in a plate of infinite dimensions. The unrealistic near trapping of pulses in PD regions due to ineffective
coupling with FE is demonstrated, indicating that energy released from, eg, crack propagation might fail to be transferred
away from the source. Finally, concluding remarks are included in Section 7.
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2 DEFINITIONS
In this section, the approaches adopted to model a solid will be briefly discussed.
2.1 Model 1 – elasticity
First, the local theory of elasticity is briefly presented. In all cases that numerical solutions are pursued, the FE method
will be adopted. The problem domain is defined as 𝛺FE. 𝜕u𝛺 and 𝜕F𝛺 denote the portions of the boundary 𝜕𝛺, where
displacements ud are prescribed and surface forces Fd are applied, respectively. Throughout this work, bold notation is
used to denote vector fields. The problem is thus stated as follows.
Given the initial conditions u(x,0) and .u (x, 0) and for x ∈𝛺FE, t ∈ [0,T], find u such that
𝜌ü = div𝝈 + f d on 𝛺FE with u = ud on 𝜕u𝛺 and 𝝈 · n = Fd on 𝜕F𝛺, (1)
where u is the displacement vector, 𝝈 is the stress tensor, n is the outward unit vector, and fd are the applied body
forces. To enable the FE discretization of 𝛺FE, the weak (or variational) formulation of Equation (1) is used. Then, the
aforementioned problem can be rewritten as follows.
Given the initial conditions u(x, 0) and .u(x, 0), find u such that
∫𝛺FE𝜌ü · 𝛿
.ud𝛺 + ∫𝛺FE𝜺(u) ∶ E ∶ 𝜺(𝛿
.u) d𝛺 = ∫𝛺FE f d · 𝛿
.ud𝛺 + ∫𝜕F𝛺Fd · 𝛿
.udS (2)
for all admissible 𝛿 .u. In addition, it is 𝜺(u) = 1
2
(∇u+∇uT) and E is the fourth-order elastic tensor. Without loss of gener-
ality, in the following, we assume that no body forces and tractions are applied. The displacement field u is approximated




Ni(x)ui = NTU , (3)
where Nnp is the total number of mesh nodes in 𝛺FE, U is the displacement vector at the FE nodal positions, and Ni(x)
are continuous piecewise polynomial base functions. The discrete form of Equation (2) can be written as follows:
MÜ + KU = F, (4)














where Nen is the total number of elements and 𝛺i is the element domain.
In the following sections, 1D and 2D pulse propagation problems are solved. The approximation of the solution in 𝛺FE
is carried out using two-node linear bar elements for the 1D problems and four-node linear rectangular elements for the
2D problems.
2.2 Model 2 – bond-based peridynamics
Bond-based PD is a nonlocal theory introduced by Siling.28 The theory is based on a partial integrodifferential equation of
motion29 that avoids the use of spatial derivatives. As such, it is suitable for applications where discontinuous displacement
fields appear (eg, fracture). In the literature, the PD theory has been used to simulate a wide variety of problems.30-33
However, its implementation leads to higher computational requirements compared to FE.
According to the PD theory, a solid body is composed of material points of infinitesimal volume dV called PD particles.
Each particle interacts with other particles in its vicinity through a predefined force function f.21,28 The force function
contains the material information along with a length parameter, 𝛿. This length parameters specifies the extent of the
vicinity Hx, within which a particle interacts with others. The basic aspects of the PD formulation are briefly summarised
here for completeness. We denote with 𝛺PD the domain where PD theory is used. Following the work of Bobaru et al,34
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the PD equation of motion can be written as follows:
𝜌d̈(x, t) = ∫Hx f
(
d(x′, t) − d(x, t), x′ − x
)
dVx′ + b(x, t), (6)
where 𝜌 is the density, d is the displacement vector, x is the position vector, b is the body force field, and f is the pairwise
force function, derivable from a scalar micropotential w, ie,




From the definition of bond-based PD, the pairwise forces are assumed to be collinear, equal in magnitude and opposite
to satisfy linear and angular momentum,28 ie,
f (𝜼, 𝝃) = −f (−𝜼,−𝝃) and (𝜼 + 𝝃) × f (𝜼, 𝝃) = 0,∀𝜼, 𝝃, (8)
where 𝝃 = x ′ − x is the relative position vector and 𝜼 = d′ − d is the relative displacement vector.
Using the definition of a microelastic material,5 the pairwise force function can be written in the form
f (𝜼, 𝝃) = k(𝝃)
|𝜼 + 𝝃| − |𝝃||𝝃| 𝜼 + 𝝃|𝜼 + 𝝃| = k(𝝃)s 𝜼 + 𝝃|𝜼 + 𝝃| , (9)
where s is the bond stretch and k(𝝃) is the bond constant. The value of the bond constant can be evaluated by equating the
PD strain energy with its counterpart from classical elasticity.32 The value of k(𝝃) depends only on the relative position of
two particles and describes a linear force-stretch (f − s) particle interaction relationship analogous to a spring idealisation.
Nevertheless, the PD equation of motion describes a nonlinear system of equations. In the work of Silling,28 a linearized
version of the PD theory was also derived. The linearized force function reduces to
f lin(𝜼, 𝝃) = C(𝝃) · 𝜼 =
k(𝝃)𝜼|𝝃| , (10)
where, C(𝝃) is the second-order micromodulus tensor.32 Throughout this work, the linearized definition of f is used.
However, the coupling approaches presented in the following sections are extendible cases where the original formulation
of f is used.
The integral of Equation (6) can be approximated numerically as a finite summation using the collocation method




f i,𝑗 (𝜼, 𝝃)V𝑗 + bi, (11)
where N is the number of subdomains that are included within the horizon of the ith point, Vj is the volume of the jth
collocation point, and fi, j is the bond force between points i and j. A more elaborate discretization method has been pro-
posed by Kilic and Madenci,9 where the aforementioned discretization can be extracted as a special case. In Equation (11),
either the original or the linearized definition of f can be used.
The discretized expression of the PD equation of motion requires the implementation of two correction factors. (i) A
surface correction to account for cases where the horizon of a particle is limited due to geometrical boundaries; in the
literature, this is often referred to as the “skin effect.”35 The simple method presented in the work of Bobaru et al32 is
implemented here but more refined approaches have been suggested in the literature (see, eg, the work of Madenci and
Oterkus21). (ii) A volume correction to account for cases where particles are only partially within the horizon of another
particle. Here, the volume correction presented in the work of Liu and Honh36 is employed.
The variation of the PD kinetic energy can be approximated through a finite summation as follows:








where N is the number of particles in 𝛺PD, 𝛿
.
d is the variation of the velocity, and mi = 𝜌Vi is the mass associated with the
ith point.
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The scalar micropotential w in Equation (7) represents the strain energy that is stored in a single bond and the strain
energy density of a material point is calculated by summing the energies of the bonds within its horizon as37
W = 1
2∫Hx w (𝜼, 𝝃) dVx′, (13)
where the factor 1/2 appears because the energy stored in the bond is distributed equally to each particle that connects. Fol-
lowing a similar approach as in the work of Han and Lubineau22 and approximating the integral with a finite summation,













If no external forces or body forces are applied in the PD domain, the problem can be stated as follows.
Given the initial conditions d(x, 0) and
.
















diV𝑗Vi = 0, (15)
for every admissible 𝛿
.
d. Similar derivations can be found in related works.16,22,32 It is noted that both the original and the
linearized version of PD can be extracted from Equation (15) by making the appropriate substitution of f from Equation (9)
or Equation (10).
2.3 Time integration
Time integration is very important for all transient problems. Originally, PD were formulated to study dynamic crack
propagation in materials under impact or blast loading.38 Since such phenomena are associated with small time scales and
require many time discretization steps, explicit methods have been used widely for the time integration of the PD equation
of motion. Among the commonly used time marching techniques are the central difference scheme, implemented in other
works,5,36,39 and the velocity-Verlet algorithm used in the work of Liu and Hong8 and Ha and Bobaru.40 Furthermore, time
marching performed through forward and backward Euler differences was used in the work of Madenci and Oterkus.21
In this work, time integration is performed implementing the central difference method41 (ie, Newmark-𝛽 with 𝛽 = 0
and 𝛾 = 0.5) for both FE and PD. The displacements of the next time step (n + 1) are computed through













Subsequently, next step accelerations are found using the next step displacements Un+1 and dn+1i from the FE and PD























To identify the fundamental mechanisms and phenomena associated with spurious wave reflections, a simple case of
waves propagating in a 1D bar is used (Figure 1). The bar domain 𝛺, consists of the subdomains 𝛺FE and 𝛺PD, where
𝛺 = 𝛺FE ∪ 𝛺PD and 𝛺coupl = 𝛺FE ∩ 𝛺PD, is the domain where FE-PD coupling takes place. In 𝛺FE, the classical local
theory of elasticity is used, and FE is implemented for the numerical approximation. In 𝛺PD, the PD model is adopted.
Both ends of the bar are contained in 𝛺FE, whereas 𝛺PD contains the middle part. In this setting, a propagating wave will
cross both an FE-PD and a PD-FE interface. Using this approach has the additional benefit of circumventing the difficulty
in PD to define boundary conditions.7,28,42 Test cases of propagating pulses with different shapes are considered to identify
the parameters (eg, PD horizon 𝛿, effect of discretization size in each model) that are crucial. Using different cases of
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FIGURE 1 Incident and reflected wave in a 1D bar [Colour figure can be viewed at wileyonlinelibrary.com]
FIGURE 2 Illustration of the three approaches implemented in this study to couple finite element (FE) meshes with peridynamic (PD)
grids. First two methods couple the two domains at an interface whilst the third one performs the coupling over an overlapping region
[Colour figure can be viewed at wileyonlinelibrary.com]
propagating waves, the ability of each coupling methodology to accurately transfer information across the interface of the
two models is studied.
A crucial point of this study is the effect of different coupling approaches on the amount of energy reflected. In total,
three different coupling approaches are considered.
i. The first approach (coupling case 1 - Figure 2) involves a simple coupling between the two models. The coupling
domain 𝛺coupl consists of a single node that defines the coupling interface. Force equilibrium and continuity require-
ments are enforced on the interface to achieve information passing between the two models. Following this approach,
it is required that an FE node and a PD particle coincide at the interface location. In this study, this is the only case
where such a requirement is enforced.
ii. The second approach (coupling case 2 - Figure 2) introduces additional PD particles within the FE mesh that will be
referred to as “ghost particles” in the subsequent sections. Recently, an approach very similar to this coupling case
was presented in the works of Zaccariotto et al7 and Galvanetto et al.26 Similar to coupling case 1, 𝛺coupl consists of
a single node but there is no requirement that this node coincides with a PD particle. Of course, such a requirement
could be applied. However, this approach will not be pursued further as realisation of this condition on general 2D
and 3D interfaces can be difficult.
iii. Lastly, an energy coupling method similar to the Arlequin method (coupling case 3 - Figure 2) developed in the work
of Dhia and Rateau23 is implemented to enforce the coupling. In this case, the two models coexist in the overlapping
region and 𝛺coupl is defined over a region.
For all examples referring to a 1D bar, the value of the bond constant k(𝝃) is assumed to be uniform within the PD horizon
𝛿 = n𝛥xPD. Its value is defined as34




, |𝜉| ≤ 𝛿
0, |𝜉| > 𝛿. (18)
3.1 Coupling case 1
Although the first coupling case presented here is simplistic, it can be used as a reference benchmark for comparison with
the other two approaches. For convenience, examples for all approaches are described using 𝛿 = 2𝛥x but the formulation
remains the same for other values of 𝛿. Assuming that the interface is at node 𝛼 (eg, 𝛼 = 5 in Figure 2), to ensure continuity
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between the models at the interface, it is required that
uFE𝛼 = dPD𝛼 = u𝛼. (19)
The interface node is subjected to forces from the FE model on the left side and the PD model on the right side and the
motion of node 𝛼 is thus described from
m𝛼ü𝛼 = 𝛴FFE + 𝛴FPD, (20)
where m𝛼 = mFE𝛼 + mPD𝛼 , mFE𝛼 , and mPD𝛼 are the mass contributions from the FE and PD model, respectively, and 𝛴FFE
and 𝛴FPD are the total forces applied from the FE and the PD model, respectively.
Combining Equations (4), (11), (19), and (20), the final system of equations for coupling case 1 is derived. If the lin-
earized formulation of PD is used in 𝛺PD, it is possible to formulate the stiffness matrix of the PD bonds and write the bar




















where the volume correction vi, j has been included. The stiffness matrix of the bar near the interface will be computed as
follows:










2kFE −kFE 0 0 0 0
−kFE 2kFE −kFE 0 0 0
0 −kFE kFE + 1.25kPD −kPD −0.25kPD 0
0 0 −kPD 2.25kPD −kPD −0.25kPD
0 0 −0.25kPD −kPD 2.5kPD −kPD





Stiffness contributions from both the PD and the FE domain appear at the interface position (node 5). Furthermore, as
also stated in the works of Zaccariotto et al,7,10 when such couplings are enforced, the bandwidth of the final stiffness
matrix changes due to the nonlocal nature of PD.
3.2 Coupling case 2
In the second coupling case, ghost particles are inserted within the FE domain (Figure 2). This approach is very similar
to the coupling approach presented in the aforementioned works.7,10 The number of ghost particles is such that the PD
horizon of the first particle in the PD model is not interrupted. Continuity between the two models is enforced by inter-
polating the nodal displacements of the FE model at the positions of the ghost particles using the FE shape functions.
Hence, for x ∈𝛺FE,
d = NTU . (24)
The introduction of ghost particles does not imply that coincident FE nodes and PD particles on the interface. The
forces acting on the interface from the PD model are computed by considering the forces of each individual bond that
crosses the coupling interface. Denoting with fi, j the force per unit volume squared particle i exerts on particle j, then the





+ f (𝛼+1),(g1)V𝛼+1Vg1 + f (𝛼+1),(g2)V𝛼+1Vg2 + f (𝛼+2),(g2)V𝛼+2Vg2. (25)
Combining these time equations (4), (11), (24), and (25), the final system of equations for the second coupling case is
formed. Again, using the linearized PD formulation, it is possible to construct the stiffness matrix of the system. Using
the numbering in Figure 2, the displacements of the ghost particles can be written in terms of the interpolated nodal
displacements as follows:
dg1 = N𝛼−2u𝛼−2 + N𝛼−1u𝛼−1 and dg2 = N𝛼−1u𝛼−1 + N𝛼u𝛼. (26)
8 GIANNAKEAS ET AL.
Using the definition of the bond stiffness in Equation (22) and combining Equations (25) and (26), the forces acting on
the interface node are









− 1.25kPDd𝛼+1 − 0.25kPDd𝛼+2
(27)
and the stiffness matrix becomes












0.25kPDN3 −kFE + 1.5kPDN4 kFE + 1.25kPDN5 −1.25kPD −0.25kPD
−0.25kPDN3 −1.25kPDN4 −kPDN5 2.5kPD −kPD −0.25kPD






Comparing the stiffness matrices of the first two coupling approaches, it is obvious that the nonlocality of PD has also
been transferred to the interface node, whereas the horizon of the particles near the interface is not interrupted. It is noted
that the stiffness matrix in Equation (28) is valid only for when the PD horizon is 𝛿 = 2𝛥xPD and the ghost particles g1
and g2 lie between nodes (𝛼 − 2, 𝛼 − 1) and (𝛼 − 1, 𝛼), respectively. Of course, similar expressions can be derived for other
values of the horizon and ghost particle location.
3.3 Coupling case 3
In the third case, coupling is not realised at a single point but occurs along an overlapping region 𝛺coupl, where the two
models coexist (Figure 2). Coupling between the two domains is enforced in a weak sense through the implementation of
Lagrange multipliers. The methodology considered is the one used by Aubertin et al,16 for continuum to discrete coupling.
Similar approaches include the Arlequin method23 and the bridging domain method.43 In the work of Aubertin et al,16 FE
were coupled with molecular dynamics. Here, the methodology presented in the aforementioned work16 is adopted with
the difference that the PD theory has been used instead of molecular dynamics.
Coupling in the overlapping region is achieved by introducing a coupling operator that will compare the velocities of
the two models. Other coupling operators have been proposed in the literature as well. They enforce the coupling by
considering the displacement fields (termed L2 coupling) or the displacement field and its spatial derivatives (termed
H1 coupling). The interested reader can refer to the works of Dhia and Rateau23 and Guidault and Belytschko44 and the
references therein for more information. Following the work of Aubertin et al,16 a “mediator space”M is introduced where
the velocities are projected, such that the velocity field is now defined only on discrete points that belong to a subset of









Similar to the case of molecular dynamics,16 the discrete nature of PD implies that Lagrange multipliers are defined at the
location of PD particles in the overlapping region. The final coupled system can be written as follows.
Given the initial conditions u(x,0), .u (x, 0), d(x,0), and
.
d (x, 0), find u and d such that
∫𝛺FE a
FE (x) 𝜌ü · 𝛿 .u𝑑𝛺 + ∫𝛺FE a






























for all admissible 𝛿 .u, 𝛿
.
d, 𝛿𝝀, where the functions aFE(x) and aPD(x) define a partition of unity in the problem domain with
aFE(x) + aPD(x) = 1. This is to ensure conservation of energy across the overlapping domain as they distribute the energy
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FIGURE 3 Blending functions aFE(x) and aPD(x)
between the two descriptions. In many cases, these functions are called blending functions.14 They can be defined (using










Selection of the appropriate function h(x) to distribute the energies is not straightforward and can be case dependent.7
In the works of Guidault and Belytschko44 and Bauman et al,45 it was demonstrated that, when the L2 coupling is imple-
mented in the Arlequin method, which is very similar to the coupling implemented here, selection of Heaviside functions
to distribute the energy can lead to ill-posed problems. To avoid this, continuous functions were selected to define the
energy distribution (Figure 3). Two cases are used for comparison, ie, (i) a linear function with h (x) = x1−x
x1−x0
and (ii) a











After discretization of Equation (30) and using matrix notation, we arrive at
aFEMÜ + aFEKU + CFE𝜦 = 0, (32a)





d = 0, (32c)
where CFE and CPD are the coupling matrices of the FE and PD, respectively, and aFE and aPD are diagonal weighting
matrices. The FE velocities
.
U are projected on the mediator space M and then interpolated on the location of the PD
particles in the overlapping region through the FE shape functions. Matrix CFE contains the shape function values that
define this interpolation. CPD is a scalar Boolean matrix associating each Lagrange multiplier with a PD particle.
For the time integration of the third coupling approach, the predictor-corrector procedure presented in the work of
Aubertin et al16 is adopted. It has been shown that this procedure can further reduce the developing of spurious reflections.
According to this procedure, each model is first solved individually, disregarding the coupling terms, and then the veloc-
ities and accelerations are updated in the overlapping domain using the Lagrange multipliers. The procedure proposed is
briefly presented here.
First, the next step displacements Un+1 and dn+1are calculated using Equations (16a) and (16b). Then, a prediction of
the next step accelerations Ün+1 ,∗ and d̈n+1,∗ is made as follows:
Ün+1 ,∗ = −M−𝟏aFE−1aFEKUn+1 = −M−𝟏KUn+1 and d̈n+1,∗ = m−1aPD−1aPDf PD = m−1f PD. (33)




dn+1,∗ velocities is made using Equations (17a)
and (17b). Following the work of Aubertin et al,16 the Lagrange multipliers are computed using the predicted velocities
as follows:
𝜦n+1 = A−1Bn+1, (34)









dn+1,∗. Using the Lagrange













and the accelerations as follows:
Ün+1 = Ün+1,∗ − M−𝟏aFE−1CFE𝜦n+1 and d̈n+1 = d̈n+1,∗ + m−𝟏aPD−1CPD𝜦n+1 . (36)
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4 NUMERICAL RESULTS
4.1 Time-domain analyses
Using the three coupling approaches presented, wave propagation test cases are simulated numerically for the 1D bar
illustrated in Figure 1. It is assumed that Young's modulus of the bar is E= 200 GPa, the cross-sectional area is A= 10−6 m2,
the density is 𝜌 = 7850 kg/m3, and the total length is l = 1.2 m. The bar is divided into three equal parts with the middle
one being modelled using the PD theory and the other two with FEs. When the third coupling case is used, the PD domain
is extended within the FE domain to create the overlapping region.
Test cases with different pulse shapes are carried out. The displacement of the node at the free end of the bar is prescribed
to simulate a rightward travelling incident wave. Incident pulses with two different shapes are used: a gaussian with












sin (2𝜋𝑓2t) . The following parameters are
selected for the pulses: a2 = 4 × 10−6, a3 = 1 × 10−6, f1 = 5 × 105 Hz, and f2 = 5.25 × 105 Hz. In both cases, the amplitude
of the pulse is a1 = 10−4 m. The frequency content of each pulse shape is illustrated in Figure 4.
Coupling case 1 is used first to connect FE with nonlinear PD. Both models have identical discretization lengths
𝛥xFE = 𝛥xPD = 2 × 10−4 m and the PD horizon is 𝛿 = 3𝛥xPD. A time step 𝛥t = 10−8 s is used and the duration of the analysis
is ttot = 2.3 × 10−4 s. The duration of the analysis was selected as such that travelling pulses do not reach the ends of the bar






















































FIGURE 5 Spurious reflections using the first coupling approach to connect finite element with nonlinear peridynamics. Vertical dashed
lines indicate the interface positions [Colour figure can be viewed at wileyonlinelibrary.com]
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FIGURE 6 Energy transfer between the finite element and the peridynamic domain using the second coupling case and the modulated
incident pulse [Colour figure can be viewed at wileyonlinelibrary.com]
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FIGURE 7 Energy drift using the second coupling case for (A) the modulated and (B) the gaussian incident pulse and for peridynamic
horizon 𝛿 = n𝛥xPD (the horizontal axis in log scale)
(dashed line) are illustrated. Even with a simple approach like this, it is possible to achieve information passing between
FE-PD and PD-FE interfaces given that a very fine discretization is used. For the particular selection of model parameters,
the amplitude of the reflected wave is approximately 3 × 10−7 m. As it will be shown later, the accuracy of this coupling
deteriorates very fast as the discretization becomes coarser and this approach will only be used for comparison purposes.
To better quantify and compare the accuracy of each coupling case, the total energy within each domain is computed.
As the pulse propagates through the bar, energy is transferred from the FE domain (EFE𝑡𝑜𝑡 ) to the PD domain (E
PD
𝑡𝑜𝑡 ) and
finally back to the FE domain. Figure 6 illustrates the energy transferring between the domains using now the second
coupling case with a modulated incident pulse as an example. The pulse crosses the FE-PD interface at t = 1.19 × 10−4 s
and the energy is transferred from the FE to the PD domain. At t = 2.03 × 10−4 s, the pulse crosses the PD-FE interface
and the energy is transferred back to the FE domain. For comparison, the total energy in an equivalent FE only model is
also plotted with dashed line.
If the coupling is adequately accurate, the spurious reflections generated should be minimal and all of the energy should
be transferred back to the FE domain. The accuracy of the coupling method is tested by comparing the amount of energy
that was transferred to the right-hand side FE model compared to the initially provided energy. The percent error between
the two energies (energy drift) is used in the following as a measure of accuracy.
Figure 7 depicts the energy drift when the second coupling case is used for different values of the PD horizon 𝛿 and
discretization length 𝛥xPD for both the modulated and the Gaussian incident pulses. As 𝛿 increases, much finer grids are
required to achieve comparable accuracy. It is noted that, for macroscale problems, the horizon is typically set to 𝛿 = 3𝛥xPD,
as higher values can induce excessive dispersion and increase the required computational time, whereas lower values will
lead to grid dependent crack paths.5,21,46
As 𝛥xPD and 𝛿 increases, total reflection of the incident wave is observed (energy drift = 1 in Figure 7). This is attributed
to the cut-off frequency of the discrete PD model being well below the frequency content of the pulse. In such cases, the
pulse never enters the PD domain and is reflected back to the FE domain. The parameters 𝛥xPD and 𝛿 are of outmost
importance as they control the model's cut-off frequency.
When the third coupling case is implemented, two additional parameters need to be taken into consideration, namely,
the overlapping length lcoupl and the choice of blending function h(x) implemented within the formulation. In the work of
Aubertin et al,16 numerical tests were carried out using a linear blending function. Here, a cubic blending function is also
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used. In the works of Guidault and Belytschko44 and Bauman et al,45 a more detailed analysis on the selection of blending
functions can be found for the Arlequin method. The problem parameters are the same as before and the number of
Lagrange multipliers in the coupling region is the same as the corresponding PD particles.
Using the original PD formulation and the modulated pulse, a parametric investigation is performed for different values
of 𝛥xPD, 𝛿, and lcoupl. In Figure 8, waterfall plots of the resulting energy drift are presented. In all cases, the conditions for
total wave reflection remain unaffected by the choice of blending function and lcoupl. However, higher values of lcoupl can
improve the accuracy of the coupling. Furthermore, by implementing a cubic blending function instead of a linear in the
formulation, the accuracy of the coupling is improved for the same values of 𝛥xPD, 𝛿, and lcoupl. This is intuitively expected
since the transition is smoother in the second case. Increasing the value of lcoupl increases the computational cost of the
method as additional PD particles and Lagrange multipliers are introduced. For the cases considered, an overlapping
length of approximately lcoupl = 0.01 m seems a fair compromise between accuracy and computational cost.
Using lcoupl = 0.01 m and a cubic blending function, the energy drift is also computed for the Gaussian pulse and the
results are plotted in Figure 9. Comparing Figure 7 and Figure 9, both coupling approaches exhibit total wave reflection
under the same conditions, indicating that the cut-off frequency is not affected by the coupling strategy adopted. In both
FIGURE 8 Energy drift waterfall plots using the third coupling case for a modulated pulse. The top row corresponds to results using the
cubic blending function whilst the bottom to the linear. The dashed (red) line indicates the case of lcoupl = 0.01 m. The peridynamic horizon is
given as 𝛿 = n𝛥xPD (𝛥xPD axis in log scale) [Colour figure can be viewed at wileyonlinelibrary.com]
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FIGURE 9 Energy drift using the third coupling case with cubic blending function and lcoupl = 0.01 m for (A) the modulated and (B) the
gaussian incident pulse with peridynamic horizon 𝛿 = n𝛥xPD (the horizontal axis in log scale)
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cases, the higher frequency content of the modulated pulse requires refinement of the PD domain to ensure transmission.
Furthermore, the accuracy achieved is comparable between the two approaches for the specific choice of parameters. If
the linear blending was implemented further refinement would be necessary.
To make this investigation more general, it is of interest to continue the analysis in the frequency domain. To this end,
in the next section, the linearized PD theory is coupled with a conntinuum instead of an FE approximation. Furthermore,
a brief derrivation of the PD dispersion curve from the discretized equation of motion is presented as it provides insights
on the cut-off frequency and its dependence on 𝛥xPDand 𝛿 that is pivotal in minimizing the spurious reflections.
5 REFLECTION-TRANSMISSION IN A 1D CONTINUUM-PD BAR
5.1 Dispersion curve for bond-based PD
According to the theory of elasticity, the phase velocity of a travelling wave is independent of its angular frequency 𝜔 and
wavenumber 𝜅, leading to a linear relation between 𝜔 and 𝜅. In discretized systems however, this relation is nonlinear.
Along the interface of two models with different dispersion relationships, spurious reflections occur as the incident wave
travels with different speeds in each domain.47 In PD, waves of higher frequency will travel slower than lower frequency
waves. This effect needs to be taken into consideration when coupling domains that are described by different models.
Additionally, discrete models exhibit a cut-off frequency that can lead to full reflection of the incident pulse. In the works
of Silling et al28,48 and Dayal,49 the PD dispersion curve was extracted by substituting solutions with the form u = Uei(𝜅x − 𝜔t)
into the linearized PD equation of motion and solving the resulting integral in the eigenvalue problem. In the work of
Mikata,50 the dispersion relation was derived for different micromoduli, whereas, in the work of Diyaroglu et al,51 they are
given for PD beams and plates. The dispersive characteristic of the PD theory can be also used to match the experimentally
observed dispersion, as presented in the work of Butt et al.52
Considering a bar of infinite length and using the idealisation that the bar consists of a repeating series of masses and
springs, the dispersion curve of linearized PD is derived after substitution of Equation (10) in the discretized equation of
motion (11). If each particle interacts only with those that is in direct contact with 𝛿 = 𝛥x and 𝛥x is uniform, then the
equation of motion for a particle becomes
ün = c2
un−1 − 2un + un+1
𝛥x2
, (37)












In the limit when 𝜅𝛥x is very small, we can use the approximation sin(𝜅𝛥x/2) = 𝜅𝛥x/2 and Equation (38) leads to 𝜔/𝜅 ≈ c.
Thus, the PD dispersion relation approximates the one extracted from the local theory of elasticity. This observation has
already been described in the work of Silling.28 Following the same procedure, the dispersion relation for various horizon

















where Gn(x) is a function whose expression depends on the value of the PD horizon. Expressions for Gn(x) are given in
Table 1, for n = 𝛿/𝛥x = 1,2,3, and 4. As expected, for 𝜅𝛥x → 0, then Gn(x) → n and Equation (39) reduces to the dispersion
relationship obtained from classical elasticity.
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FIGURE 10 Comparison of dispersion curves between elasticity and peridynamics with 𝛿 = n𝛥x. PD, peridynamic [Colour figure can be
viewed at wileyonlinelibrary.com]
A comparison between the dispersion relation for different 𝛿 using Equation (39) is illustrated in Figure 10. In the same
figure, the linear elasticity case has been included. It is noted that, when the value of the PD horizon is 𝛿 = 𝛥x, the relation-
ship coincides with that for a two-node linear FE. The figure is plotted for wave numbers 𝜅 ∈ (0,𝜋/𝛥x) representing only
the positive half of the first Brillouin zone. The parameters assumed are E = 200 GPa, 𝜌 = 7850 kg/m3, 𝛥x = 2 × 10−4 m,
and l = 0.4 m. An important feature for this study is that the PD cut-off frequency depends not only on the discretiza-
tion length 𝛥x but also on the value of the horizon 𝛿. In Figure 10, the angular frequencies 𝜔0, which define the cut-off
frequency, are indicated for each value of 𝛿. Values have been nondimensionalised with respect to c =
√
E∕𝜌 and l.
5.2 Continuum-PD coupling and frequency domain analyses
Coupling of linearized PD theory with continuum allows the use of frequency domain analyses assuming rightward har-
monic pulses propagating in an infinite bar. Domain 𝛺 (see Figure 11) is divided into two subdomains 𝛺PD and 𝛺cont,
with 𝛺PD ∪𝛺cont =𝛺 and 𝛺PD ∩𝛺cont =𝛺coupl. The classical theory of elasticity will be used in to describe the behaviour
of the 𝛺cont domain, whereas the linearized bond-based PD theory will be used for 𝛺PD. Depending on the coupling
approach, the coupling domain 𝛺coupl can contain a single material position or an overlapping length. The PD theory is
used in the middle of the bar with 𝛺PD = [−l, l], whereas the rest of the bar is modelled using continuum elasticity with
𝛺cont =𝛺cont,1 ∪𝛺cont,2 = (−∞,−l] ∪ [l, +∞).
The incident pulse propagates from −∞ toward ∞. Hence, in 𝛺cont,1, there are two pulses, ie, the initial incident pulse
and the reflection from the first interface. In 𝛺cont,2, on the other hand, only the finally transmitted pulse exists. Denoting
with uR, uT, and d the displacement fields in 𝛺cont,1, 𝛺cont,2, and 𝛺PD, respectively, we assume solutions in the form
uR = URe−i𝜔t, uT = UTe−i𝜔t, and d = De−i𝜔t, and the governing equations become
FIGURE 11 Continuum-PD coupling in an infinite 1D bar using a discrete interface. PD, peridynamic [Colour figure can be viewed at
wileyonlinelibrary.com]












+ 𝜔2UT = 0, (40c)
where UR and UT are solutions in the form
UR = e𝑖𝜅𝑥 + Re−𝑖𝜅𝑥 and (41a)
UT = Te𝑖𝜅𝑥, (41b)
with R and T being the reflection and transmission coefficients, respectively.53 Energy conservation implies that
ER + ET = 1, where ER = |R|2 is the reflected energy and ET = |T|2 is the transmitted energy. Using these definitions, the
ability of a pulse to be transmitted across a coupling interface is evaluated.
Realisation of the first and second coupling case for the coupling of the discretized PD equation of motion with the
continuum solution is carried out following the procedure presented in Sections 3.1 and 3.2, respectively. The first case
requires the position of PD particles at the interface positions x1 = −l and xn = l, where n is the total number of PD
particles. Continuity and force equilibrium requirements are enforced at the interface positions resulting in the following
equations:
UR (−l) = D1 → D1 = e−𝑖𝜅𝑙 + Re𝑖𝜅𝑙 (42a)
UT (l) = Dn → Dn = Te𝑖𝜅𝑙 (42b)
𝛴𝐹 (−l) = 0 (42c)
𝛴𝐹 (l) = 0. (42d)
Using as an example the case where 𝛿 = 2𝛥x, Equations (42c) and (42d) become(
k1,2 + k1,3
)
D1 − k1,2D2 − k1,3D3 − EAi𝜅e𝑖𝜅𝑙R = −EAi𝜅e−𝑖𝜅𝑙 (43a)




Dn − EAi𝜅e𝑖𝜅𝑙T = 0, (43b)
where, earlier, D1, D2, D3, Dn − 2, Dn − 1, and Dn are the particle displacements corresponding to the particles with positions
x = − l, − l + 𝛥x, − l + 2𝛥x, l − 2𝛥x, l − 𝛥x, and l, respectively. Combining Equations (40a) to (40c), (41a) and (41b), (42a)
to (42d), and (43a) and (43b), the system of equations can be solved for the R and T coefficients.
In the same manner, the system of equations for the second coupling case can be constructed. Without loss of generality,
the example 𝛿 = 2𝛥x is implemented leading to the introduction of two ghost particles at each side of the PD domain. The




















= Dn → Dn = Te𝑖𝜅xg4 (44d)
𝛴𝐹 (−l) = 0 (44e)
𝛴𝐹 (l) = 0, (44f)
where xg1, xg2, xg3 and xg4 are the positions of the ghost particles corresponding to the locations
x = − l − 𝛥x/2, − l − 3𝛥x/2, l + 𝛥x/2, and l+3𝛥x/2, respectively. Although the force equilibrium of the second coupling
case, described in Equations (44e) to (44f), looks similar to that of the first coupling case, described in Equations (42c)
to (42d), it correlates the sum of the internal forces of each bond that crosses the interface with the internal forces from


















Dn−1 + kn,n−2Dn − i𝜅EAe𝑖𝜅𝑙T = 0. (45b)
Finally, combining Equations (40a) to (40c), (41a) and (41b), (44a) to (44f), and (45a) and (45b), the R and T coefficients
are computed for the second coupling case.
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FIGURE 12 Illustration of continuum to peridynamic coupling using the third approach. Circles indicate the peridynamic particles,
diamonds the Lagrange multipliers, and solid line the continuum bar [Colour figure can be viewed at wileyonlinelibrary.com]
For the third coupling case to be implemented, 𝛺PD is extended within 𝛺cont,1 and 𝛺cont,2 by a length
lcoupl = xB − xA = xD − xC to create the overlapping regions𝛺coupl,1 and𝛺coupl,2, over which the coupling scheme is enforced
(Figure 12). The assumption of solutions in the form given by Equations (41a) and (41b) is no longer valid within these
domains. Assuming a linear blending function a(x) = 1 − (x − xA)/lcoupl, an analytical derivation of the unknown fields
U1(x) and U2(x) is sought. Using Equation (30a) and substituting u1 = e−i𝜔tU1(x) in 𝛺coupl,1, the following differential
equation is written:












, xA ≤ x ≤ xB, (46)
where 𝛿(·) is the Dirac delta function. A solution in the form 𝜆j = ei𝜔t𝛬j(x) was assumed for the Lagrange multipliers and n
and x𝜆𝑗 are the total number and the positions of the Lagrange multipliers. A similar equation can be written for 𝛺
coupl,2.
Using the change of variables z = a(x), Equation (46) becomes







, 0 ≤ z ≤ 1, (47)
where b1 =
√
𝜌𝜔2l2∕E and b2 = l/EA are two constants and x̂𝜆𝑗 =
(
lcoupl + xA − x𝜆𝑗
)
∕lcoupl. This differential equation can
be solved using the Hankel transform.54,55 The solution obtained in 𝛺coupl,1 is given as follows:


















where C1 and C2 are two constants, Jk and Yk are the Bessel functions of the first and second kind with order k, and H(·)
is the Heaviside function. As can be seen from Equation (48), as z → 0 (ie, x → xB), U1 = C1J0(0) + C2Y0(0) → −∞. This
solution is not accepted as a finite result is expected and hence C2 = 0.
On the interface between 𝛺coupl,1 and 𝛺cont,1, continuity and equilibrium conditions need to be satisfied. This leads to
the following two equations:









































Similarly, the same procedure can be repeated in 𝛺coupl,2 to relate the transmission coefficient T with the solution U2.
Using Equations (30b) and (30c), (49), and (50), the system of equations can be solved to compute the reflected and
transmitted energy across the different domains.











in Equation (46). In this case, the unknown displacement fields are approximated numerically
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FIGURE 13 Third coupling case with finite elements in the coupling zone connected with continuum [Colour figure can be viewed at
wileyonlinelibrary.com]













































































2 esaC1 esaC Case 3 LB Case 3 CB
FIGURE 14 Reflection – Transmission diagrams for coupling cases 1, 2, 3 with a linear blending function (LB) and 3 with a cubic blending
function (CB). The PD horizon was set to 𝛿 = 2𝛥xPD. Each row corresponds to a different PD discretization 𝛥xPD [Colour figure can be viewed
at wileyonlinelibrary.com]
through FEs in𝛺coupl,1 and𝛺coupl,2. The FEs are coupled on one end with continuum using the first coupling approach and
at the other end with PD using the third coupling approach (Figure 13). To avoid interference in the final R − T diagrams
due to the connection of the FE with the continuum, an extremely fine FE mesh was used, with 𝛥xFE = 2 × 10−5 m, to
approximate as closely as possible the continuum case. For the solution of this configuration, Equations (32a) to (32c)
are implemented in the frequency domain with the addition of continuity and force balance conditions, using Equations
(42a) to (42d), respectively, between the FEs and the continuum at positions xA and xD.
Using the same model parameters as in the time-domain analyses (ie, E = 200 GPa, A = 10−6 m2, 𝜌 = 7850 kg/m3,
and l = 0.2 m as the half-length of the PD domain), the transmission and reflection coefficients were computed with
𝜔 ranging from 0 to 4 × 107 rad/s for various values of 𝛥xPD and 𝛿 = n𝛥xPD. In Figure 14, Reflection – Transmission
diagrams are reported for all coupling cases considered, for different PD discretization length 𝛥xPD values, whilst keeping
the PD horizon constant 𝛿 = 2𝛥xPD. Red lines indicate the part of the initial energy that was reflected (|R|2), whereas blue
lines indicate the transmitted energy (|T|2). Similarly, in Figure 15, the PD discretization length is kept constant, with
𝛥xPD = 2 × 10−4 m, and different values are used for the PD horizon. In all cases, energy conservation is satisfied. Results
are presented in a nondimensional form with respect to the wave speed c and the length of 𝛺PD, 2l = 0.4 m.
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2 esaC1 esaC Case 3 LB Case 3 CB
FIGURE 15 Reflection – Transmission diagrams for coupling cases 1, 2, 3 with a linear blending function (LB) and 3 with a cubic blending
function (CB). The PD discretization was set to 𝛥xPD = 2 × 10−4m. Each row corresponds to a PD horizon value given as 𝛿 = n𝛥xPD [Colour
figure can be viewed at wileyonlinelibrary.com]
All coupling approaches considered can achieve accurate wave propagation with minimal reflections for relatively small
values of 𝜔, as |R|2 is close to 0 and |T|2 = 1. As the frequency increases, the accuracy of the coupling deteriorates. When
the forcing frequency of the pulse is close to or exceeds the cut-off frequency total reflection occurs and the transmitted
energy vanishes. The PD discretization length 𝛥xPD implemented in Figure 15 is the same as that in Figure 10. For all
cases, total reflection occurs at the frequency value predicted from the PD dispersion curve regardless of the coupling
method chosen. Furthermore, the influence of 𝛥xPD and 𝛿 on the model's cut-off frequency is illustrated.
It is evident that, as the frequency of the input pulse approaches the model's cut-off frequency, the accuracy of the first
coupling case deteriorates faster compared to the other methods. This means that further refinement is required to min-
imise the spurious reflections at the interface. The values of the reflected |R|2 and transmitted energy |T|2 oscillate till the
cut-off frequency where total reflection occurs. Close-ups illustrating this fluctuation are provided in both Figure 14 and
Figure 15. In this zone, the transmission coefficient is high for certain frequencies indicating that, if the problem solved
contains monochromatic incident pulses, the method could be tailored to allow for accurate transmission. However, if the
incident pulse excites a broad range of frequencies, only the frequencies corresponding to peaks will transmit. Using the
other coupling cases, this zone is much smaller and restricted very close to the cut-off frequency, allowing to accurately
simulate wave propagation with coarser grids for the same frequencies.
Using the results reported in Figure 14 and Figure 15, the third coupling case with the cubic blending function leads to
the best results, followed by the second coupling case. Through these numerical tests, the improvement of implementing
a cubic blending function within the formulation of the third coupling case is also highlighted as the coupling remains
accurate for values closer to the cut-off frequency. It is noted here that, for the results presented, the overlapping length
was set to lcoupl = 10𝛥x. The coupling could be further improved by increasing the overlapping length, as illustrated
in Figure 16. The accuracy of the coupling is improved, even for frequencies very close to the cut-off frequency with
additional computational cost though.
Finally, of major importance is the implementation of the surface correction factor (Figure 17). The third coupling case
is less affected from the skin effect, which appears at the particles near the boundary of 𝛺PD, where the value of the
blending function is almost zero (ie, energy has been transferred to 𝛺cont). The first two coupling approaches are affected
though, as the coupling interface is located near the area where the skin effect manifests. Comparing Figure 17 with the
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FIGURE 16 Influence of the overlapping length lcoupl when the third coupling approach is used with either the linear or the cubic
blending function. The PD discretization and horizon values were set to 𝛥xPD = 2 × 10−4m and 𝛿 = 3𝛥xPD [Colour figure can be viewed at
wileyonlinelibrary.com]
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FIGURE 17 Influence of the surface correction for coupling cases 1 and 2 with 𝛥xPD = 2 × 10−4m and 𝛿 = 3𝛥xPD [Colour figure can be
viewed at wileyonlinelibrary.com]
corresponding diagrams from Figure 15, the accuracy of the coupling is affected significantly if appropriate correction is
not implemented.
The third coupling case can lead to the most accurate coupling between PD and continua, given that an appropriate
blending function and an adequately large overlapping region are provided. This increases the computational burden of
the method and creates ambiguities on the a priori selection of blending functions in 2D and 3D problems. On the other
hand, coupling approaches similar to the second coupling case or the method presented in the work of Zaccariotto et al7
achieve comparable accuracy with lower cost and are easier to implement. The simplistic coupling presented in the first
method should be avoided not only because it leads to strong reflections for relatively small frequencies but also because
it requires conforming meshes that are problematic in problems involving higher dimensions.
6 EXTENSION OF THE SECOND COUPLING CASE TO 2D PROBLEMS
The second coupling case is extended to 2D problems to further illustrate the importance of considering the cut-off fre-
quencies of both the PD and FE models when addressing dynamic problems. The only thing that differs in the formulation
of the second coupling case is the computation of the forces applied on the interface. In the 1D bar example, the compu-
tation of PD interfacial forces required to simply identify which bonds cross the interface (ie, bonds that connect a ghost
and a normal particle) and what is the total force of these bonds. In 2D, the interface between the two descriptions is no
longer a point but a line and thus it is necessary to compute the exact location where each bond crosses the interface. This
is the location where PD forces are applied on the interface. In the following examples, linearized PD are coupled with
four-node linear elasticity FE.
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FIGURE 18 Extension of the second coupling case to 2D problems [Colour figure can be viewed at wileyonlinelibrary.com]
Assume that nodes 1 and 4, illustrated in Figure 18, define the PD-FE interface and particle j is a ghost particle. From
the definition of linearized PD, the bond forces, with respect to the global axes, between particles i and j are computed as
follows:
f = RTKRd, (51)
where f = { fi,j,x fi,j,y fj,i,x fj,i,y}T is the forcing vector, d = {di,x di,y dj,x dj,y}Tis the vector containing the displacements of
particles i and j, R is the transformation matrix, and K is the local stiffness matrix in 2D given as follows:
K = kbondi,𝑗
⎡⎢⎢⎢⎣
1 0 −1 0
0 0 0 0
−1 0 1 0
0 0 0 0
⎤⎥⎥⎥⎦ . (52)
The value kbondi,𝑗 is computed using Equation (22). From Equation (8), it is implied that fi,j is equal and collinear to fj,i.
In 2D, it is convenient to treat the PD bond forces as externally applied forces to the FE that define the interface. Contrary
to that, in the 1D case, the stiffness matrix of the coupled model was constructed directly in an explicit form by adding
stiffness contributions. The force f interm = − f i,𝑗 = f 𝑗,i is applied on the FE and it is concentrated at the intersection point
(xA, yA) between the bond and the coupling interface and subscript m denotes the bond number. The point of application










where N are the shape functions of the four-node element and mtot is the total number of bonds that cross the coupling
interface. Since the shape functions for nodes 2,3 vanish at the force application location, the interface force is effectively
distributed between the two nodes that lie on the coupling interface. The final vector of external forces is computed by
summing all the interface forces applied on the interface. Using matrix notation, the equation of motion in the FE domain
can be written as follows:
MÜ + KFEU = Fext. (54)
The displacements of the ghost particles are again computed by interpolating the nodal displacements of their element
using its shape functions as follows:
dghost = NTU . (55)
The equation of motion for the particles in the PD domain is Equation (11). Now, the FE and PD equations are solved
separately but are coupled together through Equation (55) and the external forcing in Equation (54). Time marching is
performed again using the central difference method defined in Equations (16a) and (16b) and (17a) and (17b).
In the 1D problems, the bond constant k(𝝃) was assumed to be uniform within the PD horizon. For the 2D cases, a
conical variation of the bond constant is implemented as it provides better convergence to classical elasticity.40 Assuming








𝜋𝛿3 (1 − v)
. (56)
6.1 Verification of the 2D model
To validate the coupling in 2D, a pulse propagating in a solid under plane stress conditions is considered. The boundary
conditions and geometry are illustrated in Figure 19 (left). The length and the height of the plate are Lx = 0.5 m and
Ly = 0.25 m, respectively, with a thickness of t = 0.001 m. The inner dimensions define the FE domain 𝛺FE and are given
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FIGURE 19 (left) Problem geometry and boundary conditions. (right) example of a coupled FE-PD model in 2D, black squares indicate FE
nodes, blue circles PD particles and grey circles PD ghost particles [Colour figure can be viewed at wileyonlinelibrary.com]
FIGURE 20 Comparison of the coupled model with FE solution at three different time steps. Left column: Ux displacements in the plate.
White lines indicate the PD-FE interface. Middle column: Comparison of the Ux displacements along the reference line illustrated in Figure 19
with the FE solution. Right column: Plot of the error magnitude during each time step [Colour figure can be viewed at wileyonlinelibrary.com]
as Lx1 = 0.2 m and Ly1 = 0.1 m. Thus, the plate is modelled with FE apart from an area in the center, defining 𝛺PD, which is
modelled using PD. The time profile of the input pulse is Gaussian with u (x = Lx, t) = ae−
(t−𝛽)2
2c2 , 𝛼 = 10−4 m, 𝛽 = 10−5 s, and
c= 2 10−6 s. The y displacements are constrained at the top and bottom edges, whereas the x displacements are constrained
at the left edge of the plate. The material is assumed elastic and isotropic with E = 200 GPa, v = 1/3, and 𝜌 = 7850 kg/m3.
The coupled problem was discretized with 𝛥xFE = 𝛥yFE = 2 × 10−3m, and 𝛥xPD = 𝛥yPD = 2.07 × 10−4 m. The length of
the PD horizon was set to 𝛿 = 5𝛥xPD. In total, 123 492 particles were used in the PD domain, out of which, 7330 where
ghost particles. The FE element domain was discretized using 30 000 elements corresponding to 30 450 nodes. The total
simulation time is ttot = 1 × 10−4 s with steps 𝛥t = 5 × 10−8 s. The standard FE solution was obtained using a uniform grid
with 𝛥xFE = 𝛥yFE = 2 × m. In Figure 19 (right), an example of the discretization of 𝛺FE and 𝛺PD is illustrated. The location
of the PD particles is independent of the FE nodal locations, thus simplifying the process. If the first coupling case was to
be implemented, refinement of the FE mesh would be required near the interface for the FE nodes to coincide with the
PD particles.
In the left column of Figure 20, the propagation of the Gaussian pulse is illustrated at time instants t = 4.4 × 10−5 s,
t = 5.7 × 10−5 s, and t = 9.9 × 10−5 s. Similar to the 1D case, each time the pulse crosses a PD-FE interface, a reflection is
generated. Since a much finer discretization was implemented in the PD domain compared to the FE domain, the cut-off
frequency of the PD domain was higher than that of the FE domain, allowing the pulse to be transferred. This can also
be seen in the middle column of Figure 20, where the displacements along the reference line, illustrated in Figure 19, are
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compared for the coupled and the FE-only solutions. Compared to the amplitude of the pulse, the amplitude of spurious
reflections is negligible, and the two solutions agree well. To further compare the two solutions, the L2 norm of error is
employed. Since the nodal points of the two solutions do not coincide in the 𝛺PD region, the solution in the PD region is
interpolated onto the FE nodal points through linear interpolation. The magnitude of error is defined as follows:
error = ‖‖‖uFE only − ûcoupled‖‖‖2, (57)
where ûcoupled contains the interpolated values of the coupled model ucoupled onto the FE nodes. The magnitude of the
L2 norm is plotted in the right column of Figure 20. As expected, discrepancies first appear when the pulse crosses for
the first time the FE-PD interface and reach the maximum value of 2.02 × 10−6 when the pulse exits the PD domain.
It is noted that the error here is not only due to the generated reflections but also due to differences in the numerical
dispersion characteristics of the two solution methods. Still, the two solutions are in very good agreement in the whole
computational domain.
6.2 Partial trapping of pulses in PD-FE models
According to the findings of the 1D study, if the cut-off frequency of the PD domain in the previous example was not
high enough to allow the pulse to be transmitted accurately, the spurious reflections generated would be more severe and
affect the accuracy of the simulation. When coupling methods such as PDs with FE, it is desirable that the PD domain will
be localised only in a small area of the computational domain, where steep stress gradients are expected. To accurately
capture these phenomena, very fine discretization is usually required. It is thus expected that, in practical applications, the
PD grid will be much finer than the FE mesh. Since the frequency content of the pulse was low enough to be transmitted
within the coarse FE description, it was also able to propagate within the PD domain. In this case, consideration of the
dispersion curves for each model is needed to make sure that the cut-off frequency of the FE domain is high enough to
allow the pulse to be transmitted. At the same time, the cut-off frequency of the PD domain needs to be higher to reduce
the spurious reflections due to the coupling. Consideration of the FE cut-off frequency is of equal importance to the PD
one to achieve accurate coupling. This is evident in cases where the source of the pulse is located within the PD domain.
One such case is considered in the next example.
Assuming an infinite plate with a hole at its center, the area around the hole is modelled with PD, whereas the rest
of the plate with FE. To avoid interference due to the boundary conditions of the numerical model, the computational
domain is truncated by adding a perfectly matched layer (PML) to attenuate outward travelling waves. In a recent study,
unbounded problems were addressed using the PD differential operator and Sommerfeld boundary conditions.56
The PML was originally proposed by Berenger for applications in electromagnetic waves57 and was later extended
to applications involving elastic waves.58 Here, the convolution PML (C-PML) proposed in the work of Matzen59 for
time-domain analyses is employed. In the PML region, the coordinate variables xi, i = 1,2 of the problem are transformed




si (xi, 𝜔) dxi, i = 1, 2, (58)
where 𝜔 is the angular frequency and si are the stretched coordinate functions, proposed by Kuzuoglu and Mittra,61 ie,
si (xi𝜔) = 𝜅𝜄 (xi, 𝜔) +
𝛽i (xi)
𝛼i (xi) + 𝑖𝜔
. (59)
Three coordinate-wise functions are introduced in Equation (59), 𝛽 i(xi)≥ 0, 𝜅𝜄(xi,𝜔)≥ 1, and 𝛼i(xi)≥ 0. 𝛽 i(xi) controls the
attenuation in the PML region, whereas 𝜅𝜄(xi,𝜔) and 𝛼i(xi) enhance the attenuation of evanescent waves. In the work of
Matzen,59 it was shown that, when near-grazing waves do not manifest, the selection 𝜅𝜄(xi,𝜔) = 1 and 𝛼i(xi) = 0 simplifies
the PML computations as one of the convolution terms disappears without affecting significantly the accuracy. Since this
is applicable to the case considered here, these values are adopted. The function 𝛽 i(xi) is defined in the works of Matzen59
and Madsen et al60 and the references therein as follows:










∕ (2di), R0 = 10−8 is the theoretical reflection coefficient at normal incidence, x0i is the
location of the PML interface, and di is the PML thickness in each direction.
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FIGURE 21 A PML layer is added around 𝛺FE. Within the PML region the material becomes anisotropic and attenuates the outward
going pulses [Colour figure can be viewed at wileyonlinelibrary.com]
TABLE 2 Summary of model parameters
Parameter Value Parameter Value
Lx = Ly 0.5 m ttot 2 × 10−4 s
Lx1 = Ly1 0.2 m 𝛥t 2 × 10−7 s
L𝑃𝑀𝐿x = L𝑃𝑀𝐿𝑦 0.3 m 𝛥xPD = 𝛥yPD 3.11 × 10−4 m
t 1 mm 𝛥xPML = 𝛥yPML 9.37 × 10−4 m
r 3 mm 𝛥xFE = 𝛥yFE (fine) 13 × 10−4 m
E 200 GPa 𝛥xFE = 𝛥yFE (coarse) 33 × 10−4 m
v 1/3 Fmax 1.06 × 104 MPa
𝛿 3𝛥xPD 𝜌 7850 Kg/m3
The coordinate stretching performed in the PML region leads to a nonhomogeneous differential operator. To extract
the original one, artificial anisotropy is introduced to the material. The FE equation of motion now is
MÜ + Z
.
U + KU + g = F ext, (61)
where M, Z, K are the mass, damping, and stiffness matrices, and g is a convolution term defined in.53 The interested
reader can find more details in the work of Ben-Menahem and Singh53 on the FE implementation of the PML, whereas a
PML formulation for state-based PDs can be found in the work of Wildman and Gazonas.62 The geometry of the problem
is illustrated in Figure 21 along with the definition of the coordinate-wise function 𝛽 i in different areas of the plate. A







. The problem solution is repeated two times;
the first time the FE discretization was refined to minimise the spurious reflections generated, whereas, for the second
time, a coarser FE mesh was used. In both solutions, the PD and the FE discretizations in the PML were not changed.
The model parameters are summarized in Table 2. The displacements are constrained on the outer perimeter of the PML
as according to the work of Matzen,59 this improves the stability during time marching.
The results using the coarser and finer discretization are illustrated in Figure 22 and Figure 23. The displacement magni-
tude |U| = √U2x + U2𝑦 is plotted at different time instants as the pulse propagates along the PD-FE and FE-PML interfaces
till it is finally attenuated. In the same figures, the total energy in the PD and the FE model is also included. When the
fine FE discretization is used, the pulse propagates without significant reflections across the PD-FE interface. The total
energy provided into the PD model is transferred to the FE model and subsequently exits the domain (vanishes due to the
introduction of the PML). On the other hand, when the coarse mesh is used, only part of the energy is transmitted to the
FE domain, whereas approximately 16% of the energy is trapped within the PD domain.
By making the FE mesh coarser, the cut-off frequency is reduced, and significant spurious reflections are generated
at the interface. These reflections are trapped in the PD domain and are unable to reach the PML region. In practice,
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FIGURE 22 Pulse propagation with close up in 𝛺PD and energy transferring using the fine FE mesh [Colour figure can be viewed at
wileyonlinelibrary.com]
FIGURE 23 Pulse propagation with close up in 𝛺PD and energy transferring using the coarse FE mesh. Approximately 16% of the total
energy is trapped within the peridynamic domain [Colour figure can be viewed at wileyonlinelibrary.com]
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if the frequency content of the propagating pulse is known beforehand, the discretization parameters of the numerical
descriptions will be selected accordingly. However, application of impact-like loads in the PD domain will excite the whole
frequency spectrum of the finer model. It is thus desired that the two models have similar cut-off frequencies to minimise
the reflected energy. In problems involving dynamic crack propagation, mismatch between the two descriptions will lead
to accumulation of the trapped energy within the PD domain that will lead to erroneous and unrealistic results.
7 CONCLUSIONS
Three approaches to couple FE meshes with PD grids have been formulated to study the spurious reflections that
appear during dynamic simulations. Although these reflections cannot be avoided completely, they can be minimised
through careful selection of the model parameters. The first coupling approach presented is the simplest one and
used mainly for comparison purposes. Its use is restrictive as it requires conforming meshes, posing difficulties for
2D and 3D applications.14 The second and third approach can be extended to problems with higher dimensions more
efficiently,7,26,32,63 as both of them can couple models with no restrictions on the position of the PD particles and the FE
nodes.
The coupling approaches were compared through numerical tests in a 1D bar for pulses with different shapes and fre-
quency contents. Initially, the energy drift is computed in the time domain for incident pulses with modular and Gaussian
shape. The numerical tests are then continued in the frequency domain where the discrete PD model is coupled with
continuum mechanics. This allows to study more systematically the accuracy of each coupling approach by computing
the transmission and the reflection coefficients in an infinite bar. The discretization size and the value of the PD horizon
are of outmost importance toward an efficient coupling as they control the cut-off frequency of the numerical solution.
The results indicate that the third coupling case with a cubic blending function leads to the most accurate energy trans-
mission. Comparable accuracy can be achieved implementing the second coupling case (or similar methods presented in
the literature, eg, the work of Zaccariotto et al7). This approach is simpler to formulate, less computationally expensive,
and does not entail ambiguities with regards to the optimal selection and construction of blending functions.
The second coupling case is also extended to 2D problems to illustrate the significance of considering the cut-off fre-
quencies of both the finer and the coarser models. An axially loaded hole in an infinite domain is used as an example.
Analytical solutions of similar problems can be found in the work of Graff.64 In dynamic problems, where the source of
the pulse is located within the fine PD model (eg, dynamic crack propagation), entrapment of the energy can be observed.
In such situations, cut-off frequency of the coarser model needs to be adjusted to match that of the finer model.
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