We prove an existence of a topological decision tree which solves the range searching problem for a system of real polynomials, in other words, the tree nds all feasible signs vectors of these polynomials, with the (topological) complexity logarithmic in the number of signs vectors. This answers the problem posed in FK98].
Range Searching Problem
Let polynomials f 1 ; : : : ; f m 2 R X 1 ; : : : ; X n ]. Our purpose is to solve the range searching problem FK98] by means of topological decision trees (TDT) S87]. Namely, TDT allows tests of the form "P(x) > 0?" for arbitrary polynomials P 2 R X 1 ; : : : ; X n ] (thus, we ignore the cost of the computations). We say that a TDT solves the range searching problem for the polynomials f 1 ; : : :; f m if any two input points x; y 2 R n with di erent signs vectors (sgn(f 1 ); : : :; sgn(f m ))(x) 6 = (sgn(f 1 ); : : : ; sgn(f m ))(y) arrive to di erent leaves of the TDT. As usual, sgn could attain three values. By the topological complexity of a TDT we mean its depth.
Denote by N the number of all feasible signs vectors (sgn(f 1 ); : : :; sgn(f m ))(x). It is well known (see e.g. G88] ) that N (md) O(n) Theorem. There exists a TDT solving the range searching problem with a topological complexity at most O(log N).
Obviously, the bound is sharp. Let us also mention that for linear polynomials deg(f i ) = 1; 1 i m the range searching problem can be solved even with a small computational complexity log O(1) N by linear decision trees M88], M93].
2 Divide-and-conquer of the signs vectors
The desired in the theorem TDT will be designed (notice that the proof is nonconstructive) in two stages. At the rst one we design a TDT T 0 which solves the range searching problem with respect to the equality to zero, i.e. if for two input points Continuing this divide-and-conquer process we each time take the rst half of the set of truncated sign vectors w.r.t. the chosen ordering. This completes the design of TDT T 0 . In fact, one could diminish the degrees of testing polynomials by taking the products only over the minimal (now w.r.t. the set inclusion relation) subsets I (say, from the family S in the rst testing polynomial above), but anyway we are interested just in the topological complexity and do not need this remark.
To design the entire TDT T we x for the time being a certain truncated signs vector I 0 and consider any leaf a of T 0 which corresponds to I 0 . The next purpose is to design a TDT T 1 which deals just with I 0 and to glue T 1 to a. The design of T 1 relies on the following lemma.
Lemma. Let vectors u 1 ; : : :; u N 2 GF(2) k be pairwise distinct (N 6). Then there exists a vector v 2 GF (2) Continuing this divide-and-conquer process (in a similar way to the rst stage) we apply the lemma at each step to the current set of signs vectors. The depth of the designed TDT T 1 is thereby O(log N (0) ). Together with the design of T 0 at the rst stage this completes the proof of the theorem.
Comments and an open question
Similar to M88] one can prove that any problem which can be solved with a polynomial parallel complexity over the reals (in other words, belonging to the class PAR R FK98]) has also a polynomial topological complexity.
It would be also interesting to design a TDT with a small (similar to the theorem) topological complexity solving the range searching problem for a set of polynomials
