Using a bounded bilinear operator, we define the Henstock-Stieltjes integral for vector-valued functions; we prove some integration by parts theorems for Henstock integral and a Riesz-type theorem which provides an alternative proof of the representation theorem for real functions proved by Alexiewicz.
Introduction
Henstock in [1] defines a Riemann type integral which is equivalent to Denjoy integral and more general than the Lebesgue integral, called the Henstock integral. Cao in [2] extends the Henstock integral for vector-valued functions and provides some basic properties such as the SaksHenstock Lemma.
Schwabik in [3] considers a bilinear form, defines a Stieltjes type integral, and performs a study about it including [4] ; following his ideas we give integration by parts theorem involving a bilinear operator and, through it, we prove a representation theorem for the space of Henstock vectorvalued functions.
This paper is divided into five sections; in a first step, in Section 2 we present some preliminaries and introduce the Henstock-Stieltjes integral via a bilinear bounded operator and the Bochner integral, together with some basic properties. In Section 3 we provide two useful kinds of integration by parts theorems, one of them in terms of the Bochner integral and the other using Henstock-Stieltjes integral; the representation theorem is proved in Section 4 which, if we consider real-valued functions, provides an alternative proof of the representation theorem proved by Alexiewicz (Theorem 1 in [5] ).
Preliminaries
Throughout this paper , , and will denote three Banach spaces, ‖⋅‖ , ‖⋅‖ , and ‖⋅‖ , which will denote their respective norms, * the dual of , : × → a bounded bilinear operator fixed, and [ , ] a closed finite interval of the real line with the usual topology and the Lebesgue measure, which we denote by . For a function : [ , ] → R we denote the Lebesgue integral of on a measurable ⊂ [ , ] , when it exists, by ( ) ∫ . 
We write = ( ) ∫ . 
We write ( ) − ( ) = ( ) ∫ .
The Henstock integral is also known as HenstockLebesgue integral, briefly HL integral ( [6] ), or variational Henstock integral ( [7] ).
In [8] we can find some properties of both integrals such as the linearity, integrability over subintervals, and the continuity of the function : 
where the supremum is taken over all possible elections of ∈ , = 1, 2, . . . , , with ‖ ‖ ≤ 1.
where the supremum is taken over all partitions of the interval If (B)var ( ) < ∞ or (B)var ( ) < ∞ we say that is of strongly bounded B-variation or is of bounded B-variation, respectively.
It is straightforward that each function of strongly bounded variation is of strongly bounded B-variation. We recommend the reader interested in this topic to consult the study exposed in [9] .
Stieltjes-Type Integrals.
As we mentioned in the introduction, Schwabik in [3] gives the next definition and proves some basic properties such as the Uniform Convergence Theorem. 
for every -fine tagged partition
In this case we write = ( ) ∫ ( , ). 
We write ( ) − ( ) = ( ) ∫ ( , ).
It is immediate that every Henstock integrable function is Kurzweil integrable and its integrals are the same; we can repeat the proof of this fact for the previous Stieltjes integrals. Similarly, we can prove the properties of linearity and integrability over subintervals for the Henstock-Stieltjes integral directly of the proofs in [8] with slight changes. We omit the formulations and the proofs of such results. 
the Bochner integral of : [ , ] → is denoted by (B) ∫ and is defined by
We will use the following well-known results of the Bochner integral. Proof. The proof is analogous to Lemma 17 changing the inequality 2 by
3. Integration by Parts Theorem 
which tends to 0 when → ; hence ( , ) is differentiable on 
for every = {([ −1 , ], ) : = 1, . . . , }, which is -fine. Then,
Now, we shall prove the following Theorem, which is a consequence of Theorem 9. 
Proof. Let > 0; because converges uniformly to , there exists 0 > 0 such that for every > 0 and ∈ [ , ]
Hence, for every , > 0 , ‖ ( ) − ( )‖ ≤ 2 .
Theorem 9 implies the existence of the integral ( ) = ( ) ∫ ( , ) for every ⊂ [ , ] and lim →∞ ( ) = ( ).
Hence, there exists 1 ∈ N such that ‖ ( ) − ( )‖ < , for every > 1 .
Let > max{ 0 , 1 } be fixed; as the integral
exists, there exists a gauge on [ , ] such that, for everyfine tagged partition
We have
Hence, ( ) ∫ ( , ) exists and 
We define a gauge * by
= , . . . , } be a * -fine tagged partition of [ , ] and by the left-right process (see [13, Section 1, pp. 6]) we can assume that the tags are the left endpoint of each subinterval; then
(31)
As we can see, we have two types of integration by parts theorems, one is of the Stieltjes type and the other is nonStieltjes; it is possible to ask for the conditions so that the integral of the Stieltjes type becomes a non-Stieltjes; for that, we must do the following analysis: 
where > 0 is the bound of due to it is continuous.
Obviously, we can change the condition over in Theorem 26 if we ask for strongly bounded variation and impose the Radon-Nikodým property on ; either with these , and is of bounded slope variation (BSV) if
is bounded for all divisions = 0 < 1 < ⋅ ⋅ ⋅ < = . 
Representation Theorem
Now, we will establish an important connection between the space of Henstock integrable functions and its dual space: a Riesz representation theorem. 
By the integration by parts theorem we have
It follows that
So is bounded and continuous. 
for every ∈ ([ , ], ).
Proof. For each ∈ [ , ]
and ∈ we have [ , ] ∈ ([ , ], ). We define a function : → by
In this form, is linear and it is also continuous due to
where = ‖ ‖( − ). 
by the continuity of and the Integration by parts Theorem 25 we have that
Finally, we have the following representation theorem. 
for every ∈ ([ , ], ). 
for every ∈ ([ , ], ) .
Hence, the dual space of ([ , ], ) is isometrically isomorphic to the space of functions of strongly bounded variation.
Since the space of Henstock integrable real-valued functions coincides with the Kurzweil integrable functions we will name the integral as the integral of Henstock-Kurzweil.
As a particular case of Corollary 31 (with = ( , ) = = R) we have obtained the following representation theorem for the space of Henstock-Kurzweil integrable functions. 
for every Henstock-Kurzweil integrable function.
Remarks 34. The result above was proved in [5] by Alexiewicz; later other proofs of the theorem arose, for example, those provided by Sargent and Lee (Theorem 4 in [17] and Theorem 12.7 in [14, pp. 76], resp.), who use different techniques from those used in this work; for example, HahnBanach Theorem is not necessary for the proof of Theorem 30.
The Integration by parts Corollary 27 yields a new representation theorem without using Stieltjes integral, which we shall establish next. The proof of the first result below is analogous to Theorem 29; using equality (35), we will only sketch the proof of the second result. Proof. Let ∈ and be the primitive of ∈ ([ , ], ) . We define the function ( ) = ( [ , ] ); this function is in ( , ), and we define : [ , ] → ( , ) by ( ) = ; is of bounded slope variation and satisfies the Lipschitz condition (see the proof of [15, Thm. 10] ); hence it is differentiable and is of strongly bounded variation. Following the proof of Theorem 30 using which is also of strongly bounded variation, by Theorem 26 the integral ( ) ∫ ( , ) is equal to ( ) ∫ ( , ) and by integration by parts Corollary 27, we have ( ) = ( ) ∫ ( , ).
The last representation theorem identifies ([ , ], )
with the space of primitives of the functions of strongly bounded variation, unlike the Corollary 31 which identifies it with the space of functions of strongly bounded B-variation.
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