The correlation of data contained in a series of signal sample values makes the estimation of the statistical characteristics describing such a random sample difficult. The positive correlation of data increases the arithmetic mean variance in relation to the series of uncorrelated results. If the normalized autocorrelation function of the positively correlated observations and their variance are known, then the effect of the correlation can be taken into consideration in the estimation process computationally. A significant hindrance to the assessment of the estimation process appears when the autocorrelation function is unknown. This study describes an application of the conditional averaging of the positively correlated data with the Gaussian distribution for the assessment of the correlation of an observation series, and the determination of the standard uncertainty of the arithmetic mean. The method presented here can be particularly useful for high values of correlation (when the value of the normalized autocorrelation function is higher than 0.5), and for the number of data higher than 50. In the paper the results of theoretical research are presented, as well as those of the selected experiments of the processing and analysis of physical signals.
Introduction
In the digital methods of calculations of random signal characteristics or those determined and interfered with random impact occurrences, the accuracy of the estimates of the parameters being calculated depends on the number of data (of quantizated signal samples). Within the given analysis time an increase of the data number makes lower the component of the estimator variance which is data number dependent, and at the same time it increases the variance component dependent upon the higher correlation of the samples from the location situated in smaller distance (in time, impact terms, and so on).
The correlation of measurement data in n series of measurement results makes the estimation of the statistical characteristics describing such a random sample difficult. The positive data correlation increases the variance of the arithmetic mean in relation to the series of uncorrelated results. If the normalized autocorrelation function of the observations is correlated positively and their variance is known then the impact of the correlation can be taken into consideration in the process of the estimation of the arithmetic mean variance in a computational manner. A significant hindrance to the assessment of the accuracy estimation process appears when the data variances and their autocorrelation function are unknown, since for the autocorrelation function with the relevant fragments of negative values the data correlation may decrease the variance of the arithmetic mean. The basic theoretical solutions of this problem are presented in literature, e.g. [1] [2] .
Due to the expanding range of the use of measuring data processing and the possibility of the use of new instruments and procedures, the problem of the assessment of the accuracy of the experimental determination of statistical characteristics (particularly the arithmetic mean) of correlated data was and still remains topical [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] .
In this study the application of the conditional averaging of the correlated data with the normal distribution for the determination of the standard uncertainty of the arithmetic mean has been proposed. The results of theoretical research and the selected analysis experiments of physical signals have also been presented.
Assessment of the standard uncertainty of the arithmetic mean of correlated data
When compiling measurement data it is normally assumed that the observations taken with a sample interval Δt from the population (of a x(t) signal) with the distribution   x x , N   create a n-element random time series (1) which meets the stationary and ergodicity conditions:
The commonly used estimator of the expected value 
When there is no data correlation then the standard uncertainty of the arithmetic mean can be calculated from the equation:
At the correlation of n data described with the normalized autocorrelation function
the equivalents of the expressions (3) and (4) will have the form [3] [4] 
and:
where:
is the effective (equivalent) number of the uncorrelated observations providing the same uncertainty as for n − correlated observations.
In the circumstances when the normalized autocorrelation function For the n-element measurement data series described with the autocorrelation functions of exponential form according to the model: 
At the limit when   n : (10) and the number of uncorrelated observations:
Substitution of the value  with  1 in calculations means that the formula (7) is simplified to the form:
The error rate caused by this replacement is in percent: From Fig. 1 it can be seen that for high values of the correlation of adjacent elements of the data series the simplification of the relationship (9) to the form of (10) is burdened with a high error   for low values of n. For the condition when   < 10% the number of results in the data series should not be less than 50.
Application of the conditional averaging for the assessment of standard uncertainty of the arithmetic mean
To calculate the uncertainty
with the use of conditional averaging of the random data time series with Gaussian distribution the following procedure can be applied: 1. Calculation of the estimate x (from the formula 2). 2. Calculation of the estimate 
where: 
where: ν -coefficient dependent on the assumed method of averaging. 5. After substitution of (14) and (15) 
For n >>1 the last expression can be simplified and reduced to the form: 
In order to assess the degree of the correlation of the subsequently averaged signal fragments exceeding the set level p x , the ratio 
Experimental studies
In the experiment the stationary random signal x(t) of the   Table 1 ). The experiment has been repeated 10 times (g = 10) for subsequent, different short 100-element realizations. On the basis of the statistics calculated in 10 repetitions (Table 1) The standard uncertainty is:
With the use of the data conditional averaging, the effective number Fig. 4 . The graphs presented in Fig. 4 illustrate the decrease of the value of the arithmetic mean variance estimates at longer sampling intervals and lower correlation of the data correlated positively. The decrease of the variances of the variance estimates at the lowering of data correlation is also clear. The standard uncertainty values determined on the basis of the comparative principles (e.g. the relationships (25) and (26)) for different sampling intervals and various data correlation levels are shown in Table 2 .
On the basis of the presented result it can be stated that for relatively large data sets, for practical purposes there is sufficient conformity of the value of the standard uncertainty assessment with the use of the conditional mean and the classic method of the estimation of the standard deviation. 
Conclusion
For the assessment of the correlation of the measurement data series and the standard uncertainty of the correlated data arithmetic mean of the Gaussian distribution, conditional data averaging can be used. The method proposed herein can be particularly useful for high correlation values (  1  0.5), and relatively high values of n (n > 50).  . In such circumstances a beneficial solution may be given by the use of the modified algorithms of conditional averaging of measurement data [19] .
