Abstract. We study regularity properties enjoyed by a class of real-valued upper semicontinuous functions f : R d → R whose hypograph satisfies a geometric property implying, for each point P on the boundary of hypo f , the existence of a sort of (uniform) subquadratic tangent hypersurface whose intersection with hypo f in a neighbourhood of P reduces to P . This geometric property generalizes both the concepts of semiconcave functions and functions whose hypograph has positive reach in the sense of Federer; the associated class of functions arises in the study of regularity properties for the minimum time function of certain classes of nonlinear control systems and differential inclusions.
Introduction
We study a class of upper semicontinuous functions f : R d → R whose hypograph hypo f (see Definition 2.3) satisfies a geometric regularity property, namely: there exist c > 0, θ ∈]0, 1] such that for each P on the boundary of hypo f there exists a unitary Fréchet (outer) normal v ∈ N for every Q ∈ hypo f.
Geometrically speaking, this inequality expresses the fact that, in a neighborhood of each point P on the boundary of hypo f , there exists a "subquadratic" smooth hypersurface Γ(P ) whose intersection with hypo f reduces to P . One could also say that Γ(P ) is supertangent to hypo f in a generalized sense.
When θ = 1 condition (1) reads as lies outside hypo f and touches the boundary of hypof at P . This property is also called exterior sphere condition and was studied by several authors, mainly in connection with regularity problems arising in the control theory. In particular, in Proposition 3.2 of [9] it is proved that if a closed set K ⊆ R d+1 satisfies an interior sphere condition (i.e., the closure of its complement satisfies an exterior sphere condition), then the distance function dist(·, K) satisfies in R d+1 \ K a regularity property called semiconcavity with a linear modulus, which can be regarded as a smooth C 2 perturbation of concavity. We refer the reader to the monograph [10] for a detailed description of the properties of semiconcave functions and their applications to the regularity theory for the value function of optimal control problems.
If we strenghten the exterior sphere condition by requiring (2) to hold for every v ∈ N F hypo f (P )∩ S d (while in its formulation this is required just for at least one normal) we are in the class of functions whose hypograph has positive reach in the sense of Federer. In finite dimension, sets of positive reach were introduced by Federer in [24] as a generalization of convex sets and sets with C 2 -boundary. They enjoy several strong geometrical characterization, the following statements being indeed equivalent:
d+1 is a closed set with positive reach; ii. property (2) holds for every v ∈ N F hypo f (P ) ∩ S d ; iii. there exists a neighborhood U of K such that dist(·, K) is of class C 1,1 (U ); iv. there exists a neighborhood U of K such that the metric projection onto K is singlevalued.
If we are also allowed to take C = 0 in condition (1) , then the set is convex and U = R d+1 . Several authors studied sets with positive reach in both finite and infinite dimension; we refer to [21] for a comprehensive summary of the results on this topic.
Upper semicontinuous functions whose hypograph has positive reach share several regularity properties with concave functions: it was proved in [15] that around a.e. points of their domain they are actually Lipschitz continuous, semiconcave with linear modulus and twice differentiable a.e. In [17] , [19] and [20] some regularity results were proved for the minimum time function of control problems; under suitable weak controllability assumptions, the latter is proved to have epigraph or hypograph with locally positive reach, thus generalizing the results of [9] and [10] .
The link between the exterior sphere condition and the positive reach property was recently investigated in a series of paper [32] [33] [34] [35] [36] where several properties and sufficient conditions granting positive reach properties are proven starting from the weaker exterior sphere condition. One of the main results in this sense is that if a set satisfies an exterior sphere condition and it is wedged (i.e., the normal cone does not contain lines) then it has positive reach. From a different viewpoint, it was shown in [30, 31] that the notions of exterior sphere and positive reach are almost equivalent in the sense of measure: namely, up to a closed exceptional set of zero measure, every set satisfying a uniform exterior sphere condition has positive reach.
However, it is easy to give examples where the hypograph of the minimum time function does not satisfy an exterior sphere property, so that the results of [19, 30] can not be applied. Let us consider the constant control system The minimum time to reach the target T subject to the above control system is denoted by T . It can be proved (see the Appendix) that hypo T does not satisfy an exterior sphere condition, but still enjoys the weaker uniformity regularity property (1) with θ = 1/2.
The previous considerations motivate us to study the class F (Ω) of real functions defined on Ω ⊂ R d satisfying condition (1) in order to provide a new regularity class which, hopefully, will cover the regularity properties for the minimum time function of certain classes of nonlinear control systems and differential inclusions [11] that does not satisfy an exterior sphere condition.
We state our first general result for closed set K ⊂ R d+1 concerning the structure and dimension of the set K (j) of points on ∂K where the Fréchet normal cone to ∂K has dimension larger than or equal to j. This result generalizes a similar result proved by Federer for sets with positive reach. Indeed, it shows that K (j) can be covered by countably many Lipschitz graphs of d − j + 1 variables. 
The sets K (j)
± are here defined in the same way of K (j) by taking the normal cone to, respectively, K and R d+1 \ K; see Definition 4.1. Concerning the differentiability properties of functions, we denote by S f the set of non-differentiability points of f and prove the following result: Theorem 1.2. Let Ω be a nonempty open subset of R d and let f ∈ BV loc (Ω) be an upper semicontinuous function; set K := hypo f . Assume that for
The previous result is applied to show that functions in the class F (Ω) will share several properties with semiconcave functions with a nonlinear modulus like having (locally) bounded variation and being differentiable a.e. Moreover, for function in F (Ω) finer BV estimates can be performed around singular points; such estimates give sharp upper bounds, related to the exponent θ appearing in (1), on the dimension of S f . 
There is still an open problem, arising in the study of the minimum time function, to provide suitable sufficient conditions yielding SBV regularity; indeed, as showed in [18] , in general this property does not hold even in the positive reach case.
The paper is organized as follows. In Section 2 we fix the notation and state definitions and preliminary known results of nonsmooth analysis and geometric measure theory that will be used later. In Section 3 we introduce the main objects of our investigations and discuss their simplest properties. Section 4 and 5 are devoted to the proofs and consequences of, respectively, Theorems 1.1 and 1.2. In Section 6 we give sufficient conditions on functions ensuring the local semiconcavity property out of the singular set and perform a comparison between the Frechét and measure theoretic normals to sets. In Section 7 we prove Theorem 1.3. Finally, in the Appendix we discuss an example arising in the minimum time problem.
Preliminaries and notation
We begin by recalling some basic notation.
∂S, int(S), S, the topological boundary, interior and closure of S, respectively; diam(S) := sup{ z 1 − z 2 : z 1 , z 2 ∈ S}, the diameter of S; P(S) := {B ⊆ R d : B ⊆ S}, the power set of S;
, the unit open ball (centered at the origin); Sq(y, r) :
|y i − z i | < r , the open square of center y and side 2r;
If π K (y) = {ξ}, i.e. it is a singleton, we will identify the set π K (y) with its unique element and write π K (y) = ξ.
The Fréchet normal cone and the Bouligand tangent cone to K at x are defined respectively by
Notice that N F K (x) is always closed and convex. We have
The set W is called convex if for every w 1 , w 2 ∈ W , λ ∈ [0, 1], we have λw 1 + (1 − λ)w 2 ∈ W . We denote by dim W the dimension of the linear space Span(W − W ) spanned by the elements of W − W := {w 1 − w 2 : w 1 , w 2 ∈ W }, and notice that Span(W − W ) = Span(W ) if 0 ∈ W . Definition 2.3. Let Ω ⊆ R d and f : Ω → R ∪ {±∞} be a function. For x ∈ Ω fixed we denote by
while for l.s.c. functions one has
The sets ∂ F f (x) and ∂ F f (x) are called respectively the Fréchet superdifferential and the Fréchet subdifferential of f at x. We recall that
are respectively the set of Fréchet subgradients and supergradients of f at x. If ∂ F f (x) contains more than one element, we have that ∂ F f (x) = ∅ and conversely if ∂ F f (x) contains more than one element, we have that
We have that f is differentiable at x, with differential denoted by ∇f (x), if and only if ∂ F f (x) and ∂ F f (x) are both nonempty; in this case
For the sake of completeness we state and prove the following simple results, which we will use several times throughout the paper.
Proof. Let us begin with statement (i). Let {(x k , β k )} k∈N ⊆ K be a sequence converging to (x, β) ∈ ∂K. Since
we have also (x k , γ x ) ∈ K for any k. Moreover, one has (x k , γ k ) → (x, β) and
) and this gives
. This proves one implication. For the reverse one, fix x ∈ Ω and let {x k } k∈N , {x k } k∈N be two sequences in Ω converging to x and such that
, β ∈ R; possibly passing to a (not relabeled) subsequence we have for
This gives (x, β) ∈ ∂K because both (
Concerning statement (iii), we want to prove that, if
This concludes the proof of statement (v) and of the Lemma.
Definition 2.5. Let C ⊆ R d+1 and N : C → P(R d+1 ) be a set valued map, which will be also called a multifunction and denoted by N : C ⇒ R d+1 . We say that N has closed graph if, for every sequence
A multifunction N : C ⇒ R d+1 is upper semicontinuous if for every x ∈ C and c = c
). It holds that a compact-valued multifunction with closed graph is upper semicontinuous (see e.g. Theorem 1 p. 41 in [1] ).
The notion of semiconcave function will also be used (see [10] ):
+∞[ be an upper semicontinuous nondecreasing function such that lim r→0 + ω(r) = 0. We say that a function f : Ω → R is semiconcave of modulus ω if the inequality
holds for every x, y ∈ Ω, λ ∈ [0, 1] such that λx + (1 − λ)y ∈ Ω. We call locally semiconcave a function which is semiconcave on each compact convex subsets of its domain.
This definition generalizes the classical notion of semiconcavity, which concerns moduli ω(·) of the form ω(r) = cr, for a suitable constant c > 0. If this is the case, we say that f is semiconcave with linear modulus and we call c semiconcavity constant. A function f is called semiconvex if −f is semiconcave.
The following result gives characterization of semiconcavity with linear modulus (see [10] ). (1) f is semiconcave with linear modulus and semiconcavity constant c > 0; (2) the function x → f (x) − c|x| 2 is concave in every convex subset of Ω.
such that the segment joining y + h and y − h is contained in Ω.
We recall some basic concepts from geometric measure theory. The major references are [22] , [24] and [2] .
d be open and L ≥ 0. We say that a function f : Ω → R is Lipschitz continuous of rank L in Ω, and we will write f ∈ Lip(Ω), if
We say that f is locally Lipschitz continuous in Ω, and we write f ∈ Lip loc (Ω), if for every open bounded set U ⊆ Ω we have f ∈ Lip(U ).
Rademacher's theorem, see e.g. Theorem 2.14 in [2] , states that if
, where
and
When p ∈ N, the constant ω p equals the p-dimensional Lebesgue measure of the unit ball in
where S i are suitable k-dimensional Lipschitz surfaces 1 and N is a H k -negligible set. We say that A is H k -rectifiable if it is countably H k -rectifiable and
We will use several times the following result about Hausdorff and Radon measures, for which we refer to [2, Theorem 2.56]. 1 We say that S ⊆ R d+1 is a k-dimensional Lipschitz surface if for any x ∈ S there exists an open neighbourhood U x, a k-dimensional plane π and a Lipschitz function g : π → π ⊥ such that 
The concepts of functions of bounded variation and of sets with finite perimeter will also be used (see p. 117 and p. 143 in [2] ).
We say that u is a function of bounded variation in Ω (denoted by u ∈ BV (Ω)) if the distributional derivative of u is representable by a finite Radon measure in Ω, i.e., if
for some Radon measure
We denote by Du the total variation of the vector measure Du, i.e.,
-measurable, and let Ω ⊆ R d+1 be open. E has finite perimeter in Ω if its characteristic function χ E has bounded variation in Ω; the perimeter of E in Ω is P (E, Ω) := Dχ E (Ω). We say that E has locally finite perimeter in Ω if P (E, U ) < +∞ for every open set U ⊂⊂ Ω. The following concept of normal vector was introduced by E. De Giorgi.
Definition 2.14. Let Ω be a nonempty open subset of R d+1 and E ⊆ R d+1 be a set of finite perimeter in Ω; we call reduced boundary of E in Ω the set ∂ * E of all points x ∈ supp( Dχ E )∩Ω such that
exists in R d+1 and satisfies ν E (x) = 1. The function −ν E : ∂ * E → R d+1 is called the measure theoretic outer normal to E in x.
Finally, the following measure-theoretic concepts will be used in our analysis.
ω k ρ k provided the limit exists. It is well known that for k = d + 1 the limit actually exists and is equal to 1 for L d+1 -a.e. x ∈ E; we call Lebesgue point of E any such point.
E (x) = 0}, the measure theoretic exterior of E;
E (x) = 1}, the measure theoretic interior of E;
, the measure theoretic boundary of E.
Concerning the relations among the above introduced concepts of boundary, we recall the following (see Theorem 3.61, p. 158, in [2] ).
In particular, E has density either 0, or
We conclude this Section with a Lemma which will be used several times in the sequel; the interested reader is refered to [2, Section 3.2].
Standing hypothesis and first consequences
Definition 3.1. Let U ⊆ R d+1 be open and K ⊆ R d+1 be nonempty and relatively closed in U . We say that K is N -regular in U if there exists an upper semicontinuous multifunction N : ∂K ∩ U ⇒ S d such that for every x ∈ ∂K ∩ U the following two properties hold:
[ and a continuous function ω x : R + → R + with lim r→0 + ω x (r)/r = 0 and satisfying the following uniformity property: for every
We will say that
Remark 3.2. Roughly speaking, a set is N -regular if we can find a suitable selection of the normal cone satisfying good properties of uniformity and continuity. Clearly, every set K that is the closure of an open C 1 domain is N -regular: just set N (x) := {ν K (x)} for every x ∈ ∂K, ν K (x) being the exterior unit normal to K.
Also, a closed convex set C is N -regular with
Remark 3.3. One could give several different characterizations of N -regular sets. For instance, K is N -regular in U if and only if one of the following condition holds:
The same holds if one replaces the C 1 smoothness of V , in the previous conditions, with the assumption that V is a N -regular domain.
Remark 3.4. Possibly replacing the set-valued map N with x → N (x), when K is N -regular in U we can always assume that N has closed graph.
d+1 be open and K ⊆ R d+1 be nonempty and relatively closed in U ; let also z ∈ ∂K ∩ U, θ ∈]0, 1] and C ≥ 0. We define
If K is closed, U = R d+1 and z ∈ ∂K we will simply write N
Let now Ω ⊆ R d be nonempty and open and f : Ω → R be upper semicontinuous. By adapting the previous definition, for ( 
We notice that there exist constants c 1 , c 2 > 0 depending only on d and θ such that
It is clear from the definition that alsoN c,θ
Example 3.6. Geometrically speaking, formula (7) expresses in a quantitative way the existence of a subquadratic surface touching the set K from outside. Figure 2 gives example of these subquadratic surfaces "lying outside" the set K (in a sense given by (7)) in the 2-dimensional case. We draw the curves implicitly defined by the equation
by taking Q = 0, v = 1 and different values of θ. Notice that the case θ = 1 corresponds to a circle and, as θ → 0, the suface shrinks to its longest axis of symmetry, whose direction is given by v. The pictures show the situation for v = (cos ϕ, sin ϕ) respectively in the cases ϕ ∈ {0, π/6, π/2} and θ ∈ {1, 1/2, 1/4, 1/8}. Figure 2 . The subquadratic surfaces in R 2 , ϕ = 0, π/6, π/2.
We are ready now to introduce the classes of sets and functions subject of our investigation.
One could be tempted to define the class F (Ω) as that of those functions f such that hypo f ∈ F . Anyway, it is desirable for F (Ω) to contain at least smooth functions, and one can check that (with this second definition) not even the constant functions would belong to F (Ω) when ∂Ω is "very irregular".
The upper semicontinuity of N follows from the fact that N C,θ,U K (x) has closed graph.
Definition 3.9. Let C > 0. We say that a closed set K ∈ F a. satisfies the uniform exterior sphere condition of radius
In this case, we set
c. has locally positive reach if K ∩ rB d+1 has positive reach for any r > 0;
We refer the reader to [21, 24] for a survey of the properties satisfied by sets with positive reach, on which the class F is modeled. 4 . Regularity results for sets: rectifiability of the singular set and finite perimeter
In this section we will prove regularity results for the boundary of a closed set K ⊆ R d+1 in a quite general setting. They will be used later to prove fine regularity properties for functions in the class F (Ω).
The first result extends an analogous result for the class of sets with positive reach proved by Federer in Remark 4.15 of [24] . It concerns rectifiability and Hausdorff dimension of the sets of points where the Fréchet normal cone has large dimension (i.e. corners or cusps): more precisely, if we partition the boundary of K according to the dimension of the normal cone to the boundary, we have that the Hausdorff dimension of such sections decreases as the dimension of the normal cone increases. Roughly speaking, points with large normal cone are relatively few.
We notice that
. In order to use local arguments, we will need the following estimate which gives some uniformity with respect to the elements of the normal cone:
Then for every x ∈ K (1) and 0 < ε ≤ 1 we have δ(x, ε) > 0.
By definition, there exist δ 1 , . . . , δ Nε > 0 such that
. Hence, for every y ∈ ∂K ∩ x + δB d+1 , it holds
Thus δ(x, ε) ≥ δ/2 > 0 and the proof is concluded.
We are now ready to prove the first main result of the paper.
Proof of Theorem 1.1. We begin by constructing a countable covering {K
n,m,h,l } n,m,h,l∈N of K (j) ; we will prove later (see Claim 3) that each element of the covering is rectifiable and this will establish our result.
Define the function w :
We notice that w is continuous and invariant under permutations of its arguments. Roughly speaking, w(v 1 , . . . , v j ) measures how much V := {v 1 , . . . , v j } is far from being an orthonormal set, a case which occurs precisely when w = 1/ √ j. Moreover
By symmetry, we will write
Consider the set
where card(X) denotes the number of the elements of a set X. Being A (j) countable, we can order its elements and write A (j) = {V n } n∈N . We set V (j) n = Span(V n ) and consider the countable set of j-dimensional planes
Let {a l } l∈N be a countable dense set in 2 ) −1 .
n,m,h,l .
Proof of Claim 1: Let x ∈ K (j) . Since V x is a set of linearly independent vectors, we have that w(V x ) > 0, hence there exists m ∈ N, such that w(V x ) ≥ 1/(m + 3) for all m ∈ N with m > m. By the density of Q in R, for all m ≥ m we can choose
For m large enough, we have also that dim Span(V ) = j and (12) w
hence there exists n ∈ N such that V = V n . According to Lemma 4.2 we have δ(x,
.
d+1 . This proves
n,m,h,l and Claim 1 is proved. Claim 2: For any
Proof of Claim 2: By assumption we have
Let v 1 , . . . v j ∈ Q d+1 be such that V n = {v 1 , . . . , v j }; by the definition of δ, for every i = 1, . . . , j it holds
n , v = 0, we can find (in a unique way) (12)). Therefore,
This proves Claim 2.
is Lipschitz continuous and, by Kirszbraun's Theorem, it can be extended to a Lipschitz function defined on the whole W 
Let U ⊆ R d+1 be a bounded open set; by compactness we can find a finite set {x l : l = 0, . . . , L} ⊆ ∂K such that
By N -regularity, for each l = 1, . . . , L we can find 0 < δ l < 1 such that for every y ∈ ∂K ∩ (x l + δ x l B d+1 ) there exists v y ∈ N (y) with
By compactness of ∂K ∩ (x l + δ x l B d+1 ), we can select a finite set {y 1 , ...,
We set B l,h := y h +
), and we notice that if y ∈ B l,h ∩ ∂K, then there exists v y ∈ N (y) such that
Now, by compactness of S d , we can find M 2 ∈ N and a finite set {v 1 , ..., v M 2 } ⊆ S d such that
For m = 1, . . . , M 2 and h = 0, . . . , M 1 consider the set
We have that l,h,m K l,h,m ⊇ U ∩ ∂K. Given y 1 , y 2 ∈ K l,h,m , we have
y 1 − y 2 and thus, as in the proof of Theorem 1.1,
is (linear) injective and hence invertible on K l,h,m . We denote by f m := π
map, which is Lipschitz continuous (with Lipschitz constant not greater than 3/ √ 5) and is defined on a subset of a d-dimensional space. We can extend it to a map defined on the whole of v ⊥ m . We notice that by Lipschitz continuity of f m we have:
According to Theorem 4.5.11 and Remark 4.5.12 pp. 506-508 in [25], we have that P (K, U ) < +∞ (see also Theorem E in [12] , recalling that ∂ M K ⊆ ∂K). The proof is concluded by the arbitrarity of U .
Remark 4.4. Let us notice that Theorem 1.1 holds for any K ⊆ R d+1 : the closedness assumption has never been used. Clearly, Definition 4.1 can be stated for general K. Theorem 1.1 implies that if at each point x of the boundary of a closed set K there exists at least one nontrivial Fréchet normal (either external to the set, i.e. in N that the set has locally finite perimeter, it is crucial to strengthen the hypotheses of Theorem 1.1 by assuming the N -regularity of the set.
For example, it is easy to see that the hypograph K ⊆ R 2 of the function u :
which is closed because u is continuous, satisfies K (1) = ∂K (because u is differentiable) but its perimeter measure is not locally finite. This happens because K is not N -regular in any neighbourhood of (0, 0), while it is of class C 1,1 away from the origin.
The proof of Corollary 4.3 can be easily adapted to prove its "local" version.
Corollary 4.5. Let U ⊆ R d+1 be open and let K ⊆ R d+1 be relativey closed and N -regular in U . Then, for any open set V ⊂⊂ U we have that ∂K ∩ V is a finite union of Lipschitz graphs; in particular, K has locally finite perimeter in U .
The application of these results to sets in the class F U is immediate.
Proof. According to Definition 3.7, we have that K is N -regular in U and, in particular, N F K (x) = {0} for all x ∈ ∂K ∩ U . Thus ∂K ∩ U = K (1) ∩ U and the conclusion follows from Theorem 1.1 and Corollary 4.5.
Remark 4.7. Our result is strictly related to Theorem 5.8 in [4] , where the authors estimate the perimeter of sets enjoying an internal cone property. Indeed, the same arguments of Corollary 4.3 (for θ = 0, 0 < C < 1) easily gives the same conclusion of [4] . See also [26, Proposition 2.4].
Application to functions: BV regularity and structure of singular set
In this section we will apply the results obtained in the previous one to closed sets that can be written as hypographs of upper semicontinuous functions possessing at least one normal direction at a.e. point of the boundary of their hypograph; our goal is to obtain regularity results for such functions.
Assume for simplicity that f ∈ F (Ω) ∩ C 0 (Ω). According to the second part of Corollary 4.6, we already know that at L d -a.e. point x ∈ Ω there exists an unique (up to the sign) unit Fréchet normal (ζ, ξ) ∈ R d × R to hypo f at (x, f (x)). This is a necessary condition for f to be differentiable at x, however it is not sufficient: in fact, if ξ = 0, i.e. the (unique) unit normal to the hypograph is horizontal, then ∂ F f (x) is empty, hence the function cannot be differentiable at x. For example, the graph of f (x) = sign(x) |x| from R to R is of class C
Motivated by the previous considerations, we distinguish between three kinds of singularities that can occur:
(1) points x where the Fréchet normal cone to the hypograph at (x, β) ∈ ∂hypo f reduces to {0};
(2) points x where the Fréchet normal cone to the hypograph at (x, β) ∈ ∂hypo f has dimension greater than 1 (e.g. corners, cusps...); (3) points x where the Fréchet normal cone to the hypograph at (x, β) ∈ ∂hypo f has dimension 1, but its unique (up to the sign) element of norm 1 is horizontal. The first type of singularity is excluded by the definition of the class F (Ω), while the second kind of singularity can be controlled thanks to Corollary 4.6. The third one is not yet covered by previous results.
In [5] it is proved that given a l.s.c. function f : R d →] − ∞, +∞], the set of points where the lower Dini subdifferential contains more than element is H d−1 -rectifiable. This result was later improved in [38] , where it was proved that the set of points where the lower Dini subdifferential has convex dimension k is H d−k -rectifiable. These results cannot deal with the third kind of singularities, since in that case the subdifferential is empty. Our purpose is to cover also this situation.
Definition 5.1. Let Ω be a nonempty open subset of R d and f : Ω → R be a function. For each x ∈ Ω, we define J f := {x ∈ Ω : f (x) = f (x)} = {x ∈ Ω : f is not continuous at x},
We begin with a trivial corollary of Theorem 1.1, dealing with the singularities corresponding to large dimension of the normal cone. Let us point out once more that for upper semicontinuous functions it holds f = f ≤ f ≤ f = f . 
Proof. Recalling Definition 4.1, we have that
By Theorem 1.1 and Remark 4.4,
has the same measure of Ω. It is enough to prove the statement for any point x ∈ E. If x ∈ E, then by Lemma 2.4 (x, β) ∈ ∂K if and only if
Hence it is enough to show that actually one can choose ζ x,β = ζ x,f (x) , so that ζ x,β is independent of β. This follows from Lemma 2.4 (v), which gives
One of our primary goals is to estimate the size of the singular set S f ; to this aim it will be important to assume that f is of class BV . We can now prove the second main result of the paper.
Proof of Theorem 1.2. We reason by contradiction and prove that the assumption L d (S f ) > 0 contradicts the fact that f ∈ BV loc (Ω). The first step consists in reducing the problem to estimate the total variation around points where the unit Fréchet normal to the hypograph is unique and horizontal. More precisely we define the set T of points where the normal cone has dimension 1 and is horizontal
, where as usual we have set K := hypo f . The projection of T on the first d components is the set
. Throughout this proof, for each z ∈ S we denote by β z a real number such that
Proof of Claim 1: Define (see also Definition 4.1)
+ is as in Definition 4.1 and π is the canonical projection π : Ω × R → Ω. By assumption, and using Theorem 1.1, Remark 4.4 and the Lipschitz continuity of π, we have that 
Given i ∈ {1, . . . , m} and δ > 0 we define
0 the set of Lebesgue points of S i,δ 0 ; since
and thus
Therefore it is enough to prove the claim for any point x ∈ S for which there exist i, δ 0 such that x ∈ S i,δ 0 .
Let then x ∈ S i,δ 0 and δ ∈ ]0, δ 1 [ be fixed; here, δ 1 = δ 1 (x) < δ 0 is a positive constant which will be chosen later. For any y ∈ S i,δ ∩ Sq(x, δ) we have y = x + u + tv i for suitable u ∈ v 
In particular, for any z such that z = x + u + sv i for s ∈ ]2δ, 3δ[ (i.e., z − y = (s − t)v i ) we have z ∈ Sq(y, 4δ) and δ < s − t = z − y < 4δ .
Thus, for any β ≤ f (z) we have
If β y ≤ f (z), then we are allowed to take β = β y in the previous inequality obtaining δ ≤ 0, a contradiction. So we must have β y > f (z) and taking β = f (z) in (14) we get
Since x is a Lebesgue point for S i,δ 0 for any δ ∈ ]0, δ 0 [, there exists a positive δ 1 < δ 0 such that for all δ ∈]0, δ 1 [
and, since the integrand is not greater than 2δ, we must have
otherwise (16) would be contradicted. It is well known that f u ∈ BV loc (−4δ, 4δ) for L d−1 -a.e. u, hence the set
[. The previous inequality and (15) give
whence (see [2] ) 
for a suitablec =c(d) > 0. By Theorem 2.10 we deduce
In particular, for any U ⊂⊂ Ω we have
This proves the Theorem.
6. Smoothness of functions with N -regular hypograph 6.1. Semiconcavity with modulus.
We are going to study the regularity properties of upper semicontinuous functions f such that hypo f is N -regular. More precisely, we will prove that the set S f introduced in Definition 5.1 is closed and L d -negligible. In particular, we will show that f is locally semiconcave with a modulus ω in Ω \ S f and hence enjoys several regularity properties (see [10] or Chapter 10 in [42] ).
The natural counterpart of Corollaries 4.3 and 4.5 for functions is given by the following Proof. Let us prove that f ∈ BV (U ) for any open set U such that U ⊂⊂ Ω. By assumption there exists M > 0 such that |f (x)| ≤ M for L d -a.e. x ∈ U ; this implies that
where we have also used Corollary 4.5, which guarantees that K has locally finite perimeter in Ω × R. This implies (see e.g. [28] or [27, Theorem 14.6] ) that f ∈ BV (U ).
is crucial in Proposition 6.1. Indeed, the hypograph of the u.s.c. function f :
The following corollary is a consequence of Proposition 6.1 and Theorem 1.2. We are now going to study the closure of the set S f under the the N -regularity assumption on hypo f . Let us begin with the case in which f is continuous.
is nonempty and, in particular, S f = S f is closed.
Proof. The proof is in spirit of Lemma 4.2 in [30] . Let x ∈ Ω, v ∈ S d−1 be such that
. Set x n = x + v/n. According to Clarke's Density Theorem (see Theorem 1.3.1 in [14] ), for each n ∈ N there exists {z n } n∈N ⊆ Ω such that
Up to subsequence, still denoted by {z n } n∈N , we may assume that the left hand side converges for n → +∞ to a vector (ζ, ξ) ∈ S d . In order to prove the lemma, it is enough to show that
which would give ξ = 0 and (ζ, 0) ∈ N (x, f (x)) because N has closed graph. Assume by contradiction that lim inf n→+∞ ∇f (z n ) = L ∈ R. Up to subsequence, still denoted by {z n } n∈N we may assume that {∇f (z n )} n∈N converges to some vector in R d . Recalling that
we have for n large enough (17), divide by z n − x and pass to the lim inf as n → ∞, obtaining
This implies that
otherwise the right hand side would vanish. Now we distinguish two cases. If there exists a subsequence {z n k } k∈N ⊆ {z n } n∈N such that f (x) ≤ f (z n k ), we take β n k = f (x) in (17) and divide by z n k − x . We have
On passing to the limit as n k → +∞, the right hand side converges to 1, while the left hand side vanishes leading to a contradiction. Otherwise, there exists n 0 > 0 such that f (x) ≥ f (z n ) for all n > n 0 and by (19) we have
Using the fact that ∇f (z n ) is bounded, we take β = f (x) in (18) and for n sufficiently large we get
and, by (20) , the left hand side tends to 1, while the right hand side vanishes, leading to a contradiction. We have thus proved that ∇f (z n ) is not bounded and this concludes the proof.
We now weaken the regularity hypothesis on f by requiring it to be only upper semicontinuity. 
Proof. Fix x ∈ Ω \ S f . We need to prove that there exists r x > 0 such that x + r x B d ⊆ Ω \ S f . Assume by contradiction that for every ε > 0 it holds
Recalling that S f = J f ∪ S f , two cases can occur. Assume that for every ε > 0 we have (x + εB d ) ∩ J f = ∅. Then we can take a sequence {x n } n∈N ⊆ J f , x n → x such that for any n there exists β n ∈]f (x n ), f (x n )[. By statement (iv) in Lemma 2.4 we have
because N has closed graph. This implies that x ∈ S f and contradicts the fact that x / ∈ S f ⊇ S f . Otherwise, there exists δ > 0 such that
) and x n → x. According to Lemma 6.4, we can assume that (v n , 0) ∈ N (x n , f (x n )). Since N has closed graph, up to subsequence we have
and thus x ∈ S f , which gives again a contradiction. This concludes the proof.
This result extends a similar result proved in [30] for the exterior sphere case: Proof. The set Ω\S f is open by Proposition 6.5 and f is continuous on Ω\S f . Let x ∈ Ω\S f ; we begin by proving that f is Lipschitz continuous in x + δ x B d for some δ x > 0 such that
Since K is N -regular and f is continuous in a neighbourhood of x, there exists δ x > 0 such that, for every
for all z ∈ Ω and β ≤ f (z) sufficiently close to x, f (x) respectively. Since x / ∈ S f , there are constants 0 < δ 
we can assume without loss of generality that f (y 2 ) > f (y 1 ) and the previous inequality can be rewritten as
Since lim r→0 + ω x (r) = 0 there exists δ x > 0 such that f is Lipschitz continuous in x + δ x B d with Lipschitz constant 2C.
Using again (22) , for any w ∈ x + δ x B d there exists v w ∈ ∂ F f (w) such that
where ω 1 x = (1 + 2C)ω x . Let then y, z ∈ x + δ x B d and t ∈ [0, 1] be fixed; we can substitute w = z (respectively, w = y) and w = ty + (1 − t)z in the previous inequality to get
Multiplying the first inequality by (1 − t), the second one by t and summing up we obtain
where ω x (r) := max
Thus f is semiconcave with modulus ω x in x + δ x B d . The proof is completed by observing that, if U is an open set with U ⊂⊂ Ω \ S f , then U can be covered by finitely many balls
..,M and the semiconcavity inequality is satisfied with modulus ω
Corollary 6.3, Theorem 1.1 (together with Remark 4.4) and the differentiability properties of locally semiconcave functions (see e.g. [10] ) allow us to summarize the regularity properties of functions belonging to F (Ω) ∩ L ∞ loc in the following Proposition 6.7. Assume that f : Ω → R satisfies the assumptions in Theorem 6.6 and
and ∇f is continuous on its domain of definition.
6.2. Reduced boundary and measure theoretic normal to N -regular hypographs.
Since N -regular sets have (locally) finite perimeter, it is natural to investigate the properties of their reduced boundary and of the measure theoretic normal.
Proof. By Corollary 4.5, K has locally finite perimeter in U . Without loss of generality we may assume that x = 0.
This implies that for every ε > 0 there existsρ > 0 such that
for some 0 < α < 1/2. Letα ∈ ]α, 1/2[ be fixed; if ε is small enough we can findρ > 0 such that
which, recalling (6) in Theorem 2.17, proves Claim 1.
Proof of Claim 2. By Claim 1 we have N
Since 0 ∈ ∂ * (R d+1 \ K) and ν R d+1 \K (0) = −ν K (0), Theorem 3.59 in [2] ensures that
It is not difficult to show that equalities (23) and (24) imply that v = −ν K (0), as desired.
In particular the implications
hold because N has closed graph; as a consequence we have
Proof of Claim 3. We have
It will be enough to show that
because in this case one would get
In the previous formula the first equality comes from (4) and (5) in Theorem 2.17, while the last one is justified by (25). This would imply that 0 ∈ ∂ * K and ν K (0, 0) = −v, which in turn would conclude the proof.
We have to prove (26) . To this aim it will be enough to show that
indeed, the isoperimetric inequality (cfr. Theorem 3.46 in [2] ) would give
for a suitable C = C(d) > 0, and (26) would be proved.
Let us prove (28) . Since there existsρ > 0 such that
we have that L d+1 (ρB d+1 \ K) > 0 for any ρ > 0. We are only left to prove the validity of the second inequality in (28) . Assume by contradiction that there exists ρ > 0 such that
Since −v / ∈ N F K (0) there exists a sequence {x n } n∈N ⊆ K such that x n → 0 and (30) −v, x n ≥ α x n ∀n ∈ N for some α > 0. By (29) we have x n ∈ ∂K for n large enough; the N -regularity of K ensures that for any n there exists v n ∈ N (x n ) such that
for a suitable function ω 0 (r) such that ω 0 (r)/r → 0 + as r → 0 + . On the other side, since N has closed graph we have v n → v and thus
This contradicts (30) and concludes the proof.
The following result is an immediate application of Proposition 6.8. 
Proof. Statement (1) follows from Proposition 6.8. As for (2), we set The hypograph of a function f ∈ F (Ω) is N -regular and, consequently, f satisfies a bunch of regularity results which have been presented in the previous section. In this section, we shall give a sharp upper bound on the dimension of the singular set S f (see Definition 5.1) for f ∈ F (Ω). The main tool is provided by Lemma 7.2, which gives lower estimates on the total variation of f around points of S f . We begin with a preliminary result. Proof. The second part of the Lemma easily follows from the first one because f is upper semicontinuous; therefore, it is enough to prove that f is locally bounded from below in Ω.
Assume by contradiction that there exists a compact set C ⊆ Ω such that inf C f = −∞; then there exists x ∈ C such that
By Lemma 2.4 (iv) and the assumption that f ∈ F (Ω) there exist C, θ such that the following holds: for any β < f (x) there exists v β ∈ S d−1 such that
Let us fix a decreasing sequence {β n } n such that β n < f (x) for any n, β n → −∞ and v n := v βn → v ∈ S d−1 . Choose also δ > 0 so small that Cδ 1+θ ≤ δ/4 and y := x + δv ∈ Ω andn ∈ N so large that vn, v ≥ 1/2 and βn ≤ f (y) . We can then use (31) with β = β y = βn to get
which gives a contradiction and proves the Lemma. 
Proof. Lemma 7.1 ensures that f (x) > −∞; in particular, without loss of generality we may assume that x = 0 ∈ Ω, f (x) = 0 and N F hypo f (0, 0) = R + (e 1 , 0).
Dividing both sides by δ n and passing to the limit as n → ∞ we obtain a contradiction. This concludes the proof of the Claim.
The Claim allows us to conclude: indeed, for any δ < δ 0 := min{δ 1 , δ 2 } and any z ∈ (−δ, δ) The following result shows that the bound dim H S f ≤ d − θ 1+θ is sharp. We will focus on the case d = 1, θ = 1, i.e., when hypo f satisfies an uniform external ball condition, but our construction can be easily adapted to cover more general cases. − ε.
Proof. Fix ε > 0 and let λ ∈ ]0, 1/4[ be such that 1 2 − ε ≤ log λ 1 2 = log 1/λ 2 < 1 2 .
Consider the Cantor set C λ constructed in this way:
Step closed intervals of lenght λ n+1 .
We define C λ as the intersection of all the closed intervals we are left with at each step or, equivalently,
It is well known (see e.g. [23] ) that dim H C λ = log 1/λ 2 ≥ 1 2 − ε.
We are going to provide a continuous function f : : n ∈ N, i = 1, . . . , 2 n } and, since S f is closed and {b n i : n ∈ N, i = 1, . . . , 2 n } = C λ , we have S f ⊇ C λ . Moreover we have also S f ⊆ C λ because S f ∩ I n i = ∅ for every n ∈ N, i = 1, . . . , 2 n ; thus S f = C λ , as desired.
Remark 7.4. The previous result corrects Example 5.2 in [15] .
Appendix: an example in Optimal Control
We resume the discussion of the example described in the Introduction. We were considering the constant control system (3) together with the target T = epi f , where
The minimum time T to reach target T subject to the above control system can be explicitly computed. Given (x, y) / ∈ T , we have Clearly, T is discontinuous on the set {(0, y) ∈ R 2 : y ≤ 0}. Moreover, for every r > 0, the closure of the sublevel {(x, y) : T (x, y) < r} does not satisfy an exterior sphere condition at (0, −r). Hence, such condition does not hold for the hypograph of T at the point (0, −r, r) either. Similarly, the exterior sphere condition does not hold for epi f at the origin. However, T belongs to the class F (Ω) for Ω := R 2 \ T . Indeed, one can first see from (36) that T is upper-semicontinuous on Ω, thus we need only to check that hypo T ∈ F Ω×R . To this aim, it suffices to prove that hypo T |Ω ∈ F . Define S 1 := {(x, y, z) ∈ R 3 : z + y − 1 ≤ 0 and x ≤ 0} S 2 := {(x, y, z) ∈ R 3 : (z + y) 3 + x 2 ≤ 0 and x ≥ 0} S 3 := {(x, y, z) ∈ R 3 : x ≤ 0 or y ≤ −x 2/3 } = {(x, y, z) ∈ R 3 : x ≤ max{0, y} 3/2 } S 4 := {(x, y, z) ∈ R 3 : y ≤ 1}.
and notice that hypo T |Ω = (S 1 ∪ S 2 ) ∩ S 3 ∩ S 4 .
Since the class F is closed under intersection, in order to prove that hypo T |Ω ∈ F it is enough to prove that S 1 ∪ S 2 , S 3 and S 4 belong to F .
Using the fact that the map y → max{0, y} 3/2 is of class C 1,1/2 , it is not difficult to show that In order to prove that F (S 1 ∪ S 2 ) ∈ F it is enough to show that hypo g ∈ F R 2 , and this can be easily checked using the fact that g ∈ C 1,1/2 (] − ∞, 1]). We have that hypo g is N -regular and N C,1/2 hypo g (u, v) = {0} ∀(u, v) ∈ ∂hypo g. This is enough to conclude.
