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Abstract
Sampling-based kinodynamic planners, such as
Rapidly-exploring Random Trees (RRTs), pose
two fundamental challenges: computing a reliable
(pseudo-)metric for the distance between two ran-
domly sampled nodes, and computing a steering input
to connect the nodes. The core of these challenges
is a Two Point Boundary Value Problem, which is
known to be NP-hard. Recently, the distance metric
has been approximated using supervised learning,
reducing computation time drastically. The previous
work on such learning RRTs use direct optimal
control to generate the data for supervised learning.
This paper proposes to use indirect optimal control
instead, because it provides two benefits: it reduces
the computational effort to generate the data, and it
provides a low dimensional parametrization of the
action space. The latter allows us to learn both the
distance metric and the steering input to connect two
nodes. This eliminates the need for a local planner in
learning RRTs. Experimental results on a pendulum
swing up show 10-fold speed-up in both the offline data
generation and the online planning time, leading to at
least a 10-fold speed-up in the overall planning time.
1 Introduction
For motion planning of robotic manipulators, kinodynamic
planning and sampling-based planning are getting increas-
ingly popular. Kinodynamic planning, i.e., planning in
state-space rather than configuration space, improves ro-
bustness, speed and energy efficiency of robots [3, 28, 19].
Sampling based planning has been shown to be the most
viable way to handle high dimensional spaces and obsta-
cles [9, 11]. In this paper, we will consider how to apply
Rapidly-exploring Random Trees [11], the most popular
sampling-based planning algorithm, to kinodynamic plan-
ning.
RRT builds a tree graph structure with the states of the
system as tree nodes and the trajectories of the system be-
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Figure 1: Schematic illustration of the Learning-RRT architec-
ture. First, we use optimal control to generate a dataset which,
for a given start state x0 and end state x1, specifies the cost-to-
go j and control input u. Subsequently, we use machine learn-
ing to predict the cost-to-go function parametrized and required
control input given a start and goal node. These first two (com-
putationally intensive) phases happen offline. Subsequently, we
input the function approximators to the RRT for online planning.
The function approximators provide the RRT with quick cost pre-
diction and avoids the need for optimization in a local planner.
tween two states as tree edges. The algorithm selects a
node to expand from based on a distance to a randomly
sampled node in the state space, i.e., it selects the near-
est node in the current tree. The algorithm then expands
that tree node, by means of a local planner that aims to
reach the randomly-sampled node. These steps happen
online, so computation time is crucial. Unfortunately, in
state-space, both local planning and distance computation
are computationally expensive [11]. One approach to re-
duce the computational burden is to approximate the true
distance function by a heuristic [6, 18, 10, 24]. Two fre-
quently used heuristics are the Euclidean distance and the
optimal cost-to go of a linear approximation to the sys-
tem. The convergence of RRT variants using the Euclidean
distance heuristic, and random steering inputs, was exten-
sively analysed in [13]. For promising results for the lin-
earizing heuristic see [8, 27, 23]. However, these heuristics
only minimally utilize the dynamical properties of the sys-
tem, and therefore typically require more nodes to solve a
given problem using RRT.
Another approach, which we call Learning-RRT, was
proposed recently [2, 16] and has already shown promis-
ing initial results [1]. Learning-RRT involves an offline
machine learning phase that learns the distance and steer-
ing function in the RRT (Figure 1). An optimal control al-
gorithm provides a database of optimal trajectories, which
is the input for a supervised learning algorithm. This al-
gorithm learns to approximate the functions the RRT re-
quires. Supervised learning provides two benefits: 1) gen-
eralization over state-space and 2) fast online predictions.
Thereby, the computational burden of trajectory optimiza-
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tion does not have to be repeated for new situations, and,
it is shifted offline.
Note that the final trajectory found by the RRT-
algorithm is in general not optimal, even though the trajec-
tories in the database are optimal. The database therefore
is not build up of optimal trajectories to improve the cost
to go of the RRT-trajectory. Rather, optimality improves
learning performance by providing a meaningful cost-to
go metric and trajectories that tend to have a similar shape
if they connect similar points in state space.
This paper proposes a method that helps to overcome
the two remaining challenges of Learning-RRT:
1. Local planning: In literature on learning-RRT, only
the distance function is approximated by machine
learning. Recall that the RRT also requires a steer-
ing function. Supervised learning of that function is
hard due to the large number of parameters typically
required to describe optimal input signals. Therefore,
previous Learning-RRTs resort to a computationally
expensive numerical optimization for their steering
function [2].
2. Dataset generation: The dataset for the supervised
learning algorithm consists of many optimal trajec-
tories. As optimizing a single trajectory already is
a significant computational burden, generating a full
dataset is very computationally demanding.
The main contribution of this paper is the use of indi-
rect optimal control to generate the dataset. This allows us
to solve both the problems mentioned above, thereby de-
creasing the computational burden by up to two orders of
magnitude, both in the offline and the online phase of the
learning RRT planning. However, the dataset generated by
this method contains a bias, which is problematic for the
learning algorithm. It turns out we can efficiently remove
this bias through a simple dataset resampling algorithm.
The focus of this paper is to introduce this novel method
and its implementation details. Our experiments provide
proof of concept by evaluating our method on the pendu-
lum swing-up task studied in the previous learning-RRT
implementation by Bharetheesha et al. [2]. This allows us
to demonstrate and compare the validity of our method.
To our knowledge, we are the first to demonstrate learn-
ing of the control input in a kinodynamic sampling-based
planning task.
The structure of this paper is as follows. We start with a
generic specification of the Learning-RRT algorithm (Sec-
tion 2). This specification is applicable to any data gener-
ation method, and intended to structure all Learning-RRT
components. Subsequently, the main contribution follows
in Section 3, which tackles the problems of local planning
and dataset generation. Then we discuss how to remove
the dataset bias introduced by optimal control in Section 4.
In Section 5, we discuss how the cost-to go metric, and the
learned approximation thereof, affect the convergence of
the RRT algorithm. The experimental proof of concept of
our algorithm is presented in Section 6. Finally, Sections
7 and 8 contain discussion and conclusions.
Algorithm 1 Learning RRT ((V, E), N)
Dˆ ← generate data(N) // Section 3
D ← clean data(Dˆ) // Section 4
Jˆ ← fit cost(D)
Uˆ ← fit input(D)
Vˆ ← fit valid(D) // Section 5
(X,E)← (xinitial, ∅)
solutionfound← False
while NOT(solutionfound) do
xtarget ← sample()
if ANY (Vˆ (x, xtarget))∀x ∈ X then
xnearest ← argminx∈X Jˆ(x, xtarget)
(c, x, u)← simulate(xnearest, Uˆ(xnearest, xtarget))
X ← X ∪ {x}
E ← E ∪ {(xnearest, x, c)}
end if
end while
return X,E
2 Learning-based RRT
Learning-based RRTs leverage the benefits of (supervised)
learning to speed up the computationally expensive mod-
ules of a kinodynamic RRT. The Learning-RRT algorithm
is presented in Algorithm 1.
The first step in the algorithm is to create a dataset of
optimal trajectories. Specifically, we generate a dataset
D = {bi}Ni=1, where each entry bi = {xi0, xi1, ji, ui} con-
sists of an initial state x0 ∈ X , a final state x1 ∈ X , a
distance metric/cost-to-go j ∈ R+, and a set of parameters
u ∈ U , that describe the optimal input leading the system
from state x0 to state x1. Note that U can take many forms,
depending on the discretization used. For example, in pre-
vious work the input has been cast as a polynomial over
time, with U being the coefficients of that polynomial [17].
Alternatively, when the input is cast as a piecewise-linear
function, U consists of the values of the function at the
switch-times.
The optimal trajectories are generally found using a nu-
merical algorithm searching for local optima, which poses
a challenge for the supervised learning algorithm. If two
solutions are nearby in x0 and x1, but hail from a differ-
ent local optimum, a deterministic supervised learning al-
gorithm (for example trained on mean-squared error) will
predict the average over the two solutions. This not only
makes the cost prediction inaccurate, but most importantly
ruins the steering input prediction: the average of the two
steering inputs in the data could lead to a completely dif-
ferent state than the target state. This local-optimum bias
requires us to create the dataset D in two stages. The first
stage creates a dataset Dˆ of size N which contains local-
optimum-bias, and is indicated in Alg. 1 by the function
generate data. The second stage clean data re-
moves the local-optimum-bias to create the desired dataset
D.
The second step is to use a supervised learning al-
gorithm on D to approximate the two functions that
define the optimal control solution: 1. the function
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Jˆ : (X , X )→ R+, which maps from an initial and a final
state to a cost-to-go, 2. the function Uˆ : (X , X ) → U ,
mapping the initial and final state to the required input pa-
rameters.
For both function approximators we implement k-
nearest neighbours [4], a standard non-parametric function
approximator with robust performance in smaller state-
spaces. For a dataset test point x, we identify the k near-
est neighbours in our dataset D based on Euclidean dis-
tance. The predicted value (e.g. for cost j) for the test
point then becomes the average value of these neighbours.
We cover possible extensions to other supervised learning
techniques in the Discussion.
The next step in the algorithm, fit valid, ad-
dresses some inherent limitations of supervised learning
approaches. We defer further details on this step to Sec-
tion 5.
The fourth stage of the Learning-RRT algorithm is es-
sentially the online RRT stage. First, sample a point in
statespace. Then test if there is a valid connection from any
node in the tree to the sampled point. If that is the case, ex-
pand the node that is nearest to the sampled point accord-
ing to the function Jˆ . The expansion will use the learned
input parameter function Uˆ , which will likely make a small
error. The new node is therefore not exactly the sampled
point, but a point in statespace that hails from the approx-
imation Uˆ . The algorithm iterates these steps until it con-
nects to the desired region in state-space. Finally, as stan-
dard in RRTs the sampling of new nodes includes a goal
bias: it will intermittently replace the uniform state-space
sample with the desired end-point.
3 Data generation
The dataset for the function approximator is generated
from a set of optimal trajectories for the system and cost
function under consideration. The most common approach
to find these trajectories are the so-called direct optimal
control approaches [17, 21, 26]. In these approaches the
state equations and cost function are approximated by a
discretized system, which is then numerically optimized.
An alternative to direct optimal control is the much older
indirect approach [22, 20], which first optimizes and then
discretizes. For many applications, direct approaches re-
placed the indirect approach due to better numerical sta-
bility at long planning distances. However, it turns out
indirect optimal control is ideally suited for the RRT sce-
nario. First, the numerical instability poses no problem
for the short segments that are required for RRT. Further-
more, indirect optimal control brings two important bene-
fits. First, it provides a parametrized control input in low
dimensional space, which allows learning of the control
input. Second, it removes the need for optimization in the
sampling process, which speeds up data generation. We
will explain both benefits at the end of this section, after
introducing the indirect optimal control method. At that
point, we will also explain the remaining downside of the
indirect optimal control approach: a more biased dataset.
Indirect optimal control
This section will discuss the standard indirect optimal con-
trol procedure, which forms the basis for our dataset gen-
eration method. The exposition derives the optimal con-
trol equations for our experimental system: the single pen-
dulum swing-up. The procedure for other systems will
mostly follow the same outline; small differences can oc-
cur. For those differences, more details and proofs we refer
to [15].
The optimal control approach aims to find the functions
x(t) and u(t) from time t ∈ R to state x ∈ Rn and input
u ∈ Rm, that minimizes a cost function of the following
form:
J(x(t), u(t)) =
∫ tf
0
C(x(t), u(t))dt (1)
Subject to the constraints:
x˙(t) = f(x(t), u(t)) ∀t ∈ (0, tf),
x(0) = xinitial, x(tf) = xfinal (2)
where xinitial and xfinal are fixed initial and goal states, and
the final time tf is optimized along with the trajectory and
input function. In the remainder we will often drop the
explicit dependency on the time t.
For the single pendulum we have x = (θ, ω), where θ
and ω are the (angular) position and velocity respectively.
With u being a torque, we get f = (ω, sin(θ) + u). Fi-
nally, as a cost function, we take into account both the
time it takes to reach the goal-state, as well as the en-
ergy expended to get there, by setting the cost integrand
to C = w+u2/2, with w a weight which tunes the contri-
bution of the time component in the cost function.
The first step in the indirect optimal control approach is
to define the Hamiltonian H, which is the sum of the in-
tegrand C and the inner product of a vector of Lagrange
multipliers with the state equations. The Lagrange multi-
pliers are called the costates, and in the case of the pendu-
lum consist of (λθ, λω). We then get the Hamiltonian:
H(x, λ, u) = w + u
2
2
+ λθω + λω(sin(θ) + u) (3)
The second step is finding an optimal input u∗, by min-
imizing the Hamiltonian with respect to the input:
u∗ = argmin
u
H = −λω (4)
The third step is creating the optimal Hamiltonian, by re-
placing the input with the optimal input:
H∗(x, λ) = w + λθω + λω sin(θ)− λ
2
ω
2
(5)
The fourth step computes a system of ordinary differential
equations (ODEs) that specify the evolution of the optimal
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state and costate over time :
θ˙ =
∂H∗
∂λθ
= ω ω˙ =
∂H∗
∂λω
= sin(θ)− λω
(6)
− λ˙θ = ∂H
∗
∂θ
= λω cos(θ) − λ˙ω = ∂H
∗
∂ω
= λθ
(7)
In typical use of the indirect optimal control approach,
the last step is to use the Equations 6-7 to find the opti-
mal trajectory. For a given costate, the above system of
equations are (numerically) integrated, which results in a
locally optimal state trajectory. Note that this trajectory
depends on the choice of initial costate, and the time du-
ration of the integration. By tuning the initial costate and
final time, we find a locally optimal state trajectory that
reaches the desired state. This tuning normally requires a
numerical optimization method, which minimizes the dif-
ference between final state and desired state. In the next
section, we will show that such an optimization is not re-
quired for us.
Optimal control problems solved for Learning-RRTs
typically have a free final time and a cost integrand C that
does not explicitly depend on time. For these problems
there is an additional constraint on the initial costate.
H∗(x(0), λ(0)) = 0 (8)
The main reason why indirect optimal control is largely
replaced by direct methods, such as multiple shooting, is
that the resulting differential equations are unstable, and
therefore difficult to numerically solve reliably. How-
ever, the RRT algorithm splits the whole motion into small
parts, so it is only required to solve problems with a small
integration period, making this instability less important.
Benefits of using indirect optimal control
We can immediately see two major advantages of this
optimal control approach for use in Learning-RRT set-
ting. First, the input directly follows from the costates,
i.e., in principle, there is a mapping U(xinitial, xfinal) →
(λθ(0), λω(0), tf), from initial and final state to a set of
only three parameters that describe the input function.
This set is small, and will only grow linearly with the size
of the statespace (and is even independent of the number
of inputs). In contrast, direct optimal control approaches
require to parametrize inputs as functions over time, which
results in much larger spaces of parameters to learn. The
reduction in the number of parameters means the input
function can be learned efficiently, thereby solving the
problem of local planning in RRTs as identified in the in-
troduction.
To see the second major advantage, look at how the
whole dataset is created. In current learning RRTs, the
dataset is generated by sampling from the (xinitial, xfinal)-
space, and then, find an optimal trajectory and cost for
each sample. Note that every combination of initial state,
Algorithm 2 generate data(N)
Optimal ODEs← Eqs. 1-7
Dˆ← empty()
for n = 1 : N do
xinitial ← random State()
λinitial ← random Costate() s.t. Eq. 8
Tfinal ← random Time()
xfinal, J ← integrate(Optimal ODEs,xinitial ,λinitial,Tfinal)
append(Dˆ,{xinitial,xfinal,J ,λinitial})
end for
return Dˆ
initial costate and final time produces an optimal trajec-
tory for a certain final state. So, if we sample from the
allowed initial states, initial costates and final times, we
effectively sample over all initial state - final state com-
binations. While previous approaches had to numerically
optimize the steering input, we can eliminate the need for
numerical optimization by sampling the costate, meaning
the data are generated much faster.
Algorithm 2 outlines the data generation procedure.
The functions random State, random Costate, and ran-
dom Time specify random states, costates and final times
within bounds that depend on the problem. Furthermore,
the function random Costate takes into account Eq. 8. Fi-
nally, the function integrate numerically integrates the op-
timal control equations until the final time. To optimize
the efficiency of the data generation we incorporate the in-
termediate integration results in the data set as well, even
though the resulting datapoints are therefore no longer in-
dependent from each-other.
In this section, we have outlined the indirect optimal
control approach to solving the data generation problem in
the learning RRT algorithm. Because the optimal control
algorithm incorporates costates, we name the overall algo-
rithm RRT-CoLearn. We have also discussed its two ma-
jor advantages: learning optimal steering inputs (increas-
ing online speed) and generating data without optimizing
(increasing offline speed).
4 Dataset cleaning
The dataset generated by Algorithm 2 originates from a
search for local optima, and can therefore include a bias
that interferes with learning performance. The problem is
illustrated for with an artificial dataset in Figure 2 (top),
where in the middle input region we have the global opti-
mum at the bottom, but there are local optima above it. A
standard function approximator (with squared loss) for a
given point in input space (independent variable) predicts
the expectation of the dependent variable. This results in
the conditional mean of the datapoints, as shown by the
green line in Figure 2 (top). Note how the predicted func-
tion deteriorates in the middle segment, where it predicts
the average instead of the bottom (optimal) cost.
This is problematic for predicting the cost function and
especially harmful for predicting the control parameters.
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Algorithm 3 clean data(Dˆ, d, kmax)
D ← Dˆ
k ← 0
while k < kmax do
psample ← selectRandom(D)
pneigh ← nearestNeighbour(psample, D)
if distance(p1, p2) < d then
k ← 0
phigh ← argminp∈{psample,pneigh} Cost(p)
remove(D, phigh)
else
k ← k + 1
end if
end while
return D
Averaging over two locally optimal control inputs by no
means guarantees that we end up anywhere close to the
target. We therefore need a dataset cleaning algorithm,
i.e., a procedure that somehow eliminates the non-optimal
datapoints. In literature, there are resampling methods for
dataset imbalance, most noteworthy class label imbalance
in classification tasks [5]. However, our dataset is not im-
balanced, but rather contains a systematic bias. It turns
out we can leverage the fact that the noise is systematic to
come up with a simple resampling/cleaning algorithm.
For each point in input space, we are interested in re-
taining the lower bound of the cost of the generated data-
points. First note that we prefer to remove points in high-
density regions, as in low-density regions there is little to
throw away, and we may only hope that our data are accu-
rate. We implicitly remove from high density regions by
first uniformly sampling a point from our dataset. We then
search for its nearest neighbour in the dataset based on a
Euclidean distance. If this neighbour is within a distance
d from our sampled point, we remove the node of the two
with the highest cost. Otherwise, we retain both points.
This process is repeated until no points are removed for
km consecutive steps, after which we return the cleaned
dataset. The procedure is outlined in Algorithm 3.
The main parameter in this algorithm, d, can be inter-
preted as a neighbourhood size. In low density regions,
there will be no nearby points within distance d, and we
will therefore never remove a point. In high-density re-
gions, the algorithm will remove the highest cost datapoint
of the two, frequently removing the biased one while re-
taining a good one. We can see the performance of this
algorithm for different d in Figure 2, which shows there
is an optimal setting of d that depends on the dataset. d
is a hyperparameter of our algorithm and has to be scaled
empirically. In this case, this means fixing d, running the
cleaning, fitting the function predictors, and then sampling
new datapoints and assessing the error in cost and co-state
parameters on the predictions. This is not ideal, but the
proper evaluation metric (RRT performance) would come
at additional computational cost. For our experimental
problem, we found that a simple grid-search provides easy
scaling of d.
Original data
Overcleaned
function
datapoints
fit
Undercleaned
Goldilock
Figure 2: The data-bias problem and the effect of the d parameter
in the data cleaning algorithm. The top figure shows an imagi-
nary dataset, which has a problem with bias in the middle of its
domain. The fitted function is a poor approximation of the least
cost part of the datapoints. The second figure shows a cleaned
dataset where the value for d was chosen too large: the bias is
gone, but there is not enough resolution left to accurately fit the
function. In the third function d is chosen to small: not all bias is
removed. Finally, the bottom figure shows a cleaned dataset with
a proper choice for d: the bias is removed, and enough resolution
remains.
5 Machine learning considerations
The proposed algorithm adds machine learning based ap-
proximations to standard RRT, which intuitively might in-
terfere with convergence of the algorithm. Therefore, we
establish probabilistic completeness of our algorithm, by
modifying the proof for the original RRT [11]. We have
not tried to make the proof outlined here as general as pos-
sible. The framework from [13] would potentially aid in
that effort.
First, we assume there exists a solution to our plan-
ning problem, and that it is build out of a finite number
of shorter trajectories. That is, the solution has n way-
points X = {x0, x1, . . . , xn}. The controls between those
waypoints are given by U = {u0, . . . , un−1}.
If xi is the most advanced waypoint currently in the tree,
the chance of getting to the next node can be factored as
P (reach xi+1) = P (ui|expand xi)P (expand xi) (9)
Now if we can guarantee both factors are positive, i.e.,
P (expand xi) > 0 and P (ui|expand xi) > 0, we get:
P (reach xi+1) > 0. This means the chance of getting to
the next node of the solution is finite, so at some point the
algorithm will get to the next node, and the next one, and
so on. Therefore the algorithm will converge.
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5.1 Bounding the chance of picking the right
action
To ensure the chance of picking the right action is bounded
from below, the number of possible inputs should be finite.
Therefore we discretize the continuous input representa-
tion (the initial costate and the time duration of the trajec-
tory). In the experiments, this is done by rounding them to
2-decimals.
Furthermore, a deterministic function approximator
might not select the right steering input. Therefore we
should use a probabilistic steering input, which could as-
sign a higher probability to steering inputs closer to those
suggested by the function approximator, but which gives
at least some probability to each input.
In our experiments, the control parameters were sam-
pled from truncated normals, with the bounds for each pa-
rameter specified by its sampled domain. The means are
the value predicted by the learned model. The standard de-
viation σ of the (non-truncated)-normal is a parameter of
the algorithm.
When looking at practical performance, inaccurate pre-
diction makes selecting the right action particularly diffi-
cult whenever the problem requires the RRT to very pre-
cisely reach a small region in state-space, for example
when near the goal region. In experiments we found that
we could reduce the time to get from ‘close to’ the goal
region to inside the goal region by increasing the standard
deviation when the predicion involves the goal state.
5.2 Bounding the chance of picking the right
node
The chance of picking the right node is the volume of the
statespace for which that node is the nearest node (as mea-
sured by the distance function used) divided by the total
volume of the free state-space:
P (xi) =
Vol({x ∈ Xfree|d(xi, x) < d(xe, x),∀xe ∈ E\xi})
Vol(Xfree)
Since the volume ofXfree is fixed and finite, we only need
to make sure the numerator is non-zero. This should be
done while taking into account that the cost-to-go function
is piecewise continuous, with a discontinuity at 0.
The first step is to impose that the distance function
must always be larger than some positive constant times
the Euclidean distance:
d(x, y) ≥ cl||x− y||2 clb > 0∀x, y (10)
There should also be something affecting an upper bound
to the distance function. To construct this upper bound,
we use the set G(x), the largest connected set containing x
with points for which the distance to x is bounded by cub
times the Euclidean distance:
G(x) = argmaxVol(S) (11)
s.t. S ⊆ {y|d(x, y) ≤ cub||x− y||2},
x ∈ S,
S is connected
The upper bound condition then is as follows:
Vol(G(x)) > cv ∀x (12)
Note that these conditions are not met in two frequently
studied cases: 1. when the cost function is the integral of
the squared input, 2. when the system is not small time lo-
cally accessible, as happens for instance in underactuated
systems.
Take the largest ball Bρ(xi) centered around point xi,
such that cub||xi − y|| ≤ clb||x − y|| for all y in the ball,
and all nodes x in the tree. Based on simple Euclidean
geometry, ρ > 0. Furthermore, by construction, the inter-
section Bρ(xi)∩G(xi) has positive volume, and all points
in that intersection are closer (by measure d) to node xi
than to any other node in the tree. Together this shows that
P (expand xi) > 0.
If we had access to the true distance function, or an ap-
proximation of it that meets the conditions specified above,
this would conclude the proof of convergence. However,
learning algorithms are intended to generalize using in-
terpolation, so may make large errors when extrapolat-
ing. This is especially true for Learning RRTs, for which
this problem has not been identified in literature yet. For
most machine learning, test data usually originate from
the same data distribution (e.g. a picture, video, audio
fragment or person characteristics) as the training data.
However, in RRTs we uniformly sample state-space, while
we have confined our dataset to only contain short mo-
tion segments. Therefore, if we sample a new combination
(x0, x1), we have a reasonable chance of sampling outside
of our dataset, where function approximation may make
large errors, which might cause conditions 10 and 12 to
be violated. Particularly, the approximated distance metric
might greatly underestimate the cost-to-go from a certain
node, causing that node to be incorrectly chosen for ex-
pansion.
In our implementation, we enforce the conditions by
using a binary classifier that decides whether a query
would yield a valid prediction of the cost and input pa-
rameters. We learn a function Vˆ : (X ,X ) → v, with
v ∈ [true, false] which identifies when a combination
of initial state and final state is valid (true), i.e. when
the dataset D covers that point in input-space. We imple-
ment a basic, but functional, Vˆ -function that computes the
summed distance to the nearest neighbours of the queried
point to the points in the dataset, and rejects the query
point if this sum becomes too large. An alternative ap-
proach relies on the notion that the dataset contains only
short segments, meaning the final states should be reach-
able within a short period of time. The use of reachable
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sets to classify the validity of a distance metric in state-
space RRT was already explored in [24].
Also, to avoid violations of conditions 10 and 12 by
small approximation errors in the learned function, the pre-
dicted cost-to go is saturated at lower and upper bounds of
10∓5. These bounds were chosen such that they enforce
the conditions on the cost function, while their effect on
the computation is negligable.
6 Experiments
To test our approach, we perform experiments on a rela-
tively simple problem: pendulum swingup. This is a task
on a single degree of freedom system in which a pendulum
has to move from its stable equilibrium (θ, ω) = (−pi, 0)
to its unstable equilibrium (0, 0). The equations of motion
for the pendulum are given in Section 3.
Data were generated and cleaned 10 times, to create 10
epochs, with 300 runs of the RRT algorithm per epoch.
The data for each epoch consist of 40000 simulations,
which ended when the costs or norm of the state dif-
ference with the initial state exceeds 2 or 1.5. Integra-
tion was done by the 4th order Runge-Kutta algorithm
with a time step of 0.01 s. The initial position was uni-
formly sampled from (−3pi/2, pi/2)rad, the initial veloc-
ity from (−pi, pi)rad s−1, and the initial costate sampled
as described below. The data cleaning resolution d equals
0.05. The data cleaning stopping parameter kmax is set to
5000. The nearest neighbour fitting algorithm during the
RRT takes m = 3 nearest neighbours. Finally, the stan-
dard deviation of the sampling distribution σ = pi/4 nor-
mally, and pi/2 when the query involves the goal state.
To avoid projecting on the costate constraint (Eq. 8),
which is computationally expensive for larger systems, we
solve the constraint explicitly, i.e., uniformly sample the
parameter φ ∈ (−pi/2, 3pi/2) which sets the initial costate
as follows:
λθ = tan(φ)
λω = − sin(θ) + sign(cos(φ))
√
sin(θ)2 + 2 + tan(φ)ω
If λω has an imaginary part, the simulation is disregarded.
The choice for the free parameter influences the sampling-
density of the initial costates. Because the tan-function
has a low value on most of its domain, the initial costates
tend to be small as well. This causes low initial torques,
which is desired for the pendulum swing up. The above
parametrization can be generalized for input affine systems
with a cost function that is quadratic in the input, a class
that includes many mechanical systems.
Results
Figure 3 shows a typical run of the algorithm. Three im-
portant points can be seen from this figure. First, the
algorithm neatly expands through state-space. While it
favours expanding along the circular paths that correspond
to low input trajectories, it expands nodes in all feasible
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Figure 3: The state-space coordinates of the tree-nodes of a suc-
cesful run of the algorithm, including their edges. Note that the
trajectories between the nodes are not straight lines. The trajec-
tory from the initial point to the goal is highlighted.
directions. This is an indication that the distance metric
works properly. Particularly, this contrasts with trees that
are grown without appropriate distance metric, which tend
to have many nodes clustered. Secondly, the figure high-
lights the approximation errors that still exists: the edges
that lead to invisible nodes all had target nodes that would
have been inside the graph. These end-nodes are now out-
side of the graph, which implies that the target node was
not reached exactly. Finally, we see that the algorithm
has tried to reach the goal-state a number of times from
the same node. Here the effect of the added randomness
becomes clear, because the attempts are spread out suffi-
ciently, such that the goal is eventually reached.
The experiments were performed on a MacBook with
Intel(R) Core(TM) i5-3210M CPU 2.50GHz processor
and 8GB of RAM, running Ubuntu Linux 14.04. All the
relevant code is written in Python. Figure 4 shows the vari-
ation in computation times for each epoch separately. The
computation time does not change much between epochs,
indicating that the data generation and cleaning are ro-
bust against random perturbations. Furthermore, it sug-
gests that using multiple datapoints from a single simu-
lation does not deteriorate the quality (i.i.d.-ness) of the
dataset. The median time to reach the target over all sam-
ples was 2.36 seconds, more than 10 times faster than [2]
on the same hardware.
The simulations and data cleaning in this algorithm took
a total of approximately 25min per epoch. This also is an
order of magnitude faster than the algorithm from [2]1.
The performance of the optimal control function ap-
proximation is assessed using the mean squared error be-
tween the target state and the final state attained by using
the predicted costate. The median of this error over all the
epochs is 0.11. Furthermore, the approximation quality
is indirectly measured by the number of nodes needed to
reach the target. The median over all runs is 84 nodes, with
1The cited paper does not report the offline computation time. How-
ever, the authors of that paper overlap with the authors of this paper, so
we know that the offline computation took nearly a week.
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Figure 4: Boxplot of the planning times, separated by epoch. It
is visible that the planning time has the same variation in each
epoch, indicating that the generation and cleaning of the data is
performed robustly.
a standard deviation of 180 nodes, which is about 30%
smaller (better) than the previous algorithm [2]. A slight
decrease is expected, as the problem no longer requires the
pendulum to swing back and forth to reach the final posi-
tion. The decrease is therefore best interpreted as a roughly
equal performance of the distance metric and optimal tra-
jectory functions. This equal performance is obtained even
though the optimal trajectory now uses function approxi-
mation.
7 Discussion
The algorithm introduced in this paper allows learning of
not only the distance metric, but also the steering input.
As proof of concept, we tested our algorithm on a basic
pendulum swing up problem, showing that it reduces the
time spend both in the offline learning and in the online-
computation by a factor of more than 10. This result is
a large step towards making sampling based state-space
planning in a practical setting feasible.
The main direction for future research is extending the
algorithm for use on higher degree of freedom systems.
The number of simulations required to learn the cost and
costate functions is expected to grow rapidly with the num-
ber of degrees of freedom. Extension towards higher de-
grees of freedom would require a switch to different func-
tion approximators than the k-nearest neighbours used in
this work. To handle higher dimensions, it would be bene-
ficial to have a higher sample efficiency of the dataset. The
current data generation procedure samples uniformly from
state and costate, which is likely inefficient. This might
be improved by sampling new simulations based on the
already obtained data, and the (partially) learned cost and
costate functions. Similar ideas have been used in rein-
forcement learning [25], [12], and might be beneficial for
use in Learning RRTs. Finally, higher dimensional sys-
tems also require a more robust clean-up function. One im-
Optimal Control Machine Learning RRT
+ Distance computation Generalization High dimensional
Optimal local planner Fast online prediction Obstacle avoidance
- Costly computation3 Needs large dataset3 Needs distance metric
Local optima→bias4 Needs unbiased data4 Needs local planner3
Bad extrapolation5
Table 1: Benefits and challenges for RRT, Machine Learning and
Optimal Control, which are combined in this paper. The chal-
lenges are marked with superscripts that refer to the sections in
which they are treated.
provement over the current cleaning function would be to
not only compare trajectories based on their endpoints, but
to explicitly take into account the distance in input-and-
cost-to-go space. Alternatively, (deep) generative models
[7] allow to sample from complex, high-dimensional prob-
ability distributions. Using the approach from [14], we
could retain all solutions while avoiding the averaging over
solutions that is done in standard discriminative models.
A secondary direction for future research is to incorpo-
rate input bounds. Such bounds are readily incorporated
in the indirect optimal control scheme, see [15]. How-
ever, there is an issue with the resulting costates: there
can be an exact overlap between trajectories of a system
with input bounds starting from different costates, at least
for a finite time. Such overlapping trajectories cannot be
handled by the basic learning and cleaning algorithms we
used. Extending these algorithms, such that they can cope
with such overlapping trajectories is an important theoret-
ical and practical issue.
8 Conclusion
In this paper we described a general Learning RRT algo-
rithm, and identified several problems with state-of the art
versions. Table 1 summarizes the parts that make up the
algorithm, and their benefits and challenges.
We proposed the RRT-CoLearn Algorithm which ad-
dresses three problems of Learning RRT: 1. By using in-
direct optimal control the number of parameters that de-
scribe the input is very small. The parameters of this func-
tion can thus be learned, alleviating the need for local plan-
ning in the online phase. 2. By using indirect optimal con-
trol, the data generation can be done much faster, as a nu-
merical optimization is replaced by sampling. 3. An algo-
rithm was proposed that removes the dataset bias caused
by local optima.
The RRT coLearn algorithm was tested on a pendulum
swing up. It achieves a median planning time of 2.4 s,
which is 10 times faster than the state-of the art learning
algorithm for kinodynamic RRT.
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