ABSTRACT Recently, the massive use of invoices has increased the burden on financial staff. In order to ensure high accuracy, conventional financial reimbursement is mainly manual, which wastes lots of human and material resources. This paper proposes an intelligent reimbursement system based on a deep learning method. The system mainly contains face recognition, invoice identification, and information storage. Face recognition ensures the security in the invoice reimbursement, and invoice identification has acceptable accuracy and operating speed. The experimental results indicate that the proposed system achieves both high accuracy and fast running speed.
I. INTRODUCTION
Nowadays, the evolving economy has caused a lot of transactions, which leads to the massive use of invoices. As a major proof of consumption, invoice identification is an important part of financial reimbursement. In order to ensure the accuracy of financial reimbursement, conventional financial reimbursement is mainly manual. However, the current reimbursement process consists of reviews, records, backups, etc. The complex and cumbersome process wastes a lot of human and material resources. It is necessary to establish an intelligent financial reimbursement system to automatically complete reimbursement tasks, with low consumption of human and material resources. Recently, deep learning [1] has been greatly studied in computer vision [2] , face recognition [3] , image classification [4] - [6] , object detection [7] , [8] , and water level observing [9] , which have received many performance improvements. In addition, deep learning has been successfully applied in Internet of Things (IoT) [10] , [11] , wireless communications [12] - [15] , cognitive radio [16] , [16] .
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In order to ensure the security of the intelligent reimbursement robot, it is necessary to judge whether the person who comes to reimburse is allowed. The unrelated person should be declined, and only the allowed person can carry out the following reimbursement operator. Face recognition technology is a useful method to verify the identity of a person. In addition, the robot can determine whether a person is eligible for reimbursement.
Zhou et al. proposed a cross-label suppression dictionary learning method to solve this problem [3] . Considering the trade-offs between the operating speed and the reconstruction accuracy, they reduced the computational cost using an optimal sparse coding dimension. The proposed method can achieve a desired balance between accuracy and operating speed. In order to realize the automatic authentication of users, Bong et al. proposed a low-power face recognition system based on convolutional neural network (CNN) [17] . The system contains two functions: one is used to collect real face images, and the other is employed to verify face. The proposed system can achieve fast operating speed and high recognition accuracy.
A financial invoice recognition system is proposed based on the features of the invoices. Delie et al. put forward a fast algorithm to detect and rectify the slant image using the linear whole block moving method [18] . Then, an invoice feature library is built using a semi-automatic machine learning method to determine the type of the invoices. The useful information is finally extracted, identified, and rebuilt to the required format. The accuracy rate of single financial Chinese character and Arabic numeral recognition keeps steady. However, the adhesion of form line and characters made the segmentation difficult, and further improvement is needed.
In order to improve the efficiency of invoice reimbursement, the classification of invoice documents is necessary to be determined before invoice identification. An improved version of incremental growing neural gas (IGNG) [19] , which is called named I2GNG [20] to realize the invoice classification tasks. A selection of local thresholds is set to determine whether to create or delete neurons, which make a high recognition rate. However, the proposed method is required to be tested on a bigger data set, and the parameters in the network need to be set automatically.
Deep learning based object detection methods have been studied intensely in recent years. Particularly, faster regionbased convolutional neural network (R-CNN) [21] is considered one of effective methods. Zhu et al. propose an object detection network based on faster R-CNN on the digital image database of books to realize automatic recognition and positioning of books [22] . A more complex detection network would be trained on the data set with greater capacity and lower complexity, in order to solve the practical problems.
An online invoicing system [23] based on QR code recognition and cloud storage technology are established to improve the efficiency of invoice reimbursement. It establishes an enterprise information cloud storage server on the cloud, and generated the unique QR code according to the identification number. Both the buyers and sellers need only to scan the QR code to obtain the related information. It can save much required time, and improve the accuracy.
The conventional financial reimbursement process contains too many redundant operations, which wastes much human and material resources. Such a huge waste is just to ensure the accuracy and security of reimbursement process. It is necessary to design a new reimbursement system to improve the efficiency.
In this paper, an intelligent financial reimbursement system is proposed to realize the high accuracy and high security. The proposed system contains two main steps, one is face recognition, and the other is invoice identification. Face recognition is used to judge whether the person who comes to reimburse is allowed, which prevents the unrelated operators. After the correct face recognition step, invoice identification is utilized to extract the useful information in the invoice images.
The remainder of this paper is arranged as follows. In Section II, the designing of the whole system is specifically explained. Experimental results are provided in Section III. Section IV summarizes the paper. 
II. DEEP LEARNING AIDED SYSTEM DESIGN
Flow chart of the reimbursement system is provided in Fig. 1 . It is clear that the proposed system mainly contains three steps: face recognition that judges whether the person comes to reimburse is allowed, invoice identification that extracts the useful information in the invoice, and information storage that stores the extracted information in a certain format.
A. FACE RECOGNITION
To realize face recognition, two types of images are needed. One is the real image from the person comes to reimburse, the other is the benchmark image as a comparison. These two types of images are obtained by a camera and a card reader, respectively.
Flow chart of face recognition is provided in Fig. 2 . It is clear that face recognition in this paper contains image obtaining, image coding, and image comparison. Finally, the person who wants to reimburse can be judged whether allowed by comparing the obtained value with a preset threshold.
The proposed system utilizes a camera to obtain the realtime face image of the current operator. To achieve the balance between speed and power consumption, the obtained images in system are not continuous. The reimbursement system obtains a face image from the real-time camera every short time until the recognition result is determined.
At the same time, in order to verify the identity of the operator, a card reader is utilized to obtain the real information. The operator should put the ID card on the card reader, and the real information embedded in the ID card can be read by the system. This guarantees accuracy of the verified image, and improves the security of the system.
The size of the initially obtained images tend to be too large, which generates too many unnecessary calculations and reduces the speed of verification. Therefore, it is necessary to make an operation of dimension reduction on the images. The paper utilizes a deep learning based method to realize image coding. As is known that the performance of the CNN model would be better as the depth and width of the model increase. However, when the complexity is increased to a certain extent, the model is easy to be over fitting. In order to avoid this situation, ResNet is utilized in this paper to realize image coding.
The structure of a basic residual unit in ResNet is provided in Fig. 4 . It contains two convolutional layers, and the final output is the sum of convolutional result and input. As the depth of the CNN model increases, the model is easy to fall into the problem of overfitting. The introduction of residual unit can effectively alleviate overfitting. The addition of inputs to the output ensures the robustness of the model.
Rectified linear unit (ReLU) is described as
where x and y represent the input and output of ReLU, and max denotes the function for finding the maximum value. The operator of the basic residual unit is described as
where x, F(x), and H (x) represent input of unit, output of convolutional layer, and output of unit, respectively. Structure of ResNet used in this paper is provided in Fig. 5 . It is clear that the model can realize face image coding using convolutional layers and fully connected layers. The number in every layer represents the size of convolution kernel or the dimension of fully connected layer. The number on the right of the figure denotes the number of basic residual unit stacks. For example, the first ×3 represents that there are three stacked residual units as a whole. After the feature extraction of convolutional layers, the input face image is transformed into an abstract representation. The pooling layer is utilized to reduce dimension. The fully connected layer is utilized to integrate the features.
The dimension of the last fully connected layer is generally set to a larger value, taking into account the generalization of the model. In this paper, in order to reduce the computational complexity, another fully connected layer with the dimension of 128 is added at the end. In this case, both the real face image and the benchmark image are converted to two 128-dimensional vectors. In order to judge whether these two images represent the same person, it is enough to compare the similarity between two vectors. In order to calculate the similarity between two vectors, the most common approach is to compare the European distance between them. The smaller the Euclidean distance, the more similar the two vectors are, and it is more possible that two images represent the same person.
where x and y represent the component of two vectors, and n and d denote the dimension of the vector and the distance between two vectors, respectively. After calculating the European distance value of two vectors, it is easy to obtain the face recognition result by comparing the value and the threshold set in advance. Two images can be considered to represent the same person if the calculated value is less than the threshold. In general, the threshold is set to 0.6, and the lower the threshold, the stricter the judgment.
B. INVOICE IDENTIFICATION
Only the face recognition result is judged to be true, the operator can be allowed to continue the following invoice reimbursement operation. What the operator needs to do is just to put the invoice into the device, and the reimbursement system can identify the useful information in the invoice automatically.
Flow chart of invoice identification is provided in Fig. 6 . It is clear that the first step is to judge the classification of the invoice to be reimbursed. In this paper, invoices can be divided into three categories, value-added tax invoice, train invoice, and ordinary machine invoice, respectively. The next is to extract useful information from each type of invoices.
The invoice image entered in the system is obtained by a scanner. However, the quality of the scanned images is affected by scanner quality and invoice quality. Therefore, image preprocessing before image identification is necessary.
The purpose of image preprocessing is to make the scanned invoice image regular. Assuming the invoice itself is complete, the main problem of scanned image to be solved is image tilt problem.
An easy approach to solve this problem is to detect the edge of the invoice. Whether the invoice image needs to be rotated depends on whether the detected edge is regular. In addition, if the invoice needs to be rotated, the angle of rotation can be determined by calculating the angle at which the edge needs to be rotated. Obviously, the detected edge and the invoice image itself have the same relative invariance of position.
The initial colorful invoice image has three channels, red, blur, and green, respectively. In order to reduce the complexity, the colorful image is converted to an image with only one channel. The operator can be seen as combining the information of three channels into only one channel. It is described as
where B, G, and R denote blue, green and red component in the colorful image. Gray represents the corresponding grayscale image.
The operator on a grayscale image requires less computation, but it still contains noise information. In order to reduce the effect of noise information, the noise in the grayscale image needs to be removed.
Gaussian filtering is a good method to remove the noise in a grayscale image. It can be seen as a convolution operator on an image. The operator of Gaussian filtering is described as
where G(x, y) represents two-dimensional distribution, and σ denotes the standard deviation of the Gaussian distribution. The Gaussian filtered image contains less noise. In order to determine the angle of rotation, edge detection is utilized to obtain the edge information. In this paper, Cannon operator is used to detect the edges.
Edges in the image can be detected according to the first derivative information. In order to obtain accurate edges, two thresholds with different values are set. The threshold with a high value is used to locate the preliminary points of the edges. The strict threshold distinguishes the background easily. However, it is because the threshold is set too large, the initial detected edges cannot form a closed rectangle. As a result, the second threshold with low value is used. The regions with high threshold are detected again to find out the missing edges. The final edges are composed of the first and the second detected edges.
The outermost edges make up the outline of the invoice. It is easy to judge whether the outline is tilted, and calculate the angle of inclination compared to the regularity. The calculated angle is the angle at which the invoice image needs to be rotated. The preprocessed invoice images are more regular, and the images are easy to be classified. Three types of invoices are considered in this paper.
Since the sizes of various invoices are often different, it is easy to separate invoices with different sizes. The size of the train ticket is much smaller than the other two types of invoices. Therefore, train invoice can be separated by detecting the size of the input invoice image. Once the detected size is smaller than the threshold set in advance, the input can be considered to be a train invoice. Otherwise, the input is one of the other two types of invoices.
Value-added tax invoices and ordinary machine invoice have similar sizes. In order to distinguish these two types of invoices, further comparison is necessary. An easy method to realize classification is keyword comparison. The titles of these two types of invoices are different. For example, if the keyword 'value-added tax' appears in the title of the input invoice, it is obvious that the input is a value-added tax invoice. Similarly, if the keyword 'ordinary machine invoice' is detected in the title of the input invoice, it is obviously an ordinary machine invoice.
The title of the invoice image appears in the rectangular area above the invoice, as a result, it is easy to detect the title by extracting this specific area from the invoice. Images of three types of invoices are presented in Fig. 7 . It is obvious that train invoice can be easily distinguished by size. The other two types of invoices are then distinguished by their keywords in the titles.
For each type of invoices, it has the same format. It means that two invoices with the same classification, their information in the same region is similar. Therefore, each type of invoices has the same template, which records the location of the useful information in the invoice.
In order to extract the exact region of useful information, this paper makes three templates for three types of invoices, respectively. To increase the robustness of the template, the region of each information is slightly enlarged.
Every region of the useful information is represented by one rectangle. In addition, one rectangle can be represented by four values. Among these four values, the first two denote the abscissa and ordinate of the top left corner of the rectangle, and the last two denote the width and height of the rectangle.
Templates of three types of invoices are provided in Table. 1. It is clear that value-added tax invoice, train invoice, and ordinary machine invoice have eleven, five, and nine templates, respectively. Complex invoices contain more useful information, as a result, nine templates are made for value-added tax invoices. Conversely, five templates are made for train invoices.
According to the template, the region of the useful information in the invoice image can be extracted. Each subimage contains specific information in the invoice, such as billing information, purchaser information, goods information, amount information, seller information, etc. In order to obtain the information that can be used directly for reimbursement, the character information in the sub-image should be extracted and identified. Optical character recognition is utilized in this paper to convert text information from image format to text format. It depends on brightness changes to realize this conversion. As one sub-image may contain more than one line of information, each sub-image is divided into a selection of smaller regions by line. Every small region contains only one line of information, which is more conducive to improve the recognition accuracy.
III. EXPERIMENTAL RESULTS
This paper proposed an intelligent financial reimbursement system based on deep learning. A selection of experimental results on accuracy and speed are discussed. In order to judge whether the system is effective, the most important is the identification accuracy of the system. The reimbursement system mainly contains two technical steps, one is face recognition, and the other is invoice identification. Face recognition is based on the famous deep learning model in open source library Dlib, and it achieves a 99.38 % accuracy rate on Labeled Faces in the Wild dataset. It guarantees the security before invoice reimbursement.
A selection of identification results of three types of invoices are provided in Fig. 8, Fig. 9, and Fig. 10 , respectively. As each invoice is tested separately, the number of invoices in each identification result is one. Every identification result contains useful information for reimbursement, such as invoice serial number, billing date, purchaser, seller, goods, amount, etc. It is clear that the identification results of train invoices and ordinary machine invoice is all accurate. In contrast, the identification results of value-added tax invoice are a little lower. However, it is found that the wrong characters are relatively unimportant. In addition, the identification of lowercase and uppercase amounts can be mutually verified. The overall accuracy of invoice identification can reach up to 97.1 %.
After ensuring a high identification accuracy, the identification speed is the second key factor. The time required for VOLUME 7, 2019 face recognition is about one second. In invoice reimbursement, the operator is face recognized for only once. As a result, the required time for face recognition is negligible compared to operation time. For invoice identification, different types of invoices have different templates. It means that the number of information to be identified is different. Therefore, to obtain the accurate identification time, the average identification time of each piece of information is calculated.
Average identification time for each type of invoices is presented in Table. 2. It is clear that the average required time for identifying one piece of information is about 500 milliseconds. In addition, the calculated time is affected by device performance, network status, operations, etc. Compared to operating time, the required identification time is acceptable.
IV. CONCLUSION
This paper proposed a deep learning aided system design for intelligent reimbursement robot. The system contains three steps, face recognition, invoice identification, and information storage, respectively. In addition, face recognition contains image obtaining, image coding, and image comparison, respectively. Invoice identification mainly contains image preprocessing, invoice classification, region extraction, and information identification, respectively. Experimental results indicate that the proposed reimbursement system achieves good performance on accuracy and running speed. In the future research, the system can be improved by pruning models to increase the running speed, and enhancing the robustness of the model on more types of invoices. YUE GAO was born in Yangzhou, China, in 1998. He is currently pursuing the B.E. degree in computer science with the Nanjing University of Posts and Telecommunications, Nanjing, China, where he has been a member of the FocusLab, since 2018. During the period of undergraduate, he has won scholarships, including the NYIT Presidential Honor and the NYIT Dean's Honor. His current research interests include artificial intelligence, deep learning, and computer vision. 
