INTRODUCTION
There has been much recent successful cross-fertilization between the fields of optimal control and operations research (I). Modem control theory has found applications in solving economic (2) , management science, and resource allocation problems (3). Pontryagin's Maximum Principle of control theory is generally the main technique used in this applications. The present report, however, emphasizes the concept of closed-loop (feedback) and open-loop optimal control in solving the surface-to-air-missile (SAM) defense problem for an aircraft carrier under various sensor conditions.
An air defense and offense game model was formulated by Brodheim and others (4). They considered the problem as a two-person zero-sum game. The problem treated in this report is differ.nt in many aspects, 'r, particular: (a) Only defensive systems are of interest; the strategies of the offensive are not considered, (b) The objective of the defense is to protect a ship from enemy missiles with minimum expected cost and damage to the ship by the enemy missiles which survive interception by SAMs. (c) The sensor conditions are more involved: the observations concerning the number of enemy missiles in the attack are considered for the following cases: perfect observation, imperfect observation, and no observation, (d) The problem under consideration is simpler than that considered in Ref. 4 , but this simple defense mode' oermits much more extensive study and analysis.
The problem is formulated as a Markov decision process with the size of each salvo, the number of SAMs, as the decision variable (or "control variable"). Corresponding to different sensor conditions, the optimal decisions are found by applying the concepts of closed-and/or open-loop optimal control. We also consider the case where the number of SAIu's onboard is limited. A Markov decision process of two-state variables is formed for this case where the states are arranged in matrix form. The principle of dynamic programming and the technique of nonlinear integer programming are used to solve problems of this type. 
MODEL OF SAM DEFENSE SYSTEM
It is assumed that a group of enemy missiles (EMs) is on its way to attack a ship which is defended by SAMs. From the observations and information concerning the speed and position of EMs the number of SAM salvos that can be launched in time to intercept the EMs before the time of final impact on the ship is determined at initial time. We denote the number by /. The problem is to choose the s.ze of each SAM salvo such that an object function is minimized. Further assumptions concerning this model are listed as follows:
1. From radar output and other sources of information, it is assumed that the defense has an initially perfect knowledge of the number of EMs, which is denoted by j.
2. The EMs are assumed to arrive in a group and the SAM salvo is aimed at this group. It is further assumed that one SAM can destroy at most one EM. Therefore, for instance, if the probability of killing an EM is q, then the probability of killing two EMs from a group of three, when five SAMs are launched, is I where p^i) is the probability of being in state; at the ith stage, and /,»{i) is the conditional probability of transition from state k to state j at the i th stage. The values of/}* (i) are calculated based on the special characteristics of the process and the preceding basic assumptions about the probability of interception;
where q{i) is a given probability of hitting an EM by SAM and |j(») represents the number of SAMs to be launched at ith stage when j EMs survive. Equation (I) can be written in vector-matrix form:
where l{i) is the (n+ 1)-dimensional decision vector where elements are lj(i), for./ = 0 n.
Markov Process with Cost
The cost function described previously can be associated with this Markov process. Define cjd) = the expected total cost from ith stage to the end of the process, if the system is now in state j, given lj (m), for m = i,..., -I. The expected cost includes the cost of SAMs launched and the cost of damage to the ship by surviving EMs.
Based on this definition,
cj(0 -[lj{«) + S l(mVp(m)}b + p(OVg; for
where the first term represents the expected cost of the total number of SAMs launched, and b, a scalar, is the cost of each individual SAM. The second tarn r epresents the expected cost of the terminal damage on the ship and the vector g is an (n + 1) vector whose element g* gives the expected cost of damage to the ship, should A enemy missiles survive all SAMs' attack.
Using the state transition equation (Eq. (3) 
F{l(i)) is the transition matrix given in Eq. (1). Equation (5) is the key equation in this report. Howard (5) iias foimu'ated an economic decision process and has made a significant contribution in fir.'iini; the uptii ial decisions in the steady state. The process treated in this report is different from Howard's in that the terminal cost contributes a great part of the total cost, and the special properties as indicated by This means that 12 SAMs is the optimal decision at 1 = 3 when 9 EMs remain and the associated optimal cost from i = -3 to the end is 15.662. At i = 0, since there is no time for further defense, the cost is #, if; enemy missiles are left. Once the process reaches the state 0 (no EM left), the process is terminated; no SAM is to be fired and the expected cost is 0.
Remarks. I. The optimal closed-loop decision i* (1) does not determine the state of the system at (t + I) stage, but it does determine the probability of the state occurring at((+ I) stage.
2. Table I can be applied to the situation where n ^ 10 and / « 8 because of the special characteristics of this decision process. Remarks. I. The results in Table 2 can be interpreted physically with the assistance of Table 1 . At the (-5)th stage, a*(-5) is close Ui JE*!-5) = 5, which is the optimal solution in the steady state. After a*(-5) has been launched, the probability of two and three EMs surviving is higher than other states if the system is not in zero slate. Hence a*(-4) is 2. Finally, at the (-1) stage, if there are still some enemy missiles left, intuitively the probability of one EM being left is much higher than two or three. Therefore, a*(-1) = 6, which is one more SAM than £*(-1) = 5 in Table I. 2. The assumption of a single relative minimum of the cost function can be looseiy Justified numerically. The optimal solution listed in Table 2 is obtained by using a descent search algorithm iteratively from an arbitrary initial guess of a(i), for i --5 -I. Three different sets of initial guesses of a(i) have been tested, and a'l three sets converge to the optimal solution of Table 2 . This means that there is a single relative minimum in the domain which is defined by these sets of initial guesses. This case is a slight extension of Case II. The defense has no observations at all except that the initial knowledge of the number o' EMs is assumed. This situation may happen when the radar fails to detect the enemy miss<ies or when the ship commander distrusts the radar observations. The optimal launching policy tor this case is easier to apply than that of the closedloop case, but at the expense of higher expected cost.
Consider the same numerical example as in Case II. Since the probability of hitting an EM. q{i), is assumed independent of i, there is no difference in firing a SAM salvo earlier or later. The only thing of importance is the total number of SAMs launched. Based on this argument, it is immediately found from the (-l)st stage of Table 1 that for n = 5, the total number of SAMs to be launched is 14, and the optimal expected cost is 15.111, which is much higher than the cost of semiclosed loop, 8.5798. Distributing these 14 SAMs into any combination of salvos does not affect the expected cost. If q(i) is a function of i, the solution is also easily obtained from the closed-loop program, since intuitively, the optimal launching policy is to fire all SAMs concentrated at a single stage where the probability of hitting q{i) is the highest of all.
Case IV. Limited Nvmher of SAMs
In the preceding three cases, the process of optimization is carried out without any limitation on the number of SAMs available, contrary to the practical situation. The optimization problem with this limitation can be viewed both as an optimal control problem with inequality control constraints and as a resource allocation problem with the resource being the total number of SAMs available. However, in the case of perfect observations, a different concept can be adopted to reach the optimal solution. Let the total number of SAMs remaining be another state variable denoted by m. Then, the optimal closed-loop solution denoted by t* m (i) will be a function of both state ;, the number of EMs, and state m, the number of SAMs left. The transition of state m at any stage is "deterministically" determined by t*"{i). Remarks. 1. If the total number of SAMs available at y = 3 and i = -3 is more than 18, which is obtained from Table 1 by adding 9, 5, and 4, the constraint on the total number of SAMs does not exist. The optimal launching policy follows the Table 1 of the closed-loop case. 2. The numerical results of Table 3 can be interpreted physically. For example, the reason why i}',(-2) is 2 instead of 1 is that if we launch two SAMs at (-2)nd stage, three is a possibility that both of these EMs are intercepted. Therefore, at the (-l)st stage, we have the change to save the remaining one SAM. However, if we launch one instead of two, the number of EMs left at (-l)st stage would be at least one; therefore, the remaining two SAMs are to be fired. In other words, there is no possibility of saving a SAM if we fire one instead of two.
3. The case of imperfect observation with limited SAMs can be calculated by applying the techniques of dynamic programming (7). The case of no observation with limited SAMs is trivial, following the argument of the last section.
CONCLUSION
This report demonstrates that some concepts from control theory can be employed to solve certain operations research problems. The author believes that the model and technique used in this report can be applied to problems of various areas, such as economic decision processes and inventory control. Other areas of control theory, such as optimal estimation, stochastic control, and differential games, should find many applications in operations research. For example, arguments in the present report can be extended to a problem in finite state stochastic games (8), when the enemy has the option of sending more missiles. Security Classification
