We present an efficient, reliable, and easy-to-implement algorithm to compute steady-state probabilities for birth-death processes whose upper-tail probabilities decay geometrically or faster. The algorithm can provide any required accuracy and it avoids over-and underflow.
Introduction
Birth-death processes are among the most studied and used stochastic models in operations resarch. Such processes are the foundation of queueing theory, encompassing the M/M/s (Erlang C), M/M/s/s (Erlang B), M/M/∞ (infinite server), and finite source queueing models. Additional applications are found in biology, genetics, and epidemiology (see Novozhilov et al. (2006) for a recent survey of biological applications). Birth-death processes are highly tractable compared to more general continuous-time Markov chains. The theoretical properties of birth-death processes have been studied extensively, for example see Karlin and McGregor (1957) and van Doorn (1980) . The steady state probabilities for ergodic birthdeath processes are easily expressed in closed-form and these expressions are well known.
Nevertheless, as several authors have pointed out (Garnett et al., 2002; Whitt, 2005) developing reliable algorithms to compute birth-death process performance measures requires care. These numerical difficulties have been cited (Garnett et al., 2002) as one of the reasons for developing and using asymptotic approximations to birth-death queueing models.
A model that has recently generated renewed interest in birth-death process computations is the M/M/s + M model, also called the Erlang A model, which adds customer reneging (or abandonment) from queue after an exponentially distributed "patience time" to the M/M/s model. The importance of accounting for abandonment in such settings as telephone call centers has prompted suggestions (Gans et al., 2003; Mandelbaum and Zeltyn, 2007) that Erlang A should replace Erlang C as the "standard model" for call center staffing calculations.
In view of their widespread usage, it is important to have simple, efficient, and reliable algorithms to compute performance measures for birth-death processes, to test these algorithms, to make them widely known, and to implement them with easy-to-use software.
Computations for the exact Erlang A model are more demanding than for asymptotic approximations of the model, as pointed out in Mandelbaum and Zeltyn (2007) . However, for most systems of practical interest, the exact computations can be done essentially instantaneously. Therefore, we contend, the underlying computational complexity is less important than making the algorithms widely available and easy to use, or in other words, to improve Sam Savage's (1997) "keystroke metric" of the complexity of applying an analytical technique. Given that spreadsheets are probably the most commonly used computational platform today, implementing the algorithms as spreadsheet functions seems particularly useful-at least if the functions can be evaluated quickly, as is the case for the algorithms proposed in this paper. By spreadsheet functions we mean formulas that can be typed in spreadsheet cells to compute an output of interest, with the computations performed by an add-in program. The Queueing ToolPak (a spreadsheet add-in developed by Ingolfsson and Gallop, 2003) provides one example of such software, which makes the computation of performance measures for M/M/s and M/M/s/s + r queueing models as easy as computing areas under a normal distribution, or any other calculation that can be done with a built-in spreadsheet function. The development of the algorithm presented in this paper began with modifications, based on user feedback, to increase the reliability of the algorithms used in the Queueing ToolPak.
Although we question the need to use asymptotic approximations to compute numerical values of birth-death process performance measures, we recognize the value of asymptotic analysis for providing insight about system behavior. Indeed, the parameter values we use in the computational examples later in the paper are motivated by the results of asymptotic many-server analysis.
Our contribution is an algorithm to compute steady state performance measures for a class of birth-death processes that includes many birth-death models of practical interest.
The essential condition is that the process must reach steady state and the steady state probabilities must decay geometrically or faster as the population size goes to infinity. The algorithm computes performance measures that can be expressed as the expected value of a non-negative function of the steady state population size. We truncate the state space from below and above, and we provide error bounds on the relative error resulting from the truncation, for performance measures whose associated function can be bounded by a constant, a linear function, or a quadratic function of the state variable. The algorithm avoids problems with over-and underflow and the error from truncation can be made as small as desired. The algorithm is easy to implement, uses neither special functions nor numerical integration, and works regardless of whether the state space is finite or infinite.
The remainder of the paper is organized as follows. Section 2 defines notation and describes previous approaches; Section 3 presents our algorithm; Section 4 provides absolute and relative error bounds; Sections 5 to 7 illustrate the use of the algorithm to compute representative performance measures for Erlang B, C, and A systems; and Section 8 concludes.
Appendix A contains derivations of absolute error bounds, Appendix B has a proof of a formula used to compute the distribution of virtual waiting times for the Erlang A model, and an online supplement provides pseudo code for previous algorithms and Matlab computer code for the algorithms used in Sections 5 to 7.
Previous Algorithms
A continuous-time birth-death process N(t) has state space {0, 1, . . . }, birth rates λ n for n ≥ 0 (for n → n + 1 transitions), and death rates µ n for n ≥ 1 (for n → n − 1 transitions).
We will view a finite state space {0, . . . , K} as a special case, with λ n = 0 for n ≥ K and µ n = 0 for n > K. This allows us to treat finite and infinite state space processes together.
We assume that the process reaches steady state, with random variable N representing the population size (or number in system, in a queueing context) in steady state, with distribution π n = Pr{N = n} = lim t→∞ Pr{N(t) = n}. When we discuss M/M/· queueing systems, we use λ to denote the arrival rate, µ to denote the service rate, r = λ/µ to denote the offered load, s to denote the number of servers, and for the Erlang A model, γ to denote the abandonment rate per waiting customer.
The local balance equations (λ n π n = µ n+1 π n+1 , n = 0, 1, . . . ) and a normalization equation ( ∞ 0 π n = 1) determine the steady state probabilities for N. We begin by describing three standard and increasingly sophisticated algorithms for solving these equations and potential numerical difficulties. All of these algorithms have been proposed before and we discuss each of them in turn. Figures 1-3 in the online supplement show pseudo code for the three algorithms.
Algorithm 1 begins by computing π 0 and then computes π 1 , π 2 , etc., up to some truncation limit u, using the recursion π n+1 = b n π n (where b n = λ n /µ n+1 ), which is obtained from the local balance equations. The difficulty with this algorithm is that computing π 0 often requires as much effort as computing all of the other steady state probabilities. In general,
In some special cases, one can derive a simple closed-form solution for π 0 , notably for M/M/1 and M/M/∞ queues, but even in these simple cases, there is a potential problem-π 0 may evaluate to zero because of underflow. As Tijms (1994) points out, one can avoid underflow by taking logarithms of the expression for π 0 and the recursion π n+1 = b n π n , but this is only of value if an easily computed expression for π 0 is available. As an example, the M/M/s queue has no expression for π 0 that is easy to compute before the probabilities π 1 , . . . , π s have been computed.
To describe Algorithms 2 and 3, we will use the notationπ n for quantities that are not probabilities but will eventually be transformed into probabilities. Algorithm 2 begins by settingπ 0 equal to one, thus avoiding the potential for underflow at the beginning of the algorithm and the difficulty with computing π 0 before the other steady state probabilities have been computed. Then, after usingπ n+1 = b nπn to computeπ 1 ,π 2 , . . . up to some truncation limit u, theπ n are normalized to convert them into probabilities π n . One difficulty with this algorithm is that if π 0 is much smaller than the largest state probability, then overflow may occur. A simple test case is an M/M/s queue with service rate µ = 1 and arrival rate λ = s − 1, which implies that s − 1 and s − 2 are the modes of the steady- Another difficulty with Algorithm 2 is that it is not always clear how to choose the upper truncation limit. When the upper-tail probabilities decay geometrically above some limit (such as the M/M/s queue, where the limit is s), then the truncation limit can be chosen at that limit, and the sum of the probabilities above the limit can be computed as a geometric series, thus avoiding any truncation error. A similar approach can be used if the tail is approximately geometric, as discussed in Tijms (1994, Section 2.3.2) . However, this approach does not work when the tail probabilities decay faster than geometrically, as they do, for example, for the Erlang A queue.
Algorithm 3, instead of starting at state zero, begins at state c (the "center") by settinḡ
to compute probabilities of states above c recursively up to a truncation limit c + u and one usesπ n−1 = a nπn (where a n = µ n /λ n−1 ) to compute probabilities of states below c, down to a lower truncation limit c − l (possibly equal to zero). When the truncation limits have been reached, theπ n are normalized. Algorithm 3 makes overflow less likely, but if c is poorly chosen, so that some state above or below c has much higher probability than π c , then overflow can still occur. Smith (2002) proposes using this algorithm and Whitt (2005) uses it for a generalization of the Erlang A model. An example where this algorithm results in overflow is an Erlang A model with c = s = 10, 000, µ = 1, λ = 5, 000, and γ = 1. In this case, π λ/µ = π 5,000 ≫ π 10,000 = π s . The other main deficiency of this algorithm is that it is not clear how to choose the lower and upper truncation limits. In the next section, we present our algorithm, which overcomes both of these deficiencies.
Algorithm
We are interested in reliably and efficiently computing common performance measures for systems that are modeled as birth-death processes. Many performance measures can be expressed as the steady state expected value E[f (N)] = ∞ n=0 f (n)π n of an appropriately defined non-negative function f . We focus on functions that can be bounded by a constant, a linear function, or a quadratic function but our approach can be extended to functions that are bounded by higher-degree polynomials. Examples include individual state probabilities (f (n) = 1{n = m} to compute π m ), average number in a queueing system (f (n) = n), the second moment of the average number in a queueing system (f (n) = n 2 ), and virtual waiting time distributions for queueing models (f (n) = Pr{W n > t} where W n is the virtual waiting time for a test customer that arrives when there are n customers in the system). We will see an expression for Pr{W n > t} for an Erlang A system in Section 7.
We assume that an easily computable estimate c of the center of the steady state distribution is available. We discuss the choice of c later in this section. Our algorithm works with conditional steady-state probabilities p c−l,c+u n of being in state n, given that the process is in the range {c − l, . . . , c + u}, for some lower limit l and upper limit u, defined as
Use of these conditional probabilities provides insight into how the algorithm works and facilitates derivation of error bounds.
The output of the algorithm is the expected value of
In Section 4, we provide a bound on the relative error from approximating the unconditional expected value with the conditional one and use the bound to determine when the algorithm has computed a sufficiently accurate estimate. Figure 1 (the new state probability, before normalization) is bounded by max[max{a n : n ≥ c}, max{b n : n ≤ c}] and the performance measure estimate is bounded by max{f (n) : c − l ≤ n ≤ c + u}. The choice between increasing l or u is made so as to extend the conditional distribution {p c−l,c+u n , n = c−l, . . . , c+u} in the direction where the probability of the extreme state is higher. The algorithm terminates when a relative error tolerance is met (discussed in Section 4). Thus, we avoid the difficulties of the previously described algorithms, in deciding how to truncate the state space.
How should state c, where the upward and downward recursions begin, be chosen? Although we interpret c as an estimate of the center of the steady state distribution, this estimate need not be precise. The algorithm computes probabilities for a contiguous range of states that is sufficiently wide to satisfy the relative error bound. Let us call this range the non-negligible probability range. As long as c is somewhere in this range, the number of operations performed by the algorithm will be the same. If c is above or below the nonnegligible probability range, then the algorithm will perform additional operations (those needed for a downward or upward recursion from c to that range) but the accuracy of the output is not reduced-indeed, the accuracy is greater, because the algorithm includes more states in its computations. Besides computation time and accuracy, there is another consideration, namely, ease of implementation. Often, there will be a natural choice for c that simplifies the upward and downward recursions. In queueing models, the natural choice is often to set c = s, the number of servers, because the form of the expression for the death rate typically changes at n = s. The same is sometimes true of the birth rate, for example, if some customers balk when all servers are busy. Furthermore, for many performance measures (including all three measures discussed in Sections 5-7), one must do computations for state s regardless of the magnitude of π s . Therefore, for multi-server queueing models, we suggest c = s as a choice that simplifies the algorithm, causes no loss in accuracy, and only results in increased computation time for systems whose offered load per server is either very high or very low, so that most of the probability mass is either above or below state s.
As presented in Figure 1 , the algorithm stores all of the conditional probabilities from , and E[f (N)|l, u] are normalized. Therefore, our algorithm requires up to o 2 /o 1 = 50% more computation than a corresponding algorithm that normalizes only at the end, but this estimate is conservative for two reasons: (1) evaluating f (c + u) or f (c − l) may require considerably more than one operation (as we will see in Section 7) and (2) it is not clear how to implement termination criteria like the ones we develop in Section 4 without normalizing at every step. Therefore, it is not clear how to implement an algorithm that normalizes only at the end in a way that guarantees a specified accuracy. One could normalize only when the sum of the un-normalized probabilities that have been computed so far exceeds some threshold value and only check for termination in iterations where normalization is performed, but this would increase l + u, the number of iterations.
Example: To illustrate how the algorithm works, Figure 2 shows the conditional state probabilities after each iteration for an Erlang A system with λ = 3, µ = 1, s = 4, and average patience rate γ = 2. The resulting birth and death rates are λ n = 3, n ≥ 0 and µ n = n, n = 1, . . . , 4, µ n = 4 + 2(n − 4), n > 4. The desired performance measure is the steady state probability π s = π 4 and we set a relative error tolerance (discussed in Section 4) to ǫ RE = 0.01. The algorithm begins by setting p 4,4 4 = 1 and then extends the set of conditional probabilities either up or down at each iteration. Each panel shows the conditional probabilities after a particular iteration, the numerical value of the conditional probability p 4−l,4+u 4 of being in state s, and a bound on the relative error (the bound is not shown until it is below 1). After 8 iterations, the algorithm has computed conditional probabilities for states 0 to 8, and this range is sufficiently wide to return an estimate of 0.1783 for π 4 , which is guaranteed to be within 1% of the correct value.
Error Bounds
In this section, we provide bounds on absolute upper and lower truncation errors and use them to derive bounds on the relative error for the performance measure estimate. We define the following upper and lower truncation errors (and their sum) for the steady state probability mass in the tails:
We develop upper bounds ∆ i such that δ i ≤ ∆ i , i = 1, 2, with ∆ = ∆ 1 + ∆ 2 . Our approach (motivated by Klar, 2000) assumes that the tails of the steady state distribution decay faster than a geometric series. Specifically, we assume for the upper tail that there exists an integer n 2 and a constant b such that for n ≥ n 2 , b n = π n+1 /π n ≤ b < 1. This implies that
where we have used the fact that π c+u ≤ p c−l,c+u c+u
. We express the upper bound in terms of the conditional probability p c−l,c+u c+u , because that probability will be known when the algorithm uses the bound, while the unconditional probability π c+u will be unknown. For the lower tail we similarly assume that there exists an integer n 1 and a constant a such that a n = π n−1 /π n ≤ a < 1 for n ≤ n 1 . A similar argument as for the upper tail implies that
Now we turn to bounds on the relative error in estimating the performance measure 
Now we can state appropriate termination criteria to ensure that the relative error RE is less than a relative error tolerance ǫ RE :
Condition (ii) ensures both that ∆ < 1 and RE < ǫ RE . It is straightforward to extend the analysis for the probability of a single state to the expected value of a function f (n) that is finite within the range c − l to c + u and zero outside that range.
Now we consider more general performance measures E[f (N)]. Define the following absolute truncation errors and their sum:
We develop upper bounds E i (with 
Next, we use the absolute error bounds on the lower and upper tails to derive an upper bound on the relative truncation error
We would like to have an upper bound on RE that is a function only of quantities that are available at each stage of our algorithm. From the preceding 
which implies
(For the last step, we assumed that ∆ < 1, which will be true if l and u are large enough.) Equation (7) also implies that
Expressions (8) and (9) result in the following bound on the relative truncation error:
The bound on the right-hand-side involves only quantities that are available in the algorithm when the lower and upper limits have reached l and u. Note that when E = 0, which will happen if f (n) is zero below c − l and above c + u, then we recover the upper bound from (5).
The general termination criteria for our algorithm are:
In implementing the termination criteria, one can set ∆ 2 to 1 and E 2 to ∞ if the condition
is not yet met for all i > 0 and one can set ∆ 2 = E 2 = 0 if the state space is finite and c + u = K (and similarly for the lower tail).
Recall that the algorithm chooses between extending the conditional state space up or down based on which extreme state, c − l or c + u, has higher conditional probability.
Alternatively, one could base this choice on which absolute error bound is higher, ∆ 1 or ∆ 2 .
In the remainder of the paper, we apply our general algorithm to the computation of representative performance measures for the Erlang B, C, and A models.
Computing the Erlang B loss Probability
For the Erlang B model, with offered load r = λ/µ and s servers, the birth rates are λ n = λ for n = 0, . . . , s − 1 and the death rates are µ n = nµ for n = 1, . . . , s. We assume that the performance measure is the loss probability π s = B(r, s). It is instructive to consider two choices for the center estimate: c = 0 and c = s. there is no probability mass above s. The lower truncation error bound, for n = s − l < r, is
The relative error termination criterion becomes Table 2 shows the lower truncation limit l for two sequences of systems, one where r = s and another where r = s − √ s. In both cases, we set the relative error tolerance to 10 −4 . We see that the number of states, l, that the algorithm evaluates grows slightly faster than √ s.
Even for s = 1, 000, 000, the calculation of B is essentially instantaneous when implemented in Matlab. The computation times T in this and subsequent tables are elapsed times in microseconds, averaged over 1,000 calls to the algorithm, on a 2.1 GHz Windows PC with an AMD processor, a 64-bit operating system, and 4 GB of RAM. (The online supplement provides the Matlab code used in Sections 5-7.)
Computing the Erlang C Delay Probability
The Erlang C model has birth rates λ n = λ for n ≥ 0 and death rates µ n = min(n, s)µ for n ≥ 1. We assume r = λ/µ < s, for stability. This model has a geometrically decaying upper tail and therefore we have a choice: to use the general version of our algorithm, as shown in Figure 1 , or to modify the algorithm to take advantage of the geometric upper tail. Figures 3 and 4 illustrate the two approaches, for computing the delay probability C(r, s) = ∞ n=s π n . In both cases, we start the iterations at c = s. The geometric upper tail implies that
Using this expression, one can replace the original birth-death process with a birth-death process with finite state space {0, . . . , s + 1}, where state s + 1 corresponds to states {s + 1, s + 2, . . . } in the original process. The birth and death rates in the transformed process are the same as for the original process, except that λ s = r/(s − r) and µ s+1 = 1, which results in the correct probability for state s + 1, as equation (12) shows. In the transformed process, C(r, s) = π s +π s+1 and ∆ 2 = 0, after one has computed the conditional probabilities for states s and s + 1. Tables 3-5 show computational results using the two algorithms, with s varying from 10 to 1,000,000 and ǫ RE set to 10 −4 . The three tables illustrate what Gans et al. (2003) coined the efficiency-driven regime (where (s − r)/ √ s approaches zero-we use r = s − 1), the quality-and-efficiency-driven regime (where (s − r)/ √ s approaches a positive constantwe use r = s − √ s), and the quality-driven regime (where s/r approaches a constant less than one-we use r = 0.99s). The computations were essentially instantaneous, except for one case: s = 1, 000, 000 in the efficiency-driven regime, using the algorithm that does not take advantage of the geometric tail. In that case, the computations took 0.8 seconds.
Comparing the two algorithms, the lower truncation limit l is always larger for the general algorithm, because the algorithm that takes advantage of the geometric tail has zero uppertail truncation error, and can therefore "afford" higher lower-tail truncation error for a given The general algorithm specialized to computing the delay probability C(r, s) for an Erlang C system.
Figure 4: The general algorithm specialized to computing the delay probability C(r, s) for an Erlang C system, modified to take advantage of the geometric upper tail. Table 3 : Erlang C numerical examples, showing the impact of taking advantage of the geometric tail, in the efficiency-driven regime. In all cases, µ was set to 1, λ was set to s − 1, and ǫ RE was set to 10 −4 . Average elapsed times (T ) are in microseconds. Table 4 : Erlang C numerical examples, showing the impact of taking advantage of the geometric tail, in the quality-and-efficiency-driven regime. In all cases, µ was set to 1, λ was set to s − √ s, and ǫ RE was set to 10 −4 . Average elapsed times (T ) are in microseconds. to avoid the upward recursion, it also requires fewer iterations of the downward recursion.
The two algorithms always return the same value for C to three significant digits.
Comparing the three limiting regimes, we see that l + u (a measure of the non-negligible probability range) appears to grow linearly with s for the efficiency-driven regime and appears to grow linearly with √ s for the quality-and-efficiency-driven regime. In the quality-driven regime, u does not grow and l grows faster than √ s, while C approaches zero, implying that state s is above the non-negligible probability range and essentially all of the steady state probability mass is below state s. These numerical results are consistent with asymptotic results for these limiting regimes. Table 5 : Erlang C numerical examples, showing the impact of taking advantage of the geometric tail, in the quality-driven regime. In all cases, µ was set to 1, λ was set to 0.99s, and ǫ RE was set to 10 −4 . Average elapsed times (T ) are in microseconds. 
Computing Erlang A Virtual Waiting Time Probabilities
The Erlang A model has birth rates λ n = λ for n ≥ 0 and death rates µ n = nµ for n = 1, . . . , s and µ n = sµ + (n − s)γ for n > s. Straightforward computations reveal that a n = nµ/λ for n < s and b n = λ/(sµ + (n − s)γ) for n ≥ s.
The general algorithm can be used to compute Erlang A steady state performance measures that can be expressed as the expected value of a function of the number of customers in the system, including the average number in system, the average number in queue, average time in system, and the probability of abandonment. We illustrate how to compute the probability that the virtual waiting time exceeds a threshold value, because this calculation is more involved than any of the other performance measures just mentioned.
Let W be the steady-state virtual waiting time for a customer that does not abandon (an "infinitely patient customer"), and let W n be W conditional on N = n. We wish to compute A ≡ A(λ, µ, γ, s, t) = Pr{W > t}. To do so with our algorithm, we require a way to compute f (s + u) = Pr{W s+u > t}. Computing this function is not trivial. Riordan (1962, p. 111) derived an expression (shown in Appendix B) for f (s + u) that is a summation of u terms. Unfortunately, the terms in the summation have alternating signs and can grow quickly, leading to numerical difficulties. As an example of how these difficulties lead to nonsensical results even for moderate parameter values, suppose µ = 2, γ = 1, s = 10, and t = 1. Then f (s + 60), evaluated using double precision and Riordan's expression, evaluates to −36.53. Garnett et al. (2002) and Deslauriers et al. (2007) comment on these numerical difficulties. To avoid these difficulties, we use the following expression, which was derived by Richard Simard and first published in Deslauriers et al. (2007) :
where φ = sµ/γ, (φ) 0 = 1, (φ) j = (φ)(φ + 1) · · · (φ + j − 1), ξ = exp(−γt), and f (n) = 0 for n < s. This expression starts at f (s) = ξ φ = exp(−sµt), is strictly increasing in u, and approaches 1 as u → ∞ (the summation consists of the first u terms of the binomial series for ξ −φ ). From a numerical point of view, this expression is much better behaved than Riordan's expression. We provide a new proof of (13) in Appendix B. Figure 5 shows the general algorithm, specialized for computing A, setting c to s and using expression (13) to compute f (n), except for one modification. The modification addresses the problem that if sµt is large, then ξ φ = exp(−sµt) will underflow. To avoid this, we rescale the expression in (13) at each iteration where u is increased, so that if the current value of the summation is x, then the summation is scaled down to 1 and the term multiplying the summation (initially ξ φ ) is multiplied by x. Further, we use the logarithm of the term multiplying the summation instead of the term itself.
Since the function f (n) is a probability, f (n) ≤ 1, and therefore E i = ∆ i , i = 1, 2. The upper bound on the relative error reduces to ∆(1 + A)/(A(1 − ∆)).
Note that to evaluate f (n) using (13), one needs to evaluate terms in the summation starting at n = s. Therefore, in this case, there is no computational advantage to starting the iterations of the general algorithm in a state other than c = s. Even if almost all of the probability is concentrated above or below s, state s needs to be evaluated regardless, in order to evaluate f (n).
In contrast to Erlang C systems, in an Erlang A system with many servers, the quality of service for infinitely patient customers can be excellent even if the offered load r = λ/µ equals or exceeds the number of servers. We illustrate this in Tables 6 and 8 , where the offered load increases as r = s and r = s + √ s, respectively, and in both cases A, the probability that an infinitely patient customer has to wait more than t = 0.01 average service times, approaches zero when s grows. In Tables 7 and 9 , we show the probability of delay for an infinitely patient customer, obtained by setting t = 0, and we observe that this probability approaches a constant that is strictly between zero and one, consistent with known asymptotic results for the Erlang A model. All of the computations in Tables 6-9 were essentially instantaneous (0.021 seconds or less). We note from these tables that (l + u)/ √ s increases slightly with s, and is similar for t = 0.01 and t = 0, except for s = 1, 000, 000, where (l + u)/ √ s is considerably larger for t = 0.01 than for t = 0 . To understand why, note that as s increases, f (s) = exp(−sµt) approaches zero. Therefore, in the initial iterations of the algorithm, A will be close to zero and the relative error bound ∆(1 + A)/(A(1 − ∆)) will be large. To reduce the relative error bound below the tolerance ǫ RE , ∆ must be reduced below
Therefore, if A is close to zero (as it is for t = 0.01 and s = 1, 000, 000), l + u must be large.
Note that the code could be simplified by using the more conservative termination condition ∆ < ǫ RE A, which avoids division-by-zero errors when A underflows. 
Conclusions
We presented a general algorithm to compute performance measures that can be expressed as expected values of functions of the population size of birth-death processes with a steady state distribution whose tails decay geometrically or faster, a class that includes many performance measures of interest for multi-server queueing systems, for example, the Erlang B, C, and A systems with finite or infinite waiting room. The algorithm avoids under-and overflow and is simple to implement, requiring neither numerical integration nor the use of special functions. The algorithm computations are, in most cases, essentially instantaneous even for systems with a million servers.
Appendix A: Derivations of Truncation Error Bounds
We make repeated use of the following power series, where 0 < ρ < 1: 
Expression (A2) is originally from Riordan (1962, p. 111) , with equivalent formulas in Koole (2004) and Ross (2007, p. 302) . Richard Simard proved expression (A1) using transform methods (that proof has not been published) and Deslauriers et al. (2007) and Avramidis et al. (2009) used expression (A1). Here, we provide an alternative proof, using induction.
We take as given the following differential-difference equation from Riordan (1962, eqn. (78a), p. 110):
dg(s + u; τ ) du = −(φ + n)(g(s + u; τ ) − g(s + u − 1; τ )), u = 1, 2, . . . , τ ≥ 0.
Proof. We use induction on u. The waiting time W s+u can viewed as the time to absorption in state s−1, starting in state s+u, in a pure death process with state space {s−1, . . . , s+u} and death rates µ n = sµ + (n − s)γ. Therefore, W s+u can be expressed as u i=0 X i where the X i are independent exponentially distributed random variables with means γ/(φ+i). Expression (A1) is valid for u = 0 because g(s; τ ) = ξ φ = exp(−φτ ) = exp(−sµt) = Pr{X 0 > t}.
For u > 0, W s+u = W s+u−1 + X u and W s+u−1 and X u are independent. Assume that g(s + i; τ ) is correct for i < u. Then g(s + u; τ ) can be expressed as:
g(s + u; τ ) = Pr{W s+u > τ /γ} = Pr{W s+u−1 > τ /γ} + Pr{W s+u > τ /γ and W s+u−1 ≤ τ /γ} = g(s + u − 1; τ ) + Pr{X n + W s+u−1 > τ /γ and W s+u−1 ≤ τ /γ}
The probability in the last expression can be computed as follows: (1 − e −γw )
The integral in the last line can be evaluated using the binomial theorem: which implies that g(s + u; τ ) is correct.
