Abstract-The paper presents two different methods to deal with the problem of iris segmentation: an agent-based method capable to localize the center of the pupil and a method to process the iris boundaries by a multiple views approach. In the first method, an agent corresponds to the coordinates of a specific point of analysis in the input image. A population of agents is deployed in the input image, then, each agent collects local information concerning the intensity patterns visible in its region of interest. By iterations, an agent changes its position accordingly to the local properties, moving towards the estimation of the pupil center. If no available information is present in its region of interest, the agent will move itself along a random walk. After few iterations, the population tends to spread and then concentrate in the inner portion of the pupil. Once the center of the pupil has been located, the inner and outer iris boundaries are refined by an approach based on multiple views analysis. This method starts with a set of points that can be considered as an approximation of the pupil center. For each point, a detailed estimation of the iris boundaries is computed, and the final description of the iris boundaries is obtained by merging all the obtained descriptions. The two methods were tested using CASIA v.3 and UBIRIS v.2 images. Experiments show that the proposed approaches are feasible, also in eye images taken in noisy or non-ideal conditions, achieving a total error segmentation accuracy up to 97%.
I. INTRODUCTION
The segmentation of the iris pattern in the input eye images is one of the most critical steps in iris biometric systems. Failures in the iris segmentation can produce relevant errors in the template creation, and hence the enroll and verification/identification procedures can be jeopardized. The research is now facing new challenges, in order to guarantee an accurate and trustworthy behavior of the system also in non ideal and noisy environments [1] , [2] . The difficulty to perform reliable iris segmentation is related to the great variability associated to the aspect, position, occlusions and illumination that can be present in an eye image. Furthermore, the user cooperation, acquisition setup and environmental effect are important factors that play a decisive role in the iris segmentation, and, hence in the final behavior of the biometric systems [3] , [4] , [5] . In literature, the problem of the iris segmentation has been studied by different approaches. A first cluster of algorithms models the inner and outer boundaries as two circles. This category encompasses the methods where the boundaries segmentation of the iris is based on integro-differential operators [3] , [6] , the Hough transform [7] , [8] , [9] , and methods based on the characteristics obtained applying global image operators (e.g., the Fourier transform or statistic operators) [10] , [11] , [12] . A second group of algorithms models Multiple Views Boundary Refining. Starting from a set of observation points inside the pupil (red circles in the left subplot), the inner and outer iris boundary are reconstructed by processing the radial gradient transitions for each observation point (colored curves in the center subplot). The different boundaries are fused in order to estimate the iris edges (right).
the iris boundaries using a best-fit approach with a priori models [13] , [14] , or they locate the iris by analyzing local image features [15] , [16] . Other iris segmentation methods follow hybrid/incremental approaches that initially estimate the position of the iris, and then they refine the localization/segmentation [17] , [18] . The work we propose belongs to this latter category. The contribute of the paper is twofold: we present an agentbased approach capable to effectively locate the center of the pupil starting with a set of candidate points displaced in the input image, then we propose a method to exploit the estimation of the pupil position and capable to identify the iris boundaries by a multiple views method. In following, we refer to the first method as Multi-Agent Pupil Localization (MAPL) and to the second method as Multiple Views Iris Boundaries Refining (MVBR). In our previous studies [17] , we demonstrated that neural networks can estimate with good accuracy the distance from the pupil center of a point in the iris with different image types. Starting from a set of points in the image, the MAPL method exploits two trained neural networks to find the pupil center position by an iterative method and a voting criterion. In MAPL, a specific point of analysis in the input image corresponds to the coordinates of an agent. A population of agents is deployed in the input image (Fig. 1 , left subplot), then, each agent collects local information concerning the intensity patterns visible in its region of interest. By iterations, the agents change their position accordingly to the local properties, and they try to move toward the pupil center. If no available information is present in their region of interest, the agents will perform a random walk. After a few iterations, the population tends to spread and concentrate in the inner portion of the pupils (Fig. 1, right subplot) . Once the termination condition is reached by the agents set, the center of the most numerous and dense cluster of agents can be effectively considered as the most probable candidate point of the pupil center. The position of each agent near to the estimated pupil center (or the estimated center itself) can now be exploited as an observation point by MBVR (Fig. 2) . Methods based on the radial gradient can produce different segmentation boundaries for different center positions, being more or less affected by occlusion and reflections. Changing the starting point of this algorithm, we change the "view point" of the iris boundaries. As a consequence, the iris boundaries, reflections and occlusions have very different shapes and positions in the linearized space obtained by different center positions. Differently, real iris boundaries tend to be more stable, even if observed by different viewpoints. The MBVR method exploits these different behaviors in order to effectively segment the real iris boundaries. The proposed method applies in an innovative fashion the technique presented in [17] , that identifies the iris boundaries by searching the peculiar pattern transitions in the radial gradient image around an observation point. In particular, we proposed to exploit a set of N observation points and then to properly fuse the extracted information in order to better interpolate the inner and outer iris boundaries. Both presented methods exploit the gray level transitions of the iris pattern, hence they can work with gray level images and color images. Furthermore, they are designed to work with different types of images. For example, the method can be applied to images acquired with specific illumination systems in controlled environments (e.g., the CASIA dataset [19] ) or with noisy images with the presence of many reflections and occlusions (e.g., the UBIRIS.v2 dataset [20] ). The paper is structured as follows. Section II presents the agent-based algorithm for the search of the pupil center. Section III presents the algorithms for the search and the regularization of the iris boundaries. In Section IV, the two proposed methods are applied to different public iris image datasets, and the obtained results are then discussed and compared with state of the art methods for iris segmentation.
II. MULTI-AGENT PUPIL LOCALIZATION (MAPL)
The proposed method for the searching of the pupil center is based on a set of M agents A (m)(m = 1,...,M), each of them characterized by the x and y coordinates in the image. Starting from an initial position, each agent computes an estimation of the pupil center coordinates and it moves itself in the estimated point. When an agent is situated far from the inner iris boundary, its movement is designed to be comparable to a random walk. When an agent is near to the real center, its movement tends to be limited or absent. When the termination criterion is reached, the final position of the pupil center is estimated observing the area of the image with the best concentration of agents. Let us detail the steps of the algorithm.
A. Initial condition of the agentes
In our implementation, the agents are distributed in the input image along a grid that regularly partitions the input eye image in a matrix of (K + 1)× (Q + 1) rectangles. Hence N A = K × Q agents are displaced in the inner intersection points of the grid. In our tests, we used K = 5 and Q = 10. Fig. 1 plots the described initial configuration of the agents. Results indicate that the proposed method is not strongly influenced by the starting positions, a random-based initial placement of the agents can be considered as well.
B. Movementes of the agentes
In our approach, each agent is a distinct computational unit that executes the following algorithm: it collects information in its local Region of Interest (Step B.1); it decides the direction and the distance of the movement according to the gray level intensity transitions in the ROI (Step B.2); it repeats previous steps until the (collective) termination criterion is reached (Step B.3). In Step B.1, the agent processes from the input image I (x, y) the radial gradient image R (x, y) centered in the current position {x C , y C } (Fig. 3 ) and it extracts a circular strip image R p (x, y) centered on its current position {x C , y C } inside the two radii r Min and r Max . Then, the delimited ROI is linearized into a rectangular image R p (ρ, θ ) by a Cartesian-Polar conversion (Fig. 3 , bottom left subplot) as described in [17] . The vector θ = {θ 1 , θ 2 ,... ,θ M } expresses the angular resolution of the analysis (typically M = 360 o , and θ i+1 − θ i = 1). The radius r Max must be fixed to a value larger than the expected iris radius in the image for the current dataset (for example 1/2 of the minor size of the input image). The step B.2 aims to detect in the linearized strip R p (ρ, θ ) the specific gray level transitions of the iris boundaries and then to exploit this information to estimate the proper movement of the agent {Δx, Δy} needed to get closer to the iris center. If no estimated iris transitions are present in the linearized strip R p (ρ, θ ), the agent will perform a random jump in order to try to catch new hints of the presence of the iris pattern in a different location in the image. Fig. 4 shows the relationship existing between the shape of the iris transition (related to the observation point) and the real iris center. Let us pick a random point belonging to the pupil in the eye image ( Fig. 4.a) . The corresponding strip image R p (ρ, θ ) will show a quasi sinusoidal gray level transition along the θ axis, which corresponds to the pupil/iris transition ( Fig. 4.b) . For an ideal circular pupil, the transition is perfectly sinusoidal, and the phase and the amplitude of the sinusoidal curve are directly related to the displacement of the observation point {Δx, Δy} with respect to the real center of the pupil. Unfortunately, in real images, the pupil is not perfectly circular, reflections and occlusions can be present and superimposed to the pupil pattern, hence the relationship between the transition pattern and the displacement {Δx, Δy} is not trivial.
In [21] we demonstrated that a feed-forward neural network can effectively learn this non linear mapping if trained with a proper set of examples. Let us now detail the method used to estimate the presence of the iris transition b p (θ ) (Fig. 4.b) in the strip image R p (ρ, θ ) and the evaluation of the agent movement {Δx, Δy}. The proposed algorithm searches the longest curve obtained from the maximum intensity columns of the bigger objects in the strip image R p (ρ, θ ) by the following steps.
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The matrix C (β , θ ) can be thought as the list for each θ of the radial positions of the boundary candidates. B.2.6) In this step, we merge different segments belonging to the candidate boundaries in C, in order to obtain a new boundary pattern b p (θ ) (Fig. 4.b) that minimize the discontinuities. Hence, starting from the candidate objects in matrix C (β , θ ), for each column θ of the matrix C (β , θ ) it is extracted the radius value that is nearest to the precedent, obtaining the vector b p (θ ), where
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The curve b p (θ ) is then fitted with an approximated D-order polynomial
by a linear regression function (Fig. 4.c) . B.2.8) The coefficients W = {w 0 , w 1 ,... ,w D } are processed by two trained feed-forward neural networks in order to obtain the estimated displacement of the real pupil center as follows
Further details on the described algorithm and the training of the neural networks are given in the result section.
C. The termination condition
In our approach we propose a termination criterion composed by two distinct conditions: the algorithm arrives to the maximum iteration number N i (condition TA) or it detects a concentration of agents in a circle of radius r B major than a fixed percentage C A (condition TB). Notably, the condition TB can produce runs of the MAPL method with a different number of iterations. Moreover, it requires that each agent must control the number of other agents in its local ROI, hence producing a collective behavior about the termination condition.
D. Estimation of the pupil center
Starting from the final configuration of the agents, it is possible to estimate the position of the pupil center by searching the area of the image with the higher concentration of agents. In particular, our estimation algorithm follows the subsequent steps.
D.1) An image D (x, y) is created by counting for each pixel the number of agents that are inside a radius r 1 . D.
2) The point in D (x, y) with the highest number of agents n A is considered as the pupil center {x c , y c }, , y) ). 
III. MULTIPLE VIEWS IRIS BOUNDARIES REFINING (MVBR)
In this section we propose a method capable to identify the iris boundaries starting from one or N points that can be considered as an approximation of pupil center (Fig. 2) . Notably, these points are not necessary obtained by using the MAPL method, but they can be gathered with different methods capable to properly estimate the pupil center. In particular, the algorithm works with two input configurations:
• it is given a single observation point P = (x 1 , y 1 ) that belongs to the pupil; • it is available an array of K observation points P = {(x 1 , y 1 ) , (x 2 , y 2 ) ,... ,(x K , y K )}, where the majority of them belongs to the pupil. This method exploits the technique presented in [17] where the boundaries of the iris are located by analyzing the pattern transition in the radial gradient image in an observation point. Differently, the MVBR method (by using in a different fashion the radial gradient image) exploits a set of N observation points, and then it fuses the extracted information in order to better interpolate the inner and outer iris boundaries. Due to the multiple view feature, the proposed method can effectively deal with reflections and occlusions. This characteristic is related to the fact that the radial gradient pattern of the reflections and occlusions is very dependent on the observation angle, for this reason, the iris boundaries description is more stable. The main steps of the proposed algorithm are the following: (A) the image enhancement; (B) in the case when only one estimated pupil center is given, K − 1 new points are selected in the neighborhood and added to the P vector in order to better observe the iris boundaries; (C) for each point in P, the estimated iris boundaries are processed; (D) the processed boundaries are fused together in order to obtain a continuous and reliable description of the inner and outer boundary of the iris. Let us now detail the presented steps.
A. Image enhacement
This method does not need a specific image prefiltering or image enhancement. In the case of the tested datasets, only a simple histogram stretching has been used. In case, the designer can apply a specific method to enhance the iris boundary transitions, tuned with respect to the specific image type.
B. Management of the candidate obervation points P
The MVBR method produces better results if the observation points are suitably positioned around the real pupil center position. When the vector P contains only one observation point (preferably the estimated pupil center), more observation points should be added. 
C. Boundaries estimation by a single obervation points
Once the observation vector P is created, the MVBR method processes the estimated inner and outer boundary of the iris for each observation point. In Step C, the procedure is very similar to the one in step B.1 of the MAPL method. In particular, the inner and the outer boundary of the iris are processed, hence two different strips (like the one plotted in Fig. 3 .b) will be extracted. The minimum and maximum radii used for the inner and outer iris boundary estimation(r i Min , r i Max , R o Min , R o Max ) are related to the image dataset. In this case, an enhancement Gaussian filtering was adopted for the linearized images in order to reduce the effects created by the eyelashes and by small reflections. Given the j-th observation point in P, after this step the method processes the filtered image strips R 
D. Final boundary estimation and approximation

In
Step C of the MVBR method, the inner and outer boundaries b D i (ρ, θ ) ) as shown in Fig. 6.b The Mask D i (ρ, θ ) is processed with a morphological closure operation (with 3 × 3 elements), in order to obtain a more continuous curve. With a similar procedure, the inner boundaries B j p (θ ) are used to obtain the corresponding mask D p (ρ, θ ). The information stored in the mask D i (ρ, θ ) and D p (ρ, θ ) can be now merged in order to obtain the less discontinuous inner and outer border. This procedure is equal to the MAPL steps from B.2.2 to B.2.6, where in input is given D i (ρ, θ ) and D p (ρ, θ ) and in output is obtained the regularized boundaries e p (θ ) and e i (θ ), respectively. Very often, vectors e p (θ ) and e i (θ ) can contain outliers and discontinuities; hence we propose to apply a regularization method capable to delete from the vectors the discontinuity points by the following spike filter. This algorithm deletes the e p (θ i ) and e i (θ i ) higher then a fixed threshold k 2 with respect to the mean local value in the range θ i−k 2 ... θ i+k 2 . The deleted points by the spike filter are replaced with a two-point linear interpolation between the available data. The regularized boundariesê p (θ ) andê i (θ ) are hence converted in the Cartesian space.
IV. EXPERIMENTAL RESULTS
In this section we present the results obtained by MAPL and MVBR methods on different datasets. The first dataset (Dataset A) is composed by 100 images randomly selected from the CASIA-IrisV3-Interval database [16] . For dataset A, a trained supervisor selected the centers of the pupils in all images, producing the reference for the pupils centers as suggested in [20] . At best of our knowledge, no such direct comparisons are available in the liteature. The second dataset (Dataset B) is composed by 20 images randomly selected from the Dataset A. The third (Dataset C) is composed by all the images of UBIRIS.v2 [21] with the iris not completely occluded (477 images). For all images of Dataset B and Dataset C, a supervisor produced a manual segmentation of each pixel belonging to the iris pixel, producing the references to process the segmentation error of the algorithm. The parameters of MAPL method have been empirically tuned for the CASIA image type, obtaining r Min = 2 pixel, r Max = 50 pixel, N = 7 objects, T = 10% of the maximum intensity of each linearized strip. The configuration of the neural networks is with a single input layer composed by two log-sigmoid layers with 12 and 5 neurons respectively, trained with the back-propagation algorithm [20] . The number of the agents in the first iteration is 50 (their position can be described by a 5 × 10 equally spaced grid). We tested the MAPL method on Dataset A with the two termination criteria. Fig. 7 plots the results obtained with the termination criterion TA. For each iteration, it is plotted the number of images that obtained a position of the estimated center with an Euclidean distance less than 2, 3, 5, 10 pixels to the reference pupil center, in the different iterations. The results show that the agents converge with good accuracy in the pupil center after a few iterations. even a small concentration of agents in a point can suitably estimate the presence of the pupil, hence the early-stopping criterion is effective and it produces a better accuracy than the single condition TA. In addition, it strongly reduces the number of iterations made by the agents The overall behavior of MAPL method is sufficient since the pupil has been located with an error less than 5 pixels for the 93% of the images in Dataset A. We compared also the proposed algorithm to different techniques available in the literature for locating the iris center: a public code library based on based on the Hough operator [22] (Method A) and the algorithm presented in [3] (Method B). For the 94% of the images of Dataset A, the pupil center estimation computed by MAPL method is more accurate than the result obtained by Method A, and for the 93% of this images, MAPL is more accurate than Method B. The MAPL method has an elevated computational complexity and it cannot work in real-time applications: the computation of each image requires 15 minutes on an Intel Core2 Duo 2.4GHz working with Windows XP. All presented algorithms have been written in Matlab language (Version (Table I) is correlated by the number of observation points. In fact, the minor total error was obtained by the configuration H. The configuration I is composed by an elevate number of agents, but it does not offer a good accuracy because the candidate observation points are too concentrated in a small area around the pupil center. The MVBR results on Dataset C are given in Table II , where where the best total segmentation error is equal to 2.9%. This value was obtained with the protocol of the competition [21] using the same image dataset. Notably, the errors obtained by the 8 best methods ranked in the international competition range from 1.3% and 3.05% , where five of them are in the 2-3% range. Particularly, the results of this work were obtained without any eyelashes location and reflections removal methods. Fig. 9 shows the application of the MVBR method on two example images taken from Dataset B (9.a and 9.b) and on two example images taken from Dataset C (9.c and 9.d). A qualitative analysis shows a correct behavior of the MVBR method while it correctly follows the iris 
V. CONCLUSIONS
The paper presented an agent-based method to locate the center of the pupil in an eye image and a method capable to find and refine the inner and outer boundary of the iris, based on multiple views observations. Experimental results showed that the methods can effectively work with different dataset types, also with images taken in noisy and non-ideal conditions. Future work are needed to extend the applicability of the methods by automatically tune the methods' parameters to the current test dataset and including algorithms for the eyelashes removal.
