Abstract Proving that a dynamical system is chaotic is a central problem in chaos theory (Hirsch in Chaos, fractals and dynamics, 1985]. In this note we apply the computational method developed in ( 2006) to show that Fermat's last theorem is in the lowest complexity class C U;1 . Using this result we prove the existence of a twodimensional Hamiltonian system for which the proof that the system has a Smale horseshoe is in the class C U;1 , i.e. it is not too complex.
Introduction
A system is chaotic if small differences in initial conditions could yield widely diverging outcomes; for such a system long-term prediction is in general impossible. Even deterministic systems whose dynamics are fully determined by their initial conditions, and no random elements are involved, can be chaotic [8, 13] .
There are only few ''bridges'' between chaotic dynamical systems and complexity theories, in particular algorithmic information theory. Recently, [9] showed that in classical chaotic dynamics, typicality corresponds exactly to Schnorr randomness; this means that a chaotic system may produce a computable sequence of bits provided the initial point is suitable chosen, but this event has probability zero (the set of initial points can be infinite).
Virtually any ''interesting'' question about non-trivial dynamical systems is undecidable. Undecidability does not imply the impossibility to prove non-trivial properties of dynamical systems, in particular, chaoticity: it says that there is no general method, new specifically designed methods are required for different problems.
How difficult is to prove chaoticity? Building on results in [12, 14] in [7] a two-dimensional Hamiltonian system H was constructed with the property that in Zermelo-Fraenkel set theory with the Axiom of Choice (ZFC) proving the existence of a Smale horseshoe in H is equivalent to proving Fermat's last theorem. We say that ''ZFC proves s'' in case there is a proof in ZFC for s. We can now state more precisely the result described above:
Assume ZFC is arithmetically sound (that is, any theorem of arithmetic proved by ZFC is true). Then, one can effectively construct in the formal language of ZFCthe expression describing a two-dimensional Hamiltonian system H such that ZFC proves that H has a Smale horseshoe iff ZFC proves Fermat's last theorem.
The choice of the Fermat's last theorem in [7] was motivated by the contrast between the short length of this elementary statement and the belief that any proof of the theorem has to be very complicated; this belief was indeed confirmed by the proof in [16] .
Is the excruciating long proof of the Fermat's last theorem [16] a good indication that any proof that the corresponding two-dimensional Hamiltonian system is chaotic should be very complex, hence proving chaoticity is a difficult problem? First, the fact that the known proof is complex is not a proof that every proof for Fermat's last theorem is complex.
Secondly, the result proven in [10] -which shows that in ZFC one can (effectively) find infinite sets of trivially true theorems which require as long proofs as the hardest theorems-indicates that the length of a proof may not be an adequate complexity measure for how complicated/deep the theorem is. In the words of Hartmanis [10] :
In every formalization, infinite sets of trivial theorems will require very long proofs. . . . It also gives a warning that a necessarily long proof in a formal system does not certify that the result is non-trivial.
Using the method developed in [2-4] we prove that Fermat's last theorem is in the class C U;1 , hence from this point of view its complexity is low.
The paper is organised as follows. In the next section we present a short proof for Theorem 1; in Sect. 3 we briefly describe the complexity measure; in Sect. 4 we use this measure to obtain an upper bound on the complexity of Fermat's last theorem which shows that this statement is in the class C U;1 and this bound is transferred to the statement regarding the chaoticity of a specific two-dimensional Hamiltonian system via the equivalence in Theorem 1; in Sect. 5 we present some conclusions and an open problem.
A proof for Theorem 1
In [7] Theorem 1. was proved using Richardson's lemma from Richardson [14] , Caviness [5] and Wang [15] . We present here a shorter direct proof avoiding the use of Richardson's lemma.
Proof Let b be Cantor's bijection on non-negative integers: b(i,j) = (i ? j)(i ? j ? 1)/2 ? i. Denote by pr 1 , pr 2 the inverses of b: b(pr 1 (t), pr 2 (t)) = t, pr 1 
Fermat's last theorem states that the equality and n ! 272:
We denote by h and k the Hamiltonian for the twodimensional system with a Smale horseshoe as defined by Holmes and Marsden [12] (their Example 4) and the Hamiltonian for the free particle, respectively. Clearly, the systems h and k can be represented in the formal language of ZFC. Define the Hamiltonian H p as a linear combination of h, k: We use a fixed ''universal formalism'' for programs, more precisely, a universal self-delimiting Turing machine U [6] . The machine U (which is fully described below) has to be minimal in the sense that none of its instructions can be simulated by a program for U written with the remaining instructions.
To every P 1 -problem r = Vm P(m) we associate the algorithm P P ¼ inffn : PðnÞ ¼ falseg which systematically searches for a counter-example for r. There are many programs (for U) which implement P P ; without loss of generality, any such program will be denoted also by P P . Note that r is true iff UðP P Þ never halts.
The complexity (with respect to U) of a P 1 -problem r is defined by the length of the smallest-length program (for U) P P -defined as above-where minimisation is calculated for all possible representations of r as r = Vn P(n) 1 :
Because the complexity C U is incomputable, we can work only with upper bounds for C U . As the exact value of C U is not important, following [3] we classify P 1 -problems into the following classes 2 :
1 For C U it is irrelevant whether r is known to be true or false. In particular, the program containing the single instruction halt is not a P P program, for any P. 2 A kilobit (kbit or kb) is equal to 2 10 bits.
C U;n ¼ fr : r is a P 1 -problem; C U ðrÞ n kbitg:
We briefly describe the syntax and the semantics of a register machine language which implements a (natural) minimal universal prefix-free binary Turing machine U used for evaluating the complexity of Fermat's last theorem, a P 1 -problem.
Any register program (machine) uses a finite number of registers, each of which may contain an arbitrarily large non-negative integer.
By default, all registers, named with a string of lower or upper case letters, are initialised to 0. Instructions are labeled by default with 0; 1; 2; . . .
The register machine instructions are listed below. Note that in all cases R2 and R3 denote either a register or a nonnegative integer, while R1 must be a register. When referring to R we use, depending upon the context, either the name of register R or the non-negative integer stored in R.
=R1,R2,R3
If the contents of R1 and R2 are equal, then the execution continues at the R3-rd instruction of the program. If the contents of R1 and R2 are not equal, then execution continues with the next instruction in sequence. If the content of R3 is outside the scope of the program, then we have an illegal branch error.
&R1,R2
The contents of register R1 is replaced by R2.
?R1,R2
The contents of register R1 is replaced by the sum of the contents of R1 and R2.
!R1
One bit is read into the register R1, so the contents of R1 becomes either 0 or 1. Any attempt to read past the last data-bit results in a run-time error. % This is the last instruction for each register machine program before the input data. It halts the execution in two possible states: either successfully halts or it halts with an under-read error.
A register machine program consists of a finite list of labeled instructions from the above list, with the restriction that the halt instruction appears only once, as the last instruction of the list. The input data (a binary string) follows immediately after the halt instruction. A program not reading the whole data or attempting to read past the last data-bit results in a run-time error. Some programs (as the ones presented in this paper) have no input data; these programs cannot halt with an under-read error.
The instruction =R,R,n is used for the unconditional jump to the n-th instruction of the program. For Boolean data types we use integers 0 = false and 1 = true.
For longer programs it is convenient to distinguish between the main program and some sets of instructions called ''routines'' which perform specific tasks for another routine or the main program. The call and call-back of a routine are executed with unconditional jumps.
To compute an upper bound on the complexity of the Fermat last theorem we need to compute the size in bits of the program P Fermat , so we need to uniquely code in binary the programs for U. To this aim we use a prefix-free coding as follows.
The binary coding of special characters (instructions and comma) is the following (e is the empty string): (Tables 1,  2, 3) For registers we use the prefix-free regular code code 1 ¼ f0 jxj 1x j x 2 f0; 1g Ã g. Here are the codes of the first 14 registers 3 : For non-negative integers we use the prefix-free regular code code 2 ¼ f1 jxj 0x j x 2 f0; 1g Ã g. Here are the codes of the first 16 non-negative integers: The instructions are coded by self-delimiting binary strings as follows: where i = 1 if R2 is a register and i = 2 if R2 is a nonnegative integer, j = 1 if R3 is a register and j = 2 if R3 is a non-negative integer. 4. !R1 is coded by 110code 1 ðR1Þ:
5. % is coded by 100:
4 The complexity of Fermat's last theorem
Fermat's last theorem is one of the most famous theorems in the history of mathematics. It states that there are no positive integers x, y, z satisfying the equation x n ? y n = z n , for any integer value n [ 2. The result was conjectured by Pierre de Fermat in 1637, and it was proven only in 1995 by Wiles [16] (see also [1] ). Many illustrious mathematicians failed to proved it, but their efforts stimulated the development of algebraic number theory.
The register machine program presented below uses the integer B C 5 to enumerate all 4-tuples of integers (x, y, z, n) with z B B, x, y \ z, n B B for which the equality x n ? y n = z n is tested. The register machine program for Fermat's last theorem is:
=a,a,14 The register machine program for Fermat's last theorem has 43 instructions. Its size is 597 bits 5 , hence the Fermat's last theorem is in C U;1 . According to Theorem 1 we obtain:
Theorem 2 Assume ZFC is arithmetically sound. Then, one can effectively construct in the formal language of ZFC the expression describing a two-dimensional Hamiltonian system H such that ZFC proves that H has a Smale horseshoe iff there exists a P 1 -statement r 2 C U;1 such that ZFC proves r.
Conclusions
Using the computational method in [2-4] we have shown that the problem of proving the existence of a Smale horseshoe in a two-dimensional Hamiltonian system is in the class C U;1 , i.e. it has lowest complexity according to our complexity measure. The specific pair of two-dimensional Hamiltonians used in the proof of Theorem 1 plays no specific role: any pair of Hamiltonians, one for a dynamics displaying chaotic behaviour and one for a smooth dynamics, will be equally useful in Eq. 1.
It will be interesting to investigate whether the results presented in this note for Fermat's last theorem can be generalised for any P 1 -statement (in [7] it is claimed that Theorem 1 is true for a couple of other P 1 -statements). The invariance of the method presented in this note with respect to the choice of the universal self-delimiting Turing machine, which may be relevant for more complex P 1 -statements (Fermat's last theorem is in the lowest class C U;1 ) was discussed in [2] .
