In simulations of partial differential equations using particle-in-cell (PIC) methods, it is often advantageous to resample the particle distribution function to increase simulation accuracy, reduce compute cost, and/or avoid numerical instabilities. We introduce an algorithm for particle resampling called Moment Preserving Contrained Resampling (MPCR). The general algorithm partitions the system space into smaller subsets and is designed to conserve any number of particle and grid quantities with a high degree of accuracy (i.e. machine accuracy). The resampling scheme can be integrated into any PIC code. The advantages of MPCR, including performance, accuracy, and stability, are presented by examining several numerical tests, including a use-case study in gyrokinetic fusion plasma simulations. The tests demonstrate that while the computational cost of MPCR is negligible compared to the nascent particle evolution in PIC methods, periodic particle resampling yields a significant improvement in the accuracy and stability of the results.
Introduction
Particle-in-cell (PIC) methods are well-established and widely used numerical methods for the solution and evolution of partial differential equations [1] [2] [3] . A common requirement of PIC simulations, is the ability to locally increase and/or decrease the number of marker particles in a region of the system's space (e.g. phase-space). The resulting resampling procedure, which is just the way in which marker particles are either
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decreased (i.e. down-sampled), increased (i.e. up-sampled), and/or re-weighted, is essential for maintaining good statistical properties within the system. In fact, as it turns out, simply resampling itself can solve a surprisingly large number of critical and common difficiencies found in raw PIC implementaions.
One of the first of these, is that in PIC simulations the evolution of particles have a tendency to degrade the quality of the sampled distribution over time. This can first occur because particles evolve away from the desired importance-sampled target distribution, and thus the relative distribution of particles can accumulate into regions of less importance, along with particle weights becoming distributed throughout the domain in inefficient ways. For example, in gyrokinetic PIC tokamak simulations, low weight particles are frequently loaded at the foot of the plasma pedestal, which overlaps with the scrape-off layer (SOL). The plasma pedastal region describes the transition zone in the plasma density, from high density in the core to low density in the SOL. Time-evolving the simulation, the low-weight partciles, though initially loaded in correct proportions, mix with higher weight particles in the core, effectively spreading the marker particle weights and lowering the simulation efficiency in the critical pedestal and scrape-off layer regions. This has the effect of degrading the numerical representation of the distibution, and leads to a gross loss of resolution in the critical region of interest. This so-called 'weight spread' can however be substantially reduced by periodic resampling.
A related issue also arises with the application of the collision operator in a PIC simulation. In this context, for example, high energy atomic particles -often arising from non-Maxwellian processes -may be represented by a small number of marker particles in the region of interest. This clearly results in noisy approximations of the collision operator at high energy. By sampling the high energy part of the distribution with many lower-weight particles, however, and by maintaining this local state by periodically resampling the distribution, this problem can be alleviated.
A third setting in which resampling in PIC simulations arises, is when using the control variate technique as is done in δf simulators. In these methods, the particle weights evolve leading to sample degeneration wherein the weights become concentrated on fewer and fewer particles as the simulation proceeds; resulting in a poor representation of the distribution. This phenomena is similar to the sample degeneracy observed in particle filtering methods [4] [5] [6] . Again, periodic resampling to rebalance the particle weights can address this problem.
Finally, resampling is essential when code-coupling between representations of differing fidelity. Examples of this include coupling between a gyrokinetic and full kinetic Boltzmann model, or between a spatially three-dimensional model and a spatially twodimensional model. The mapping of a spatially three-dimensional PIC particle distribution to a spatially two-dimensional model allows the number of marker particles to be greatly reduced. This arises, for example, when 3D kinetic PIC plasma simulations that resolve turbulent transport phenomena are reduced to 2D neoclassical transport solvers. When reducing the number of particles, however, it is essential that the salient
features of the distribution be maintained in the down-sampled collection; which can be accomplished by way of resampling.
For these reasons, preserving the salient features of the distribution in a PIC simulation is more than just beneficial, it in many ways essential in order to recover solutions that faithfully reproduce the continuum behavior. It is however also the case that just preserving the statistical properties of the distribution is not always enough to ensure high-fidelity solution behavior of the physics. For example, in resampling a particle distribution in a plasma PIC simulation, it can be equally important to preserve the low-order moments of the particle distribution function such as energy, mass, and momentum, etc. In this context these moments can represent immutable physical conservation laws, that further serve as sources for recovering electrostatic fields and transport phenomena. In addition, it is also crucial to conserve these corresponding grid quantities (such as current and charge density) after particle resampling. Since these too are integral quantities, we refer to these as 'grid moments. ' A large number of methods for particle resampling that preserve various moments or distributional features of the solution have been explored. Many of these methods are focused on splitting and merging original particles and capable of preserving derived features (e..g moments) to some degree of accuracy. For example, Lapenta 7, 8 proposed a scheme in which the number of particles is increased by splitting a single particle into various particles displaced over the system space. The number of particles is decreased by coalescence of two particles close to each other in phase space, i.e. "particle coalescence"). This algorithm can be easily extended to PIC simulations with two-dimensional and three-dimensional Cartesian grids and enables preservation of the overall charge, momentum, and energy. However, this algorithm in incapable of conserving the velocity distribution function both locally and globally, and the scheme is not directly extendable to 2D and 3D unstructured grids. Teunissen and Ebert 9 improved Lapenta's particle merging algorithm using the k-d tree method to search for the nearest neighbor. Following a similar procedure, Vranic et al. 10 divided the the momentum space into smaller cells for sorting particles that resulted in better local preservation of the energy, momentum, and charge.
A different two-dimensional method of coalescing particles in PIC codes is presented by Assous 11 that conserves the particle and cell charge and current densities as well as the particle energy. However, the method is limited to two-dimensional triangular cells only and its extension to other cell geometries as well as to three-dimensional analyses is not straight forward. Moreover, in this method only specific numbers of particles per cell after coalescence are possible depending on the integration points employed in the solution. Welch et al. 12 provided an extension of Assous method 11 to coalescing particles on 2D and 3D cells. This method is limited to orthogonal grids and similar to the method of Assous, in that coalescence might not be possible in some cases.
Luu et al. 13 presented a particle merging algorithm in which the phase space of a simulation is partitioned into smaller subsets. The algorithm merges particles that are close to each other and provides direct control over errors introduced by a merging event. Examining the performance of this algorithm indicates that momentum is conserved perfectly while energy conservation shows discrepencies.
Pfeiffer et al. 14 proposed two algorithms for particle splitting and merging that use a 3D unstructured hexahedral mesh and are expandable to any cell geometry. The first method is computationally feasible and enables preserving particle charges, currents, and energies exactly, while the grid quantities of charge and current are only preserved up to a given accuracy. The second method makes fewer assumptions in the velocity distribution function resulting in better conservation of the grid quantities (i.e. current and charge density) on the interpolation points, but requires higher numerical effort compared with the first method.
In this work, we propose a very general algorithm for resampling particles that fully conserves the desired features of the distribution function, called Moment Preserving Constrained Resampling (MPCR). MPCR utilizes a binning strategy to arbitrarily discretize phase space, making it suitable over generalized geometries and mesh/grid representations. Additionally, MPCR uses constrained optimization techniques for producing a new set of particle positions and velocities, and to readjust the particle weights while accurately preserving necessary particle and cell information. More clearly, MPCR: (1) enables accurate preservation (to machine accuracy) of any number of derived quantities (e.g. energy, mass, momentum, current density, charge density, etc.), (2) can be applied to any discretization geometry, and easily integrated into any PIC code with, for example, unstructured meshes, (3) is easily amendable to using the native discretization for particle binning, and (4) is remarkably computationally efficient.
The remainder of the paper is outlined as follows. Section 2 briefly reviews PIC methods. In section 3, MPCR is introduced in detail, and its implementation into a gyrokinetic PIC code (XGC) is described. Section 4 provides a number of example results, to varying degrees of complexity. Finally, concluding remarks are provided in section 5.
Particle-in-Cell (PIC) Simulations
The Particle-in-Cell (PIC) method has been incredibly successful for solving large classes of PDEs in many application areas. Though the numerical properties of PIC render it sensitive to discrete particle noise and instability, it excels in generating unusually robust and exceedingly parallelizable representations of complex systems.
The kinetic theory of collisional plasmas can be used to describe the behavior of gases and plasmas in terms of the motion of atomic particles (ions and electrons). Particle motion is represented by the evolution of the particle distribution functions f (x, v, t), depending on position x, velocity v, and time t. Thus, in general, the distribution functions measure the number density of atomic particles in a six-dimensional phase space (x, v). The evolution of the f 's for various atomic species is described by a multi-species Boltzmann equation coupled to classical electrodynamics (i.e. Maxwell's equations). For a given charged species Boltzmann equation can be written as:
where E is the electric field, B the magnetic field, C a collisional operator describing sub-grid Coulomb interactions, S a source and sink term, and q is the charge and m is mass of species. The electric and magnetic fields are determined by Maxwell equations
where ρ is charge density, J is the current density, 0 and µ 0 are called the permittivity and permeability of vacuum, and c = 1/ √ 0 µ 0 is the speed of light. One successful technique to solve coupled Boltzmann and Maxwell equations is to use PIC methods. In the PIC method, the distribution function f is sampled and the evolution of f is represented by the evolution of the samples in the system space (e.g. the phase space in statistical mechanics). The samples are called particles, marker particles, macro-particles, or sometimes superparticles and are essentially a Lagrangian representation of the evolution of f . The coupled field solvers, on the other hand, are generally solved over an Eulerian grid based on finite difference 15 , finite volume 16 , and/or finite element 17 discretizations. In standard PIC methods, the particles are deposited from the position of the computational particles to the grid nodes, then the field solver is run using the partcile data as part of the forcing, and finally, the grid field is scattered back to the particle positions and used to propagate the solution of particles equations of motion.
The objective of PIC methods is to represent f using orders of magnitude fewer marker particles than physical atomic particles. For this reason, each marker particle carries a weight so that the sum of the weights over all the marker particles gives the number of physical particles. The marker particles can also be non-uniformly weighted for importance sampling, which allows more samples (particles) to be used to represent important parts of the phase space. For example, more particles with smaller weights can be used in low-density regions to provide a good representation of these regions. More particles can also be used in the high energy space when they become important. Considering one realization of a volume filled with particles in phase space, the PIC method approximates the distribution function as a combination of Dirac delta functions (called the Klimontovich density),
which is inferred as N p particles with the positions x j , the velocity v j , and the particle weight w j . However, as indicted previously, these marker particles may be simply Monte Carlo samples of the particle distribution function, for example.
3 Particle Resampling Strategies and Implementation
Conserved quantities for particle resampling
While resampling the particles in a PIC code it is important to preserve key quantities of the particle distribution function f as well as specified grid quantities in order to maintain the physical properties of the plasma system. The general resampling strategy proposed here enables preserving derived particle and grid quantities with a high degree of accuracy. In this section we summarize the significant features and quantities that are preserved after resampling the particles. The moments of f coincide with physically relevant quantities, and preserving them during resampling can reduce resampling error. For example, one might be concerned about preserving the following quantities,
where n is number density, m momentum density, K kinetic energy density, and T kl the stress density. These in no way exhaust the number of important, and/or physically relevant moments however. Depending on the specific application, any number of different quantities might also be of interest. For example, due to gauge transforms that lead to different coordinate frames in gyrokinetic tokamak plasma simulations, it is often the canonical angular momentum that is of particular interest, rather than m. Simialrly, it might also be beneficial to preserve the moments taken with respect to configuration space xx
In PIC algorithms, field solvers are frequenty and necessary coulped to particle tracking algorithms. As an example, in gyrokinetic PIC solvers, the charge density ρ and the current density J, defined by
are used as the forcing functions that drive the solution of the electrostatic potential φ. Thus ρ and J have to be defined on the interpolation points of the solver, resulting in the so-called grid variables. In this context, it is essential that the operator that maps the particle configuration onto the grid for use in the global solver be consistent before and after particle resampling, so that underlying electromagnetic fields are uneffected by the resampling strategy.
The resampling algorithm
The MPCR method generates a collection of M p macro-particles relative to the collection of N p original particles representing f (x, v, t). The new particle set can be either smaller M p < N p or larger M p > N p than the original set, but the focus of the algorithm becomes the preservation of the required moments and any additional salient features, which will be viewed as constraints in a constrained optimization problem.
Discretizing the phase-space. In a general and spatially three-dimensional kinetic PIC solver, each particle carries with it seven attributes: (1) its weight w, (2)-(4) the three spatial coordinates x, and (5)-(7) the three velocity coordinates v. The first step of the particle resampling process is to divide the six-dimensional phase space ζ = (x, v) into bins and sort the particles into those bins. There are then a total of N p particles sorted into N b bins, with bin i containing N p i particles. Depending on the application, it may be convenient to use the spatial discretization of the grid solver to demarcate the bins. However, MPCR is designed to handle any cell geometry.
Setting the number of new particles in each bin. The target number of particles in each bin M p i must be determined. In general, a particle number density function g(ζ) can be defined, ζ g dζ = M p to allow importance sampling, so that in bin i:
where ζ i is the phase space domain of bin i, i.e. range of position and velocity coordinates in each bin.
Determining new particle positions and velocities. The algorithm is designed to address both down-sampling and up-sampling. The objective of down-sampling is to reduce the number of particles in each bin, while up-sampling aims to increase particle numbers. Some applications requires the global number of particles to remain approximately unchanged , i.e. M p ≈ N p . In these cases the goal of resampling is to adjust the distribution in a way that reduces error and/or mitigates noise in the particle simulation.Clearly, to accomplish this resampling when particle number is held relatively constant, requires up-sampling in some bins and down-sampling in others.
The bin-wise particle down-sampling can be performed by drawing M Weight readjustment and conserving quantities. All that remains is to set the new weightsw i j of each new particle. In doing so, the particle and grid quantities discussed previously will be preserved in each bin. The requirements of the particle flow are then that for each bin i:
where k,m ∈ {1, 2}, variables with an over-tilde· represent resampled particle quantities, and the particles have been renumbered by bin (superscript i) to be sequentially numbered within each bin (by subscript j) for both the original and resampled particles. The above relations can be also obtained by substituting (6) into the particle quantities (7) (8) (9) (10) (11) (12) . It can be easily inferred from these relations that (16) ensures particle number density conservation, (17) indicates preservation of momentum and first order configurational moments, and (18) and (19) denote conservation of energy and other second order and off-diagonal moments of the particle distribution function. Moreover, by conserving grid quantities (charge and current densities) we will require that,
where V i x denotes the spatial volume of bin i and Λ(x) represents a general shape function that accounts for the distance information between the interpolation point and particle position. A special case of this shape function for a specific PIC code with triangular mesh will be discussed in section 3.3.
Since the resampling of the particles was weighted by the w i j of the original particles, weights of the new particlesw i j would ideally be uniform within each bin. However, enforcing this would over-constrain the system. Instead, the weights are made as close to uniform over the bin as possible while satisfying the constraints (16) (17) (18) (19) (20) (21) . In particular, the new weightsw i j are set as
and C i is the set ofw i satisfying the constraints (16) (17) (18) (19) (20) (21) . Notice that with a quadratic objective function (22) and linear equality constraints inw i j (16) (17) (18) (19) (20) (21) , this becomes a straight-forward quadratic programming optimization problem.
Comments, Remarks, and Discussion In order to preserve the physics of the system, it is quite important to reproduce the original velocity and position distribution functions within each bin in order to preserve particle distribution functions globally. The methods described above for setting new particle positions and velocities in each bin, i.e. weighted sampling of original particles for down-sampling and uniform sampling of phase space within each bin for up-sampling, is a highly computationally efficient approach. However, extreme spatial gradients in the position and velocity distribution functions cannot be reproduced identically with these methods. For example, if the number of new particles is much less than the number of original particles M p i N p i (i.e. in the down-sampling case) or the bin sizes are not sufficiently small compared to the global range of ζ (i.e. in the up-sampling case), then one part of a particle distribution in a bin can have a specific flow and/or distribution that substantially differs from another part of bin -primarily due to unbounded variation at the bin-wise level. In such scenarios, it is possible to discretize the bins into sub-bins and perform resampling algorithm for each sub-bin.
An alternative technique is to use a kernel density estimation (KDE) of the original particle positions and velocities in the reference bin. KDE is a method to estimate a probability distribution function of a finite data sample. After constructing the KDE of the particles in the phase space within each bin, various classes of importance sampling and Markov chain Monte Carlo (MCMC) algorithms can be employed to set new particles positions and velocities while replicating the original velocity and position distribution functions. However, the computational cost required to perform KDE and MCMC sampling in six-dimentional phase space is high. Considering the usual grid resolutions of PIC codes, such approaches are often over-kill and unecessary. More often than not, it is more efficient to build sub-binning capabilities into the resampling routine conducted adaptively on bins with spatial gradients above a critical tolerance in both the position and/or velocity distribution functions.
It is also important to note that in some particle evolution models, the dynamics of the system require the weights to evolve. This can lead to sample degeneration in which weights become concentrated on fewer and fewer particles as the simulation proceeds, resulting in a poor distributional representation. In this regard, using the cost function (22) in the optimization step of the resampling strategy results in keeping the global markers weight relatively uniform. Similar to particle filtering methods, maintaining relative uniformity in particle weights improves the representation of the distribution over time, reducing the need for frequent resampling and improving particle diversity, see e.g. 19 .
MPCR has three notable features compared to recently developed particle splitting/merging algorithms within the PIC simulation context: 1. The stochastic approach for calculating new particle positions and velocities allows application to spatial decompositions with irregular geometries, including, for example, unstructured meshes. This enables straight forward integration of the resampling method to any available PIC code with various coordinate systems and different implementations. Moreover, since the optimization problems for each bin are independent, the computations at the bin level can easily be solved in parallel (i.e. embarassingly parallel) or built into the parallel solver of the PIC code.
2. As it will be shown in the numerical results section, the constrained optimization technique is able to conserve any number of particle and grid quantities to near machine precision regardless of the method employed in the PIC code for particle evolution and deposition. Some of the previously developed algorithms in the literature 8, 20, 21 are successful in preserving some of the particles quantities but fail in conserving grid values or the distribution function. The particle merging algorithm developed by Luu et al. 13 shows accuracy of preserving phase space evolution and total energy error to only 10 −3 and 10 −5 respectively. In addition, the statistical particle split and merge methods recently proposed by Pfeiffer et al. 14 , show exact conservation of grid variables (to machine precision, or as reported 10 −19 ) for the cell mean value current and charge density deposition method, i.e. every point of the field solver gains equal current and charge density independent of the positions of the particles. However, the same approach results in much less accuracy in preserving grid quantities to only 10 −2 ) when taking into account a more complex deposition method, i.e. in which the dependency on the distance between the interpolation points and the particle positions is included in deposition.
3. The reliance on constrained optmization leads to an efficient particle resampling algorithm, but introduces a subtle parallel computing inefficiency. The complication that arises relates to sorting the particles into bins. In a special case the target number of new particles in a bin becomes too small to allow the constraints to be imposed, and the resulting system is over-constrained. In this case, neighboring bins in the velocity space directions can be easily merged to form larger bins with more particles, until it exceeds a specified minimum particles to match the number of constraints. However, solving the optimization problem with bin merging in parallel results in a less computationally efficient algorithm. Even so, it turns out that this is not really reason for concern. Since the frequency of resampling is generally much lower than that of, e.g. pure timestepping, the additional numerical effort devoted to bin-merging are negligible compared to the computational work of the full PIC simulation. It is further worth noting that for a particular problem, global particle distribution and/or computational load balance criteria can be used to adaptively determine the period of resampling during PIC simulation.
Implementation of the resampling into XGC gyrokinetic PIC code
MPCR can be applied to resample any distribution function, but as an example application we apply this method to a gyrokinetic plasma PIC simulation. In this section, we describe the XGC PIC gyrokinetic codes for solving fusion reactor simulations 22, 23 along with the specific implementation required for integrating MPCR. The time evolution of plasma systems is described by the six dimensional MaxwellBoltzmann system in phase space 24 . In strongly magnetized plasmas, such as fusion plasmas, these equations can be averaged over the gyrophase (viz. the cyclotron frequency) leading to a gyrocenter tracking equation for a charged ring over the relatively slow motion of particle gyrocenters, thus treating rapid particle orbits about magnetic field lines perturbatively. Transforming to the gyrocenter coordinate then results in a phase space reduction from six to five dimensions, and the resulting system of equations is referred to as the gyrokinetic equations. While a significant simplification is achieved through the reduction of the full six-dimensional equations to five-dimensional gyrokinetic equations 3 , simulating this five-dimensional system over full-scale fusion re-actor geometries is still a formidable task that requires carefully formulated numerical approximation within PIC simulation.
The Lagrangian evolution equations for the marker particle positions, velocities and weights depend on exactly how f is sampled. In a straight-forward approach (called full-f ), the distribution is simply sampled. However, this requires the largest number of particles to accurately represent f , and is therefore computationally most expensive. Other algorithms use a control-variate (δf ) approach in which the difference between f and an ideal or simple distribution f 0 is sampled. There are a number of such δf approaches that differ in the details; see for example 25 . In the full-f representation, the particle weights do not evolve on the left-hand side operation of the Boltzmann equation (1), but in the δf approaches, they do. The details of a resampling algorithm for a full-f and δf sampling scheme may differ, because of the difference in representation. In the algorithm described here, we consider a full-f sampling representation of f .
XGC provides a large collection of PIC solution strategies, allowing for full-f , delta-f , and total-f (or equivalently, hybrid-Lagrangian 25 ) simulations, where in each case the XGC PIC algorithms support electrostatic turbulence over a plasma volume parameterized in a toroidal reactor geometry, following the magnetic axis across the magnetic separatrix and scrape-off layer (SOL), to just outside the sheath interfacing material boundary. The XGC PIC model uses a cylindrical coordinate system, in which the components of the particle position vector are x = (r, z, φ), and the velocity vector decomposes into into parallel and perpendicular components of the magnetic field v = (v , v ⊥ ). The code propagates marker particles using Lagrangian motion and the corresponding electrostitic field is solved on a finite element mesh. Due to the need for field-line following parameterizations along the magnetic separatrix, scrape-off layer region, etc., XGC uses a 2D unstructured triangular mesh 26 .
One of the challenges in the simulation of a tokamak plasma is the multiscale nature of the problem, both in space and time. For example, a simulation that resolves both plasma turbulence and axisymmetric neoclassical dynamics, tracking slowly evolving large-scale phenomena is extremely expensive due to the shorter time-scale small-scale phenomena that can drive them. One approach that attempts to mitigate this computationale expense, takes a spatially 3D particle distribution function distorted from Maxwellian and down-samples it to a spatially 2D axisymmetric particle distribution to evaluate the neoclassical transport arising from the turbulence distortion. In this low-fidelity representation, the lower dimensionality and reduced number of particles required to represent f significantly reduces the computational cost of the simulation.
Integrating MPCR into the XGC PIC code begins by identifying the spatial discretization used by XGC (i.e. unstructured triangular meshes). In XGC the element vertices on each plane are ordered on a space filling curve starting on the magnetic axis. During parallel processing computation, the curve is divided into number of patches and each computing node manages a finite numbers of vertices depending on how many particles are assigned to each vertex. Particles are then assigned to vertices by projecting their position along the magnetic field to the midplane of the toroidal section.
On the midplane, a nearest neighbor weighting (i.e. the vertex with the largest linear finite element interpolation weight) determines to which vertex a particle belongs. This results in 3D spatial disctrization of the domain, or Voronoi cell, that is the volume in the vicinity of a field line that projects to the same vertex. Each Voronoi cell associated with a site (vertex) k contains a set of particles, such that the distance from them to k is not greater than the distance to any other vertices 27 . Each Voronoi cell in XGC is assigned to a particular MPI process, and these cells are characterized as spatial bins along x = (r, z, φ) in order to avoid additional communications between processors. In contrast, in velocity space v = (v , v ⊥ ) uniform binning is used over each Voroinoi cell. The particle preservation can be directly implemented in each bin for (16)- (19) . The constraining grid quantities (20)- (21), on the other hand, utilize the spatial discretization, where the patch of vertex i is the smallest 2D triangular mesh (Figure 1 ) in the φ-midplane containing Vor(i)| φ J . The corresponding constraints then become:
and
as well as,
where β k is the coordinate with respect to the field line between the φ-midplanes, and λ j is the barycentric coordinate with respect to vertex j in the triangle in Patch(i), and(·) represents the resampled particle quantities.
Numerical Examples
In this section we deomstrate and analyse numerical examples from coupling MPCR through the XGC full-f Fortran code via constrained quadratic programming (22), where the algorithm of Goldfarb & Idnani 28 is implemented using the quadprog Fortran library 29 .
In the first set of test problems, we demonstrate the quality of MPCR in conserving features of the distribution function using global down-sampling of particles from an XGC plasma turbulence solution. Finally we show the benefits of periodic particle resampling using MPCR on a neo-classical plasma fusion simulation. In current XGC implementations, the particle down-sampling process for multifidelity simulations is performed by randomly choosing particles over the entire domain of f , without preserving any features, or moments, of the system. Subsequently, one might anticipate that MPCR would provide a significant improvement in the accuracy of the kinetics representation. Using this as motivation, we provide two examples where the global number of particles are reduced/increased and the ability of the resampling algorithm to preserve features of the distribution is assessed. For the first example, consider the one-dimensional probability distribution shown in Figure 2 . It might, for example, be considered to be the distorted marginal (reduced dimensional) distribution of one of the velocity components, in which case MaxwellBoltzmann statistics would yield a Gaussian distribution, and the given distribution is clearly far from Gaussian. This distribution is represented with N p = 50000 samples, and down-sampled to M p = 1000 and M p = 250: down-sampling factors (DSF) of 50 and 200, respectively. Down-sampling was performed using MPCR in one-dimension, given M b = 50
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bins in which the sample density, and first and second moments are preserved. For comparison, global random down-sampling was also used. The results are shown in Figures 3 and 4 . By construction the histogram formed on the 50 down-sampling bins is identical to that of the original sample (compare Figures 3a and c with Figure 2 ), but the randomly down-sampled histograms show large variations from the original. Indeed, the sampling noise obscures the structure of the distribution; so much so that in the DSF=200 case, the underlying structure of the distribution is not visible at all. By construction, the low-order moments of the distribution are preserved in the proposed approach, as shown in Figure 4 , whereas relative errors in the moments with random down-sampling range from 2% to 10%. MPCR up-sampling of the distribution function from Figure 2 was also performed and compared with the simple particle reproduction method widely employed in PIC codes. Such particle reproduction consists of duplicating original particles several times until the up-sampling factor is satisfied. Both methods are capable of preserving detailed features of the distribution function, and as it is shown in Figure 5 , the relative error associated with moments in both approaches are within range of machine epsilon accumulation. However, simple particle reproduction methods can result in unrealistic/unphysical PIC simulations, since duplicate particles with the exact same phase space representation have the exact same physical responses in the PIC dynamics. One common way to avoid this unrealistic particle duplication is to tweak the new particles with small (e.g. phase space) variations. However, again, such artificial particle manipulation introduces large error and results in much higher relative errors than those shown in Figure 5 .
The second example application considered in the section examines the resam- Figure 5 : Relative error in global 0th and 1st moments due to feature-based upsampling and particle reproduction for different up-sampling factors. pling algorithm on a particle distribution taken from a tokamak plasma simulation performed with the gyrokinetic PIC code XGC1. In a spatially three-dimensional gyrokinetic PIC code, each particle carries with it six attributes, its weight w, spatial coordinates x = (r; z; φ), and velocity coordinate v = (v ; v ⊥ ). In both up-sampling and down-sampling considered in this example, the distribution f is projected on a spatially two-dimensional configuration space, which assumes the solution is statistically homogeneous in the φ direction. This illustrates the particle resampling required to perform spatially two dimensional neoclasical simulations that utilizes a spatially threedimensional simulation of the turbulence as input. The data set consists of N p = 10 6 particles, initially weighted to effect importance sampling, as discussed in Section 3. The particles have since been mixed through their evolution, so their weights no longer accomplish the desired importance sampling. The first step of the particle resampling process is to divide the four-dimensional phase space ζ into bins and sort the particles into those bins. In the gyrocentred XGC1 code, the particle velocity space is parameterized in terms of the normalized parallel velocity ρ = v /B and magnetic moment µ = v 2 ⊥ /2B, where B is the magnitude of the magnetic field. For this case then, the four-dimensional down-sampled phase space is ζ = (r, z, ρ, µ). The ζ domain is divided into bins, with 50 bins in each of the four phase-space directions.
To demonstrate the adjustment of weights as part of the resampling process the importance weighting is eliminated by making g ∝ f , where g is the marker particle distribution function in (15) . The target number of particles M p i in each bin is then simply proportional to the sum of the weights of the original particles in the bin. Specifically,
One complication that arises in sorting the particles into bins is that in some cases the target number of down-sampled particles M p i in a bin becomes too small to allow the constraints to be imposed. In this case, neighboring bins in the velocity space directions (ρ, µ) are merged to form larger bins with more particles, until M p i exceeds a specified minimum, which was set here to M p i ≥ 25.
(a) (b) Figure 6 : Histograms of particle weights from the original weights and the proposed resampling algorithm. In this case N p = 10 6 and the number of bins in the ρ, µ, r and z directions is 50: (a) original particles and downsampled particles with down-sampling factor (DSF) = 20, (b) upsampled particles with up-sampling factor (USF) = 10.
The distribution of weights is shown in Figure 6 for the original, down-, and upsampled particles. Note that the original distribution is broad, while the resampled distributions are significantly more peaked; a result of the improved uniformity in the weights after resampling. Also note that the down-sampled particle weights are several times larger in magnitude than the original weights, while the up-sampled weights are about an order of magnitiude smaller -a behavior that is the result of the respective resampling factors. It is important to further observe here that the marginal distributions of the original and down-sampled particle and velocity variables, shown in Figure 7 , are, as expected, effectively indistinguishable.
The accuracy of the moment preservation in the resampling approach is tested by down-sampling while testing combinations of moments preservation. That is, while preserving 1) only the zeroth moment, 2) the zeroth and first moments, 3) and the zeroth, first and second moments as described in Section 3. This was done for a range Figure 7 : Marginal 2D bar plots of distribution functions before and after particle downsampling (a and b) along ρ and µ; (c and d) along r and z. In this case, N p = 10 6 , DSF = 20, and the number of bins in the ρ, µ, r and z directions is 50.
of down-sampling factors, and the results are shown in Figures 8 and 9 , along with those for a random down-sampling. The moment error for the random down-sampling are averaged over 10 4 sampling realizations. In all cases shown in Figures 8 and 9 the relative error of random down-sampling increases as a function of the down-sampling factor. In all cases, when the moments are constrained, the relative errors in the down-sampled moments are of order 10 −10 . As expected, when only some moments are constrained, the errors in those that are not are significantly larger than in the random Similarly we analyze the upsampling case over a range of bin numbers. The results are shown in Figure 10 . Here the figure indicates that, when the moments are constrained the relative errors in the up-sampled moments remain below 10 −10 . When only the 0th moment is constrained, the errors in the first moment decreases with increasing resolution in the up-sampling algorithm, i.e. using more, and thus smaller, bins. This dependency to bin size is the result of uniform sampling of phase space within each bins and can be greatly improved by the strategies discusses in Section 3. 
Periodic particle resampling of a neo-classical PIC simulation
XGCa 30-32 is a global gyrokinetic particle-in-cell (PIC) code with axisymmetric electrostatic potential solver specialized in the simulation of neoclassical transport physics in the edge plasma of toroidal magnetic confinement devices. These simulations are capable of evolving the full five-dimensional gyrocenter distribution function from the magnetic axis to the inner wall of the device by using either conventional full-f (constant particle weight) 32 or semi-Lagrangian total-f (variable particle weights) 31 methods. A Figure 10 : Relative error in global 0th and first moments due to particle up-sampling for different number of bins. In this case, N p = 10 6 , up-sampling factor=10, and the number of bins are equal in the ρ, µ, r and z directions.
logical sheath boundary condition 33 is used to prevent net currents to the material wall. Plasma lost to the material wall is replenished self-consistently by a neutral particle recycling module according to the local loss rates. Collisional physics are evaluated either by a fully nonlinear, Eulerian Fokker-Planck-Landau collision operator 34, 35 (total-f ) or a linearized Monte-Carlo collision operator 36 (full-f ).
As a proof-of-principle test of the MPCR method, we investigate the most basic problem a full-f gyrokinetic code has to solve -the formation of the background radial electric field that is needed to maintain quasi-neutrality, the divergence-freeness of the equilibrium plasma flows, and to conserve toroidal angular momentum. We use the conventional full-f method with a single ion species (deuterium) and the adiabatic electron model.
The magnetic equilibrium field is that of a generic, up-down symmetric, low-aspect ratio tokamak with a circular boundary surface and Shafranov shift. Since no material wall is included in the simulation, particles that leave the simulation region at the outer boundary are re-inserted into the simulation on the same flux-surface but at the poloidal angle, at which they would have re-entered the simulation domain had they been allowed to continue their orbit. Marker particles are loaded with a uniform distribution in configuration and velocity space and perpendicular and parallel velocities of up to approximately 3.5v th , where v th is the thermal velocity. The marker particle weights w are determined such that the initial plasma distribution function is a local Maxwellian with density n i (ψ) and temperature T i (ψ) that depend only on the flux-label (generalized minor radial coordinate) ψ, i.e. each particle's initial weight is a function of its initial flux-label and velocity. The electrostatic potential is zero initially. A local Maxwellian is, however, not the neoclassical equilibrium distribution function in the presence of a pressure gradient due to the magnetic inhomogeneity drift, which causes charged particles in tokamaks to move on so-called banana-orbits with finite width ∆ψ b . Starting with a local Maxwellian distribution and vanishing radial electric field, the orbit motion of the ions together with the background pressure gradient leads to the growth of an up-down anti-symmetric pressure perturbation and a net toroidal flow, which violates the divergence-free condition of the equilibrium flow and the conservation of toroidal angular momentum. To make the equilibrium flow divergence free and cancel the net toroidal flow from the magnetic inhomogeneity drift, the plasma reacts by generating a radial electric field (guiding center polarization) with its corresponding E × B flow. The challenging problem in the calculation of the radial electric field with a full-f PIC code, is that the orbit motion of the markers leads to mixing of particles with disparate weights. This is a considerable source of sampling noise, especially in regions with small pressure gradient and low amplitude of the electrostatic potential. The purpose of periodic particle-resampling is to reduce the sampling noise by homogenizing the particle weights in appropriately defined bins and by optimizing the phase space coverage of the particle population. We demonstrate this capability by comparing the time evolution of the radial electric field and the radial electric field profile in quasisteady state between simulations with a total of 5 million, 50 million, and 500 million marker particles without particle re-sampling, and a simulation with 50 million particles with periodic resampling. In all cases, the PIC simulations are run over 6000 time steps of 0.002 of the toroidal transit time. The spatio-temporal evolution of the radial electric field of the simulations without periodic particle resampling are shown in Figure 12 . In all three cases, we observe increased noise in the self-consistent radial electric fields in the edge region, 0.8 < ψ < 1. This is due to the low marker pparticle density in these regions. Figures 12 and 13 show the evolution of the marker density and particle weight distribution at initial loading and after the 6000 time steps. These figures indicate that mixing low-weight particles with higher weight particles during the simulation leads to spreading of the marker particle weights and lowering the simulation efficiency in the critical edge regions. Such phenomena degrades the quality of the Monte Carlo sampling over time since particles evolve away from the desired importance-sampled distribution and results in large simulation error.
To investigate the effect of resampling in reducing simulation error while saving compute time, the 50 million particle case is subjected to periodic particle resampling. Of course, to fully optimize the efficiency of the algorithm, the resampling period must ultimately be determined adaptively using the global particle distribution along with the frequency of the dynamic load balancing. However, to illustrate the feasibility of the resampling technique in the current numerical experiment, three stages of resampling are examined, i.e. after 1500, 3000, and 4500 time steps. In the resampling algorithm, the 2D unstructured mesh in XGC is used for the spatial bins along x = (r, z) while velocity space v = (v , v ⊥ ) is uniformly discretized. At each resampling stage, the total number of resampled particles are enforced to be the same as the number of the original is determined from the initially loaded particles at the beginning of the simulation.
In Figures 15 and 16 we show the evolution of the neo-classical radial electric field, marker density, and weights for the 50 million particle case with three stages of particle resampling. The noise reduction effect of particle resampling from MPCR, immediately after each stage, is due to attenuation in spreading of the particle weight and restoration along regions with low amplitute of the electrostatic potential. These favorable effects gradually disperse as the simulation continues, owing to loss in phase space resolution and simulation efficiency in the critical regions. This indicates that these features could be easily recovered with moderate increase in the frequency of Figure 15 : Spatio-temporal evolution of E r for the 50 million particle case with three stages of resampling: after 1500, 3000, and 4500 time steps.
resampling. Figure 17 compares the radial electric field in the 50 million particle case with and without resampling. The corresponding high-fidelity simulation here is run using 500 million particles. Remarkably, MPCR does extremely well capturing the averaged radial electric field profile over 4000-6000 time steps as well as the time evolution of E r in the edge and core regions. It is notable that even with the fairly low resampling frequency of 1500 timesteps, the resampling significantly reduces the simulation error and improves the accuracy of the results obtained from the reduced order model.
Summary and Conclusions
The MPCR algorithm presented here is designed to reduce the noise introduced by particle distribution functions in a PIC code while preserving important features of the distribution. The algorithm itself functions by first partitioning the system space into smaller geometric subdomains, wherein binning can be performed. The general method utilizes sampling techniques for producing new particle positions and velocities, and employs constrained optimization techniques in order to readjust the particle weights and accurately preserve essential particle and cell information.
In addition MPCR enables the machine accurate preservation of any number of derived particle and grid quantities (e.g. energy, mass, momentum, current density, charge density), with the only limitation being the bin volume, and hence number of particles per bin. By performing this particle re-/down-/up-sampling in bins and constraining the low-order moments computed in each bin, the algorithm is able to preserves essential features of the particle distribution that are important to the physi- Figure 16 : Spatial distribution of particle density and weights for the simulation with 50 million particles in three stages of resampling after 6000 time steps: (a) particle density, (b) mean of marker weights, (c) variance of marker weights. The computed values at vertices are interpolated in these plots.
cal consistency and dynamics of the system. The binning also enables the introduction and/or adjustment of importance sampling.
Inspired by coupled multifidelity PIC simulations of plasma, the quality and utility of the MPCR method was thoroughly demonstrated in this paper. The feature preservation of the distribution function was demonstrated by performing global downsampling of particles to a smaller number on an XGC turbulence solution. Moreover, noise reduction effects from periodic resampling was investigated using a neo-classical test problem. The tests demonstrate the benefit of MPCR to significantly reduce computational cost and increase solution accuracy, while the resampling does not introduce any change in the Lagrangian and Eulerian PIC solution by local conservation of par- The general strategy of resampling distributions using MPCR is relevant in many important contexts. For example, in addition to the gyrokinetic PIC application discussed here, the up-sampling required to transfer a solution from a low-fidelity model to a higher fidelity model can be pursued in a similar way, with similar benefits. In each bin, samples would need to be drawn from a distribution that matches the low-order moments of the original particles. MPCR would also generally be useful for resampling to adjust importance sampling weights, or to re-balance weights to avoid the degeneration that occurs in particle filters. We plan to explore these topics in future work.
