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A PROBABILISTIC APPROACH TO THE LEADER PROBLEM IN RANDOM GRAPHS
LOUIGI ADDARIO-BERRY1, SHANKAR BHAMIDI2, AND SANCHAYAN SEN1
ABSTRACT. Consider the classical Erdo˝s-Rényi randomgraphprocesswherein one starts with an
empty graph on n vertices at time t = 0. At each stage, an edge is chosen uniformly at random
and placed in the graph. After the original fundamental work in [19], Erdo˝s suggested that one
should view the original random graph process as a “race of components”. This suggested un-
derstanding functionals such as the time for fixation of the identity of the maximal component,
sometimes referred to as the “leader problem”. Using refined combinatorial techniques, Łuczak
[25] provided a complete analysis of this question including the close relationship to the critical
scaling window of the Erdo˝s-Rényi process. In this paper, we abstract this problem to the con-
text of themultiplicative coalescent which by the work of Aldous in [3] describes the evolution of
the Erdo˝s-Rényi random graph in the critical regime. Further, different entrance boundaries of
this process have arisen in the study of heavy tailed network models in the critical regime with
degree exponent τ ∈ (3,4). The leader problem in the context of the Erdo˝s-Rényi random graph
also played an important role in the study of the scaling limit of the minimal spanning tree on
the complete graph [2]. In this paper we provide a probabilistic analysis of the leader problem
for the multiplicative coalescent in the context of entrance boundaries of relevance to critical
random graphs. As a special case we recover Łuczak’s result in [25] for the Erdo˝s-Rényi random
graph.
1. INTRODUCTION
Since the foundational work of Erdo˝s-Rényi [18, 19], asymptotics in the large network limit
for random graph models in general, and the evolution of dynamical properties in particular
have motivated an enormous amount of work in the ensuing decades. Let us briefly describe
one of themotivating questions of this paper and thenmotivate renewed interest on this prob-
lem over the last few years. One of themainmodels studied in the originalwork of Erdo˝s-Rényi
in [18] is the following “random graph process” {G(n,M)}M≥0 on [n] := {1,2, . . . ,n}. At “time”
M = 0, start with the empty graphG(n,0). For M ≥ 1, G(n,M) is obtained from G(n,M −1) by
choosing one of the
(n
2
)
−M + 1 edges not present in G(n,M) uniformly at random and plac-
ing this in the system. Write C(k)(M) (respectively |C(k)(M)|) for the k-th largest component
in G(n,M) (respectively the size of this component), breaking ties arbitrarily. Here we have
suppressed dependence on n to simplify notation.
In [19], the following “double jump” was identified where it was shown that for M ≪ n/2
|C(1)(M)| =OP (logn), ifM = n/2, the so called critical regime then |C(1)(M)| =ΘP (n
2/3), whilst
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if M = cn/2 with c > 1 then |C(1)(M)| ∼ f (c)n for a deterministic function f satisfying f (c) > 0
for c > 1. This stimulated an enormous amount of work (see [12, 21, 25, 26] and the references
therein) both in understandingwhat happens close to the critical regime and dynamic proper-
ties of the above construction wherein components merge via the addition of new edges. This
resulted in the following fundamental result of Aldous [3]. Fix λ ∈ R and consider the process
of normalized component sizes close to the critical value arranged in decreasing order:
C¯n(λ)=
(
n−2/3
∣∣∣C(k) (n/2+λn2/3)
∣∣∣)
k≥1
For any p ≥ 1, consider the metric space,
l
p
↓
:=
{
x= (xi : i ≥ 1) : x1 ≥ x2 ≥ . . .≥ 0,
∞∑
i=1
x
p
i
<∞
}
, (1.1)
equipped with the natural metric inherited from l
p
↓
.
Theorem 1.1 ([3]). View the process
{
C¯n(λ) :−∞<λ<∞
}
as a Markov process on l2
↓
. Then as
n→∞ the above process converges weakly to a Markov process on l2
↓
which is now referred to as
the standard multiplicative coalescent.
Wewill describe this result (as well as the entrance boundary of theMarkov process) inmore
detail in the next Section;muchmore extensive discussions of this process and the relationship
to the evolution of the Erdo˝s-Rényi randomgraph can be found in [3]. We are now in a position
to state the main problemmotivating this paper.
Leader problem: Erdo˝s suggested that one should view the original random graph process
{G(n,M)}M≥0 as a “race of components”. One fascinating aspect of this view was studied in
[25]. First we need some definitions. For any graph G , call the maximal component C(1) ⊂G ,
the leader of the graph (breaking ties arbitrarily). Now suppose we place a new edge e in the
graph G and consider the resulting graph G ∪ {e}. If e does not belong to C(1) and results in
merging two components in G such that the new component has size larger than C(1) (result-
ing in a newmaximal component), say that a change of leader has occurred and call the new
maximal component ofG ∪ {e} the leader of this graph. Now consider the Erdo˝s-Rényi process
{G(n,M)}M≥0. Define,
L(n)er :=min{s ≥ 0 : a change of leader does not occur in the process {G(n,M)}M≥s }. (1.2)
Thus this is the last time a change in leader occurs in the evolution of the above proces. Then
Łuczak in [25, Theorem 7] showed that
the sequence of random variables
{
n−2/3
(
L(n)er −n/2
)}
n≥1 , is tight. (1.3)
Aimof this paper: The original proof in [25] is highly intricate using careful and refined combi-
natorial analysis of the number of components of various complexities including trees of var-
ious sizes, coupled with a “symmetry rule” relating properties of the process below and above
the critical threshold. These estimates are combined with a “scanning method” to prove (1.3).
This paper is motivated by the following two threads:
(i) In the last few years, a host of random graph models have been shown to belong
to the Erdo˝s-Rényi or more precisely, the multiplicative coalescent universality class
[5–8, 10, 17, 20, 22, 29]. This includes the configuration model [11, 28], a large sub-class
of the inhomogeneous random graph models as formulated in [13], and the so-called
bounded size rules [30]. It is hard to generalize Łuczak’s result in (1.2) via the beautiful
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counting arguments in [25]. Thus the aim of this paper is to give a short probabilistic
proof of the above result that is robust and applies to the general setting of themultiplica-
tive coalescent. The classical Erdo˝s-Rényi case can be recovered from our result; however
the techniques in this paper apply to a number of other entrance boundary conditions for
the multiplicative coalescent that have arisen in the study of heavy-tailed critical random
graphs [6,17,22].
(ii) Coupledwith renewed interest in the critical regime, the last few years have alsowitnessed
an explosion in the study of of various models of information propagation on network
models. In this context one major model that has been explored in great detail is the
minimal spanning tree (MST) problem [14, 15]. Here one typically starts with a network
model in the supercritical regime (having a giant component). Each edge is assumed to
have a random positive length sampled in an iid fashion across edges from a continuous
distribution on (0,∞). The aim then is to understand the (metric) structure of theMST on
the giant component; e.g. the typical distance between points on the MST. Till date the
only rigorous result in this context is [2] where the following was shown:
Consider the MST Mn on the complete graph Kn and view this as as tree with
edge length one. Rescale each edge of Mn by n
−1/3 and view this a compact
metric space M¯n. Then asn→∞, M¯n converges in theGromov-Hausdorff sense
to a limiting random compact metric space M(∞).
A key ingredient in the above proof is the following result shown in [1]: Consider the
Erdo˝s-Rényi random graph in the critical regime as in the setting of Theorem 1.1.
Fix λ ∈ R and k ≥ 1. Consider C(k)(λ) as a metric space where each edge has
length one. Write C¯(k)(λ) for the resultingmetric spacewhere each edge is rescaled
by n−1/3. Then there exist limiting random compactmetric spacesM(k) such that
C¯(k)(λ) converge in the Gromov-Hausdorff sense toM(k).
The n−1/3 scaling in each of these results is not a coincidence. One of the key ingredients
in [2] is showing that theMST M¯n looks (in a strong sense) like themaximal component in
the critical regime C¯(1)(λ) “for a large λ”. A key ingredient of this step is the leader result of
Łuczak implying that for largeλ, the identity of themaximal component does not change.
Extending the above analysis tomore general randomgraphmodels (including thosewith
heavy tailed degrees) requires the extension of the leader result to more general settings,
which is accomplished in this paper.
1.1. Notation. Throughout this paper, we make use of the following standard notation. We let
d
−→ denote convergence in distribution, and
P
−→ convergence in probability. For a sequence
of random variables (Xn)n≥1, we write Xn = oP(bn) when |Xn |/bn
P
−→ 0 as n→∞. For a non-
negative function n 7→ g (n), we write f (n) =O(g (n)) when | f (n)|/g (n) is uniformly bounded,
and f (n)= o(g (n)) when limn→∞ f (n)/g (n)= 0. Furthermore,wewrite f (n)=Θ(g (n)) if f (n)=
O(g (n)) and g (n) =O( f (n)). Throughout this paper, K ,K ′ will denote positive constants that
depend only on the sequence {ci }i≥1, and their values may change from line to line. Given two
functions f1, f2 : [0,∞)→ [0,∞), we write f1 ≍ f2 on A ⊂R if
K ′ f2(x)≤ f1(x)≤K f2(x) for all x ∈ A.
If A is not specified, then it will be understood that A = [M ,∞) for some largeM > 0. Similarly,
for two sequences {an}n≥1 and {bn}n≥1, {an}≍ {bn} or simply an ≍ bn will mean that
C ′bn ≤ an ≤Can for all n ≥ 1.
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For any x = (x1,x2, . . .) ∈ [0,∞)
N and r ≥ 1, we will write σr (x) :=
∑
i≥1 x
r
i
∈ [0,∞] for the r -th
moment of this sequence. We say that a sequence of events (En)n≥1 occurs with high probabil-
ity (whp) when P(En)→ 1. Throughout this note α= 1/(τ−1).
1.2. Organization of the paper. We start with a precise description of the multiplicative coa-
lescent and our main results in Section 2. Our main results are stated in Section 3. Section 4
contain all the proofs.
2. MODEL FORMULATION AND ASSUMPTIONS
We start by giving a precise description of the multiplicative coalescent. We will work with
x (n) = (x (n)1 ,x
(n)
2 , . . . ,x
(n)
n ), n ≥ 1, satisfying x
(n)
1 ≥ x
(n)
2 ≥ . . . ≥ x
(n)
n > 0 and one of the following two
conditions:
Condition I. (Pure Brownian limit regime) As n→∞,
x (n)1
σ2(x (n))
→ 0,
σ3(x
(n))
σ2(x (n))3
→ 1, and σ2(x
(n))→ 0. (2.1)
Condition IIτ. (Pure jump limit regime) There exists c = (c1 ≥ c2 ≥ . . .) such that as n→∞,
x (n)
j
σ2(x (n))
→ c j for each j ≥ 1, (2.2)
σ3(x
(n))
σ2(x (n))3
→
∑
j≥1
c3j , and σ2(x
(n))→ 0.
Additionally,
ci ≍
1
i1/(τ−1)
=
1
iα
for some τ ∈ (3,4) (or equivalently α ∈ (1/3,1/2)). (2.3)
The scalings in the assumptions follow [3,4]. Corollary 3.4 shows how to recover the original
result in [25] via a proper choice of the weight sequence.
Remark 1. Limiting sequences c of the form (2.3) are of particular interest to us as they de-
scribe the scaling limit of standard random graph models with degree exponent τ ∈ (3,4), see
[6, 16, 22]. The assumption τ ∈ (3,4) (equivalently α ∈ (1/3,1/2)) in Condition IIτ implies that
c ∈ ℓ3
↓
\ℓ2
↓
, which by [4] is necessary for the existence of a scaling limit of the maximal com-
ponents. The reason for the terminology “pure Brownian limit” and “pure jump” following [4]
can be found in Section 4. Briefly: under Condition I, the maximal components of the mul-
tiplicative coalescent (defined below) at any fixed time converge to the excursions from zero
of reflected inhomogeneous Brownianmotion; whilst under condition II, the same objects are
described via excursions of a so-called “Levy process without replacement”.
Remark 2. Many standard sequences of weights can be rescaled to satisfy one of the two above
conditions. An important example is the case of uniformly elliptic and boundedweights: x (n)
i
∈
[a,b] for all n ≥ 1 and 1≤ i ≤ n, where a > 0. Then the rescaled weights
x (n)i := cx
(n)
i
, c =
σ3(x
(n))1/3
σ2(x (n))
satisfy Condition I.
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We will start with a system of particles with weights given by x , and let them evolve like the
multiplicative coalescent. In words, this is a Markov process such that starting at any state
z := (z1,z2, . . .) ∈ l
2
↓
, where we view zi as the “weight” of cluster i , any two “clusters” i and j
merge at rate zi · z j into a new cluster of size zi + z j resulting in the new state z
(i+ j ) ∈ l2
↓
. The
generator of this Markov process A is given by
A g (z)=
∑
i
∑
j>i
zi z j
(
g (z (i+ j ))− g (z)
)
. (2.4)
For any connected component C , its size is given by W (C ) :=
∑
v∈C xv . We will denote the
graph at time t by G (x , t ) and the sizes of its components byMC(x , t ), i.e.,
MC(x , t )=
(
W (C ) : C component in G (x , t )
)
. (2.5)
The component containing xv in G (x , t ) will be denoted by C (xv ;x , t ). When the initial se-
quence x (n) is clear from the context, we will simply write X (n)(t ) instead of MC(x (n), t ). Its com-
ponent sizes in decreasing order will be denoted by X (n)1 (t )≥ X
(n)
2 (t )≥ . . .. The following general
convergence result concerning the multiplicative coalescent was shown by Aldous and Limic
[4].
Theorem 2.1 ([4]). Fix λ ∈R, and consider the multiplicative coalescent run with initial condi-
tion x (n). Then under Condition I (resp. Condition IIτ), there exists a limit random vector γ(λ)
(resp. γc (λ)) such that X
(n)
(
[σ2]
−1+λ
) d
−→ γ(λ) (resp. γc (λ)) as n →∞. Here, convergence in
distribution is with respect to l2
↓
topology.
Explicit description of the limits are given in Section 4.3 under Condition I and Section 4.4
under Condition IIτ. The exact form of these limits are not important at this stage, rather the
above result will explain the time scaling in our main result below.
Remark 3. As described belowProposition 4 in [3] (and used explicitly in our proof of Corollary
3.4 below), taking x (n)
i
= n−2/3 for all 1≤ i ≤ n gives back the Erdo˝s-Rényi random graph in the
critical regime.
3. MAIN RESULTS
We can now state our main results.
Theorem 3.1. For each n ≥ 1, start with a system of particles with weights x (n) and let it evolve
like the multiplicative coalescent. Let L(n) := inf {t ≥ 0 : a change of leader does not occur after
time t }, and let
Mn := L
(n)
−
(
σ2(x
(n))
)−1
.
(a) If {x (n)}n≥1 satisfies either Condition I or Condition IIτ for some τ ∈ (3,4), then M
+
n is tight.
(b) If {x (n)}n≥1 satisfies Condition I, then M
−
n is tight.
Under Condition IIτwemake the following conjecture.
Conjecture 3.2 (Born winner/silver spoon regime). Suppose
{
x (n)
}
n≥1 satisfies Condition IIτ
for some τ ∈ (3,4), and let Mn be as in Theorem 3.1. Then there exists δ > 0 such that
liminfn→∞P
(
M−n ≥K
)
> δ for all K > 0.
Further, let Wn denote the event that the component containing x
(n)
1 is always the leader, i.e.,
the identity of the leader never changes. Then, if c1 > c2, we conjecture that under Condition IIτ,
liminfn→∞P(Wn)> 0.
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In contrast, under Condition I, the following result holds.
Theorem 3.3. Consider the setting of Theorem 3.1, and let N (n) denote the number of times the
leader changes in
[
0,
(
σ2(x
(n))
)−1]
. Then under Condition I, N (n)
P
−→∞.
We can recover the result for the classical Erdo˝s-Rényi random graph from Theorem 3.1.
Corollary 3.4. Consider the Erdo˝s-Rényi process {G(n,M)}M≥0, and let L
(n)
er be as in (1.2). Then
n−2/3
(
L(n)er −n/2
)
is tight.
4. PROOFS
For a fixed t > 0 and a weight sequence z := (z1,z2, . . . ,zn), recall the definition of the graph
G (z, t ) in the definition of the multiplicative coalescent in Section 2. The graph G (z, t ) can be
constructed as follows: for each i 6= j ∈ [n], place an edge between i and j with probability
1−exp(−t zi z j ), independent across edges. The following is a simple lemma that leverages this
construction.
Lemma 4.1. Let z = (z1, . . . ,zn), t > 0, and assume that tσ2(z)< 1. Then
E
[
W
(
C (z j ;z , t )
)]
≤
z j
1− tσ2(z)
.
Proof: Using the above descriptionofG (z, t ) and the simple inequality 1−exp(−x)≤ x for x ≥ 0,
we see that for i 6= j ,
P
(
zi ∈C (z j ;z , t )
)
≤
∑
k≥0
∑
j1
. . .
∑
jk
(t z j z j1)× (t z j1z j2)× . . .× (t z jk−1z jk )× (t z jk zi )
= t zi z j
∑
k≥0
(
tσ2(z)
)k
=
t zi z j
1− tσ2(z)
.
Hence
E
(
W (C (z j ;z , t ))
)
≤ z j +
z j tσ2(z)
1− tσ2(z)
=
z j
1− tσ2(z)
,
as desired. ■
4.1. Proof of Theorem 3.1(a). The following two propositions form the heart of the proof.
Proposition 4.2. Consider a system of particles with weights Z (0) :=
(
z0(0),z1(0), . . . ,zn(0)
)
,
where the particle with size z0(0) is “tagged,” and z1(0) ≥ . . . ≥ zn(0). Let the system evolve like
the multiplicative coalescent, and let
Z (t )=
(
z0(t ),z1(t ), . . .
)
be the sizes of components at time t , where z0(t ) is the size of the component containing z0(0)
and the remaining component sizes are arranged in increasing order with z1(t )≥ z2(t )≥ . . .. Let
f be the function given by
f (z) :=
z20
σ2(z)
acting on nonnegative vectors z = (z0,z1, . . .) of finite length. Then
{
f (Z (t )) : t ≥ 0
}
is a sub-
martingale. As a consequence, if f (Z (0))≥ 1−ε, then
P
(
z0(t )<max
i≥1
zi (t ) for some t ≥ 0
)
≤ 5ε. (4.1)
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Proposition 4.3. Assume that x (n) satisfies either Condition I or Condition IIτ for some τ ∈ (3,4).
Then for all ε> 0, there exists λε > 0 depending only on ε and the sequence {x
(n)}n≥1 such that
P
( (
X (n)1 (tλε)
)2
σ2
(
X (n)(tλε)
) ≥ 1−ε
)
≥ 1−ε for all n ≥ 1, (4.2)
where tλ =λ+
[
σ2(x
(n))
]−1
for λ ∈R.
Completing the proof of Theorem 3.1(a): The result follows upon combining Propositions 4.2
and 4.3. ■
4.2. Proof of Proposition 4.2. Recall the generator A of the multiplicative coalescent as de-
fined in (2.4), and z = (z0,z1, . . .) have finite length. Then
A f (z)=
∑
i≥1
z0zi
(
(z0+ zi )
2
σ2
(
z
)
+2z0zi
−
z20
σ2
(
z
)
)
(4.3)
+
∑
i≥1
∑
j>i
zi z j
(
z20
σ2
(
z
)
+2zi z j
−
z20
σ2
(
z
)
)
=: T1+T2.
For convenience, we will writeσ2 for σ2(z) throughout the rest of this proof. Now
T1 =
∑
i≥1
z0zi
σ2
(
σ2+2z0zi
)((z20+ z2i +2z0zi )σ2− z20(σ2+2z0zi )
)
=
∑
i≥1
z0zi
σ2
(
σ2+2z0zi
)(z2i σ2+2z0zi (σ2− z20)
)
= z0
∑
i≥1
z3
i
σ2+2z0zi
+2z20
∑
i≥1
z2
i
(∑
j≥1 z
2
j
)
σ2
(
σ2+2z0zi
) .
Using 2z0zi ≤σ2, we get
T1 ≥ z0
∑
i≥1
z3
i
σ2+2z0zi
+
z20
σ22
×
( ∑
i≥1
z2i
)2
. (4.4)
Next
−T2 = z
2
0
∑
i≥1
∑
j>i
2z2
i
z2
j
σ2
(
σ2+2zi z j
) ≤ z20 ∑
i≥1
∑
j>i
2z2
i
z2
j
σ22
≤
z20
σ22
×
( ∑
i≥1
z2i
)2
. (4.5)
Combining (4.3), (4.4), and (4.5) yields A f ≥ 0, which shows that
{
f (Z (t )) : t ≥ 0
}
is a sub-
martingale.
To prove (4.1), define the stopping time
T = inf
{
s ≥ 0 : f (Z (s))≤ 4/5
}
,
where infimum of an empty set is understood to be +∞. Further, since f (Z (t )) is a bounded
submartingale, f (Z (∞)) := limt→∞ f (Z (t )) exists almost surely. Thus when f (Z (0))≥ 1−ε,
1−ε≤ E
[
f (Z (T ))
]
≤
4
5
P
(
f (Z (T ))≤ 4/5
)
+P
(
f (Z (T ))> 4/5
)
.
This shows that P(T =∞)≥ 1−5ε. Since f (Z (t ))> 4/5 implies that z0(t )> 2maxi≥1 zi (t ), (4.1)
follows. ■
8 ADDARIO-BERRY, BHAMIDI, AND SEN
4.3. Proof of Proposition 4.3 when Condition I is satisfied. Fix λ ∈R and let
Wλ(s)=B(s)+λs− s
2/2, s ≥ 0, (4.6)
whereB(·) is a standardBrownianmotion. LetW λ(·) denote the reflected version of the process
at zero namely,
W λ(s)=Wλ(s)− min
0≤u≤s
Wλ(u), s ≥ 0. (4.7)
Let γi (λ), i ≥ 1, be the excursions of the reflected process from zero such that, |γ1(λ)| > |γ2(λ)| >
. . .. Aldous in [3] showed that γ(λ) := (|γi (λ)| : i ≥ 1) ∈ l
2
↓
. Further, if a weight sequence x (n)
satisfies Condition I, then by [3, Proposition 4],
MC
(
x (n),λ+ [σ2(x
(n))]−1
) d
−→γ(λ) on l2↓ . (4.8)
Now for any λ≥ 2,
λt − t2/2≥λ for t ∈
(
2,2λ−2
)
.
Further,
P
(
sup
0≤t≤2λ
|B(t )| ≥λ
)
≤C exp
(
−λ/4
)
, for all λ≥ 2.
Hence, for all λ≥ 2,
P
(
|γ1(λ)| ≥ 2λ−4
)
≥P
(
Wλ(t )> 0 for t ∈
(
2,2λ−2
))
≥ 1−C exp
(
−λ/4
)
. (4.9)
Fix ε> 0 and using (4.9), choose λ′ε > 8 such that
P
(
|γ1(λ
′
ε)| ≤ 2λ
′
ε−4
)
≤ ε. (4.10)
Now to prove this result for a general initial weight sequence x(n) satisfying Condition I, we
start by specializing to the Erdo˝s-Rényi random graph in the critical regime so as to derive
properties of the limit distributional limit ξ(λ). Thus let Cn,i (λ) be the i th largest component
of the Erdo˝s-Rényi random graphG(n,n−1+λn−4/3). Using (4.8), choose n0(ε) such that
P
(
n/2≥ |Cn,1(λ
′
ε)| ≥ (2λ
′
ε−4)n
2/3
)
≥ 1−2ε for all n ≥ n0(ε). (4.11)
Now
P
( ∑
i≥2
|γi (λ
′
ε)|
2
> 1
)
≤ liminf
n
P
( ∑
i≥2
|Cn,i (λ
′
ε)|
2
> n4/3
)
(4.12)
≤ 2ε+ liminf
n
∑
⋆ P
( ∑
i≥2
|Cn,i (λ
′
ε)|
2
> n4/3
∣∣∣ Cn,1(λ′ε)=H
)
P
(
Cn,1(λ
′
ε)=H
)
,
where
∑
⋆ denotes sum over all connected subgraphs H of the complete graph Kn such that
(2λ′ε−4)n
2/3
≤ |V (H)| ≤ n/2. (4.13)
Define the event E (n,p,m) as follows:
E (n,p,m) :=
{
size of the largest component ofG(n,p) is smaller thatm
}
.
Fix a connected subgraph H of Kn that satisfies (4.13) and letm = |V (H)|. Then conditional on
{Cn,1(λ
′
ε)=H},G
(
n,n−1+λ′εn
−4/3
)
\Cn,1(λ
′
ε) has the same law (after a relabeling of vertices) as
G(n−m,n−1+λ′εn
−4/3) conditional on E (n−m,n−1+λ′εn
−4/3,m). Letting
n1 = n−m, and
1
n1
−
µ
n4/31
=
1
n
+
λ′ε
n4/3
,
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and using (4.13), we see that
µ=
(
1
n1
−
1
n
−
λ′ε
n4/3
)
n4/31 ≥
(
2λ′ε−4
n1n1/3
−
λ′ε
n4/3
)
n4/31 ≥
(λ′ε−4)n
1/3
1
n1/3
≥βλ′ε,
where β := 2−4/3. Hence
P
(
E
(
n1,n
−1
+λ′εn
−4/3,m
))
≥P
(∣∣Cn1,1(−βλ′ε)∣∣≤m
)
and
P
( ∑
i≥2
|Cn,i (λ
′
ε)|
2
> n4/3
∣∣∣ Cn,1(λ′ε)=H
)
≤
P
(∑
i≥1
∣∣Cn1,i (−βλ′ε)∣∣2 > n4/3
)
P
(∣∣Cn1,1(−βλ′ε)∣∣≤m
) . (4.14)
Now
1
n4/3
E
( ∑
i≥1
∣∣Cn1,i (−βλ′ε)∣∣2
)
=
n1
n4/3
E
∣∣C (Vn1 ;−βλ′ε)∣∣,
where Vn1 ∼Uniform[n1], and C
(
Vn1 ;−βλ
′
ε
)
is the component of Vn1 inG(n1,n
−1
1 −βλ
′
εn
−4/3
1 ).
Since |C
(
Vn1 ;−βλ
′
ε
)
| is upper bounded by the total progeny of a Galton-Watson tree with a
Binomial(n1,n
−1
1 −βλ
′
εn
−4/3
1 ) offspring distribution,
P
(∣∣Cn1,1(−βλ′ε)∣∣≥m
)
≤P
( ∑
i≥1
∣∣Cn1 ,i (−βλ′ε)∣∣2 > n4/3
)
≤
n1
n4/3
E
∣∣C (Vn1 ;−βλ′ε)∣∣≤ n1n4/3 ×
n1/31
βλ′ε
≤
1
βλ′ε
.
Combining this with (4.14) and (4.12), we get
P
( ∑
i≥2
|γi (λ
′
ε)|
2
> 1
)
≤ 2ε+C/λ′ε. (4.15)
Now let us consider the multiplicative coalescent started with a general weight sequence x (n)
satisfying Condition I. Combining (4.8) with (4.10) and (4.15), we see that (4.2) holds for all
n ≥ n′′0 , where n
′′
0 depends only on ε and the sequence {x
(n)}n≥1. This completes the proof.
4.4. Proof of Proposition 4.3 when Condition IIτ is satisfied for some τ ∈ (3,4). Throughout
this section ξ1,ξ2, . . . will be independent random variables with ξi ∼ Exp(ci ). Let
Vc (s) :=
∑
i≥1
ci
(
1{ξi≤s}−ci s
)
, and Wλ,c (s) :=λs+Vc (s), s ≥ 0. (4.16)
Let W λ,c (·) be the corresponding reflected process at zero, defined as in (4.7) but now with
Wλ,c (·) as in (4.16). Let γi ,c (λ), i ≥ 1, denote the corresponding excursions ofW λ,c from zero
with |γ1,c (λ)| > |γ2,c (λ)| > . . .. Under Condition IIτ, by the general theory developed for the
entrance boundary of the multiplicative coalescent [4, Proposition 7], for each fixed λ ∈ R,
γc (λ) := (|γi ,c (λ)|, i ≥ 1) ∈ l
2
↓
and
X (n)
(
λ+1/σ2(x
(n))
)
w
−→γc (λ), (4.17)
with respect to l2
↓
topology.
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Lemma4.4. Assume that c is as in (2.3). Then there exist positive constants λ0, C4.18, andC
′
4.18
that depend only on the sequence {ci }i≥1 such that for all λ≥λ0,
P
(∣∣γ1,c (λ)∣∣≤C4.18λ 1τ−3
)
≤ exp
(
−C ′4.18
λ
τ−1
2(τ−3) loglogλ√
logλ
)
. (4.18)
Further, there exist positive constants δ and C4.19 that depend only on the sequence {ci }i≥1 such
that for all λ≥λ0,
P
( ∑
i∈γ1,c (λ)
c2i ≤ (1+δ)λ
)
≤C4.19λ
− τ−1τ−3 . (4.19)
We now finish the proof of proof of Proposition 4.3 assuming Lemma 4.4.
Completing the proof of Proposition 4.3: Write σ2 = σ2(x
(n)) for simplicity, and recall that
tλ =λ+
[
σ2
]−1
. LetCn,i (λ) be the component of G (x
(n), tλ) having the i th largest mass X
(n)
i
(tλ).
Then by [9, Lemma 5.5], for i ≥ 1,
∑
v∈Cn,i (λ)
x2v/σ
2
2
w
−→
∑
v∈γi ,c (λ)
c2v . (4.20)
Fix ε > 0. Using (4.20) and Lemma 4.4, we can choose λε > 0 and n0(ε) ≥ 1 such that with
probability≥ 1−ε,
X (n)1
(
tλε
)
≥C4.18λ
1
τ−3
ε , and
∑
v∈Cn,1(λε)
x2v/σ
2
2 ≥ (1+δ)λε. (4.21)
Let E be the event in (4.21). Define
ˆx (n) :=
(
xv : v ∉Cn,1(λε)
)
, and σˆ2 :=σ2( ˆx (n))=σ2−
∑
v∈Cn,1(λε)
x2v .
Writing λε+
[
σ2
]−1
=−λ′+
[
σˆ2
]−1
, it follows that on the event E ,
λ′ =
σ2− σˆ2
σ2σˆ2
−λε ≥
(1+δ)σ22λε
σ2σˆ2
−λε ≥ δλε. (4.22)
Write
tˆλ =λ+ [σˆ2]
−1, Pˆ[ · ]=P
[
·
∣∣Cn,1(λε)], and Eˆ[ · ]= E[ · ∣∣Cn,1(λε)].
Then
Eˆ
[
σ2
(
MC
(
ˆx (n), tˆ−δλε
))]
=
∑
v∉Cn,1(λε)
xv Eˆ
[
W
(
C
(
xv ; xˆ
(n), tˆ−δλε
))]
(4.23)
≤
∑
v∉Cn,1(λε)
xv
xv
1− σˆ2 tˆ−δλε
=
1
δλε
,
where the second step uses Lemma 4.1. For x ≥ 0, define the event
F (x) :=
{
W (C )≤ x for all componentC in G ( ˆx (n), tλε)
}
.
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Note that conditional on Cn,1(λε), the graph G (x
(n), tλε) \Cn,1(λε) has the same distribution as
G ( ˆx (n), tλε) conditional on F (X
(n)
1 (tλε)). Hence
1E × Pˆ
( ∑
i≥2
X (n)
i
(tλε)
2
≥ 1
)
=1E × Pˆ
(
σ2
(
MC
(
ˆx (n), tλε
))
≥ 1
∣∣ F (X (n)1 (tλε))
)
≤1E ×
Pˆ
(
σ2
(
MC
(
ˆx (n), tλε
))
≥ 1
)
Pˆ
(
F
(
C4.18λ
1
τ−3
ε
)) ≤ 1/(δλε)1−1/(δλε) ,
where the last step uses (4.22) and (4.23). Hence, for all n ≥ n0(ε),
P
( ∑
i≥2
X (n)
i
(tλε)
2
≥ 1
)
≤ ε+
1/(δλε)
1−1/(δλε)
.
The rest is routine. ■
The rest of this section is devoted to the proof of Lemma 4.4. We will make use of the follow-
ing tail bounds.
Lemma 4.5. Assume that c is as in (2.3) and define
Z (1)u := sup
s∈[0,u]
∣∣∣ ∑
i≥1
ci
(
1{ξi≤s}−P(ξi ≤ s)
)∣∣∣ and Z (2)u := sup
s∈[0,u]
∣∣∣ ∑
i≥1
c2i
(
1{ξi≤s}−P(ξi ≤ s)
)∣∣∣.
Then there exist constants C4.24,C
′
4.24
,C4.25,C
′
4.25
that depend only on the sequence {ci }i≥1
such that for every u ≥max{c1,e},
P
(
Z (1)u ≥ x
(
uτ−3 logu
)1/2)
≤ exp
(
−C4.24x loglogx
)
for all x ≥C ′4.24, and (4.24)
P
(
Z (2)u ≥ x
(
logu
)1/2)
≤ exp
(
−C4.25x loglogx
)
for all x ≥C ′4.25. (4.25)
Before starting the proof, we make note of the following asymptotics which are simple con-
sequences of (2.3):
(i) For any k ≥ 2 and j ≥ 1,
∞∑
i= j
cki
(
1−e−ci s
)
≍ s j−
k+2−τ
τ−1 on 0≤ s ≤ 1/c j ; (4.26)
(ii)
∞∑
i=1
c2i
(
1−e−ci s
)
≍ sτ−3 on s ≥ 1/c1; (4.27)
(iii)
∞∑
i=1
ci
(
ci s−1+e
−ci s
)
≍ sτ−2 on s ≥ 1/c1. (4.28)
Proof of (4.24): LetQu :=Q∩ [0,u], and define
Z (1)u,n := sup
q∈Qu
∣∣∣ n∑
i=1
ci
(
1{ξi≤q}−P(ξi ≤ q)
)∣∣∣.
Then note that it is enough to prove (4.24) with Z (1)u,n in place of Z
(1)
u .
Next, Z (1)u,n ≤Uu,n +Vu,n , where
Uu,n := sup
q∈Qu
( n∑
i=1
ci
(
1{ξi≤q}−P(ξi ≤ q)
))
, and Vu,n := sup
q∈Qu
( n∑
i=1
ci
(
P(ξi ≤ q)−1{ξi≤q}
))
. (4.29)
For each q ∈Qu , define
R iq (y) :=
(
uτ−3 logu
)−1/2
ci
(
1{y≤q}− (1−e
−ci q )
)
, i = 1, . . . ,n.
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Then by (4.27),
sup
q∈Qt
Var
( n∑
i=1
R iq (ξi )
)
≤K /logu.
Hence, by standard concentration inequalities for supremum of empirical processes (see, e.g.,
[23, Theorem 1.1 (b)], (4.24) holds withUu,n in place of Z
(1)
u provided we can show that
E
(
Uu,n
)
≤K
(
uτ−3 logu
)1/2
. (4.30)
An identical treatment will yield a similar tail bound for Vu,n , which combined with the tail
bound forUu,n will result in the desired tail bound for Z
(1)
u,n . Thus, the following lemma com-
pletes the proof of (4.24). ■
Lemma 4.6. Let Uu,n be as in (4.29). Then there exists a constant K depending only on the
sequence {ci }i≥1 such that
E
(
Uu,n
)
≤K
(
uτ−3 logu
)1/2
, for all u ≥max{c1,e}.
Proof: Let ε1, . . . ,εn be i.i.d. with P(ε1 = 1) = 1/2 = P(ε1 = −1), and let (ξ
′
1, . . . ,ξ
′
n) be an inde-
pendent copy of (ξ1, . . . ,ξn). Then
E
[
Uu,n
]
= E
[
sup
q∈Qu
Eξ
( n∑
i=1
ci
(
1{ξi≤q}−1{ξ′i≤q}
))]
≤ EEξ
[
sup
q∈Qu
( n∑
i=1
ci
(
1{ξi≤q}−1{ξ′i≤q}
))]
= E
[
sup
q∈Qu
( n∑
i=1
ci
(
1{ξi≤q}−1{ξ′i≤q}
))]
,
where Eξ[·] := E[·|ξ1, . . . ,ξn]. Introducing the Rademacher variables ε1, . . . ,εn , we see that
E
[
Uu,n
]
≤ E
[
sup
q∈Qu
( n∑
i=1
ciεi
(
1{ξi≤q}−1{ξ′i≤q}
))]
≤ E
[
sup
q∈Qu
( n∑
i=1
ciεi1{ξi≤q}
)]
+E
[
sup
q∈Qu
( n∑
i=1
ci
(
−εi
)
1{ξ′
i
≤q}
)]
= 2E
[
sup
q∈Qu
( n∑
i=1
ciεi1{ξi≤q}
)]
= 2EEξ
[
sup
q∈Qu
( n∑
i=1
ciεi1{ξi≤q}
)]
. (4.31)
Define
f q :=
(
c11{ξ1≤q}, . . . ,cn1{ξn≤q}
)
for q ∈Qu , and let ∆u :=
( ∑
i≥1
c2i 1{ξi≤u}
)1/2
.
Note that∆u is finite almost surely since c ∈ ℓ
3. For η> 0, define
N (η) :=max
{
#
{
q1, . . . ,qr
}
: ‖ f qi − f q j ‖ℓ2 > η for any 1≤ i 6= j ≤ r
}
.
Then standard chaining inequalities imply (see, for example, [27, Lemma 6.1] or [24])
Eξ
[
sup
q∈Qu
( n∑
i=1
ciεi1{ξi≤q}
)]
≤ 3∆u
∞∑
j=0
2− j
(
logN
(
2− j−1∆u
))1/2
.
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Combined with (4.31), this gives
E
[
Uu,n
]
≤ 6
∞∑
j=0
2− j
[
E
(
∆
2
u
)]1/2[
E
(
logN
(
2− j−1∆u
))]1/2
≤K
∞∑
j=0
2− ju(τ−3)/2
[
E
(
logN
(
2− j−1∆u
))]1/2
, (4.32)
where the last step uses (4.27). Let k( j ,u) be such that
∑
i≥k( j ,u)
c2i 1{ξi≤u} ≤
∆
2
u
22 j+6
<
∑
i≥k( j ,u)+1
c2i 1{ξi≤u},
and let ξ(1) < . . . < ξ(k( j ,u)−1) be the order statistics from ξi , 1 ≤ i ≤ k( j ,u)− 1. Then for any
q1, . . . ,qk( j ,u) ∈Qu satisfying
q1 < ξ(1) < q2 < ξ(2) < . . .< qk( j ,u)−1 < ξ(k( j ,u)−1) < qk( j ,u),
the set { f qi : 1≤ i ≤ k( j ,u)} is a 2
− j−2
∆u-covering of { f q : q ∈Qu}. Hence,
N
(
2− j−1∆u
)
≤ k( j ,u). (4.33)
Let x j ,u be the smallest number such that
ucexp(x j ,u ) ≤ 1, u ≤ exp
(x j ,u(4−τ)
4(τ−1)
)
, and 22 j+7
(
u
∑
i≥exp(x j ,u )
c2i
(
1−e−ciu
))1/2
≤ 1. (4.34)
Observe that by (4.26), and (2.3),
x j ,u ≤K ( j + logu). (4.35)
Now
E
[
logk( j ,u)
]
≤ x j ,u +
∫∞
x j ,u
P
(
k( j ,u)> ex
)
dx. (4.36)
Then,
P
(
k( j ,u)> ex
)
≤P
( ∑
i≥[ex ]
c2i 1{ξi≤u} >
1
22 j+6
∞∑
i=1
c2i 1{ξi≤u}
)
≤P
( ∑
i≥[ex ]
c2i 1{ξi≤u} ≥ 2
∑
i≥[ex ]
c2i
(
1−exp(−ciu)
))
+P
(
2
∑
i≥[ex ]
c2i
(
1−exp(−ciu)
)
≥
1
22 j+6
∞∑
i=1
c2i 1{ξi≤u}
)
=: T1+T2. (4.37)
To bound T1, we write
T1 ≤P
( ∑
i≥[ex ]
c2i
(
1{ξi≤u}−
(
1−exp(−ciu)
))
≥
∑
i≥[ex ]
c2i
(
1−exp(−ciu)
))
≤
Var
(∑
i≥[ex ] c
2
i 1{ξi≤u}
)
(∑
i≥[ex ] c
2
i
(
1−exp(−ciu)
))2 ≤K
u exp
(
−x(6−τ)/(τ−1)
)
u2exp
(
−x(8−2τ)/(τ−1)
) = K
u
exp
(
−
x(τ−2)
τ−1
)
, (4.38)
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where the penultimate step uses (4.26) and the fact that for x ≥ x j ,u , uc[ex ] ≤ 1 by (4.34). To
bound T2, note that for any x ≥ x j ,u ,
22 j+7
( ∑
i≥[ex ]
c2i
(
1−exp(−ciu)
))1/2
≤ u−1/2.
by (4.34). Hence,
22 j+7
( ∑
i≥[ex ]
c2i
(
1−exp(−ciu)
))
≤ u−1/2
( ∑
i≥[ex ]
c2i
(
1−exp(−ciu)
))1/2
≤K exp
(
−
x(4−τ)
2(τ−1)
)
,
where the last step uses (4.26). Writing y = exp
(
x(4−τ)
2(τ−1)
)
, we see that
T2 ≤P
(
y
∞∑
i=1
c2i 1{ξi≤u} ≤K
)
≤ eK E
[
exp
(
− y
∞∑
i=1
c2i 1{ξi≤u}
)]
= eK
∞∏
i=1
[
e−ciu +
(
1−e−ciu
)
exp
(
− yc2i
)]
= eK
∞∏
i=1
[
1−
(
1−e−ciu
)(
1−exp
(
− yc2i
))]
≤ eK exp
(
−
∞∑
i=1
(
1−e−ciu
)(
1−exp
(
− yc2i
)))
. (4.39)
Let i0 be the smallest integer such that yc
2
i0
≤ 1. This also implies that uci0 ≤ 1 by (4.34). Note
that, by (2.3),
i0 ≍ y
(τ−1)/2. (4.40)
Hence
∞∑
i=1
(
1−e−ciu
)(
1−exp
(
− yc2i
))
≥
∞∑
i=i0
(
1−e−ciu
)(
1−exp
(
− yc2i
))
≍ y
∞∑
i=i0
c2i
(
1−e−ciu
)
≍ yui (τ−4)/(τ−1)0 ≍ yuy
(τ−4)/2
= uy (τ−2)/2,
where the third step uses (4.26), and the fourth step is a consequence of (4.40). Combining this
with (4.39), we have
T2 ≤K exp
(
−K ′u exp
(x(4−τ)(τ−2)
4(τ−1)
))
. (4.41)
We complete the proof of Lemma 4.6 by combining (4.32), (4.33), (4.36), (4.37), (4.38), (4.41),
with (4.35). ■
Proof of (4.25): The proof is similar to the proof of (4.24). Note that, in this case, the definition
of ∆u should be modified as follows:
∆u :=
( ∑
i≥1
c4i 1{ξi≤u}
)1/2
.
Thus E[∆2u] ≤
∑
i≥1 c
4
i < ∞, as c ∈ ℓ
3. This explains the factor (logu)1/2 in (4.25) (instead of
(uτ−3 logu)1/2 appearing in (4.24)). We omit the details to avoid repetition. ■
Define the functionsφ,ψ : [0,∞)→R as follows:
φ(s) :=
∑
i≥1
c2i
(ci s−1+e−ci s
ci s
)
, and ψ(s) :=
∑
i≥1
c2i
(
1−e−ci s
)
.
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Observe that for each λ> 0, the function Φλ(s) := λs− sφ(s) is concave and has a unique posi-
tive zero, which we denote by s0(λ). Further, s0(λ) is strictly increasing on (0,∞), and s0(λ) ↑∞
as λ ↑∞.
Lemma 4.7. Let φ(·), ψ(·), and s0(·) be as above. Then the following hold.
(a) s0(λ)≍λ
1/(τ−3) on [1/c1, ∞).
(b) There exists η0 > 0 such that for all η ∈ (0,η0],
sup
s∈[2/c1, ∞)
φ(ηs)
φ(s)
≤ sup
s∈[2/c1, ∞)
φ
(
(1−η)s
)
φ(s)
=: 1−εη,
where εη > 0. Clearly, limη→0εη = 0.
(c) There exist δ0 > 0 and λ0 > 0 such that for all λ≥λ0,
ψ
(
s0(λ)
)
≥ (1+δ0)λ.
(d) For all s > 0 and η ∈ (0,1),ψ
(
(1−η)s
)
≥ (1−η)ψ(s). Further, if
g (η) := sup
s≥1/c1
ψ(ηs)
ψ(s)
,
then g (η)→ 0 as η→ 0.
Proof: Note that λ=φ(s0(λ))≍
(
s0(λ)
)τ−3
, where the final step uses (4.28). This proves (a).
Next, a direct calculation shows that the function u 7→ (u−1+e−u)/u is increasing on R. This
proves the claim
sup
s∈[2/c1, ∞)
φ(ηs)
φ(s)
≤ sup
s∈[2/c1, ∞)
φ
(
(1−η)s
)
φ(s)
for 0< η< 1/2. Now
φ
(
s
)
φ((1−η)s)
−1=
(1−η)
∑
i≥1 ci
(
ci s−1+e
−ci s
)
−
∑
i≥1 ci
(
ci (1−η)s−1+e
−ci (1−η)s
)
(1−η)s ·φ((1−η)s)
(4.42)
≥
∑
i≥1 ci
(
η
(
1−e−ci s
)
+e−ci s −e−ci (1−η)s
)
K sτ−2
=
∑
i≥1 ci
∫1
1−η
(
1−e−ci s −ci se
−ci su
)
du
K sτ−2
,
where the second step makes use of (4.28) and is valid whenever c1(1−η)s ≥ 1. Choose η0 > 0
small so that for all u ∈ [1−η0,1], 1−e
−x −xe−xu > 0 whenever x > 0. Now it is easy to see that,
K sτ−2 ≤
∑
i≥1
ci
(
1−e−ci s −ci se
−ci su
)
≤K ′sτ−2
uniformly for u ∈ [1−η0,1] and s ≥ 2/c1. This last observation combined with (4.42) shows that
sup
s∈[2/c1, ∞)
(
φ
(
(1−η)s
)/
φ(s)
)
< 1,
which completes the proof of (b).
Since 1−e−u ≥ (u−1+e−u)/u for u ∈ (0,∞), it immediately follows thatψ(s)≥φ(s) for s ≥ 0.
Now
ψ(s)
φ(s)
−1=
1
φ(s)
∑
i≥1
c2i
(1−e−ci s
ci s
−e−ci s
)
≥
K sτ−3
φ(s)
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when s ≥ 1/c1. Since φ(s) ≍ s
τ−3 on [1/c1,∞), it follows that there exist δ0 > and s⋆ > 0 such
thatψ(s)≥ (1+δ0)φ(s) for all s ≥ s⋆, which in turn implies the existence of a λ0 such that
ψ
(
s0(λ)
)
≥ (1+δ0)φ
(
s0(λ)
)
= (1+δ0)λ
for all λ≥λ0. This proves (c).
Since 1−exp(−(1−η)s)≥ (1−η)(1−e−s), it follows thatψ
(
(1−η)s
)
≥ (1−η)ψ(s). To prove the
last claim, note that
g (η)≤ sup
ηc1s≥1
ψ(ηs)
ψ(s)
+ sup
1≤c1s≤1/η
ψ(ηs)
ψ(s)
≤K
(
ητ−3+ sup
1≤c1s≤1/η
ηs
sτ−3
)
≤K
(
ητ−3+
ητ−3
c4−τ1
)
,
where the second step uses (4.26) and (4.27). This completes the proof of (d). ■
We now turn to
Proof of Lemma 4.4: Let δ0 λ0, and g (·) be as in Lemma 4.7. Choose η ∈ (0,1/2) such that(
1−η− g (η)
)
(1+δ0)> 1+δ0/2. (4.43)
Now
Φλ
(
(1−η)s0(λ)
)
= (1−η)s0(λ)
[
λ−φ
(
(1−η)s0(λ)
)]
≥ (1−η)s0(λ)
[
λ− (1−εη)φ
(
s0(λ)
)]
= (1−η)s0(λ)λεη ≥Kηλ
τ−2
τ−3 ,
where the second step uses Lemma 4.7 (b) and the last step uses Lemma 4.7 (a). Similarly
Φλ
(
ηs0(λ)
)
≥Kηλ
τ−2
τ−3 . SinceΦλ(·) is concave, it follows that
Φλ
(
s
)
≥Kηλ
τ−2
τ−3 , for ηs0(λ)≤ s ≤ (1−η)s0(λ). (4.44)
Recall the definitions ofWλ,c (·) and Z
(1)
u from (4.16) and Lemma 4.5 respectively. Then
Z (1)
s0(λ)
= sup
s≤s0(λ)
∣∣∣Wλ,c (s)−Φλ(s)
∣∣∣. (4.45)
Using (4.44), (4.45), and applying (4.24) with u = s0(λ) and x = θλ
τ−1
2(τ−3)
(
logλ
)−1/2
where θ > 0 is
very small, we see that
P
(
Wλ,c (s)> 0 for all ηs0(λ)≤ s ≤ (1−η)s0(λ)
)
≥ 1−exp
(
−C f1(λ)
)
, (4.46)
where f1(λ)=λ
τ−1
2(τ−3) loglogλ/
√
logλ. Let γ⋆(= γ⋆(λ)) be the excursion of the reflected process
W λ,c (·) alive at s = s0(λ)/2. Then (4.46) shows that γ⋆ is alivewhen ηs0(λ)≤ s ≤ (1−η)s0(λ) with
probability at least 1−exp
(
−C f1(λ)
)
. Combining this with Lemma 4.7(a) proves (4.18).
Now, with probability at least 1−exp
(
−C f1(λ)
)
,∑
i∈γ⋆
c2i ≥ Y :=
∑
i≥1
c2i 1
{
ηs0(λ)≤ ξi ≤ (1−η)s0(λ)
}
.
Further,
∣∣Y −ψ((1−η)s0(λ))+ψ(ηs0(λ))∣∣≤ 2Z (2)s0(λ). Using Lemma 4.7(c–d) and (4.43), it follows
that ∑
i∈γ⋆
c2i ≥
(
1+δ0/2
)
λ−2Z (2)
s0(λ)
(4.47)
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with probability at least 1− exp
(
−C f1(λ)
)
. Using the tail bound (4.25) with x = θλ/
√
logλ
(where θ > 0 is very small), we see that there exists λ0 > 0 such that
P
( ∑
i∈γ⋆
c2i ≤ (1+δ0/4)λ
)
≤ exp
(
−K f2(λ)
)
(4.48)
for all λ≥λ0, where f2(λ) :=λ loglogλ/
√
logλ.
Recall the breadth-first exploration of the graph G (x (n), t ) from [4]. Then [9, Lemma 5.4]
implies that the componentC (n)
⋆
(=C (n)
⋆
(λ)) ofG (x (n), tλ) being explored at time s0(λ)/2 satisfies
(
W
(
C
(n)
⋆
)
,
∑
v∈C (n)
⋆
(x (n)v )
2
σ2(x (n))2
)
w
−→
(
|γ⋆|,
∑
i∈γ⋆
c2i
)
.
Thus, there exists n0 = n0(λ) such that for all n ≥ n0, P(E
(n)c )≤ 2exp(−K f2(λ)), where
E (n) =
{ ∑
v∈C (n)
⋆
(x (n)v )
2
σ2(x (n))2
≥λ
(
1+
δ0
4
)
, and W (C (n)
⋆
)≥ (1−2η)s0(λ)
}
.
Now, by an argument identical to the one given around (4.23), it follows that
1E (n) ·P
( ∑
C ∈S (n)
W (C )2 ≥ x
∣∣∣ F )≤ 4
δ0xλ
,
where S (n) is the set of components explored after exploring C (n)
⋆
, and F is the sigma-field
generated by the exploration process up to the exploration of C (n)
⋆
. Taking x = θ′λ
2
τ−3 (where
θ′ > 0 is very small) and using Lemma 4.7(a), we see that C (n)
⋆
= C
(n)
1 (λ) with probability at
least Kλ−
τ−1
τ−3 , where C (n)1 (λ) is the component such that W (C
(n)
1 (λ)) is the largest among all
components. This in turn implies that
P
( ∑
i∈γ1,c (λ)
c2i <λ
(
1+
δ0
4
))
≤ liminf
n
P
( ∑
v∈C (n)1 (λ)
(x (n)v )
2
σ2(x (n))2
<λ
(
1+
δ0
4
))
≤ liminf
n
[
P
( ∑
v∈C (n)
⋆
(x (n)v )
2
σ2(x (n))2
≤λ
(
1+
δ0
4
))
+P
(
C
(n)
⋆
is notC (n)1 (λ)
)]
≤Kλ−
τ−1
τ−3 .
This completes the proof of (4.19). ■
4.5. Proof of Corollary 3.4: Consider the modified Erdo˝s-Rényi process G(n,M), where at
each step, edges are sampled uniformly andwith replacement, i.e., multiple edges are allowed.
A simple computation shows that the number of multiple edges created up to M ≤ n is tight.
Thus, it is enough to show that n−2/3
(
L
(n)
er −n/2
)
is tight, where Ler denotes the last time the
leader changes inG(n,M).
Consider the weight sequence x (n) where x (n)
i
= n−2/3 for 1 ≤ i ≤ n. Then x (n) satisfies Con-
dition I and σ2(x
(n)) = n−1/3. To each pair (i , j ), 1 ≤ i < j ≤ n, associate a Poisson process Ni j
having rate n−4/3. Let
N =
⋃
1≤i< j≤n
Ni j =
{
τ1 < τ2 < . . .
}
.
Then N has rate λ := (n − 1)/(2n1/3). Construct the random graph process {G (x (n), t )}t≥0 as
follows: For each k ≥ 1, if τk ∈ Ni j , then connect i and j by an edge at time τk . Clearly
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{
G(n,M)
}
M≥1 has the same distribution as
{
G (x (n),τM )
}
M≥1. Let L
(n) be the last time the leader
changes in G (x (n), ·). For any y > 0, defineM(y)= [n/2+ yn2/3]. Then,
P
(
L
(n)
er ≥M(y)
)
=P
(
L(n) ≥ τM(y)
)
. (4.49)
Since, for any fixed y > 0,
τM(y) =λ
−1M(y)+ΘP
(
λ−1
√
M(y)
)
= n1/3+2y +ΘP (n
−1/6)=
[
σ2(x
(n))
]−1
+2y +ΘP (n
−1/6),
an application of Theorem 3.1 shows that n−2/3
(
L
(n)
er −n/2
)+
is tight. An identical argument will
yield tightness of n−2/3
(
L
(n)
er −n/2
)−
. This completes the proof.
4.6. Proof of Theorem3.1(b). Fixλ ∈R and recall the inhomogeneousBrownianmotionWλ(·)
in (4.6), the corresponding reflected processW λ(·) in (4.7) and the decreasing sequence of ex-
cursions ξ(λ) arising of normalized limits of component sizes in (4.8). Wewill need some prop-
erties of these distributional limits.
By [4, Proposition 18 and Eqn (80)], for any ε> 0, we can choose λε > 0 such that with prob-
ability at least 1−ε, the following three assertions hold simultaneously:
λε
∑
i≥1
∣∣γi (−λε)∣∣2 ≥ 1/2,
∣∣∣∣ 1∑
i≥1
∣∣γi (−λε)∣∣2 −λε
∣∣∣∣≤ 1, and λε× ∣∣γ1(−λε)∣∣≤ ε.
Writing tλ =λ+
[
σ2(x
(n))
]−1
and using (4.8), we can choose n0(ε) such that for all n ≥ n0(ε),
λεσ2
(
X (n)
(
t−λε
))
≥ 1/2,
∣∣∣∣ 1σ2(X (n)(t−λε)) −λε
∣∣∣∣≤ 1, and λε×X (n)1 (t−λε)≤ ε (4.50)
with probability≥ 1−2ε.
Let us now describe the core idea in words. Using the above estimates and Lemma 4.1, we
will show that the maximal component at time t−λε cannot become too “large” by time t−2.
Further by (4.8), themaximal component at time t−2 is reasonably large. This implies that there
has had to have been a leader change whp in the interval [t−λε , t−2]. We now make this idea
precise. Let X (n)
(
t−λε
)
=: z = (z1 ≥ z2 ≥ . . .) and suppose we start the multiplicative coalescent
with this as the initial sequence. Run this process for λε−2 units of time. Using Lemma 4.1, on
the event (4.50),
E
(
W
(
C (z1;z ,λε−2)
) ∣∣ z)≤ z1
1− (λε−2)σ2(z)
=
z1
σ2(z)
×
1
1
σ2(z)
−λε+2
≤
z1
σ2(z)
≤
ε
λεσ2(z)
≤ 2ε.
Hence, for all δ> 0 and n ≥ n0(ε),
P
(
W
(
C
(
z1;z ,λε−2
))
≥ δ
)
≤ 2ε
(
1+1/δ
)
. (4.51)
However by (4.8) for all η> 0, there exists δη > 0 and n1(η)≥ 1 such that for all n ≥ n1(η),
P
(
X (n)1
(
t−2
)
≥ δη
)
≥ 1−η. (4.52)
Combining (4.51) and (4.52), we see that for all n ≥ n0(ε)∨n1(η),
P
(
M−n ≥λε
)
≤ η+2ε(1+1/δη).
We take ε= ηδη to get the desired result.
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4.7. Proof of Theorem 3.3: The proof of Theorem 3.1(b) shows that for any η > 0, we can
choose λ(1)η > 0 large so that P
(
a change of leader occurs between times t = t
−λ(1)η
and t = 0
)
≥
1−η. By repeating the same argument, we can choose λ(1)η <λ
(2)
η <λ
(3)
η . . . such that for j ≥ 1,
P
(
a change of leader occurs between times t = t
−λ
( j+1)
η
and t = t
−λ
( j )
η
)
≥ 1−η/2 j .
It thus follows that for any j ≥ 1 and η> 0,
limsup
n
P
(
N (n) ≤ j
)
≤ 2η,
which completes the proof. ■
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