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ABSTRACT
This paper is concerned with the development of a hy-
brid data-driven technique for unsteady fluid-structure interac-
tion systems. The proposed data-driven technique combines
the deep learning framework with a projection-based low-order
modeling. While the deep learning provides low-dimensional ap-
proximations from datasets arising from black-box solvers, the
projection-based model constructs the low-dimensional approxi-
mations by projecting the original high-dimensional model onto
a low-dimensional subspace. Of particular interest of this pa-
per is to predict the long time series of unsteady flow fields of
a freely vibrating bluff-body subjected to wake-body synchro-
nization. We consider convolutional neural networks (CNN) for
the learning dynamics of wake-body interaction, which assem-
ble layers of linear convolutions with nonlinear activations to
automatically extract the low-dimensional flow features. Us-
ing the high-fidelity time series data from the stabilized finite
element Navier-Stokes solver, we first project the dataset to a
low-dimensional subspace by proper orthogonal decomposition
(POD) technique. The time-dependent coefficients of the POD
subspace are mapped to the flow field via a CNN with nonlinear
rectification, and the CNN is iteratively trained using the stochas-
tic gradient descent method to predict the POD time coefficient
when a new flow field is fed to it. The time-averaged flow field,
the POD basis vectors, and the trained CNN are used to predict
∗Address all correspondence to this author.
the long time series of the flow fields and the flow predictions
are quantitatively assessed with the full-order (high-dimensional)
simulation data. The proposed POD-CNN model based on the
data-driven approximation has a remarkable accuracy in the en-
tire fluid domain including the highly nonlinear near wake region
behind a freely vibrating bluff body.
NOMENCLATURE
Ai POD time coefficients at time ti
C Translational damping coefficient
CDp,CLp Pressure-induced drag and lift coefficients
D Characteristic length
Ei CNN prediction error
fn Natural frequency of translational vibrations
γ Learning rate of CNN
K Translational stiffness coefficients
K Convolutional kernel matrix
m Mesh count
M Mass of the bluff body
m∗ Mass ratio
m f Mass of the fluid displaced
µ f Dynamic viscosity of the fluid
n Number of snapshots
n Unit normal vector
Pi Normalized pressure of the ith node of the mesh
ψ Momentum of CNN
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ρ f Density of the fluid
Re Reynolds number
σp Pressure contributed stress component
U∞ Fluid stream velocity
Ur Reduced velocity for translational motion
V POD mode matrix
w Weight matrix of CNN
W Kernels and weights of CNN (K and w)
Y Flow field dataset
y Mean flow field
yi Flow field snapshot at time ti
zci ,zri Outputs of convolution and rectification layers
ζ Translational damping ratio
1 Introduction
Unsteady flows involving fluid-structure interactions (FSI)
are ubiquitous in marine and offshore engineering. Even a sim-
ple configuration of a coupled FSI system can exhibit complex
spatial-temporal dynamics and synchronization as functions of
physical parameters and geometric variations. Development of
an efficient and a general purpose FSI model for the prediction
and analysis of such unsteady dynamical behaviour is one of
the long-standing problems. In particular, a reliable prediction
of the underlying dynamics due to the vortex shedding and the
wake-body synchronization poses a serious challenge to the cur-
rent state-of-the-art analytical tools. Moreover, complex spatial-
temporal characteristics are strongly dependent on the underly-
ing physical parameters and geometric variations in such a cou-
pled dynamical system of wake-body interaction.
While the current full-order modeling (i.e., solution of par-
tial differential equations) techniques provide a high-fidelity
data, they are time-consuming and computationally expensive
for the prediction and analysis of long-term dynamics. Further-
more, once generated, these high-fidelity data are rarely utilized
to increase the efficiency of the subsequent flow field extraction
and prediction. Herein, we are interested in the development of a
general data-driven low-dimensional model that can learn the dy-
namical system well enough to efficiently forecast the time series
of flow fields using the high-dimensional simulation data. For
this purpose, we combine the projection-based model reduction
with the deep learning, whereas the projection-based low-order
approximation provides physically interpretable flow fields and
the deep learning enables efficient prediction of unsteady flow
fields. During the development of this machine learning model
for dynamical predictions, we surmise that the dominant flow
features lie on an embedded nonlinear low-dimensional manifold
within the high-dimensional space.
In the field of numerical analysis, the dimensionality reduc-
tion based on proper orthogonal decomposition (POD) provides
a low-dimensional data-driven approximation for analyzing dy-
namical systems [1]. A high-fidelity dataset can be projected
to a low-dimensional subspace via Galerkin method whereas the
POD-Galerkin gives time-invariant spatial modes/basis related to
significant physical features such as vortex street, shear layer and
near-wake bubble [2]. This low-dimensional basis can be used to
reconstruct the already available field and extract the significant
flow features which influence the underlying dynamics.
In the field of computer science, one of the recent ap-
proaches for handling high-dimensional data is to learn the hid-
den representation automatically by supervision with the output
via neural networks. Such machine learning techniques, espe-
cially the biologically-inspired (neuron-based) learning, have a
predictive capability for the time series estimation. In particu-
lar, convolution based neural networks with nonlinear rectifica-
tion known as convolutional neural networks (CNN) have some
attractive properties such as local connectivity, nonlinear embed-
ded mapping and parameter sharing. In a recent work of [3],
the authors have demonstrated the ability of CNN for unsteady
force prediction along with its physical analogy and justifica-
tions for the deterministic analysis of flow dynamics using the
Navier-Stokes equations. It is natural to integrate the physically
interpretable POD-based low-order model with a data-driven ma-
chine learning. The present study revolves around two funda-
mental questions: (i) can we utilize POD approximation to learn
low-dimensional features for predicting unsteady laminar wake
fields? (ii) can we generalize combined POD-CNN for the simu-
lation of wake-body synchronization while assuming the interac-
tion of dominant low-dimensional features with a vibrating bluff
body?
In this paper, we combine the POD and CNN techniques in
a way to take the advantage of the optimal low-dimensional rep-
resentation given by POD and the multi-scale feature extraction
provided by the CNN. More specifically, we develop an efficient
CNN model which is trained to learn the nonlinear functional re-
lationship between the present flow field (input) and time-varying
POD coefficients of the future time step (output). During the
training phase, the CNN is fed with a set of known input-output
combinations obtained by the full-order model (FOM). Using
the trained CNN, we can feed a known flow field and predict
the unknown time coefficients of the next time step. We apply
the proposed POD-CNN technique to wake-body interaction sys-
tems which have statistically stationary dynamical behavior. We
consider a canonical problem of a laminar unsteady wake inter-
acting with an elastically-mounted square cylinder because it of-
fers distinct flow features that are linearly independent and can be
learned to predict future flow fields. We assess the predictions of
the long time series of flow fields, namely global accuracy of the
full domain, local resolution of the non-linear wake regions, the
accuracy of the derived statistics such as the fluid forces on the
bluff body. Predictions of unsteady wake-body interaction via
low-dimensional learning model have a broad range of engineer-
ing applications with regard to design optimization, parameter
space exploration and the real-time control and monitoring.
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The outline of the rest of the article is as follows. The hybrid
deep-learning model and the convolution based neural network
are detailed in the next section. Section 3 presents the results and
discussion together with the problem set-up, the hyperparameter
tuning of the deep learning network and the performance of the
hybrid deep learning model for fluid flow predictions. Finally,
the major conclusions of this work are reported in the last section.
2 Low-dimensional deep learning model
Herein, we present a low-dimensional learning model which
is trained using the full-order simulation data to reconstruct the
unknown future flow fields efficiently without solving the gov-
erning differential equations. While we utilize POD for the low-
dimensional approximation, we consider convolutional neural
networks as the learning technique, wherein we do not explic-
itly map adjacent flow fields. To train a CNN explicitly for such
high-dimensional many-to-many mapping, there is a need for
significantly many convolution layers and/or kernels. When the
number of convolution layers is increased and/or larger kernels
are used, a weight in the final layer of the CNN represents a very
large size problem. In this brute-force manner, the CNN loses
the local connectivity which is essential to capture smaller length
scale features present in the unsteady separated flows. More-
over, it makes the CNN extremely less efficient to train and ex-
ecute for useful predictions. We further assume that the solution
space of the unsteady wake system attracts a low-dimensional
subspace, which allows building a set of POD basis vectors from
the high-dimensional space. We map the time-dependent fluc-
tuations of this low-dimensional representation with the known
flow field data to reconstruct and predict the unknown flow fields
via machine learning. By combining the dimensional reduction
of the POD and the locally-connected learning process of CNN,
we next describe our novel prediction technique for wake-body
interaction systems.
2.1 Hybrid POD-CNN procedure
The prediction technique requires a high-fidelity series of
snapshots of the flow field obtained by full-order simulations, ex-
periments or field measurements. Let Y = {y1 y2 ...yn} ∈ Rm×n
be the flow field data set where yi ∈Rm is the flow field snapshot
at time ti and n is the number of snapshots. m  n is the
number of data points, for example, number of probes in an
experiment or field measurements or the number of mesh nodes
in a numerical simulation. The target is to reconstruct and
predict the future flow fields: yn+1,yn+2, ... using the data set Y.
The proposed POD-CNN technique can be divided into four key
steps, which are as follows:
Step 1: Generate the proper orthogonal decomposition (POD)
basis for dataset Y
Using the n snapshots we can determine the mean field (y ∈
Rm), the POD modes (V ∈ Rm×k) and the time dependent POD
coefficients, such that
yi ≈ y+VAi, i = 1,2, ...,n (1)
whereAi = [ai1 ai2 ...aik]∈Rk are the time coefficients of the first
k significant modes for the time ti. The vectors {A1,A2, ...,An}
can be determined using the POD reconstruction technique
based on linear or nonlinear projections. Note that k ≤ n m
and k can be estimated via the mode energy distribution. This
decomposition reduces the order of the flow field from O(m) to
O(k). Now the problem of predicting yn+1 ∈ Rm simply reduces
to the determination of the vector An+1 ∈ Rk.
Step 2: Train the convolutional neural network
Training consists of determining a function that allows to
estimate a finite time series of measurements. We employ the
convolutional neural network described Section in 2.2 as the ma-
chine learning method. The CNN is employed between the flow
field data set yi−1 and the POD time coefficients Ai. We can con-
struct a mapping using the following functional relationships:
Ai = f (yi), yi = g(yi−1), Ai = f ◦g(yi−1), (2)
where f is the nonlinear function relating the time coefficients
and the flow field data. For example, in the linear POD re-
construction, f is the inner product 〈yi − y,V 〉 and g is the
unknown mapping between the flow fields of adjacent time
steps. Set the convolutional neural network such that the
data set {y1,y2, ...,yn−1} is mapped to the POD coefficient set
{A2,A3, ...,An} so that f ◦g map is transformed to
Ai = F(yi−1,K,w), (3)
where K and w are the time-independent trained kernels and
weights and F denotes the CNN operation. The CNN is initial-
ized with guessed convolution kernels and weights. The network
predicts the outputs and compares them with the real output and
iteratively adjusts the kernels and weights. Once trained, K and
w form an offline network which outputs the POD coefficients
of the next time step when fed with the flow field matrix.
Step 3: Prediction of An+1
In Step 2, it is worth noting that the known flow field of the
last time step yn is not used for the CNN training. By feeding
it to the trained CNN, we can obtain the unknown POD time
coefficients at tn+1: An+1. Using An+1, we can reconstruct the
predicted flow field at tn+1 (yn+1) as follows:
yn+1 ≈ y+VAn+1. (4)
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Step 4: Loop through the offline database and predict all other
steps
After establishing the above steps, we can utilize the mean,
the POD modes and the trained CNN to iteratively predict the
future time steps starting from yn+1. An illustration of the pro-
cess is shown in figure 1. This technique is capable of predicting
any number of time steps autonomously with the feedback loop
provided that an adequate amount of high-fidelity data is used to
determine the mean and the POD modes, and to train the CNN
properly such that the prediction error is within the acceptable
range for the predicted time series. We further elaborate on the
integration of POD-based low-dimensional approximation with
the CNN process.
2.2 Convolutional Neural Network
The convolutional neural network is designed to map the
output and input taking the spatial features of the input into ac-
count. First, the CNN is trained using a known dataset and
then used for predictions. The training phase consists of an it-
erative predictor (feed-forward) process and a corrector (back-
propagation) process. Here, we briefly describe the components
of the CNN in the context of flow field time series prediction.
Refer to [3] for further elaboration on the use of CNN for fluid
mechanics and [4] for CNNs in general. The training phase of
the CNN involves the input function, the feed-forward process,
and the back-propagation process.
Determination of the proper input and output fields is crit-
ical for the design of the CNN. For example, it is possible to
map the flow fields {y1,y2, ...,yn−1} directly to the flow fields of
the adjacent time step {y2,y3, ...,yn}. This m×n−1 to m×n−1
mapping will require an extremely complex CNN with many lay-
ers. The training process will be computationally expensive and
time-consuming and the network is prone to overfitting and large
errors. Using the POD-based dimensionality reduction, we can
first reduce the order of the output to k×n−1 such that only the
POD time coefficients {A2,A3, ...,An} are mapped to the flow
field. The mean and the POD modes are stored to be used during
the time series prediction of a dynamical system. Moreover, the
CNN does not require the refinements and connectivities of the
underlying mesh employed in a full-order solver. In the present
work, a coarse 2D and uniformly ordered point-cloud with in-
terpolated fluid field values are used as the input function. We
consider a triangulation-based linear interpolation to convert the
Y ∈ Rm×n dataset to the tensor Y∗ = {y∗1,y∗2, ...,y∗n} ∈ Rp×q×n
where p,q are the spatial dimensions of the 2D point-cloud. It is
worth mentioning that the size of y∗i is lower than a typical 2D
mesh for a full-order simulation and is uniform regardless of the
original mesh size. Once the input and output are determined, the
CNN iteratively applies the feed-forward (predictor) and back-
propagation (corrector) processes until the required convergence
is achieved.
The feed-forward process applies the operations: convolu-
tion, rectification and down-sampling in sequence, first on the
input matrix, then on the output obtained from the above oper-
ations. The convolution is a discrete operation which outputs a
3D tensor zci for each input y∗i [4]:
zci = {zciαβ j}= y∗i ?K=
{
q
∑
b=1
p
∑
a=1
y∗iabK(α−a+1)(β−b+1) j
}
,
j = 1,2, ...,nk,
(5)
where K is the adaptive time independent kernel tensor, nk is
the number of convolution kernels and typically zci ∈ Rp×q×nk .
The tensor changes slightly if the convolution stride > 1 and any
padding used, both of which are not incorporated in this paper.
Further elaborations on the effect of non-unit stride and zero-
padding can be found in [4]. Since convolution is a linear opera-
tion, the rectification process is incorporated to introduce nonlin-
earity to the training: zri =max(0,zci ). In a typical CNN, the rec-
tification is followed by a down-sampling operation. However,
in our study, we observe that it deteriorates the flow dynamic re-
sults. Usually, the convolution and rectification operations are
repeated sequentially with kernel tensors with different sizing.
Then the final tensor is stacked to get a vector zi ∈Rs, where s is
the stacked size of the final vector. This vector is then mapped to
the output by simple weights:
Aˆi = wzi, (6)
where w ∈ Rk×s is the adjustable time-independent weight ma-
trix and Aˆi is the predicted output of the CNN. This mapping
is also known as a fully-connected layer. A CNN may contain
more than one such fully-connected layers which are not dis-
cussed herein. During the training, we calculate the error be-
tween the predicted (Aˆi) and true (Ai) outputs and iteratively ad-
just the kernel tensors (K) and weight matrices (w) using the
back-propagation technique.
The training phase of the CNN is an iterative process, which
continuously minimizes the error between the predicted and ac-
tual outputs. The process compares the output of the feed-
forward pass with the full-order result and corrects the kernels
and weights to minimize the error. For the ease of explanation,
let us denote these adjustable elements as W . We define a cost
function C to measure the discrepancy between the feed-forward
prediction and full-order POD coefficients:
Ei = C (Aˆi,Ai). (7)
In this study, the cost function C is the root mean square error
L2 function. Now the target is to update the weight set W to
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Figure 1: Hybrid Data-Driven Deep Learning Technique: Block diagram for the iterative prediction of the flow fields via deep learning
CNN and POD-based low-dimensional approximation. The prediction starts from yn+1 and loops until the desired number of time steps
are predicted. The diagram illustrates the prediction of ‘ j’ number of flow fields from yn+1 to yn+ j+1.
minimize the error Ei using a gradient descent back-propagation
method. In what follows is a brief description of the back-
propagation.
For simplicity, let us denote the output of the lth layer (sub-
routine) of the feed-forward process as zli , which can be related
to the previous layer output z(l−1)i and the weights of the lth layer
W l as follows:
zli =G(W
l
,zl−1i ), (8)
where G represent a single pass of convolution, rectification and
down-sampling (if any) or a fully connected layer. Note that, for
an N-layered CNN, z0i = y
∗
i and zNi = Aˆi. The back-propagation
process starts at the predicted value where the error gradient of
the fully connected layer can be determined first. When the error
gradient of the lth layer: ∂Ei
∂zli
is known, we can estimate the error
gradients using the chain rule:
∂Ei
∂W l
=
∂G
∂W
(
W l ,zl−1i
) ∂Ei
∂zli
,
∂Ei
∂zl−1i
=
∂G
∂z
(
W l ,zl−1i
) ∂Ei
∂zli
,
(9)
where ∂G∂W and
∂G
∂z are the Jacobians of G relative to W and z,
and are evaluated at the lth layer. After the evaluation of the error
gradients ∂Ei∂W , we employ the stochastic gradient descent method
with momentum (SGDM) [5] to adjust the parameter set for the
T th iteration:
W T =W T−1− γ1S
S
∑
p=1
∂Ei
∂W
+ψ(W T−1−W T−2) (10)
where γ > 0 is the learning rate, ψ ∈ [0,1] is called the momen-
tum and it is the hyper-parameter which determines the contribu-
tion from the previous gradient correction, and the parameter S
denotes the stochastic sample (mini-batch) size. The gradient in
the SGDM is an expectation with a provable convergence, which
may be approximately estimated using a small set of samples [6].
In the next section, we present the effectiveness of the POD-CNN
technique for the predictions of flow fields and the wake dynam-
ics behind a freely vibrating square cylinder in cross-flow.
3 Results and discussion
3.1 Problem set-up
In this work, for the first time, we apply a combined POD
and CNN to determine the dynamic flow fields. We con-
sider a prototypical fluid-structure interaction (FSI) set-up of an
elastically-mounted cylinder to extract the unsteady flow field
and to predict the dynamical data. In this coupled wake-cylinder
problem, the low-dimensional flow structures such as the vortex
street, the shear layer and the near-wake can be interpreted as
an embedded feature into the high-dimensional snapshots. The
idea for the POD-CNN model is to extract these low-dimensional
features and to predict the dynamic flow fields via the learned
low-dimensional model. In particular, we are interested to pre-
dict the time-series of the pressure field and the pressure force
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Figure 2: (a) Schematic of the fluid domain, bluff body motion
and boundary conditions. (b) Unstructured mesh used in finite
element solver The top right inset shows the near cylinder mesh.
on a generic fluid-structure interaction problem. While the pro-
posed technique can be generalized for any fluid-structure sys-
tem involving the interaction dynamics of flexible structures with
an unsteady wake-vortex system, we consider a freely vibrating
square cylinder in cross-flow, identical to [2]. The cylinder is free
to oscillate in the streamwise (X) and the transverse (Y ) direc-
tions. Figure 2(a) summarizes the fluid domain limits, degrees of
freedom of the bluff body motion and the boundary conditions.
Figure 2(b) is the unstructured mesh used in the full-order high-
dimensional solver.
The wake-body synchronization is strongly influenced by
the four key non-dimensional parameters, namely mass-ratio(
m∗ = Mm f
)
, Reynolds number
(
Re = ρ
fU∞D
µf
)
, reduced velocity(
Ur = U∞fnD
)
, and critical damping ratio (ζ = C
2
√
KM
) where ρf
denotes the fluid density, µf is the dynamic viscosity, M is the
mass per unit length of the body, C and K are the damping and
stiffness coefficients, respectively for an equivalent spring-mass-
damper system of a vibrating structure, U∞ and D denote the free-
stream speed and the diameter of the cylinder, respectively. The
natural frequency of the body is given by fn = (1/2pi)
√
K/M
and the mass of displaced fluid by the structure is m f = ρfD2Lc
for a square cross-section, and Lc denotes the span of the cylin-
der. We particularly select these parameters to represent an FSI
system with a low mass and damping ratios and undergoing syn-
chronized wake-body motion. To obtain the high-dimensional
approximation of the coupled wake-body interaction using the
incompressible Navier-Stokes equations and the rigid body dy-
namics, we employ the stabilized finite element method and a
strongly coupled fluid-structure coupling scheme. Further de-
tails of the numerical methodology, the problem set-up and the
discretization parameters can be found in [2].
We perform full-order simulations to extract an adequate
number of pressure field snapshots. Using the flow field data, we
first calculate the mean field, the POD basis vector and the POD
time coefficients. Subsequently, we feed the pressure snapshots
and POD coefficients as input-output pairs to the CNN. This al-
lows to obtain the time series of the pressure and velocity fields
within the error threshold. Using the pressure field, we evaluate
the time history of the pressure-induced drag (CDp) and lift (CLp)
forces given by:
CDp =
1
1
2ρfU2∞D
∫
Γ
(σp ·n) ·nx dΓ,
CLp =
1
1
2ρfU2∞D
∫
Γ
(σp ·n) ·ny dΓ,
(11)
where Γ denotes the fluid-solid interface, σp = −pI is the pres-
sure contributed stress component, nx and ny are the Cartesian
components of the unit normal vector n. We further assess the
POD-CNN based predictions with the full-order results in Sec-
tion 3.3.
3.2 Tuning of the neural network
Extreme refining and overuse of the convolution layers may
cause the CNN to overfit the training data set and make it inca-
pable of predicting the flow fields other than the training dataset.
However, the under-utilization of convolution will increase the
error in the feature reconstruction and the prediction of long-
term dynamics. Here, we present an empirical sensitivity study
to establish the hyper-parameter values for the best performance
of the CNN. Specifically, we address some of the general issues
raised by [7] for deep learning methods in fluid flows namely, the
size of the kernels, the number of kernels per layer, mini-batch
size and the learning rate to be used in the CNN. We carry out the
FOM on a general laminar wake-body interaction case where the
bluff body undergoes significant motion and exhibits statistically
6
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Figure 3: Hyper-parameter optimization of CNN: Variation of maximum MSE after 300 predictions (a) CNN kernel size (60 kernels,
mini-batch size = 30, γ = 0.005), (b) number of kernels (3×3 kernels, mini-batch size = 30, γ = 0.005), (c) mini-batch size (80, 3×3
kernels, γ= 0.005) and (d) learning rate (80, 3×3 kernels, mini-batch size = 30). The trained network is fed iteratively by the predicted
pressure fields (POD-CNN) and separately by the FOM pressure fields for the baseline comparison purpose.
stationary flow dynamics. We consider a square cylinder FSI sys-
tem with Re = 125,m∗ = 3.0,Ur = 6.0 and ζ = 0.05 and collect
(n =)301 snapshots to obtain 300 future pressure fields via the
POD-CNN procedure. To evaluate the trained model, the mean
squared error (MSE) is calculated for each prediction which is
given by:
MSE =
1
m
m
∑
i=1
(
Pˆi−Pi
)2
, (12)
where m is the mesh count, Pˆi and Pi are the predicted and true
normalized pressure of the ith node of the mesh, respectively.
To demonstrate the POD-CNN learning model, we consider the
maximum MSE of the 300 predicted pressure fields for the com-
parison purpose. Figure 3 summarizes the hyper-parameter opti-
mization for our POD-CNN predictions. We only use one convo-
lution layer, one rectification layer and one fully-connected layer
for each POD mode. We assume that, in the convolution layer,
60 kernels have to be used with mini-batch size = 30 and learn-
ing rate (γ) = 0.005 and check the best kernel size. Subsequently,
we optimize the number of kernels, the mini-batch size and the
learning rate. Notably, we find that a network with a single con-
volution layer with 80 kernels of size 3×3, mini-batch size =30
and γ = 0.005 gives the best performance. The pressure field
prediction results of this CNN is presented in the next section.
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3.3 Pressure field reconstruction and prediction
We first use the CNN designed in Section 3.2 to extract
the time-series of the pressure field of the laminar FSI sys-
tem: a freely vibrating square cylinder in a uniform flow with
Re = 125,m∗ = 3.0,Ur = 6.0 and ζ = 0.05. We obtain 301
pressure field snapshots (Pi, i = 1,2, ...,301) using the FOM
and calculate the mean (P), the POD basis (V ) and the POD
coefficients (Ai, i = 1,2, ...,301). As shown in figure 4, the
first 10 POD modes contain 99.99% of the total mode energy.
Hence we truncate V and A only to contain the data of these
10 modes only. Refer to [2] for further details on mode energy
cascade. After the truncation of the POD matrices, we feed the
(Pi,Ai+1), i = 1,2, ...,300 pairs to train the CNN. The mean,
the POD basis and the trained CNN are then employed to pre-
dict the pressure field time series: Pˆi, i = 302,303, ...,601. The
predictions are compared against the true pressure field series
Pi, i = 302,303, ...,601 obtained by the FOM.
Figure 5 illustrates the prediction quality of the POD-CNN
technique. For the first time, we are able to extract the flow
field without the use of a full-order simulation and yet main-
tain a remarkable accuracy. Figure 5(a) and figure 5(b) show
the predicted and FOM pressure fields for the 300th time step
(Pˆ601 and P601). Figure 5(c) displays the percentage error be-
tween these two fields, whereas the error is below 6.2%. The
proposed POD-CNN model maintains the mean-squared error of
300 flow fields below 3×10−5 (figure 5(d)) hence the POD-CNN
model has learned to predict the unsteady flow fields over a broad
range of time steps. For the comparison purpose, we feed the
POD-CNN with the true pressure fields and evaluate the error
of the predictions. The error begins to increase as a function of
time, while the MSEs of the predictions are maintained between
[2× 10−6,2× 10−5]. The iterative prediction gives almost the
same accuracy for the entire time range.
Furthermore, the streamwise (drag) and the cross-flow (lift)
forces due to the pressure field are extracted for both POD-CNN
and FOM simulations. We have a good match between the re-
sults (figures 6 (a) and (b)). The pressure drag prediction has an
accuracy of 99.8%. Considering the lift force due to the pressure
field, all the predictions have a 92% accuracy and 279/300 (93%)
of the time steps are above the 95% accuracy threshold.
Table 1 summarizes the performance of the POD-CNN tech-
nique. Full-order model is run on a multicore high-performance
computer (HPC) and a single-core personal computer (PC) and
the POD-CNN is performed on the same PC. While the parallel
simulations utilize 24 processors and 256GB RAM for each case,
the serial PC simulations are performed on a single processor
with 16GB RAM. We run each simulation to extract 300 snap-
shots at 0.25D/U∞ which encloses ∼ 12 shedding cycles. Us-
ing the serial computation power of a PC, POD-CNN performs
∼ 5 times faster in comparison to the FOM simulations on an
HPC which has 24 times the processing power and 16 times the
RAM. When the FOM and POD-CNN are performed in the same
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Figure 4: Mode energy cascade of the POD modes: (a) Percent-
age energy and (b) Cumulative energy of the first 50 modes out
of the total 300 modes.
PC, the POD-CNN method is ∼ 120 times faster than the FOM-
PC. In summary, the POD-CNN method predicts the unsteady
flow-fields for long time series with a domain mean squared er-
ror≤ 3×10−5 and local accuracy≥ 93.8% using a small fraction
of the computational resources as compared to its FOM counter-
part.
The present POD-CNN technique is capable of predicting
the nonlinear unsteady flow fields for the same fine mesh used
for full-order simulations while maintaining good qualitative and
quantitative agreement. As a result, the physical quantities de-
rived from the predicted flow field such as the pressure forces are
found to be reasonably accurate from offshore engineering anal-
ysis and operational standpoints. Although a canonical laminar
flow of a freely vibrating square is considered, the present POD-
CNN learning technique does not make any assumptions with re-
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(d)
Figure 5: Accuracy of the POD-CNN for a vibrating cylinder at
Re= 125,Ur = 6.0,m∗= 3.0: (a) prediction, (b) original pressure
fields, (c) normalized error at 300th time step, (d) MSE variation
at first 300 predictions. The flow is from left to right.
(a)
(b)
Figure 6: Predicted (e) pressure drag, and (f) lift variation along
with associated error. Pressure values are normalized by 12ρU
2
∞.
gard to geometry and boundary conditions hence forms a general
framework for predicting future measurements of a large-scale
offshore dynamical system.
4 Concluding remarks
We have presented a novel deep learning model based on
the POD and CNN approximations for unsteady wake flows and
wake-body interaction. While the POD provides an optimal ex-
traction of dominant flow features, the CNN enables nonlinear
correlation of fluid motions to construct time-series of flow field
using the trained neural networks. We successfully demonstrated
the effectiveness of the proposed technique by predicting the
time series of the unsteady pressure field of an FSI set-up of an
elastically-mounted square cylinder. We have tuned the hyper-
parameters namely the number of kernels, the kernel size, the
training batch size and the learning rate of the CNN to provide
the most accurate reconstruction and prediction of the flow field.
For the first time, using the low-dimensional approximation and
the CNN-based learning, we are able to predict the flow patterns
of a long time series using the same full-order mesh with reason-
able accuracy. The quantities derived from the flow fields such
as the pressure drag and lift were also accurately predicted. The
9
Table 1: Summary of computational resources used, speed-up
and error between FOM and POD-CNN predictions. While FOM
is performed on a multi-core workstation (HPC) and a single-
core personal computer (PC) system, the POD-CNN computa-
tion is done on a PC. The elapsed times are estimated to obtain
300 time steps at 0.25D/U∞ intervals. The accuracy values are
given for the pressure field of the 300th time step predicted.
HPC PC POD-CNN
No. of Processors 24 1 1
Processor (GHz) 2.60 2.60 2.60
RAM (GB) 256 16 16
Time elapsed (s) 798 19064 157
Speed-up (FOM-HPC) 5.08
Speed-up (FOM-PC) 121.4
Domain error (MSE) ≤ 3×10−5
Local accuracy ≥93.8%
present low-dimensional learning technique can be implemented
using only a fraction of computational resources to that of FOM
and allows rapid exploration of flow pattern variations due to the
design parameter variations (e.g., bluff body geometry and struc-
tural parameters). The POD-CNN technique presents a general
framework for predicting any real world fluid flow scenario or
design and it does not make any assumptions with regard to the
problem specifications. Hence, the POD-CNN method can be
developed to be the flow pattern prediction tool for real world
scenarios such as large scale offshore structures which consist of
turbulent three-dimensional FSI flows and complex bluff body
geometries with multidegrees of freedom motion. The proposed
data-driven deep learning framework can be used for efficient de-
sign and optimization, parametric fluid-structure analysis, real-
time monitoring and control of offshore structures.
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