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RÉSUMÉ
Cet article dresse une synthe`se de travaux mene´s dans le
cadre d’un projet sur l’interaction corporelle entre un hu-
main et un agent virtuel ou entre deux agents virtuels. Nous
pre´sentons principalement la plateforme logicielle support
qui a e´te´ de´veloppe´e. Elle est compose´e de modules inter-
connecte´s capables de re´aliser la capture des mouvements,
leur analyse, une prise de de´cision interactive base´e sur la
de´finition d’un geste ou d’une expressivite´ a` transmettre, ou
encore une synthe`se et un rendu comportemental. Au dela` de
cette synthe`se, nous insistons sur l’originalite´ du travail qui
repose sur la notion de couplage sensorimoteur entre les in-
teractants et qui donne lieu a` des comportements adaptatifs
et e´volutifs, que nous relions au sentiment de co-pre´sence.
Elle peut eˆtre exploite´e dans des domaines aussi diffe´rents
que le sport ou les arts interactifs.
Mots clés
agent virtuel autonome, couplage humain-agent, temps in-
teractif, co-presence, architecture cognitive, cognition incar-
ne´e, analyse gestuelle, plateforme
1. INTRODUCTION
Un proble`me de´licat lie´ au de´veloppement d’agents vir-
tuels interactifs, est de faire en sorte qu’ils permettent de
susciter une relation proche de celle que l’on e´tablie ha-
bituellement entre humains. Le re´alisme, la cre´dibilite´ et
le sentiment de co-pre´sence contribuent, a` leur manie`re, a`
cette illusion d’avoir affaire a` un semblable. La co-pre´sence
est sans doute la plus complexe des proprie´te´s a` aborder car
elle fait re´fe´rence au sentiment subjectif d’eˆtre en pre´sence
d’un autre (being with) [1, 5].
Le projet InGredible 1, aborde ce proble`me sous l’angle
des aspects sensorimoteurs et sur son roˆle en termes de
sentiment de co-pre´sence. En effet, le courant de la cogni-
tion incarne´e qui s’est beaucoup de´veloppe´ ces dernie`res
anne´es, montre que le corps joue un roˆle important dans
la construction d’un sens propre a` chacun [19, 24]. Etant
1. Interaction gestuelle cre´dible, www.ingredible.fr
donne´ que notre corps est notre seul moyen de nous
approprier le monde qui nous entoure, nous l’utilisons
depuis le de´but de notre vie, pour de´couvrir des re´gularite´s.
Ces re´gularite´s sont des liens entre nos perceptions et nos
actions. Elles constituent la base de la cre´ation de nos
repre´sentations. Certains auteurs comme [11, 14] emettent
l’ide´e qu’il est possible de´tendre ce principe aux relations
sociales. Les neurosciences confirment e´galement le lien
existant entre capacite´s corporelles et cognition sociale [17].
Tous ces e´le´ments sont aussi en lien avec les recherches
en psychologie qui montrent que durant les interactions
entre humains, chacun s’adapte continuellement tout en
influenc¸ant l’autre de fac¸on re´ciproque [25, 4, 8, 6]. En
fait, nos premie`res interactions avec les autres (souvent nos
parents) se font sur la base de phe´nome`nes sensorimoteurs
et d’influences mutuelles. Notre hypothe`se est que ces
phe´nome`nes sont ancre´s dans notre me´moire comme une
marque de la pre´sence des autres et qu’il est donc tre`s
important de les reproduire durant une interaction avec un
agent artificiel pour favoriser le sentiment que cet agent
est pre´sent, avec nous. Pour de´velopper cette ide´e, nous
proposons une plateforme de´die´e a` l’interaction du corps
entier entre un agent et un humain, s’appuyant sur certains
principes issus du courant incarne´ de la cognition et de
l’interactionisme.
Un des objectifs du projet InGredible est e´galement
de mettre la plateforme a` disposition d’une compagnie de
theˆatre 2 avec laquelle nous collaborons, afin que les artistes
puissent l’utiliser dans le cadre de performances de re´alite´
mixte inte´grant des interactions entre acteurs et agents vir-
tuels. Le paragraphe 2 porte sur le contexte scientifique de
ce travail et sur sa diffe´rentiation d’avec les approches ha-
bituelles sur les comportements interactifs d’agents virtuels.
Le paragraphe 3 est une description de la plateforme et de
ses diffe´rents modules, tandis qu’un exemple illustratif de
son usage dans un contexte sportif est pre´sente´ par le pa-
ragraphe 4. En effet, son usage dans un contexte artistique
fait partie de nos perspectives qui montrera la ge´ne´ricite´ de
2. www.derezo.com
la proposition.
2. CONTEXTE
Dans la litterature, diffe´rentes approches peuvent eˆtre
rapproche´es de la notre. Par exemple, l’e´quipe de Stephan
Kopp travaille sur la notion de re´sonance [16]. Cette notion
pouvant s’appliquer au control moteur ou aux relations
sociales. Dans ce dernier cas, plusieurs phe´nome`nes contri-
buent a` maintenir une connexion entre les personnes. Ils
reposent sur une coordination corporelle et une adaptation
mutuelle qui ge´ne`rent des motifs d’interaction que l’on
retrouve au travers d’imitation [20], de mime´tisme [23]
ou encore de synchronisation dans les comportements [2].
Pour favoriser l’apparition de ces phe´nome`nes, les auteurs
utilisent des agents dote´s d’un mode`le de leurs actions
et gestes dont ils se servent pour interpre´ter les actions
et gestes observe´s d’un humain. [21]. Cette interpre´tation
du comportement de l’humain a` partir de ce que sait
faire l’agent, favoriserait la re´sonnance entre eux. Une
autre inspiration de notre travail se trouve chez Gratch
et al. [13] qui proposent que les agents virtuels puissent
eˆtre des outils pour les sciences cognitives. Par exemple,
leur atelier contient un ge´ne´rateur de comportements non
verbeaux base´ sur des re´sultats de travaux d’observations
provenant de la psychologie sociale [18]. Le syste`me a` base
de re`gles re´sultant de ce travail permet la ge´ne´ration de
comportements en lien avec les phrases qui doivent eˆtre
produites par l’agent ainsi que son e´tat e´motionnel suppose´.
Notre travail est moins ge´ne´ral dans le sens ou` il n’aborde
pour l’instant que les interactions gestuelles. Nous sommes
bien conscient du fait qu’a` longs termes, il faudra y inte´grer
des aspects de plus haut niveau. Cependant, nous pre´fe´rons
concentrer nos efforts sur le langage du corps avant d’abor-
der le reste du proble`me, car conforme´ment au champ de
la cognition incarne´e, c’est lui qui est a` la base du reste.
Par ailleurs, notre approche pre´sente l’originalite´ de faire
des propositions inte´grant d’avantage le roˆle du corps entier
dans le ressentie de la co-pre´sence d’agents virtuels. L’aspect
temps-re´el y est tre`s important et le mode`le de de´cision
est base´ sur une notion appele´e couplage qui met en avant
cette relation temporelle entre le comportement des deux
participants (l’agent et l’humain). Ce couplage fait partie
inte´grante de la dynamique sensorimotrice mise en œuvre,
qui est elle inspire´e des travaux en psychologie propose´s par
[8]. Ceux-ci comparent la communication entre personnes a`
un phe´nome`ne vivant qui constitue la me´taphore que nous
utilisons pour construire notre mode`le comportemental.
Un des aspects fondamentaux du vivant est sa capacite´ a`
se re´guler a´ se maintenir et a` re´sister aux perturbations
de son environnement (syste`me immunitaire, syste`mes
nerveux, syste`mes sociaux). Me´taphoriquement, le couplage
est un phe´nome`ne qui posse`de ce type de proprie´te´s. Nous
le de´finissons comme une influence mutuelle et continue
entre deux personnes, influence qui se maintient, se re´gule
et ev´olue. La mesure de cette influence est possible en
observant des corre´lations entre les comportements mutuels
des interactants qui sont conside´re´s comme des signaux
[3]. En effet, quelques soient les modalite´s utilise´es pour
interagir, nous les assimilons a´ des signaux qui vont faire
l’objet d’une comparaison et d’une re´gulation du re´sultat
de cette comparaison. L’essence du couplage est de n’exister
que parce qu’il peut disparaˆıtre. Il est a` l’interaction, ce
que l’autpoie`se est au vivant. Il y a une lutte pour son
maintien et les personnes qui interagissent vont faire un
effort dans ce sens, lorsqu’elles sentiront son affaiblissement.
Ainsi, si un signal est interpre´te´ comme e´tant trop faible
par l’interactant qui le rec¸oit, celui-ci va envoyer un signal
en retour, suscitant une reaffirmation du signal pre´de´dent
(par exemple, froncement de sourcils, onomatope´e de type
‘hein ?’). A l’inverse, si le signal est trop fort (par exemple,
un ton de voix e´leve´), l’interactant qui le rec¸oit va re´agir
diffe´remment (par exemple, geste de la main signifiant
qu’il faut baisser le ton ou onomatope´e de type ‘ok, ok’).
Les deux interactants re´agissant de fac¸on analogue, avec
leurs propres personnalite´s. Il apparait alors une sorte
d’e´quilibre de l’interaction, propre e` la dyade, toujours en
mesure d’eˆtre rompu et donc sans cesse e´value´ et corrige´.
La difficulte´ pour un programme est de reproduire la
subtilite´ des variations re´ciproques entre les interactants
ainsi que les me´canismes de re´gulation associe´s, surtout
lorsque l’un des interactants est un humain. Or, nous
faisons l’hypothe`se que c’est cette attention mutuelle, cette
capacite´ a´ reconnaitre ce phe´nome`ne de re´gulation et cet
effort de recherche de l’e´quilibre, qui peut eˆtre la source
du sentiment de co-pre´sence et peut-eˆtre e´galement de
l’engagement et de la cre´dibilite´ des agents virtuels [3]. Un
deuxie`me point important est que de ce phe´nome`ne re´sulte
une e´volution temporelle des re´actions des interactants :
si a` un instant donne´, l’emission d’un geste A provoque
en retour un geste B et bien, a` un autre instant, ce meˆme
geste A ne provoquera pas le meˆme retour. En effet,
la mesure du couplage et de sa variation temporelle, a`
une e´chelle de temps diffe´rente du backchannel ou de la
synchronie, va venir moduler les re´actions mutuelles des
protagonistes. Notre mode`le de de´cision, s’appuyant sur
des variables continues, prend en compte ce principe de
re´gulation et permet de faire apparaˆıtre une interaction que
l’on pourrait qualifier d’e´volutive. In fine, pour Fogel et al.
[8], la communication est de´veloppementale dans le sens
ou` il va y avoir une introduction progressive de nouveaux
types de signaux qui vont progressivement eˆtre assimile´s au
repertoire des signaux de re´gulation. Notre approche ne va
que tre´s modestement vers cet aspect de´veloppemental. Elle
se focalise surtout sur l’aspect e´volutif meˆme si la frontie`re
entre e´volution et de´veloppement est te´nue. L’e´volution
dans toute sa subtilite´ temporelle est de´ja un proble`me
complexe qu’il serait tre`s difficile de re´soudre avec un
syste`me purement discret et que nous abordons et que
l’architecture du projet Ingredible permet d’aborder.
Une conse´quence de notre proposition base´e sur le cou-
plage est que l’agent virtuel va eˆtre capable de re´agir a` n’im-
porte quel comportement, y compris ceux qui n’ont pas e´te´
envisage´s a priori. En effet, meˆme si le comportement de
l’humain n’a aucun sens au regard d’un sce´nario ou d’un
contexte d’interaction, il sera possible d’e´valuer un couplage
sensorimoteur entre ce comportement et celui de l’agent et
donc de proposer une re´action qui aura pour objectif d’ame´-
liorer le couplage. Ainsi, l’interaction n’est jamais interrom-
pue par un arreˆt subit des mouvements de l’agent. La figure
1 illustre les diffe´rences de principe entre des approches ba-
se´es re`gles et notre approche.
3. LA PLATEFORME INGREDIBLE
La plateforme est base´e sur une architecture modulaire,
Figure 1: a) approches entre´es/sorties classiques, ba-
se´es sur des re`gles : le comportement de l’agent est
de´crit a` partir des actions de l’humain qui sont consi-
de´re´es comme des entre´es. b) Notre approches : le
comportement de l’agent est une re´gulation du cou-
plage qu’il ope`re avec l’humain, c’est en quelque
sorte le couplage qui est l’entre´e.
certains modules e´tant pre´de´finis pour la capture, l’analyse,
la decision, la synthe`se et le rendu. Ces modules sont bien
e´videmment des propositions qui peuvent eˆtre enrichies et
modifie´es. Les modules communiquent graˆce a` un framework
de communication.
3.1 Framework de communication
Ce framwork s’appuie sur le protocole de se´rialisation de
donne´es structure´es protobuf 3. Il est inde´pendant de la pla-
teforme d’acceuil et optimise´ pour la communication temps-
re´el de messages. Nous avons besoin d’une telle optimisation
car certains modules sont producteurs de nombreuses infor-
mations (la capture de mouvements et l’analyse de mou-
vements par exemple) et la re´action doit eˆtre produite en
temps interactif.
Notre plateforme posse`de une API pour C++, JAVA and
PYTHON 4. Lors de la cre´ation d’un module, il faut simplement
de´finir les modules avec lesquels il va e´changer (un fichier
de configuration contient toutes ces informations ainsi que
les adresses IP des modules) et renseigner les fonctions de
callback associe´es aux messages correspondants.
Plusieurs messages sont pre´de´finis ainsi que les traite-
ments qui leur sont ge´ne´ralement associe´s. Il s’agit de Ske-
leton, Bone, Rotation et Position qui sont relatifs au corps
(de l’humain comme de l’agent) ; SkeletonDetected et Ske-
letonLost donnent des information sur l’e`tat des syste`mes
de capture. GestureRecognition et Features contiennent
des informations permettant le calcul du couplage. Deci-
sion et GestureControl sont destine´s aux modules de syn-
the`se de mouvements. Enfin, les messages de type Generic
sont utilise´s pour tout autre type de message qui semble-
rait utile aux utilisateurs. Ils doivent alors cre´er eux-meˆme
3. https://developers.google.com/protocol-buffers/
4. pour le moment, l’API est disponible sur le site web du
projet, le lecteur interresse´ peut nous contacter pour obtenir
les sources qui seront rapidement mises en ligne
Figure 2: Configuration du framework pour une in-
teraction entre un agent virtuel et un humain.
Figure 3: Configuration de la plateforme pour une
interaction entre deux agents virtuels.
le code de leur utilisation. En fait, nous utilisons ce der-
nier type lorsque nous he´sitons entre plusieurs propositions
pour re´soudre tel ou tel proble`me. De`s qu’une proposition
est pe´renne, un message qui lui est de´die´ est cre´e´.
Cette approche modulaire permet de cre´er des configura-
tions diffe´rentes tre`s rapidement, s’appuyant sur des outils
de capture ou de rendu diffe´rents mais surtout, permettant
des expe´rimentations diffe´rentes.
Les figures 2 et 3 illustrent deux configurations. La pre-
mie`re pour une interaction humain-agent, l’autre pour une
interaction agent-agent. Seul le module de capture diffe`re
pour ces deux configurations, tous les autres modules ne
savent pas si les donne´es transmisent viennent de la capture
des mouvements d’un humain ou d’un agent virtuel. Il est
alors tre`s facile de de´velopper un agent capable d’interagir
avec un humain, puis de remplacer cet humain par un autre
agent pour voir e´merger une interaction entre deux agents !
Une des originalite´s du module de de´cision propose´ par la
plateforme est qu’il prend en entre´e, non pas des informa-
tions provenant de l’analyse des mouvements d’un seul des
interactants, mais des deux interactants, c’est a` dire, celui
qui interagit avec l’agent controle´ par le module mais e´ga-
lement l’analyse du comportement de l’agent controle´, lui
meˆme. C’est la mise en pratique de la prise en compte du
couplage comme e´le´ment central de la prise de de´cision.
3.2 Module de capture
Le module de capture permet de connecter la plateforme
a` de nombreux dispositifs techniques de capture existants
ou a` venir. L’important est qu’en sortie du module, on n’ait
plus besoin de savoir comment est capte´ l’humain ou l’agent
qui est en entre´e ni de savoir si c’est un humain ou un agent
qui est capte´. Le module renvoie alors un message skeleton
normalise´ de 15 articulations. Ce squelette, assez minima-
liste, pre´sente l’avantage d’eˆtre compatible avec des syste`mes
de capture grand public, et meˆme s’il peut eˆtre vu comme
une de´gradation de la qualite´ d’un squelette obtenu avec
des dispositifs professionnels, il est clairement suffisant pour
re´aliser la taˆche du module suivant qui consiste a` analyser
et reconnaitre les mouvements. Actuellement, cinq disposi-
tifs de captures sont inte´gre´s : Microsoft Kinect 5, Moven
suit 6, OptiTrack 7, ARTTrack 8 et bien suˆr notre module de
rendu qui permet donc de capturer un agent virtuel comme
si c’e´tait un humain. Dans un tel cas, le module n’a pour
roˆle que de transmettre le squelette qu’il rec¸oit du rendu.
Si le rendu travaille avec un squellette normalise´, on peut
ommettre le module de capture (c’est le cas pour la figure
3).
3.3 Le module d’analyse
Ce module analyse en temps-re´el le squelette envoye´ par
le module de capture (ou le module de rendu). Il emet deux
types d’informations : 1) un ensemble de caracte´ristiques des
mouvements, calcule´es a` partir des successions temporelles
des postures du squelette. 2) Le nom du geste qu’il reconnait,
calcule´ a` partir des valeurs des diffe´rentes caracte´ristiques.
Les caracte´ristiques des mouvements portent a` la fois sur
des parties du corps (mains, pieds, bras, jambes ...) et sur le
corps entier. Nous calculons la fluidie´, la densite´ ou l’ernergie
d’un geste, d’apre`s les e´quations propose´es par [12] et [22]. A
cela s’ajoute des grandeurs de vitesses et d’acce´le´lrations. Le
tout, associe´ a` tout ou partie du corps, donne lieu, au total,
a` 233 caracte´ristiques potentielles. L’algorithme de recon-
naissance de geste s’appuie sur ces caracte´ristiques ainsi que
sur une analyse en composantes principales qui a e´te´ pre´a-
lablement faite a` partir d’un e´chantillon des gestes que l’on
aura besoin de reconnaitre. Les de´tails et performances de
l’algorithme sont fournis dans [15].
En re´sume´, il ope`re une reconnaissance a` partir du flot
continu des donne´es d’entre´e. Ceci veut dire que le geste est
ge´ne´ralement reconnu bien avant sa fin. C’est une proporie´te´
tre`s interessante dans le cadre de la re´gulation de comporte-
ments telle que nous la proposons. Nous avons montre´ que
sur un ordinateur standart, l’algorithme peut reconnaˆıtre
jusqu’a` 32 gestes en temps-re´el. Il posse`de un taux de recon-
naissance de 96, 18% sur une base de gestes compose´e pour
moitie´ de notre syste`me de capture, et pour l’autre moitie´
de la base MSRC-1 Kinect de Microsoft [9]. L’algorithme
est tre`s robuste a` la morphologie (en particulier graˆce a` la
normalisation du squelette), mais e´galement a` l’expressivite´
(rapide, lent, large, dense ..), tout en ne´cessitant peu de don-
ne´es d’apprentissage (5 re´pe´titions de chaque geste suffit a`
obtenir des re´sultats satisfaisants dans la majorite´ des cas).
Le module d’analyse e´met des messages Features en continu
et des messages GestureRecognition de`s qu’un geste est re-
connu.
5. http://www.xbox.com/fr-FR/xbox-one/
6. https://www.xsens.com/products/xsens-mvn/
7. https://www.optitrack.com/products/motive/
8. http://www.ar-tracking.com/products/
tracking-systems/arttrack-system/
3.4 Module de décision
Ce module est le repre´sentant principal de notre approche,
qui base le comportement d’un agent virtuel sur la mesure du
couplage qu’il ope`re avec l’autre interactant. Son fonction-
nement est formalise´ et de´crit en de´tail dans [7]. Il s’appuie
sur une proposition the´orique venant de la psychologie, fai-
sant un rapprochement entre la communication entre deux
personnes et un syste`me vivant [8]. En re´sume´, la commu-
nication est un processus e´volutif au sein duquel on peut
distinguer trois modes d’interactions bien spe´cifiques : La
co-regulation, la variabilite´ ordinaire et l’innovation. La co-
regulation consiste en un ajustement mutuel des signaux en-
voye´s par les deux interactants. Ces signaux sont socialement
admis comme le fait que tout se passe bien, chacun signifie
a` l’autre qu’il le suit. Parmi ces signaux, on trouve le ba-
ckchannel [26] ou le mime´tisme par exemple. Ces signaux
sont toutefois sujets a` des variabilite´s intrinse`ques propres a`
chacun, qu’il faudra reproduire dans un agent virtuel. La va-
riabilite´ ordinaire de´passe cette variabilite´ intrinse`que de la
co-re´gulation. Elle apparait apre`s un temps de co-re´gulation
qui permet aux interactants d’oser de nouvelles choses. Ils
introduisent des changements subtils mais perceptibles, qui
appellent une re´action de la part de l’autre interactant. Ces
propositions vont progressivement modifier l’objet ou le but
de l’interaction. L’innovation est une variabilite´ qui sort des
limites socialement admises dans le contexte initial de l’in-
teraction. C’est une proposition plus franche qui sugge`re de
nouveaux comportements. Tout comme la variabilite´ ordi-
naire est utilise´e pour faire e´voluer la co-re´gulation apre´s un
certain temps, l’innovation permet d’aller encore plus loin
et de faire e´voluer la variabilite´. En effet, une innovation va
finir par eˆtre conside´re´e comme une variabilite´ admise par
les interactants et le processus pourra recommencer, don-
nant a` la communication son caracte`re de´veloppemental. Les
personnes ressentent ces modes d’interactions et leur e´volu-
tion. Ils s’y adaptent et c’est cette adaptation perpe´tuelle et
la perception de cette adaptation que nous supposons eˆtre
partie prenante du sentiment de co-pre´sence.
Le module de de´cision fait une proposition ge´ne´rique dans
le sens ou` il imple´mente l’evolution temporelle entre les
modes d’interactions (co-re´gulation, variabilite´ et innova-
tion) a` partir d’une mesure du couplage et de son e´volution
temporelle. Pour cela, des grandeurs re´elles permettent de
rendre compte d’une combinaison entre la qualite´ du cou-
plage et sa dynamique. Ces variables e´volutent graˆce a` des
e´quations temporelles et permettent de calculer la proba-
bilite´ qu’a l’interaction de passer d’un mode a` un autre.
Par exemple, si le couplage est assez e´leve´ depuis un certain
temps, la probabilite´ d’entrer en variabilite´ va progressive-
ment augmenter. A l’inverse, si le couplage varie sans cesse,
c’est que les interactants ne s’accordent pas. Une innovation
pourrait alors eˆtre salvatrice. L’ensemble des combinaisons
et conditions de passage a e´te´ mode´lise´. Si il y a un chan-
gement de mode d’interaction, le syste`me estime e´galement
lequel des deux interactants est le plus vraissemblablement a`
l’origine de ce changement car cela a un impact sur le com-
portement a` de´cider. Par exemple, si c’est l’humain qui a
change´ brutalement son expressivite´, c’est lui l’initiateur du
changement. Dans le cas inverse, c’est l’agent qui a provo-
que´ un changement, vraissemblablement a` cause de l’e´volu-
tion des grandeurs re´elles e´voque´es ci-dessus. La figure 4
illustre le fonctionnement de ce module. A chaque mode
d’interaction, est associe´e une fonction de comportement
Figure 4: Partie ge´ne´rique du module de de´cision :
(1) le couplage entre les deux interactants est cal-
cule´, il est utilise´ pour estimer le mode d’interaction
au travers de l’usage d’une variable discre`te ale´al-
toire (2). En (3) se trouvent les 3 fonctions compor-
tementales de´die´es a` chaque mode d’interaction. (4),
modulation du comportement des fonctions compor-
temtales, par le biais de parameˆtres de´pendant du
couplage.
(BehavCo(), BehavVar(), BehavInov()). Elle sera appele´e
en boucle durant tout le temps d’activation du mode. Ces
fonctions, tout comme certaines autres informations, doivent
eˆtre spe´cifie´es par l’utilisateur car elles sont de´pendantes du
contexte dans lequel la plateforme est utilise´e. Par exemple,
la co-re´gulation dans un exercice de sport peut consister
a` adapter sa vitesse a` celle de l’autre, alors que dans un
contexte de the´aˆtre, ce sera plutoˆt la posture qui sera adap-
te´e. En plus des trois fonctions comportementales pre´ce´-
dentes, le me´canisme ge´ne´rique central, repose sur la qualite´
du couplage dont la de´finition est elle aussi de´pendante du
domaine d’application. Par exemple, si l’application est du
domaine de l’interaction artistique (la dance), la mesure du
couplage fera vraissemblablement intervenir des caracte´ris-
tiques de fluidite´ alors que dans le cadre d’une interaction
sportive, ce seront les caracte´ristiques de vitesses qui seront
plus pertinentes. Le couplage est en fait une mesure de cor-
re´lation des characte´ristiques des gestes ponde´re´e en fonc-
tion du contexte de l’interaction. Tout ou partie des 233 ca-
racte´ristiques gestuelles calcule´es par les modules d’analyse
peuvent eˆtre utilise´es (en leur affectant un poids re´el com-
pris entre 0 et 1). Tout usage du module passe donc par le
choix de ces poids. Notons que l’identification du geste par le
module d’analyse peut eˆtre conside´re´e comme une des carac-
te´ristiques importantes pour calculer le couplage entre deux
personnes. Il n’est pas pertinent dans les contexte d’improvi-
sation, pour lequel, par de´finition, il ne peut y avoir de gestes
pre´de´finis donc de gestes a` reconnaˆıtre. Il l’est certainement
beaucoup plus dans un contexte de travail collaboratif ou`
a` chaque geste d’un interactant peut correspondre un geste
de l’autre interactant. Pour finir, un syste`me de classeur est
utilise´ pour simuler une variabilite´ intrinse`que de l’agent.
Il modifie certains parame`tres des fonctions de comporte-
ment, en ligne, selon certaines valeurs des caracte´ristiques
des gestes. Dans les faits, ce syste`me est consitue´ de peu
de re`gles relativement simples. Par exemple, une re`gle peut
exprimer le fait que si le couplage est supe´rieur a` 80%, la
vitesse peut eˆtre augmente´e ale´atoirement de 0 a` 5 %. Ce
genre de re`gles suffit de´ja` pour entretenir une variabilite´ suf-
fisante au sein de chaque mode d’interaction. A termes ce
syste`me de classeurs devrait eˆtre exploite´ davantage pour
mieux inte´grer les aspects de´veloppementaux de l’architec-
ture.
Les messages envoye´s par un module de de´cision est de
type Decision. Ce type permet de spe´cifier un identifiant de
geste, une expressivite´ et/ou des positions clefs que le sque-
lette de l’agent doit atteindre (en respectant l’expressivite´ si
elle est renseigne´e). L’hypothe`se est faite que le module de
synthe`se pourra prendre en compte ces informations pour
ge´ne´rer le geste ade´quat.
3.5 Rendu et synthèse
Le cœur de nos recherche porte sur la de´cision (base´e
couplage), l’analyse de l’interaction et la reconnaissance de
gestes en continu. Pour ce qui est de la synthe`se et du rendu,
nous nous appuyons sur le moteur de jeu Unity3D 9 associe´
a` la librairie FinalIK 10. Graˆce a` ces deux outils, synthe`se
et rendu forment un seul module qui peut tout aussi bien
jouer un geste pre´-enregistre´ a` partir de captures de mou-
vements, moduler ce geste par le biais de contraintes d’ex-
pressivite´ ou de positions clefs a` maintenir pour certaines
parties du corps, ou encore mixer deux postures ou deux
gestes. Tout autre outils de synthe`se et de rendu capable
de re´aliser ce type de traitement peut bien suˆr eˆtre utilise´
sur la plateforme. Notons qu’actuellement, notre module de
synthe`se/rendu ge´ne`re un squelette normalise´ qui peut eˆtre
directement ge´re´ par notre module d’analyse.
4. RÉSULTATS ET PERSPECTIVES
La figure 5 montre l’usage de la plateforme dans un
contexte d’exergame. Il s’agit ici de simuler un coach, un
e´le`ve ou un compagnon de fitness. En re´sume´, les caracte´-
ristiques des gestes permettant d’e´valuer le couplage sont
principalement lie´es a` la vitesse (et au fait que l’humain
fasse le meˆme geste que l’agent). Selon qu’il est coach ou
e´le`ve, les fonctions comportementales de l’agent diffe`rent.
Par exemple, en tant que coach, il pourra introduire une ex-
pressivite´ de compensation : si l’e´le`ve humain est trop lent,
il va exage´rer la vitesse du geste a` produire. Ce qui nous
semble important est que l’agent est toujours en mesure de
proposer une re´action qui e´volue et qui semble adapte´e. Si
le geste de l’humain n’est pas reconnu, l’agent va propo-
ser d’autres gestes (innovation), si l’humain est tre`s couple´
avec l’agent, il va lui proposer des variations. Il est peu pro-
bable que les temps au bout desquels les changements ont
lieu soient identiques car ils de´pendent du couplage (qui est
une variable re´elle qui e´volue continuellement). De meˆme,
il est peu probable qu’un geste soit joue´ exactement de la
meˆme fac¸on a` des moments diffe´rents. Nous sommes actuel-
lement en train de mener des expe´rimentations pour valider
l’hypothe`se qu’une telle approche ame´liore le sentiment de
co-pre´sence.
Nous utilisons e´galement cette plateforme dans le cadre
d’une collaboration avec des artistes. Ici, le contexte est ce-
lui de l’improvisation. Il n’y a pas de gestes pre´de´finis et la
synthe`se ne rec¸oit que des positions a` atteindre par certaines
parties du corps. Cette performance est inspire´e par un exer-
cice de the´aˆtre. Deux interactants doivent s’imiter tout en
9. https://unity3d.com
10. http://www.root-motion.com/final-ik.html
Figure 5: Image extraite d’une vide´o de l’exemple
du jeu de fitness. A gauche, l’ensemble du syste`me
ou` ici, l’humain est capture´ par une kinect. A droit,
la vue de l’agent virtuel. Afin de nous concentrer sur
les aspects sensorimoteur, nous avons choisi ce type
de repre´sentation, plutoˆt abstraite mais qui rend
compte de l’expressivite´ tout en e´vitant les eccueils
d’une uncany valley.
proposant a` l’autre des variations. Il est alors impossible de
pre´dire ce que va devenir l’interaction. Notre approche est
bien adapte´e a` ce principe et nous espe´rons que les spec-
tateurs tout comme les acteurs ressentirons cette ambiguite´
dans les comportements de l’agent et de l’humain, ambiguite´
qui empeˆche re´ellement de savoir qui est le guide et qui est
le guide´. Toujours dans le cadre de ces collaborations artis-
tiques, nous de´veloppons actuellement un module permet-
tant d’interfacer la plateforme avec le protocle OSC [10] lar-
gement diffuse´ dans le monde du spectacle. L’ide´e est de pou-
voir inte´grer InGredible a` des installations de plus grande
envergures, destine´es a` des spectacles vivants. Enfin, puisque
la plateforme le permet, nous utilisons la configuration de la
figure 3 pour mettre deux agents virtuels face a` face. L’ide´e
est d’observer le comportement interactif qui e´merge, sa-
chant que les deux modules de de´cisions s’appuient chacun
sur le couplage constate´ entre les deux agents mais que pour
chacun d’eux, le poids des caracte´ristiques consitutant la
mesure du couplage est diffe´rent. Le comportement obtenu
est alors e´volutif et peut donner lieu a` des performances ar-
tistiques tout comme a` des e´tudes sur l’interaction sociale
dans le cadre de la me´taphore de la communication vivante.
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