In this issue of the Journal, Thall et al. ( 1 ) present an analysis of a novel clinical trial in oncology that makes use of sequential randomization to one of four treatment regimens. During this trial, prostate cancer patients who were found to be responding poorly to their initially assigned regimen were randomly reassigned to one of the remaining candidate regimens. In contrast to conventional trials that are based on a single randomization, this design allows the investigator to study adaptive treatment strategies that adjust a patient ' s treatment in response to the observed course of the illness. Such adaptive strategies, also referred to as dynamic or individualized treatment rules, form the basis of common medical practice in cancer chemotherapy, with physicians typically facing the following questions: Which regimen should be used to initially treat a patient? Which regimen should the patient be switched to if the first-line regimen fails to control the cancer? Given an observed intermediate outcome, such as a change in tumor size or prostate-specific antigen level, which threshold should be used to decide that the current regimen is failing?
In recent years, sequentially randomized trials have been recognized as being uniquely suited to the study of these exciting questions ( 2 -5 ) , with researchers in other clinical areas also beginning to implement this design ( 6 -8 ) . Our aim in this commentary is to complement the groundbreaking work by Thall et al. ( 1 ) by reviewing a number of alternative statistical methods that are currently available for studying dynamic treatment rules on the basis of sequentially randomized trials. By emphasizing the intuitive appeal and straightforward implementation of these methods and by illustrating the striking fi ndings to which these methods can lead, we hope to convince the reader that such trials provide a rich source of information that is made readily accessible through current analytical approaches.
The data collected by Thall et al. ( 1 ) consist of a series of treatment assignments A -= (A 1 , A 2 ,...) along with corresponding intermediate outcomes S -= (S 1 , S 2 ,...) that indicate whether a given treatment course j was considered to be a success (S j = 1) or a failure (S j = 0). The four candidate drug regimens were cyclophosphamide, vincristine, and dexamethasone (CVD); ketoconazole plus doxorubicin alternating with vinblastine plus estramustine (KA/ VE); paclitaxel, estramustine, and carboplatin (TEC); paclitaxel, estramustine, and etoposide (TEE). After the initial randomization to one of these four regimens, patients were kept on that regimen if they showed a favorable response to the initial 8-week treatment but were randomly assigned to one of the remaining three treatment options otherwise. The overall outcome Y for a patient was defi ned as a success (Y = 1) if a regimen yielded two consecutive successful responses and defi ned as an overall failure (Y = 0) if two unsuccessful responses accumulated. Thall et al. ( 1 ) based their analysis on a logistic regression model that aims to explain the probability of a favorable intermediate outcome S j as a function of the current regimen A j as well as two summary measures of the patient's observed treatment and response history. This approach, which is aimed at estimating the causal effect of the current regimen A j on the probability of a successful response S j , can be used to identify a dynamic treatment rule that at each time point j selects the treatment option that is estimated to give the highest probability of a successful response S j at that time point. One can imagine scenarios, however, in which this strategy does not also maximize the probability of achieving a successful overall outcome Y. A particular regimen might, for example, work very well in the fi rst-line setting but have no appealing salvage options, so that a slightly worse fi rst-line regimen with better salvage options might in fact lead to a higher probability of an overall success. For this reason, we focus on statistical methods aimed at comparing candidate treatment strategies directly on the basis of their overall success rate.
Before using the data collected by Thall et al.
( 1 ) to illustrate two different approaches for estimating such success rates, we note that these analyses are based only on those patients who completed the trial. In accord with the approach taken by Thall et al. ( 1 ), we thus treat patient dropout as noninformative. Subsequently, we discuss a number of ways in which our analyses could be modifi ed to adjust for this potential source of bias. The available data for those patients who completed the trial are summarized in Table 1 . Note that the probability of a given fi rst-line regimen leading to an overall success in the fi rst two treatment rounds can be estimated in a straightforward manner based on the observed proportion of such successes among the treated patients. Of the 26 patients initially assigned to CVD, for instance, four had two consecutive positive responses, leading to an estimated probability of 0.15 (4/26 = 0.15) of CVD, yielding a fi rst-line success. Likewise, we can use an empirical proportion to estimate the probability that a given salvage regimen will lead to an overall success after a particular fi rst-line regimen has failed in a patient. For instance, one of the six patients for whom CVD failed to produce a successful response and who were then randomly assigned to TEC achieved an overall success on TEC. This result leads to an estimated salvage rate of 0.17 (1/6 = 0.17) for TEC given after failure on CVD. These estimated fi rst-line and salvage success rates can be used in a straightforward manner to obtain an estimate of the overall success rate of the dynamic rule d (CVD, TEC), which initially assigns patients to CVD until the treatment fails to produce a positive response, at which point the patients are switched to TEC. By this rule, 15% of patients would be expected to achieve an overall success with CVD, and the remaining 85% would be given TEC as a salvage regimen. One-sixth of these patients, corresponding to 14% of the original cohort, would achieve an overall success on TEC, leading to an estimated overall success rate for d (CVD, TEC) of 0.29 [0.15 + (1.00 − 0.15) 0.17 = 0.29]. In the causal inference literature, this approach for estimating an overall success rate by fi rst estimating the distribution of observed intermediate outcomes is referred to as the G-computation algorithm ( 9 , 10 ) . Its application to the analysis of sequentially randomized trials has been described in more detail by Thall et al. ( 2 ) and Lavori et al. ( 4 ) . Lavori et al. ( 3 ) also describe a very similar methodology that relies on imputation. Confi dence intervals for estimates obtained in this manner are generally based on the bootstrap method ( 11 ) .
Although the G-computation approach is straightforward in the example considered above, it is somewhat limited in that it does not generalize easily to more complicated examples. The problems arising in such situations stem from the fact that G-computation typically requires an estimate of the distribution of each intermediate outcome S j , given each possible treatment and response history up to that time point. In the example described above, we made use of a slightly simplifi ed data structure, as summarized in Table 1 , by focusing only on the overall outcome Y rather than all intermediate outcomes S j . In the context of the resulting data structure, it is straightforward to estimate the distribution of Y, given each possible treatment and response history, because we only need to estimate the success rates of the four different regimens in the fi rst-line setting as well as the 12 different salvage probabilities for patients for whom a given fi rst-line regimen failed. As described above, such estimates can easily be obtained on the basis of empirical proportions. In the context of the original data structure containing up to four time points, however, estimates of the probability of a successful response S j would not have been available for some treatment and response histories at the later time points, simply because no patients in the dataset had such histories. For example, the dataset at hand contains no patients who were originally assigned to KA/VE, then were reassigned to CVD at the third time point, and responded well to the initial round of treatment with CVD. We thus cannot use an empirical proportion to estimate the probability of a successful response S 4 to CVD among patients with such a history. In such situations, the G-computation method has to rely on simplifying assumptions that might, for example, posit that the probability of a successful intermediate outcome S j is only infl uenced by the current treatment assignment rather than the entire history of treatment assignments. A similar problem occurs if the intermediate outcomes S j are continuous. Although it is often possible to reduce the intermediate outcome to a binary or at least categorical variable, we will describe below an important example in which this reduction is not possible. In such situations, estimates of the distribution of the intermediate outcome S j always have to be based on simplifying assumptions that might, for example, state that S j is normally distributed, with its mean depending only on the current treatment A j and, in a linear fashion, on the previously recorded outcome S j -1 . If the estimates of the distribution of S j , given the observed history, are not valid because the simplifying assumptions do not hold, the resulting G-computation estimate of the overall success rate for a given dynamic rule d is also likely to be biased. Murphy et al. ( 12 ) proposed an alternative methodology for analyzing dynamic treatment rules that, in the setting of randomized trials, yields valid estimates without relying on such simplifying assumptions, both in simpler cases such as the one considered in this commentary and in more complex scenarios with continuous intermediate outcomes or a large number of time points or treatment options. Their methodology relies on the idea of inverse-probability-of-treatment weighting, which was fi rst introduced by Robins and Rotnitzky ( 13 ) and Robins ( 14 ) . To illustrate this approach, we use an alternative summary of the observed data as shown in Table 2 . The basic idea of inverse-probability-oftreatment weighting consists of identifying all patients whose observed treatment history is compatible with the dynamic rule under consideration, weighting each of these patients by the inverse of the probability of having been assigned to his particular treatment history, and then simply taking the average outcome in this reweighted sample as an estimate of the corresponding overall success rate. In our example, the fi rst step identifi es two different groups of patients for each candidate rule: those who achieved an overall success on the fi rst-line regimen and those who had to move on to the appropriate salvage regimen. Of the 14 patients identifi ed for the rule d (TEE, CVD), for example, 10 patients achieved an overall success with TEE, one patient went on to achieve an overall success with CVD, and both regimens failed for the remaining three patients. Note that the treatment history of the fi rst group of patients is also compatible with the two rules d (TEE, KA/VE) and d (TEE, TEC). The reweighting step is intended to create a sample of patients that is representative of a randomized trial in which all patients were assigned to follow the dynamic rule under consideration. In our example, patients are initially assigned to TEE with a probability of 0.25 and then are reassigned to CVD, provided that TEE failed to produce a positive response, with probability 0.33. We thus obtain weights of 4.00 for patients who experienced an overall success on their fi rst-line regimen and 12.00 for patients who had to be assigned to a salvage regimen. Upweighting the latter group of patients by a factor of 3 relative to the former group is necessary because although a randomized trial that is based on the single rule d (TEE, CVD) would assign all patients for whom TEE failed to produce a positive response to the salvage regimen CVD, the actual trial assigned only about one-third of these patients to CVD, with the remaining two-thirds being assigned to KA/VE or TEC. The observed group of 14 patients whose treatment history was compatible with the rule d (TEE, CVD) thus contains too few patients for whom TEE failed to produce a positive response and who had to be assigned to CVD relative to those who achieved an overall success on TEE.
Perhaps somewhat counterintuitively, the performance of the inverse-probability-of-treatment weighting approach can generally be improved by ignoring the known randomization probabilities and instead estimating them through empirical proportions ( 15 ) . For example, we would estimate the probability of being initially assigned to TEE as 0.22 (24/108 = 0.22) rather than 0.25; similarly, we would estimate the probability of being assigned to KA/VE after failure on TEC as 0.25 (4/16 = 0.25) rather than 0.33. The use of such empirical estimates is particularly useful in complete-case analyses, such as the one presented in this commentary, in which patient dropout can seriously affect the balance of treatment assignments. Table 2 also shows the reweighted observations that are compatible with each dynamic rule, normalized to the actually observed sample sizes. The overall success rate for a given rule then can be estimated by the observed success rate in the corresponding reweighted sample. For the rule d (CVD, TEE), for instance, the reweighted sample contains 1.5 patients who experienced an overall success on CVD and 8.5 patients for whom both regimens failed, leading to an estimated overall success rate for this rule of 0.15 (1.5/10 = 0.15). As above, confi dence intervals for such estimates can be obtained with the bootstrap method. An inverseprobability-of-treatment -weighted estimate of an overall success rate is valid as long as the treatment assignment probabilities used to reweight observations are correctly estimated. In sequentially randomized trials, these probabilities are known a priori and can alternatively be easily estimated by empirical proportions so that the inverse-probability-of-treatment weighting approach, unlike the G-computation algorithm, is guaranteed to provide valid estimates in the absence of any additional assumptions.
When Table 1 is compared with Table 2 , we note that the two estimation approaches lead to identical estimates in the situation that we considered. This pattern is generally found if the G-computation estimates are not based on simplifying assumptions and if the inverse-probability-of-treatment -weighted estimates make use of empiric estimates of the randomization probabilities. Otherwise, these two approaches may provide slightly different results. Table 1 shows clearly that TEC and TEE had the highest initial response rates and that CVD was the worst fi rst-line * The number of subjects whose treatment history is compatible with a given dynamic rule and the number of overall failures (F) as well as successes on the first-line regimen (S1) and the salvage regimen (S2) for that rule are shown. In addition to the original counts, the table shows them reweighted by the inverse of the estimated probability of a given patient being assigned to his observed treatment history. The inverse-probability-of-treatmentweighted estimates of the overall success rates of the different dynamic rules along with 95% bootstrap confidence intervals (CIs) are also shown. regimen by this criterion. The same table illustrates that salvage regimens generally offer very low response rates, so that the particular salvage regimen that is assigned after a given fi rst-line regimen has failed may not be particularly important. The one exception to this observation may be the choice of KA/VE as a salvage regimen after a CVD failure, for which the salvage success rate is estimated at 50%, twice the success rate of 25% of KA/VE in the fi rst-line setting. At the same time, there is no evidence for salvage activity of KA/VE if it was given after TEC or TEE failed. In general, one might expect that poor fi rst-line regimens would allow for higher salvage success rates because the pool of patients entering salvage therapy would tend to be healthier on the whole. After an initial treatment with CVD, however, the other two salvage regimens, TEC and TEE, appeared to have little salvage activity. Although the numbers involved in these comparisons are small, these observations do seem to hint at an interaction between the two regimens CVD and KA/VE. The three rules with the highest estimated success rates were d (CVD, KA/VE), d (TEC, CVD), and d (TEE, CVD). TEC and TEE as fi rst-line regimens followed by other choices of salvage regimens were also estimated to lead to high success rates. The rule d (CVD, TEE), however, was estimated to offer the lowest success rate, followed by rules that involved KA/VE as the fi rst-line regimen. The bootstrap approach can also be used to obtain confi dence intervals for comparisons of two overall success rates. Such an analysis showed that the rule d (CVD, KA/VE) as well as those rules starting with TEC or TEE were estimated to provide statistically signifi cantly higher success rates than the worst rule d (CVD, TEE) (data not shown). In addition, the rule d (TEC, CVD) was estimated to be statistically signifi cantly better than rules starting with KA/VE. The remaining comparisons were not statistically signifi cant at the usual two-sided 0.05 level.
One of the most striking fi ndings was the high estimated success rate for the rule d (CVD, KA/VE). On the basis of the fi rst-line response rate, CVD was the worst choice for a fi rst-line regimen. The strong salvage activity of KA/VE among patients for whom CVD failed, however, in fact appeared to make d (CVD, KA/VE) one of the best dynamic rules. These observations underline the caveat given earlier regarding the selection of an optimal rule that is based only on the probability of a successful response to the current treatment course. As evidenced by the analyses performed by Thall et al. ( 1 ) , such an approach cannot identify the rule d (CVD, KA/VE) as a promising adaptive treatment strategy. We also note that the rule d (CVD, TEE) gave the lowest success rate in our analysis. In fact, the success rate for this rule was estimated to be statistically signifi cantly lower than that for d (CVD, KA/VE). This result indicates that, among patients for whom CVD failed, the choice of salvage regimen can have a substantial impact on the overall success rate. Although the results for the rule d (CVD, KA/VE) are quite remarkable, we would like to stress again that the relevant sample size is quite small and that our analyses did not adjust for patient dropout. Adjusting for this potential source of bias could have led to lower estimated success rates for rules starting with CVD because a disproportionately high number of patients initially assigned to CVD dropped out of the trial because of disease progression (six patients as compared with one for KA/VE or TEC and two for TEE).
In some instances, it may be desirable to rely on a model that simultaneously describes the success rates of all dynamic treatment rules under consideration. If we were to assume, for example, that the effect of a salvage regimen on the overall success rate is independent of the fi rst-line regimen that previously failed, we could use an additive model that does not include any interaction terms. Such a model would require only seven coeffi cients to describe the success rates of all 12 candidate rules and might thus yield a more parsimonious description of the relationships of interest than an analysis like the one presented above that estimates the success rate for each candidate rule separately. Estimates of these coeffi cients can be obtained in a straightforward manner by an extension of the inverse-probability-of-treatment weighting approach as described above ( 16 ) . For the sake of illustration, we summarize the results of such an analysis in the appendix. We note, however, that our fi ndings regarding the salvage activity of KA/VE indicate that the assumption of no interaction between fi rst-line and salvage regimens is unlikely to hold in this situation, so that these results should be treated with care.
We have described another setting in which the model-based approach may seem more appealing ( 17 ) . Specifi cally, we considered the case of a sequentially randomized trial that was aimed at comparing dynamic rules that are based not only on the choice of a fi rst-line and a salvage regimen but also on the choice of a threshold that is used to decide when a measured continuous intermediate outcome is interpreted as evidence of an adequate response to the regimen examined. In the trial discussed by Thall et al. ( 1 ), for instance, an adequate response to the initial treatment course was defi ned primarily as a 40% or greater decline in the level of prostate-specifi c antigen relative to baseline, a criterion that was chosen a priori by expert consensus. It may also be of interest, however, to study the extent to which different switching thresholds lead to improved overall success rates. This question could be investigated through a slightly different sequentially randomized trial design. Suppose we can agree on a lower bound for the intermediate outcome below which patients could not reasonably be expected to continue their initial treatment. Patients whose intermediate outcomes are worse than this minimum level will thus have to be randomly assigned to one of the remaining treatment options as in the sequentially randomized trial described above. Unlike in that trial, however, patients with intermediate outcomes above this minimum level are not kept on their initial treatment but are once again randomly assigned to one of the four candidate regimens. We demonstrated previously ( 17 ) how data arising from such a trial could be analyzed parsimoniously by use of a model that includes linear as well as quadratic terms for the switching threshold, with coeffi cient estimates immediately implying an optimal choice for the fi rst-line and salvage regimen as well as the switching threshold. We close by considering some options for addressing the problem of potentially informative patient dropout. We suggest that different sources of dropout may require different remedial approaches. If patients drop out for reasons that would not prohibit them from continuing on with the trial, inverse-probabilityof-censoring weighting may offer an attractive approach. By weighting each complete observation by the inverse of an estimate of the probability of having completed the trial, this methodology aims to create a reweighted sample that is representative of the ideal randomized trial, in which no patients dropped out. In some situations, however, it would be unrealistic -even in the context of such an ideal randomized trial -to force a patient to continue participating in the trial. In the prostrate cancer trial of Thall et al. ( 1 ) , for instance, some patients had to leave the trial because of rapid disease progression that required them to receive palliative care instead of one of the four regimens considered as part of the trial. Similarly, other patients had to be given alternative treatment options because of excessive toxic effects from the four candidate regimens. Such patients could not have been realistically expected to continue to participate in the trial, so that an inverse-probabilityof-censoring weighting approach aimed at mimicking an ideal randomized trial in which all patients followed their assigned treatments would not be appropriate.
We suggest that dropout for such reasons may be better addressed by modifying the defi nition of the candidate dynamic rules to ensure that each patient is guaranteed to be able, at least in theory, to comply with the assigned treatment course. In the trial discussed by Thall et al. ( 1 ) , for example, one might modify the defi nition of the candidate rules d ( f , s ) as follows: a patient is assigned to the fi rst-line regimen f until the treatment fails to produce a positive response, at which point he is switched to the salvage regimen s ; if his disease progresses during the course of the trial, the treating physician is allowed to deviate from this algorithm to give palliative care; if the patient experiences an excessive toxic effect, the treating physician is likewise allowed to assign an alternative regimen of his choice that is likely to be better tolerated by the patient. If the investigator is then still able to record the outcome of interest for such patients, they can be used as part of the analysis just like any other patient. This approach, which is similar in fl avor to an intention-to-treat analysis, would then allow the investigator to estimate the expected success rate if all patients were assigned to one of these more realistic dynamic rules that not only stipulate fi rst-line and salvage regimens but also allow for the occurrence of disease progression and excessive toxic effects. In some sense, the use of such rules would be a direct extension of the arguments that form the basis for considering dynamic rules d ( f , s ) rather than single-decision rules that expect all patients to comply indefi nitely with their initial treatment assignment: randomized trials can often benefi t from focusing on treatment strategies that refl ect actual clinical practice to ensure that any given patient can be realistically expected to comply with the assigned treatment. Treatment strategies that ignore scenarios that would preclude a patient from complying with treatment assignment may seem initially appealing from a causal -inference point of view because they promise a clear measure of the causal effect of a candidate regimen, but they ultimately cannot live up to this promise because this measure is based on an unrealistic defi nition that prevents it from being estimable from observed data.
