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Misa Nakanishi ∗
Abstract
From a recent perspective, the structure of a 3-connected graph is
studied in this paper. It stipulates the minimum dominating set of
a 3-connected graph. Also, we count the number of structures, as a
consequence, the upper bound is obtained. By it, the minimum domi-
nating set of a 3-connected graph is determined in polynomial time.
keywords: 3-connected graph, minimum dominating set, ear decompo-
sition
1 Introduction
In this paper, a graph G is finite, undirected and simple with the vertex
set V and edge set E. We follow [1] for basic notations and properties. For
v ∈ V (G), the open neighborhood is denoted by NG(v) and the closed neigh-
borhood is denoted by NG[v], also for W ⊆ V (G), NG(W ) =
⋃
v∈W NG(v)
and NG[W ] =
⋃
v∈W NG[v]. A dominating set X ⊆ V (G) is such that
NG[X] = V (G). A minimum dominating set is called a d-set.
It is fundamental to cover a graph by paths of length 0 mod 3 so that a
dominating set is stipulated. For cubic graph domination by Reed [2], a cubic
graph was attempted to cover by paths of length 0 mod 3. A dominating
set is given by taking every three vertices on the paths. To minimize a
dominating set, it is important that the paths are connecting appropriately.
By focusing on the connection of these paths, we observed that if any two
cycles of length 0 mod 3 have exactly one common path to intersect then it
is optimum for minimum domination, so we called a graph of these cycles
structure. A 3-connected graph is almost covered by these cycles. As for a
2-connected graph, the next property is familiar to us.
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Proposition A ([1]). A graph is 2-connected if and only if it can be con-
structed from a cycle by successively adding H-paths to graphs H already
constructed.
In this paper, we reveal that for a 3-connected graph, each component
not covered by certain structure is trivial, say an exceptional vertex. When
we assign a label every three vertices of the cycles, we find that an excep-
tional vertex is all adjacent to labeled vertices. That is to say, a 3-connected
graph is explained only by this structure to have a minimum dominating set.
Especially, we call this structure domination structure.
Structure is constructed by finding cycles of length 0 mod 3 one by one
with one path intersection. Therefore, it is polynomially determined. In
this paper, the number of structures we can take in a 3-connected graph is
considered. By revealing that the upper bound is the order plus one, we
know that domination structure is determined in polynomial time. That is
to say, the minimum dominating set of a 3-connected graph is determined
in polynomial time although this problem is NP-complete.
2 Preliminary
For the proof of our theorem, we introduce terminology and notations. Let
CG be a collection of cycles with length 0 mod 3 in a graph G. Two cycles
C1 and C2 are connecting without seam if and only if C1 ∩ C2 is one path.
For two cycles C1 and C2 such that C1∩C2 is k paths, we say C2 is obtained
by adding k C1-paths (k ≥ 1). Let CSG be a maximal subset of CG in which
|CSG| = 1 or for all C1 ∈ CSG, there exists C2 ∈ CSG connecting without
seam with C1. Let DSG be a maximal subset of CSG in which a cycle of CSG
is dropped when no exclusive vertex is contained. Let C(G) be a set of all
CSG. Let
>
CSG be a graph as
⋃
C∈CSG C. Let Ct(G) be a set of all
>
CSG. Let
F(G) be a set of all maximal vertex-disjoint union of members in Ct(G). A
X-3-path is a path which has a vertex of X ⊆ V (G) at every three vertices
in the sequence. That X-3-paths are assigned to
>
CSG means for
>
CSG, to
define X ⊆ V (>CSG) such that every cycle of DSG has a vertex of X at every
three vertices in the sequence. In particular, that X-3-paths are assigned
to every component of H ∈ F(G) means for 1 ≤ i ≤ k with k maximal, to
assign Xi-3-paths to a component Ci ⊆ H and to let X =
⋃
1≤i≤kXi.
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3 Domination structure in 3-connected graphs
Theorem 3.1. For a 3-connected graph G, there exists H ∈ F(G) such
that every component R of G − H is |R| ≤ 1. Moreover, if X-3-paths are
assigned to every component of H then for R = {x}, NG(x) ⊆ X.
Proof. Let G be a 3-connected graph. Let R be a connected subgraph of G.
Claim 3.1. For some distinct three vertices t0, u0, v0 ∈ NG(V (G − R)) \
V (G−R) and dR(t0) ≥ 2, there exist a path from t0 to u0 and a path from
t0 to v0 in R which are internally disjoint.
Proof. Let t1, t2 ∈ NG(t0)∩R. Let P be a path between t1 and u0 in R and
Q be a path between t2 and v0 in R. Suppose that P ∩Q 6= ∅ for such P and
Q. Let x ∈ P ∩Q be the first vertex of P from t1. Since G is 3-connected,
G− x− t0 is connected. That is, there exists a path from a vertex of Px˚ to
some w0 ∈ NG(V (G−R)) \ V (G−R) distinct from t0 and v0 which avoids
x. Therefore, for some v0, w0 ∈ NG(V (G − R)) \ V (G − R), there exist a
path P between t1 and w0 in R and a path Q between t2 and v0 in R such
that P ∩Q = ∅.
Claim 3.2. C(G) 6= ∅.
Proof. Take any vertex x ∈ V (G). Since G is 3-connected, x is adjacent
to at least 3 vertices. Also, for all y ∈ NG(x), dG−x(y) ≥ 2. For some
t0, u0, v0 ∈ NG(x), by Claim 3.1, there exist a path P1 from t0 to u0, a path
P2 from u0 to v0 and a path P3 from v0 to t0 in G− x which are internally
disjoint. It suffices to show that there exists a path Q of length 1 mod 3
with two ends of {t0, u0, v0}. If P1, P2 or P3 is of length 1 mod 3 then the
proof is complete. If at least two of P1, P2 and P3 are of length 2 mod 3,
assume that ||P1|| ≡ 2 and ||P2|| ≡ 2 mod 3. Then ||P1u0P2|| ≡ 1 mod 3.
Otherwise, without loss of generality, two cases arise.
(I) ||P1|| ≡ 2, ||P2|| ≡ 0 and ||P3|| ≡ 0 mod 3.
(II) ||P1|| ≡ 0, ||P2|| ≡ 0 and ||P3|| ≡ 0 mod 3.
Note that the inner vertices of P1, P2 and P3 have path between them in
G− x, otherwise adjacent to x. By simple case analysis as (∗0) and (∗T1),
we obtain Q through the path.
(∗0)
Let Si be a set of all paths which have an inner vertex i as an end (1 ≤ i ≤ p).
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Step 1. Let p = 1.
Step 2. Confirm that we obtain Q which contains the path S ∈ Sp.
Step 3. If all S have Q, stop the steps. Otherwise let Tp be a set of all S
which does not have Q.
Step 4. Increment p.
Step 5. For Sp, apply Step 2 and Step 3 and go to Step 6.
Step 6. Confirm that we obtain Q which contains the paths in T ∈ T1 ×
T2 × · · · × Tp.
Step 7. If all T have Q, stop the steps. Otherwise go to Step 4.
Here, we represent some details for (∗T1), (∗T2). Consecutive three vertices
in P1, P2 and P3 are denoted by (P
0
1 , P
1
1 , P
2
1 ), (P
0
2 , P
1
2 , P
2
2 ) and (P
0
3 , P
1
3 , P
2
3 )
respectively. Set {P 01 , P 11 , P 21 , P 02 , P 12 , P 22 , P 03 , P 13 , P 23 } = {1, 2, 3, 4, 5, 6, 7, 8, 9}.
For 1 ≤ i ≤ 9, Si has 18 paths from 6 cases of another end and 3 cases of
length.
Claim 3.3. For a d-set Y of G, there exists
>
CSG ∈ Ct(G) such that X-3-
paths can be assigned to
>
CSG and X ⊆ Y .
Proof. It is obvious that for a d-set Y of G, there exists
>
CSG ∈ Ct(G) such
that every D ∈ DSG ⊆ CSG has a vertex of Y at every three vertices in the
sequence. In particular, if C ∈ CSG does not have a vertex of Y at every
three vertices in the sequence then C ∩ Y = ∅, but every D ∈ DSG has at
least one exclusive vertex.
We assume that CSG ∈ C(G) satisfies Claim 3.3.
Claim 3.4. If X-3-paths are assigned to
>
CSG, any two vertices of
>
CSG have
at least two X-3-paths between them which have distinct penultimate vertices
from both ends. (We call it a closed X-3-path.)
Proof. For two cycles of CSG which connect without seam, say C1 and C2,
let P1 = C2−C1. Let P1 = v1 · · · v2. Let x1 ∈ V (C1) and x2 ∈ V (P1). Then
there exist two X-3-paths x1C1v1P1x2 and x1C1v2P1x2. Let x1 ∈ V (C1)
and x2 ∈ V (C2 − P1). Then there exist two X-3-paths x1C1x2 which are
internally disjoint. For two cycles Ck and Ck+1 of CSG which connect with-
out seam (1 ≤ k ≤ p), by applying the same argument, xk ∈ V (Ck) and
xk+1 ∈ V (Ck+1) have at least two X-3-paths between them which are in-
ternally disjoint. Any two vertices xi, xj ∈ >CSG are contained in some
Ci, Cj ∈ CSG respectively. From the definition of CSG, it suffices that
Ci, Cj ∈ {Ck|1 ≤ k ≤ p + 1}. We obtained the claim.
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Let R be a component of G−>CSG. Note that NG(R)∩>CSG has at least
3 vertices since G is 3-connected. Let U = NG(R)∩>CSG. Let X-3-paths be
assigned to
>
CSG. The vertex u ∈ >CSG is two types, u ∈ X or u ∈ V (G) \X.
For r ∈ R such that NG(r) ⊆ {s} ∪ U for some s ∈ R, let R′ be a set of
all r. Let O =
>
CSG ∪ R′. Let M be a component of G − O. Now, let
t0, u0, v0 ∈ NG(O)∩M . A cycle obtained from a path from t0 to u0, a path
from u0 to v0 and a path from v0 to t0 in M which are internally disjoint
is denoted by N if there exists. Let t, u, v ∈ O be adjacent to t0, u0 and v0
respectively. The vertex o ∈ {t, u, v} is four types (∗1).
(a) o ∈ >CSG and o ∈ X
(b) o ∈ R′ and (NO(o) ∩>CSG) ∩X = ∅
(c) o ∈ R′ and (NO(o) ∩>CSG) ∩X 6= ∅
(d) o ∈ >CSG and o ∈ V (G) \X
Note that for (c), (NO(o) ∩>CSG) ⊆ X, otherwise o ∈ >CSG. If there exists
a path Q between two vertices of {t, u, v} (through the vertices in M) of
specific length and types then CSG is not maximal. Twenty cases arise (∗2)
by simple case analysis. For example, a path Q of length 2 mod 3 between
types (a) and (a) is the case.
(∗2)
length types
(1) 2 mod 3 (a) and (a)
(2) 0 mod 3 (a) and (b)
(3) 2 mod 3 (a) and (b)
(4) 1 mod 3 (a) and (c)
(5) 0 mod 3 (a) and (d)
(6) 1 mod 3 (a) and (d)
(7) 0 mod 3 (b) and (b)
(8) 1 mod 3 (b) and (b)
(9) 2 mod 3 (b) and (b)
(10) 1 mod 3 (b) and (c)
length types
(11) 2 mod 3 (b) and (c)
(12) 0 mod 3 (b) and (d)
(13) 1 mod 3 (b) and (d)
(14) 2 mod 3 (b) and (d)
(15) 0 mod 3 (c) and (c)
(16) 0 mod 3 (c) and (d)
(17) 2 mod 3 (c) and (d)
(18) 0 mod 3 (d) and (d)
(19) 1 mod 3 (d) and (d)
(20) 2 mod 3 (d) and (d)
Note that, by Claim 3.4, two vertices in (∗1) have a X-3-path in >CSG but
the same pair may have a different connection, which appears in (∗2). The
case where all of {t, u, v} are type (c) is exceptional.
Claim 3.5. Suppose that there exists the type other than (c) in {t, u, v}. If
M has N then M = ∅.
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Proof. Suppose that M 6= ∅. It suffices to show that there exists Q as in
(∗2). Let P1 be a path from t0 to u0, P2 be a path from u0 to v0 and P3 be
a path from v0 to t0 in M which are internally disjoint. According to the
types (∗1) of t, u and v, if ||P1||, ||P2|| or ||P3|| is specified as (∗2) then we
obtain Q. Suppose not. Note that the inner vertices of P1, P2 and P3 have
path between them in M , otherwise adjacent to the vertex of O. By simple
case analysis as (∗0) and (∗T2), we obtain Q through the path.
Claim 3.6. If all of {t, u, v} are type (c) then either
(i) we have a desired path Q or
(ii) if M has N then M itself forms a distinct >CSG ∈ Ct(G).
For (ii), if X-3-paths are assigned to each
>
CSG then for all x ∈ NG(M)∩O,
NG(x) ⊆ X.
Proof. Let P1 be a path from t0 to u0, P2 be a path from u0 to v0 and
P3 be a path from v0 to t0 in M which are internally disjoint. By simple
case analysis including (∗0), (i) is confirmed, otherwise, if M has N then
N is of length 0 mod 3, to which we can assign Y -3-path so that for all
x ∈ NG(M) ∩O, which imply type (c), NG(x) ⊆ X ∪ Y .
Let H be the union of members in Ct(G) which are original and ones
attained in Claim 3.6. We assume that each component of H satisfies Claim
3.3. Let X-3-paths be assigned to each component of H. For a d-set Y of G
such that E(Y ) is minimal, take H as X ⊆ Y . Now, let R be a component
of G−H.
Claim 3.7. |R| ≤ 1, and if |R| = 1 then x ∈ R satisfies NG(x) ⊆ X.
Proof. By Claim 3.5 and Claim 3.6, it suffices to consider that |R| ≤ 2.
In particular, we assume that NG(R) \ R ⊆ >CSG for one component >CSG
of H. Because otherwise the statement is proved in Claim 3.6. Suppose
that R = {u, v}. From the definition of R, u, v 6∈ >CSG. (i) Let u′ ∈
(NG(u) ∩>CSG) ∩X 6= ∅ and v′ ∈ (NG(v) ∩>CSG) ∩X 6= ∅. Then, by Claim
3.4, u′
>
CSGv
′ ∪ u′uvv′ forms a closed X-3-path, a contradiction. (ii) Let
(NG(u) ∩>CSG) ∩ X 6= ∅ and (NG(v) ∩>CSG) ∩ X = ∅. It is assumed that
NG(u)∩>CSG ⊆ X, for otherwise u ∈ >CSG. By Claim 3.4, for p, q ∈ NG(v)∩>
CSG, there exists a closed X-3-path in
>
CSG, say R. Let p
′ ∈ (NG(p)∩R)∩X,
p′′ ∈ (NG(p)∩R)∩(V \X), q′ ∈ (NG(q)∩R)∩X and q′′ ∈ (NG(q)∩R)∩(V \X).
If R = pp′ · · · q′q ∪ pp′′ · · · q′′q then pp′′Rq′′q ∪ pvq forms a closed X-3-path,
a contradiction. Thus, R = pp′ · · · q′′q ∪ pp′′ · · · q′q. Let p′ and q′ have
a X-3-path S between them in
>
CSG such that (NG(p
′) ∩ S) ∩ R = ∅ and
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(NG(q
′)∩S)∩R = ∅. Then, q′Rp′′p∪pvq∪qq′′Rp′∪p′Sq′ forms a closed X-3-
path, a contradiction. That is, by Claim 3.4, it suffices that NG(p
′)\R ⊆ X.
Indeed, if (NG(p
′) \ R) ∩ (V \ X) 6= ∅ and (NG(q′) \ R) ∩ (V \ X) 6= ∅
then by Claim 3.4, S exists. Since we assume that each component of
H satisfies Claim 3.3, for X ∪ {v} = X ′, X ′ is a d-set of H ∪ R. Since
NG(p
′) \ R ⊆ X ′, E(X ′) is not minimal, that contradicts X ′ ⊆ Y . (iii)
Let (NG(u) ∩ >CSG) ∩ X = ∅ and (NG(v) ∩ >CSG) ∩ X = ∅. By the same
argument as (ii), a contradiction follows. Therefore, |R| ≤ 1. Let R = {u}.
(iv) Let p ∈ NG(u) ∩X 6= ∅ and q ∈ NG(u) ∩ (V \X) 6= ∅. By Claim 3.4,
for p, q ∈ NG(u) ∩>CSG, there exists a closed X-3-path in >CSG, say R. Let
q′ ∈ (NG(q) ∩ R) ∩X and q′′ ∈ (NG(q) ∩ R) ∩ (V \X). Then, pRq′q ∪ puq
forms a closed X-3-path, a contradiction. (v) Let NG(u) ⊆ V \X. By the
same argument as (ii), a contradiction follows. Thus, if |R| = 1 then u ∈ R
satisfies NG(u) ⊆ X.
By Claim 3.7, we complete the proof of Theorem 3.1.
Corollary 3.1. Let G be a 3-connected graph. For some H ∈ F(G), a d-set
X of G is obtained by assigning X-3-paths to each component of H.
Proof. It is straightforward from Theorem 3.1.
We call H ∈ F(G) in Theorem 3.1 domination structure of G.
Lemma 3.1. For a 3-connected graph G, each H ∈ F(G) is determined in
polynomial time.
Proof. From the proof of Theorem 3.1, each H ∈ F(G) is constructed by
finding cycles of length 0 mod 3 one by one with one path intersection. It
is polynomially determined.
Lemma 3.2. For a 3-connected graph G, |F(G)| ≤ |V (G)|+ 1.
Proof. (I) For H1 ∈ F(G), let R 6= ∅ be a component of G − H1. As the
proof of Theorem 3.1, it suffices to consider |R| ≤ 2. For x ∈ R and c ∈ H1,
let E(x) be a set of xc. We construct G′ as G +
⋃
x∈⋃RE(x) where E(x)
is maximal as long as each component of H1 is maximal also in G
′. Let X-
3-paths be assigned to every component of H1. Since G
′ is 3-connected, let
{y1, y2, y3} ⊆ NG′(R) \R. By Claim 3.4 in the proof of Theorem 3.1, there
exists a closed X-3-path C(R) such that y1, y2, y3 ∈ C(R) in G. Let H2 ∈
F(G) \ {H1}. Let Y -3-paths be assigned to every component of H2. By the
definition of F(G), a closed Y -3-path, say D, is obtained by adding at least
two C(R)-paths to C(R). As one of the C(R)-paths, for some z1, z2 ∈ C(R),
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let z1Pz2. For some h1, h2 ∈ C(R), let Q = h1 · · · z1Pz2 · · ·h2 ⊆ D. By the
definition of G′, for some x1, x2 ∈ R, let x1h1, x2h2 ∈ E(G′). Here, we can
take Q as |Q| is 1 mod 3 or 2 mod 3. Therefore, a closed Y -3-path which
contain R is obtained by adding one D-path, h1Rh2, in G
′. For H ′1 ∈ F(G′),
let R ⊆ G′ −H ′1. Then, after all, for H ′2 ∈ F(G′) \ {H ′1}, R ⊆ H ′2. That is,
|F(G)| ≤ |F(G′)| ≤ |V (G′)| = |V (G)|.
(II) For H1 ∈ F(G), let V (G) = V (H1). For a new vertex x 6∈ V (G),
let R = {x} and E(x) = {xc|c ∈ X}. We construct G′ with the vertex
set V (G) ∪ R and edge set E(G) ∪ E(x). Let x 6∈ H ′1 ∈ F(G′). By the
same argument as (I), for H ′2 ∈ F(G′) \ {H ′1}, x ∈ H ′2. That is, |F(G)| ≤
|F(G′)| ≤ |V (G′)| = |V (G)|+ 1.
Theorem 3.2. For a 3-connected graph G, a d-set of G is determined in
polynomial time.
Proof. It is straightforward from Corollary 3.1, Lemma 3.1 and Lemma 3.2.
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Appendix A
(∗T1)
(||P1||, ||P2||, ||P3||) |T1| |T2| |T3| |T4| |T5| |T6| |T7| |T8| |T9|
(I) (2, 0, 0) 2 2
(II) (0, 0, 0) 4 4 4 4
(∗T2)
(t, u, v) (||P1||, ||P2||, ||P3||) |T1| |T2| |T3| |T4| |T5| |T6| |T7| |T8| |T9|
((a), (a), (a)) (0, 0, 0) 4 4 4 4
((a), (a), (a)) (0, 0, 2) 2 2
((a), (a), (b)) (0, 0, 0) 0
((a), (a), (b)) (0, 1, 1) 0
((a), (a), (b)) (2, 1, 1) 0
((a), (a), (c)) (0, 1, 1) 2 2
((a), (a), (c)) (0, 1, 2) 1 2
((a), (a), (c)) (0, 2, 1) 1 2
((a), (a), (d)) (0, 1, 1) 0
((a), (b), (b)) (0, 0, 0) 0
((a), (b), (c)) none
((a), (b), (d)) none
((a), (c), (c)) (1, 0, 2) 1 3
((a), (c), (c)) (2, 0, 1) 1 3
((a), (c), (c)) (2, 0, 2) 2 2
((a), (c), (d)) none
((a), (d), (d)) (1, 0, 1) 0
((c), (b), (b)) (2, 0, 2) 0
((c), (b), (c)) (2, 2, 0) 0
((c), (b), (d)) none
((c), (c), (c)) (1, 0, 0) 2 3 4
((c), (c), (d)) (0, 0, 0) 0
((c), (d), (d)) (0, 0, 0) 0
Note that the choice of types (a), (b), (c) and (d) for the vertex t is (a) or
(c) in (∗T2). It suffices because other types are considered by the rotation
of the vertices of X in the same way.
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