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Main approaches for learning Bayesian networks can be classified
as constraint-based, score-based or hybrid methods. Although high-
dimensional consistency results are available for constraint-based meth-
ods like the PC algorithm, such results have not been proved for score-
based or hybrid methods, and most of the hybrid methods have not
even shown to be consistent in the classical setting where the num-
ber of variables remains fixed and the sample size tends to infinity.
In this paper, we show that consistency of hybrid methods based on
greedy equivalence search (GES) can be achieved in the classical set-
ting with adaptive restrictions on the search space that depend on
the current state of the algorithm. Moreover, we prove consistency
of GES and adaptively restricted GES (ARGES) in several sparse
high-dimensional settings. ARGES scales well to sparse graphs with
thousands of variables and our simulation study indicates that both
GES and ARGES generally outperform the PC algorithm.
1. Introduction. A Bayesian network consists of a directed acyclic
graph (DAG) on a set of variables and conditional distributions for each
node given its parents in the DAG. Bayesian networks can be used for various
purposes, such as efficiently modeling the joint distribution of the variables,
constructing decision support systems, probabilistic reasoning in expert sys-
tems, and causal inference.
In a Bayesian network, the DAG encodes conditional independence rela-
tionships that must hold among the corresponding random variables. Several
DAGs can encode exactly the same set of conditional independence relation-
ships. Such DAGs are called Markov equivalent and form a Markov equiv-
alence class (see Section 2.2). A Markov equivalence class can be uniquely
represented by a completed partially directed acyclic graph (CPDAG). We
consider estimating the CPDAG of a Bayesian network from observational
data, and we refer to this as structure learning. Main approaches for struc-
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ture learning can be classified as constraint-based, score-based or hybrid
methods.
Constraint-based methods, such as the PC algorithm [Spirtes et al., 2000],
are based on conditional independence tests. The PC algorithm and its vari-
ants (e.g., Harris and Drton [2013]; Colombo and Maathuis [2014]) have been
widely applied to high-dimensional datasets (e.g., Maathuis et al. [2010];
Schmidberger et al. [2011]; Stekhoven et al. [2012]; Verdugo et al. [2013];
Le et al. [2013]; Gao and Cui [2015]), partly because they were shown to
be consistent in sparse high-dimensional settings where the number of vari-
ables is allowed to grow with the sample size [Kalisch and Bu¨hlmann, 2007;
Harris and Drton, 2013; Colombo and Maathuis, 2014], and partly because
they scale well to sparse graphs with thousands of variables.
Score-based methods aim to optimize a scoring criterion over the space of
possible CPDAGs or DAGs, typically through a greedy search procedure (see
Section 2.4). Greedy equivalence search (GES) [Chickering, 2002b] is a pop-
ular score-based method, which was shown to be consistent in the classical
setting where the number of variables remains fixed and the sample size goes
to infinity. This consistency result of Chickering [2002b] is remarkable, since
it involves a greedy search. However, GES has not been shown to be consis-
tent in high-dimensional settings. Van de Geer and Bu¨hlmann [2013] proved
high-dimensional consistency of the global optimum of an `0-penalized like-
lihood score function under the multivariate Gaussian assumption, but it
has not been proved that a greedy search method like GES can find the
global optimum in a high-dimensional setting. Another obstacle for apply-
ing score-based methods like GES to high-dimensional data is that they do
not scale well to large graphs.
A hybrid method combines a score-based method either with a constraint-
based method or with a variable selection method. Such methods often use
a greedy search on a restricted search space in order to achieve computa-
tional efficiency, where the restricted space is estimated using conditional
independence tests or variable selection methods [Tsamardinos et al., 2006;
Schmidt et al., 2007; Schulte et al., 2010; Alonso-Barba et al., 2013]. Com-
mon choices for the restricted search space are an estimated skeleton of
the CPDAG (CPDAG-skeleton) or an estimated conditional independence
graph (CIG). The CIG (or moral graph or Markov network) of a joint dis-
tribution of p variables X1, . . . , Xp is an undirected graph where two nodes
Xi and Xj are adjacent if and only if they are conditionally dependent given
{X1, . . . , Xp} \ {Xi, Xj}. The CIG is a supergraph of the CPDAG-skeleton.
Hybrid algorithms generally scale well with respect to the number of vari-
ables, but their consistency results are generally lacking even in the classical
HIGH-DIMENSIONAL CONSISTENCY IN STRUCTURE LEARNING 3
setting, except for Alonso-Barba et al. [2013].
In a preliminary simulation study, we compared the performances of
PC, GES, and GES restricted to an estimated CIG (RGES-CIG) in high-
dimensional settings (see Section 1 of the supplementary material). Table
1 summarizes our findings from these preliminary simulations and the exis-
tence of consistency results in the literature.
Table 1
Summary of performance and existing consistency results, where tick marks represent
good performance or existence of consistency results, cross marks represent bad
performance, and question marks represent non-existence of consistency results.
speed
estimation
performance consistency
high-dimensional
consistency
PC 3 7 3 3
GES 7 3 3 ?
RGES-CIG 3 3 ? ?
Although GES and RGES-CIG outperform PC in terms of estimation
performance in our high-dimensional simulations, we find that PC is the
most commonly applied method in high-dimensional applications. We sus-
pect that the main reasons for the lack of popularity of score-based and
hybrid methods in high-dimensional applications are that they lack con-
sistency results in high-dimensional settings and/or that they do not scale
well to large graphs. In this paper, we prove high-dimensional consistency
of GES, and we propose new hybrid algorithms based on GES that are con-
sistent in several sparse high-dimensional settings and scale well to large
sparse graphs. To the best of our knowledge, these are the first results on
high-dimensional consistency of score-based and hybrid methods.
The paper is organized as follows. Section 2 discusses some necessary
background knowledge. In Section 3, we show with an explicit example that
naive hybrid versions of GES that restrict the search space to the CIG or
the CPDAG-skeleton are inconsistent. This shows that the search path of
GES may have to leave the search space determined by the CIG or the
CPDAG-skeleton, even though the true CPDAG lies within these search
spaces.
In Section 4 we provide a novel insight into how consistency can be
achieved with hybrid algorithms based on GES, by imposing a restriction on
the search space that changes adaptively depending on the current state of
an algorithm. In particular, we propose a new method called adaptively re-
stricted greedy equivalence search (ARGES), where in addition to the edges
of the CIG (or the CPDAG-skeleton), we allow the shields of v-structures (or
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unshielded triples) in the current CPDAG, at every step of the algorithm.
Our consistency proofs are based on a new characterization of independence
maps (Theorem 4.1), which is an interesting result in itself.
In Section 5 we prove consistency of GES and ARGES in certain sparse
high-dimensional settings with multivariate Gaussian distributions. As a
key ingredient of our proof, we show a connection between constraint-based
and score-based methods. This connection enables us to extend our high-
dimensional consistency results to linear structural equation models with
sub-Gaussian errors (Section 6). Furthermore, it motivated us to define
a scoring criterion based on rank correlations, and hence to derive high-
dimensional consistency results for GES and ARGES for nonparanormal
distributions (Section 7). This result is analogous to the high-dimensional
consistency result of the Rank-PC algorithm [Harris and Drton, 2013]. Sec-
tion 8 contains simulation results, where we compare the finite sample per-
formances and runtimes of PC, GES, ARGES and max-min hill-climbing
[Tsamardinos et al., 2006] in certain sparse high-dimensional settings. We
end with a discussion and problems for future research in Section 9.
All proofs are given in the supplementary material [Nandy et al., 2017a].
An implementation of ARGES has been added to the R-package pcalg
[Kalisch et al., 2012].
2. Preliminaries.
2.1. Graph terminology. We consider graphs A = (X, E), where the
nodes (or vertices) X = {X1, . . . , Xp} represent random variables and the
edges represent relationships between pairs of variables. The edges can be
either directed (Xi → Xk) or undirected (Xi −Xk). An (un)directed graph
can only contain (un)directed edges, whereas a partially directed graph may
contain both directed and undirected edges. For partially directed graphs
A = (X, E) and A′ = (X, E′), we write A ⊆ A′ and A = A′ to denote
E ⊆ E′ and E = E′ respectively. The skeleton of a partially directed graph
A, denoted as skeleton(A), is the undirected graph that results from replac-
ing all directed edges of A by undirected edges.
Two nodes Xi and Xk are adjacent if there is an edge between them.
Otherwise they are non-adjacent. The set of all adjacent node of Xi in A
is denoted by AdjA(Xi). The degree of a node Xi in A equals |AdjA(Xi)|.
If Xi → Xk, then Xi is a parent of Xk. The set of all parents of Xk in
A is denoted by PaA(Xk). A triple of nodes (Xi, Xj , Xk) is an unshielded
triple in A if Xi and Xk are non-adjacent in A and {Xi, Xk} ⊆ AdjA(Xj).
An unshielded triple (Xi, Xj , Xk) is a v-structure if Xi → Xj ← Xk. If
(Xi, Xj , Xk) is an unshielded triple in A, then the edge Xi → Xk (or Xk →
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Xi), which is not present in A, is called a shield of the unshielded triple
(Xi, Xj , Xk).
A path between Xi and Xk in a graph A is sequence of distinct nodes
(Xi, . . . , Xk) such that all pairs of successive nodes in the sequence are ad-
jacent in A. We use the shorthand piA(Xi, . . . , Xk) to denote a path in
A with endpoint nodes Xi and Xk. A non-endpoint node Xr on a path
piA(Xi, . . . , Xr−1, Xr, Xr+1, . . . , Xk) is a collider on the path if Xr−1 →
Xr ← Xr+1. Otherwise it is a non-collider on the path. An endpoint node
on a path is neither a collider nor a non-collider on the path. A path without
colliders is a non-collider path. A path of two nodes is a trivial non-collider
path.
A directed path from Xi to Xk is a path between Xi and Xk, where all
edges are directed towards Xk. If there is a directed path from Xi to Xk,
then Xk is a descendant of Xi. Otherwise it is a non-descendant. We use the
convention that each node is a descendant of itself. The set of all descendants
(non-descendants) of Xi in A is denoted by DeA(Xi) (NdA(Xi)).
A path between Xi and Xk of at least three nodes, together with edge
between Xi and Xk forms a cycle. A directed path from Xi to Xk together
with Xk → Xi forms a directed cycle. A directed graph or partially directed
graph without directed cycles is called acyclic. A graph that is both (par-
tially) directed and acyclic, is a (partially) directed acyclic graph or (P)DAG.
We will typically denote an arbitrary DAG byH (orHn), and an arbitrary
partially directed graph by A (or An). Graphs are always assumed to have
vertex set X = {X1, . . . , Xp} (or Xn = {Xn1, . . . , Xnpn}).
2.2. Bayesian network terminology. We consider a random vector X =
(X1, . . . , Xp)
T with a parametric density f(·). The density factorizes accord-
ing to a DAG H if there exists a set of parameter values Θ = {θ1, . . . ,θp}
such that
(1) f(x1, . . . , xp) =
p∏
i=1
fi(xi | PaH(Xi) = PaH(xi),θi),
where θi specifies the conditional density of Xi given its parents in H and
PaH(xi) denotes the sub-vector of (x1, . . . , xp) that corresponds to PaH(Xi).
Such a pair (H,Θ) is a Bayesian network that defines the joint distribution.
The DAGH of a Bayesian network (H,Θ) encodes conditional independence
constraints that must hold in any distribution that factorizes according to
H. Conditional independence constraints encoded by a DAG can be read off
from the DAG using the notion of d-separation.
Definition 2.1. (d-separation, see Definition 1.2.3 of Pearl [2009]) Let
S be a subset of nodes in a DAG H, where S does not contain Xi and Xk.
6 P. NANDY, A. HAUSER AND M. H. MAATHUIS
Then S blocks a path piH(Xi, . . . , Xk) if at least one of the following holds:
(i) piH contains a non-collider that is in S, or (ii) piH contains a collider that
has no descendant in S. Otherwise piH is open given S. For pairwise disjoint
sets of nodes W1, W2 and S, we say that W1 and W2 are d-separated by S
in H if every path between a node in W1 and a node in W2 is blocked by S.
This is denoted by W1 ⊥H W2 | S. Otherwise, W1 and W2 are d-connected
given S in H, denoted by W1 6⊥H W2 | S.
The distribution of X is DAG-perfect [Chickering, 2002b] if there exists
a DAG G0 such that (i) every independence constraint encoded by G0 holds
in the distribution of X, and (ii) every independence constraint that holds
in the distribution is encoded by G0. Such a DAG G0 is called a perfect map
of the distribution. Condition (i) is known as the global Markov property,
and condition (ii) is the so-called faithfulness condition (see, for example,
Definition 3.8 of Koller and Friedman [2009]). In this paper, we only consider
DAG-perfect distributions (as in Chickering [2002b]).
DAGs that encode exactly the same set of conditional independence con-
straints form a Markov equivalence class [Verma and Pearl, 1990]. Two
DAGs belong to the same Markov equivalence class if and only if they have
the same skeleton and the same v-structures [Verma and Pearl, 1990]. A
Markov equivalence class of DAGs can be uniquely represented by a com-
pleted partially directed acyclic graph (CPDAG), which is a PDAG that
satisfies the following: Xi → Xk in the CPDAG if Xi → Xk in every DAG
in the Markov equivalence class, and Xi−Xk in the CPDAG if the Markov
equivalence class contains a DAG in which Xi → Xk as well as a DAG in
which Xi ← Xk [Verma and Pearl, 1990; Andersson et al., 1997; Chicker-
ing, 2002b]. We use the notation CPDAG(H) to denote the CPDAG that
represents the Markov equivalence class of a DAG H.
Notation 2.1. We reserve the notation G0, C0, I0 and Dn for the follow-
ing: G0 denotes a perfect map of the distribution of X with C0 = CPDAG(G0),
I0 is the conditional independence graph of X, and Dn denotes the data,
consisting of n i.i.d. observations of X.
For a DAG H, let CI(H) denote the set of all conditional independence
constraints encoded by H. By definition, H1 and H2 are Markov equivalent
DAGs if and only if CI(H1) = CI(H2). Thus, for a CPDAG C, we use the
notation CI(C) unambiguously to denote the set of all conditional indepen-
dence constraints encoded by any DAG H in the Markov equivalence class
of C.
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Definition 2.2. A (CP)DAG A is an independence map of a (CP)DAG
A′ if CI(A) ⊆ CI(A′).
2.3. Properties of a scoring criterion. Score-based and hybrid structure
learning methods require a scoring criterion S(H,Dn) that measures the
quality of a candidate DAG H with respect to given data Dn. Throughout
this paper, we assume without loss of generality that optimizing a scoring
criterion corresponds to minimizing it. Hence, we say that the score improves
by moving from H to H′ if S(H′,Dn) < S(H,Dn).
We consider scoring criterions that are score equivalent, decomposable and
consistent (see Section 2 of the supplementary materials). These properties
are also assumed by Chickering [2002b] as basic requirements of a scoring
criterion to be used in GES. Score equivalence ensures that all DAGs in
a Markov equivalence class get the same score, and the common score is
defined as the score of the Markov equivalence class or its representative
CPDAG. Decomposability of a scoring criterion facilitates fast computation
of the score difference between two DAGs that differ by a few edges. Con-
sistency of S assures that G0 has a lower score than any DAG that is not
in the Markov equivalence class of G0, with probability approaching one as
n → ∞ (Proposition 8 of Chickering [2002b]). For multivariate Gaussian
distributions, the Bayesian information criterion (BIC) is an example of a
scoring criterion that is score equivalent, decomposable and consistent. BIC
was chosen as the scoring criterion of GES [Chickering, 2002b].
2.4. Greedy equivalence search (GES) [Chickering, 2002b]. GES is a greedy
search algorithm that aims to optimize a score function on the space of
CPDAGs. GES uses a forward phase and a backward phase. The forward
phase starts with an initial CPDAG (often an empty graph) and sequentially
obtains larger CPDAGs by adding exactly one edge at each step. Among all
the possible single edge additions at every step, it selects the one that min-
imizes the score function. The forward phase ends when the score of the
CPDAG can no longer be improved by a single edge addition. The back-
ward phase starts with the output of the forward phase and sequentially
obtains smaller CPDAGs by deleting exactly one edge at each step. It se-
lects the optimal single edge deletion at each step and stops when the score
can no longer be improved by a single edge deletion.
Conceptually, the single edge additions and deletions are defined as fol-
lows. At every step in the forward (or backward) phase of GES, one can first
list all DAGs in the Markov equivalence class of the current CPDAG, then
consider all DAGs that can be obtained from the aforementioned DAGs
by a single edge addition (or deletion), and finally move to the CPDAG
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that corresponds to a resulting DAG that has the minimum score (if the
minimum score is smaller than the score of the current CPDAG). Thus, at
each step, the skeleton of the CPDAG changes by exactly one edge, but
the orientations may change for several edges. These moves, however, can
be determined much more efficiently, and we refer to Chickering [2002b] for
details.
Pseudocodes of the forward and the backward phases are given in Section
3 of the supplementary material and we refer to Figure 3 of the supplemen-
tary material for an illustration of the search path of GES for Example 1
(Section 3).
3. Inconsistency of GES restricted to the CIG/CPDAG-skeleton.
Naive hybrid versions of GES restrict the search space to an estimated CIG
or CPDAG-skeleton. We refer to these hybrid methods as RGES-CIG or
RGES-skeleton. More precisely, we restrict the search space of GES by al-
lowing an edge Xi → Xj for addition only if Xi and Xj are adjacent in
the CIG or in the CPDAG-skeleton. We will show inconsistency of these
methods using an explicit example, where we assume that the CIG or the
CPDAG-skeleton can be estimated consistently meaning that we restrict the
search space to the true CIG or the true CPDAG-skeleton.
Example 1. We consider X = (X1, X2, X3, X4)
T with a joint distri-
bution defined via the following linear structural equation model (SEM):
X1 = 1, X2 = 2, X3 = 1.4X1 + 1.3X2 + 3 and X4 = 1.2X2 + 0.9X3 + 4,
where 1, . . . , 4 are independently distributed standard Gaussian random
variables. We write the linear SEM in matrix notation as X = BX + ,
where B is a lower triangular matrix of coefficients and  = (1, . . . , 4)
T .
Thus X = (I−B)−1 and X has a zero-mean multivariate Gaussian distri-
bution with covariance matrix Σ0 = (I−B)−1(I−B)−T .
This linear SEM can be represented by the DAG G0 in Figure 1(a), where
an edge Xi → Xj is present if and only if Bji 6= 0 and then the weight of
the edge Xi → Xj is Bji. Note that G0 is a perfect map of the distribution of
X. The Markov equivalence class of G0 contains only one DAG and hence
the corresponding CPDAG is identical to G0. The CIG contains all possible
undirected edges except for the edge X1 − X4 (Figure 1(b)), whereas the
CPDAG-skeleton additionally excludes the undirected edge X1−X2 (Figure
1(c)).
Figure 2 shows that the large sample limit output (with the BIC criterion)
of GES equals G0 = CPDAG(G0), but the large sample limit outputs (with
the BIC criterion) of RGES-CIG and RGES-skeleton are different from G0.
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X3 X4
X1 X2
1.4
1.3
1.2
0.9
(a)
X3 X4
X1 X2
(b)
X3 X4
X1 X2
(c)
Fig 1: The weighted DAG in (a) represents the data generating process.
The corresponding CIG and the CPDAG-skeleton are given in (b) and (c)
respectively.
X3 X4
X1 X2
(a)
X3 X4
X1 X2
(b)
X3 X4
X1 X2
(c)
Fig 2: The CPDAGs in (a), (b) and (c) are the large sample limit outputs
of GES, RGES-CIG and RGES-skeleton respectively.
The corresponding search paths of all three algorithms are given in Section
4.1 of the supplementary material.
We initialized all algorithms by the empty graph. We determined the large
sample limit outputs of all algorithms by choosing the scoring criterion to be
the expected negative log-likelihood scores. A detailed description is given in
Section 4.2 of the supplementary material.
Remark 3.1. We note that the linear Gaussian SEM given in Example
1 can also be used to show inconsistency of hill-climbing DAG search, hill-
climbing DAG search restricted to the CIG (e.g. Schmidt et al. [2007]) and
hill-climbing DAG search restricted to the CPDAG-skeleton (e.g. the max-
min hill-climbing algorithm of Tsamardinos et al. [2006]). Details are given
in Section 4.3 of the supplementary material.
Remark 3.2. The consistency of score-based and hybrid algorithms cor-
responds to the soundness of these algorithms with an appropriate oracle
scoring criterion. An oracle scoring criterion depends on the joint distribu-
tion instead of the data and can be viewed as the large sample limit of its
finite sample counterpart. For example, the (penalized) expected log-likelihood
score is an oracle score which is the large sample limit of the (penalized) av-
erage log-likelihood. In fact, Example 1 shows that RGES-CIG and RGES-
skeleton with the expected negative log-likelihood scoring criterion are not
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sound (cf. Section 4.2 of the supplementary material).
4. Adaptively restricted greedy equivalence search (ARGES).
In the previous section, we have seen that naive hybrid versions of GES can
be inconsistent, although GES is consistent [Chickering, 2002b]. We now
propose adaptively restricted hybrid versions of GES that will be shown to
be consistent in Section 4.2.
We recall that the consistency proof of Chickering [2002b] consists of two
main steps. The first step shows that the output of the forward phase is an
independence map of C0, with probability approaching one. The second step
shows that P(C˜n = C0) → 1 given the result of the first step (Lemma 10 of
Chickering [2002b]), where C˜n denotes the output of GES based on n i.i.d.
samples.
We consider hybrid versions of GES that modify only the forward phase
of GES, by restricting edge additions. To retain consistency in such hybrid
versions, it therefore suffices to ensure that the output of the forward phase
is an independence map of C0 with probability approaching one. This mo-
tivated us to provide the following novel characterization of independence
maps in Theorem 4.1. Our adaptively restricted hybrid versions and their
consistency will follow as a natural consequence of Theorem 4.1 and Chick-
ering’s consistency proof of GES.
Theorem 4.1. A DAG H is not an independence map of a DAG G if
and only if
1. skeleton(G) * skeleton(H), or
2. there exists a triple of nodes {Xi, Xj , Xk} such that Xi and Xk are non-
adjacent in H, piH(Xi, Xj , Xk) is a non-collider path, and piG(Xi, Xj , Xk)
is a v-structure, or
3. there exists a triple of nodes {Xi, Xj , Xk} such that piH(Xi, Xj , Xk) is a
v-structure and Xi 6⊥G Xk | PaH(Xk), where without loss of generality
we assume Xi ∈ NdH(Xk).
We note that Proposition 27 and Lemma 28 of Chickering [2002b] imply
that if one of the first two conditions of Theorem 4.1 hold, then H is not an
independence map. If the third condition of Theorem 4.1 holds, then Xi 6⊥G
Xk | PaH(Xk) and Xi ⊥H Xk | PaH(Xk) (since Xi ∈ NdH(Xk)\PaH(Xk)),
and hence H is not an independence map of G.
The proof of the “only if” part of theorem is rather involved and we pro-
vide some intuition by considering two special cases in Section 9.1 of the
supplementary material.
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We will use Theorem 4.1 with G = G0 to derive that consistency can
be achieved with a hybrid algorithm that allows an edge addition between
Xi and Xk at any step in the forward phase if (i) Xi and Xk are adjacent
in skeleton(G0), (ii) piG0(Xi, Xj , Xk) is a v-structure for some Xj , or (iii)
(Xi, Xj , Xk) is a v-structure in the current CPDAG for some Xj .
Recall that Xi and Xk are adjacent in the CIG of the distribution of X if
and only if Xi and Xk are adjacent in G0 or piG0(Xi, Xj , Xk) is a v-structure
for some Xj . Thus, we modify RGES-CIG by additionally allowing edges
that are shields of v-structures in the current CPDAG at every step of the
forward phase.
RGES-skeleton allows an edge addition between Xi and Xk only if Xi
and Xk are adjacent in skeleton(G0). Therefore, we modify RGES-skeleton
by additionally allowing edges that are shields of unshielded triples in the
current CPDAG at every step of the forward phase.
We call these modified versions ARGES-CIG or ARGES-skeleton, and
we describe them in detail below. We often refer to both ARGES-CIG and
ARGES-skeleton as ARGES in statements that hold for both of them.
4.1. The ARGES algorithm. Given an estimated CIG (or CPDAG-skeleton),
ARGES greedily optimizes a scoring criterion in two phases: a forward phase
that depends on the estimated CIG (or CPDAG-skeleton) and on the cur-
rent state of the algorithm, and a backward phase that is identical to the
backward phase of GES.
The pseudocode of the forward phase of ARGES is given in Algorithm
4.1. It starts with an initial CPDAG Cstart (often an empty graph) and
sequentially obtains a larger CPDAG by adding exactly one edge at each
step. At every step, it selects an optimal move (that minimizes the score)
from a given set of admissible moves, which depend on an estimated CIG (or
CPDAG-skeleton) and the current state of the algorithm. To define the set
of admissible moves, we introduce the notion of admissible edge for ARGES-
CIG and ARGES-skeleton.
Definition 4.1. (Admissible edge for ARGES-CIG) Let {Xi, Xk} be a
pair of non-adjacent nodes in a CPDAG C. Then an edge between Xi and
Xk is admissible for C with respect to an undirected graph I if at least one
of the following hold:
1. Xi and Xk are adjacent in I; or
2. There exists a node Xj such that (Xi, Xj , Xk) is a v-structure in C.
If I equals the true CIG I0 or an estimate thereof, then the first condition
of Definition 4.1 corresponds to the restriction of the search space to the
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(estimated) CIG. The second condition is our adaptive relaxation that allows
shields of v-structures.
Definition 4.2. (Admissible edge for ARGES-skeleton) Let {Xi, Xk}
be a pair of non-adjacent nodes in a CPDAG C. Then an edge between Xi
and Xk is admissible for C with respect to an undirected graph U if at least
one of the following hold:
1. Xi and Xk are adjacent in U ; or
2. There exists a node Xj such that (Xi, Xj , Xk) is an unshielded triple
in C.
For ARGES-skeleton, we will choose U to be (an estimate of) skeleton(C0),
which is typically a smaller graph than (an estimate of) I0. Therefore, the
first condition in Definition 4.2 is more restrictive than the first condition
of Definition 4.1 when U = skeleton(C0) and I = I0. This is somewhat
compensated by the second condition, which is less restrictive in Definition
4.2 than in Definition 4.1.
Definition 4.3. (Admissible move) Let A be an undirected graph and C
a CPDAG, such that the edge Xi → Xk is admissible for a CPDAG C with
respect to A, where we apply Definition 4.1 if A is (an estimate of) I0 and
Definition 4.2 if A is (an estimate of) skeleton(C0). Then the move from C
to another CPDAG C′ is admissible with respect to A if there exist DAGs H
and H′ in the Markov equivalence classes described by C and C′ respectively,
such that H′ can be obtained from H by adding the edge Xi → Xk (i.e.,
Xi ∈ NdH(Xk) \PaH(Xk)).
Algorithm 4.1 The forward phase of ARGES (based on A)
Input: A scoring criterion S, the data Dn, an initial CPDAG Cstart, and an undirected
graph A (that equals either an (estimated) CIG or an (estimated) CPDAG-skeleton).
Output: A CPDAG
1: Cnew ← Cstart;
2: repeat
3: Cˆfn ← Cnew;
4: C ← the set of all CPDAGs C such that S(C,Dn) < S(Cˆfn,Dn), and C can be
obtained by an admissible move from Cˆfn with respect to A;
5: if C 6= ∅ then
6: choose Cnew to be the CPDAG that minimizes the scoring criterion among the
CPDAGs in C;
7: end if
8: until C = ∅;
9: return Cˆfn.
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The forward phase of ARGES resembles the forward phase of GES (Al-
gorithm 3.1 of the supplementary material), with the difference that at each
step an edge between two non-adjacent nodes can only be added if (i) the
nodes are adjacent in an estimated CIG (or CPDAG-skeleton), or (ii) the
edge shields a v-structure (or an unshielded triple) in the current CPDAG.
Therefore, the forward phase of GES is the same as Algorithm 4.1 with A
being the complete undirected graph.
4.2. Consistency in the classical setting. In this subsection we prove con-
sistency of ARGES in the classical setting, where the sample size n tends
to infinity and the number of variables p remains fixed. We fix an initial
CPDAG Cstart and a score equivalent and consistent scoring criterion S (see
Section 2.3).
As we discussed before, it suffices to show that the output of the forward
phase of ARGES is an independence map of C0. In the proof of Lemma
9 of Chickering [2002b], Chickering argued that if the output of the for-
ward phase of GES is not an independence map, its score can be improved
(asymptotically) by an edge addition, which is a contradiction. The following
corollary of Theorem 4.1 shows that if H is not an independence map of G0,
then the score can be improved (asymptotically) by adding an admissible
edge Xi → Xk (as in Definition 4.1 or Definition 4.2). This additional result
allows us to follow Chickering’s argument for showing that the output of
the forward phase of ARGES is an independence map of C0, leading to the
consistency results given in Theorems 4.2 and 4.3.
Corollary 4.1. If H is not an independence map of G0, then there
exists a pair of non-adjacent nodes {Xi, Xk} in H such that Xi ∈ NdH(Xk),
Xi 6⊥G0 Xk | PaH(Xk), and the edge Xi → Xk is admissible for CPDAG(H)
with respect to I0 (for ARGES-CIG) and with respect to skeleton(C0) (for
ARGES-skeleton).
Theorem 4.2. Let the CPDAG Cˆn be the output of ARGES-CIG based
on the estimated CIG Iˆn, where Iˆn satisfies lim
n→∞ P(Iˆn ⊇ I0) = 1. Then
lim
n→∞ P(Cˆn = C0) = 1.
Theorem 4.3. Let the CPDAG C˘n be the output of ARGES-skeleton
based on the estimated CPDAG-skeleton Uˆn, where Uˆn satisfies lim
n→∞ P(Uˆn ⊇
skeleton(C0)) = 1. Then lim
n→∞ P(C˘n = C0) = 1.
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5. High-dimensional consistency of GES and ARGES in the
multivariate Gaussian setting. We prove high-dimensional consistency
of (AR)GES with an `0-penalized log-likelihood scoring criterion Sλ (Defini-
tion 5.1), using the following steps. We define a collection of oracle versions
of (AR)GES with an oracle scoring criterion S∗λ (Definition 5.2), and prove
soundness of them. We complete the proof by showing that the sample ver-
sion of (AR)GES with scoring criterion Sλn is identical to one of the oracle
versions with probability approaching one, for a suitably chosen sequence of
penalty parameters λn.
5.1. `0-penalized log-likelihood score in the multivariate Gaussian setting.
Definition 5.1. Let H = (X, E) be a DAG. The `0-penalized log-likelihood
score with penalty parameter λ is given by
Sλ(H,Dn) = −
p∑
i=1
1
n
log
(
L(θˆi(H),Dn(Xi)|Dn(PaH(Xi)))
)
+ λ|E|,
where L(θi(H),Dn(Xi)|Dn(PaH(Xi))) is the likelihood function that corre-
sponds to the conditional density of Xi given PaH(Xi) and
θˆi(H) = argmax
θi(H)
1
n
log
(
L(θi(H),Dn(Xi)|Dn(PaH(Xi)))
)
is the maximum likelihood estimate (MLE) of the parameter vector θi(H).
Remark 5.1. The BIC criterion is a special case of the `0-penalized log-
likelihood score. In particular, the BIC score of a DAG H equals 2nSλn(H,Dn)
with λn =
log(n)
2n .
The following lemma shows that when the distribution of X is multivariate
Gaussian and λ is suitably chosen, the `0-penalized log-likelihood score of
a DAG H can be improved by adding an edge Xi → Xj if and only if the
sample partial correlation between Xi and Xj given PaH(Xj) is nonzero.
This is one of the key results for our proof of high-dimensional consistency
of (AR)GES.
Lemma 5.1. Let H = (X, E) be a DAG such that Xi ∈ NdH(Xk) \
PaH(Xk). Let H′ = (X, E ∪ {Xi → Xk}). If the distribution of X is multi-
variate Gaussian, then the `0-penalized log-likelihood score difference between
H′ and H is
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Sλ(H′,Dn)− Sλ(H,Dn) = 1
2
log
(
1− ρˆ2ik|PaH(k)
)
+ λ,(2)
where ρˆik|PaH(k) denotes the sample partial correlation between Xi and Xk
given PaH(Xk).
The first term on the right-hand side of (2) equals the negative of the
conditional mutual information between Xi and Xk given PaH(Xk). Thus,
Lemma 5.1 shows that score-based methods like GES essentially use con-
ditional independence tests (cf. Anandkumar et al. [2012]) for sequentially
adding and deleting edges starting from an initial graph. This shows that the
score-based GES algorithm and the constraint-based PC algorithm use the
same basic principle (a conditional independence test) in the multivariate
Gaussian setting. Although this connection (see Section 9 for more details)
between PC and GES is not very surprising, we were unable to find it in the
literature.
Further, Lemma 5.1 also opens the possibility to define generalized scor-
ing criterions, by replacing the Gaussian conditional mutual information in
(2) with a more general measure of conditional independence. In fact, we
exploit this in Section 6 to extend our high-dimensional consistency results
to nonparanormal distributions.
We define an oracle version of the `0- penalized log-likelihood scoring
criterion by replacing the log-likelihood in Definition 5.1 by its expectation
with respect to the distribution F of X. The oracle score given by Definition
5.2 will be used to define a collection of oracle versions of (AR)GES in
Section 5.2.
Definition 5.2. (Oracle score) Let H = (X, E) be a DAG. We define
the oracle score of H with respect to the distribution F of X as
S∗λ(H, F ) = −
p∑
i=1
E [log (L(θ∗i (H), Xi|PaH(Xi)))] + λ|E|,
where L(θi, Xi|PaH(Xi)) is the likelihood function that corresponds to the
conditional density of Xi given PaH(Xi) and
θ∗i (H) = argmax
θi
E [log (L(θi, Xi|PaH(Xi)))] .
We note that both Sλ and S∗λ are decomposable (see Definition 2.2 of the
supplementary material). Moreover, they are score equivalent (see Definition
2.1 of the supplementary material) when the distribution F is multivariate
Gaussian. The scoring criterion used to compute the large sample outputs
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in Example 1 equals S∗λ with λ = 0 (see Section 4.2 of the supplementary
material).
The following lemma is analogous to Lemma 5.1. We do not provide a
proof of Lemma 5.2, since it can be obtained from the proof of Lemma 5.1 by
replacing the sample quantities by the corresponding population quantities
(e.g. averages should be replaced by expectations and sample regression
coefficients should be replaced by their population counterparts).
Lemma 5.2. Let H = (X, E) be a DAG such that Xi ∈ NdH(Xk) \
PaH(Xk). Let H′ = (X, E ∪{Xi → Xk}). If the distribution X is multivari-
ate Gaussian, then the oracle score difference between H′ and H is
S∗λ(H′, F )− S∗λ(H, F ) =
1
2
log
(
1− ρ2ik|PaH(k)
)
+ λ,
where ρik|PaH(k) denotes the partial correlation between Xi and Xk given
PaH(Xk).
5.2. High-dimensional consistency of (AR)GES. First, we define a col-
lection of oracle versions of (AR)GES using the oracle scoring criterion S∗λn
(Definition 5.2). Every move in the forward or backward phase of (AR)GES
from a CPDAG Ccurrent to Cnew corresponds to an edge addition or edge
deletion in a DAG in the Markov equivalence class of Ccurrent, and thus
corresponds to a partial correlation, by Lemma 5.2. We denote the partial
correlation associated with a move from Ccurrent to Cnew by ρ(Ccurrent, Cnew).
At every step in the forward phase of (AR)GES, an optimal CPDAG
is chosen among a set of possible choices for the next step (see line 6 of
Algorithm 4.1). These optimal choices in the forward phase are not crucial
for consistency of (AR)GES [Chickering and Meek, 2002]. Thus, we define
below oracle versions of (AR)GES that allow sub-optimal choices for edge
additions. One of our assumptions (see (A5) below) will be based on this
definition.
Definition 5.3. (δ-optimal oracle version of (AR)GES) Let δ ∈ [0, 1].
A δ-optimal oracle version of (AR)GES with scoring criterion S∗λ consists of
two phases: a δ-optimal oracle forward phase and an oracle backward phase.
A δ-optimal oracle forward phase of (AR)GES is Algorithm 4.1 based on I0
(for ARGES-CIG) or skeleton(C0) (for ARGES-skeleton) or the complete
undirected graph (for GES), using the oracle scoring criterion S∗λ, where at
each step with C 6= ∅, Cnew is chosen to be any CPDAG in C (see line 6 of
Algorithm 4.1) such that
|ρ(Ccurrent, Cnew)| ≥ maxC∈C |ρ(Ccurrent, C)| − δ.
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An oracle backward phase of (AR)GES equals the backward phase of GES
(Algorithm 3.2 of the supplementary material), using the oracle scoring cri-
terion S∗λ. At each step with C 6= ∅, if there are several CPDAGs with the
same optimal score, then one of these is chosen arbitrarily as Cnew (see line
6 of Algorithm 3.2 of the supplementary material).
Theorem 5.1. (Soundness) Assume that the distribution of X is mul-
tivariate Gaussian and DAG-perfect. Let δ ∈ [0, 1]. Let m be such that the
maximum degree in the output of the forward phase of every δ-optimal oracle
version of (AR)GES with scoring criterion S∗λ is bounded by m for all λ ≥ 0.
If λ < −12 log(1 − ρ2ij|S) for all i, j ∈ {1, . . . , p} and S ⊆ {1, . . . , p} \ {i, j}
such that |S| ≤ m and ρij|S 6= 0, then the outputs of all δ-optimal oracle
versions of (AR)GES with scoring criterion S∗λ are identical and equal to
C0.
Note that the edge additions in the forward phase of a δ-optimal oracle
version of (AR)GES are only slightly sub-optimal for small values of δ. In
fact, we let δn tend to zero as n→∞ in assumption (A5) below. For δ = 0,
we refer to the forward phase of the δ-optimal oracle version of (AR)GES
as the oracle forward phase of (AR)GES.
We now consider an asymptotic scenario where the number of variables
in X and the distribution of X are allowed to change with the sample size n.
Thus, let {Xn} be a sequence of random vectors such that the distribution
of each Xn is multivariate Gaussian and DAG-perfect. Further, we slightly
modify Notation 2.1 as follows.
Notation 5.1. We reserve the notation Fn, Gn0, Cn0, In0 and Dn for
the following: Fn denotes the distribution of Xn = (Xn1, . . . , Xnpn)
T , Gn0
denotes a perfect map of Fn, Cn0 = CPDAG(Gn0) is the corresponding
CPDAG, In0 is the CIG of Fn, and Dn denotes the data, consisting of n
i.i.d. observations from Fn.
We make the following assumptions to prove high-dimensional consistency
of (AR)GES.
(A1) (Gaussianity) The distribution of Xn is multivariate Gaussian and
DAG-perfect for all n.
(A2) (high-dimensional setting) pn = O(na) for some 0 ≤ a <∞.
(A3) (sparsity condition) Let qn = max1≤i≤pn |AdjCn0(Xni)| be the maxi-
mum degree in Cn0. Then qn = O(n1−b1) for some 0 < b1 ≤ 1.
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(A4) (consistent estimators of the CIG or the CPDAG-skeleton) There ex-
ists a sequence of estimators Iˆn (for ARGES-CIG) or a sequence of
estimators Uˆn (for ARGES-skeleton) such that
lim
n→∞ P(Iˆn = In0) = 1 or limn→∞ P(Uˆn = skeleton(Cn0)) = 1.
(A5) (bounds on the growth of oracle versions) The maximum degree in
the output of the forward phase of every δn-optimal oracle version
of (AR)GES with scoring criterion S∗λn is bounded by Knqn, for all
λn ≥ 0 and some sequences δn → 0 and {Kn} such that δ−1n = O(nd1)
and Kn = O(nb1−b2) for some constants b2 and d1 satisfying 0 ≤ d1 <
b2/2 ≤ 1/2, where qn is given by (A3).
(A6) (bounds on partial correlations) The partial correlations ρnij|S be-
tween Xni and Xnj given {Xnr : r ∈ S} satisfy the following up-
per and lower bounds for all n, uniformly over i, j ∈ {1, . . . , pn} and
S ⊆ {1, . . . , pn} \ {i, j} such that |S| ≤ Knqn (where Kn and qn are
from (A3) and (A5)):
sup
i 6=j,S
|ρnij|S | ≤M < 1, and inf
i,j,S
{|ρnij|S | : ρnij|S 6= 0} ≥ cn,
for some sequence cn → 0 such that c−1n = O(nd2) for some constant
d2 satisfying 0 < d2 < b2/2, where b2 is given by (A5).
Kalisch and Bu¨hlmann [2007] proved high dimensional consistency of the
PC algorithm assuming (A1), (A2), (A3) and a slightly weaker version of
(A6). More precisely, the authors assumed (A6) with d2 < b1/2. The most
criticized assumption among these four assumptions is probably (A6) [Uhler
et al., 2013], which is also known as the strong faithfulness condition. Inter-
estingly, Van de Geer and Bu¨hlmann [2013] proved high-dimensional con-
sistency of the global optimum of the `0-penalized likelihood score function
without assuming strong faithfulness, but assuming a permutation beta-min
condition. Unfortunately, we cannot guarantee that a greedy search method
like (AR)GES can always find the global optimum without (A6) and thus
we cannot substitute the strong faithfulness assumption here.
We make two additional assumptions compared to Kalisch and Bu¨hlmann
[2007], namely (A4) and (A5). Assumption (A4) is natural and it is not a
strong assumption, since there are various estimation methods for the CIG or
the CPDAG-skeleton that are consistent in sparse high-dimensional settings
(e.g., Meinshausen and Bu¨hlmann [2006]; Banerjee et al. [2008]; Friedman
et al. [2008]; Ravikumar et al. [2008, 2011]; Cai et al. [2012]; Kalisch and
Bu¨hlmann [2007]; Ha et al. [2016]). We will discuss (A5) in Section 5.3 below.
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Theorem 5.2. Assume (A1) - (A6). Let Cˆn, C˘n and C˜n be the outputs
of ARGES-CIG based on Iˆn, ARGES-skeleton based on Uˆn and GES respec-
tively, with the scoring criterion Sλn. Then there exists a sequence λn → 0
such that
lim
n→∞ P(Cˆn = Cn0) = limn→∞ P(C˘n = Cn0) = limn→∞ P(C˜n = Cn0) = 1.
We choose λn =
1
9 log(1 − c2n) to prove the above theorems (see Section
9.7 of the supplementary material), where cn is as in (A6). However, similar
arguments hold for any sequence {λn} satisfying λn < 18 log(1 − c2n) and
Knqn log(pn)
nλn
→ 0, where pn, qn and Kn are as in (A2), (A3) and (A5) respec-
tively. The penalty parameter of the BIC criterion (see Remark 5.1), which
is known to be weak for sparse high-dimensional settings (see, for example,
Foygel and Drton [2010]), does not satisfy Knqn log(pn)nλn → 0, except for some
very restricted choices of {pn}, {qn} and {Kn}. Further, we note that Van de
Geer and Bu¨hlmann [2013] proved their high-dimensional consistency result
with λn = O(
√
log(pn)/n). This choice of {λn} satisfies Knqn log(pn)nλn → 0
under (A1) - (A6), when the constant b2 in (A5) is greater than 1/2.
5.3. Discussion on assumption (A5). Note that for every δn-optimal for-
ward phase of (AR)GES with scoring criterion S∗λn , the maximum degree in
the output increases or remains unchanged as λn decreases. Thus, without
loss of generality, we fix the scoring criterion for all δn-optimal versions of
(AR)GES to be S∗0 in (A5) and in the remainder of this subsection.
We first consider (A5) for {δn} = 0. Then (A3) and (A5) together im-
ply that the output of the oracle forward phase of (AR)GES is bounded by
Knqn = O(n1−b2), where Kn is an upper bound on the ratio of the maximum
degrees in the output of the oracle forward phase of (AR)GES and in Cn0.
It follows from the soundness of the oracle version of (AR)GES that Kn ≥ 1
and hence b2 ≤ b1, where b1 is given by (A3). Therefore, (A5) roughly states
that the oracle forward phase of (AR)GES does not add “too many” edges
that do not belong to the CPDAG-skeleton. In Section 5 of the supplemen-
tary material, we empirically verify this in certain sparse high-dimensional
settings and we find that in all but very few cases the maximum degree of
the outputs of the oracle forward phase of (AR)GES are reasonably close to
the maximum degree of the true CPDAG-skeleton. Further, note that (A5)
is slightly different for GES, ARGES-CIG and ARGES-skeleton (see Figure
5 of the supplementary material).
The intuition for having a δn-optimal oracle version in (A5), with δn > 0
is the following: If
|ρ(Ccurrent, Cnew)| ≥ maxC∈C |ρ(Ccurrent, C)| − δn
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(see Definition 5.3), then the move from Ccurrent to Cnew is so close to the op-
timal move that it cannot be identified as sub-optimal in the sample version.
We note that the output of a δ-optimal oracle forward phase of (AR)GES
depends not only on the structure C0 but also on the absolute values of the
nonzero partial correlations (even for δ = 0). The latter makes it very diffi-
cult to characterize a family of distributions for which (A5) holds. However,
we provide two strong structural conditions under which (A5) holds. The
conditions are based on the following two results.
Lemma 5.3. Assume that the distribution of X is multivariate Gaussian
and DAG-perfect. Let Xi and Xj be two nodes in C0. If there is no path
between Xi and Xj in C0, then the output of a δ-optimal oracle forward
phase of (AR)GES does not contain an edge between Xi and Xj.
Theorem 5.3. Assume that the distribution of X is multivariate Gaus-
sian and DAG-perfect. If skeleton(C0) is a forest (i.e. contains no cycle),
then the output of the oracle forward phase of (AR)GES equals C0.
The proof of Lemma 5.3 is trivial, since if Xi and Xj are not connected
by a path in C0, then ρij|S = 0 for all S ⊆ {1, . . . , p} \ {i, j}. Further,
note that Lemma 5.3 implies that it is sufficient to prove Theorem 5.3 when
skeleton(C0) is an undirected tree (i.e. a connected graph containing no cycle)
or equivalently, when G0 is a polytree (i.e. a directed graph whose skeleton
is an undirected tree).
We note that Theorem 5.3 shows a connection between the oracle for-
ward phase of GES and the Chow-Liu algorithm [Chow and Liu, 1968] for
multivariate Gaussian distributions. The Chow-Liu algorithm is a greedy
forward search procedure for learning optimal undirected trees, based on
mutual information between pairs of variables (which equals −12 log(1− ρ2ij)
for a multivariate Gaussian distribution). Theorem 5.3 shows that the oracle
forward phase of GES is a greedy forward search procedure for learning opti-
mal polytrees, based on conditional mutual information −12 log(1−ρ2ij|S). To
our knowledge, this connection between GES and the Chow-Liu algorithm
cannot be found in the literature on the Chow-Liu algorithm and extensions
thereof for learning polytrees [Rebane and Pearl, 1987; Huete and de Cam-
pos, 1993; de Campos, 1998; Ouerd et al., 2004].
We are now ready to state our sufficient conditions for assumption (A5)
as the following immediate corollaries of Lemma 5.3 and Theorem 5.3.
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Corollary 5.1. Assume (A1). If the number of nodes in each connected
component of Cn0 is bounded by q′n satisfying q′n = O(na
′
) for some 0 ≤ a′ <
1, then the maximum degree in the output of a δn-optimal oracle forward
phase of (AR)GES is bounded by q′n for all δn ≥ 0.
Corollary 5.2. Assume (A1) and (A3). If skeleton(Cn0) is a forest,
then the maximum degree in the output of the oracle forward phase of (AR)GES
equals qn, where qn is given by (A3).
In order to extend Theorem 5.3 or Corollary 5.2 to a δn-optimal version
of (AR)GES, we need the following additional assumption.
(A7) (bounds on the gaps between marginal correlations and first order
partial correlations)
inf
(i,j,k)∈T
{∣∣|ρnij|k| − |ρnij |∣∣ : |ρnij|k| 6= |ρnij |} ≥ c′n,
where T = {(i, j, k) : (Xni, Xnj , Xnk) is an unshielded triple in Cn0}
and c′n → 0 such that c′−1n = O(nd3) for some 0 ≤ d3 < b1/2 where b1
is given by (A3).
To understand (A7), assume that skeleton(Cn0) is a forest containing an
unshielded triple (Xni, Xnj , Xnk) such that piCn0(Xni, Xnj , Xnk) is either
Xni → Xnj ← Xnk or Xni − Xnj − Xnk. Let Cn be the CPDAG repre-
senting the Markov equivalence class of the DAG Gn obtained by delet-
ing the edge between Xni and Xnj in Gn0. Note that ρnij|k corresponds to
the improvement in the oracle score for adding the edge Xni → Xnj in a
DAG in the Markov equivalence class of Cn while creating a new v-structure
Xni → Xnj ← Xnk, whereas ρnij corresponds to the improvement in the ora-
cle score for adding the edge Xni → Xnj in a DAG in the Markov equivalence
class of Cn without creating the v-structure Xni → Xnj ← Xnk. Thus (A7)
ensures that for each δn < c
′
n, a δn-optimal oracle forward phase of (AR)GES
would move from Cn to Cn0 by correctly deciding if a new v-structure should
be created.
Theorem 5.4. Assume (A1), (A3), (A6) with Kn = 1 and (A7). If
skeleton(Cn0) is a forest, then the output of a δn-optimal oracle forward
phase of (AR)GES equals Cn0 for all δn < min((1 −M)cn, c′n), where M
and cn are given by (A6) and c
′
n is given by (A7). Hence, (A5) holds with
b2 = b1 and d1 = max(d2, d3), where b1 is given by (A3).
Remark 5.2. An obvious extension of Corollary 5.1 and Theorem 5.4
is the following: if the assumption of Corollary 5.1 holds for the connected
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components of skeleton(Cn0) that are not trees and the assumptions of The-
orem 5.4 hold for the connected components of skeleton(Cn0) that are trees,
then (A5) holds with b2 = a
′ and d1 = max(d2, d3).
6. High-dimensional consistency of GES and ARGES for lin-
ear structural equation models. In this section, we present a slightly
modified version of the result from the previous section: we prove high-
dimensional consistency of (AR)GES for linear structural equation models
with sub-Gaussian error variables.
Definition 6.1. Let G0 = (X, E) be a DAG and let BG0 be a p × p
matrix such that (BG0)ji 6= 0 if and only if Xi ∈ PaG0(Xj). Let  =
(1, . . . , p)
T be a random vector of jointly independent error variables. Then
X = (X1, . . . , Xp)
T is said to be generated from a linear structural equation
model (linear SEM) characterized by (BG0 , ) if X = BG0X + .
We assume the distribution of X is faithful to G0, implying that G0 is a
perfect map of the distribution of X. We refer to this as X is generated from
a DAG-perfect linear SEM.
Note that if 1, . . . , p are Gaussian random variables, then the joint
distribution of X is multivariate Gaussian with covariance matrix Σ0 =
(I−BG0)−1 Cov()(I−BG0)−T . In this case, for any i 6= j and S ⊆ {1, . . . , p}\
{i, j}, we have
Xi ⊥G0 Xj | {Xr : r ∈ S} ⇐⇒ ρij|S = 0.(3)
Since ρij|S = 0 depends on the distribution of X via Σ0, (3) holds regardless
of the distribution of  (see Spirtes et al. [1998]). Therefore, if X is generated
from a DAG-perfect linear SEM, then Xi⊥⊥ Xj | {Xr : r ∈ S} if and only if
ρij|S = 0. Consequently, Lemma 5.2 and Theorem 5.1 imply the soundness of
the (AR)GES algorithm with the `0-penalized Gaussian log-likelihood oracle
score S∗λ(·, F˜ ) (Definition 5.2) for a DAG-perfect linear SEM characterized
by (BG0 , ), where F˜ is the distribution of a Gaussian random vector with
covariance matrix Σ0 = (I−BG0)−1 Cov()(I−BG0)−T .
We use Notation 5.1 to present the following high-dimensional consistency
result for linear SEMs with sub-Gaussian error variables. We replace (A1)
given in Section 5.2 by (A1*) below, and we make an additional assumption.
(A1*) For each n, Xn is generated from a DAG-perfect linear SEM with
sub-Gaussian error variables satisfying ||ni||ψ2 ≤ C1
√
Var(ni) for
some absolute constant C1 > 0, where ||·||ψ2 denotes the sub-Gaussian
norm.
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(A8) For any (Knqn + 2) × (Knqn + 2) principal submatrix Σn of Σn0 =
Cov(Xn),
C2 ≤ 1/||Σ−1n ||2 ≤ ||Σn||2 ≤ C3
for some absolute constants C2, C3 > 0, where || · ||2 denotes the spec-
tral norm and qn and Kn are given by (A3) and (A5) respectively.
Theorem 6.1. Assume (A1*), (A8) and (A2) - (A6) given in Section
5.2. Then there exists a sequence λn → 0 such that
lim
n→∞P(Cˆn = Cn0) = limn→∞P(C˘n = Cn0) = limn→∞P(C˜n = Cn0) = 1,
where Cˆn, C˘n and C˜n are the outputs of ARGES-CIG and ARGES-skeleton
and GES respectively, with the `0-penalized Gaussian log-likelihood scoring
criterion Sˆλn (see Definition 5.1).
Remark 6.1. As in Harris and Drton [2013], we can allow an ultra
high-dimensional setting by replacing (A2) by pn = O(exp(na)) (for some
0 ≤ a < 1) and allow an O(nf ) (for some 0 ≤ f < 1/4) growth rate of
||Σ−1n ||2 for each (Knqn + 2) × (Knqn + 2) submatrix Σn of Σn0 under the
additional restriction that a+ 4f < b2 − 2 max(d1, d2).
Remark 6.2. We note that the results of Section 5.3 continue to hold
if we replace the multivariate Gaussian assumption by the assumption that
Xn is generated from a linear SEM with arbitrary error variables.
Remark 6.3. We note that a similar high-dimensional consistency re-
sult holds for the PC algorithm when the sample partial correlations are used
for testing conditional independence.
7. High-dimensional consistency of GES and ARGES in the
nonparanormal setting. In this section, we prove high-dimensional con-
sistency under the assumption that each Xn has a nonparanormal distribu-
tion.
Definition 7.1. [Harris and Drton, 2013] Let Σ0 = (ρij) be a positive
definite correlation matrix and let Z = (Z1, . . . , Zp)
T ∼ N(0,Σ0). For a col-
lection of strictly increasing functions g = (g1, . . . , gp)
T , the random vector
X = (g1(Z1), . . . , gp(Zp))
T has a nonparanormal distribution NPN(g,Σ0).
A variant of the PC algorithm, called Rank PC, was shown to be con-
sistent in high-dimensional settings under the nonparanormal distribution
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assumption [Harris and Drton, 2013]. First, we briefly discuss the Rank PC
algorithm. Then we define a new scoring criterion motivated by the rank-
based measures of correlations used in the rank PC algorithm. Finally, we
prove high-dimensional consistency of (AR)GES with this scoring criterion
in the nonparanormal setting.
Let Σ0, Z, g, and X be as in Definition 7.1. First, note that since the
marginal transformations gi are deterministic, for any i 6= j and S ⊆
{1, . . . , p} \ {i, j}
Xi⊥⊥ Xj | {Xr : r ∈ S} ⇐⇒ Zi⊥⊥ Zj | {Zr : r ∈ S} ⇐⇒ ρij|S = 0,(4)
where ρij|S is the partial correlation coefficient between Zi and Zj given {Zr :
r ∈ S}. Next, note that since gi are strictly increasing functions, a sample
rank correlation coefficient (Spearman’s ρ or Kendall’s τ) between Xi and
Xj (denoted as ρˆ
S
ij or ρˆ
K
ij ) is identical to the corresponding rank correlation
between Zi and Zj . Further, Liu et al. [2012] showed that 2 sin(
pi
6 ρˆ
S
ij) and
sin(pi2 ρˆ
K
ij ) are consistent estimators of ρij .
In the remainder of this section, we generically denote a rank based esti-
mator 2 sin(pi6 ρˆ
S
ij) or sin(
pi
2 ρˆ
K
ij ) by ρˆij . We denote the corresponding estima-
tor of the correlation matrix Σ0 by Σˆ = (ρˆij). Following Harris and Drton
[2013], we define rank based estimators of partial correlations ρij|S through
the matrix inversion formula:
ρˆij|S := −
Ψˆ−112√
Ψˆ−111 Ψˆ
−1
22
,(5)
where Ψˆ is the submatrix of Σˆ that corresponds to Xi, Xj and {Xr : r ∈ S}
in this order, and Ψˆ−1st denotes the (s, t)th entry of Ψˆ−1.
Given the estimators ρˆij|S defined above, the rank PC algorithm is just
the PC algorithm based on the following conditional independence tests:
reject the null hypothesis Xi⊥⊥ Xj | {Xr : r ∈ S} if and only if |ρˆij|S | > ν,
where the critical value ν is chosen to be the same for each individual test,
and it is a tuning parameter of the algorithm that controls sparsity of the
output.
We now define the scoring criterion S˜λn (Definition 7.2), which is moti-
vated by Lemma 5.1. We show below that (AR)GES with S˜λn is consistent in
certain sparse high-dimensional settings with nonparanormal distributions.
Definition 7.2. We define the scoring criterion S˜λn by setting the score
of an empty DAG to zero, and by defining the score difference between two
DAGs that differ by exactly one edge as follows. Let Hn = (Xn, En) be a
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DAG such that Xni ∈ NdHn(Xnk)\PaHn(Xnk). Let H′n = (Xn, En∪{Xni →
Xnk}). Then
S˜λn(H′n,Dn)− S˜λn(Hn,Dn) :=
1
2
log
(
1− ρˆ2nik|PaHn (k)
)
+ λn,(6)
where PaHn(k) = {j : Xnj ∈ PaHn(Xnk)} and ρˆnik|PaHn (k) is a rank corre-
lation based estimate defined by (5).
For a DAG Hn = (Xn, E), the score S˜λn(Hn,Dn) can be obtained by
summing up the score differences while sequentially adding directed edges
from E starting from the empty graph.
Lemma 7.1. S˜λn(Hn,Dn) is well-defined for all DAGs Hn, i.e., the score
does not depend on the order in which the directed edges are added to the
empty graph.
Lemma 7.2. S˜λn is score equivalent, i.e., S˜λn(H′n,Dn) = S˜λn(Hn,Dn)
for any two Markov equivalent DAGs Hn and H′n, and for all Dn.
For a nonparanormal distribution NPN(gn,Σn0), we define the oracle
score S˜∗λn(Hn,Σn0) by replacing (6) in Definition 7.2 with the following:
S˜∗λn(H′n,Σn0)− S˜∗λn(Hn,Σn0) :=
1
2
log
(
1− ρ2nik|PaHn (k)
)
+ λn,
where the partial correlations are given by Σn0. In fact, S˜∗λn(·,Σn0) is iden-
tical to the scoring criterion S∗λn(·, F˜n) (Definition 5.2), where F˜n is the
distribution of Zn ∼ N(0,Σn0).
Theorem 7.1. Assume that the distribution of Xn is NPN(gn,Σn0) and
DAG-perfect. Assume (A2) - (A6) given in Section 5.2, with δn-optimal or-
acle versions based on S˜∗λn (for (A5)), and with partial correlations based
on Σn0 (for (A6)). Further, assume that the constants b1, b2, d1, d2 in (A3)
- (A6) satisfy the following stronger restrictions: 1/2 < b2 ≤ b1 ≤ 1 and
max(d1, d2) < b2 − 1/2. Finally, assume that 1/||Σ−1n ||2 is bounded below by
an absolute constant C2 > 0 for all (Knqn+2)×(Knqn+2) principal subma-
trices Σn of Σn0, where qn and Kn are given by (A3) and (A5) respectively.
Then there exists a sequence λn → 0 such that
lim
n→∞P(Cˆn = Cn0) = limn→∞P(C˘n = Cn0) = limn→∞P(C˜n = Cn0) = 1,
where Cˆn, C˘n and C˜n are the outputs of ARGES-CIG, ARGES-skeleton and
GES, respectively, with the scoring criterion S˜λn given by Definition 7.2.
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Our assumptions in Theorem 7.1 are similar to the assumptions of Har-
ris and Drton [2013]1, except that we additionally assume (A4) and (A5),
where we require (A4) only for ARGES. Note that (A4) is not a strong
assumption since there are high-dimensionally consistent estimators of the
CIG or CPDAG-skeleton [Liu et al., 2012; Harris and Drton, 2013]. In fact,
Liu et al. [2012] proposed to use rank based estimators of the correlation ma-
trix as described above, and showed that high-dimensional consistency can
be retained in the nonparanormal setting by plugging in such an estimated
correlation matrix in many CIG estimation methods that are developed for
multivariate Gaussian distributions (e.g. Friedman et al. [2008]; Cai et al.
[2012]).
8. Simulations. Having shown that (AR)GES has similar theoretical
guarantees as the PC algorithm in high-dimensional settings, we now com-
pare the finite sample performance and computational efficiency of (AR)GES
and PC. In fact, we compare (AR)GES with the order independent version
of PC [Colombo and Maathuis, 2014], but in the remaining of this sec-
tion, we simply refer to it as PC. Additionally, we include another popular
hybrid structure learning method, called Max-Min Hill-Climbing (MMHC)
[Tsamardinos et al., 2006]. MMHC first estimates the CPDAG-skeleton by
applying the Max-Min Parents and Children (MMPC) algorithm [Tsamardi-
nos et al., 2006], and then performs a hill-climbing DAG search on the space
restricted to the estimated CPDAG-skeleton (see also Remark 3.1). We use
the R-package pcalg [Kalisch et al., 2012] for (AR)GES and PC and use
the R-package bnlearn [Scutari, 2010] for MMHC. In fact, we use a slightly
modified version of (AR)GES that additionally includes a turning phase
[Chickering, 2002a; Hauser and Bu¨hlmann, 2012] and an iteration over all
three phases (see Section 6 of the supplementary material for details).
8.1. Simulation settings. For each of the four settings given in Table 2,
we use the R-package pcalg [Kalisch et al., 2012] to simulate r = 100 ran-
dom weighted DAGs {G(1)n , . . . ,G(r)n } with pn vertices and expected number
of edges en, where each pair of nodes in a randomly generated DAG has the
probability en/
(
pn
2
)
of being adjacent. The edge weights are drawn indepen-
dently from a uniform distribution on (−1,−0.1) ∪ (0.1, 1).
Let B
(t)
n denote the weight matrix of the weighted DAG G(t)n , i.e. (B(t)n )ij 6=
0 if and only if the edge Xj → Xi is present in G(t)n and it then equals
1As in Harris and Drton [2013], we can allow an ultra high-dimensional setting by
replacing (A2) by pn = O(exp(na)) (for some 0 ≤ a < 1) and allow an O(nf ) (for some
0 ≤ f < 1/4) growth rate of ||Σ−1n ||2 for each (Knqn+2)×(Knqn+2) submatrix Σn of Σn0
if we replace the condition max(d1, d2) < b2−1/2 by a+2(1−b2)+2 max(d1, d2)+4f < 1.
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Table 2
Simulation settings.
n 100 200 300 400
pn 300 600 1200 2400
en 300 840 2100 4800
the corresponding edge weight. For t = 1, . . . , r, the weight matrix B
(t)
n
and a random vector 
(t)
n = (
(t)
n1, . . . , 
(t)
npn)
T define a distribution on X
(t)
n =
(X
(t)
1n , . . . , X
(t)
npn)
T via the linear structural equation model X
(t)
n = B
(t)
n X
(t)
n +

(t)
n . We choose 
(t)
n1, . . . , 
(t)
npn to be zero mean Gaussian random variables with
variances independently drawn from a Uniform[1, 2] distribution. We aim to
estimate CPDAG(G(t)n ) from n i.i.d. samples from the multivariate Gaussian
distribution of X
(t)
n .
8.2. Estimation of the CIG and the CPDAG-skeleton for ARGES. We
estimate the CIG for ARGES-CIG using neighborhood selection with the
LASSO2 of Meinshausen and Bu¨hlmann [2006], where we use the imple-
mentation in the R-package huge [Zhao et al., 2012]. Neighborhood selection
involves a tuning parameter γn that corresponds to the LASSO penalization,
where larger values of γn yield sparser estimated graphs. We choose γn =
0.16, 0.14, 0.12 and 0.10 for pn = 300, 600, 1200 and 2400 respectively. In
Section 7 of the supplementary material, we empirically investigate the influ-
ence of γn on the performance of ARGES-CIG. We find that the performance
of ARGES-CIG is not very sensitive to the choice of γn in this simulation
setting, as long as γn is reasonably small (i.e., the estimated CIG is reason-
ably dense). In particular, estimation quality can be slightly improved by
choosing a smaller γn, but with a loss of computational efficiency.
We estimate the CPDAG-skeleton for ARGES-skeleton using the MMPC
algorithm of Tsamardinos et al. [2006], where we use the implementation in
the R-package bnlearn [Scutari, 2010]. MMPC involves a tuning parameter
κn that corresponds to the significance level of the conditional independence
tests, where smaller values of κn yield sparser estimated graphs. We choose
κn = 0.2, 0.15, 0.10 and 0.05 for pn = 300, 600, 1200 and 2400 respectively.
We note that the MMPC algorithm is computationally expensive for large
values of κn.
8.3. Results. As the scoring criterion for (AR)GES and MMHC, we use
the `0-penalized likelihood score (see Definition 5.1) with a number of choices
for the penalty parameter λn. Similarly, we apply PC with a number of
2We will later use adaptive LASSO [Zou, 2006] for this step (see Section 8.4).
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Fig 3: Averaged ROC curves for estimating the skeletons (upper panel) and
the directed parts (lower panel) of the underlying CPDAGs with ARGES-
CIG*, ARGES-CIG, ARGES-skeleton, GES, MMHC and PC, for simulation
settings given in Table 2.
choices for its tuning parameter αn (the significance level for conditional
independence tests). Finally, we compare their estimation quality with aver-
aged receiver operating characteristic (ROC) curves, where we average true
positive rates and false positive rates for each value of the tuning parameters
over r iterations (cf. threshold averaging of ROC curves [Fawcett, 2006]). We
do not apply GES and MMHC for the case pn = 2400, since they are too
slow to handle such large graphs. We additionally apply ARGES-CIG with
the true CIG, and we call it ARGES-CIG*.
In Figure 3, we see that the averaged ROC curves get better as n and pn
increase together. This supports the high-dimensional consistency theory of
(AR)GES and PC. Based on Figure 3, the performances of the algorithms
can be summarized as follows:
PC < MMHC < (A)RGES-skeleton < (A)RGES-CIG ≈ GES < ARGES-CIG*,
where A < B represents that B outperformed A and A ≈ B represents that
A and B performed similarly. Below, we list our main findings and possible
explanations in detail.
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Fig 4: Average runtimes (in seconds) for ARGES-CIG*, ARGES-CIG,
ARGES-skeleton, GES, MMHC and PC, where the tuning parameters αn
and λn are chosen to get roughly the right sparsity. The runtimes of
(A)RGES do not include the CIG or the CPDAG-skeleton estimation part
(see Table 4 of the supplementary material).
1. ARGES-CIG* is the best performing method, but it is infeasible in
practice as it requires knowledge of the true CIG.
2. GES is the next best performing method, closely followed by (A)RGES-
CIG. However, the fact that ARGES-CIG* outperforms GES indicates
the possibility that ARGES-CIG can outperform GES when combined
with a better CIG estimation technique. We explore this in Section 8.4.
3. The fact that the performances of ARGES and RGES are almost iden-
tical, indicates that the adaptive part of ARGES does not have a sig-
nificant influence on the performance.
4. (A)RGES-CIG outperformed (A)RGES-skeleton because (i) the true
positive rate of (A)RGES is approximately bounded by the estimated
CIG or CPDAG-skeleton, and (ii) the true positive rates of the esti-
mated CIGs are larger than that of the estimated CPDAG-skeletons
(see Table 4 of the supplementary material).
5. Although the performance of MMHC is similar to ARGES-skeleton
for estimating the CPDAG-skeleton, it is significantly worse for esti-
mating the directed part of the CPDAG. We suspect that this is due
to some arbitrary choices of edge orientations, made in hill-climbing
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DAG search to resolve its non-uniqueness (see Section 4.3 of the sup-
plementary material).
6. The constraint-based PC is the worst performing method in terms of
estimation quality in these simulations.
Figure 4 shows the average runtimes of the algorithms3. We see that GES
does not scale well to large graphs and that the runtimes of (AR)GES and
PC are somewhat similar. The runtimes of (A)RGES do not include the
CIG or the CPDAG-skeleton estimation (see Table 4 of the supplementary
material). The average runtimes of MMHC are much worse than the run-
times of (A)RGES-skeleton, although they are based on the same estimated
CPDAG-skeleton.
8.4. Simulation with decreasing sparsity level. We have seen that in very
sparse high-dimensional settings where GES performed very well, ARGES-
CIG based on neighborhood selection could not outperform GES in terms of
estimation. One would expect, however, that using a good restricted search
space can also be beneficial for the estimation performance. We investigate
this in the following simulations, where we increased the adversity of the
the problem by decreasing the sparsity level, and we paid more attention
to the estimation of the CIG by including adaptive LASSO [Zou, 2006].
Moreover, to make the method applicable in practice, we no longer choose
some pre-specified γn’s (cf. Section 8.2), but choose it via cross-validation.
Table 3
Simulation settings with fixed number of variables and decreasing sparsity.
n 50 100 150 200
pn 100 100 100 100
en 100 200 300 400
We compare the following methods: ARGES-CIG based on LASSO, ARGES-
CIG based on adaptive LASSO, GES and PC. We choose the tuning param-
eter for each LASSO4 by 10-fold cross-validation, optimizing the prediction
error (e.g., [Hastie et al., 2009]). For each adaptive LASSO5, we use the
weights wi = 1/βˆi where βˆi is the initial estimate of the i-th linear regres-
sion coefficient given by the corresponding LASSO regression with a 10-fold
cross validation. After fixing the weights, we choose the tuning parameter
3We use implementations of the algorithms from several R-packages. Hence, Figure 4
does not represent the computational efficiency of the algorithms, but rather represents a
comparison of their currently available implementations in R.
4We use the implementation in the R-package glmnet [Friedman et al., 2010].
5We use the aforementioned implementation of LASSO after removing the variables
with infinite weights and rescaling the other variables with the corresponding weights.
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Fig 5: Averaged ROC curves for estimating the skeletons (upper panel) and
the directed parts (lower panel) of the underlying CPDAGs with ARGES-
CIG based on adaptive LASSO (ARGES-CIG-AL), ARGES-CIG based on
LASSO (ARGES-CIG-L), GES and PC, for simulation settings given in
Table 3.
in the second stage of the adaptive LASSO based on an additional 10-fold
cross validation. ROC curves for estimating the skeleton of the CPDAG and
the directed part of the CPDAG are obtained by varying λn for all GES
based methods, and by varying αn for the PC algorithm.
Figure 5 shows that both versions of ARGES-CIG and GES perform
equally well for the first three settings, while ARGES-CIG outperforms GES
in the most adverse setting with en = 400. Interestingly, although the es-
timated CIG based on the adaptive LASSO is always a subgraph of the
estimated CIG based on the LASSO, the use of the adaptive LASSO for the
CIG estimation enhances the performance gain as the sparsity decreases (cf.
Section 7 of the supplementary material).
9. Discussion. We propose two new hybrid methods, ARGES-CIG and
ARGES-skeleton, consisting of restricted versions of GES, where the restric-
tion on the search space is not simply given by an estimated CIG or an es-
timated CPDAG-skeleton, but also depends adaptively on the current state
of the algorithm. We include the adaptive part in our algorithms to ensure
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that the output is a consistent estimate of the underlying CPDAG. The
fact that the adaptive modification is rather small, provides an explanation
for the empirical success of inconsistent hybrid methods that restrict the
search space to an estimated CIG or an estimated CPDAG-skeleton (e.g.,
Tsamardinos et al. [2006]; Schulte et al. [2010]).
We prove consistency of GES and ARGES in sparse high-dimensional
settings with multivariate Gaussian distributions, linear SEMs with sub-
Gaussian errors, or nonparanormal distributions (see Sections 5, 6 and 7).
To the best of our knowledge, these are the first results on high-dimensional
consistency of score-based and hybrid methods. Our simulation results indi-
cate that GES and ARGES generally outperform the PC algorithm (see Sec-
tion 8), which has so far been the most popular structure learning algorithm
in high-dimensional settings. Moreover, an advantage of (AR)GES compared
to PC is that its output is always a CPDAG, which is important for some
applications such as (joint-)IDA [Maathuis et al., 2009; Nandy et al., 2017b]
and the generalized adjustment criterion [Perkovic et al., 2015a,b]. Note that
the sample version of the PC algorithm provides no such guarantee and often
produces a partially directed graph that is not a CPDAG.
A disadvantage of ARGES compared to GES is that it requires an addi-
tional tuning parameter to estimate the CIG or the CPDAG-skeleton. Our
simulation results suggest that ARGES-CIG can achieve a very similar per-
formance as GES in a much shorter time as long as we choose a sufficiently
dense estimated CIG (by adjusting the corresponding tuning parameter)
while respecting the computation limit. In some settings, however, the re-
stricted search space is not only beneficial from a computational point of
view, but also in terms of estimation performance (see Section 8.4).
Tuning the penalty parameter λ of a scoring criterion of (AR)GES is a
well-known practical problem. We recommend to apply the stability selec-
tion approach of Meinshausen and Bu¨hlmann [2010] or to use the extended
BIC criterion [Chen and Chen, 2008; Foygel and Drton, 2010], which has
been shown to work better in sparse high-dimensional settings than the BIC
criterion.
There have been some recent theoretical and practical attempts to speed
up GES and we note that they can be applied to ARGES as well. Chickering
and Meek [2015] proposed a modification of the backward phase of GES
that has polynomial complexity. Further, the authors showed that the final
output of this modified version of GES, called selective GES (SGES), is
consistent in the classical setting if the output of the forward phase SGES
is an independence map of the CPDAG in the limit of large samples. The
forward phase of ARGES can be combined with the backward phase of SGES
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and consistency of such an algorithm follows from the fact that the output
of the forward phase of ARGES is an independence map of the CPDAG in
the limit of large samples (see the proof of Theorem 4.2). Ramsey [2015]
showed that with an efficient implementation and parallel computing, GES
can be scaled up to thousands of variables. Similar efficient implementations
and parallel computations are possible for hybrid algorithms like ARGES,
and this would push the computation limit even further.
We establish a novel connection between score-based and constraint-based
methods (see Section 5.1). In particular, Lemma 5.1 shows that the score-
based GES algorithm and the constraint-based PC algorithm are in fact
closely related approaches in the multivariate Gaussian setting. The funda-
mental principle of the PC algorithm is to start with a complete graph and
to delete edges sequentially by testing conditional independencies. In the
multivariate Gaussian setting, conditional independence tests are equivalent
to tests for zero partial correlations. Lemma 5.1 shows that GES checks if
sample partial correlations are large enough in order to add edges in the
forward phase or small enough to delete edges in the backward phase. This
insight opens the door to study new score-based and hybrid algorithms that
are applicable to broader classes of models. For example, in Section 7, we
defined a new scoring criterion based on rank correlations (see Definition
7.2) for nonparanormal distributions. Analogously, one can define scoring
criteria based on more general conditional independence tests, leading to
score-based (or hybrid) competitors of the PC algorithms based on such
conditional independence tests (e.g., Zhang et al. [2011]; Doran et al. [2014]).
Although both GES and PC use partial correlation-based conditional in-
dependence tests in the multivariate Gaussian setting, we found that GES
outperforms PC in terms of estimation quality. A possible explanation for
the better performance of GES is that GES considers the skeleton and the
orientations of the edges simultaneously, whereas the PC algorithm first de-
termines the skeleton and then orients the edges by determining v-structures
and subsequently applying a set of rules [Meek, 1995].
Recall that our high-dimensional consistency proofs require an assump-
tion on the growth of oracle versions of (AR)GES (see assumption (A5) of
Section 5.2). Such an assumption is not required for high-dimensional consis-
tency of the PC algorithm [Kalisch and Bu¨hlmann, 2007]. We discussed this
assumption in Section 5.3 and provided some strong structural conditions
under which this assumption holds. In order to derive these sufficient con-
ditions, we show a connection between GES and the Chow-Liu algorithm,
which may be of independent interest.
We emphasize that our consistency result in the classical setting (where
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the number of variables remains fixed and the sample size goes to infinity)
does not require any distributional assumption (it even holds for discrete
distributions), except that the joint distribution of the variables is DAG-
perfect, i.e., there exists a DAG G such that all conditional independence
relationships encoded by G hold in the joint distribution and vice versa.
Chickering and Meek [2002] showed that without this assumption (but with
a weaker assumption on the joint distribution), GES is consistent for learn-
ing a minimal independence map of the joint distribution. A DAG is a min-
imal independence map of a distribution if it is an independence map of
the distribution and no proper subgraph is an independence map. An inter-
esting direction for future work is to investigate (in)consistency of ARGES
for learning a minimal independence map under similar assumptions as in
Chickering and Meek [2002].
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