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Abstract
We present and analyze Fσ-Mathias forcing, which is similar but tamer
than Mathias forcing. In particular, we show that this forcing preserves
certain weak subsystems of second-order arithmetic such as ACA0 and
WKL0 + IΣ
0
2, whereas Mathias forcing does not. We also show that the
needed reals for Fσ-Mathias forcing (in the sense of Blass [2]) are just the
computable reals, as opposed to the hyperarithmetic reals for Mathias
forcing.
Introduction
Mathias forcing has recently received much attention in the reverse mathematics
community for its use in the analysis of Ramsey’s Theorem for pairs in subsys-
tems of second-order arithmetic. Using a variant of Mathias forcing, Cholak,
Jockusch, and Slaman [3] have shown that RT22 is Π
1
1-conservative over RCA0 +
IΣ02. They have also shown that every computable coloring c : [N]
2 → {0, 1} has
a low-2 homogeneous set. Similar methods have also been used by Dzhafarov
and Jockusch [5] to reprove a result of Seetapun [10] that every computable
coloring c : [N]2 → {0, 1} has a cone avoiding homogeneous set.
However, Blass [2] has shown that if G is a Mathias generic over a model
of ZFC, then G computes all hyperarithmetic reals. Consequently, in order to
use Mathias forcing in weak subsystems of second-order arithmetic, one must
jump through several hoops in order to prevent the generic real from being too
close to a true generic. The main purpose of the present paper to remedy this
situation by introducing Fσ-Mathias forcing, which is a replacement for Mathias
forcing that can safely be used over weak systems of second-order arithmetic.
Unlike Mathias reals which compute every hyperarithmetic real, we show that
Fσ-Mathias forcing can avoid computing any non-computable real. We also
show that Fσ-Mathias forcing preserves ACA0 as well as WKL0 + IΣ
0
2.
The plan of the paper is as follows:
• In Section 1 we develop the combinatorics of Fσ-ideals which are necessary
to define Fσ-Mathias forcing. Inspired by work of Mazur [9], we will use
lower semicontinuous submeasures to code Fσ-ideals. An interesting side
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result of this section is that underWKL0 + BΣ
0
2, every free Fσ-ideal admits
such a representation (Theorem 1.4).
• In Section 2, we define Fσ-Mathias forcing and the associated forcing
language and forcing relation. Although our definitions are specialized
to Fσ-Mathias forcing, our methodology is very general and can be used
to define the forcing language and forcing relation for a wide variety of
forcings for adding a real.
• Section 3 is the core of the paper. We will establish a series of witnessing
theorems for the forcing relation (Theorems 3.5 and 3.11). These are
results of the form if a condition forces a statement, then there is an
extension of this condition that forces the Skolemization of the statement
in question. Such results are instrumental to prove conservation results.
• In Section 4, we define the forcing extension and we establish preservation
theorems for weak subsystems of second-order arithmetic. In particular,
we show that if the ground model satisfies ACA0 or WKL0 + IΣ
0
2, then so
does the generic extension (Theorems 4.3 and 4.4, respectively). Partial
results for weaker subsystems of second-order arithmetic are also presented
(Propositions 4.8 and 4.10).
• In Section 5, we present a few applications of Fσ-Mathias forcing. We
first show that Fσ-Mathias generic sets are cohesive for sets in the ground
model. Then we show that Fσ-Mathias generic sets can be forced to avoid
cones. This extends some results of Dzhafarov and Jockusch [5].
For the remainder of this section, we will present some background and conven-
tions for the paper.
For the purpose of forcing, we will find it convenient to use a functional
interpretation of the basic systems RCA0 and ACA0. Our basic structures are of
the form N = (N,N1,N2, . . . ) where N is the underlying set and eachNk is a set
of functions Nk → N which together form an algebraic clone: each Nk contains
all the constant functions, the projections πi(x1, . . . , xk) = xi, and if f ∈ Nℓ
and g1, . . . , gℓ ∈ Nk then the superposition f(g1(x1, . . . , xk), . . . , gℓ(x1, . . . , xk))
belongs to Nk. For convenience, we will often think of elements of N as nullary
functions and we will write N0 instead of N when appropriate.
On top of this basic structure, we require closure under primitive recursion:
there are distinguished 0 ∈ N (zero) and σ ∈ N1 (successor) such that for any
f ∈ Nk−1 and g ∈ Nk+1 there is a unique h ∈ Nk such that
h(0, w¯) = f(w¯) and h(σ(x), w¯) = g(h(x, w¯), x, w¯)
for all x, w¯ ∈ N. Note that the uniqueness requirement on h is crucial since this
is the only form of induction in our system.
Using primitive recursion, we can define the usual arithmetic operations
such as addition, multiplication, truncated subtraction (x −˙ y = max(x− y, 0))
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together with the usual identities between them.
x+ (y + z) = (x+ y) + z x+ y = y + x
x · (y · z) = (x · y) · z x · y = y · x
x+ 0 = x = 0 + x x · 1 = x = 1 · x
(x+ y) −˙ y = x x −˙(y + z) = (x −˙ y) −˙ z
x · (y + z) = x · y + x · z x · (y −˙ z) = x · z −˙ y · z
x+ (y −˙x) = y + (x −˙ y) x −˙(x −˙ y) = y −˙(y −˙ x)
Finally, we will assume the dichotomy axiom
x −˙ y = 0 ∨ y −˙x = 0,
which is necessary to show that the relation x ≤ y defined by x −˙ y = 0 is a
linear ordering of N.
Atop the basic axioms described above, we will consider two second-order
axioms.
Uniformization axiom
For every f ∈ Nk+1 such that ∀w¯ ∃x f(x, w¯) = 0, there is a g ∈ Nk such
that ∀w¯ f(g(w¯), w¯) = 0.
Minimization axiom
For every f ∈ Nk+1 there is a g ∈ Nk such that ∀x, w¯ f(x, w¯) ≥ f(g(w¯), w¯).
Note that minimization implies uniformization. Uniformization ensures the ex-
istence of all general recursive functions; minimization ensures the existence of
arithmetically defined functions.
Every functional structureN corresponds to a set-based structure (N;P(N); 0, 1,+, ·)
for second-order arithmetic as described in [11], where P(N) consists of all sub-
sets of N whose characteristic function is in N1. The latter structure is a model
of RCA0 if and only if the uniformization axiom holds in N ; it is a model of ACA0
if and only if the minimization axiom holds in N . Conversely, given a traditional
model (N;P(N); 0, 1,+, ·) of RCA0, we can define Nk to be the class of all func-
tions Nk → N whose coded graph belongs to P(N) and the resulting structure is
a functional model which satisfies uniformization; a traditional model of ACA0
similarly corresponds to a functional model which satisfies minimization. Since
our choice to adopt functional models is a matter of convenience, we will freely
use this translation between functional models and traditional models.
The fact that our basic axioms together with uniformization correspond
to RCA0 was observed by Kohlenbach [8] (where uniformization is denoted
QF-AC0,0). Hirschfeldt and Shore noticed what is essentially the same fact
in [7, Proposition 6.6]. The fact that minimization corresponds to ACA0 can be
seen by using it to compute Turing jumps.
For the remainder of this paper, we work inside a functional model N . Every
result has in parentheses the assumptions that the model N needs to satisfy
in order for the result to hold. For example, Theorem 1.4 says that if N 
WKL0 + BΣ
0
2 then every free Fσ-ideal coded in N is the ideal of finite sets
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for some integer-valued lower semicontinuous sumbmeasure coded in N . To
avoid confusion, we will use the term set exclusively for collections of first-order
objects, and the term class exclusively for collections of second-order objects.
Internal sets are identified with their characteristic functions.
1 Submeasures and Free Fσ-Ideals
In this section, we will show how to recast and utilize the classical combinato-
rial concepts of Fσ-ideals and lower semicontinuous submeasures in second-order
arithmetic. For this purpose, we will initially use classical set-theoretic termi-
nology to discuss these objects. Our terminology will be classical for the most
part, but the reader should keep in mind that we are working inside a functional
model N . For example, the internal powerclass P(N) should be understood to
be the class of functions N→ {0, 1} in N1. Of course, these functions are identi-
fied with the subsets of N that they characterize and they will be handled that
way.
Definition 1.1. A class J ⊆ P(N) is a free ideal when it satisfies the following
three conditions.
(i) If X ⊆ Y and Y ∈ J then X ∈ J .
(ii) If X0, . . . , Xk ∈ J (k ∈ N) then X0 ∪ · · · ∪Xk ∈ J .
(iii) For every n ∈ N, {0, 1, . . . , n} ∈ J .
Condition (ii) is to be understood as requiring J to be closed under all internally
finite unions, not just the truly finite ones.
The smallest possible free ideal is the class of all internally finite sets. How-
ever, this class satisfies condition (ii) only when BΣ02 holds. This is a general
phenomenon for Fσ-ideals: BΣ
0
2 is necessary to show that they are closed under
internally finite unions. In the reverse direction, the Weak Ko¨nig Lemma is
often necessary to show that certain sets are internally finite unions of smaller
sets. For these reasons, our base theory will generally be WKL0 + BΣ
0
2, which
is the minimum necessary to develop a sound theory of free Fσ-ideals.
A convenient way to encode free Fσ-ideals is via lower semicontinuous sub-
measures. Recall that a submeasure is a map µ : P(N) → [0,∞] such that
µ(∅) = 0 and
µ(X) ≤ µ(X ∪ Y ) ≤ µ(X) + µ(Y )
for all X,Y ⊆ N. This map µ is lower semicontinuous if the preimages µ−1[0, a]
are all closed classes in P(N) (endowed with the usual product topology). It
follows that the ideal of µ-finite sets
Fin(µ) =
∞⋃
n=0
µ−1[0, n]
is an Fσ-ideal, and this ideal is free when µ({x}) <∞ for every x ∈ N.
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Another convenient property of lower semicontinuous submeasures is that
they are completely determined by their values on finite sets. Indeed, we always
have
µ(X) = sup
n∈N
µ(X ∩ {0, . . . , n− 1}). (1)
This allows us to code lower semicontinuous submeasures in second-order arith-
metic. In the following, we will use P<∞(N) to denote the set of all codes for
internally finite sets (the encoding is immaterial so long as the basic operations
are primitive recursive). We will sometimes abuse notation and identify finite
sets, which are second-order objects, with their codes, which are first-order ob-
jects.
Definition 1.2. A code for a (lower semicontinuous) submeasure is a function
µ : P<∞(N)→ R such that µ(∅) = 0 and
max(µ(x), µ(y)) ≤ µ(x ∪ y) ≤ µ(x) + µ(y)
for all x, y ∈ P<∞(N). In other words, µ : P<∞(N) → R is a monotone and
subadditive function such that µ(∅) = 0.
Such a code naturally extends to a lower semicontinuous submeasure µ defined
by (1). This makes perfect sense in ACA0, but the supremum in (1) does not
necessarily exist in weaker systems. Nevertheless, one can always make sense of
inequalities of the form µ(X) ≤ r, for any r ∈ [0,∞], via
µ(X) ≤ r ↔ ∀nµ(X ∩ {0, . . . , n− 1}) ≤ r.
Similar interpretations can be found for all other types of inequalities. In par-
ticular,
µ(X) <∞↔ ∃m ∀nµ(X ∩ {0, . . . , n− 1}) ≤ m
which allows us to define the class Fin(µ) of µ-finite sets even in RCA0.
Proposition 1.3 (RCA0 + BΣ
0
2). If µ is a (code for a) submeasure, then the
class
Fin(µ) = {X ⊆ N : µ(X) <∞}
is a free Fσ-ideal.
Proof. Conditions (i) and (iii) of Definition 1.1 are clear. To verify (ii), suppose
that X0, . . . , Xk ∈ Fin(µ). By BΣ02, we can find an m ∈ N such that
∀n ∀i ≤ k µ(Xi ∩ {0, . . . , n− 1}) ≤ m.
It follows from the subadditivity of µ that
∀nµ(X ∩ {0, . . . , n− 1}) ≤ m(k + 1),
where X = X0 ∪ · · · ∪Xk.
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It turns out that all free Fσ-ideals admit representations of this form. This
was shown by K. Mazur [9] (assuming ZFC); we show that the result goes
through assuming only WKL0 + BΣ
0
2.
Theorem 1.4 (WKL0 + BΣ
0
2). For every free Fσ-ideal J there is an integer-
valued submeasure µ such that J = Fin(µ).
For our purposes, we will need a slightly more general result which follows from
Theorem 1.4 but whose direct proof is essentially the same.
Proposition 1.5 (WKL0 + BΣ
0
2). Let (Ti)
∞
i=0 be a sequence of binary trees (i.e.,
codes for closed classes). There is an integer-valued submeasure µ : P<∞(N)→
N such that Fin(µ) is the smallest free ideal that contains the Fσ class
⋃∞
i=0[Ti].
Proof. Let C0 = {∅} and, for each i ≥ 1, let Ci be the set of all x ∈ P<∞(N)
such that either max(x) < i, or x ⊆ τ−1(1) for some τ ∈
⋃
j<i Tj . Note that if
there is any such τ then there is one with |τ | = max(x) + 1, so this is really a
finite search. Define
[Ci] = {X ⊆ N : ∀nX ∩ {0, . . . , n− 1} ∈ Ci}.
Note that [Ci] is a monotone closed subclass of P(N) and that {0, . . . , i− 1} ∈
[Ci], for every i.
For x ∈ P<∞(N), define θ(x) to be the first i such that x ∈ Ci. Since we
know that x ∈ Cmax(x)+1, this is again a finite search. Now define µ(∅) = 0 and
µ(x) = min{θ(z1) + · · ·+ θ(zk) : z1, . . . , zk a partition of x}.
Since there are only finitely many partitions of the finite set x, this is again
a finite search. It is easy to check that µ is (a code for) an integer-valued
submeasure.
To show that Fin(µ) is the smallest free ideal that contains the Fσ-class⋃∞
i=1[Ti], we need three facts.
Lemma 1.6 (RCA0). If X ∈ [Ci] then µ(X) ≤ i.
Proof. For each n, we have
µ(X ∩ {0, . . . , n− 1}) ≤ θ(X ∩ {0, . . . , n− 1}) ≤ i.
Lemma 1.7 (WKL0). If µ(X) ≤ i then there are X1, . . . , Xi ∈ [Ci] such that
X = X1 ∪ · · · ∪Xi.
Proof. Let S be the tree of all σ ∈ {0, . . . , i}<∞ such that dom(σ)−X = σ−1(0)
and σ−1(1), . . . , σ−1(i) ∈ Ci. It suffices to show that S is infinite.
Given n, we know that µ(X ∩ {0, . . . , n − 1}) ≤ i. By definition of µ, this
means that there is a partition X ∩ {0, . . . , n − 1} = z1 ∪ · · · ∪ zk such that
θ(z1) + · · · + θ(zk) ≤ i. It follows that k ≤ i and that z1, . . . , zk ∈ Ci. This
immediately shows that S has an element with length n.
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Together, these two facts show that Fin(µ) is the smallest free ideal that
contains the Fσ-class
⋃∞
i=0[Ci]. The last fact relates this to the Fσ-class
⋃∞
i=0[Ti].
Lemma 1.8 (WKL0). If X ⊆ N is infinite, then X ∈ [Ci] iff there are a j < i
and a Y ∈ Tj such that X ⊆ Y.
Proof. We only prove the forward implication since the converse is clear. Fix
an i and let T =
⋃
j<i Tj.
Suppose X ∈ [Ci] is infinite and let
TX = {τ ∈ T : X ∩ dom(τ) ⊆ τ
−1(1)}.
By definition of Ci, this is an infinite subtree of T. If Y ∈ [TX ] then X ⊆ Y,
so it suffices to show that Y ∈ [Tj] for some j < i. For each n, let jn be the
first j < i such that χY ↾n ∈ Tj . Since the trees Tj are downward closed, the
sequence (jn)
∞
n=0 is nondecreasing. So there is a j < k such that jn = j for all
sufficiently large n and then Y ∈ Tj, as required.
Note that we would need IΣ02 to know exactly which of the sets X1, . . . , Xi of
Lemma 1.7 are infinite. However, this doesn’t matter since any free ideal that
contains
⋃∞
i=0[Ti] must also contain all of the sets X1, . . . , Xi. Therefore, Fin(µ)
is indeed the smallest free ideal that contains the Fσ-class
⋃∞
i=0[Ti].
Before we finish this discussion of submeasures and their associated ideals,
note that the class of submeasures forms a lattice under the pointwise ordering.
The joins and meets of this lattice are the following.
Definition 1.9. Let µ and ν be two (codes for) submeasures on N.
• µ ∨ ν is the submeasure defined by (µ ∨ ν)(x) = max(µ(x), ν(x)) for all
x ∈ P<∞(N).
• µ ∧ ν is the submeasure defined by
(µ ∧ ν)(x) = min{µ(y) + ν(z) : x = y ∪ z}
for all x ∈ P<∞(N).
The meet operation will be very useful since it gives a way of computing the
Fσ-ideal generated by two Fσ-ideals.
Proposition 1.10 (WKL0 + BΣ
0
2). Let µ and ν be two submeasures on N.
Then Fin(µ ∧ ν) is the Fσ-ideal generated by Fin(µ) ∪ Fin(ν). In other words,
(µ ∧ ν)(A) <∞ if and only if A = B ∪C where µ(B) <∞ and ν(C) <∞.
The proof of this fact is left to the reader. The fact that Fin(µ ∨ ν) = Fin(µ) ∩
Fin(ν) is also easy to check but we will have little use for it.
Finally, note that countable joins and meets
∞∨
n=0
µn = sup
n∈N
µ0 ∨ · · · ∨ µn and
∞∧
n=0
µn = inf
n∈N
µ0 ∧ · · · ∧ µn
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are always welldefined in ACA0, but they do not always correspond exactly to
the expected operations on Fσ-ideals. The following fact (and variants) will be
used regularly to unite a countable family of Fσ-ideals.
Proposition 1.11 (WKL0 + BΣ
0
2). Let (µn)
∞
n=0 be a sequence of submeasures
on N. Then Fin(µ) is the Fσ-ideal generated by
⋃∞
n=0 Fin(µn), where
µ =
∞∧
n=0
µn ∨ n.
Here and henceforth, we use the constant n as a convenient abbreviation for the
submeasure that assigns measure n to every nonempty set.
2 Fσ-Mathias Forcing
Having discussed how to handle free Fσ-ideals in second-order arithmetic, we
are now ready to describe Fσ-Mathias forcing. Like traditional Mathias forcing,
conditions contain a finite part a and an infinite part A ⊇ a. These represent the
commitment that the generic G will satisfy a ⊆ G ⊆ A. In addition, Fσ-Mathias
conditions contain a third component, a submeasure µ such that µ(A) = ∞.
This last part represents the commitment that the generic G will be µ-infinite.
Definition 2.1. Fσ-Mathias forcing is defined as follows.
• Conditions are triples (a,A, µ) where a ∈ P<∞(N), a ⊆ A ⊆ N, and µ is a
(code for a lower semicontinuous) submeasure such that µ(A) =∞.
• The ordering is given by (b, B, ν) ≤ (a,A, µ) iff a ⊆ b ⊆ A, B ⊆ A, and
µ ≤ ν.
Each condition (a,A, µ) represents the commitment that the generic real belongs
to the Gδ class
[a,A, µ] = {B ⊆ N : a ⊆ B ⊆ A ∧ µ(B) =∞}.
Together, these classes [a,A, µ] form a basis for a topology on P(N). This topol-
ogy is finer than the Ellentuck topology [6], which arises in the same manner for
traditional Mathias forcing. We will refer to this finer topology as the Daguenet
topology, in honor of Maryvonne Daguenet who first studied the corresponding
topology on βN [4].
Given a condition (a,A, µ) we define
U(a,A) = {τ ∈ 2<∞ : a ∩ dom(τ) ⊆ τ−1(1) ⊆ A}.
Note that U(a,A) is a tree and that [a,A, µ] is a dense Gδ subclass of the closed
class [U(a,A)].
Like traditional Mathias forcing, Fσ-Mathias forcing satisfies Baumgartner’s
Axiom A [1]. For s ∈ N, define (b, B, ν) ≤s (a,A, µ) if (b, B, ν) ≤ (a,A, µ),
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ν ∧ s = µ ∧ s, and ν(b) ≥ s. A sequence (as, As, µs)∞s=0 of conditions such that
(as+1, As+1, µs+1) ≤s (as, As, µs) for each s is called a fusion sequence. Given
such a sequence, the infimum µ =
∧∞
s=0 µs is a well-defined submeasure and
µ(A) = ∞, where A =
⋃∞
s=0 as. Moreover, each (as, A, µ) is a condition such
that (as, A, µ) ≤s (as, As, µs).
This Fusion Lemma differs slightly from Baumgartner’s condition (3). It is
not difficult to modify our definition of the partial order ≤s to satisfy Baumgart-
ner’s definition, but we chose a version that works better in our more restricted
context. Baumgartner’s final condition (4) doesn’t make much sense in our con-
text since it involves quantification over third-order objects; condition (4′) is
more meaningful but still awkward to work with. We haven’t found a useful
variant of this condition in our context, but Lemma 3.15 captures the useful
part of this condition.
2.1 Forcing Language
We will now develop the basic machinery necessary to define the internal forcing
language. The base level of this are the forcing names, which are the terms of
the forcing language.
Definition 2.2. A partial k-ary name is a Σ01 set F ⊆ 2
<∞ × Nk+1 such that:
• If (τ, x¯, y) ∈ F and τ ⊆ τ ′ then (τ ′, x¯, y) ∈ F.
• If (τ, x¯, y), (τ, x¯, y′) ∈ F then y = y′.
The domain of F is the Gδ class
dom(F ) = {X ⊆ N : ∀x¯ ∃τ, y (τ ⊆ χX ∧ (τ, x¯, y) ∈ F )}.
Given X ∈ dom(F ), the evaluation
FX(x¯) = y ⇐⇒ ∃τ (τ ⊆ χX ∧ (τ, x¯, y) ∈ F )
is a total k-ary function.
The reader will recognize these names as Turing functionals (relative to
ground model oracles). The first coordinate should then be thought as finite
amount of information from the generic real. When G is the Fσ-Mathias generic
real and G ∈ dom(F ), the evaluation FG is the intended interpretation of the
name F in the generic extension. The basic projections, constants, and indeed
all ground model functions F have canonical names Fˇ defined by
(τ, x¯, y) ∈ Fˇ ⇐⇒ y = F (x¯),
which invariably evaluate to F.
In a typical language, the basic terms are composed to form the class of
all terms. This is not so for the forcing language since composition and other
operations can be done directly at the semantic level. If F is a partial ℓ-ary
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name and F1, . . . , Fℓ and are partial k-ary names then the superposition H =
F (F1, . . . , Fℓ) is defined by
(τ, x¯, z) ∈ H ⇐⇒ ∃y¯ ((τ, x¯, y1) ∈ F1 ∧ · · · ∧ (τ, x¯, yℓ) ∈ Fℓ ∧ (τ, y¯, z) ∈ F ).
This is a partial k-ary name and
dom(H) ⊇ dom(F1) ∩ · · · ∩ dom(Fℓ) ∩ dom(F ).
Primitive recursion can be handled in a similar way. Given partial a (k − 1)-
ary name F0 and a (k + 1)-ary name F , we the k-ary name H is defined by
(τ, x¯, y, z) ∈ H iff there is a finite sequence (z0, . . . , zy) with z = zy such that
(τ, x¯, z0) ∈ F0 and (τ, x¯, i, zi, zi+1) ∈ F for every i < y. This is a partial k-ary
name and
dom(H) ⊇ dom(F0) ∩ dom(F ).
(Note that Σ01-induction is necessary to establish this last fact, whereas none is
needed to establish the corresponding fact for superposition.) Other recursive
operations will be handled later in Corollary 3.7. Meanwhile, we can proceed
by defining the formulas of the forcing language.
Definition 2.3. The formulas of the forcing language are defined in the usual
manner as the smallest family which is closed under the following formation
rules.
• If F is a partial k-ary name, F ′ is a partial k′-ary name, and v¯ = v1, . . . , vk,
v¯′ = v′1, . . . , v
′
k′ are variable symbols then F (v¯) = F
′(v¯′) is a formula.
• If φ is a formula then so is ¬φ.
• If φ and ψ are formulas then so is φ ∧ ψ.
• If φ is a formula and x is a variable symbol, then ∀xψ is also a formula.
Free and bound variables are defined in the usual manner. The sentences of the
forcing language are formulas without free variables.
Although not present in the formal language, we will often use ∨, →, ↔ and ∃
as abbreviations:
φ ∨ ψ ≡ ¬(¬φ ∧ ¬ψ), φ→ ψ ≡ ¬(φ ∧ ¬ψ),
φ↔ ψ ≡ (φ→ ψ) ∧ (ψ → φ), ∃v φ ≡ ¬∀v ¬φ.
The language does not include second-order variable symbols. We will not have
any need for second-order quantification, so it would be unnecessary tedium to
introduce such variables.1
Names are intended to represent functions in the generic extension. Not
all names are equally meaningful in this way. The canonical names all have
perfectly reasonable meaning, but the empty name has no reasonable inter-
pretation. Locality is the notion that distinguishes meaningful names from
pathological ones.
1We will use one second order variable in Section 3, which will be handled in an ad hoc
manner. The interested reader can use this model to extend the language.
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Definition 2.4. Let (a,A, µ) be an Fσ-Mathias condition.
• We say that F is an (a,A, µ)-local name if [b, B, ν]∩dom(F ) 6= ∅ for every
extension (b, B, ν) ≤ (a,A, µ).
• We say that φ is an (a,A, µ)-local formula of the forcing language if every
name that occurs in φ is (a,A, µ)-local.
Note that F is (a,A, µ)-local precisely when dom(F ) ∩ [a,A, µ] is dense in
[a,A, µ] with respect to the Daguenet topology. Thus canonical names are
always (a,A, µ)-local while the empty name is never (a,A, µ)-local.
2.2 The Forcing Relation
We are now ready to define the forcing relation. The definition for atomic sen-
tences will be motivated when we discuss the forcing extension. The remaining
cases follow the classical definition of forcing.
Definition 2.5. The forcing relation (a,A, µ)  θ is defined by induction on
the complexity of the (a,A, µ)-local sentence θ as follows. Assume all names
that occur in sentences below are (a,A, µ)-local.
• (a,A, µ)  F = F ′ iff, for all τ ∈ U(a,A) and y, y′ ∈ N, if (τ, y) ∈ F and
(τ, y′) ∈ F ′ then y = y′.
• (a,A, µ)  φ ∧ ψ iff (a,A, µ)  φ and (a,A, µ)  ψ.
• (a,A, µ)  ∀v φ(v) iff (a,A, µ)  φ(x), for all x ∈ N.
• (a,A, µ)  ¬φ iff there is no (b, B, ν) ≤ (a,A, µ) such that (b, B, ν)  φ.
The meaning of the forcing relation for the abbreviations defined above can be
computed as usual.
Proposition 2.6 (RCA0). Assume all names that occur in the sentences below
are (a,A, µ)-local.
• (a,A, µ)  F 6= F ′ iff, for all τ ∈ U(a,A) and y, y′ ∈ N, if (τ, y) ∈ F and
(τ, y′) ∈ F ′ then y 6= y′.
• (a,A, µ)  φ ∨ ψ iff for every (b, B, ν) ≤ (a,A, µ) there is a (c, C, κ) ≤
(b, B, ν) such that either (c, C, κ)  φ or (c, C, κ)  ψ.
• (a,A, µ)  φ→ ψ iff for every (b, B, ν) ≤ (a,A, µ) such that (b, B, ν)  φ,
there is a (c, C, κ) ≤ (b, B, ν) such that (c, C, κ)  ψ.
• (a,A, µ)  ∃v φ(v) iff for every (b, B, ν) ≤ (a,A, µ) there are a (c, C, κ) ≤
(b, B, ν) and a x ∈ N such that (c, C, κ)  φ(x).
• (a,A, µ)  ¬¬φ iff (a,A, µ)  φ.
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The verifications of the above are straightforward.
According to the definition given, the complexity of the forcing relation
is highly complex even for simple sentences. For example, the complexity of
(a,A, µ)  ∃wF (w) = 0 is technically Π12. We will spend much time reducing
this complexity so that we can “comprehend” statements in the forcing extension
from the ground model. First and foremost, we need to understand the Π01
forcing relation. In Proposition 2.8, we will show that this relation is itself Π01,
but first we handle the bounded forcing relation.
Proposition 2.7 (RCA0). For every bounded formula φ(v¯) of the forcing lan-
guage, there is a partial name Tφ(v¯) such that, for every condition (a,A, µ), if
φ(v¯) is (a,A, µ)-local then so is Tφ(v¯) and
(a,A, µ)  ∀v¯ (φ(v¯)↔ Tφ(v¯) = 0).
Proof. The partial names Tφ(v¯) are defined by induction on the complexity of
φ as follows.
• If φ(v¯) ≡ F (v¯) = F ′(v¯) then Tφ(v¯) = |F (v¯)− F ′(v¯)|.
• If φ(v¯) ≡ ¬ψ(v¯) then Tφ(v¯) = 1 −˙Tψ(v¯).
• If φ(v¯) ≡ ψ(v¯) ∧ θ(v¯) then Tφ(v¯) = Tψ(v¯) + Tθ(v¯).
• If φ(v¯) ≡ ∀w ≤ F (v¯)ψ(v¯, w) then Tφ(v¯) =
∑
w≤F (v¯) Tψ(v¯, w).
Verifications are straightforward.
We can now show that the Π01 forcing relation is Π
0
1.
Proposition 2.8 (RCA0). If φ(v¯) is a Π
0
1 formula of the forcing language, then
there is a Π01 formula φ̂(a,A; v¯) such that, for every condition (a,A, µ) and all
x¯ ∈ N, if φ(x¯) is (a,A, µ)-local, then
(a,A, µ)  φ(x¯) ⇐⇒ φ̂(a,A; x¯).
Proof. Write φ(v¯) in the form ∀w (T (v¯, w) = 0), where T (v¯, w) is a partial name
as in Proposition 2.7 for φ0(x¯, y). Then, by Definition 2.5, (a,A, µ)  φ(x¯) iff
∀τ, y, z (τ ∈ U(a,A) ∧ (τ, x¯, y, z) ∈ T → z = 0),
which is the desired Π01 formula φ̂(a,A; x¯).
Note that the question of locality was conveniently factored out in Proposi-
tion 2.8. This is necessary since locality is generally Π12. However, the the
following lemma can be used to reduce the complexity of locality.
Proposition 2.9 (WKL0 + BΣ
0
2). For every partial k-ary name F there is a
sequence of submeasures (ϑa : a ∈ P<∞(N)) such that the following hold for
every condition (a,A, µ).
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• If (µ ∧ ϑb)(A) < ∞ for some a ⊆ b ⊆ A then there is an extension
(b, B, µ) ≤ (a,A, µ) such that [b, B, µ] ∩ dom(F ) = ∅.
• If (µ ∧ ϑb)(A) =∞ for every a ⊆ b ⊆ A then [a,A, µ] ∩ dom(F ) 6= ∅.
Proof. Use Proposition 1.5 to find a submeasure ϑb such that Fin(ϑb) is the free
ideal generated by the Fσ class
Bb = {B ⊆ N : ∃x¯∀τ, y (τ ∈ U(b, B ∪ b)→ (τ, x¯, y) /∈ F )}.
Since the procedure of Proposition 1.5 is uniform, the sequence (ϑb : b ∈
P<∞(N)) can be computed effectively.
Suppose that (a,A, µ) is a condition such that (µ ∧ ϑb)(A) < ∞ for some
b ⊇ a. Then there is a decomposition A = B0∪B1∪· · ·∪Bk such that µ(B0) <∞
and B1∪a, . . . , Bk∪a ∈ Bb. Since µ(A) =∞ there must be a Bi with µ(Bi) =∞.
Let B = Bi ∪ a and find a ⊆ b ⊆ B and x¯ witnessing that Bi ∈ BF,a.
Suppose that (a,A, µ) is a condition such that (µ∧ϑb)(A) =∞ for all b ⊇ a.
Define a sequence (an, a
′
n)
∞
n=0 of pairs of finite subsets of A by recursion. Let
(x¯n)
∞
n=0 enumerate N
k. Initially, set a0 = a and a
′
0 = ∅. At stage n, first find
τn ∈ U(an, A − a′n) and yn ∈ N such that (τn, x¯n, yn) ∈ F and |τn| ≥ n. This
is possible since ϑan(A − a
′
n) =∞, which guarantees that A− a
′
n /∈ Ban . Then
set a′n+1 = a
′
n ∪ (τ
−1
n (0)∩A) and then pick an+1 so that an ∪ τ
−1
n (1) ⊆ an+1 ⊆
A − a′n+1 and µ(an+1) ≥ n + 1. At the end of the construction, we have a set⋃∞
n=0 an ∈ [a,A, µ] ∩ dom(F ).
Note that in the second alternative, we can form the submeasure
ϑ =
∧
a⊆b⊆A
(ϑb ∨ |b|)
and then (a,A, µ∧ϑ) is an extension of (a,A, µ) such that F is (a,A, µ∧ϑ)-local.
A similar trick as in Proposition 2.9 can be used to control the complexity
of the Π02 forcing relation.
Proposition 2.10 (WKL0 + BΣ
0
2). If φ(w) is an (a,A, µ)-local Π
0
1 formula
of the forcing language, then there is an integer-valued submeasure ̺ with the
following properties.
• If (µ ∧ ̺)(A) < ∞ then there are an extension (b, B, µ) ≤ (a,A, µ) and a
y ∈ N such that (b, B, µ)  φ(y).
• If (µ ∧ ̺)(A) =∞ then (a,A, µ ∧ ̺)  ∀w ¬φ(w).
Proof. Let φ̂(a,A; v¯, w) be as in Proposition 2.8. Using the procedure of Propo-
sition 1.5, compute an integer-valued submeasure ̺ so that Fin(̺) is the smallest
free ideal that contains the monotone Fσ-class
F = {B ⊆ A : ∃b, y (a ⊆ b ⊆ A ∧ φ̂(b, B ∪ b; y)}.
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Thus, in particular, if (b, B, ν) ≤ (a,A, µ) and (b, B, ν)  φ(y) for some y ∈ N,
then ̺(B) < ∞. The second statement follows immediately from this observa-
tion.
For the first statement, note that if (µ ∧ ̺)(A) < ∞ then there are B0 ∈
Fin(µ) and B1, . . . , Bk ∈ F (k ∈ N) such that
A = B0 ∪B1 ∪ · · · ∪Bk.
Since µ(A) = ∞, there must be an i ∈ {1, . . . , k} such that µ(Bi) = ∞. Then,
by definition of F , we can find b ⊆ A and y ∈ N such that if B = b ∪ Bi then
(b, B, µ) ≤ (a,A, µ) is a condition with (b, B, µ)  φ(y), as required.
3 Witnessing Theorems
The key to reducing the complexity of the forcing relation is to eliminate existen-
tial quantifiers by introducing witnessing terms. We will do this by producing
names for Skolem terms (or dually Herbrand terms).
3.1 Skolemization
Definition 3.1. The Skolemization θS(W ; v¯) and the dual Herbrandization
θH(W ; v¯) of a formula θ(v¯) of the forcing language are defined by induction
on the complexity of θ as follows. In all cases, the formal parameter W is
a place holder for a unary name. We will use λ-notation to distinguish the
parameter for W from true variable symbols of the ambient formula.
• If θ(v¯) is atomic, then
θS(W ; v¯) ≡ θ(v¯) ≡ θH(W ; v¯).
• If θ(v¯) ≡ ¬φ(v¯), then
θS(W ; v¯) ≡ ¬φH(W ; v¯), θH(W ; v¯) ≡ ¬φS(W ; v¯).
• If θ(v¯) ≡ φ(v¯) ∧ ψ(v¯), then
θS(W ; v¯) ≡ φS(λtW (2t); v¯) ∧ ψS(λtW (2t+ 1); v¯),
and
θH(W ; v¯) ≡ φH(W ; v¯) ∧ ψH(W ; v¯).
• If θ(v¯) ≡ ∀w φ(v¯, w) then
θS(W ; v¯) ≡ ∀w φS(λtW (〈w, t〉); v¯, w),
and
θH(W ; v¯) ≡ φH(λtW (t+ 1); v¯,W (0)).
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The point of the above definitions is that the Skolemization φS(W ; v¯) is es-
sentially a Π01-formula, up to the usual syntactic transformations; dually, the
Herbrandization φH(W ; v¯) is essentially a Σ
0
1-formula.
Proposition 3.2 (RCA0). If φ(v¯) is a formula of the forcing language, then
there is a Π01 formula φ˜(a,A,W ; v¯) such that, for every condition (a,A, µ), every
partial name W (v¯, t), and all x¯ ∈ N, if φ(x¯) and λtW (x¯, t) are (a,A, µ)-local,
then
(a,A, µ)  φS(λtW (x¯, t); x¯) ⇐⇒ φ˜(a,A,W ; x¯).
Proof. Chasing through the cases of Definition 3.1, we see that the only quan-
tifiers that occur in φS(λtW (x¯, t); v¯) are universal and that they all occur posi-
tively (i.e. within the scope of an even number of negations). Let ψ(λtW (x¯, t);u, v¯)
be the the bounded formula obtained from φS(λtW (x¯, t); v¯) by bounding all uni-
versal quantifiers with the fresh variable u. If φ(x¯) and λtW (x¯, t) are (a,A, µ)-
local then so are φS(λtW (x¯, t); x¯) and ψ(λtW (x¯, t);u, x¯) and
(a,A, µ)  φS(λtW (x¯, t); x¯) ⇐⇒ (a,A, µ)  ∀uψ(λtW (x¯, t);u, x¯).
The result follows by defining φ˜(a,A,W ; v¯) to be the Π01-formula associated to
∀uψ(λtW (v¯, t);u, v¯) as in Proposition 2.8.
In view of this, the complexity of the forcing relation can be reduced by finding
appropriate Skolem names. We will first do this for Π02 sentences in RCA0,
then we will extend our results to sentences of higher arithmetical complexity
in ACA0. First, let us introduce some convenient terminology for this task.
Definition 3.3. The Skolemized forcing relation S and the Herbrandized forc-
ing relation H are defined as follows. Let θ be an (a,A, µ)-local sentence of
the forcing language.
• (a,A, µ) S θ holds iff (a,A, µ)  θS(W ) for some (a,A, µ)-local unary
name W.
• (a,A, µ) H θ holds iff (a,A, µ)  θH(W ) for every (a,A, µ)-local unary
name W.
These forcing-like relations are related to the forcing relation as follows.
Proposition 3.4 (RCA0). If θ is a (a,A, µ)-local sentence of the forcing lan-
guage, then
(a,A, µ) S θ =⇒ (a,A, µ)  θ =⇒ (a,A, µ) H θ.
The converses of the above implications do not generally hold. A result that
establishes a partial converse to one of the above is called a witnessing theo-
rem. In the remainder of this section, we will prove some standard witnessing
theorems in RCA0 and ACA0.
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3.2 Witnessing in RCA0
Our first main result of this section is that witnessing Π02 sentences is automatic
in RCA0.
Theorem 3.5 (RCA0). If θ is an (a,A, µ)-local Π
0
2 sentence of the forcing
language, then (a,A, µ)  θ ⇐⇒ (a,A, µ) S θ.
As an immediate consequence, we have a slightly weaker form of witnessing for
Σ03 sentences which is obtained by first extending the condition to witness the
outer existential quantifier.
Corollary 3.6 (RCA0). If θ is an (a,A, µ)-local Σ
0
3 sentence of the forcing
language such that (a,A, µ)  θ, then there is an extension (b, B, ν) ≤ (a,A, µ)
such that (b, B, µ) S θ.
The main use of Theorem 3.5 is that Σ01 formulas of the forcing language can
be uniformized by names.
Corollary 3.7 (RCA0). If φ(v¯, w) is an (a,A, µ)-local Σ
0
1 formula of the forcing
language such that (a,A, µ)  ∀v¯ ∃wφ(v¯, w), then there is an (a,A, µ)-local name
F (v¯) such that (a,A, µ)  ∀v¯ φ(v¯, F (v¯)).
These results are optimal since RCA0 cannot prove the existence of Skolem
functions for Π03 sentences (of the standard language).
In what follows, we will prove Theorem 3.5 incrementally, starting with
bounded sentences. The statements we will need are also more complex since
we additionally need some uniformity in the witnessing names to bootstrap our
way up in the arithmetical hierarchy.
Proposition 3.8 (RCA0). If θ(v¯) is a bounded formula of the forcing language
then there are partial names W θS(v¯, t) and W
θ
H(v¯, t) such that, for all x¯ ∈ N, if
θ(x¯) is (a,A, µ)-local then so are λtW θS(x¯, t) and λtW
θ
H(x¯, t), and
(a,A, µ)  θ(x¯)⇐⇒ (a,A, µ)  θS(λtW
θ
S(x¯, t); x¯),
⇐⇒ (a,A, µ)  θH(λtW
θ
H(x¯, t); x¯).
Proof. We define W θS(v¯, t) and W
θ
H(v¯, t) by induction on the complexity of θ(v¯).
• If θ(v¯) is atomic, define W θS(v¯, t) = 0 and W
θ
H(v¯, t) = 0, identically.
• If θ(v¯) ≡ ¬φ(v¯), define W θS(v¯, t) =W
φ
H(v¯, t) and W
θ
H(v¯, t) =W
φ
S (v¯, t).
• If θ(v¯) ≡ φ(v¯) ∧ ψ(v¯), define
W θS(v¯, 2t+ i) =
{
WφS (v¯, t) when i = 0,
WψS (v¯, t) when i = 1;
and
W θH(v¯, t) =
{
WφH(v¯, t) when Tφ(v¯) 6= 0,
WψH(v¯, t) when Tφ(v¯) = 0,
where Tφ(v¯) is as in Proposition 2.7.
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• If θ(v¯) ≡ ∀w ≤ F (v¯)φ(v¯, w), define
W θS(v¯, t) =
{
WφS (v¯, 1st(t), ⌊2nd(t)/2⌋) when 1st(t) ≤ F (v¯),
0 otherwise.
To define W θH , first define
W θH(v¯, 0) =
∑
w≤F (v¯)
U(v¯, w),
where
U(v¯, w) = 1 −˙
∑
u≤w
Tφ(v¯, u)
and Tφ(v¯, w) is as in Proposition 2.7. Thus, in plain language, W
θ
H(v¯, 0)
is either the first w ≤ F (v¯) such that φ(v¯, w) fails, or W θH(v¯, 0) = F (v¯)+1
if there is no such w. Then, define
W θH(v¯, t+ 1) =
{
WφH(v¯,W
θ
H(v¯, 0), t) when W
θ
H(v¯, 0) ≤ F (v¯),
0 otherwise.
Verifications are straightforward.
Note that the conclusion of Proposition 3.8 is considerably stronger than that
of Theorem 3.5. This strong form of witnessing extends to Π01 sentences, but
only for Skolemized forcing and not for Herbrandized forcing.
Proposition 3.9 (RCA0). If φ(v¯) is a Π
0
1 formula of the forcing language then
there is a partial name WφS (v¯, t) such that, for all x¯ ∈ N, if φ(x¯) is (a,A, µ)-local
then so is λtWφS (x¯, t), and
(a,A, µ)  φ(x¯)⇐⇒ (a,A, µ)  φS(λtW
φ
S (x¯, t); x¯).
Proof. Suppose φ(v¯) ≡ ∀w θ(v¯, w), where θ(v¯, w) is bounded. Then define
WφS (v¯, t) = W
θ
S(v¯, 1st(t), 2nd(t)), where W
θ
S(v¯, w, t) is as in Proposition 3.8.
This WφS (v¯, t) is as required.
Theorem 3.5 is an immediate consequence of the following result, which
additionally shows that the witnessing names can be chosen uniformly.
Proposition 3.10 (RCA0). If φ(v¯) is a Π
0
2 formula of the forcing language
then there is a partial name WφS (v¯, t) such that, for all (a,A, µ) and all x¯ ∈ N,
if φ(x¯) is (a,A, µ)-local and (a,A, µ)  φ(x¯), then λtWφS (x¯, t) is (a,A, µ)-local
and (a,A, µ)  φS(λtW
φ
S (x¯, t); x¯).
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Proof. First note that if WφS (v¯, w, t) is as required for the formula φ(v¯, w),
then WψS (v¯, t) =W
φ
S (v¯, 1st(t), 2nd(t)) is as required for the formula ∀w φ(v¯, w).
Therefore, it suffices to handle the case when φ(v¯) is a (a,A, µ)-local Σ01 formula.
Suppose first that φ(v¯) ≡ ∃w θ(v¯, w), where θ(v¯, w) is bounded. Following
the lead of Proposition 3.8, we would like to define
WφS (v¯, 0) =
∞∑
w=0
U(v¯, w),
where
U(v¯, w) = 1 −˙
∑
u≤w
T¬θ(v¯, u)
and T¬θ(v¯, w) is as in Proposition 2.7, and then continue by defining
WφS (v¯, t+ 1) =W
θ
S(v¯,W
φ
S (v¯, 0), t),
where W θS(v¯, w, t) is as in Proposition 3.8. Indeed, if the above infinite se-
ries converges, then WφS (v¯, 0) is the first w such that θ(v¯, w) holds and then
λtWφS (v¯, t + 1) witnesses that fact. In order to sum the above infinite series
effectively, we use the fact that U(v¯, w) can only switch from 1 to 0 once as w
increases. Thus, we can define
WφS (v¯, 0) = y ⇐⇒ ∃s
(
y < s ∧ y =
∑
w≤sU(v¯, w)
)
.
This is a Σ01 formula and the remaining valuesW
φ
S (v¯, t+1) are defined as above.
We show that if (a,A, µ) is such that φ(x¯) is (a,A, µ)-local and (a,A, µ) 
φ(x¯) then dom(λtWφS (x¯, t)) ∩ [a,A, µ] 6= ∅. To see this, first find (b, B, ν) ≤
(a,A, µ) and w0 ∈ N such that (b, B, ν)  θ(x¯, w0). Then
dom(WφS (x¯, 0)) ∩ [b, B, ν] ⊇ dom(λw U(x¯, w)) ∩ [b, B, ν],
which implies that dom(λtWφS (x¯, t)) ∩ [n,B, ν] contains
dom(λw U(x¯, w)) ∩ dom(λtW θS (x¯, t)) ∩ [b, B, ν].
Since U(v¯, w) and W θS(v¯, t) are (a,A, µ)-local, it follows that
dom(λtWφS (x¯, t)) ∩ [b, B, ν] 6= ∅.
We see immediately that λtWφS (x¯, t) is in fact (a,A, µ)-local and then it is
straightforward to check that (a,A, µ)  φS(λtW
φ
S (x¯, t); x¯).
3.3 Witnessing in ACA0
Our second main result of this section is that all sentences of the forcing language
admit witnessing in ACA0, but only in a weak form as in Corollary 3.6.
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Theorem 3.11 (ACA0). If θ is an (a,A, µ)-local Π
0
3 sentence of the forcing
language such that (a,A, µ)  θ, then there is an extension (b, B, ν) ≤ (a,A, µ)
such that (b, B, ν) S θ.
Again, the main application of Theorem 3.11 is that Σ02 formulas of the forcing
language can be uniformized by names.
Corollary 3.12 (ACA0). If φ(v¯, w) is an (a,A, µ)-local Σ
0
2 formula of the
forcing language such that (a,A, µ)  ∀v¯ ∃wφ(v¯, w), then there are an exten-
sion (b, B, ν) ≤ (a,A, µ) and a (b, B, ν)-local name F (v¯) such that (b, B, ν) 
∀v¯ φ(v¯, F (v¯)).
By a bootstrapping process, we can obtain analogues of Theorem 3.11 and
Corollary 3.12 for all arithmetical formulas. However, the above suffices to
show that Fσ-Mathias forcing preserves ACA0, so we will not push this further.
Before we get started with witnessing Π03 sentences, we will motivate one
definition that would otherwise feel out of the blue. Consider the (a,A, µ)-local
sentence ∃w φ(w). If (a,A, µ) S ∃v φ(v) then, in particular, (a,A, µ)  φ(F )
for some (a,A, µ)-local nullary name F. We can then find τ ∈ U(a,A) and
y ∈ N such that (τ, y) ∈ F and then (a′, A′, µ)  φ(y) where a′ = a ∪ τ−1(1)
and A′ = A − τ−1(0). So the upshot of Skolemized forcing is that it allows for
explicit witnessing of existential statements by making only finite changes to the
original condition (and no change at all to the submeasure part). To analyze
these finite changes, we introduce the notion of approximate forcing.
Definition 3.13. Let φ(w) be an (a,A, µ)-local Π01 formula of the forcing lan-
guage. We define we define the approximate forcing relation (a,A, µ) ◮ ∃wφ(w)
to hold if there are a y ∈ N and an a′ ∈ P<∞(N) such that (a,A− a′, µ)  φ(y).
Thus the approximate forcing relation ◮ takes care of making finite changes to
the infinite part of a condition. So, returning to the discussion that motivated
this definition, if (a,A, µ) S ∃wφ(w) then there are a ⊆ a′ ⊆ A such that
(a′, A, µ) ◮ ∃w φ(w).
The following lemma, which is key in most arguments using approximate
forcing, is intended to be used in countable coded ω-models, hence the weaker
hypotheses.
Lemma 3.14 (WKL0 + BΣ
0
2). If φ(v¯, w) is a Π
0
1 formula of the forcing lan-
guage, then there is a sequence (λa,x¯ : a ∈ P<∞(N), x¯ ∈ N) of integer-valued
submeasures such that the following statements hold for all conditions (a,A, µ)
and all x¯ ∈ N.
• If φ(x¯, w) is (a,A, µ)-local and (µ∧λa,x¯)(A) <∞ then there is an extension
(a,A′, µ) ≤ (a,A, µ) such that (a,A′, µ) ◮ ∃w φ(x¯, w).
• If φ(x¯, w) is (a,A, µ)-local and (µ∧λa,x¯)(A) =∞ then (a,A, µ) 6◮ ∃w φ(x¯, w).
Proof. Let φ̂(a,A; v¯, w) be as in Proposition 2.8. Using the uniform procedure
of Proposition 1.5, compute an integer-valued submeasure λa,x¯ so that Fin(λa,x¯)
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is the smallest free ideal that contains the monotone Fσ-class
Fa,x¯ = {A ⊆ N : ∃y φ̂(a,A ∪ a; x¯, y)}.
Thus, in particular, if φ(x¯, w) is (a,A, µ)-local and (a,A, µ) ◮ ∃w φ(x¯, w), then
λa,x¯(A) <∞. The second statement follows immediately from this observation.
For the first statement, note that if φ(x¯, w) is (a,A, µ)-local and (µ∧λa,x¯)(A) <
∞ then there are A0 ∈ Fin(µ) and A1, . . . , Ak ∈ Fa,x¯ (k ∈ N) such that
A = A0 ∪ A1 ∪ · · · ∪ Ak.
Since µ(A) = ∞, there must be an i ∈ {1, . . . , k} such that µ(Ai) = ∞. Then
(a,Ai ∪ a, µ) ≤ (a,A, µ) is a condition and certainly (a,Ai ∪ a, µ) ◮ ∃w φ(x¯, w),
as required.
In a set theoretic context, the next result would be the final part in showing
that Fσ-Mathias forcing satisfies Axiom A. [1] However, because of our context,
the statement and proof are quite different from its set theoretic counterpart.
Lemma 3.15 (ACA0). Let φ(v¯, w) be an (a0, A0, µ0)-local Π
0
1 formula of the
forcing language. There is a condition (a0, A, µ) ≤ (a0, A0, µ0) such that, for
all (b, B, ν) ≤ (a0, A, µ) and all x¯ ∈ N, we have (b, B, ν) ◮ ∃w φ(x¯, w) ⇐⇒
(b, A, µ) ◮ ∃wφ(x¯, w).
Proof. Let M be a countable coded strict β-submodel (hence M WKL0) that
contains (a0, A0, µ0) and all names that occur in φ. [11, Theorem VIII.2.11] We
will define by induction a fusion sequence (as, As, µs)
∞
s=0 of conditions each of
which is in M (but the whole sequence is not necessarily in M).
Work insideM to set things up. Let (bs, x¯s)
∞
s=0 be an enumeration all tuples
b, x¯ with b ∈ P<∞(N) and x¯ ∈ N, with each tuple repeated infinitely often. For
each s ∈ N, let λs = λbs,x¯s where λbs,x¯s is as in Lemma 3.14 for φ(v¯, w).
Working outside M. At stage s, define the condition (as+1, As+1, µs+1) ∈M
as follows.
Case a0 * bs or bs * as: Define µs+1 = µs and As+1 = As.
Case a0 ⊆ bs ⊆ as and (µs ∧ λs)(As) =∞: Define µs+1 = µs ∧ (λs ∨ s) and
As+1 = As.
Case a0 ⊆ bs ⊆ as and (µs ∧ λs)(As) <∞: Define µs+1 = µs and, by applying
Lemma 3.14 inM, pick as ⊆ As+1 ⊆ As inM such that (bs, As+1, µs+1) ◮
∃w φ(x¯s, w).
Finally, pick as ⊆ as+1 ⊆ As+1 such that µs+1(as+1) ≥ s+1 so that (as+1, As+1, µs+1) ≤s+1
(as, As, µs).
Once the sequence has been constructed, let µ =
∧∞
s=0 µs and A =
⋃∞
s=1 as
as per the Fusion Lemma. Thus (a0, A, µ) is an extension of (a0, A0, µ0).
Suppose (b, B, ν) ≤ (a0, A, µ) is a condition such that (b, B, ν) ◮ ∃w φ(x¯, w).
Choose s so that bs ⊆ as and x¯ = x¯s. Then λs(B) = λb,x¯(B) < ∞ by
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Lemma 3.14 and the definition of λs. Since µ(B) = ν(B) = ∞, we must have
fallen into the third case at stage s of the construction. Thus (b, As+1, µs+1) ◮
∃wφ(x¯, w) and, since (b, A, µ) ≤ (b, As+1, µs+1), we see that (b, A, µ) ◮ ∃wφ(x¯, w).
We finally arrive at the proof of Theorem 3.11. As before, we actually
prove a stronger version which shows that the witnessing names can be chosen
uniformly.
Proposition 3.16 (ACA0). Let θ(v¯) be an (a0, A0, µ0)-local Π
0
3 formula of the
forcing language. There are an extension (a0, A, µ) ≤ (a0, A0, µ0) and a par-
tial name W θS(v¯, t) such that, for all extensions (b, B, ν) ≤ (a0, A, µ) and all
x¯ ∈ N, if (b, B, ν)  θ(x¯) then λtW θS(x¯, t) is (b, B, ν)-local and (b, B, ν) 
θS(λtW
θ
S(x¯, t); x¯).
Proof. First note that if (a0, A, µ) andW
θ
S(v¯, w, t) are as required for the formula
θ(v¯, w), then (a0, A, µ) and W
ψ
S (v¯, t) = W
θ
S(v¯, 1st(t), 2nd(t)) are as required for
the formula ∀w θ(v¯, w). Therefore, it suffices to handle the case when θ(v¯) is a
(a0, A0, µ0)-local Σ
0
2 formula.
Suppose θ(v¯) ≡ ∃wφ(v¯, w), where φ(v¯, w) is Π01. Let (a0, A, µ) ≤ (a0, A0, µ0)
be as in Lemma 3.15. We proceed to define the partial name W θS(v¯, t). First
consider the relation
R(τ, v¯, w)⇐⇒ τ ∈ U(a0, A) ∧ (a0 ∪ τ
−1(1), A− τ−1(0), µ)  φ(v¯, w).
This is a Π01 relation by Proposition 2.8. Let (τi, yi)
∞
i=0 be an enumeration of
U(a0, A)×N such that if τi ⊆ τj and yi ≤ yj then i ≤ j. Define the partial name
F by (τ, x¯, y) ∈ F iff y = yi, where i is minimal with the property that τi ⊆ τ
and R(τi, x¯, yi). (Given our choice of enumeration, it is easy to check that this
is indeed a partial name.) Finally, define the partial name W θS(v¯, t) by
W θS(v¯, t) =
{
F (v¯) when t = 0,
WφS (v¯, F (v¯), t− 1) when t ≥ 1,
where WφS (v¯, w, t) is as in Proposition 3.9.
It is clear that if (b, B, ν) ≤ (a0, A, µ) and x¯ ∈ N are such that λtW θS(x¯, t) is
(b, B, ν)-local, then (b, B, ν)  θS(λtW
θ
S(x¯, t); x¯). Therefore, it suffices to show
that if (b, B, ν)  θ(x¯) then λtW θS(x¯, t) is (b, B, ν)-local. Given Proposition 3.9,
we only need to show that [b, B, ν] ∩ domF (x¯) 6= ∅ (where F (x¯) is considered
as a nullary name).
Since (b, B, ν)  θ(x¯) we can find (c, C, κ) ≤ (b, B, ν) and y ∈ N such that
(c, C, κ)  φ(x¯, y). By Lemma 3.15, we then have (c, A, µ) ◮ ∃wφ(x¯, w). Thus,
there are a τ ∈ U(a0, A) and a y′ ∈ N such that c = τ−1(1) and (τ, x¯, y′) ∈ F,
which means that C − τ−1(0) ∈ [b, B, ν] ∩ domF (x¯).
The last proposition is all that is needed to show that Fσ-Mathias forc-
ing preserves ACA0, but the same process can be continued through the entire
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arithmetical hierarchy. We will not prove the following proposition since it can
essentially be deduced from Theorem 4.3 and the fact that ACA0 proves the
existence of Skolem functions for arithmetical facts.
Proposition 3.17 (ACA0). Let θ(v¯) be an (a0, A0, µ0)-local formula of the
forcing language. There are an extension (a0, A, µ) ≤ (a0, A0, µ0) and a par-
tial name W θS(v¯, t) such that, for all extensions (b, B, ν) ≤ (a0, A, µ) and all
x¯ ∈ N, if (b, B, ν)  θ(x¯) then λtW θS(x¯, t) is (b, B, ν)-local and (b, B, ν) 
θS(λtW
θ
S(x¯, t); x¯).
The proof of Proposition 3.17 is by induction on the complexity of θ(v¯). The
existential quantifier steps are handled as we did for Σ02 formulas, except that
uses of Proposition 2.8 should be replaced by Proposition 3.2.
4 The Generic Extension
The reader is invited to temporarily step out of the ground model into the
ambient meta-world. Although not strictly necessary, it helps to think that the
ground model is countable so that all generic objects discussed below can be
proved to exist. To avoid unnecessary fuss, the reader can hold on to the belief
that the ground model is an ω-model. Our language will be tailored to this
point of view, but all that is said will continue to hold true (perhaps vacuously)
even in the worst case an uncountable non-standard ground model. So let us
fix a generic filter G for Fσ-Mathias forcing over our ground model N .
We first verify that Fσ-Mathias forcing is indeed a real forcing, i.e. the generic
filter G is completely determined by the single real
G =
⋃
{a ∈ P<∞(N) : (a,A, µ) ∈ G}.
This is the generic Fσ-Mathias real associated to G.
Proposition 4.1 (WKL0). (a,A, µ) ∈ G if and only if a ⊆ G ⊆ A and µ(G) =
∞.
Proof. First, observe that if ν is a submeasure coded in N , then ν(G) < ∞ if
and only if there is a condition (a,A, µ) ∈ G such that ν(A) <∞. The backward
direction is clear. For the forward direction, suppose that ν(G) ≤ n and consider
the class
D = {(a,A, µ) : ν(a) > n}.
Since D∩G = ∅, there must be a condition (a,A, µ) ∈ G which has no extension
in D. This last statement is equivalent to ν(A) ≤ n.
Suppose that (a,A, µ) is a condition such that a ⊆ G ⊆ A and µ(G) = ∞.
Since G is a maximal filter, it suffices to show that (a,A, µ) is compatible with
every condition (b, B, ν) ∈ G. Since a ∪ b ⊆ G ⊆ A ∩ B, the only way in which
(a,A, µ) and (b, B, ν) could be incompatible is that (µ ∧ ν)(A ∩ B) < ∞. So
suppose (b, B, ν) ∈ G is such that (µ∧ ν)(A∩B) <∞, then we can find disjoint
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A′, B′ in the ground model N such that A ∩ B = A′ ∪ B′ and µ(A′) < ∞,
ν(B′) <∞. Consider the class
C = {(c, C, κ) : C − c ⊆ A′}.
Since C ∩ G = ∅ there must be a (d,D, λ) ∈ G with no extension in C, i.e.,
λ(D ∩ A′) < ∞. Without loss of generality, (d,D, λ) ≤ (b, B, ν) which means
that λ(D ∩B′) <∞ too. But then G ⊆ A ∩B ∩D = (A′ ∪B′) ∩D and so
λ(G) ≤ λ(A′ ∩D) + λ(B′ ∩D) <∞,
which is impossible. Therefore (a,A, µ) ∈ G, as required.
In view of the above, we will now forget about the generic filter G and work
only with the generic real G. Instead of writing (a,A, µ) ∈ G, we will simply say
that the condition (a,A, µ) is compatible with G.
Next, we verify that the generic extension N [G] is well defined. A name F is
G-local if and only if it is (a,A, µ)-local for some condition (a,A, µ) compatible
with G. A formula φ of the forcing language is G-local if and only if every name
that occurs in φ is G-local.
Proposition 4.2 (WKL0). If the name F is G-local, then
FG(x¯) = y ⇐⇒ ∃n (G↾n, x¯, y) ∈ F
defines a total k-ary function.
Proof. Suppose F is a G-local name. Fix x¯ ∈ N and consider the class
Fx¯ = {(a,A, µ) : ∃y, τ (τ
−1(1) = a ∧ (τ, x¯, y) ∈ F )}.
If no element of Fx¯ is compatible with G, then there must be a condition (b, B, ν)
compatible with G which has no extension in Fx¯. In that case, F is not G-local
since F is not (c, C, κ)-local for any (c, C, κ) ≤ (b, B, ν).
The generic extension N [G] is the functional model with the same base set N
and where the k-ary functions are
Nk[G] = {F
G : F is a G-local k-ary name}.
The observation made in Section 2 that composition and primitive recursion
preserve locality ensures that N [G] satisfies all of our basic axioms. The next
two theorems show that uniformization and minimization are preserved in the
generic extension.
Theorem 4.3 (ACA0). If G is generic for Fσ-Mathias forcing, then N [G] 
ACA0.
We do not know whether WKL0 + BΣ
0
2 is preserved by Fσ-Mathias forcing, but
WKL0 + IΣ
0
2 is preserved.
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Theorem 4.4 (WKL0+ IΣ
0
2). If G is generic for Fσ-Mathias forcing, then
N [G] WKL0 + IΣ02.
To prove these preservation theorems, we will establish a series of results
that relate truth in the generic extension N [G] and the forcing relation in the
ground model N . As usual, the keystone is the Π01 case.
Proposition 4.5 (WKL0). If φ is a Π
0
1 sentence of the forcing language and
there is a condition (a,A, µ) compatible with G such that φ is (a,A, µ)-local and
(a,A, µ)  φ, then N [G]  φG.
Proof. By Proposition 2.7, we may assume that φ is of the form ∀v¯ T (v¯) = 0,
where T is (a,A, µ)-local. Since (a,A, µ)  φ, we know that (G↾n, x¯, y) ∈ T
implies y = 0. Since TG is total, we conclude that TG(x¯) = 0 for every x¯ ∈ N.
By definition of N [G], we see that N [G]  ∀v¯ T (v¯) = 0.
Since the Skolemization φS(W ) is always equivalent to a Π
0
1 formula, we have
a useful corollary to this last proposition.
Corollary 4.6 (WKL0). If φ is a G-local sentence and there is a condition
(a,A, µ) compatible with G such that (a,A, µ) S φ, then N [G]  φ
G.
The following result is the key for proving that Fσ-Mathias forcing preserves
RCA0 over WKL0 + BΣ
0
2.
Proposition 4.7 (WKL0 + BΣ
0
2). If φ is a G-local Π
0
2 sentence of the forcing
language, then N [G]  φ if and only if there is a condition (a,A, µ) compatible
with G such that (a,A, µ) S φ.
Proof. Suppose that φ is (a0, A0, µ0)-local, where (a0, A0, µ0) is compatible with
G, and write φ ≡ ∀w ¬ψ(w), where ψ(w) is Π01. Let ̺0 be as in Proposition 2.10
and consider the class
D = {(a,A, µ) ≤ (a0, A0, µ0) : µ ≤ ̺0 ∨ ∃y ψ̂(a,A; y)}.
Note that D is dense below (a0, A0, µ0), so there is a condition (a,A, µ) ∈ D
which is compatible with G. By Propositions 2.10 and 3.10, if µ ≤ ̺0 then
(a,A, µ) S φ, and if ψ̂(a,A; y) then (a,A, µ) S ¬φ. In either case, the result
follows from Proposition 4.6.
Proposition 4.8 (WKL0 + BΣ
0
2). If G is generic for Fσ-Mathias forcing, then
N [G]  RCA0.
Proof. Let H be a (k + 1)-ary name such that
N [G]  ∀x¯∃y HG(x¯, y) = 0.
Since this Π02 statement is true, it follows from Proposition 4.7 that there is a
condition (a,A, µ) compatible with G such that
(a,A, µ)  ∀x¯∃y H(x¯, y) = 0.
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Then, by Corollary 3.7, there is a k-ary (a,A, µ)-local name F such that
(a,A, µ)  ∀x¯, z H(x¯, F (x¯)) = 0.
It follows from Proposition 4.5 that N [G]  ∀x¯HG(x¯, FG(x¯)) = 0.
The following result is key to prove Theorem 4.3.
Proposition 4.9 (ACA0). If φ is a G-local Π
0
3 sentence of the forcing language,
then N [G]  φG if and only if there is a condition (a,A, µ) compatible with G
such that (a,A, µ) S φ.
Proof. By Corollary 3.6 and Proposition 3.16, we know that
{(a,A, µ) ≤ (a0, A0, µ0) : (a,A, µ) S φ ∨ (a,A, µ) S ¬φ}
is dense below (a0, A0, µ0). However, this is not a Σ
1
1 class since S hides an
implicit quantification over all (a,A, µ)-local names which form a Π11 class. To
remedy this, we consider the class D of conditions (a,A, µ) ≤ (a0, A0, µ0) for
which there is a partial unary name W such that
µ ≤
∧
a⊆b⊆A
(ϑb ∨ |b|)
and either (a,A, µ)  φS(W ) or (a,A, µ)  ¬φH(W ), where (ϑb : b ∈ P<∞(N))
is as in Proposition 2.9 for the name W. This is a Σ11 class and it too is dense
below (a0, A0, µ0). Therefore, we can find a condition (a,A, µ) ∈ D which is
compatible with G. Since µ ≤ τW implies thatW is (a,A, µ)-local, it follows that
either (a,A, µ) S φ or (a,A, µ) S ¬φ and the result follows from Corollary 4.6.
Proof of Theorem 4.3. Let H be a (k + 1)-ary name. Since N [G] satisfies IΣ01,
we see that
N [G]  ∀x¯ ∃y ∀z HG(x¯, y) ≤ HG(x¯, z).
Therefore, by Proposition 4.9, there is a condition (a,A, µ) compatible with G
such that
(a,A, µ) S ∀x¯∃y ∀z H(x¯, y) ≤ H(x¯, z).
Then, as in Corollary 3.12, there is a k-ary name F such that
(a,A, µ)  ∀x¯, z H(x¯, F (x¯)) ≤ H(x¯, z).
It follows from Proposition 4.5 that
N [G]  ∀x¯, z HG(x¯, FG(x¯)) ≤ HG(x¯, z).
Before we prove Theorem 4.4, we show that WKL0 is preserved under the
weaker assumption of WKL0 + BΣ
0
2.
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Proposition 4.10 (WKL0 + BΣ
0
2). If G is generic for Fσ-Mathias forcing, then
N [G] WKL0.
Proof. Since we already know that N [G]  RCA0, it is enough to check that
every infinite subtree of 2<∞ in N [G] has a branch. Let S be a G-local name
for an infinite subtree of 2<∞. Specifically, let S be a unary name such that
each S(n) is forced to be (a code for) the n-th level of the tree in question. (We
will tacitly identify the code with the coded level set.)
For each n, let Bn be the closed class of all partial names B such that if
τ ∈ 2≤n, m ≤ n, and x ⊆ 2m are such that (τ,m, x) ∈ S then there is a
σ ∈ x such that (τ, i, σ(i)) ∈ B for every i ≤ m. Each Bn is nonempty and
so, by WKL0, the intersection B =
⋂∞
n=0 Bn is nonempty too. If B ∈ B then
B is a partial name with the same domain as S. Thus, B is also G-local and
N [G]  ∀nBG↾n ∈ SG(n).
Proof of Theorem 4.4. Since we already know that N [G]  WKL0, it is enough
to check that N [G]  IΣ02. Let φ(u, v) be a G-local Π
0
1 formula of the forcing
language. Let (λa,x : a ∈ P<∞(N), x, y ∈ N) be as in Lemma 3.14 for φ(u, v).
Let (a0, A0, µ0) be any condition compatible with G such that φ(u, v) is
(a0, A0, µ0)-local and (a0, A0, µ0)  φ(x0, y0) for some x0, y0 ∈ N. Then, for
each x ∈ N define
νx =
∧
a0⊆a⊆A0
λa,x ∨ |a|.
By IΣ02 there is a minimal x ≤ x0 such that
(µ0 ∧ ν0 ∧ · · · ∧ νx)(A0) <∞.
Let µ = µ0 ∧
∧
z<x νz. Then, by Lemma 3.14, µ(A0) =∞ and
(a0, A0, µ)  ∀u < x∀v ¬φ(u, v).
Also, there are an extension (a,A, µ) ≤ (a0, A0, µ) and a y ∈ N such that
(a,A, µ)  φ(x, y). Therefore, (a,A, µ) forces that x is least such that ∃y φ(x, y).
Now consider the class
D = {(a,A, µ) ≤ (a0, A0, µ0) : ∃x, y (µ ≤
∧
z<x ν
a,A
z ∧ φ̂(a,A;x, y))},
where νa,Az =
∧
a⊆b⊆A λz,b∨|b| as above, and φ̂(a,A;x, y) is as in Proposition 2.8.
The above shows thatD is dense below (a0, A0, µ0) and hence there is a condition
(a,A, µ) ≤ (a0, A0, µ0) compatible withG such that (a,A, µ) ∈ D. Then (a,A, µ)
forces that there is a minimal x such that N [G]  ∃v φG(x, v).
5 Applications
5.1 Cohesive sets
The following proposition clarifies the relation between Fσ-Mathias forcing and
traditional Mathias forcing.
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Proposition 5.1 (WKL0 + BΣ
0
2). If G is generic for Fσ-Mathias forcing, then
G is Π01-generic but not Π
0
2-generic for traditional Mathias forcing.
Proof. The fact that G is Π01-generic is an immediate consequence of Proposi-
tion 2.8 since the formula φ̂ is independent of the submeasure component of the
Fσ-Mathias condition. Thus the forcing relation for Π
0
1 formulas of the forcing
language is the same for Fσ-Mathias forcing as for traditional Mathias forcing.
Given a function F : N→ N, let µf be the submeasure such that Fin(µf ) is
generated as in Proposition 1.5 by the closed class of all A ⊆ N whose enumer-
ation functions dominate F. Note that the Σ11 class
F = {(b, B, ν) : ∃F ν ≤ µF }
is open dense. Indeed, given (a,A, µ), F (0) = 0 and for each n ≥ 1 let F (n)
be the first element of A such that µ(A ∩ {F (n− 1), . . . , F (n)− 1}) ≥ n. Then
(µ ∧ µF )(A) =∞ and hence (a,A, µ ∧ µF ) ∈ F .
If (b, B, ν) is such that ν ≤ µF and if E is the name for the enumeration
function of the generic real, then
(b, B, ν)  ∀m ∃n (n ≥ m ∧ E(n) < F (n))
in Fσ-Mathias forcing, whereas
(b, B)  ∃m ∀n (n ≥ m→ E(n) > F (n))
in traditional Mathias forcing.
A similar argument shows that Fσ-Mathias forcing does not add a dominating
real. However, Π01 genericity suffices to show that the generic real is either
almost contained in or almost disjoint from any ground model subset of N. By
Theorem 4.4, we can iterate Fσ-Mathias forcing over a model of WKL0 + IΣ
0
2
to obtain a model of WKL0 + COH + IΣ
0
2.
Corollary 5.2. (Cholak–Jockusch–Slaman [3]) WKL0 + COH + IΣ
0
2 is Π
1
1-
conservative over WKL0 + IΣ
0
2.
5.2 Conservation results
It was observed by Shore that forcing constructions give stronger conservation
than one would normally expect for ω-extensions. In the case of Fσ-Mathias
forcing, this phenomenon takes the following form.
Theorem 5.3 (WKL0 + BΣ
0
2). If G is generic for Fσ-Mathias forcing then
N [G] is a conservative extension of N for Π12 statements of the form
∀X (φ(X)→ ∃Y ψ(X,Y )),
where φ(X) is Σ11 and ψ(X,Y ) is Π
0
2.
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Proof. Suppose that X ∈ N is such that N  φ(X) and N [G]  ψ(X,Y G)
for some G-local name Y. Let (a,A, µ) be a condition compatible with G such
that Y is (a,A, µ)-local and (a,A, µ)  ψ(Xˇ, Y ). By Theorem 3.5, there is an
(a,A, µ)-local name W such that (a,A, µ)  ψS(W, Xˇ, Y ). If H ∈ [a,A, µ] ∩
dom(W ) ∩ dom(Y ), then N  ψS(W
H , X, Y H) and hence N  ψ(X,Y H).
Note that this is sharp since COH has the above form where ψ(X,Y ) is Π03
instead of Π02.
Since the Kleene Normal Form Theorem holds in ACA0, the restricted form
of Theorem 5.3 is no restriction at all.
Corollary 5.4 (ACA0). If G is generic for Fσ-Mathias forcing then N [G] is a
conservative extension of N for Π12 statements.
This is optimal since there are Π13 statements which are forced by iterated Fσ-
Mathias forcing.
5.3 Avoiding cones
We will now show that the Fσ-Mathias generic can be forced to avoid cones.
As an immediate consequence of Theorem 5.6, we see that the needed reals [2]
for Fσ-Mathias forcing are precisely the computable reals. This is a sharp
contrast with traditional Mathias forcing where the needed reals are precisely the
hyperarithmetic reals. We will need the following fact, which is easily derivable
using methods of Lawton (cf. [5, §2]).
Lemma 5.5 (ACA0). Let D = (Dn)
∞
n=0 be a sequence of sets. For every infinite
tree T, if Dn T T for every n, then there is a branch B ∈ [T ] such that
Dn T B and B′ ≤T T ′ ⊕D.
Theorem 5.6 (ACA0). Let D = (Dn)
∞
n=0 be a sequence of non-computable sets.
There is a condition (∅, A, µ) such that (∅, A, µ)  ∀nDn T G.
Proof. Let Φe denote the e-th Turing functional, which can be viewed as partial
name. For each e and b ∈ P<∞(N), let κb,e be the submeasure such that Fin(κb,e)
is generated by the Π01 class Ce,b of all C ⊆ N such that
∀x, τ1, τ2 (τ1, τ2 ∈ U(b, C ∪ b) ∧Φ
τ1
e (x)↓ ∧Φ
τ2
e (x)↓ → Φ
τ1
e (x) = Φ
τ2
e (x)).
Let (es, bs)
∞
s=0 be an enumeration of N×P<∞(N) with infinite repetitions, and
write κs and Cs for κes,bs and Ces,bs , respectively.
We define a fusion sequence of conditions (as, As, µs)
∞
s=0 such that, for each
s, A′s ⊕ D ≡T ∅
′ ⊕ D and As T Dn for every n. First, define (a0, A0, µ0) =
(∅,N, sup). Then, define the condition (as+1, As+1, µs+1) as follows.
Case a0 * bs or bs * as: Define µs+1 = µs and As+1 = As.
Case a0 ⊆ bs ⊆ as and (µs ∧ κs)(As) =∞: Define µs+1 = µs ∧ (κs ∨ s) and
As+1 = As.
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Case a0 ⊆ bs ⊆ as and (µs ∧ κs)(As) <∞: By applying Lemma 5.5 to the tree
of Lemma 1.7, pick (an index for) C ∈ Cs ∩ [bs, As, µs] such that C′ ≤T
A′s ⊕D ≡T ∅
′ ⊕D, and Dn T C for all n. Then define µs+1 = µs and
As+1 = C ∪ as.
Finally, pick as ⊆ as+1 ⊆ As+1 such that µs+1(as+1) ≥ s + 1. Note that we
invariably have A′s+1 ⊕D ≡T ∅
′ ⊕D and Dn T As+1 for every n.
Once the sequence has been constructed, let µ =
∧∞
s=0 µs and A =
⋃∞
s=1 as.
The condition (∅, A, µ) is as required. To see this, suppose instead that ΦGe =
Dn, where G is a Fσ-Mathias generic real compatible with (∅, A, µ). It follows
that Φe is a G-local name. Let (b, B, ν) ≤ (∅, A, µ) be a condition compatible
with G such that Φe is (b, B, ν)-local and that (b, B, ν)  ∀xΦGe (x) = Dn(x).
Let s be large enough that e = es and b = bs ⊆ as. Since B ∈ Cs, we must
have been in the case (µs ∧ κs)(As) < ∞ of the construction. Without loss of
generality, we have B ⊆ C, where C is the element of Cs chosen at stage s. Now
since Φe is (b, B, ν)-local, for every x there is a τ ∈ U(b, B) ⊆ U(b, C) such that
Φτe(x)↓. By choice of C, for any τ ∈ U(b, C) if Φ
τ
e(x)↓ then Φ
τ
e(x) = Dn(x).
This means that Dn ≤T C, which contradicts the fact that Dn T C.
However, observe that for every set C there is a condition (∅, A, sup)  C ≤T G,
namely let A = {2n +
∑n−1
i=0 C(i)2
i : n ∈ N}.
Corollary 5.7 (ACA0). Let D = (Dn)
∞
n=0 be a sequence of non-computable
sets.
(i) For every sequence R = (Rn)
∞
n=0 there is a R-cohesive set G such that
Dn T G for every n.
(ii) (Seetapun [10], k = 2; Dzhafarov–Jockusch [5]) For every finite partition
A1, . . . , Ak of N, one of the pieces Ai contains an infinite set G such that
Dn T G for every n.
(iii) (Seetapun [10]) For every computable coloring C : [N]2 → {1, . . . , k}, there
is an infinite C-homogeneous set H such that Dn T H for every n.
Note that there is no claim that the set G is generic. Indeed, the ground model
N is a β-submodel of the generic extension N [G]. Since every instance of (i)
and (ii) is a Σ11 fact in N [G], it must already be true in N . Part (iii) is obtained
by combining parts (i), to obtain a stable subcoloring of C, and (ii), to find an
almost homogeneous subset for this stable subcoloring, from which one easily
computes a homogeneous set for C.
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