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1. Introduction
Let X = (xij ) be an m× n matrix of indeterminates over a field K . Let Ir+1(X) be the
ideal of K[X] generated by the (r+1)-minors of X and set Rr+1 =K[X]/Ir+1(X). It was
obtained by Conca and Herzog [2] that the Hilbert series of Rr+1 is given by
HRr+1(t)=
1
(1 − t)d det
[∑
k0
(
m− i
k
)(
n− j
k + i − j
)
tk
]
i,j=1,...,r
.
The formula in fact follows from some combinatorial results of Krattenthaler [5] and
Kulkarni [9].
The approach of Krattenthaler is to count the non-intersecting paths with a given number
of corners in a certain rectangular region. To be more precise, we identify X with the set
{(i, j) | 1 i m, 1 j  n} of the plane. We then define a partial order on X by setting
(i, j)  (i ′, j ′) if i  i ′ and j  j ′. Let P,Q ∈ X with P Q; a path from P to Q is a
maximal chain in X with end points P and Q. A corner of a path C is an element (i, j) ∈C
for which (i − 1, j) and (i, j − 1) belong to C as well. We use w(P,Q) for the number of
different paths from P to Q and wk(P,Q) for the number of different paths with k corners
from P to Q. Therefore w(P,Q)=∑k0wk(P,Q).
Let Pi,Qi , i = 1, . . . , r , be points of X. A subset W ⊆ X is called an r-tuple of non-
intersecting paths form Pi to Qi (i = 1, . . . , r) if W = C1 ∪ C2 ∪ · · · ∪ Cr where each Ci
is a path from Pi to Qi , and where Ci ∩Cj = ∅ if i = j . The number of corners c(W) of
W is the sum of the number of corners of the Ci . We use wk(P ,Q) for the number of the
families of non-intersecting paths form Pi to Qi (i = 1, . . . , r) with exactly k corners, and
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Kulkarni [9] showed the following.
Theorem 1.1. Let X = {(i, j) | 1  i m, 1  j  n} with the partial order given in the
above. Let Pi = (ai, n), 1 = a1 < · · ·< ar m, and Qi = (m,bi), 1 = b1 < · · ·< br  n.
Then
W(P ,Q)= det
[∑
k0
(
m− ai + i − j
k
)(
n− bj + j − i
k + j − i
)
tk
]
i,j=1,...,r
.
In [1,2,4,9], it is shown that if (h0, h1, . . .) is the h-vector of the Hilbert series of Rr+1
(defined in the beginning), then hk is the number of non-intersecting paths with k corners
fromPi = (i, n) toQi = (m, i), i = 1, . . . , r . Thus, we can obtain the Hilbert series ofRr+1
by setting ai = i and bj = j in Theorem 1.1. Moreover, Conca and Herzog [2] obtained an
equivalent formula of the Hilbert series of Rr+1, namely,
HRr+1(t)=
1
t(
r
2)(1 − t)d det
[∑
k0
(
m− i
k
)(
n− j
k
)
tk
]
i,j=1,...,r
. (1)
Since
(
m−i
k
)(
n−j
k
)
is the number of paths from (i, n) to (m, j) with exactly k corners,
(1) suggests that if Pi = (i, n) and Qi = (m, i) are points of a rectangular region X, then
W(P ,Q)= t−(r2) det[W(Pi ,Qj )]i,j=1,...,r . (2)
According to this formula, Conca and Herzog made the following conjecture.
Conjecture. Let Y be a one-sided ladder-shaped region of the plane (see Fig. 1) with the
partial order defined as the above. Let Pi = (i, n) and Qi = (m, i) be points of Y . Then
WY (P ,Q)= t−(r2) det
[
WY (Pi,Qj )
]
i,j=1,...,r .
Recently, Krattenthaler and Prohaska [7] gave an affirmative answer to the Conjecture
by using the notion two-rowed arrays introduced in [6]. A generalization will be given
in [11].
×(1, n)
×(m,1)
Fig. 1.
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rectangular region or one-sided ladder-shaped region) for points P and Q which are in
general positions (more general than those in [7,9]). We state the main results of this paper.
Theorem 1.2. Let X = {(i, j) | 1  i  m, 1  j  n} with the partial order given in
the beginning. Let Pi = (ai, ci ), Qi = (di, bi) be points of X satisfying the following
conditions:
(i) 1 = a1 < · · ·< ar m and c1  · · · cr = n;
(ii) d1  · · · dr =m and 1 = b1 < · · ·< br  n;
(iii) Pi Qi ∀i .
Then
W(P ,Q)= det[φj−i (Pi ,Qj )]i,j=1,...,r .
If moreover, Pi Qj ∀i, j , then
W(P ,Q)= det
[∑
k0
(
dj − ai + i − j
k
)(
ci − bj + j − i
k + j − i
)
tk
]
i,j=1,...,r
.
Theorem 1.3. Let X = {(i, j) | 1  i  m, 1  j  n} with the partial order given in
the beginning. Let Y be a one-sided ladder-shaped sub-region of X. Let Pi = (ai, ci),
Qi = (di, bi) be points of Y satisfying the following conditions:
(i) 1 = a1 < · · ·< ar m and c1  · · · cr = n;
(ii) d1  · · · dr =m and 1 = b1 < · · ·< br  n;
(iii) Pi Qi ∀i .
Then
W(P ,Q)= det[φj−i,j (Pi,Qj )]i,j=1,...,r .
The definitions of the functions φj−i (Pi ,Qj ) and φj−i,j (Pi,Qj ) will be given in
Sections 2 and 3, respectively.
2. Paths of rectangular regions
Let m and n be positive integers. Let X = {(i, j) | 1 i m,1 j  n} with the partial
order as in the introduction. Let P = (a, c) and Q = (d, b) be two points in X. For any
integer l such that −r < l < r , we shall define the function φl(P,Q) as follows.
Case 0 l < r: If w(P,Q)= 0 then φl(P,Q)= 0. If P Q then φl(P,Q)=
(
d+c−a−b
d−a
)
if d−a = l, and φl(P,Q)=∑ci=b+1 φl(P,Qi)t +φl(P,Qb) if d−a > l, where
Qi = (d − 1, i).
82 H.-J. Wang / Journal of Algebra 265 (2003) 79–99Case −r < l < 0: If w(P,Q) = 0 then φl(P,Q) = 0. Assume P  Q. If a = d and
c− b −l, then φl(P,Q) = t−l . If d − a  1 and c− b −l then φl(P,Q) =
φl(P,Q1)+ φl+1(P,Q2)t , where Q1 = (d − 1, b) and Q2 = (d, b+ 1).
Lemma 2.1. Let P = (a, c) and Q = (d, b) be two points in X with P  Q. Then the
following hold:
(i) If φl(P,Q) is defined then
φl(P,Q)=
∑
k0
[(
d − a − l
k
)(
c− b+ l
k + l
)]
tk.
(ii) Let Q1 = (d − 1, b) and Q2 = (d, b+ 1). If φl+1(P,Q2) is defined then
φl(P,Q)= φl(P,Q1)+ tφl+1(P,Q2).
(iii) Let Q1 = (d + 1, b) and Q2 = (d + 1, b+ 1). If φl+1(P,Q2) is defined then
φl+1(P,Q1)− φl+1(P,Q2)= φl(P,Q).
(iv) Let Q′ = (d, b′) with b′ > b. If φl+1(P,Q′) is defined, then
φl(P,Q)= φl(P,Qb)+ t
b′−1∑
i=b+1
φl(P,Qi)+ tφl+1(P,Q′),
where Qi = (d − 1, i).
Proof. (i) We assume first that l  0.
If d − a = l, then the equality holds trivially. If d − a > l, then by the definition of φl
and by induction
φl(P,Q) =
c∑
i=b+1
φl(P,Qi)t + φl(P,Qb)
=
c∑
i=b+1
∑
k0
[(
d − 1− a − l
k
)(
c− i + l
k + l
)]
tk+1
+
∑
k0
[(
d − 1− a − l
k
)(
c− b+ l
k + l
)]
tk
=
∑[ c∑ (d − 1− a − l
k − 1
)(
c− i + l
k + l − 1
)
+
(
d − 1 − a − l
k
)(
c− b+ l
k + l
)]
tkk0 i=b+1
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∑
k0
[(
d − 1− a − l
k − 1
)(
c− b+ l
k + l
)
−
(
d − 1− a − l
k − 1
)(
l
k + l
)
+
(
d − 1− a − l
k
)(
c− b+ l
k + l
)]
tk
=
∑
k0
[(
d − a − l
k
)(
c− b+ l
k + l
)]
tk,
where Qi = (d − 1, i).
We now assume that l < 0. If d = a, then
∑
k0
[(
d − a − l
k
)(
c− b+ l
k + l
)]
tk =
(−l
−l
)(
c− b+ l
0
)
t−l = t−l = φl(P,Q).
If d > a, then by the definition of φl and by induction
φl(P,Q) = φl(P,Q1)+ tφl+1(P,Q2)
=
∑
k0
[(
d − 1 − a − l
k
)(
c− b+ l
k + l
)]
tk
+
∑
k0
[(
d − a − l − 1
k
)(
c− b+ l
k + l + 1
)]
tk+1
=
∑
k0
[(
d − 1 − a − l
k
)(
c− b+ l
k + l
)
+
(
d − a − l − 1
k − 1
)(
c− b+ l
k + l
)]
tk
=
∑
k0
[(
d − a − l
k
)(
c− b+ l
k + l
)]
tk, (3)
where Q1 = (d − 1, b) and Q2 = (d, b+ 1).
(ii) Notice that if φl+1(P,Q2) is defined, then so are φl(P,Q1) and φl(P,Q). If l < 0
then the equality holds by the definition of φl . Therefore we may assume that l  0. If so,
by (i),
φl(P,Q1)+ tφl+1(P,Q2)
=
∑
k0
(
d − 1 − a − l
k
)(
c− b+ l
k + l
)
tk +
∑
k0
(
d − 1− a − l
k
)(
c− b+ l
k + l + 1
)
tk+1
=
∑
k0
[(
d − 1− a − l
k
)(
c− b+ l
k + l
)
+
(
d − 1− a − l
k − 1
)(
c− b+ l
k + l
)]
tk
=
∑[(d − a − l
k
)(
c− b+ l
k + l
)]
tk = φl(P,Q).k0
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Therefore by (i),
φl+1(P,Q1)− φl+1(P,Q2)
=
∑
k0
[(
d − a − l
k
)(
c− b+ l + 1
k + l + 1
)
−
(
d − a − l
k
)(
c− b+ l
k + l + 1
)]
tk
=
∑
k0
[(
d − a − l
k
)(
c− b+ l
k + l
)]
tk = φl(P,Q).
(iv) Notice that if φl+1(P,Q′) is defined, then so are φl(P,Q) and φl(P,Qi) (i < b′).
Let Q′i = (d, i); then by (iii),
t
b′−1∑
i=b+1
φl(P,Qi)= tφl+1
(
P,Q′b+1
)− tφl+1(P,Q′).
Since φl(P,Q)= φl(P,Qb)+ tφl+1(P,Q′b+1) by (ii), the equality follows. ✷
Theorem 2.2. Let X = {(i, j) | 1  i  m, 1  j  n} with the partial order given in
the beginning. Let Pi = (ai, ci ), Qi = (di, bi) be points of X satisfying the following
conditions:
(i) 1 = a1 < · · ·< ar m and c1  · · · cr = n;
(ii) d1  · · · dr =m and 1 = b1 < · · ·< br  n;
(iii) Pi Qi ∀i .
Then
W(P ,Q)= det[φj−i (Pi ,Qj )]i,j=1,...,r .
If moreover, Pi Qj ∀i, j , then
W(P ,Q)= det
[∑
k0
(
dj − ai + i − j
k
)(
ci − bj + j − i
k + j − i
)
tk
]
i,j=1,...,r
.
Remark 2.3. If w(Pi ,Qj ) = 0, then φj−i (Pi ,Qj ) = 0. If Pi  Qj and j  i , then
φj−i (Pi ,Qj ) is defined as dj − ai  aj − ai  j − i . If Pi  Qj and i > j , then
φj−i (Pi ,Qj ) is defined as ci − bj  bi − bj  i − j .
Proof. We prove the equation by induction on m, r and the cardinal number of the set
{Q1, . . . ,Qr } ∩ {x =m}.
Assume {Q1, . . . ,Qr } ∩ {x = m} = {Qr }. If ar = m, then w(Pr,Qj ) = 0 ∀j < r and
φ0(Pr ,Qr)= 1, so that by induction
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where P ′ = {P1, . . . ,Pr−1} andQ′ = {Q1, . . . ,Qr−1}.
Assume that ar < m. Let Q′j = (m− 1, j) and let Q′j = {Q1, . . . ,Qr−1,Q′j }; then by
the iterative lemmas (in Section 3)
W(P ,Q) = t
n∑
j=br+1
W
(
P ,Q′j
)+W(P ,Q′br )
= t
n∑
j=br+1
det
[
φ1−i (Pi ,Q1) · · ·φr−1−i(Pi ,Qr−1)φr−i
(
Pi,Q
′
j
)]
i=1,...,r
+ det[φ1−i (Pi,Q1) · · ·φr−1−i (Pi,Qr−1)φr−i(Pi,Q′br )]i=1,...,r
= det
[
φ1−i (Pi,Q1) · · · φr−1−i (Pi ,Qr−1)(
t
n∑
j=br+1
φr−i
(
Pi,Q
′
j
)+ φr−i(Pi,Q′br )
)]
i=1,...,r
= det[φ1−i (Pi,Q1) · · ·φr−i (Pi ,Qr)]i=1,...,r .
Assume {Q1, . . . ,Qr } ∩ {x =m} = {Qs, . . . ,Qr } for some s < r . Let Q′j = (m− 1, j)
and let Q′j = {Q1, . . . ,Qs−1,Q′j ,Qs+1, . . . ,Qr }; then by the iterative lemmas, by
induction, and by Lemma 2.1(iv),
W(P ,Q)
= t
bs+1−1∑
j=bs+1
W
(
P ,Q′j
)+W(P ,Q′bs )
= t
bs+1−1∑
j=bs+1
det
[
φ1−i (Pi ,Q1) · · ·φs−1−i(Pi ,Qs−1)φs−i
(
Pi,Q
′
j
) · · ·φr−i (Pi ,Qr)]ir
+ det[φ1−i (Pi ,Q1) · · ·φs−1−i(Pi ,Qs−1)φs−i(Pi,Q′bs ) · · ·φr−i (Pi ,Qr)]ir
= det
[
· · ·
bs+1−1∑
j=bs+1
[
φs−i
(
Pi,Q
′
j
)
t
]+ φs−i(Pi,Q′bs )φs+1−i (Pi,Qs+1) · · ·
]
ir
= det
[
· · ·
bs+1−1∑
j=bs+1
[
φs−i
(
Pi,Q
′
j
)
t
]+ φs−i(Pi,Q′bs )+ tφs+1−i (Pi ,Qs+1) · · ·
]
ir
= det[· · ·φs−i(Pi ,Qs) · · ·]ir .
This completes the proof. ✷
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the inductive proof for one-sided ladder later.
3. Paths of one-sided ladder-shaped regions
Let X = {(i, j) | 1  i m, 1 j  n} with the partial order giving in the beginning.
Let Y be a one-sided ladder-shaped sub-region of X (see Fig. 1). We begin this section by
proving our iterative lemmas, Lemmas 3.1 and 3.2.
Lemma 3.1. Let X = {(i, j) | 1  i  m,1  j  n} with the partial order given in the
beginning. Let Y = X or Y be a proper one-sided ladder-shaped sub-region of X. Let
P = (1, n) and Q= (m,1); then
W(P,Q)=
e∑
i=2
W(P,Qi)t +W(P,Q1),
where Qi = (m− 1, i) and e is the integer such that (m, e) ∈ Y but (m, e+ 1) /∈ Y .
Proof. It is enough to show that
wk(P,Q)=
e∑
i=2
wk−1(P,Qi)+wk(P,Q1),
for every k. Fix an integer k. Let Q′i = (m, i). Let S be the set of paths from P to Q with
exactly k corners and
Si =
{
C ∈ S ∣∣Q′i ∈C,Q′i+1 /∈ C},
for i = 1, . . . , e; then S is the disjoint union of Si and then |S| =∑ei=1 |Si |. Let, for every
i = 1, . . . , e,
S′i =
{
C − {Q′1, . . . ,Q′i} ∣∣C ∈ Si};
then |Si | = |S′i | for every i . Moreover, for every i  2, if C ∈ S′i then C is a path from P
to Qi with k − 1 corners. As for i = 1, if C ∈ S′1 then C is a path from P to Q1 with k
corners. From the above, we can conclude that
wk(P,Q)=
e∑
i=2
wk−1(P,Qi)+wk(P,Q1). ✷
Lemma 3.2. Let X = {(i, j) | 1  i  m, 1  j  n} with the partial order given in the
beginning. Let Y = X or Y be a proper one-sided ladder-shaped sub-region of X. Let
Pi = (ai, ci), Qi = (di, bi) be points of Y satisfying the following conditions:
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(ii) d1  · · · dr =m and 1 = b1 < · · ·< br  n.
Suppose that ds =m and ds−1 <m for some s < r . Then
W(P ,Q)=
bs+1−1∑
i=bs+1
W
(
P ,Q′i
)
t +W(P ,Q′bs ),
whereQ′i = {Q1, . . . ,Qs−1,Q′i ,Qs+1, . . . ,Qr }, and Q′i = (m− 1, i).
Proof. It is enough to show that wk(P ,Q) =∑bs+1−1i=bs+1 wk−1(P ,Q′i ) + wk(P ,Q′bs ) for
every k. Fix an integer k. Let Q′′i = (m, i). Let S be the set of all non-intersecting paths
from Pi to Qi , i = 1, . . . , r with exactly k corners and
Si =
{
C1 ∪ · · · ∪Cr ∈ S
∣∣Q′′i ∈Cs, Q′′i+1 /∈Cs},
for i = bs, . . . , bs+1 − 1. Then S is the disjoint union of Si and hence |S| =∑bs+1−1i=bs |Si |.
Let, for i = bs, . . . , bs+1 − 1,
S′i =
{
(C1 ∪ · · · ∪Cr)−
{
Q′′1, . . . ,Q′′i
} ∣∣ C1 ∪ · · · ∪Cr ∈ Si};
then |S′i | = |Si |. Moreover, if W ∈ S′i , then W is a non-intersecting path from P toQ′i with
k − 1 corners (respectively k corners) if i  bs + 1 (respectively if i = bs ). Therefore, we
conclude that
wk(P ,Q)=
bs+1−1∑
i=bs+1
wk−1
(
P ,Q′i
)+wk(P ,Q′bs ). ✷
Let φl (−r < l < r) be defined as in the previous section. Let P = (a, c) with
(a + s, c) ∈ Y for some non-negative integer s  r − 1. We shall define the functions
φs−i,r−i (P, ) for i = 0, . . . , r − 1.
Case i = 0: Let Q= (d, b); then φs,r(P,Q) is defined only if w(P,Q)= 0 or d − a  s.
If w(P,Q)= 0 then φs,r(P,Q)= 0. If P Q and d − a = s, then φs,r(P,Q)=
φs(P,Q). If P Q and d − a > s, then φs,r(P,Q) = t∑ki=b+1 φs,r(P,Qi)+
φs,r(P,Qb), where Qi = (d − 1, i) and k is the integer such that (d, k) ∈ Y but
(d, k+ 1) /∈ Y (it is possible that k = b or k > c).
Case 0 i  s: Let Q = (d, b); then φs−i,r−i (P,Q) is defined only if w(P,Q) = 0 or
d − a  s − i and (d, b+ i) ∈ Y .
If w(P,Q) = 0 then φs−i,r−i (P,Q) = 0. If P  Q and d − a = s − i ,
then φs−i,r−i (P,Q) = φs−i(P,Q). If d − a > s − i , then φs−i,r−i (P,Q) =
φs−i,r−i (P,Q1) + tφs−i+1,r−i+1(P,Q2), where Q1 = (d − 1, b) and Q2 =
(d, b+ 1).
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d − a  0, c− b+ s − i  0 and (d, b+ i) ∈ Y .
If w(P,Q) = 0 then φs−i,r−i (P,Q) = 0. If d − a = 0, then φs−i,r−i (P,Q) =
φs−i (P,Q). If d − a > 0, then φs−i,r−i (P,Q) = φs−i,r−i (P,Q1) +
tφs−i+1,r−i+1(P,Q2), where Q1 = (d − 1, b) and Q2 = (d, b+ 1).
Remark 3.3. If Y = X is a rectangular region, then it is easy to see from Lemma 2.1(ii)
and the definition of φl that φs−i,r−i (P,Q)= φs−i(P,Q) if φs−i,r−i (P,Q) is defined.
Theorem 3.4. Let X = {(i, j) | 1  i  m, 1  j  n} with the partial order given in
the beginning. Let Y be a one-sided ladder-shaped sub-region of X. Let Pi = (ai, ci),
Qi = (di, bi) be points of Y satisfying the following conditions:
(i) 1 = a1 < · · ·< ar m and c1  · · · cr = n;
(ii) d1  · · · dr =m and 1 = b1 < · · ·< br  n;
(iii) Pi Qi ∀i .
Then
W(P ,Q)= det[φj−i,j (Pi,Qj )]i,j=1,...,r .
Remark 3.5. Notice that φj−i,j (Pi,Qj ) is defined because of the following reasons:
(i) (ai + r − i, ci) ∈ Y as ai + r − i  ar .
(ii) (dj , bj + r − j) ∈ Y as dj  dr and bj + r − j  br .
(iii) If j − i  0, then dj − ai  aj − ai  j − i as Pj Qj .
(iv) If j < i , then ci − bj  bi − bj  i − j as Pi Qi .
For the proof of Theorem 3.4, we need the following lemmas.
Lemma 3.6. Let P = (a, c) with (a + s, c) ∈ Y for some non-negative integer s  r − 1.
Let Qj = (d + 1, b + j − 1) and Q′j = (d, b + j − 1) for j = 1,2. If φs,r(P,Q2) and
φs,r(P,Q2) are defined then
φs,r(P,Q1)− φs,r(P,Q2)= φs,r
(
P,Q′1
)− (1 − t)φs,r(P,Q′2).
Proof. From the definition of φs,r(P, ), we see that
φs,r(P,Q1)= t
k∑
j=b+1
φs,r(P,Tj )+ φs,r(P,Tb),
where Tj = (d, j) and k is the integer such that (d + 1, k) ∈ Y but (d + 1, k + 1) /∈ Y .
Furthermore, φs,r(P,Q2)= t∑kj=b+2 φs,r(P,Tj )+ φs,r(P,Tb+1). It follows that
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= φs,r
(
P,Q′1
)− (1 − t)φs,r(P,Q′2). ✷
Lemma 3.7. Let P = (a, c) with (a+s, c) ∈ Y for some non-negative integer s  r−1. Let
0 i  r−1. Suppose the following property holds for i: Let Q= (d, b), Q1 = (d+1, b),
and Q2 = (d + 1, b+ 1). If φs−i,r−i (P,Q2) is defined then
φs−i−1,r−i−1(P,Q)= φs−i,r−i (P,Q1)− φs−i,r−i (P,Q2).
Then the following hold for i:
(i) Let Q= (d, b) and Q′ = (d, b′) with b′ > b. If φs−i,r−i (P,Q′) is defined, then
φs−i−1,r−i−1(P,Q) = φs−i−1,r−i−1(P,Qb)+ tφs−i,r−i (P,Q′)
+ t
b′−1∑
j=b+1
φs−i−1,r−i−1(P,Qj ),
where Qj = (d − 1, j).
(ii) Let Qj = (d + 1, b+ j − 1) and Q′j = (d, b+ j − 1) for j = 1,2. If φs−i−1,r−i−1(P,
Q2) and φs−i−1,r−i−1(P,Q2) are defined then
φs−i−1,r−i−1(P,Q1)− φs−i−1,r−i−1(P,Q2)
= φs−i−1,r−i−1
(
P,Q′1
)− (1 − t)φs−i−1,r−i−1(P,Q′2).
Proof. (i) Notice that φs−i,r−i (P,Q′j ), j = b, . . . , b′ − 1, are defined as φs−i,r−i (P,Q′)
is defined, where Q′j = (d, j). Therefore, by assumption,
φs−i−1,r−i−1(P,Qj )= φs−i,r−i
(
P,Q′j
)− φs−i,r−i(P,Q′j+1).
It follows that
φs−i−1,r−i−1(P,Q) = φs−i−1,r−i−1(P,Qb)+ tφs−i,r−i (P,Qb+1)
= φs−i−1,r−i−1(P,Qb)+ tφs−i,r−i (P,Q′)
+ t
b′−1∑
j=b+1
φs−i−1,r−i−1(P,Qj ).
(ii) Let Q′ = (d + 1, b+ 2); then φs−i,r−i (P,Q′) is defined as φs−i−1,r−i−1(P,Q′2) is
defined. Therefore, by (i),
φs−i−1,r−i−1(P,Q1) = φs−i−1,r−i−1
(
P,Q′1
)+ tφs−i−1,r−i−1(P,Q′2)
+ tφs−i,r−i (P,Q′)
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φs−i−1,r−i−1(P,Q2)= φs−i−1,r−i−1
(
P,Q′2
)+ tφs−i,r−i (P,Q′).
It follows that
φs−i−1,r−i−1(P,Q1)− φs−i−1,r−i−1(P,Q2)
= φs−i−1,r−i−1
(
P,Q′1
)− (1− t)φs−i−1,r−i−1(P,Q′2). ✷
Lemma 3.8. Let P = (a, c) with (a + s, c) ∈ Y for some non-negative integer s  r − 1;
then the following hold for i = 0, . . . , r − 1: Let Q = (d, b), Q1 = (d + 1, b), and
Q2 = (d + 1, b+ 1). If φs−i,r−i (P,Q2) is defined then
φs−i−1,r−i−1(P,Q)= φs−i,r−i (P,Q1)− φs−i,r−i (P,Q2).
Proof. Notice that if φs−i,r−i (P,Q2) is defined then so are φs−i−1,r−i−1(P,Q) and
φs−i,r−i (P,Q1). We proceed the proof by induction on i .
Assume that i = 0. Let Q′ = (d − 1, b). If φs−1,r−1(P,Q′) is not defined then either
(i) s − 1 < 0 and d = a, or (ii) s − 1  0 and d − a = s − 1. In the first case, s = 0 and
φ0,r (P,Q′2) is defined, where Q′2 = (d, b+ 1), therefore by Lemma 3.6,
φ0,r (P,Q1)− φ0,r (P,Q2) = φ0,r (P,Q)− (1− t)φ0,r
(
P,Q′2
)= t
= φ−1,r−1(P,Q).
In the second case,
φs,r(P,Q1)− φs,r(P,Q2) = φs(P,Q1)− φs(P,Q2)
=
(
d + 1− a + c− b
d + 1− a
)
−
(
d − a + c− b
d + 1 − a
)
=
(
d − a + c− b
d − a
)
= φs−1,r−1(P,Q).
Finally, if φs−1,r−1(P,Q′) is defined, then φs,r(P,Q′2) is defined, where Q′2 = (d, b+ 1),
so that by induction and Lemma 3.6,
φs,r(P,Q1)− φs,r(P,Q2) = φs,r(P,Q)− (1 − t)φs,r
(
P,Q′2
)
= φs,r(P,Q)− φs,r
(
P,Q′2
)+ tφs,r(P,Q′2)
= φs−1,r−1(P,Q′)+ tφs,r
(
P,Q′2
)
= φs−1,r−1(P,Q).
Assume that i  1. Let Q′ = (d − 1, b) and Q′2 = (d, b+ 1). If φs−i−1,r−i−1(P,Q′) is
undefined then either (i) s−1− i < 0 and d = a, or (ii) s− i−1 0 and d−a = s− i−1.
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Lemma 3.7(ii), and the definition of φl ,
φs−i,r−i (P,Q1)− φs−i,r−i (P,Q2)
= φs−i,r−i (P,Q)− (1 − t)φs−i,r−i
(
P,Q′2
)= φs−i (P,Q)− (1 − t)φs−i(P,Q′2)
= t i−s − (1 − t)t i−s = t i+1−s = φs−i−1,r−i−1(P,Q).
In the second case,
φs−i,r−i (P,Q1)− φs−i,r−i (P,Q2) = φs−i(P,Q1)− φs−i (P,Q2)
=
(
d + 1 − a + c− b
d + 1 − a
)
−
(
d − a + c− b
d + 1− a
)
=
(
d − a + c− b
d − a
)
= φs−i−1,r−i−1(P,Q).
Finally, we assume that φs−i−1,r−i−1(P,Q′) is defined. Then φs−i,r−i (P,Q′2) is defined.
Therefore by induction and Lemma 3.7(ii)
φs−i,r−i (P,Q1)− φs−i,r−i (P,Q2)
= φs−i,r−i (P,Q)− (1 − t)φs−i,r−i
(
P,Q′2
)
= φs−i,r−i (P,Q)− φs−i,r−i
(
P,Q′2
)+ tφs−i,r−i(P,Q′2)
= φs−i−1,r−i−1(P,Q′)+ tφs−i,r−i
(
P,Q′2
)
= φs−i−1,r−i−1(P,Q). ✷
Proof of Theorem 3.4. If Y is a rectangular region, then φj−i,j (Pi,Qj )= φj−i (Pi ,Qj ),
so that the assertion holds by Theorem 2.2. Therefore, we may assume that (m,n) /∈ Y . As
in the proof of Theorem 2.2, we prove the equation by induction on m, r , and the cardinal
number of the set {Q1, . . . ,Qr } ∩ {x =m}.
Assume {Q1, . . . ,Qr } ∩ {x =m} = {Qr }. Let Q′j = (m− 1, j) and let Q′j = {Q1, . . . ,
Qr−1,Q′j }. Let k be the integer with the property that (m, k) ∈ Y but (m, k+ 1) /∈ Y ; then
by the iterative lemmas, the definition of φr−i,r and by induction,
W(P ,Q) = t
k∑
j=br+1
W
(
P ,Q′j
)+W(P ,Q′br )
= t
k∑
j=br+1
det
[
φ1−i,1(Pi,Q1) · · ·φr−i−1,r−1(Pi,Qr−1)φr−i,r
(
Pi,Q
′
j
)]
i=1,...,r
+ det[φ1−i,1(Pi,Q1) · · ·φr−i−1,r−1(Pi,Qr−1)φr−i,r(Pi,Q′b )]r i=1,...,r
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[
φ1−i,1(Pi,Q1) · · · t
k∑
j=br+1
φr−i,r
(
Pi,Q
′
j
)+ φr−i,r(Pi,Q′br )
]
i=1,...,r
= det[φ1−i,1(Pi,Q1) · · ·φr−i,r (Pi ,Qr)]i=1,...,r .
Assume {Q1, . . . ,Qr } ∩ {x =m} = {Qs, . . . ,Qr } for some s < r . Let Q′j = (m− 1, j)
and let Q′j = {Q1, . . . ,Qs−1,Q′j ,Qs+1, . . . ,Qr }; then by the iterative lemmas, by induc-
tion, by Lemmas 3.8 and 3.7(i),
W(P ,Q)
= t
bs+1−1∑
j=bs+1
W
(
P ,Q′j
)+W(P ,Q′bs )
= t
bs+1−1∑
j=bs+1
det
[
φ1−i,1(Pi,Q1) · · ·φs−i−1,s−1(Pi,Qs−1)φs−i,s
(
Pi,Q
′
j
) · · ·
φr−i,r (Pi ,Qr)
]
ir
+ det[φ1−i,1(Pi,Q1) · · ·φs−i−1,s−1(Pi,Qs−1)φs−i,s(Pi,Q′bs ) · · ·φr−i,r (Pi,Qr)]ir
= det
[
· · ·
bs+1−1∑
j=bs+1
[
φs−i,s
(
Pi,Q
′
j
)
t
]+ φs−i,s(Pi,Q′bs )φs−i+1,s+1(Pi,Qs+1) · · ·
]
ir
= det
[
· · ·
bs+1−1∑
j=bs+1
[
φs−i,s
(
Pi,Q
′
j
)
t
]+ φs−i,s(Pi,Q′bs )+ tφs−i+1,s+1(Pi,Qs+1) · · ·
]
ir
= det[· · ·φs−i,s (Pi ,Qs) · · ·]ir .
This completes the proof. ✷
Remark 3.9. (1) A different determinantal formula for the generating function of non-
intersecting paths in one-sided ladders was obtained by Krattenthaler and Rubey in [8].
Their formula, in a way, is better than the one in Theorem 3.4 since the entries of the
determinant have combinatorial meaning, i.e., two-rowed arrays.
(2) Although the formula in Theorem 3.4 lacks for combinatorial meaning, the iterative
definition of the entries of the formula seems to be suited for practical implementation in
a computer algebra system.
(3) The proof of the formula obtained by Krattenthaler and Rubey in [8] is complicated
and lengthy. Even in the special case of rectangular region. However, the proof of
Theorem 3.4 is simpler and shorter.
(4) Ghorpade [3] has recently proposed a method to compute the Hilbert series in the
case of arbitrary sized minors in the two-sided ladders. However, the formula he obtained
is complicated.
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Let X = {(i, j) | 1  i m, 1  j  n} with the partial order given in the beginning.
Let
Ce =
{
(m− e+ i, n− i) | 0 i  e}∪ {(m− e+ i, n− i − 1) | 0 i  e− 1}
be a subset of X then Ce is a diagonal path of X in the sense of [10]. Let Y be the sub-
region of X bounded by x = 1, x =m, y = 1, y = n and Ce (see Fig. 2); then Y is a one-
sided diagonal ladder-shaped region. The first goal of this section is to obtain a formula
for wk(P,Q), where P = (1, n) and Q= (m,1). For this we shall first deal with the case
Y =X.
Lemma 4.1. Let X = {(i, j) | 1  i  m, 1  j  n} be a subset of the plane with the
partial order given in the beginning. Let P = (1, n) and Q = (m,1); then wk(P,Q) =(
m−1
k
)(
n−1
k
)
.
Proof. If C is a path with k corners from P to Q then there are integers aj and bj ,
j = 1, . . . , k, such that 2  a1 < · · · < ak  m and n  b1 > · · · > bk  2 and {a1, b1),
. . . , (ak, bk)} are corners of C, it follows that there are
(
m−1
k
)(
n−1
k
)
paths from P to Q with
k corners. ✷
Lemma 4.2. Let a  b  n be positive integers; then
b∑
j=a
(
n− j
k
)
=
(
n− a + 1
k + 1
)
−
(
n− b
k + 1
)
.
The proof of Lemma 4.2 is easy, we left it to the reader.
Theorem 4.3. Let Y be the sub-region of X determined by the diagonal path Ce . Then
wk(P,Q)=
(
m− 1
k
)(
n− 1
k
)
−
(
e+ 1
k + 1
)(
m+ n− e− 3
k − 1
)
.
×P (1, n) ×(m− e,n)
×(m,n− e)
×Q(m,1)
Fig. 2.
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So we may assume that e 1. Let Qj = (m− 1, j), j = 1, . . . , n− e; then by Lemma 3.1
wk(P,Q)=wk(P,Q1)+
n−e∑
j=2
wk−1(P,Qj ).
Therefore by induction and Lemma 4.2,
wk(P,Q)
=
n−e∑
j=2
wk−1(P,Qj )+wk(P,Q1)
=
n−e∑
j=2
[(
m− 2
k − 1
)(
n− j
k − 1
)
−
(
e
k
)(
m+ n− j − e− 2
k − 2
)]
+
(
m− 2
k
)(
n− 1
k
)
−
(
e
k + 1
)(
m+ n− e− 3
k − 1
)
=
[(
m− 2
k − 1
)
+
(
m− 2
k
)](
n− 1
k
)
−
[(
e
k
)
+
(
e
k + 1
)](
m+ n− e− 3
k − 1
)
+
(
m− 2
k − 1
)(
e
k
)
−
(
e
k
)(
m− 2
k − 1
)
=
(
m− 1
k
)(
n− 1
k
)
−
(
e+ 1
k + 1
)(
m+ n− e− 3
k − 1
)
. ✷
Theorem 4.4. Let Y be the sub-region of X determined by the diagonal path Ce . Let
P = (a,n) ∈ Y with (a + s, n) ∈ Y for some s, 0  s  r − 1. Let Q = (m,b) with
(m,b+ i ′) ∈ Y ; then
φs−i′,r−i′(P,Q) =
∑
k0
[(
m− a − s + i ′
k
)(
n− b+ s − i ′
k + s − i ′
)
−
(
e+ s + 1 + i ′
k + s + 1
)(
m+ n− a − b− e− s − 1 − i ′
k − 1 − i ′
)]
tk.
Proof. We prove by induction on i ′ and e.
Assume that i ′ = 0. If e= 0, then by Lemma 2.1(i)
φs,r(P,Q)= φs(P,Q)=
∑
k0
[(
m− a − s
k
)(
n− b+ s
k + s
)]
tk.
If e 1 and Qj = (m− 1, j); then by the definition of φs,r and by induction
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=
n−e∑
j=b+1
φs,r(P,Qj )t + φs,r(P,Qb)
=
n−e∑
j=b+1
∑
k0
[(
m− 1− a − s
k
)(
n− j + s
k + s
)
−
(
e+ s
k + s + 1
)(
m+ n− a − j − e− s − 1
k − 1
)]
tk+1
+
∑
k0
[(
m− 1 − a − s
k
)(
n− b+ s
k + s
)
−
(
e+ s
k + s + 1
)(
m+ n− a − b− e− s − 1
k − 1
)]
tk
=
∑
k0
[
n−e∑
j=b+1
(
m− 1− a − s
k− 1
)(
n− j + s
k + s − 1
)
+
(
m− 1 − a − s
k
)(
n− b+ s
k + s
)]
tk
−
∑
k0
[
n−e∑
j=b+1
(
e+ s
k + s
)(
m+ n− a − j − e− s − 1
k − 2
)
+
(
e+ s
k + s + 1
)(
m+ n− a − b− e− s − 1
k − 1
)]
tk
=
∑
k0
[(
m− a − s
k
)(
n− b+ s
k + s
)
−
(
e+ s + 1
k + s + 1
)(
m+ n− a − b− e− s − 1
k − 1
)]
tk
−
∑
k0
[(
m− 1 − a − s
k − 1
)(
e+ s
k + s
)
−
(
e+ s
k + s
)(
m− 1− a − s
k − 1
)]
tk
=
∑
k0
[(
m− a − s
k
)(
n− b+ s
k+ s
)
−
(
e+ s + 1
k + s + 1
)(
m+ n− a − b− e− s − 1
k − 1
)]
tk.
Assume now that i ′  1. If e= 0, then
φs−i′,r−i′(P,Q)= φs−i′(P,Q)=
∑
k0
[(
m− a − s + i ′
k
)(
n− b+ s − i ′
k + s − i ′
)]
tk .
If e 1, Q1 = (m,b) and Q2 = (m,b+1), then by the definition of φs−i′,r−i′ , Lemma 3.8,
and by induction,
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= φs−i′,r−i′(P,Q1)+ φs−i′+1,r−i′+1(P,Q2)t
= φs−i′+1,r−i′+1(P,Q)− (1− t)φs−i′+1,r−i′+1(P,Q2)
=
∑
k0
[(
m− a − s + i ′ − 1
k
)(
n− b+ s − i ′ + 1
k + s − i ′ + 1
)
−
(
e+ s + i ′
k + s + 1
)(
m+ n− a − b− e− s − i ′
k − i ′
)]
tk
−
∑
k0
[(
m− a − s + i ′ − 1
k
)(
n− b+ s − i ′
k + s − i ′ + 1
)
−
(
e+ s + i ′
k + s + 1
)(
m+ n− a − b− e− s − 1 − i ′
k − i ′
)]
tk
+ t
∑
k0
[(
m− a − s + i ′ − 1
k
)(
n− b+ s − i ′
k + s − i ′ + 1
)
−
(
e+ s + i ′
k + s + 1
)(
m+ n− a − b− e− s − 1 − i ′
k − i ′
)]
tk
=
∑
k0
[(
m− a − s + i ′ − 1
k
)(
n− b+ s − i ′
k + s − i ′
)
−
(
e+ s + i ′
k + s + 1
)(
m+ n− a − b− e− s − 1− i ′
k − 1− i ′
)]
tk
+
∑
k0
[(
m− a − s + i ′ − 1
k − 1
)(
n− b+ s − i ′
k + s − i ′
)
−
(
e+ s + i ′
k + s
)(
m+ n− a − b− e− s − 1 − i ′
k − i ′ − 1
)]
tk
=
∑
k0
[(
m− a − s + i ′
k
)(
n− b+ s − i ′
k + s − i ′
)
−
(
e+ s + 1 + i ′
k + s + 1
)(
m+ n− a − b− e− s − 1 − i ′
k − 1 − i ′
)]
tk. ✷
Corollary 4.5. Let Y be the sub-region of X determined by the diagonal path Ce. Let
P = (a, c) ∈ Y with (a + s, c) ∈ Y for some s, 0  s  r − 1. Let Q = (d, b) with
(d, b+ i ′) ∈ Y and b+ i ′  c. If e+ s + c+ d −m− n+ 1+ i ′  0, then
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=
∑
k0
[(
d − a − s + i ′
k
)(
c− b+ s − i ′
k + s − i ′
)
−
(
e+ s + c+ d −m− n+ 1+ i ′
k + s + 1
)(
m+ n− a − b− e− s − 1− i ′
k − 1− i ′
)]
tk .
Proof. Let X′ be the rectangular region bounded by x = 1, x = d , y = 1, and y = c. Let
Y ′ = Y ∩X′. If Y ′ =X′, then e+ c+ d −m− n 0, so that
(
e+ s + c+ d −m− n+ 1 + i ′
k + s + 1
)(
m+ n− a − b− e− s − 1 − i ′
k − 1− i ′
)
= 0
for every k  0, it follows from Lemma 2.1(i) that
φs−i′,r−i′(P,Q)
= φs−i′(P,Q)
=
∑
k0
[(
d − a − s + i ′
k
)(
c− b+ s − i ′
k + s − i ′
)]
tk
=
∑
k0
[(
d − a − s + i ′
k
)(
c− b+ s − i ′
k + s − i ′
)
−
(
e+ s + c+ d −m− n+ 1 + i ′
k + s + 1
)(
m+ n− a − b− e− s − 1 − i ′
k − 1 − i ′
)]
tk .
On the other hand, if Y ′ is not a rectangular region then Y ′ is determined by a diagonal
path C′
e′ , where e
′ = e+ c+ d −m− n > 0. Now apply Theorem 4.4, we obtain
φs−i′,r−i′(P,Q)
=
∑
k0
[(
d − a − s + i ′
k
)(
c− b+ s − i ′
k + s − i ′
)
−
(
e′ + s + 1 + i ′
k + s + 1
)(
d + c− a − b− e′ − s − 1− i ′
k − 1 − i ′
)]
tk
=
∑
k0
[(
d − a − s + i ′
k
)(
c− b+ s − i ′
k + s − i ′
)
−
(
e+ s + c+ d −m− n+ 1+ i ′
k + s + 1
)(
m+ n− a − b− e− s − 1− i ′
k − 1− i ′
)]
tk . ✷
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(m,bi) then the entry of the determinant in Theorem 3.4 is
φj−i,j (Pi,Qj )
=
∑
k0
[(
m− ai + i − j
k
)(
n− bj − i + j
k − i + j
)
−
(
e+ 2r + 1 − i − j
k + r + 1− i
)(
m+ n− e− 2r − 1 − ai − bj + i + j
k − r − 1 + j
)]
tk .
(2) A different determinantal formula for the generating function of non-intersecting
paths in one-sided diagonal ladders was obtained by Krattenthaler and Rubey in [8]. The
entries of the determinant are also combinatorial numbers. However, it seems impossible
that the two formulas can be recovered from each other.
Let X = (xij ) be an m× n matrix of indeterminates over a field K . Let Ir+1(X) be the
ideal of K[X] generated by the (r+1)-minors of X and set Rr+1 =K[X]/Ir+1(X). It was
obtained by Conca and Herzog [2] that the Hilbert series of Rr+1 is given by
HRr+1(t)=
1
(1 − t)d det
[∑
k0
(
m− i
k
)(
n− j
k + i − j
)
tk
]
i,j=1,...,r
.
In this section, we generalize this result as follows. Recall that a ladder of X is a subset Y
of X which satisfies the condition that whenever xij , xi′,j ′ ∈ Y with i < i ′ and j < j ′, then
xi,j ′ , xi′,j ∈ Y .
Theorem 4.7. Let X = (xij ) be a generic m × n matrix over a field K . Let Y = {xij |
1 i m, 1 j min{n,m+ n− i − e}} be a ladder of X. Let a1 < · · ·< ar m− e,
b1 < · · ·< br  n− e be positive integers. Let Dt be the part of the matrix Y consisting
of the first at − 1 rows and the first bt − 1 column. Let Gt be the set of all t-minors of Dt ,
t = 1, . . . , r , and set Gr+1 be the set of all (r + 1)-minors of X. Let Ir+1(Y ) be the ideal
of K[Y ] generated by G=⋃r+1t=1 Gt and let R = k[Y ]/Ir+1(Y ). Then the Hilbert series of
R is given by
1
(1 − t)d det
[∑
k0
[(
m− ai + i − j
k
)(
n− bj − i + j
k − i + j
)
−
(
e+ 2r + 1 − i − j
k + r + 1 − i
)(
m+ n− e− 2r − 1 − ai − bj + i + j
k − r − 1 + j
)]
tk
]
1i,jr
,
where d is the dimension of R.
H.-J. Wang / Journal of Algebra 265 (2003) 79–99 99Proof. We first identify X with the set{
(i, j)
∣∣ 1 i m, 1 j  n}.
Introduce the partial order (i, j) (i ′, j ′) if i  i ′ and j  j ′. From [4, Theorem 5.6], one
can see that
HR(t)= det[W(Pi,Qj )]i,j=1,...,r
(1 − t)d ,
where Pi = (ai, n) and Qi = (m,bi), i = 1, . . . , r . Therefore the conclusion follows from
Remark 4.6. ✷
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