Abstract. The Łojasiewicz inequalities for real analytic functions on Euclidean space were first proved by Stanisław Łojasiewicz in [84, 85, 88] using methods of semianalytic and subanalytic sets, arguments later simplified by Bierstone and Milman [7]. In this article, we first give an elementary geometric, coordinate-based proof of the Łojasiewicz inequalities in the special case where the function is C 1 with simple normal crossings. We then prove, partly following Bierstone and Milman [9, Section 2] and using resolution of singularities for real analytic varieties, that the gradient inequality for an arbitrary real analytic function follows from the special case where it has simple normal crossings. In addition, we prove the Łojasiewicz inequalities when a function is C N and generalized Morse-Bott of order N ≥ 3; we gave an elementary proof of the Łojasiewicz inequalities when a function is C 2 and Morse-Bott on a Banach space in [34] .
Introduction
Our goal in this article is to provide geometric proofs of the Łojasiewicz inequalities (Theorem 1 and Corollaries 4 and 5) for functions with simple normal crossings and hence, via resolution of singularities, for arbitrary real analytic functions on Euclidean space. In contrast, for a function that is (generalized) Morse-Bott (so its critical set is a submanifold), elementary methods suffice to prove the Łojasiewicz inequalities (Theorems 2.2 and 2.5).
The original proofs by Stanisław Łojasiewicz of his inequalities [86, 87, 88, 89, 91] relied on the theory of semianalytic sets and subanalytic sets originated by him and further developed by Gabrièlov [39] , Hardt [53, 54] and Hironaka [61, 63, 60] . The proofs due to Łojasiewicz of his inequalities are well-known to be technically difficult. The most accessible modern approaches to the inequalities were provided by Bierstone and Milman. In [7] , they significantly simplify the Łojasiewicz theory of semianalytic sets and subanalytic sets and prove his gradient inequality as a consequence of technical results in that theory. In [9] , they develop an approach to resolution of singularities for algebraic and analytic varieties over a field of characteristic zero that relies on blowing up and greatly simplifies the original arguments due to Hironaka et al. [3, 4, 59, 62] . They then deduce the Łojasiewicz gradient inequality as a consequence of resolution of singularities for analytic varieties and a direct verification when the critical and zero set of an analytic function is a simple normal crossing divisor.
The Łojasiewicz gradient inequality was generalized by Leon Simon [109] to a certain class of real analytic functions on a Hölder space of C 2,α sections of a finite-rank vector bundle over a closed, finite-dimensional smooth manifold. Simon's proof relied on a splitting (or LyapunovSchmidt reduction) of the real analytic function into a finite-dimensional part, to which the original Łojasiewicz gradient inequality could be applied, and a benign infinite-dimensional part. The resulting Łojasiewicz-Simon gradient inequality and its many generalizations and variants have played a significant role in analyzing questions such as a) global existence, convergence, and analysis of singularities for solutions to nonlinear evolution equations that are realizable as gradient-like systems for an energy function, b) uniqueness of tangent cones, and c) gap theorems. See Feehan [32] , Feehan and Maridakis [36, 37] , and Huang [66] for references and a survey of Łojasiewicz-Simon gradient inequalities for real analytic functions on Banach spaces and their many applications in applied mathematics, geometric analysis, and mathematical physics.
Our hope is that the more geometric and direct coordinate-based approaches provided in this article to proofs of the Łojasiewicz gradient inequality may yield greater insight that could be useful when endeavoring to prove gradient inequalities for functions on Banach spaces arising in geometric analysis without relying on Lyapunov-Schmidt reduction to the gradient inequality for functions on Euclidean space or attempting to extend methods specific to algebraic geometry. For example, the Łojasiewicz inequalities for the F functional on the space of hypersurfaces in Euclidean space are proved directly by Colding and Minicozzi [23, 24, 25] and by the author for the Yang-Mills energy function near the moduli space of flat connections on a principal G-bundle over a closed, smooth Riemannian manifold [34] . Applications in geometric analysis typically concern functions on infinite-dimensional manifolds and, in that context, arguments specific to semianalytic sets or subanalytic subsets or real analytic subvarieties of Euclidean space do not necessarily have analogues in infinite-dimensional geometry. Like Bierstone and Milman in [9, Section 2], we ultimately apply resolution of singularities to obtain the Łojasiewicz gradient inequality for an arbitrary real analytic function, but after directly proving the gradient inequality in simpler cases. When the function is C N and Morse-Bott of order N ≥ 2, we obtain a Łojasiewicz exponent θ = 1 − 1/N (see Theorems 2.2 and 2.5) and when the function is C 1 with simple normal crossings, we obtain an explicit bound for the Łojasiewicz exponent -which implies that θ ∈ [1/2, 1) rather than θ ∈ (0, 1) -together with a characterization of when θ has the optimal value 1/2.
We showed in [34, Section 4] that one can use the Mean Value Theorem to prove the Ło-jasiewicz gradient inequality for a C 2 Morse-Bott function on a Banach space in a context of wide applicability [34, Theorem 3] . The facts that a Morse-Bott function has a critical set which is a smooth submanifold and a Hessian which is non-degenerate on the normal bundle ensure that the Mean Value Theorem easily yields the Łojasiewicz gradient inequality (with optimal Łojasiewicz exponent 1/2). In Section 3, we prove that the Łojasiewicz gradient inequality (Theorem 3) holds for a C 1 function has simple normal crossings in the sense of Definition 1.1. We then appeal to resolution of singularities (Theorem 4.5) to show that the Łojasiewicz gradient inequality for an arbitrary real analytic function, Theorem 1, is a straightforward consequence of Theorem 3. This incremental approach makes it clear that the essential difficulty is due neither to the high dimension of the ambient Euclidean space nor the critical set, but instead due (as should be expected) to possibly complicated singularities in the critical set.
Simplifications of Łojasiewicz's proofs [88] of his inequalities have also been given by Kurdyka and Parusiński [76] , where they use the fact that a subanalytic set in Euclidean space admits a strict Thom stratification. Łojasiewicz and Zurro [92] further simplified the arguments of Kurdyka and Parusiński to prove the Łojasiewicz inequalities, again using properties of subanalytic sets.
The problem of estimating Łojasiewicz exponents or determining their properties, often for restricted classes of functions (for example, polynomials, certain analytic functions, functions with isolated critical points, and so on), has been pursued by many researchers, including Abderrahmane [1] , Bivià-Ausina [11] , Bivià-Ausina and Encinas [12, 13, 14] , Bivià-Ausina and Fukui [15] , Brzostowski [18] , Brzostowski, Krasiński, and Oleksik [19] , Búi and Pham [20] , D'Acunto and Kurdyka [28] , Fukui [38] , Gabrièlov [40] Gwoździewicz [46] [114] , and articles cited therein. Recently, simpler coordinate-based proofs of more limited versions of resolution of singularities for zero sets of real analytic functions, with applications to analysis, have been given by Collins, Greenleaf, and Pramanik [26] and Greenblatt [43] . In particular, Greenblatt [43, p. 1959 ] applies his version of resolution of singularities to prove the Łojasiewicz inequality (1.2) for a pair of real analytic functions where the zero set of one is contained in the zero set of the other. Bivià-Ausina and Encinas [12] use a resolution of singularities algorithm to estimate Łojasiewicz exponents.
Łojasiewicz [84, 85] applied his distance inequality (Corollary 4) to prove the Division Conjecture of Schwartz [105, p. 181] , [106, p. 116] . In [86] , he used his gradient inequality (Theorem 1) to give a positive answer to a question of Whitney: If E is a real analytic function on an open set U ⊂ R d , then E −1 (0) is a deformation retract of its neighborhood. This deformation retract is obtained using the negative gradient flow defined by E . He also applies his inequalities to show that every (locally closed) semianalytic set in Euclidean space admits a Whitney stratification 1 [88, Proposition 3, p. 97 (71) ]. The Łojasiewicz gradient inequality (Theorem 1) was used by Kurdyka, Mostowski, and Parusiński [75] to prove the Gradient Conjecture of Thom.
Main results.
We now state the main results to be proved in this article, categorized according to whether or not their proofs appeal to resolution of singularities. ∈ U is a point such that E ′ (x ∞ ) = 0, then there are constants C 0 ∈ (0, ∞), and σ 0 ∈ (0, 1], and θ ∈ [1/2, 1) such that the differential map,
where [7] is to first prove a Łojasiewicz inequality [7, Theorem 6.4 ] of the form
where f, g are subanalytic functions on an open neighborhood U ⊂ R d of the origin such that g −1 (0) ⊂ f −1 (0) and B σ ⊂ U and λ ∈ (0, ∞). They then deduce a Łojasiewicz gradient inequality [7, Theorem 6.8] for a real analytic function f with f ′ (0) = 0,
The first page number refers to the version of Łojasiewicz's original manuscript mimeographed by IHES while the page number in parentheses refers to the cited LaTeX version of his manuscript prepared by M. Coste and available on the Internet.
with ν ∈ (0, 1) by choosing g = f ′ R d * . In [9, Theorem 2.5], the authors establish (1.2) for a pair of analytic functions by using resolution of singularities to reduce to the case that the ideal in the ring of analytic functions, O X , generated by f g has simple normal crossings. In [9, Theorem 2.7], they then obtain (1.3) for an analytic function f with f (0) = 0 and f ′ (0) = 0 by choosing g = f ′ 2 R d * and applying (1.2) to the pair of functions f 2 (replacing g) and f 2 /g (replacing f ) and proving that f −1 (0) ⊂ (f 2 /g) −1 (0) and ν = 1/λ ∈ (0, 1), after employing resolution of singularities to the ideal f gO X .
Our more direct proof of Theorem 1 makes it clear that one always has θ ≥ 1/2, whereas previous proofs only give θ ∈ (0, 1). For applications to Geometric Analysis and Topology, it is essential to have θ < 1, with θ = 1/2 being the optimal exponent, corresponding to exponential convergence for the negative gradient flow defined by E . In particular, we have the [32, Theorem 3] are implicit in Adams and Simon [2] and Simon [109, 110, 111] , although we cannot find an explicit statement like this in those references.
1.1.2. Gradient inequality without using resolution of singularities. The proof of Theorem 1 in full generality provided in this article employs embedded resolution of singularities (partly following Bierstone and Milman [9, Section 2]), but there are several weaker gradient inequalities that can be proved by far more elementary methods and those provide insight to applications in geometric analysis. We now describe several results of this kind. For example, when the function E in Theorem 1 is C 2 (respectively, C N with N ≥ 2) and Morse-Bott (respectively, Morse-Bott of order N ), rather than an arbitrary real analytic function, one obtains the Łojasiewicz gradient inequality with exponent θ = 1/2 (respectively, θ = 1 − 1/N ) as a consequence of the Mean Value Theorem (respectively, Taylor Theorem): see Theorems 2.2 and 2.5. We refer the reader to Section 2 for a discussion of the Morse-Bott condition and some its generalizations, together with the statements and proof of Theorems 2.2 and 2.5.
A first reading of the proof of Theorem 2.5, which is based on a direct application of the Taylor Theorem, might suggest that it would extend to the case where E is an analytic function and U ∩ Crit E is an arbitrary real analytic subvariety. However, one finds that this is a more difficult strategy to develop than one might naively expect. Instead, as a stepping stone towards Theorem 1, we shall first establish a special case that holds for a class of C 1 functions. By analogy with Collins, Greenleaf, and Pramanik [26, Definition 2.5], we make the 
where 
where Remark 1.2 (Geometry of the critical set). Theorem 2.2 shows that, when E is Morse-Bott and so its critical set is a smooth submanifold, then its Łojasiewicz exponent θ is equal to 1/2. Conversely, Consequently, if θ = 1/2 then there is a constraint on the nature of the singularities in the critical set of E . Our proof of Theorem 1 shows that application of resolution of singularities does not change the Łojasiewicz exponent and so it would be of interest to try to characterize the class of real analytic functions with θ = 1/2. As noted in our Introduction, the problem of computing or estimating Łojasiewicz exponents remains a topic of active research.
Our proof of Theorem 3 is a direct coordinate-based alternative to an argument due to Bierstone and Milman [9, Section 2] and relies only on the Generalized Young Inequality (3.7) (see Remark (3.1)). We are grateful to Alain Haraux for pointing out that the value for θ in previous versions of this article could be improved to the value now stated in Theorem 3 and for alerting us to his [47, Theorem 3.1]. His result is more closely related to Theorem 3 than we had realized (it assumes f 0 = 1 in the expression (1.4)) and we were unaware that his proof also uses the Generalized Young Inequality.
Consequences of the gradient inequality.
Regardless of how proved, the gradient inequality (1.1) easily yields two useful corollaries. Note that if E (x) is differentiable at x = x 0 and E (x 0 ) = 0, then E (x) 2 has a critical point x = x 0 . 
Corollary 4 (Łojasiewicz distance inequality). (See
The inequality (1.7) is stated by Simon in [109, Equation (2.3)] and attributed by him to Łojasiewicz [88] .
1.1.4. Counterexamples. It is known but worth remembering that the Łojasiewicz gradient inequality fails in general for functions that are smooth but not real analytic. For example, De Lellis [29] notes that when d = 1, then the function
is C ∞ on R with Crit E = {0} but that inequalities (1.1) and (1. U → R be a C 2 function, and Crit E := {x ∈ U : E ′ (x) = 0}. We say that E is Morse-Bott at a point x ∞ ∈ Crit E if a) Crit E is a C 2 submanifold of U , and b) 
Even when E is a Morse-Bott function on a Banach space, the proof of the corresponding Łojasiewicz gradient inequality [34, Theorem 3] still readily follows from the Mean Value Theorem (see [34, Section 4] ) in the presence of a few additional technical hypotheses specific to the infinitedimensional setting. [33] and references therein). However, the proof of the Morse-Bott Lemma itself (especially for Morse-Bott functions that are at most C 2 ) requires care. In contrast, our proof of Theorem 2.2 -given as the proof of [34, Theorem 3] in the infinite-dimensional case -is direct and elementary and avoids appealing to the Morse-Bott Lemma.
Definition 2.4 (Generalized Morse
x∞ Crit E , where 
As Definition 2.4 suggests, the proof of Theorem 2.5 should generalize to the setting of functions on Banach spaces, as in [34, Theorem 3] for the case of Morse-Bott functions.
Remark 2.6 (Comparison of Theorem 2.2 and Theorem 2.5 when N = 2). While Theorem 2.5 holds when N = 2, Theorem 2.2 is a stronger result since the condition (b) in Definition 2.1, which is equivalent to the condition that E ′′ (x ∞ ) ∈ End R (T ⊥ x∞ Crit E ) be invertible, is weaker than the coercivity condition (c) in Definition 2.4, namely, that E ′′ (x ∞ )ξ 2 0 for all non-zero ξ ∈ T ⊥ x∞ Crit E . Remark 2.7 (On Definition 2.4 and the hypotheses of Theorem 2.5). The conclusions of [35, Theorem 4 ] are contradicted by a counterexample explained to me by Tomáš Bárta: choose d = 2, N = 3, E (x, y) = x 3 + x 2 y 5 , so Crit E is the y-axis, and consider the gradient inequality at points (− 
Łojasiewicz gradient inequalities for generalized Morse-Bott functions.
The proof of Theorem 2.2 is similar (and also simpler) than that of Theorem 2.5 and can be obtained in [34] , so we shall confine our attention to the Proof of Theorem 2.5. We begin with several reductions that simplify the proof. First, observe that if E 0 : U → R is defined by E 0 (x) := E (x + x ∞ ), then E ′ 0 (0) = 0, so we may assume without loss of generality that x ∞ = 0 and relabel E 0 as E . Second, denote K := T x∞ Crit E ⊂ R d and observe that by noting the invariance of the conditions in Definition 2.4 under C N diffeomorphisms and applying a C N diffeomorphism to a neighborhood of the origin in R d and possibly shrinking U , we may assume without loss of generality that U ∩ Crit E = U ∩ K, recalling that Crit E ⊂ U is a submanifold by hypothesis that E is generalized Morse-Bott of order N at x ∞ . Third, observe that if E 0 : U → R is defined by E 0 (x) := E (x) − E (0), then E 0 (0) = 0, so we may once again relabel E 0 as E and assume without loss of generality that E (0) = 0.
By the second reduction above, it suffices to consider the cases where i) 
The lower bounds in (2.4) ensure that
Choose small enough positive constants R and L so that the closure of the cylinder, C(R, L) :
. . , N − 1 and all κ ∈ U ∩ K, the Taylor Formula (2.3) applied to f (x) = E (x) with k = 1 and M = N and
Since E is C N , we may choose R, L ∈ (0, 1] small enough
Therefore, by (2.7) and (2.8) we obtain
As E (n) (κ)v n = 0 for n = 1, . . . , N − 1 and all κ ∈ U ∩ K and v ∈ S d−1−c , the Taylor Formula (2.3) applied to f (x) = E ′ (x) with k = d and M = N − 1 and x = κ + rv and x 0 = κ yields
Therefore, by (2.10) and (2.11),
We compute that, for all v ∈ S d−1−c and r ∈ [0, R) and κ ∈ B L ∩ K,
(by (2.9)).
This yields (2.2) with
where we apply the lower bound (2.6) to obtain the inequality in (2.13). By the reductions described earlier, this completes the proof of Theorem 2.5.
Łojasiewicz gradient inequality for C 1 functions with simple normal crossings
In this section, we prove Theorem 3 using a simple, coordinate-based alternative to an argument due to Bierstone and Milman of their more general [9, Theorem 2.7] .
Proof of Theorem 3. By hypothesis, the function E : U → R has simple normal crossings in the sense of Definition 1.1 and E (0) = 0. Therefore,
for integers c ≥ 1 with c ≤ d and n i ≥ 1 and a C 1 function F : U → R with F (x) 0 for all
denote the standard basis and dual basis, respectively, for R d and R d * , then the differential of E is given by 3 By making a further coordinate change, one could assume that F = 1 without loss of generality but we shall omit that step.
that is,
where the sum over
Because F (0) 0 and F is C 1 , there is a constant σ ∈ (0, 1] such that B σ ⋐ U and
and thus
Hence (3.3), noting that n j ≥ 1 for j = 1, . . . , c, yields the lower bound
On the other hand, (3.1) gives Because E ′ (0) = 0, we must have c ≥ 2 or c = 1 and n 1 ≥ 2 by examining the expression (3.2) for E ′ (x) when x = 0. If c = 1, then n 1 ≥ 2, then inequalities (3.4), (3.5), and (3.6) give
Combining these inequalities yields
and hence we obtain (1.5) with θ = 1 − 1/n 1 and
For the remainder of the proof, we assume c ≥ 2 and recall the Generalized Young Inequality,
for constants a j > 0 and p j > 0 and r > 0 such that and applying (3.8) yields
We now combine inequalities (3.4), (3.5), (3.6), and (3.9) to give
Taking square roots and combining the preceding two inequalities yields (1.5) with constant
This completes the proof of Theorem 3.
Remark 3.1 (Generalized Young Inequality). The inequality (3.7) may be deduced from Hardy, Littlewood, and Pólya [55, Inequality (2.5.
2)],
where b i > 0 and c ≥ 1 and q i > 0 and
, and
which is (3.7); see also [55, Section 8.3] . The inequality (3.7) is proved directly by Haraux as [47, Lemma 3.2] by using concavity of the logarithm function on (0, ∞).
Resolution of singularities and application to the Łojasiewicz gradient inequality
We begin in Sections 4.1 and 4.2 by recalling the definitions of divisors and ideals, respectively, with simple normal crossings. In Section 4.3, we recall a statement of resolution of singularities for analytic varieties and in Section 4.4, we apply that to prove Theorem 1 as a corollary of Theorem 3. Unless stated otherwise, 'analytic' may refer to real or complex analytic in this section.
Divisors with simple normal crossings.
For basic methods of and notions in algebraic geometry -including blowing up, divisors, and morphisms -we refer to Griffiths and Harris [44] , Hartshorne [56] , and Shafarevich [107, 108] . For terminology regarding real analytic varieties, we refer to Guaraldo, Macrì, and Tancredi [45] ; see also Griffiths and Harris [44] and Grauert and Remmert [41] 
has rank k, in which case (possibly after shrinking U ), we have that V ∩ U is an analytic (smooth) submanifold of codimension k in U . An analytic subvariety V ⊂ M is called irreducible if V cannot be written as the union of two analytic subvarieties, We can now state the (
has simple normal crossings with E if one can choose x 1 , . . . , x d as above such that in addition (4) Z = {q ∈ U : x j 1 (q) = · · · x js (q) = 0} for some j 1 , . . . , j s . In particular, Z is smooth, and some of the E i are allowed to contain Z.
Kollár also gives the following, more elementary definition that serves, in part, to help compare the concepts of simple normal crossing divisor (as used by [70, 118] ) and normal crossing divisor (as used by [9] ), in the context of resolution of singularities. 4.2. Ideals with simple normal crossings. For our application to the proof of the gradient inequality, we shall need to more generally consider ideals with simple normal crossings and the corresponding statement of resolution of singularities. We review the concepts that we shall require for this purpose. For the theory of ringed spaces, sheaf theory, analytic spaces, and analytic manifolds we refer to Grauert and Remmert [42] , Griffiths and Harris [44] , and Narasimhan [93] in the complex analytic category and Guaraldo, Macrì, and Tancredi [45] in the real analytic category; see also Hironaka et al. [3, 4, 62] . If X is an analytic manifold, then O X is the sheaf of analytic functions on X. An ideal I ⊂ O X is locally finite if for every point p ∈ X, there are an open neighborhood, U ⊂ X, and a finite set of analytic functions, 
, so locally Z is the zero set of finitely many analytic functions.
In order to state the version of resolution of singularities that we shall need, we recall some definitions from Cutkosky [27, pp. 40-41] and Kollár [71, Note on Terminology 3.16], given here in the real or complex analytic category, rather than the algebraic category, for consistency with our application. Suppose that X is a non-singular variety and I ⊂ O X is an ideal sheaf; a principalization of the ideal I is a proper birational morphism, π : X → X, such that X is non-singular and
is a locally principal ideal. If X is a non-singular variety of dimension d and I ⊂ O X is a locally principal ideal, then one says that I has simple normal crossings (or monomial) at a point p ∈ X if there exist local coordinates, {x 1 , . . . , x d } ⊂ O p , such that
One says that I is locally monomial if it is monomial at every point p ∈ X or, equivalently, if it is the ideal sheaf of a simple normal crossing divisor in the sense of Definition 4.2.
Suppose that D is an effective divisor on a non-singular variety X of dimension n, so D = 
has simple normal crossings.
Resolution of singularities.
We recall from Cutkosky [27, pp. 40-41 ] that a resolution of singularities of an algebraic or analytic variety X is a proper birational morphism, π : X → X, such that X is non-singular. Hironaka [59] proved that any algebraic variety over any field of characteristic zero admits a resolution of singularities and, moreover, that both complex and real analytic varieties admit resolutions of singularities as well [3, 4, 62] . Bierstone and Milman [9] (see [10] for their expository introduction to [9] ) have developed a proof of resolution of singularities that applies to real and complex analytic varieties and to algebraic varieties over any field of characteristic zero and which significantly shortens and simplifies Hironaka's proof. Additional references for resolution of singularities include Cutkowsky [27] , Faber and Hauser [31] , Hauser [57] , Hironaka [58] , Kollár [71] , Villamayor [115, 116, 30] , and Włodarczyk [117, 118] . Proofs of special cases of resolution of singularities for real analytic varieties were previously provided by Bierstone and Milman [7, 8] . The most useful version of resolution of singularities for our application is is the ideal sheaf of a simple normal crossing divisor, whereẼ := E • π and
is a real analytic diffeomorphism, with
denoting the exceptional divisor (with ideal π * I ). By assumption, 0 ∈ Z and we may further assume without loss of generality that 0 ∈ π −1 (0) ⊂ E and U ⊂ R d is an open neighborhood of the origin, possibly after shrinking U and hence U . By Theorem 4.5, the functionẼ is the product of a monomial in the coordinate functions, x 1 , . . . , x d , and a real analytic function F that is non-zero at the origin. In particular,Ẽ has simple normal crossings in the sense of Definition 1.1, possibly after further shrinking U and hence U , so F (x) 0 for allx ∈ U . We can thus apply Theorem 3 toẼ = E • π and obtain
for constants C ∈ (0, ∞) and θ ∈ [1/2, 1) and δ ∈ (0, 1]. Now (E • π)(x) = E (x) for x ∈ U and x ∈ π −1 (x) and therefore the preceding gradient inequality yields
where σ ∈ (0, 1] is chosen small enough that B δ ⊃ π −1 (B σ ). The Chain Rule gives
where M := supx ∈B δ π ′ (x) End(R d ) . Because π(x) = x ∈ U , the preceding inequality simplifies:
By combining the inequalities (4.1) and (4.2), we obtain
which is (1.1), as desired.
We can also complete the Proof of Corollary 2. The conclusions follow by combining the proof of Theorem 1 (which shows that the Łojasiewicz exponent is preserved by the resolution morphism) and Theorem 3.
Łojasiewicz distance inequalities
It remains to prove the distance inequalities (Corollaries 4 and 5). For this purpose, the proof of [9, Theorem 2.8] (see also [90] ) applies but we shall include additional details for completeness. We assume a Łojasiewicz exponent 5 θ ∈ [1/2, 1), denoted by µ = 1 − θ ∈ (0, 1/2] in [9] .
Proof of Corollary 4. As usual, we may assume without loss of generality that E (0) = 0 ∈ R. Consider first the case where, in addition, E ′ (0) = 0 ∈ R d * . Note that B σ ∩ Crit E = {x ∈ B σ : E ′ (x) = 0} ⊂ B σ ∩ E −1 (0) 5 We exclude the trivial case θ = 1 and E ′ (0) 0.
by the gradient inequality (1.1) with exponent θ ∈ [1/2, 1). Consider a point x 0 ∈ B σ ⊂ R d such that E (x 0 ) 0 and thus E ′ (x 0 ) 0 by (1.1). We may assume without loss of generality that E (x 0 ) > 0 (otherwise, replace E by −E ). Let {x(t) : 0 ≤ t < T } be a solution to
where T ∈ (0, ∞] is the smallest time such that E ′ (x(T )) = 0. Write Q(t) = E (x(t)) and observe that Q ′ (t) = E ′ (x(t))x ′ (t) = − E ′ (x(t)) R d * < 0.
Now Q(0) = E (x 0 ) > 0 and 0 < Q(t) ≤ Q(0) for all t ∈ [0, t 0 ), where t 0 ∈ (0, T ] is the smallest time such that Q(t 0 ) = 0 (and thus x(t 0 ) ∈ E −1 (0)). But we have
C 0 ds = C 0 t, 0 ≤ t < t 0 (by Theorem 1).
It follows that t 0 < ∞ and so the solution curve x(t) tends to a point x(t 0 ) ∈ E −1 (0) ∩ B σ in a finite time t 0 . Since |x ′ (t)| = 1, then x(t) is parameterized by arc-length and t 0 = Length(x(t) : 0 ≤ t ≤ t 0 ) ≥ dist(x 0 , E −1 (0)).
We thus obtain E (x 0 ) 1−θ ≥ (1 − θ)C 0 dist(x 0 , E −1 (0)), and this is (1.6), as desired, with exponent α = 1/(1 − θ) ∈ [2, ∞). If E (0) = 0 but E ′ (0) 0, we may consider F (x) := E (x) 2 for x ∈ U and observe that F ′ (0) = 0 and F (0) = 0 and E −1 (0) ∩ B σ = F −1 (0) ∩ B σ , so the preceding argument applies to F with θ ∈ [1/2, 1) determined by F to give
and this is (1.6), as desired, with exponent α = 1/(2(1 − θ)) ∈ [1, ∞). This completes the proof of Corollary 4.
Lastly, we give the Proof of Corollary 5. As usual, we may assume without loss of generality that E (0) = 0 ∈ R and E ′ (0) = 0 ∈ R d * and note that B σ 2 ∩ Crit E ⊂ B σ 2 ∩ E −1 (0), for small enough σ 2 ∈ (0, 1], by Theorem 1. We then combine the Łojasiewicz gradient and distance inequalities, (1.1) and (1.6), to give, for a possibly smaller σ 2 ∈ (0, 1],
Since α ∈ [2, ∞) by the proof of Corollary 4 (because E ′ (0) = 0 in addition to E (0) = 0) and θ ∈ [1/2, 1), then β = αθ ∈ [1, ∞).
