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Abstract
We demonstrate that the quantum Hamiltonian operator for a free
transverse field within the framework of the second quantization re-
veals an alternative set of states satisfying the eigenstate functional
equations. The construction is based upon extensions of the quadratic
form of the transverse Laplace operator which are used as a source
of spherical basis functions with singularity at the origin. This basis
then naturally takes place of the one of plane or spherical waves in the
process of Fourier or spherical variable separation.
Introduction
The second quantization approach [1], [2] has been the framework for con-
structing the quantum field theory since the time of its inception in the
first half of the 20th century. Later in the development, for the purpose of
practical calculations of the scattering matrix elements, a wide recognition
was given to the technique of Feynman’s diagrams, which is based on the La-
grangian formulation of the classical theory. Unlike this latter technique, one
of the advantages of the second (canonical) quantization is that it provides
a description in terms of the quantum Hamiltonian operator. In a correctly
defined quantum system the latter object must be a self-adjoint operator
in Hilbert space. The finite-dimensional examples [3], [4] show that upon
renormalization and the removal of singularities the Hamiltonian nominee
may well be a symmetric but still not a self-adjoint operator representing a
free particle on a restricted space of states. Such a candidate can be extended
to a self-adjoint operator, however this procedure is ambiguous as it requires
introduction of an extension parameter (the dimensional transmutation phe-
nomenon as of [4], [6]). A similar effect is seemingly observed in the systems
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of infinite number of harmonic oscillators. We shall argue that the quadratic
part of the quantum Hamiltonian of a free transverse vector field
H0 =
∫
R3
(− δ
δAk(~x)
δ
δAj(~x)
+ ∆Aj(~x)Aj(~x)
)
d3x, ∂kAk = 0,
which appears, for example, in electrodynamics or as a result of renormal-
ization of a gauge theory, is a limiting case of self-adjoint extension of some
symmetric operator defined on a restricted set of states. At the same time
generic self-adjoint extensions turn out to be dependent on an extension pa-
rameter and for that reason do not possess scale invariance.
Due to the lack of adequate definition of a scalar product on the space of
functionals, which describe states of the stationary picture of the quantum
field theory, we shall not make strict statements about the self-adjointness
or symmetricity. Instead, we shall provide a sketch for the new vacuum state
and its excitations (the Fock space). These states satisfy the equations for
“eigenstate” functionals and form a hierarchy of creation and annihilation of
particles. It is natural to demand that these equations match the functional
equations
H0Φσn(A) = ΛσnΦσn(A),
for eigenstates of Hamiltonian H0, but at the same time they could be de-
fined on a set of functionals which satisfy different conditions in the vicinity
of the “boundary” functions. For the role of such boundary points in the
configuration space, where the boundary conditions of the new functional
space are set, one can take the functions with singularities behaving as
~A(x) ∼
~A0
|x| , |x| → 0, ~x ∈ R
3. (1)
The possible self-adjoint extensions of the theory, therefore, will depend on a
certain preferred point in the three-dimensional space, which should be asso-
ciated with a localization in the interaction terms. However as self-interaction
is “turned on”, such extensions of the Hamiltonian and the related states will
most likely turn out to be unstable. They, however, may still contribute to
the scattering matrix as intermediate states for particles interacting via the
transverse field.
For the sake of brevity we shall use the following notations for the scalar
and vector products
~A · ~B = AjBj, ( ~A× ~B)n = ǫnjkAjBk, j, k, n = 1, 2, 3,
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and we shall always assume summation in the repeated indices.
1 Finite-dimensional examples with singular in-
teractions
We start with the finite-dimensional examples from quantum mechanics with
the intent to generalize some of their properties to the infinite-dimensional
case. Let
Hε = ∆+ εδ(x) = − ∂
2
∂x2k
+ εδ(x)
be the Hamiltonian of a particle existing in the two- or three-dimensional
space and interacting with a δ-potential centered at the origin. Hamiltonian
Hε does not have a correct definition in terms of a closed operator in Hilbert
space. One can, however, consider the action of Hε on the set of smooth
functions falling off towards the origin along with their derivatives. This
action corresponds to a symmetric operator
H : Hf(~x) = ∆f(~x) = − ∂
2
∂x2k
f(~x),
which, evidently, does not account for potential εδ(~x). In terms of the spher-
ical coordinates in two-dimensional
~x = ~x(r, ϕ) =
(
r cosϕ
r sinϕ
)
,
0 ≤ r,
0 ≤ ϕ < 2π
or three-dimensional space
~x = ~x(r, ψ, ϕ) =

r cosψ cosϕr cosψ sinϕ
r sinψ

 ,
0 ≤ r,
0 ≤ ψ ≤ π,
0 ≤ ϕ < 2π
(2)
the action of operator H0 has the following form. If a scalar function f(~x) is
represented in terms of a sum of spherical harmonics eilϕ or Ylm(ψ, ϕ) with
coefficients depending on the radial variable,
f2(~x) = f2(~x(r, ϕ)) =
∑
0≤l
1√
r
ul(r)
eilϕ√
2π
,
f3(~x) = f3(~x(r, ψ, ϕ)) =
∑
0≤|m|≤l
1
r
ulm(r)Ylm(ψ, ϕ),
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then the corresponding operation ∆ acts as follows
∆f2(~x) =
∑
0≤l
1√
r
Tl− 1
2
ul(r)
eilϕ√
2π
,
∆f3(~x) =
∑
0≤|m|≤l
1
r
Tlulm(r)Ylm(ψ, ϕ),
where
Tl = − d
2
dr2
+
l(l + 1)
r2
, (3)
T−1l (r, s) =
1
2l + 1
(sl+1
rl
θ(r − s) + r
l+1
sl
θ(s− r)). (4)
Note that due to the orthonormality of the sets of spherical harmonics, each
of the scalar products
(f, g)R2 =
∫
R2
f(~x)g(~x) d2x, (f, g)R3 =
∫
R3
f(~x)g(~x) d3x,
transfers to the coefficient functions u(r) as a plain scalar product on the
half-axis
(u, v) =
∫ ∞
0
u(r)v(r) dr. (5)
Operators Tl− 1
2
and Tl, defined on the set of smooth functions vanishing at
the origin along with their derivatives, are essentially self-adjoint with respect
to scalar product (5) at l ≥ 1. At the same time, operators T− 1
2
, T0 that act
on the latter set are symmetric operators with deficiency indices (1, 1). Their
self-adjoint extensions T κ
− 1
2
, T κ0 have continuous spectrum eigenfunctions that
look like
vλ(r) =
√
λr(αvλJ0(λr) + βvλY0(λr)), T
κ
− 1
2
vλ = λ
2vλ
uλ(r) = αuλ sinλr + βuλ cosλr, T
κ
0 uλ = λ
2uλ
α{u,v}λ = α{u,v}(λ, κ), β{u,v}λ = β{u,v}(λ, κ),
along with, possibly, some eigenfunctions of the discrete spectrum. The
actions of extensions T κ
− 1
2
, T κ0 match the differential operations T− 1
2
and T0,
correspondingly.
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Returning to Cartesian coordinates, therefore, symmetric operators H
can be extended to self-adjoint operators Hκ2 , H
κ
3 defined on the set of func-
tions satisfying the asymptotic conditions
lim
r→0
f(~x(r))
ln r
= κ lim
r→0
(
f(~x(r))− lim
r′→0
f(~x(r′))
ln r′
ln r
)
, (6)
or
lim
r→0
rf(~x(r)) = −κ lim
r→0
(1 + r
∂
∂r
)f(~x(r)), (7)
at the origin (see Eqs. (3.43), (3.44) in [4]). Action of Hκ2 , H
κ
3 , still matches
the sum of squares of the second derivatives ∆ on the corresponding set of
functions on R2 or R3.
Extensions Hκ2 , H
κ
3 depend on parameter κ, the dimension of which orig-
inates from the presence of dimensionality of operator H : [H ] = [x]−2. From
physical perspective one can say that Hκ2 , H
κ
3 appear as a result of renor-
malization of the respective operators Hε at ε→ 0. Meanwhile the singular
functions with asymptotics (6), (7) at the origin, emerging in the domains of
Hκ2 , H
κ
3 , represent the remnant of the renormalized singular interaction εδ(~x).
In the case of a particle in two-dimensional space one has the phenomenon of
dimensional transmutation — a dimensionless parameter ε is replaced with a
dimensional parameter κ during renormalization [5], [6].
As another example one can consider two- and three-dimensional opera-
tors of the type
∆+
ε
|x|2 = −
∂2
∂x2k
+
ε
|x|2 , (8)
with ε being a dimensionless parameter. Such operators are closed symmetric
operators at finite ε in some vicinity of zero (in two-dimensional case ε has
to be positive). When drawing a function satisfying the eigenstate equation
one observes that the increase of the divergence by |x|−2 originating from
the action of the potential can cancel the divergence from the action of the
Laplacian. Therefore, operator (8) has an alternative basis of locally square-
integrable “eigenfunctions” behaving as |x|η near the origin (η = −√ε in
two dimensions and η = −1
2
(1 +
√
1 + 4ε) in three dimensions), that is, it
allows self-adjoint extensions (this by no means is a mathematically strict
explanation of the Frobenius method [7]). One can show that in the limit
ε → 0 these extensions continuously turn into the corresponding operators
Hκ2 and H
κ
3 .
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2 Three-dimensional transverse field theory
From the perspective of theory of operators in Hilbert space, the example
of the last section shows that the restriction of the domain of Laplacian ∆
to the set of smooth functions vanishing at the origin leads to a symmetric
operator and an ambiguity in the definition of the Hamiltonian of the system.
At the same time, the interaction, which disappears during renormalization,
only serves as a catalyst for that ambiguity by selecting a preferred point in
the space. In this work we shall try to generalize the experience of the finite-
dimensional example to the case of field theory. We cannot really speak of
self-adjointness in the case of an inifinite dimensional configurational space
as long as we do not have a possibility to define the scalar product on a wide
enough class of functionals. For this reason we shall limit ourselves to the
description of eigenvectors of such systems after renormalization, and shall
provide an instructive example of an alternative set of vacuum state and its
excitations.
Consider the following Hamiltonian functional of the classical mechanics
Hε =
∫∫
R3
Ej(~x)P
ε
kj(~x
′, ~x)P εkj′(~x
′, ~y)Ej′(~y) d
3x d3x′ d3y+
+
∫
R3
(
(∂kAj(~x))
2 + ε(A3(~x) + . . .)
)
d3x. (9)
where Aak(x), E
a
k(x) are the fields of generalized coordinates and their conju-
gate momenta in the three-dimensional space, which satisfy the transversality
conditions
∂kA
a
k = 0, ∂kE
a
k = 0. (10)
We have denoted as ε(A3 + . . .) the homogeneous terms of dimension [x]−4
of higher order in coordinates Aak, which also include the interaction. Matrix
P εkj is the projector from the transverse to the covariant-transverse field sets,
P εkj = δkj − ∂kM−1(∂j − εAj), M = (∂j − εAj)∂j ,
and ε is a small dimensionless parameter of the theory. Fields Aak(x), E
a
k(x)
can also have an internal symmetry index a which is everywhere assumed to
be summed upon. The action of the covariant derivative (and of all objects
that contain it) may be non-trivial in this index
(∂k − εAk)abBb = ∂kBa − εAcktabcBb.
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We shall be only considering the quadratic terms, for which the non-triviality
in this index reduces to mere summation, provided that the matrices tabc
are orthogonal for different c. This way the components corresponding to
different values of the upper index of field Aak(x) will separate.
An actual physical example of the Hamiltonian of type (9) is given in
the third chapter of book [8]. Indeed, in Eq. (2.5) therein the following
Hamiltonian density is presented,
h =
1
2
(Eak)
2 +
1
4
(∂kA
a
j − ∂jAak − ε[Aj , Ak]a)2, (11)
where ~A(~x) is the transverse field, and the conjugate momentum Eak is placed
a constraint (2.41) upon,
(∂k − εAk)abEbk = 0. (12)
After splitting momentum ~E(~x) into its longitudinal and transverse compo-
nents
Ek = E
L
k + E
T
k , ∂kE
T
k = 0, E
L
k = ∂kξ(~x)
we obtain from condition (12) that
ξ(~x) = −M−1(∂l − εAl)ETl , M = (∂j − εAj)∂j ,
Ek =
(
δkl − ∂kM−1(∂l − εAl)
)
ETl ,
and the Hamiltonian density (11) after integrating by parts is transformed
to the following form of Eq. (9)
h =
1
2
(
(δkl − ∂kM−1(∂l − εAl))ETl
)2
+
1
2
(
∂kA
a
j
)2
+
+ ε∂kA
a
j [Aj , Ak]
a +
1
2
ε2([Aj , Ak]
a)2.
The quantum counterpart Hε of Hamiltonian Hε in the coordinate rep-
resentation acts on functionals Φ(Aj(~x)) in accord with expression (9) with
Aj(~x) changed to the operator of multiplication by Aj(~x) and Ej(~x) changed
to variation δ
iδAj(~x)
. (We assume that the Planck constant equals one and do
not discuss the ordering of the canonical pairs.)
Hε = −
∫∫
R3
P εkj(~x
′, ~x)P εkj′(~x
′, ~y)
δ
δAj(~x)
δ
δAj′(~y)
d3x d3x′ d3y+
+
∫
R3
(
(∂kAj(~x))
2 + ε(A3(~x) + . . .)
)
d3x.
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During the renormalization procedure when ε → 0 the higher order terms
ε(A3+ . . .) disappear, while projector P εkj turns into the orthogonal projector
onto the transverse component
P εkj
ε→0→ Pkj = δkj − ∂k∂−2∂j , P Tkj = Pkj, PknPnj = Pkj. (13)
However, in general there is a difference between the result Hren of renormal-
ization of Hε at ε→ 0 and the first term H0 in the expansion of Hε in ε in
the vicinity of zero
Hε = H0 +
∑
n≥1
∂nHε
∂εn
∣∣
ε=0
εn
n!
. (14)
Treatment of divergences in Hε requires introduction of regulariztion param-
eters, which in turn are related to ε (see the resolvent example in [5] or [6]).
As a result some or all terms in expansion (14) may become finite even at
ε = 0 and the renormalized Hamiltonian Hren will not be equal H0. Be-
low we propose that the contribution of these finite terms is such that it
only forces Hren to acquire an alternative set of eigenstates, while preserving
the action of H0. We have already seen how this picture is realized in the
finite-dimensional examples in the last section.
More specifically, the present proposal relates to the fact that Hamiltonian
Hε might have singularities via projector P
ε
kj around the boundary functions,
which locally behave as |x|−1. Higher order homogeneous and interaction
terms have singularities of the same kind. In analogy to example (8), these
two types of singularities can cancel each other, and in this way supply the
renormalized quantum Hamiltonian with a domain having new boundary
conditions and, correspondingly, different spectral properties.
In order to see this better, let us consider the action of the quantum
Hamiltonian operator H0 from (14) upon functionals Φ(A),
H0Φ(A) = −
∫∫
R3
δ
δAk(~x)
Pkj(~x, ~y)
δ
δAj(~y)
d3x d3yΦ(A) +Q(A)Φ(A). (15)
Here Pkj is the projector (13) onto the transverse subspace, and Q(A) is the
quadratic form of the Laplace operator ∆,
Q(A) =
∫
R3
(∂kAj(~x))
2d3x = (16)
= −
∫
R3
Aj(~x)
∂2
∂x2k
Aj(~x) d
3x =
∫
R3
Aj(~x)∆Aj(~x) d
3x. (17)
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The unnormalized vacuum state of operator H0 can be constructed as a
Gaussian functional
Φ0(A) = exp{−1
2
(A, P∆
1
2PA)}. (18)
And then the n-particle excitations (the Fock states) are
Φσn(A) =
∫∫
σj1...jnn (~x1, . . . ~xn)bj1(~x1) . . . bjn( ~xn)d
3x1 . . . d
3xnΦ0(A),
where σn are some Bose-Einstein symmetric functions, and bj(~x) are the
creation operators from the corresponding pairs
bj = Pjk
( δ
δAk
−∆
1
2
kj′Aj′
)
, aj = Pjk
( δ
δAk
+∆
1
2
kj′Aj′
)
,
of creation and annihilation operators. Here quite essential is the fact that
projector P commutes with ∆, and hence, with an arbitrary function thereof
— for example with ∆
1
2 (∆ should be defined as a self-adjoint operator).
Quantum operator H0 intermixes functionals Φσn , however, as is easy to
see, it leaves n-particle subspaces invariant. For further diagonalization it
is necessary to pass to the spectral representation of operator ∆, which we
shall do below in the framework of a more general approach. The main idea
of that approach is to construct an alternative vacuum state via a method
which, in analogy to the second quantization, can be called the method of
second self-adjoint extensions.
2.1 Method of second self-adjoint extensions
In the case when the quantum Hamiltonian has the form of Eq. (15), and
the positive closed quadratic form Q(A) admits non-trivial extensions, there
arises a natural way of constructing an alternative set of “eigenstates” of
operator H0.
In general a closed semi-bounded quadratic form Q(A) can be defined
by means of a closed operator S, symmetric or self-adjoint in scalar product
(·, ·), via a natural formula
Q(A) = (A, SA) = (SA,A).
Herein domain DS of operator S is contained in domain DQ of form Q, and
the latter, generally, differs from the former quite significantly. (One can
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see, that for the field A in (17) to be in the domain of ∆ it should be twice
differentiable, while the integral in (16) requires the existence only of the
first derivative of A.) As long as Q(A) is semi-bounded and S is symmetric,
it allows self-adjoint extensions Sκ one of which – Friedrichs extension [9]
– also defines form Q, while the rest of the extensions, provided they are
semi-bounded, define different quadratic forms Qκ (for general material on
quadratic forms see section VIII.6 of book [11]). These quadratic forms in
certain cases (in fact, in a large number of simple examples) are extensions
of the original form
Q ⊂ Qκ,
that is, the domain of Q is contained in the closure of the domain of Qκ
DQ ⊂ DQκ,
and for all vectors A from DQ the equality
Q(A) = Qκ(A), A ∈ DQ,
is obeyed. In particular, [12] gives spherically symmetric extensions of quadratic
form (16)
Qκ(A) = lim
r→0
(∫
R3\Br
∣∣∂Aj
∂xk
∣∣2d3x− ( 5
3r
+
44
27
κ)
∫
∂Br
| ~A(~x)|2d2s
)
, (19)
for transverse vectors ~A(~x) with respect to the scalar product
( ~A, ~B)R3 =
∫
R3
Aj(~x)Bj(~x) d
3x.
By Br we have denoted a ball of radius r centered at any preferred point.
For all real-valued vector fields that are regular at that point (which we shall
further take to be the origin) the value of form Qκ obviously equals the value
of form (16)
Qκ(A) = Q(A) =
∫
R3
(∂Aj
∂xk
)2
d3x.
But the domain of form Qκ also includes fields with singularities of type
(1) in their three transverse components of angular momentum l = 1. The
reason for this is that for such fields the singularities of the order r−1 in the
volume integral in (19) get canceled by the singularities of the integral over
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the boundary of ball Br. Notably, the domains of all non-trivial extensions
Qκ coincide and do not depend on κ. We should also add that the coefficient
at the dimensional parameter κ in equation (19) can be taken arbitrary, the
value 44
27
has been chosen to conform to boundary condition (29), which will
be introduced later.
Next we note that by the reason that singular fields of the form (1) are
inadmissible for higher order terms of Hamiltonian Hε we can demand that
the basic relations for “eigenfunctionals” Φσn(A) of operator Hren
HrenΦσn(A) = ΛσnΦσn(A)
be obeyed only on the domain of quadratic form Q(A). But on that domain
the above relations would also be obeyed for a quantum operator with form
Qκ(A) in place of form Q(A). Form Qκ(A), after taking the square root of
and substituting into a Gaussian integral of the type (18), yields a radically
different vacuum state and a different set of excitations corresponding to a
different operator Hκ
ren
6= H0. One can propose that operator H0 is a self-
adjoint extension of some symmetric operator which is defined on a set of
functionals rapidly vanishing near boundary functions with singularities of
type (1). This symmetric operator also admits other extensions Hκ
ren
, i.e.
the ones the “eigenstates” for which are built by means of the quadratic form
Qκ(A).
It should be said that any other (possible) extension of form (16) can
be used instead of (19) within the present method, we have just picked up
the one that we know from [12]. For a more detailed study let us switch
to spherical coordinates and single out the subspace of angular momentum
l = 1 from the field variables.
2.2 Vector spherical harmonics and separation of vari-
ables
Using scalar spherical functions Ylm(ψ, ϕ) let us introduce the three vector
spherical harmonics (VSH) [13]:
~Υlm(Ω) =
~x
r
Ylm, 0 ≤ l, |m| ≤ l,
~Ψlm(Ω) =l˜
−1r~∂Ylm, 1 ≤ l, |m| ≤ l, l˜ =
√
l(l + 1),
~Φlm(Ω) =l˜
−1(~x× ~∂)Ylm, 1 ≤ l, |m| ≤ l,
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which are functions of angular variables Ω = (ψ, ϕ). These functions are
mutually orthogonal and normalized in terms of integration over the sphere,
∫
S2
~Υlm(Ω)~Ψl′m′(Ω)dΩ = 0,
∫
S2
~Υlm(Ω)~Υl′m′(Ω)dΩ = δll′δmm′ ,∫
S2
~Υlm(Ω)~Φl′m′(Ω)dΩ = 0,
∫
S2
~Ψlm(Ω)~Ψl′m′(Ω)dΩ = δll′δmm′ ,∫
S2
~Φlm(Ω)~Ψl′m′(Ω)dΩ = 0,
∫
S2
~Φlm(Ω)~Φl′m′(Ω)dΩ = δll′δmm′ .
The vector spherical harmonics enable one to uniquely represent a vector
function ~A(~x) as three sums
~A(~x) =
∑
0≤|m|≤l
ylm(r)~Υlm +
∑
l,m
χlm(r)~Ψlm +
∑
l,m
wlm(r)~Φlm. (20)
For brevity we shall from now on assume that summation in indices l, m is
always taken in the range 1 ≤ l, |m| ≤ l unless stated otherwise explicitly.
For each component of expansion (20), when acted upon with Laplacian ∆,
the following separation of variable takes place
∆
(
z(r)~Zlm
)
= − 1
r2
∂
∂r
r2
∂
∂r
z(r)~Zlm +
z(r)
r2
∆Ω ~Zlm, ~Z = ~Υ, ~Ψ, ~Φ.
The action of the spherical Laplacian ∆Ω on the VSH is non-diagonal (for
l ≥ 1) but with the given normalization it turns out to be symmetric,
∆Ω~Υlm = (2 + l˜
2)~Υlm − 2l˜~Ψlm,
∆Ω~Ψlm = −2l˜~Υlm + l˜2~Ψlm,
∆Ω~Φlm = l˜
2~Φlm.
If one imposes the condition of transversality (10) upon a vector function
~A(~x), then it will be parametrized by just two sets of functions ulm(r), wlm(r)
instead of three as in (20),
~A(~x) =
∑
l,m
(
l˜
ulm
r2
~Υlm +
u′lm
r
~Ψlm +
wlm
r
~Φlm
)
. (21)
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Each of the first two terms in the bracket is not transverse by itself, but the
terms become so when taken together,
~∂ · (l˜ ulm
r2
~Υlm +
u′lm
r
~Ψlm
)
= (22)
= l˜Ylm
(
(
u′lm
r2
− 2ulm
r3
)
~x
r
· ~x
r
+
ulm
r2
~∂ · ~x
r
)
+ l˜−1u′lm
~∂ · ~∂Ylm = 0.
The action of the quadratic form of the Laplace operator on a transverse
field ~A(~x) written in terms of new variables ulm(r), wlm(r) takes the following
form (see the corresponding equations in [14])
Q(A) =
∫
R3
Aj(~x)∆Aj(~x) d
3x =
∑
l,m
〈ulm, Tˇlulm〉l +
∑
l,m
(wlm, Tˇlwlm),
where 〈·, ·〉l is the scalar product inherited from R3
〈u, v〉l =
∫ ∞
0
(
u′(r)v′(r) +
l(l + 1)
r2
u(r)v(r)
)
dr, u(0) = v(0) = 0, (23)
while the radial part of the Laplace operator Tˇl and the scalar product (·, ·)
have been defined in (3) and (5). For now we are assuming that functions
ulm(r), wlm(r) are smooth enough and fall off rapidly towards the origin. A
surprising fact significantly simplifying calculations is that product (23) can
be defined as a sesquilinear form of operation Tl in scalar product (·, ·)
〈u, v〉l =
∫ ∞
0
u(r)
(− d2
dr2
v(r) +
l(l + 1)
r2
v(r)
)
dr = (u, Tlv). (24)
In order to avoid confusion between the differential operation Tl arising from
the scalar product and the radial part of the Laplace operator, we have
denoted the latter as Tˇl and will keep this notation later.
The kinetic term of Hamiltonian (15) can be re-written as follows,
−
∫∫
R3
δ
δAk(~x)
Pkj(~x, ~y)
δ
δAj(~x)
d3x d3y =
= −
∫∫ ( δ
δwl′m′(r′)
δwl′m′(r
′)
δAk(~x)
+
δ
δul′m′(r′)
δul′m′(r
′)
δAk(~x)
)
Pkj(~x, ~y)×
×
(δwlm(r)
δAj(~y)
δ
δwlm(r)
+
δulm(r)
δAj(~y)
δ
δulm(r)
)
dr dr′ d3x d3y. (25)
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In order for projector Pkj(~x, ~y)
P (~x, ~y) =
∑
l,m
( l˜
s
~Υlm(Ω)− ∂
∂s
~Ψlm(Ω)
)
T−1l (s, r)
( l˜
r
~Υlm(Ω′) +
∂
∂r
~Ψlm(Ω′)
)
+
+
∑
l,m
s−1~Φlm(Ω)δ(s− r)~Φlm(Ω′)r−1, ~x = (s,Ω), ~y = (r,Ω′)
to act as a unit operator on transverse functions, let us accept the following
parametrization for new variables (ulm, wlm) in terms of ~A:
wlm(r) = r
∫
dΩ ~Φlm(Ω) · ~A(r,Ω) = 1
r
∫
d3x δ(r − s)~Φlm(Ω) · ~A(~x), (26)
ulm(r) =
∫
ds T−1l (r, s)
∫
dΩ
(
l˜~Υlm(Ω)− ∂
∂s
s~Ψlm(Ω)
) · ~A(s,Ω) =
=
∫
d3x
( l˜
s2
T−1l (r, s)
~Υlm(Ω) +
1
s
(
∂
∂s
T−1l (r, s))
~Ψlm(Ω)
) · ~A(~x), (27)
where again ~x = ~x(s,Ω) and T−1l come from (4). It is not difficult to see that
these expressions restore fields ulm(r), wlm(r) from ~A(~x) expressed as (21),
while, at the same time, they get annihilated on any longitudinal component
~AL(~x) =
∑
0≤|m|≤l
(
v′lm(r)
~Υlm(Ω) +
l˜
r
vlm(r)~Ψlm(Ω)
)
= ~∂
∑
0≤|m|≤l
vlm(r)Ylm(Ω).
Let us calculate the variations δwlm
δA
, δulm
δA
from (26), (27) and substitute them
into (25). We find,
−
∫
dr dr′ d3x
( δ
δwl′m′(r′)
~Φl′m′(Ω)
δ(r′ − s)
r′
· δ(s− r)
r
~Φlm(Ω)
δ
δwlm(r)
+
+
δ
δul′m′(r′)
( l˜
s2
T−1l′ (r
′, s)~Υl′m′(Ω) +
1
s
(
∂
∂s
T−1l′ (r
′, s))~Ψl′m′(Ω)
)·
· ( l˜
s2
T−1l (s, r)
~Υlm(Ω) +
1
s
(
∂
∂s
T−1l (s, r))
~Ψlm(Ω)
) δ
δulm(r)
)
=
= −
∫
dr
δ
δwlm(r)
∂
∂wlm(r)
−
−
∫
dr′ ds dr
δ
δulm(r′)
T−1l (r
′, s)(− ∂
2
∂s2
+
l˜2
s2
)T−1l (s, r)
δ
δulm(r)
,
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where we have immediately dropped the cross terms of u and w which vanish
due to orthogonality of the VSH. In the last term the action of T−1l on Tl
produces a δ-function which removes one integration. It is worth noting
here that the appearance of coefficient T−1l (r, s) in the square of conjugate
“momenta” (i.e. in the kinetic part of the Hamiltonian) is quite natural if
the “coordinate” variable ul(r) is measured by scalar product (24) involving
operation Tl.
Adding up the kinetic and potential parts we find the following expression
for Hamiltonian (15) in terms of the new variables,
H0 =
∑
l,m
(−
∫ ∞
0
dr
δ
δwlm(r)
δ
δwlm(r)
+ (wlm, Tˇlwlm)
)
+
+
∑
l,m
(−
∫∫ ∞
0
drdr′
δ
δulm(r′)
T−1l (r
′, r)
δ
δulm(r)
+ 〈ulm, Tˇlulm〉l
)
.
As was expected, variables wlm, ulm separate for all l and m, while the
vacuum states and excitations of this Hamiltonian can be sought as products
of states of Hamiltonians
Hlm = −
∫∫ ∞
0
drdr′
δ
δulm(r′)
T−1l (r
′, r)
δ
δulm(r)
+ 〈ulm, Tˇlulm〉l
and
H
′
lm = −
∫ ∞
0
dr
δ
δwlm(r)
δ
δwlm(r)
+ (wlm, Tˇlwlm).
Hamiltonians H′lm are operators found after switching to spherical coordi-
nates and separating the variables in a Hamiltonian for a free scalar field.
For l ≥ 1 their eigenvectors are evidently defined unambiguously, and so
we do not consider them in detail, paying close attention to operators Hlm
instead.
2.3 Extensions of quadratic form of operator Tˇ1
It was shown in [12] that operator Tˇ1 in scalar product 〈·, ·〉1 is a symmetric
operator with deficiency indices of (1, 1). This operator has non-trivial self-
adjoint extensions that act as mixed expressions
Tˇ1κu(r) = T1u(r)− 2
r
u′(0) = −d
2u(r)
dr2
+
2
r2
u(r)− 2
r
u′(0). (28)
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on the domains
Dκ = {u(r) : 〈u, u〉1 <∞, 〈Tˇ1κu, Tˇ1κu〉1 <∞, 3u′′(0) = 4u′(0)}. (29)
Operators Tˇ1κ have a single-valued continuous spectrum which occupies the
non-negative half-axis, and to which the following “eigenfunctions” (the kernel
of the spectral transformation) correspond
pκ1λ(r) =
2r√
2πλ2
d
dr
1
r
(cos(ζ + λr)− cos ζ),
where the phase shift ζ is defined by
e2iζ =
λ− iκ
λ+ iκ
.
At κ < 0 operator Tˇ1κ has an eigenvalue −κ of multiplicity one (the discrete
spectrum) and an eigenfunction
q(r) = qκ(r) =
√
− 2
κ3
(
κeκr +
1− eκr
r
)
.
The set {pκ1λ, q} enjoys the conditions of orthogonality
〈pκ1λ, pκ1µ〉1 = δ(λ− µ), 〈pκ1λ, q〉1 = 0, 〈q, q〉1 = 1
and completeness,∫ ∞
0
pκ1λ(r)T
s
1 p
κ
1λ(s) dλ+ q(r)T
s
1 q(s)
∣∣
κ<0
= δ(r − s),
where index s of differential operation T s1 emphasizes that the latter acts
on variable s. Operators Tˇ1κ generate extensions 〈u, Tˇ1κu〉1 of the quadratic
forms from the potential parts of Hamiltonians H1m. The original form
〈u, Tˇ1u〉1 is defined on the set of doubly differentiable functions vanishing at
the origin along with their first derivatives
W
2
0 = {u(r) : 〈u, u〉1 <∞, 〈u, Tˇ1u〉1 <∞, u(0) = u′(0) = 0},
which corresponds to differentiable fields
~A(~x) =
√
2
u1m(r)
r2
~Υ1m(ψ, ϕ) +
u′1m(r)
r
~Ψ1m(ψ, ϕ) (30)
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regular at the origin. The extended forms 〈u, Tˇ1κu〉1 are defined on a set of
functions with an arbitrary bounded value of the derivative at the origin
W
2
1 = {u(r) : 〈u, u〉1 <∞, 〈u, Tˇ1κu〉1 <∞, u(0) = 0}.
Obviously the latter form equals the former on set W20
〈u, Tˇ1κu〉1 = 〈u, Tˇ1u〉1, u ∈W20
as long as the last term in (28) vanishes. We shall not provide a symmetric
limiting expression like (19) for the extended form, as we pass right on to
the spectral expansion instead,
〈u, Tˇ1κu〉1 =
∫∫ ∞
0
Qκ(r, s)T
r
1 u(r)T
s
1u(s) dr ds,
with
Qκ(r, s) =
∫ ∞
0
pκ1λ(r)p
κ
1λ(s)λ
2 dλ− κ2T r1 q(r)T s1 q(s)
∣∣
κ<0
,
wherein the second term exists only for κ < 0.
To conclude this subsection we note that form 〈u, Tˇ1u〉1 is in fact a special
case of form 〈u, Tˇ1κu〉1 corresponding to κ =∞ (i.e. the form of Friedrichs or
maximal extension of symmetric operator Tˇ1). From the perspective of the
spectral properties of these forms, one can observe that the spherical Bessel
function
p1λ(r) =
2r√
2πλ2
d
dr
1
r
sin λr,
appearing in the parametrization of the non-singular transverse field (30), is
a limiting case of function pκ1λ
p1λ(r) = lim
κ→∞
2r√
2πλ2
d
dr
1
r
(cos(ζ + λr)− cos ζ), ζ(κ)→ −π
2
.
2.4 Hamiltonian eigenstates at l = 1
The spectral expansion that we have obtained in the previous subsection now
allows us to write the Gaussian functional φκ0(u) for the extended quantum
operator
H
κ
1m = −
∫∫ ∞
0
drds
δ
δu(s)
T−11 (s, r)
δ
δu(r)
+ 〈u, Tˇ1κu〉1
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as the following exponent of an integral operator
φκ0(u) = exp{−
1
2
∫∫
Q
1
2
κ (r, s)T
r
1 u(r)T
s
1u(s) dr ds},
where
Q
1
2
κ (r, s) =
∫
pκ1λ(r)p
κ
1λ(s)λ dλ− iκq(r)q(s)
∣∣
κ<0
.
In this expression we have purposely pulled out differential operations T r1 ,
T s1 in order to obtain a more smooth kernel Q
1
2
κ . It is not difficult to see that
functional φκ0 satisfies the equation
H
κ
1mφ
κ
0(u) = Λ
κ
0φ
κ
0(u), Λ
κ
0 =
∫ ∞
0
T r1Q
1
2
κ (r, r
′)|r=r′dr
with some infinite eigenvalue Λκ0 . In order to diagonalize operator H
κ
1m let
us pass to the spectral representation of the quadratic form, i.e. perform the
substitution
uˆ(λ) =
∫ ∞
0
pκ1λ(r)T1u(r) dr, uˆd =
∫ ∞
0
q(r)T1u(r)
∣∣
κ<0
(note that all functions here are real), then
H
κ
1m =
∫ (− δ
δuˆ(λ)
δ
δuˆ(λ)
+ λ2uˆ2(λ)
)
dλ− κ2uˆ2d
∣∣
κ<0
.
This quantum Hamiltonian is associated to the following creation and anni-
hilation operators
bˆ(λ) = λuˆ(λ)− δ
δuˆ(λ)
, aˆ(λ) = λuˆ(λ) +
δ
δuˆ(λ)
and to a vacuum state
φˆ0(uˆ) = φ0(u(uˆ)) = exp{−1
2
∫ ∞
0
uˆ2(λ)λ dλ+
iκ
2
uˆ2d
∣∣
κ<0
}.
n-particle eigenstates are constructed as integrals with Bose-Einstein coeffi-
cients σ(λ1, . . . σλn)
φˆσn(uˆ) =
∫∫
σn(λ1, . . . λn) bˆ(λ1) . . . bˆ(λn) dλ1 . . . dλnφˆ0(uˆ), (31)
and, furthermore, for κ < 0 there are states related to the excitations of the
discrete spectrum.
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2.5 Eigenstates of the quantum Hamiltonian of a free
transverse field
The eigenstates of quantum HamiltonianHκ
ren
, involving the extended quadratic
form (19), are constructed as products of eigenstates of operators H′lm, with
1 ≤ l, |m| ≤ l, Hlm with 2 ≤ l, |m| ≤ l and Hκ1m. For diagonalization of the
first two sets of operators one can exploit the standard spectral transforma-
tion
uˆlm(λ) =
∫ ∞
0
plλ(r)Tlulm(r) dr, wˆlm(λ) =
∫ ∞
0
λplλ(r)wlm(r) dr,
where plλ(r) are some kind of spherical Bessel functions
plλ(r) =
2rl√
2πλl+1
( d
dr
1
r
)l
sinλr.
The corresponding creation and annihilation operators as well as the vacuum
states look as follows,
bˆlm(λ) = λuˆlm(λ)− δ
δuˆlm(λ)
, aˆlm(λ) = λuˆlm(λ) +
δ
δuˆlm(λ)
bˆ′lm(λ) = λwˆlm(λ)−
δ
δwˆlm(λ)
, aˆ′lm(λ) = λwˆlm(λ) +
δ
δwˆlm(λ)
,
φˆ0(uˆlm) = exp{−1
2
∫ ∞
0
uˆ2lm(λ)λ dλ},
φˆ′0(wˆlm) = exp{−
1
2
∫ ∞
0
wˆ2lm(λ)λ dλ}.
Diagonalization of Hamiltonian Hκ1m via the transformation
uˆ1m(λ) =
∫ ∞
0
pκ1λ(r)T1u1m(r) dr,
has been described in the previous subsection. It is worth to note here
that in a spherically non-symmetric case coefficients κ may be different for
components corresponding to different values m of the third component of
the angular momentum.
In terms of variables uˆlm, wˆlm we find the resulting Hamiltonian
Hˆ
κ
ren
=
∑
−1≤m≤1
Hˆ
κ
1m +
∑
2≤l,|m|≤l
Hˆlm +
∑
1≤l,|m|≤l
Hˆ
′
lm,
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and the vacuum state
Φκ0 =
∏
−1≤m≤1
φ1m(uˆ1m)×
∏
2≤l,|m|≤l
φlm(uˆlm)×
∏
l,m
φ′lm(wˆlm),
while the n-particle states are obtained from Eq. (31) by replacing creation
operator bˆ(λ) with an operator c(λ) and φˆ0 with Φˆ
κ
0
Φˆσn({uˆ}) =
∫∫
σn(λ1, . . . λn) c(λ1) . . . c(λn) dλ1 . . . dλnΦˆ0({uˆ}),
where c(λ) can take either of the values bˆlm(λ) or bˆ
′
lm(λ).
3 Conclusion and discussion
We have constructed a system of states satisfying the eigenstate equations
for a quantum Hamiltonian operator of a free transverse field. The resulting
sets generally depend on a preferred point in space and do not possess scale
invariance (i.e. depend on a dimensional parameter). Our construction has
heavily relied upon the properties of extensions of the quadratic form of the
Laplace operator which appears in the potential term of the Hamiltonian.
These extensions can be written in an invariant form (19) which, similar to
the transversality condition, does not imply a transition to spherical coordi-
nates or using any preferred functional parametrization of the type of (21).
A natural question arises here about a possibility to generalize form (19) to
the case of two or more preferred points in the space
Q{κ}(A) = lim
r→0
(∫
R3\{Br,n}
(∂Ak
∂xj
)2
d3x−
N∑
n=1
( 5
3r
+ κn
) ∫
∂Br,n
| ~A(~x)|2d2s
)
,
— would such a form satisfy the conditions of theorem VIII.15 of [11], does
it have the corresponding self-adjoint operator, and if it does, can a spectral
representation be found for the latter? A significant difficulty here can be in
the transversality condition. It is not clear, whether it survives the closure
w. r. to the norm provided by the scalar product and the quadratic form.
For the case of a single preferred point there already exists a spectral rep-
resentation for the transverse functions, which further enables us to discuss
related physics, while for the case of several preferred points there may be
no such representation at all.
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Another important remark is that, seemingly, representation of a physical
object (a field mediating an interaction) in terms of a vector function on
a three-dimensional space is not the right method to describe the problem.
While two functions with singularities at two different points may represent a
single physical object at different moments in time, they cannot be expressed
in terms of a common basis, i.e. they do not have a common representation
in terms of a single orthogonal set. This, therefore, creates a significant
obstacle for describing the possible dynamics of the system.
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