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THE ANDERSON MODEL WITH MISSING SITES
CONSTANZA ROJAS-MOLINA
Abstract. In the present note we show dynamical localization for an
Anderson model with missing sites in a discrete setting at the bottom
of the spectrum in arbitrary dimension d. In this model, the random
potential is defined on a relatively dense subset of Zd, not necessarily
periodic, i.e., a Delone set in Zd. To work in the lower band edge we
need no further assumption on the geometric complexity of the Delone
set. We use a spatial averaging argument by Bourgain-Kenig to obtain
a uniform Wegner estimate and an initial length scale estimate, which
yields localization through the Multiscale Analysis for non ergodic mod-
els. This argument gives an explicit dependence on the maximal distance
parameter of the Delone set for the Wegner estimate. We discuss the
case of the upper spectral band edge and the arising need of imposing
the (complexity) condition of strict uniform pattern frequency on the
Delone set.
1. Introduction and main result
Consider the operator
Hω = −∆+ Vω on ℓ2(Zd) (1.1)
where d ≥ 1 is the dimension,
Vω(n) =
{
ω(n) if n ∈ D
0 otherwise.
(1.2)
where (ω(n))n∈D are i.i.d. random variables with regular, compactly sup-
ported probability distribution µ such that suppµ ⊂ [0,M ], for M > 0.
We denote the probability space by (Ω,P), where Ω = [0,M ]D. Here D is
a subset of Zd, not necessarily periodic, and relatively dense. This means
there exists a constant R ≥ 1, such that every closed cube in Zd of side
length R in the max-norm of Zd contains at least one point of D. We call
such D an R-Delone set in Zd (note that the usual uniform discreteness
property used to define Delone sets is trivially satisfied in Zd). The oper-
ator Hω with the potential Vω is called the Anderson model with missing
sites and fits in the more general framework of Delone–Anderson operators
[RM12a, GMRM, BNSS06, RMV12, Kle].
We say that Hω exhibits dynamical localization in an interval I, I ∩
σ(Hω) 6= ∅, if for any ψ ∈ ℓ2(Zd) we have, with probability one:
sup
t∈R
‖〈X〉p/2e−itHωPω(I)ψ‖ <∞, for all p ≥ 0, (1.3)
Key words and phrases. random Schro¨dinger operators, Wegner estimate, Delone-
Anderson operators, dynamical localization, Delone dynamical systems.
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where Pω(I) denotes the spectral projection of Hω associated to the interval
I. Note that the norm in (1.3) is a measure of the spreading of the wave
ψ in space as a function of time. Therefore, dynamical localization means
absence of diffusion, in the sense that the particle stays localized in space
uniformly for all times. For a thorough exposition of the subject, see [Kir08,
Kle08, Sto01]. The method we use to prove localization, the Multiscale
Analysis, actually proves stronger notions of dynamical localization, see the
discussion in [Kle08, Section 3].
For standard Anderson models, i.e. with D = Zd, dynamical localization
has been proved at the bottom of the spectrum in arbitrary dimension. The
Anderson model with missing sites, on the other hand, presents the difficulty
of having gaps in the potential, so there is no covering condition. In the
continuum, the problem of obtaining dynamical localization and proving
Wegner estimates without any covering condition was treated in [CHK03,
KV02, RMV12, Kle], among others.
More general models, but still associated to periodic settings in Zd were
considered in [CE] in the Lifshitz tails regime at the bottom of the spec-
trum. This allowed the authors to prove dynamical localization using the
Fractional Moment Method [AM93]. However, in the case where D is non
periodic, Hω is a non ergodic Hamiltonian and therefore the Integrated
Density of States (IDS) cannot be proven to exist as a non random object
with the standard techniques. This problem was addressed for Delone–
Anderson models on graphs in [MR07, Section 4] and in the continous set-
ting in [GMRM], showing that under certain conditions on the geometric
complexity of the Delone set, as finite local complexity and strict uniform
pattern frequency, the IDS exists, is non random and it gives information
about the almost sure spectrum of Hω. The IDS for Delone operators, that
is, purely aperiodic settings, has been thoroughly studied in the literature,
see e.g. [LS03, LS05, LS06, LV09].
For a study of dynamical localization in non ergodic models on L2(Rd)
and in particular, Delone–Anderson models, see [RM12a]. Previous results
for the latter model were obtained in [BNSS06] using the Fractional Moment
Method. In [RM12a] a generalization of the Bootstrap multiscale analysis
[GK01] was obtained for continuous non ergodic models, which holds in the
discrete setting, under the condition that all probabilistic estimates involved
are uniform with respect to translations in space. Therefore, to prove that
Hω exhibits dynamical localization at the spectral band edges, it is enough
to show that a uniform Wegner estimate and a uniform initial length scale
estimate hold for energies in that range.
The main purpose of this note is to show dynamical localization for Hω
at the lower band edge, using an averaging argument by Bourgain-Kenig
[BK05] (see also [CHK07, Ger08, GMRM]). We also show that a geomet-
ric assumption on the Delone set D is enough to establish the existence of
almost sure spectrum around the upper band edge, or, equivalently, at the
bottom of the spectrum in the case of a non trivial bounded background
potential. To study the bottom of the spectrum we need no assumption on
the existence of the IDS nor we need information on its asymptotic behavior.
As a consequence, we do not need to impose any condition on the geometric
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complexity of D. For the upper band edge, however, one needs to impose
that D satisfies the property of strict positive uniform pattern frequency
(SUPF). Note that since D is embedded in Zd, it is trivially of finite local
complexity (FLC) (see [MR12, Section 2.3] for a complete definition). These
geometric conditions are needed to ensure that there is almost surely spec-
trum in the region where one can prove localization. Once D satisfies the
property SUPF, and since it is of FLC, results from [MR07, GMRM] show
that the IDS exists, is non random and the spectrum of Hω is given by the
support of the density of states measure associated to the IDS. Then, there
exists a set Σ ⊂ R, such that Σ = σ(Hω) for almost every ω ∈ Ω.
Let us recall that for u ∈ ℓ2(Zd),
H0u(n) = −∆u(n) = −
∑
|m−n|1=1
(u(m)− u(n)) . (1.4)
Using a Fourier transform, it is easy to see that σ(H0) = [0, 4d], where σ(A)
denotes the spectrum of an operator A. By assuming 0 ∈ suppµ, one can
use a Borel-Cantelli type argument (see [RM12a, Section 6.4]) to show that
[0, 4d] ⊂ σ(Hω) ⊂ [0, 4d +M ], almost surely (1.5)
The lower band edge of σ(Hω) corresponds to E0 = 0, while the upper band
edge corresponds to some value E∗ = supΣ ∈ [4d, 4d + M ]. In Section
3 we show that, although we do not know if there are spectral gaps in
the spectrum beyond 4d, the energy E∗ is not an isolated spectral value of
σ(Hω), almost surely.
Our main result is the following ([RM12b]):
Theorem 1.1. Let D be an arbitrary Delone set and assume 0 ∈ suppµ.
For any d ≥ 1, Hω defined in (1.1) exhibits dynamical localization at the
bottom of the spectrum.
Our proof relies on a spatial averaging argument by Bourgain-Kenig
[BK05, Section 4], see also [GHK07, Ger08, GMRM]. It consists in us-
ing an averaged version of the original potential, that proves to be a good
approximation at the bottom of the spectrum of −∆. The case of the upper
band edge is equivalent to study the bottom of the spectrum of an operator
H˜ω = H˜0 + V˜ω, where H˜0 is now a perturbation of the Laplacian by a po-
tential supported in Zd \D. In this case the averaging argument no longer
works.
Remark 1.2. As this note was being written, the author learned about Elgart
and Klein’s recent work [EK13]. There, they use another approach to prove
dynamical localization at spectral band edges for H˜ω without averaging of
the potential, that allows them to treat the case of a non trivial background
potential.
In our proof, the averaging argument gives concentration estimates on the
eigenfunctions of finite volume versions of Hω. Basically, we prove that a De-
lone potential accounts for lifting the spectrum of H0 by a certain constant
that depends only on the dimension, the single-site potential, the support of
the random variables and the parameter R of the Delone set D (in [EK13],
this is proven through a different argument). These inequalities, in turn,
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give both the optimal uniform Wegner estimates following [CHK07], and an
estimate on the spectral gap generated at the bottom of the spectrum by
the finite volume restrictions. The initial length scale estimates are then a
consequence of the existence of such a gap and Combes-Thomas estimates.
This is done for the lower band edge in Section 2 and does not need a Lifshitz
tails behavior. To our knowledge, so far Lifshitz tails have been obtained at
the bottom of the spectrum only for the case where the unperturbed Hamil-
tonian is −∆ [MR07, GMRM]. In the upper band edge, or in the case of a
non zero background potential, it is necessary to impose a disorder condi-
tion on the probability measure of the random variables, which in a certain
way replaces the Lifshitz tails estimates. Namely, one needs to impose the
following condition: for some α > 0 and τ > d/2
µ˜((0, t]) ≤ αtτ for t > 0 small. (1.6)
where µ˜ is the probability measure associated to the random variables ω˜(n) =
M − ω(n).
In Section 3 we comment on the upper band edge and the geometric
property needed on the Delone set D to ensure that there exists spectrum
around the band edge almost surely.
Using for the upper band edge of Hω the results obtained by [EK13]
for more general settings together with Theorem 1.1 one can conclude the
following:
Corollary 1.3. Let D be a Delone set satisfying the property of strict posi-
tive uniform pattern frequency. Assume {0,M} ∈ suppµ and let (1.6) hold.
For any d ≥ 1, Hω defined in (1.1) exhibits dynamical localization at the
spectral band edges.
We denote by ΛL(x) = [−L + x,L + x]d ⊂ Zd the cube of side length
2L + 1 ∈ N centered in x ∈ Zd. We denote by Hx,L the restriction of an
operator H to a cube ΛL(x) and omit the center x from the notation when
results are uniform in x. For a Borel set I ⊂ R we write P (I) = χI(H)
for the spectral projection of H associated to I. In particular, we use the
notation P0,x,L(I) = χI(H0,x,L) for the spectral projection of H0 restricted
to the cube ΛL(x) . For n = (n1, ..., nd) ∈ Zd we write |n|∞ := max1≤i≤d |ni|
for the max-norm and |n|1 :=
∑
i=1,...d |ni| for the graph norm in ℓ2(Zd). We
denote by ‖·‖ the ℓ2-norm, and by ℓc(Zd) the compactly supported functions
on Zd.
2. Dynamical localization at the lower band edge
2.1. The Wegner Estimate. The following is the uniform Wegner esti-
mate needed to apply the Bootstrap Multiscale Analysis method for non
ergodic models.
Theorem 2.1. There exists an energy EW such that for any compact inter-
val I ⊂ I = [0, EW ], there exists a finite constant QW = QW (I, µ,R) such
that for every E ∈ I,
P (dist(σ(Hω,x,L), E) ≤ η) ≤ QW ηLd (2.1)
for η ∈ (0, 1] and L ∈ N, uniformly with respect to x ∈ Zd.
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Let
Vx,L(n) =
∑
γ∈D∩ΛL(x)
δγ(n), (2.2)
where δγ(n) is the Kronecker delta. The proof Theorem 2.1 follows from the
proof of [CHK07, Theorem 1.1], which holds in the discrete setting and relies
on the positivity estimate [CHK07, Teorem 2.1]. The proof of Theorem 2.1
is therefore a consequence of the following,
Lemma 2.2. Let L ∈ N, L > R. There exists an energy EW ∈ R+ and
a positive constant C such that for I = [0, EW ], for any x ∈ Zd and ϕ ∈
Ran P0,x,L(I), we have
〈Vx,Lϕ,ϕ〉ΛL(x) ≥ C‖ϕ‖2ΛL(x) (2.3)
Proof. For simplicity, we omit the center of the box x from the notation,
since the results are uniform in x, and write ‖ · ‖ instead of ‖ · ‖ΛL . Let
L > R and consider the spatial average of VL(n) over the cube Λ2R = {n ∈
Z
d : |n|∞ ≤ 2R} given by
WL(n) :=
1
(4R+ 1)d
∑
γ∈Λ2R(0)
VL(n− γ). (2.4)
Note that for each point n ∈ ΛL, the sum in the last line is non zero. In
particular, for n ∈ ΛL near the boundary of ΛL, since L > R there always
exists a sub-cube ΛR ⊂ Λ2R(n), completely contained in ΛL, that contains
at least one point of D. By averaging in space we retrieve the following
covering condition:
WL(n) ≥ 1
(4R + 1)d
∑
m∈ΛL
δm(n) =
1
(4R + 1)d
χΛL . (2.5)
Let ϕ ∈ Ran P0,L([0, 1]), with suppϕ ⊂ ΛL and ‖ϕ‖ = 1, then
〈VLϕ,ϕ〉 = 〈Wlϕ,ϕ〉 + 〈(VL −WL)ϕ,ϕ〉
≥ 1
(4R+ 1)d
‖ϕ‖2 − 〈(WL − VL)ϕ,ϕ〉. (2.6)
In order to obtain a lower bound, we need an upper bound on the second
term in the r.h.s. of the last inequality.
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〈(WL − VL)ϕ,ϕ〉 = 1
(4R+ 1)d
∑
n∈Zd
ϕ(n)

 ∑
γ∈Λ2R(0)
VL(n− γ)ϕ(n)


−
∑
n∈Zd
ϕ(n)VL(n)ϕ(n)
=
1
(4R+ 1)d
∑
γ∈Λ2R(0)
∑
n∈Zd
ϕ(n+ γ)VL(n)ϕ(n + γ)
− 1
(4R + 1)d
∑
γ∈Λ2R(0)
∑
n∈Zd
ϕ(n)VL(n)ϕ(n)
=
1
(4R+ 1)d
∑
γ∈Λ2R(0)
(〈VLϕ(·+ γ), ϕ(· + γ)〉 − 〈VLϕ,ϕ〉) .
(2.7)
Note that
|〈VLϕ(· + γ), ϕ(·+ γ)〉 − 〈VLϕ,ϕ〉|
= |〈VLϕ(· + γ), (ϕ(· + γ)− ϕ)〉+ 〈VLϕ(· + γ), ϕ〉 − 〈VLϕ,ϕ〉|
= |〈VLϕ(· + γ), (ϕ(· + γ)− ϕ)〉+ 〈VL(ϕ(· + γ)− ϕ), ϕ〉|
≤ 2‖VL‖∞‖ϕ(· + γ)− ϕ‖. (2.8)
Thus
| 〈(WL − VL)ϕ,ϕ〉 | ≤ 2‖VL‖∞
(4R + 1)d
∑
γ∈Λ2R(0)
‖ϕ(· + γ)− ϕ‖. (2.9)
For every γ ∈ Λ2R(0), consider the shortest path between γ and 0 (if
this is not unique, pick one). Let {ei}di=1 be the canonical base of Zd. For
γ =
∑d
i=1 aiei, this shortest path can be written as a sequence of vectors in
Z
d:
βγ1 := e1, β
γ
2 := 2e1, ..., β
γ
a1 = a1e1, (2.10)
βγa1+1 = a1e1 + e2, ..., β
γ
k = a1e1 + ...+ aded − 1,
where k = a1 + a2 + ...ad. Since |γ|∞ ≤ 2R, we have that 0 ≤ k ≤ 2Rd and
they satisfy ∣∣βγi+1 − βγi ∣∣1 = 1 for i = 0, 1, 2, ...k, (2.11)
with βγ0 := 0 and β
γ
k+1 := γ. Then,
‖ϕ(· + γ)− ϕ‖ = ‖ϕ(· + γ)± ϕ(·+ βγk )± ϕ(· + βγk−1)...± ϕ(·+ βγ1 )− ϕ(·)‖
≤ ‖ϕ(· + γ)− ϕ(·+ βγk )‖+ ‖ϕ(· + βγk )− ϕ(·+ βγk−1)‖
+ ...+ ‖ϕ(·+ βγ1 )− ϕ(·)‖.
This is a sum of at most 2Rd+ 1 terms of the form
‖ϕ(· +m)− ϕ(·+ n)‖ where |m− n|1 = 1, (2.12)
and each of these terms is inferior or equal to
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√
2〈H0ϕ,ϕ〉ΛL =

∑
n∈ΛL
∑
|m−n|
1
=1
|ϕ(m)− ϕ(n)|2


1/2
.
Then, ∀γ ∈ Λ2R(0), we have that ‖ϕ(·+ γ)−ϕ‖ ≤ (2Rd+1)
√
2〈H0ϕ,ϕ〉ΛL .
This implies that
∑
γ∈ΛR(0)
‖ϕ(·+ γ)− ϕ‖ ≤ (4R + 1)d(2Rd+ 1)
√
2〈H0ϕ,ϕ〉ΛL . (2.13)
Then,
|〈(WL − VL)ϕ,ϕ〉| ≤ 2‖VL‖∞4
√
2Rd
√
〈H0ϕ,ϕ〉ΛL (2.14)
where we used that R ≥ 1. Replacing this in (2.6) gives
〈VLϕ,ϕ〉 ≥ 1
(4R + 1)d
− 8d
√
2‖VL‖∞R (〈H0ϕ,ϕ〉ΛL)1/2 := C (2.15)
Since ‖VL‖∞ = 1 and R ≥ 1, for C to be positive, it is enough that
E˜W :=
(
(8
√
2dR(4R + 1)d
)−2
> 〈H0ϕ,ϕ〉ΛL (2.16)
That is, there exists an energy EW := q
2E˜W > 0 with q ∈ (0, 1) such
that for I = [0, EW ] and ϕ ∈ Ran P0,L(I), (2.3) holds with a constant
C = (1− q)(4R+ 1)−d. 
2.2. The initial length scale estimate. To start the Bootstrap Multiscale
analysis in the non ergodic setting, it is enough to prove the existence of a
spectral gap above E0 := inf σ(Hω) = 0 a.s. for the finite-volume operator
Hω,x,L. This was done in the continuous setting in [Ger08, Proposition 3.1]
using the spatial averaging argument from Section 2.1 and holds also in the
discrete case in the following form
Proposition 2.3. For p > 0, there exists a scale L˜ = L˜(d, µ, p,R) such that
for all L ≥ L˜ we have
inf
x∈Zd
P
(
Hω,x,L ≥ CR−2(d+2)(logL)−2/d
)
≥ 1− L−pd, (2.17)
where the positive constant C depends on the parameters p, d,M and µ.
For the reader’s convenience, we sketch the proof of [Ger08, Proposition
3.1] with the corresponding changes in the discrete setting.
Proof. For simplicity we write ‖ · ‖ for ‖ · ‖ΛL and, since the results are
uniform in x, we omit this subscript from the notation. Take L ∈ N, L > R,
and consider the spatial average of Vω,L = VωχΛL over the cube Λ2RK(0),
for some K > 1 to be chosen later. For n ∈ ΛL, define
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Wω,L(n) :=
1
(4RK + 1)d
∑
γ∈Λ2RK (0)
Vω,L(n− γ) (2.18)
≥ 1
(5R)d

 min
j∈ΛL∩D
1
Kd
∑
γ∈ΛK/3(j)∩D
ω(γ)

χΛL (2.19)
We can obtain a lower bound for the last line using the theory of large
deviations (see e.g. [Ger08, Eq. 3.10]). We obtain, for K big enough
P
(
Wω,L ≥ 1
(5R)d
µ¯
2
χΛL
)
> 1− Lde−Cµ,R,dKd , (2.20)
for some constant Cµ,R,d depending on the probability measure µ,R and d,
where µ¯ is the mean of µ (the dependence on R, d, proportional to R−d,
comes from the fact that Kd/Rd . |ΛK ∩D| . Kd). Therefore,
H¯ω,L := −∆+Wω,L ≥ 1
(5R)d
µ¯
2
on ΛL, (2.21)
with a probability larger than 1− LdeCµ,R,dKd.
Take ϕ ∈ ℓc(Zd), suppϕ ⊂ ΛL and ‖ϕ‖ = 1. Then, with a probability
larger than 1− Lde−Cµ,R,dKd we have that
〈Hω,Lϕ,ϕ〉 = 〈H¯ω,Lϕ,ϕ〉 − 〈(Wω,L − Vω,L)ϕ,ϕ〉
≥ 1
(5R)d
µ¯
2
‖ϕ‖ − 〈(Wω,L − Vω,L)ϕ,ϕ〉. (2.22)
The second term in the r.h.s. of the last line can be estimated as its de-
terministic counterpart (2.6) in the proof of Lemma 2.2. Recalling that
‖Vω‖∞ =M , we get
| 〈(Wω,L − Vω,L)ϕ,ϕ〉 | ≤ 8d
√
2MRK
√
〈H0ϕ,ϕ〉ΛL (2.23)
Since Vω,L ≥ 0, 〈H0ϕ,ϕ〉 ≤ 〈Hω,Lϕ,ϕ〉. Moreover, since we work at the
bottom of the spectrum we can assume 〈Hω,Lϕ,ϕ〉 ≤ 1, by taking ϕ ∈
Ran Pω,L([0, 1]). This yields
〈Hω,Lϕ,ϕ〉 ≥
(
(5R)d2(1 + 8d
√
2MRK)
)−2
(µ¯)2, (2.24)
with a probability larger than 1− Lde−Cµ,R,dKd.
Given p > 0, take K =
(
(p+1)d
Cµ,R,d
logL
)1/d
, with L big enough depending
on the parameters d, µ, p,R, so we obtain (2.17).

2.3. Proof of Theorem 1.1: Localization through the Multiscale
Analysis. The Bootstrap Multiscale Analysis is at its core an iteration
procedure that shows a fast decay of the local resolvents of Hω,x,L in some
energy interval, as L tends to infinity. This in turn yields, among other
things, dynamical localization. For a detailed description of the method, see
[Kir08, Kle08, Sto01].
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As stated in [GK01, Theorem 3.4], in order to perform the Multiscale
Analysis in some energy interval I and obtain all its consequences, it is
enough to verify a Wegner estimate and an initial length scale estimate
(ILSE) in I. This method requires some standard regularity conditions on
the random potential [GK01, Section 2]. The Multiscale Analysis can be
applied to non ergodic models that satisfy the aforementioned assumptions
for finite-volume operators Hω,x,L uniformly with respect to the center x ∈
Z
d of the cube, see [RM12a, Section 2].
In our case, we have assumed that the random variables are i.i.d. and
have a regular probability distribution, so Vω as defined in (1.2) satisfies
the standard regularity assumptions. Then, what is left to verify in order
to apply the Multiscale Analysis is that the two main ingredients hold, the
Wegner estimate and the ILSE, uniformly with respect to the center x ∈ Zd
[RM12a, Theorem 2.3]. The first is obtained in Theorem 2.1, while the ILSE
is a consequence of Proposition 3.3. Namely, we proved that there exists a
spectral gap in σ(Hω,x,L) above the spectral infimum E0 = 0, then the
Combes-Thomas estimate transforms this into a decay of the resolvent for
energies near E0 (see e.g. [Kir08, Section 11.2] and the references therein).
3. Comment on the upper band edge
Note that by reflecting the spectrum of Hω with respect to the origin and
shifting it by a constant 4d+M , the problem of studying the upper spectral
band edge of Hω is equivalent to study the bottom of the spectrum of the
operator H˜ω given by
H˜ω = −Hω + 4d+M = ∆+ 4d+M
∑
n∈Zd\D
δn +
∑
n∈D
ω˜(n)δn
= H˜0 + V˜ω (3.1)
where
H˜0 = ∆+ 4d+M
∑
n∈Zd\D
δn := ∆ + 4d+ V0, (3.2)
and V˜ω is the alloy type potential of the form (1.2) corresponding to the
random variables ω˜(n) = M − ω(n). Denote by µ˜ the probability measure
for ω˜(n). We have that supp µ˜ ⊂ [0,M ]. Here we assume moreover the
following
0 ∈ supp µ˜, that is, M ∈ suppµ. (3.3)
We need to recall some basic definitions from the theory of Delone dy-
namical sets, which will give us later a way of characterize the Delone sets
for which working at the band edges is well defined (see [MR12, Section
2.3]).
Definition 3.1. i) Given an R-Delone set D ⊂ Zd, any finite subset
Q ⊂ D is called a pattern of D. Two sets Q,Q′ ⊂ D are called
equivalent if there exists x ∈ Zd such that x+Q = Q′.
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iii) Let (ΛL)L∈N be a sequence of concentric cubes of side length L in
Z
d. We define the pattern frequency of Q in D as the following limit,
if it exists,
η(Q) := lim
L→∞
♯{Q˜ ⊂ D : ∃x ∈ (−ΛL) s.t. x+Q = Q˜}
|ΛL| , (3.4)
that is, the number of equivalent patterns of Q in D per volume
converges (it is known that is quantity is always bounded, so the
question is to know whether the equality lim inf = lim sup holds
[MR12, Lemma 2.25]).
v) We say that D has uniform pattern frequency if for any pattern
Q ⊂ D the sequence
ηx,L(Q) :=
♯{Q˜ ⊂ D : ∃y ∈ (x+ ΛL) s.t. y + Q˜ = Q}
|ΛL| (3.5)
converges uniformly with respect to x ∈ Zd, when L goes to infinity.
Moreover, we say that D has a strict uniform pattern frequency
(SUPF) if this limit is strictly positive.
It was proven in [GMRM] (see also [MR07]) that if the Delone set D is of
finite local complexity and of strict uniform pattern frequency, then there
exists a set Σ ⊂ R such that we have σ(Hω) = σ(H˜ω) = Σ almost surely.
What is left to prove is that E∗ = supσ(Hω) = inf σ(H˜ω) is not an isolated
spectral value.
Recall that for the lower spectral edge, if 0 ∈ suppµ, then one can use
a Borel-Cantelli argument as in [RM12a, Eq. 6.4] and follow the proof of
[Kir08, Theorem 3.9] to show that σ(−∆) ⊂ σ(Hω) almost surely, using
the translation invariance of −∆. Note that the background potential V0 in
(3.2) is of Delone type, since Zd \D is also a Delone set if D has the SUPF
property, so H˜0 is not invariant under arbitrary translations. To recover
an analogous result for σ(H˜ω) and σ(H˜0), we can replace this translation
invariance with the SUPF property. We have the following,
Proposition 3.2. Let 0 ∈ supp µ˜ and assume that the Delone set D has the
property of strict uniform pattern frequency. Then, for H˜0 = ∆ + 4d + V0
defined in (3.2) and H˜ω defined in (3.1), we have
σ(H˜0) ⊂ σ(H˜ω) almost surely. (3.6)
Proof. Since there is a one-to-one correspondence between the patterns of
D and Zd \D, if D satisfies the SUPF property, so does Zd \D. Indeed, any
pattern Q of D is of the form Q = D ∩K, where K ⊂ Zd is a compact set,
and Q˜ = (Zd \D) ∩K is the corresponding (unique) pattern in Zd \D.
Let E ∈ σ(H˜0) and take a Weyl sequence ϕk ∈ ℓc(Zd) associated to it. For
every k, letKk ⊂ Zd be a finite cube such that suppϕk ⊂ Kk. Because of the
SUPF property, every pattern Kk∩Zd\D (and therefore Kk∩D) is repeated
infinitely many times in Zd. Fix k and extract a sequence {vj(k)}j ⊂ Zd,
with j in some index set J (k), such that the cubes {Kk + vj(k)}j generate
patterns that are equivalent to the patterns {Kk∩Zd \D}k and are pairwise
disjoint. Note that for every j ∈ J (k),
V0χKk = V0χKk+vj(k) and V˜ χKk = V˜ χKk+vj(k), (3.7)
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where V˜ (n) =
∑
γ∈D δγ(n). This implies that the events
Aj = {ω : ωγ < 1/k, ∀γ ∈ Kk + vj(k)} (3.8)
are independent and P (Aj) = P (A0) > 0, since 0 ∈ supp µ˜. By the Borel-
Cantelli Lemma, we have that
Ωk := {ω : ω ∈ Aj for infinitely many j} (3.9)
has probability one. We have that the countable intersection Ω˜ :=
⋂
k Ωk
has also probability one.
Let us denote the index set of the Aj in Ωk by J ′(k). Now, among the
{v(k)j}j∈J ′(k), for every k we can pick a vector vk ∈ {v(k)j}j∈J ′(k) such
that the cubes {Kk + vk}k are pairwise disjoint and ‖VωχKk+vk‖∞ < 1/k
almost surely.
Then, the sequence {ψk := ϕk(· − vk)}k with suppψk ⊂ Kk + vk, is by
construction a Weyl sequence for E and H˜ω, for ω ∈ Ω˜ (by (3.7) it is a Weyl
sequence for H˜0). 
We write E∗ := inf σ(H˜0). Then, since V˜ω ≥ 0, by (3.6) we have that
inf σ(H˜ω) = E∗ ≥ 0 a.s. Since we do not know the nature of the spectrum
of H˜0, in order to show that any dynamical localization result at the bottom
of the spectrum of H˜ω is non empty, we need to prove that there is almost
sure spectrum in, at least, a neighborhood of E∗.
The following result is known in the literature of deterministic ergodic
potentials in dimension 1 (see [Su¨t95, Section 6.2, Problem 2]).
Proposition 3.3. If the Delone set D has the property of strict uniform
pattern frequency, then the spectrum of H˜0 is essential spectrum.
Proof. As explained in the proof of Proposition 3.2, if D satisfies the SUPF
property, so does Zd \ D. Let E ∈ σ(H˜0). By Weyl’s criterion, there
exists a (normalized) Weyl sequence ϕk in the core of H˜0, ℓc(Z
d) such that
‖(H˜0−E)ϕk‖ < 1/k for any k big enough. To prove that E ∈ σess(H˜0), it is
enough to prove that one can extract an orthogonal Weyl sequence sequence
from ϕk.
For each ϕk, take a compact set Kk ⊂ Zd such that suppϕk ⊂ Kk and
dist(suppϕ,Zd \ Kk) > 1. Because of the SUPF property, every pattern
Kk ∩ Zd \ D (and therefore Kk ∩ D) is repeated infinitely many times in
Z
d. We can extract a sequence {vk}k ⊂ Zd, such that the cubes {Kk + vk}k
generate patterns that are equivalent to the patterns {Kk ∩ Zd \ D}k and
are pairwise disjoint. Consider the sequence {ψk := ϕk(· − vk)}k. Since
suppψk ⊂ Kk + vk, the sequence is orthogonal.
Since 4d+∆ is invariant with respect to translations by vk and V0χKk+vk =
V0χKk , we get ‖(H˜0 − E)ψk‖ = ‖(H˜0 − E)ϕk‖ ≤ 1/k, i.e., {ψk}k is an
orthonormal Weyl sequence for E. 
In particular, E∗ ∈ σess(H˜0) and E∗ ∈ σess(H˜ω), by (3.6). The localiza-
tion results in [EK13, Section 1.2.3] at the bottom of the spectrum of H˜ω,
which imply finite multiplicity of eigenvalues, together with Proposition 3.3
12 CONSTANZA ROJAS-MOLINA
yields that E∗ is not an isolated spectral value of H˜ω. Note that in dimen-
sion 1 this result is direct, since the essential spectrum does not contain
degenerated eigenvalues.
Remark 3.4. Note that property of strict uniform pattern frequency implies
condition [EK13, Eq. 1.13].
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