With recent advances in high-throughput genotyping techniques, many genome-wide association studies have been conducted to understand the relationship between genes and complex diseases. Though single SNP analysis is common for many genetic studies, this approach has a limitation in explaining genetic changes in complex diseases. Most complex diseases cannot be explained by a single gene mutation, and lack of success in many genetic studies could be attributed to gene-gene interactions. Although various methods have been developed to identify gene-gene interactions for binary traits, few statistical methods are currently available for determining the genetic interactions associated with quantitative traits. To address this problem, we propose CL-MDR method. It is a modified version of multifactor dimensionality reduction for quantitative traits. The proposed method was examined by simulation studies, which showed that CL-MDR successfully identified interactions associated with quantitative traits. We have also applied our approach to a Korean GWAS data for illustration.
Introduction
With the recent advent of high-throughput genotyping technologies, genome-wide association studies (GWAS) have become widely used to understand the association of genes with complex diseases. A common approach to analyse GWAS data is single-locus analysis, whereby each marker is tested individually for association with the phenotype. However, this approach has a limited ability to explain genetic changes in complex diseases such as hypertension, diabetes, and autism spectrum disorders (Seng and Seng, 2008; Zuk et al., 2012) . Because the risk of a given disease may be explained by genetic variations at other loci and/or environmental factors, finding gene-gene and/or geneenvironment interactions may be critical for obtaining a more complete understanding of the factors influencing disease risk.
Various statistical methods have been suggested for finding gene-gene interactions. Each method has specific statistical/genetic model assumptions, and is derived from different definitions of gene-gene interactions (Cordell, 2009; Hu et al., 2014) . For binary trait of case-control study, one of the approaches is the use of logistic regression models that include interaction terms. However, such models have a limited capacity to deal with high-order interactions and fail to characterise the epistasis model when there is no major effect (Culverhouse et al., 2002) . This may lead to an increase in the frequency of type 2 errors and a decreased statistical power (Moore et al., 2002) . Although penalised version of logistic regression may be used as an alternative, it suffers from heavy computational burden to estimate the parameters (Huh and Park, 2016) . Another popular approach is multifactor dimensionality reduction (MDR) (Ritchie et al., 2001) , which is a non-parametric combinatorial approach that reduces the number of dimensions for dichotomous traits. It reduces multi-locus genotypes into two groups of high-risk and low-risk. Each genotype cell is labelled as high-risk or low-risk based on whether the ratio of case-to-control in cell is greater or less than the threshold. This process reduces the model's dimension into one. The best combination interaction model is selected by balanced accuracy measures. Several extensions have been derived from the original MDR method (Damian et al., 2015; Gui et al., 2011; Chung et al., 2007; Lee et al., 2007) . Additionally, methods based on the theory of information entropy have also been recently developed for dichotomous traits (Kang et al., 2008; Yee et al., 2013) .
While there are many statistical methods for dichotomous traits, relatively few attempts have been made for quantitative traits such as blood pressure, body mass index, and waist circumference. As a parametric approach, regression model containing interaction term may be applied, but it has the same limitations as in logistic regression. As a non-parametric approach, generalised MDR (GMDR) and model-based MDR are two extensions of MDR for continuous traits (Lou et al., 2007; Calle et al., 2008) . GMDR uses the residual score of a generalised linear model to assign genotype combinations as either high-risk or low-risk. Model-based MDR uses a generalised linear model to classify cells into three groups. However, the algorithms used in those methods are not computationally efficient to implement (Gui et al., 2013) . To overcome this problem, quantitative MDR (QMDR) was developed, which uses a t-statistic, instead of a balanced accuracy metric (Gui et al., 2013) . However, the application of QMDR may be limited by its assumption of a normal distribution of data, and it has the disadvantage of being affected by outliers. On the other hand, the m-spacing method, using entropy, was recently developed as an extension from information theory (Yee et al., 2015) . Although the m-spacing method can adequately identify genetic interactions, it has a long execution time.
In this study, we propose a new extension of the MDR algorithm for quantitative traits called clustering MDR (CL-MDR). The CL-MDR method is based on k-means clustering and trimming. It is less sensitive to outliers than the other MDR-based methods. We will introduce the algorithm of CL-MDR first, and then present the results of CL-MDR, applied to both simulation data and Korean GWAS data.
Methods
Consider that we have a dataset with n samples, p SNPs, and a continuous phenotype. Let X be the n  p genotype matrix of p biallelic SNPs and y be the n  1 phenotype vector of the continuous trait values. Figure 1 illustrates the general steps for the proposed CL-MDR method. The three stages of the proposed CL-MDR method are as follows. ii) Perform k-means clustering on the phenotype vector y and divide the samples into two groups, C 1 and C 2 .
iii) Calculate global ratio θ, the ratio of individuals in C 1 to those in C 2 . 
Results

Simulations
To evaluate the performance of the proposed CL-MDR method, we generated simulation data for three types of quantitative trait distributions: normal distribution, gamma distribution, and mixture of two normal distributions. Each data set consisted of 400 individuals with 20 SNPs. We used 70 different penetrance values with 2nd order interactions as described previously (Velez et al., 2007) . There were 14 combinations of seven heritability values of 0.01, 0.025, 0.05, 0.1, 0.2, 0.3, and 0.4, and two minor allele frequencies (MAF) of 0.2 and 0.4. Assuming two SNPs, termed S 1 and S 2 , affecting one phenotype, a phenotype value y was generated as follows:
for the case of normal distribution. Here f ij is the penetrance value described in Calle et al. (2008) . For gamma distribution, the phenotype values were generated from the following distribution
where, the parameters k and θ were determined by the relations ij f k  and 2 2 1 k     . For a mixed distribution, cells were classified as high-risk and low-risk by comparing the average of each cell f ij to the estimated total average. The total average was estimated using the number of individuals corresponding to each multi-locus genotype and f ij . The low-risk group phenotype value was generated by the same approach as in the normal case, whereas the high-risk group phenotype value was generated as follows, Overall, 3 × 70 different cases were set up, with 100 simulated data files generated for each case. Using the above simulated data sets, we compared the statistical powers of the proposed CL-MDR, QMDR, GMDR, and MDR. Before applying the CL-MDR method, we trimmed the top 2% and the bottom 2% of the data. For GMDR and MDR, we classified samples into two groups, by median and mean of samples respectively, and selected the best models based on their balanced accuracy; the average of the proportion corrects responses of each group individually. The vertical axis represents the hit ratios, the ratio at which the incorporated causal pair is identified to have the strongest association. For the normal distribution, the hit ratio of CL-MDR was higher than that of GMDR and MDR, but slightly lower than that of QMDR. For the mixed distribution, powers of CL-MDR and QMDR were similar, while those of MDR and GMDR were low. The power of CL-MDR was higher than that of QMDR, when the heritability was less than 0.2. In the case of gamma distribution, CL-MDR and GMDR showed similar powers for high heritability, while MDR and QMDR had much lower hit ratios. When the heritability was less than 0.1, the power of GMDR was higher than that of CL-MDR. The CL-MDR generally performed better than classical MDR approach. In the mixture and gamma distributions, CL-MDR showed stable performances regardless of their distributions.
Real data analysis
To investigate the effectiveness of CL-MDR method, genome-wide association study data from the Korea Association Resource project were used (Cho et al., 2009) . Among the available phenotypes, we chose the two phenotypes of 'height' and '2-hour oral glucose tolerance test glucose (2-hour OGTT)'. Height showed a symmetric distribution, whereas 2-hour OGTT had a left-shifted distribution (Figure 3 ). The total number of SNPs was 327,872 from 22 chromosomes. The total sample size of 'height' was 8842, and that of '2-hour OGTT glucose' was 8387. Among them, we used 1000 selected SNPs from Yee et al. (2015) and Yee et al. (2016) for height and 2-hour OGTT, respectively. The best SNP pair for the second-order interaction was found among combinations of top 100 SNPs obtained from the first-order interaction. To calculate the p-value for the best model, we permuted the phenotypes 1000 times. Table 1 indicates the best SNP models with their 1st and 2nd-order interactions. In the 1st-order analysis of height, the proposed CL-MDR detected rs7632381 as the best model. The rs7632381 was found from previous studies as a marker associated with human height (Duncan, 2012; Kim et al., 2010; Lin et al., 2017) . The QMDR and GMDR chose the same SNP, rs11184316, as the best model; the best model selected by the MDR was rs4679115. To our knowledge, there is no study that reports rs11184316 and rs4679115 as height-related markers. The MDR showed a relatively high CVC value (CVC = 9), but had low BA values. The GMDR had lower BA and CVC than MDR. In the 2nd-order analysis of height, CL-MDR, QMDR, and GMDR selected the same SNP pair, rs770503 and rs11184316; MDR chose SNP pair rs8141847 and rs11136584. All the SNPs selected by three methods, except MDR, have not been reported as heightrelated markers yet. For the phenotype of 2-hour OGTT, all methods selected different SNPs as the best in the 1st-order analysis. The rs2868088, which was chosen by CL-MDR, has been reported several times as the diabetes-related SNP in Korean population (Go et al., 2014; Lee et al., 2014) . The rs2328549 was also reported in several articles (Ng et al., 2013; Yee et al., 2016) . In the 2nd-order analysis, CL-MDR selected the SNP pair rs1983003 and rs2868088 as the best model. CL-MDR and QMDR shared rs2868088, whereas QMDR and GMDR shared rs3120592. However, all four methods selected different SNP pairs and none of them, except rs2868088, is reported as a diabetes-related marker. The CL-MDR showed higher CVC than other methods (CVC = 7).
Discussion
For the improved analysis of gene-gene interactions associated with quantitative traits, we have proposed the CL-MDR method, as a new extension of the MDR algorithm. In this study, we considered two clusters of the samples. Instead of dividing the samples into two clusters of high-risk and low-risk groups, one may divide the samples into several clusters. For example, the CL-MDR classifier may assign samples with the l-th multi-locus genotype into the j-th cluster c(j) as follows:
Here, p j is the proportion of the j-th cluster in the total dataset and p lj is the proportion of the j-th cluster in the l-th multi-locus genotype, where {1, 2,..., 3 } m l  and {1, 2,..., } j k  . The proposed CL-MDR method is less susceptible to confounding effects from outliers than other MDR-based methods, because it applies trimming procedures prior to clustering. From the simulation results, the powers of QMDR and CL-MDR were found to be higher than those of GMDR and MDR, when the trait had a normal distribution. For non-normal distributions, the power of CL-MDR was higher than that of QMDR. Therefore, the proposed CL-MDR method can be used effectively, regardless of the assumed data distribution.
