On a class of quasilinear systems with sign-changing nonlinearities  by Hai, D.D.
J. Math. Anal. Appl. 334 (2007) 965–976
www.elsevier.com/locate/jmaa
On a class of quasilinear systems
with sign-changing nonlinearities
D.D. Hai
Department of Mathematics, Mississippi State University, Mississippi State, MS 39762, USA
Received 23 August 2006
Available online 23 January 2007
Submitted by P.J. McKenna
Abstract
We prove existence and nonexistence of positive solutions for the quasilinear system
−pu = λa(x)f (u, v) in Ω,
−qv = μb(x)g(u, v) in Ω,
u = v = 0 on ∂Ω,
where pu = div(|∇u|p−2∇u), qv = div(|∇v|q−2∇v), p,q > 1, Ω is a bounded domain in RN , and
the coefficients a(x) and b(x) are allowed to change sign.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the existence and nonexistence of positive solutions to the quasilin-
ear system⎧⎪⎨
⎪⎩
−pu = λa(x)f (u, v) in Ω,
−qv = μb(x)g(u, v) in Ω,
u = v = 0 on ∂Ω,
(1.1)
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div(|∇u|p−2∇u), qv = div(|∇v|q−2∇v), λ, μ are positive parameters, and a(x), b(x) are
bounded functions that can change sign.
We are motivated by the studies of the boundary value problems for the single equation{
−pu = λa(x)f (u) in Ω,
u = 0 on ∂Ω, (1.2)
where p > 1 and a(x) is allowed to change sign. In the case when p = 2 and f (0) > 0, the exis-
tence of positive solutions to (1.2) for λ > 0 small was obtained in [1,3,4,8] under the assumption
that the boundary value problem{
−z = a(x) in Ω,
z = 0 on ∂Ω,
has a positive solution z with ∂z
∂n
< 0 on ∂Ω , where n denotes the outward unit normal vec-
tor. Nonexistence results for (1.2) when λ is large were obtained in [4] in the case of a ball,
and in [10] for a general domain. The results in [1,3,4,8,10] were extended to the quasilinear
problem (1.2) in [9]. Related existence results for (1.2) when a(x) is allowed to be negative
near the boundary can be found in [12]. We refer to [2] for results on systems related to (1.1)
in the semilinear case p = q = 2. In this paper, we shall obtain existence results for the qua-
silinear system (1.1) when f (t, t) is p-sublinear in at 0 and g(t, t) is q-sublinear at 0, i.e.,
limt→0+ f (t,t)tp−1 = limt→0+ g(t,t)tq−1 = ∞, and λ, μ are small. Nonexistence results are also obtained.
Our approach depends on comparison principles and regularity results for solutions to quasilinear
problems.
2. Main results
Throughout the paper we assume that a, b ∈ L∞(Ω). We shall denote by ‖.‖r the norm
in Lr(Ω) and by |C| the Lebesgue measure of a set C.
By a solution (u, v) of (1.1), we mean u ∈ W 1,p0 (Ω), v ∈ W 1,q0 (Ω) which satisfies (1.1) in the
weak sense, i.e.,∫
Ω
|∇u|p−2∇u.∇φ dx = λ
∫
Ω
a(x)f (u, v) dx
and ∫
Ω
|∇v|q−2∇v.∇φ dx = μ
∫
Ω
b(x)g(u, v) dx
for every φ ∈ C∞0 (Ω).
We make the following assumptions:
(A.1) f,g :R+ × R+ → R+ are continuous, where R+ = [0,∞),
(A.2) f,g are nondecreasing in u,v, and
lim
t→0+
f (t, t)
tp−1
= ∞, lim
t→0+
g(t, t)
tq−1
= ∞,
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−pz1 = a(x) in Ω,
z1 = 0 on ∂Ω
and {
−qz2 = b(x) in Ω,
z2 = 0 on ∂Ω
have positive solutions z1, z2 with ∂z1∂n ,
∂z2
∂n
< 0 on ∂Ω .
Our main results are
Theorem 2.1. Let (A.1)–(A.2) hold and let a0, b0 be positive numbers.
Let
A = {x ∈ Ω: a(x) a0}, B = {x ∈ Ω: b(x) b0}
and suppose that |A|, |B| > 0. Then there exists a positive number γ such that for γ0 ∈ (0, γ ), the
problem (1.1) has a positive solution for γ0 < λ,μ < γ provided that |Ω\A| and |Ω\B| < ε0,
where ε0 is a positive number depending on γ0. If, in addition,
(i) f,g are bounded then the above conclusion holds for λ,μ ∈ (γ0,∞),
(ii) f,g are bounded and f (0,0), g(0,0) > 0 then the above conclusion holds for λ,μ ∈ (0,∞).
When f (0,0), g(0,0) > 0, the existence results in the first part of Theorem 2.1 can be im-
proved in
Theorem 2.2. Let (A.1), (A.3) hold and suppose that f (0,0), g(0,0) > 0. Then there exists a
positive number γ such that problem (1.1) has a positive solution (u, v) for 0 < λ,μ < γ .
The next result shows that if the Neumann conditions in (A.3) are omitted then Theorem 2.2
may not hold.
Theorem 2.3. Suppose that p = 2, f (u, v) = f (u) is of class C1 on R+, f (0) > 0, f ′(0) < 0,
and
lim sup
u→∞
f (u)
u
< ∞.
Let a(x) be such that the problem
−z = a(x) in Ω,
z = 0 on ∂Ω
has a positive solution z1 with ∂z1∂n (x0) = 0 for some x0 ∈ ∂Ω .
Then the boundary value problem
−u = λa(x)f (u) in Ω,
u = 0 on ∂Ω (2.1)
has no positive solution for λ > 0 small.
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or λ,μ large.
Theorem 2.4. Let (A.1) hold and suppose that
(A.4) there exists a positive number M such that for all u,v > 0,
f (u, v)M
(
up−1 + vp−1),
g(u, v)M
(
uq−1 + vq−1).
Then there exists a positive number γ such that problem (1.1) has no bounded positive solution
for λ,μ < γ .
Theorem 2.5. Let (A.1) hold, f (u, v) = f (v), g(u, v) = g(u), and suppose that
(A.5) there exist an open ball B in Ω and a positive number ε such that
a(x), b(x) ε for a.e. x ∈ B,
(A.6) there exists a positive number m such that
f (v) + g(u)m(vp−1 + uq−1) for all u,v > 0.
Then there exists a positive number γ0 such that problem (1.1) has no bounded positive solution
for λ,μ > γ0.
Remarks. 1. If ‖a+‖∞,‖b+‖∞ > 0, where z+ = max(z,0), and 0 < a0 < ‖a+‖∞, 0 < b0 <
‖b+‖∞ then |A|, |B| > 0, where A and B are defined in Theorem 2.1.
2. Note that part (ii) of Theorem 2.1 holds if monotonicity of f,g is replaced by the assump-
tions that f,g are bounded below by a positive number.
3. Note that Theorem 2.3 with f bounded was established in [3, Theorem 5].
4. The assumption (A.4) is somehow the “opposite” condition to (A.2).
Examples. 1. Let
f (u, v) = 1 + e−u−v, g(u, v) = e uvuv+1 .
Then 1  f,g  e. Hence it follows from (ii) of Theorem 2.1 that (1.1) has a positive solution
for all λ,μ > 0 provided that |Ω\A| and |Ω\B| are sufficiently small.
2. Let a, b satisfy (A.3) and (A.5). Let
f (u, v) = eαv, g(u, v) = eβu,
where α,β > 0. Then it follows from Theorems 2.2 and 2.5 that (1.1) has a positive solution for
λ,μ small and no positive solutions for λ,μ large.
3. Let
f (u, v) =
m∑(
ciu
αi + divβi
)
, g(u, v) =
n∑(
Ciu
γi + Divδi
)
,i=1 i=1
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for some j ∈ {1, . . . , n}. Then Theorem 2.1 gives existence of positive solutions to (1.1) for λ,μ
in a certain range provided that |Ω\A| and |Ω\B| are sufficiently small.
Note that when f (u, v) = vp1, g(u, v) = uq1 , where 0 < p1 < p − 1, 0 < q1 < q − 1,
then (1.1) has a positive solution for all λ,μ > 0 if |Ω\A| and |Ω\B| are sufficiently small.
Indeed, let (u0, v0) be a positive solution to (1.1)λ0,μ0 . Then using a scaling argument, we see
that (uλ, vλ) with uλ = αu0, vλ = βv0, where
α =
[(
λ
λ0
) 1
p−1( μ
μ0
) r1
q−1 ] 11−r1r2
, β =
[(
μ
μ0
) 1
q−1( λ
λ0
) r2
p−1 ] 11−r1r2
,
where r1 = p1p−1 , r2 = q1q−1 , is a positive solution of (1.1)λ,μ.
3. Proof of main results
The following lemma is crucial in the proofs of our existence results.
Lemma 3.1. Let r > 1, M > 0, and h ∈ L∞(Ω) such that ‖h‖∞ M .
Let z be the solution of{
−rz = h in Ω,
z = 0 on ∂Ω, (3.1)
and suppose that z > 0 in Ω , ∂z
∂n
< 0 on ∂Ω . Let h˜ ∈ L∞(Ω) satisfy ‖h˜‖∞ M , and let z˜ be the
solution of{−rz˜ = h˜ in Ω,
z˜ = 0 on ∂Ω. (3.2)
Then there exists a positive number δ depending only on Ω , r , M such that if ‖h˜− h‖2 < δ then
z˜ z
2
in Ω.
Proof. Suppose by contradiction that no such δ exists. Then there exists a sequence (hn) in
L∞(Ω) with ‖hn‖∞ M , ‖hn − h‖2 < 1n , and zn  z2 in Ω , where zn is the solution of (3.2)
with h˜ = hn.
By the weak comparison principle (see, e.g., [5,6,13]),
‖z‖∞, ‖zn‖∞ M1/(r−1)‖Φ0‖∞ for all n,
where Φ0 is the solution of
−rΦ0 = 1 in Ω, Φ0 = 0 on ∂Ω
(see also Lemma 10.8 in [7] for similar estimates). By a result of Lieberman [11], there exist
C > 0 and α ∈ (0,1) such that
|z|C1,α , |zn|C1,α < C for all n.
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Ω
|∇znk |r−2∇z.∇φ dx =
∫
Ω
hnkφ dx,
∫
Ω
|∇z|r−2∇z.∇φ dx =
∫
Ω
hφ dx
for all φ ∈ W 1,r ′(Ω), r ′ = r
r−1 , letting n → ∞ gives∫
Ω
|∇ z¯|r−2∇ z¯.∇φ dx =
∫
Ω
hφ dx,
i.e., z¯ = z. Hence zn → z in C1(Ω¯). Since there exists a positive number m such that z(x) 
md(x,Ω) for all x ∈ Ω , it follows that zn  z2 in Ω for large n, a contradiction. 
Corollary 3.1. Let A and B be defined in Theorem 2.1 and suppose that |A|, |B| > 0. Then there
exists a positive number ε such that (A.3) holds if
|Ω\A|, |Ω\B| < ε.
Proof. Let z be the solution of
−pz = a0 in Ω, z = 0 on ∂Ω.
Then, by the strong maximum principle [14], z > 0 in Ω , ∂z
∂n
< 0 on ∂Ω . Let z1 be the solution
of
−pz1 = a(x) in Ω, z1 = 0 on ∂Ω.
Then z1  z˜1, where
−pz˜1 =
{
a0 in A,
−‖a‖∞ in Ω\A, z˜1 = 0 on ∂Ω.
Applying Lemma 3.1 to z and z˜1, it follows that if |Ω\A| is small enough then
z˜1 
z
2
,
i.e., z1 satisfies (A.3). Similarly, z2 satisfies (A.3) if |Ω\B| is sufficiently small. 
We are now ready to give
Proof of Theorem 2.1. Let Φ , Ψ be the solutions of
−pΦ = 1 in Ω, Φ = 0 on ∂Ω,
−qΨ = 1 in Ω, Ψ = 0 on ∂Ω. (3.3)
Let λ1 (respectively μ1) be the first eigenvalue of −p (respectively −q) with Dirichlet
boundary condition, and Φ1(Ψ1) the corresponding positive normalized eigenfunctions, i.e.,
‖Φ1‖∞ = ‖Ψ1‖∞ = 1. Note that there exist positive constants c, c1 such that
Ψ1  cΦ1, Φ1  c1Ψ1 in Ω. (3.4)
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γ ‖a‖∞f (d, d)
) 1
p−1 ‖Φ‖∞ < d,(
γ ‖b‖∞g(d, d)
) 1
q−1 ‖Ψ ‖∞ < d. (3.5)
Let γ0 ∈ (0, γ ). By (A.2), there exists m ∈ (0, d) such that
f (t, t) > K1t
p−1 and g(t, t) > K2tq−1 for t ∈ (0,m], (3.6)
where K1 = ( 2c2 )p−1 λ1γ0a0 , K2 = ( 2c2 )q−1
μ1
γ0b0
, and c2 = min(c, c1,1).
Let δ1 (respectively δ2) be given by Lemma 3.1 with r = p(q), h = 2p−1λ1(mΦ1)p−1
(2q−1μ1(mΨ1)q−1), and
M = max{(2m)p−1λ1, ‖a‖∞f (d, d), (2m)q−1μ1, ‖b‖∞g(d, d)}.
Fix λ,μ ∈ (γ0, γ ). We shall verify that the system (1.1) has a positive solution for λ,μ ∈ (γ0, γ )
if
2M|Ω\A|1/2 < δ1 and 2M|Ω\B|1/2 < δ2, (3.7)
where we recall that A = {x ∈ Ω: a(x) a0}, B = {x ∈ Ω: b(x) b0}. Let E = C(Ω¯)×C(Ω¯)
equipped with the supremum norm and define
K = {(u, v) ∈ E: mΦ1  u d, mΨ1  v  d}.
Then K is a closed convex subset in E. Now, for each (u0, v0) ∈ E, let (u, v) = T (u0, v0) be the
solution of⎧⎪⎨
⎪⎩
−pu = λa(x)f
(
u+0 , v
+
0
)
in Ω,
−qv = μb(x)g
(
u+0 , v
+
0
)
in Ω,
u = v = 0 on ∂Ω.
Then T is a completely continuous mapping on E. We claim that T maps K into K.
To this end, let (u0, v0) ∈ K and let (u, v) = T (u0, v0). Since
−pu = λa(x)f (u0, v0) γ ‖a‖∞f (d, d)
it follows from (3.5) and the weak comparison principle that
u
(
γ ‖a‖∞f (d, d)
) 1
p−1 Φ  d in Ω.
Similarly, v  d in Ω . Next, it follows from (3.4) and (3.6) that
λa0f (u0, v0) λa0f (mΦ1,mΨ1) λa0f (mc2Φ1,mc2Φ1)
 λa0K1(mc2Φ1)p−1  2p−1λ1mp−1Φp−11 .
Therefore
−pu = λa(x)f (u0, v0)
{
2p−1λ1(mΦ1)p−1 in A,
−‖a‖∞f (d, d) in Ω\A, (3.8)
which implies u z˜, where z˜ is the solution of
−pz˜ = h˜ :=
{
2p−1λ1(mΦ1)p−1 in A,
−‖a‖∞f (d, d) in Ω\A, z˜ = 0 on ∂Ω.
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−pz = h := 2p−1λ1(mΦ1)p−1 in Ω, z = 0 on ∂Ω.
Then ‖h − h˜‖2 < δ1 by (3.7), and so it follows from Lemma 3.1 that
z˜ z
2
= mΦ1 in Ω.
The inequality v mΨ1 in Ω can be derived in a similar manner. Thus T : K → K, as claimed.
By the Schauder fixed point theorem, T has a fixed point (u, v) in K, which is a positive solution
of (1.1).
Suppose, in addition to (A.1)–(A.2), that f and g are bounded on R+ × R+. Let γ0 > 0 and
suppose that λ,μ > γ0. Replacing d , f (d, d), g(d, d) in the above proof by d¯ , ‖f ‖∞, ‖g‖∞
respectively, where
d¯ = max{(λ‖a‖∞‖f ‖∞) 1p−1 ‖Φ‖∞, (μ‖b‖∞‖g‖∞) 1q−1 ‖Ψ ‖∞},
and proceeding as above, we obtain the existence of a positive solution (u, v) if |Ω\A| and
|Ω\B| are sufficiently small. If f (0,0), g(0,0) > 0 and f,g are bounded then we replace (3.8)
by
−p
(
u
λ
1
p−1
)
= a(x)f (u0, v0)
{
a0f (0,0) in A,
−‖a‖∞‖f ‖∞ in Ω\A,
and let δ1 (respectively δ2) be given by Lemma 3.1 with r = p(q), h = a0f (0,0) (b0g(0,0)),
and M = max(‖a‖∞‖f ‖∞,‖b‖∞‖g‖∞). It follows that
u
λ
1
p−1
 1
2
(
a0f (0,0)
) 1
p−1 Φ
if |Ω\A| < δ1. Similarly, v  μ
1
q−1
2 (b0g(0,0))
1
q−1 Ψ if |Ω\B| < δ2.
Hence, if we define
K =
{
(u, v) ∈ E: (λa0f (0,0))
1
p−1
2
Φ  u d¯, (μb0g(0,0))
1
q−1
2
Ψ  v  d¯
}
,
then T : K → K and (ii) follows. 
Proof of Theorem 2.2. Let d > 0 be such that
f (u, v), g(u, v) > 0 for (u, v) ∈ [0, d] × [0, d].
Let
w1 = f
1
p−1 (0,0)z1, w2 = g
1
q−1 (0,0)z2,
where z1 and z2 are defined in (A.3). Then w1,w2 > 0 in Ω , ∂w1∂n , ∂w2∂n < 0 on ∂Ω , and
−pw1 = a(x)f (0,0) := h1 in Ω, w1 = 0 on ∂Ω,
−qw2 = b(x)g(0,0) := h2 in Ω, w2 = 0 on ∂Ω. (3.9)
Let δ1(δ2) be given by Lemma 3.1 with r =p(q), z=w1(w2), h=h1(h2), M = max{‖a‖∞f˜ (d),
‖b‖∞g˜(d)}, where k˜(d) = sup0u,vd k(u, v).
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‖a‖∞
∣∣f (u, v) − f (0,0)∣∣< δ1,
‖b‖∞
∣∣g(u, v) − g(0,0)∣∣< δ2 (3.10)
for (u, v) ∈ [0, d0] × [0, d0]. Define the space E and the operator T as in the proof of Theo-
rem 2.1. Let (u, v) ∈ E and suppose that
(u, v) = θT (u, v)
for some θ ∈ (0,1). Then we have
−pu = λθp−1a(x)f (u+, v+) in Ω,
−qv = μθq−1b(x)g(u+, v+) in Ω,
u = v = 0 on ∂Ω.
Using the comparison principle, we obtain
‖u‖∞ 
(
λ‖a‖∞
∥∥f (u+, v+)∥∥∞) 1p−1 ‖Φ‖∞,
‖v‖∞ 
(
μ‖b‖∞
∥∥g(u+, v+)∥∥∞) 1q−1 ‖Ψ ‖∞. (3.11)
Suppose λ and μ are sufficiently small so that(
λ‖a‖∞f˜ (d0)
) 1
p−1 ‖Φ‖∞,
(
μ‖b‖∞g˜(d0)
) 1
q−1 ‖Ψ ‖∞ < d0.
Then it is easily seen from (3.11) that ‖(u, v)‖∞ = d0. Hence the Leray–Schauder fixed point
theorem implies the existence of a fixed point (u, v) in E with ‖(u, v)‖∞  d0. Since
−p
(
u
λ
1
p−1
)
= a(x)f (u+, v+) in Ω,
and ∥∥a(x)f (u+, v+) − a(x)f (0,0)∥∥∞  ‖a‖∞∥∥f (u+, v+) − f (0,0)∥∥∞ < δ1
by (3.10), it follows from (3.9) and Lemma 3.1 that
u
λ
1
p−1
 1
2
w1 > 0 in Ω.
Similarly v  12μ
1
q−1 w2 > 0 in Ω . This completes the proof of Theorem 2.2. 
Proof of Theorem 2.3. Let δ0 > 0 be such that
f (u) > 0, f ′(u) < 0 on [0, δ0],
and let C1,C2 > 0 such that
f (u) C1u + C2 for all u > 0.
Let λ > 0 be small enough so that
λC1‖a‖∞‖Φ‖∞ < 1 and λ‖a‖∞C2‖Φ‖∞ < δ0,1 − λC1‖a‖∞‖Φ‖∞
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−u = λa(x)f (u) λ‖a‖∞
(
C1‖u‖∞ + C2
)
in Ω,
which implies
‖u‖∞  λ‖a‖∞
(
C1‖u‖∞ + C2
)‖Φ‖∞
or, equivalently,
‖u‖∞  λ‖a‖∞C2‖Φ‖∞1 − λC1‖a‖∞‖Φ‖∞ < δ0.
Define u˜(x) = ∫ u(x)0 1f (s) ds. Then u˜ > 0 in Ω and satisfies
−u˜ = λa(x) + f
′(u)
f 2(u)
|∇u|2  λa(x) in Ω,
u˜ = 0 on ∂Ω.
Since |∇u| ≡ 0 in Ω , it follows from the strong maximum principle that u˜ < λz1 in Ω and
∂u˜
∂n
>
∂(λz1)
∂n
on ∂Ω . In particular,
∂u˜
∂n
(x0) >
∂(λz1)
∂n
(x0) = 0.
Since u˜ = 0 on ∂Ω , this shows that u˜ assumes negative values near x = x0. This contradicts the
fact that u˜ > 0 in Ω and concludes the proof of Theorem 2.3. 
Proof of Theorem 2.4. Suppose that (u, v) is a positive solution to (1.1). Then we have
−pu = λa(x)f (u, v) λM‖a‖∞
(‖u‖p−1∞ + ‖v‖p−1∞ ),
−qv = μb(x)g(u, v) μM‖b‖∞
(‖u‖q−1∞ + ‖v‖q−1∞ ),
which implies
u
(
λM‖a‖∞
) 1
p−1 (‖u‖p−1∞ + ‖v‖p−1∞ ) 1p−1 Φ,
v 
(
μM‖b‖∞
) 1
q−1 (‖u‖q−1∞ + ‖v‖q−1∞ ) 1q−1 Ψ, (3.12)
where Φ and Ψ are defined by (3.3). Using the inequality(
xr + yr)1/r  (max{21−r ,1})1/r (x + y)
for r, x, y  0, we obtain from (3.12) that
‖u‖∞ + ‖v‖∞ K
((
λM‖a‖∞
) 1
p−1 + (μM‖b‖∞) 1q−1 )(‖u‖∞ + ‖v‖∞),
where K = max{‖Φ‖∞,‖Ψ ‖∞}(max{21−r ,1}1/r ). This gives a contradiction if
K
((
λM‖a‖∞
) 1
p−1 + (μM‖b‖∞) 1q−1 )< 1. 
Proof of Theorem 2.5. Without loss of generality, we assume that B¯ ⊂ Ω . We first note that the
assumption (A.6) implies
f (v)mvp−1 for all v > 0
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g(u)muq−1 for all u > 0.
Suppose that f (v)mvp−1 for all v > 0. We shall distinguish into two cases.
Case 1. f (0) = 0. Then it follows from (A.6) that
g(u)muq−1 for u > 0.
Suppose that (u, v) is a positive solution of (1.1). Then we have
−pu = λa(x)f (v) λεmvp−1 in B. (3.13)
Let λ˜1(μ˜1) be the first eigenvalue of −p , (−q) in B with Dirichlet boundary conditions, and
φ1(ψ1) a corresponding positive eigenfunction. Then there exist constants c˜, c˜1 > 0 such that
φ1  c˜1ψ1, ψ1  c˜φ1 in Ω. (3.14)
Let δ > 0 be the largest number so that
v  δφ1 in B. (3.15)
Then we have from (3.13) and (3.15) that
−pu λεm(δφ1)p−1 in B,
and therefore
u
(
λεm
λ˜1
) 1
p−1
δφ1 in B. (3.16)
Using (3.14) and (3.16) in the equation for v, we obtain
−qv  μεmuq−1  μεm
(
λεm
λ˜1
) q−1
p−1
(δc˜1ψ1)
q−1 in B.
Hence by the weak comparison principle
v 
(
μεm
μ˜1
) 1
q−1(λεm
λ˜1
) 1
p−1
δc˜1c˜φ1 in B,
a contradiction with the maximality of δ if μ
1
q−1 λ
1
p−1 is large enough.
Case 2. f (0) > 0. Then there is a number δ0 > 0 such that
f (t) δ0 for all t  0.
Hence
−pu λεδ0 in B,
from which it follows that
u (λεδ0)
1
p−1 Φ˜ in B, (3.17)
where Φ˜ satisfies
−pΦ˜ = 1 in B, Φ˜ = 0 on ∂B.
976 D.D. Hai / J. Math. Anal. Appl. 334 (2007) 965–976Let D be an open set such that D ⊂ D¯ ⊂ B and let c > 0 such that
Φ˜q−1  c in D¯. (3.18)
Suppose m(λεδ0)
q−1
p−1 c > 2f (0). Then we obtain from (3.17) and (3.18) that
muq−1 m(λεδ0)
q−1
p−1 c > 2f (0),
which implies
g(u)muq−1 − f (0) m
2
uq−1 in D.
Using the same arguments as in Case 1 in D, we reach a contradiction if μ
1
q−1 λ
1
p−1 is large
enough. The case when g(u)muq−1 for all u > 0 is treated in a similar manner. This completes
the proof of Theorem 2.5. 
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