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Abstract-The ability to rapidly acquire synchronized phasor 
measurements from around the system opens up new 
possibilies for power system protection and control. In this 
paper we develop a novel class of fuzzy hyperrectangular 
composite neural networks which utilize synchronized phasor 
measurements to provide fast transient stability swings 
prediction for use with high-speed control. Primary features 
of the method include constructing a fuzzy neural network for 
all fault locations, using a short window of realistic-precision 
post-fault phasor measurements for the prediction, and 
testing robustness to variations in the operating point. From 
simulation tests on a sample power system, it reveals that the 
proposed tool can yield a highly successful prediction rate in 
real-time. 
I. INTRODUCTION 
With the advent of phasor measurement units 
(PMUs)[9,10] capable of tracking the dynamics of an 
electric power system, and with modern telecommunication 
abilities, utilities are becoming able to response 
intelligently to an event in progress. By synchronizing 
sampling of microprocessor-based systems, phasor 
calculations can be placed on a common reference [ 113. 
The magnitudes and angles of these phasors comprise the 
state of the power system and are used in state estimation 
and transient stability analysis. By communicating time- 
tagged phasor measurements to a central location the 
dynamic state of the system can be tracked in real time. An 
emerging application of this technology is to track the state 
of the system immediately following a transient event to 
select an appropriate remedial control action. One such 
real-time control strategy is already being implemented at 
the Florida-Georgia interface[3], and others are currently 
under developments[5]. More specifically, use can be made 
of these measurements to predict a developing swing and 
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instantaneously initiate important relay operations such as 
outsf-step blocking and tripping[ 151, or other control 
actions such as fast-valve control of turbines, dynamic 
braking, supercondcting magnetic energy storage system[2], 
system switching, or modulation of High Voltage Direct 
Current (HVDC) link power flow[9]. 
There are obvious differences between the real-time 
stability preQction problem and on-line dynamic security 
assessments. In conventional dynamic security assessments 
[6,8,13], in which the critical clearing time (CCT) is to be 
found, there are three stages that a power system goes 
through: prefault, fault-on and postfault stages. In the 
prediction problem, the CCT is not of interest. Instead, one 
can monitor the progress of the transient in real time, 
thanks to the technique of synchronized phasor 
measurements. Moreover, we assume in a real-time 
problem that protection systems for faulted transmission 
lines are extremely fast and the fault is removed 
immediately at the fault inception. By ignoring the short 
fault-on stage (in which the transient phasor measurements 
are discarded) in real time, the prediction problem only 
involves prefault and postfault stages. 
On the other hand, many existing transient stability 
assessment techniques, while simple in on-line application, 
are too complicated for real-time use. What is required is a 
computationally efficient way of processing the real-time 
measurements to determine whether an evolving swing will 
ultimately be stable or unstable. In [7,12,17] the possibility 
of using short-term prediction algorithm for this purpose 
was explored. In this paper a novel two-layer fuzzy 
hyperrectangular composite neural network (FHRCNN) is 
presented for real-time transient stability prediction using 
synchronized phasor measurements. This neuro-fuzzy 
approach can learn in off-line from training set and are 
used in on-line to predict future behavior of new data much 
faster than would be possible by solving the model 
analytically. We present a novel class of FHRCNN for 
prediction use in section IT. Finally, simulation results are 
shown to demonstrate the effectiveness of the proposed 
method. 
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11. THE PROPOSED FUZZY NEURAL NETWORK 
In a real-time environment it is desirable to predict the 
stability of transient swings before asynchronism occurs 
then appropriate control actions such as tripping of 
generators or tie-lines can be initiated to protect system 
equipments or an identification of recoverable swings in 
order to avoid unnecessary tripping to maintain the 
integrity of the system. That would require that 
computations be carried out and decision be made in very 
short periods of time. This is beyond the computational 
capability of current transient stability analysis methods. 
Therefore a novel two-layer fuzzy hyperrectangular 
composite neural network (FHFtCNN) is proposed for real- 
time stability prediction. The FHRCNN is a type of 
classifier that can be constructed off-line from a training set 
of examples. The FHRCNN is used to classlfy a transient 
swing as either stable or unstable on the basis of 
synchronized phasor measurements. Rather than 
attempting to solve the power system model in real-time, 
extensive simulations are performed off-line in order to 
capture the essential features of system behavior. The 
network building process statistically analyzes this data and 
constructs a FHRCNN designed to correctly classify new, 
unseen examples. The resulting FHRCNN classifier is 
compact and extremely fast, thus well suited for on-line use. 
A description of basic elements of two-layer FHRCNN 
(shown in Fig. 1) follows. 
-ship 
Output node Y output 
Figure 1 A two-layer FHRCNN 
InDut Vector(The Predictor) 
i?(=[x, ,x,; . - ,x,])  is an input vector for FHRCNN and 
is also the predictor for real-time transient stability 
prediction task. In this paper the predictor 2 is made by 
the following process. 
Stability prediction is based on an eight cycle window of 
phasor measurements which begins at fault clearing time, 
T, . Three consecutive measurements, four cycles apart, are 
taken from each of the total generator angles: The first 
measurement at T , another at T, + 4/60, and the last at + 
8/60 (show in Fig.2). The generator angles, measured in 
radians and in center of angle coordinates, are first written 
to a data file in a format with three degits after the decimal. 
Two velocities and one acceleration are computed from 
generator angles, for a total of six predictors per generator. 
Denoting the three angle measurements from the i’th 
generator S, (0) , S, (1) , S, ( 2 ) ,  we compute 
v, (0) = 10 * [S, (1) - 6, (011 
v, (1) = 10 *[a, ( 2 )  - 6, (1)] 
a, (0) = 20 * [s, ( 2 )  - 2 * S, (1) + 6, (o)] 
(1) 
( 2 )  
(3) 
Thus the predictor, 2 , is of the following form : 
6 (generator angle) 
A 
4 cycles 
I 
Figure 2 Reading of generator angles 
Remark I : We have used the phrase “generator rotor 
angles” interchangably with “generator voltage angles” 
and “ phasor measurements”. What we are intending is 
that when you have a phasor measurement unit (PMU) 
located on the EHV or HV bus of a generating plant, that 
you will have a suitably detailed model of the generator for 
simulation purposes, but also have a classical generator 
model consisting of a voltage source behind a transient 
reactance. The internal voltage in the classical model is 
easily computed from the terminal voltage and current 
phasor measurements: 
where X’, is the transient reactance. In the more general 
situation where phasor measurements are not taken directly 
from generator buses, the reduced Y,,, matrix relating the 
measured voltages V, and the generator (internal) 
voltages and currents V, , I, can be used solve for the 
generator (internal) voltages 
‘internal = ‘terminal - I t emma]  * X’ d , ( 5 )  
, . From 
the second set of equations 
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Y21Vg + Y&, = 0 (7) 
can then be solved for the generator voltages by''Vhst 
squares. For a pattern recognition approach, a classifier 
could likely be trained to associate generator terminal 
phasor measurements directly with the prediction of future 
behavior. It would need to be tested whether a classifier 
would perform better using generator terminal phasor 
measurements as classifier inputs, or else using the 
computed internal voltage angles of the associated classical 
models. The proposed FHRCNN do have an advantage of 
being able to select the profitable variables from an 
overinclusive set of potential input variables. It is likely 
that including other variables such as line power flows 
would bring an improvement in the proposed FHRCNN 
performance without an overly large increase in the amount 
of computation required for training. 
Remark 2 : Depending on the swings to be predicted, local 
devices compute bus voltage angles or generator angles 
from terminal bus angles, then transmit these angles to 
central center where transient stability predictions are 
conducted. Although synchronized phasor measurements 
are performed constantly at a high sampling rate, say, 12 
times per cycle[lO], we should consider the time for the 
transmission of angle data. It is reasonable to assume that 
we can obtain all synchronized data of interest at a rate of 
once every four cycles. 
Output Variable 
The magnitude of output variable is employed to label 
stability status of transient swing. We use 2 integers to 
label the status like the following : 
1 + unstable swing 
0 - stable swing 
1-0 mauuing 
The relationships between input vector and output 
variable of FHRCNN can be described by the following 
equation. 
J 
/ = I  
output = c w m (2) + 8 (8) 
Where 
vol, 
vol, +s ,2 (voIJ (~) -vo lJ )  
m , ( i )  = 
= fuzzy membership function , 
n 
1=1 
'OlJ = ncMJI -'Jl 
= volume of the j-th hyperrectangular 
hidden node , 
n 
r=l 
volj ($1 = n max( MjI - ' j l ,  - ' j i  9 Mjl - xi 1 
And, wJ , 8 , sJ , hiJ1 , lJl : scalar parameters adjusted 
by hybrid training algorithm. 
Hybrid Training Alporithm 
The supervised decision-directed learning (SDDL) 
algorithm and back-propagation (BP) algorithm are 
combined to train FHRCNN. The SDDL is based on an 
approach that divides the input vector space into proper 
subsets (i.e. hyperrectangles). Each hyperrectangle, 
corresponding to a hidden node, is n-dimensional and 
definedby[I11,A4,1]x...~[I,n,MJn] . Once thenumber of 
hyperrectangles and initial parameters, I , ,  , AdJ ,. . ., 
lJn , MJn , are determined by SDDL. The BP algorithm is 
used to adjust parameters, wJ , 0 , s, , M,, , 1,1 , such 
that the following error function is minimized. 
(9) 1 2 E = E ,  = C-( Outp - t p )  
P P 2  
where 
t ,  : desired output value of the p-th input vector, 
Out, : output value from FHRCNN. 
is provided as follows:. 
A detailed description of the hybrid training algorithm 
The supervised decision-directed learning (SDDL) 
algorithm generates a two-layer feedforward Hyper- 
rectangular Composite Neural Network (HRCNN) in a 
sequential manner by adding hidden nodes as needed. As 
long as there are no identical data over different classes, we 
can obtain 100% recognition rate for training data. First of 
all, the training patterns are split into two sets: (1) a 
positive class from which we want to extract the concept 
and (2) a negative class which provides the 
counterexamples with respect to the concept. A seed 
pattern is used as the base of the initial concept (the seed 
pattern can be arbitrarily chosen from the positive class). 
When a pattern is select as the seed pattern, a kind of 
generalization occurs automatically, since the seed pattern 
naturally partitions the space into the two regions: (1) a 
relevant region surrounding the seed pattern contains all 
points closer to that seed pattern than from (2 )  a non- 
relevant region. Fig.3 illustrates this kind of generalization 
represented in terms of a rectangle for the two-dimensional 
case. 
Initial concept 
non-relevant 
region a Seed * generalization pattern -
relevant region 
Figure 3 An initial rectangular concept for a two- 
dimensional case. 
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After a seed pattern 2 is chosen the weights are initialized 
in the following way: 
1, (0) = x, - E for l s i s n  (10) 
M , ( O ) = x ,  + E  for I S i S n  (11) 
where E , a small positive real number, is the control 
parameter which decides the degree or generalization 
contributed by a positive pattern. After that, we use all 
counterexamples from the negative class to prevent 
overgeneralization (the induced concept should not be so 
general as to include any counterexample) formed by the 
initialization of weights. Fig. 4 illustrates the process of 
preventing the overgeneralization formed by an initial 
concept. 
Initial concept , 1 T , v e  pattem 
prevention of 
overgeneralization 
shrunk  concept 
............... 
seed pattern 
Figure 4 The process of preventing overgeneralization 
formed by an initial rectangular concept, 
The following step is to fetch the second pattern from the 
positive class and to generalize the initial concept to 
include the new positive pattern. This process involves 
expanding the original hyperrectangle to make it larger to 
include the new positive pattern. Fig.5 illustrates the 
process of generalization. Here we assume every positive 
pattern contribute some degree of generalization to the 
concept so that the new pattern lies inside the expanded 
hyperrectangle. After the process of generalization, we 
again use patterns from the 
overgeneralization. 
new positive pattem 
4 
Original 
concept (t) generalization 
negative class to prevent 
New concept (t+l) 
Original 
concept (t) 
Figure 5 The process of generalization for a rectangular 
concept 
Fig.6 shows the method of preventing overgeneralization; 
this process is repeated for all the remaining patterns in the 
positive class. 
Original concept Expanded concept Shrunk concept 
new positive I I it1 
............. 
X X 
recognized 
patterns 
Figure 6 The process of preventing overgeneralization for 
an expanded rectangular concept. 
Here it should be pointed out that during the process of 
preventing overgeneralization, the most important thing is 
that whenever we shrink the expanded hyperrectangle (Le. 
at time t+l) in order to exclude any pattern from the 
negative class, the new shrunk hyperrectangle (i.e. at time 
t+2) should include the original hyperrectangle (i.e. at time 
t). This criterion guarantees that at least one positive 
pattern (seed pattern) be recognized after the training 
procedure. In other words, it prevents the new learning 
from washing away the memories of prior learning. Thus, 
after one cycle of presenting positive patterns, if there is 
any unrecognized positive pattern, another hidden node is 
self-generated and the process of learning is repeated again 
and again until all positive patterns are recognized. In the 
worst case, the number of hidden nodes is equal to the 
number of positive patterns. In fact the number of the 
extracted intermediate rules is decided by the inherent 
properties of the patterns. I f  we hope that hyperrectangles 
do not overlap each other too much, we can make the 
recognized positive patterns negative and then continue the 
process of the learning process. The flowchart of the 
algorithm is shown in Fig.7. Here pseudo-code 
descriptions of two important procedures are given: 
0 Procedure of generalization 
begin ( 2  is a positive pattern) 
for i from 1 to dimensions-of-input 
begin 
if x, zM,,(t)  
then M,, (t + 1) = x, + E 
else if x, I lJ, (t) 
then ( t + l )  = x, - E  
end; 
end; 
end. 
0 Procedure of prevention-of-overgeneralization 
begin (i is a counterexample) 
for i from 1 to dimensions-of-input 
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begin 
if x, >M,, ( t )  
then M,, ( t  + 2) = x, - 6 ( 6 should be chosen to 
else if xl < lJl ( t )  
ensure x, - S 2 M ,  ( t )  ); 
I From the initial concept I 
I I 
I 4 
I I 
I Use the negative class to prevent overgeneralization I 
into two sets 
Choose one positive 
pattem as the seed pattern 
I 
Use the negative class to 
prevent overgeneralization 
I I 
4 
I Add another hidden node 
Make those recognized positive pattems 
be negative or take them out from the 
I 
then fji (t + 2) = xi + S ( 6 should be chosen to 
ensurexi + 61  fji ( t ) ) ;  
end; 
end; 
end. 
The value of the E can be equal to or greater than zero. As 
for the specification of the value of the parameter S , one 
simplest method is to make 6 be equal to L(x, -MJl(r)) if 
X, >hf , , (o  or T ( i , , ( o - ~ , )  ifx, <i,,(o. 
2 
1 
A crisp classification attempts to determine the exact 
boundary inside which patterns of the same class lie. 
However much of the information we have to deal with in 
engineering applications or in real life is in the form of 
imprecise, disturbed, or uncertain pattems. Obviously, it is 
not appropriate to use crisp classification rules to 
manipulate such kinds of data because vagueness may exit 
in the decision space, therefore, fuzzy logic into 
classifications tool to cope with the kinds of data. The 
incorporation of fuzzy logic into classifications provides 
flexibility and robustness. Fuzzy classification rules regard 
the decision surface between two different classes as a grey 
region. A pattern falling in the grey region has partial 
membership value representing the degree to which class it 
belongs. As discussed in the preceding section, the values 
of the synaptic weights of a trained HRCNN can be utilized 
to extract crisp classification rules of which antecedents are 
represented in the form of a set of hyperrectangles. In 
order to fuzzifL these crisp rules, a membership function is 
required to measure the degree to which an input pattern is 
close to a hyperrectangle. As the membership function, 
mJ(2), approaches 1, and input pattern X is more close to 
the j f h  hyperrectangle defined by ~ , , , M , , ] X  ... ~ l / , ~ , h f ~ , , j  
with the value representing complete hyperrectangle 
containment. Basically, any function producing a value 
between 0 and 1 can be a membership function. 
Membership functions can have different shapes 
( trapozoidal, triangular, or bell-shaped) depending on the 
designer's preference or experience. According to our 
simulations on many pattern recognition problems such as 
speech recognition, character recognition, etc., we found 
the following function is a good choice in terms of 
computation burden and recognition rates. 
Vol 
mJ (2) = (12) 
Vol +s; (Vol (2) -Vof ) 
After a fuzzification, HRCNN evolves to FHRCNN. 
Figure 7 The flowchart of the SDDL algorithm. 
Authorized licensed use limited to: Tamkang University. Downloaded on March 23,2010 at 21:06:14 EDT from IEEE Xplore.  Restrictions apply. 
690 
111. SIMULATION RESULTS The BP alporithm 
The BP algorithm is derived based on the concept of the 
gradient descent search to minimize the error function, E, 
through the adjustment of w j  , 0 , Sj , Mji , and l J i .  
Individual wj adjustments are computed by Eq.( 13-14). 
The FHRCNN was investigated using the IEEE 39-bus 
test system as shown in Fig.8. In our simulation model, the 
generator is modeled by 7th-order differential equations 
and the loads are modeled as constant impedance. A 
detailed description of the above model can be referred to 
[ 11. Three-phase short-circuit-to-ground faults with four- 
cycle clearing time are simulated to occur on various 
transmission lines. The postfault system configuration is 
the same as the prefault system except that the faulted line 
is removed. Each examples of a fault contains the 
simulated post-fault phasor measurements along with 
whether the particular fault results in instability. Large 
numbers of examples are aggregated together into training 
and test sets, from which FI-IRCNN are constructed and 
tested. 
a!? z, a u t ,  
avj p a u t ,  &, z- -= 
6E 
W J  (t  + 1) = w , ( t )  + 17 - 
B adjustment is computed by Eq.(15-16). 
(15) 
-=x-- & E, a u t ,  
d8 p a u t ,  68 
= c (Out, - t p )  
P 
z B ( f + l ) = B ( t ) + ? / 7 -  
d8 
Individual S j  adjustments are computed by Eq.(17-18). 
a 
s j  ( t  +1) = s j  ( t )  +v- 
Individual Mji adjustments are computed by Eq.( 19-20). 
(19) Figure 8 One-line diagram of IEEE 39-bus system equipped with 10 PMUs. 
Instabilitv Criterion 
The criterion for instability is whether the difference 
between any two generator angles exceeds n radian in the 
1 second after clearing time. Otherwise the fault is 
declared as stable. We would like to emphasize that the 
instability criterion depends heavily on the characteristics 
of specific power systems. Here, the chosen n radian is 
just for illustration of our scheme. 
. .  
0 ly- MJi- l ; i  I X i  <Mi,  
P 
rf x i  < M j i - 1 j i  
=C(Out, - tp )w i  
Individual I j i  adjustments are computed by Eq.(2 1-22). 
aE N u t ,  am,(;) --zL-- - 
aiji , a t ,  amj(;) aiji 
Traininp Sets and Test Sets 
For a given fault location, duration and clearing action, 
the fault-on and postfault swings are obtained from PSSE 
computer package developed by Power Technologies, 
Inc.(PTI). Several operating points were generated in order 
to test the FHRCNN method on a stressed system, and in 
order to study the method's robustness to variations in the 
operating point. Our base case was obtained by increasing 
the real powers of the individual load by 35%. The extra 
power generation was spread uniformly among the 
generators. We choose an increase of 35% because it 
lowered critical clearing times, while maintaining an 
(22) 
aE I ,  ( t  + 1) = I J i  ( t )  + 17 - ai j i  
where 17 learning rate 
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Network I TvDe 
acceptable load-flow solution. F~fty operating points are 
generated from base case by considering random changes 
of key parameters like load, shunt compensation, active and 
reactive generation scheduling, and topology. The 
distribution of the random numbers was uniform rather 
than Gaussian, and a different string of random numbers 
was used for each operating point. Faults of varying 
location, duration and clearing action were simulated for 
each operating point. A bus fault refers to a fault on the 
end of a transmission line which is cleared by removing the 
line. A mid-line fault refers to a fault in the middle of a 
transmission line. For the training set, we simulate 650 
bus faults and 350 line faults per operating point, in which 
330 faults are unstable and 670 faults are stable. For the 
test set, we simulate 350 bus faults and 150 line faults, in 
which 165 faults are unstable and 335 faults are stable, 
separate from training set per operating point. 
Stab I Unstab Stab I Unstab 
Results 
The simulation program were developed on a SUN 
SPARC I1 in C++. For a comparison, we conducted 
simulation results on traditional feedword neural network 
(FNN) with the same neurons, training set, and test set. 
The proposed FHRCNN and FNN were trained on the 
training set using 61 neurous. It takes about 2 hours to 
train FHRCNN and about 3 hours to train FNN. Both 
networks are tested on the test set. It takes just a few 
hundredths of 1 second to predict the swings in the 1 
second after clearing time for both networks. The 
classification rates of both networks are given in Table 1.  
The numbers indicate the percentage of predictors correctly 
classified. 
From simulation results, one has the following 
observations : 
(1)The FHRCNN has a pretty high classification rate over 
99% for training set and over 94% for test set. 
(2)The FHRCNN has a better performance than traditional 
FNN. 
(3)The FHRCNN has the potential to be an on-line tool for 
real-time transient stability swings prediction in power 
systems. 
Table 1 Classification rates of FHRCNN and 
FNN for stability swings prediction r I Training Set I Test Set I 
I I I I I I 
I FNN I 73.5 I 73.3 I 72.7 I 72.4 I 
1V.CONCLUSION 
We have demonstrated the success of properly trained 
FHRCNN in predicting transient stability swings from a 
short window of post-fault phasor measurements. 
Extensive testing was performed on the IEEE 39-bus 
system under heavy loading conditions. The computational 
burden proved to be quite reasonable, and larger systems 
could be handled. Since individual faults are generated 
independently, parallel implementation is trivial. 
Current financial and environmental trends portend a 
power system forced to operate under more stressed 
condition than in the past. This leave little room for 
traditional avoidance principles and will no doubt lead to 
the use of more control. The transient stability swings 
prediction method discussed in this paper is designed to 
provide timely information for power system control in a 
real-time. We suggest that a neuro-fuzzy approach can 
automate the process of transfomiing off-line simulation 
studies into on-line decision rules. 
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