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ABSTRACT
Issues in
Autonomous Mobile Sensor Networks. (May 2007)
Avinash Gopal Dharne, B.E., SPCE, University of Mumbai;
M.S., Texas A&M University
Chair of Advisory Committee: Dr. Suhada Jayasuriya
Autonomous mobile sensor networks consist of a number of autonomous mobile
robots equipped with various sensors and tasked with a common mission. This thesis
considers the topology control of such an ad hoc mobile sensor network. In particular,
I studied the problem of controlling the size, with respect to a distance metric, of the net-
work for general interactive forcing among agents. Developed is a stability result, allowing
one to design force laws to control the spread of the network. Many of the current results
assume a known and/or fixed topology of the graph representing the communication be-
tween the nodes, i.e. the graph laplacian is assumed constant. They also assume fixed and
known force-laws. Hence, the results are limited to time-invariant dynamics. The research
considers stability analysis of sensor networks, unconstrained by specific forcing functions
or algorithms, and communication topologies. Since the graph topologies are allowed to
change as the agents move about, the system dynamics become discontinuous in nature.
Filippov’s calculus of differential equations with discontinuous right hand sides is used to
formally characterize the multi-agent system with the above attributes. Lyapunov’s Stabil-
ity Theory, applied to discontinuous systems, is then used to derive bounds on the norm of
the system states given bounds on its initial states and input.
The above derived stability results lend themselves to the derivation of methods for the
design of algorithms or force-laws for mobile sensor networks. The efficacy of the derived
results is illustrated through several examples where it is shown how they may be used for
iv
synthesizing a topology managing strategy. Examples are given of designing force-laws
that limit the network in a desired area.
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1CHAPTER I
INTRODUCTION
New technologies are radically reducing the size, cost, weight and power consumption
of sensors and making it more and more feasible for sensor networks to be deployed in a
cost-effective manner. Mobile sensor networks are sensory systems that combine sets of
sensors on mobile platforms, along with spatially fixed (static) sensors, to form heteroge-
neous, dynamic, ad-hoc mobile sensor networks. Each node in a sensor network can be
thought of as a mobile sensor platform consisting of:
1. a sensor suite to sense the environment,
2. a general purpose processor with limited computational capability,
3. some memory for storing data,
4. a low cost radio transceiver, and,
5. a battery power supply.
Sensor networks can be deployed to form a decentralized network, distributed over a spatial
area, to provide real-time sensory information with the benefits of scalability, modularity
and robustness [1, 2, 3, 4]. With the additional feature of mobility, such sensory networks
accrue the benefits of a dynamic topology, improved robustness to environmental uncer-
tainty and survivability to sensor failure [5]-[8]. A dynamic topology permits the sensor
network to optimally position and align its sensors to improve sensing metrics such as er-
ror covariance and signal-to-noise ratio (SNR), perform distributed dynamic sensor fusion,
all the while permitting fast response to dynamically changing environments and sensing
This dissertation follows the style of IEEE Transactions on Automatic Control.
2assignments. Such a network can then be made autonomous giving it decision making
capabilities based on the information its own sensors collect. In short, the network will
operate independent of human intervention once it has been deployed. Such a network can
perform estimation, detection and categorization for applications such as condition moni-
toring, surveillance, search and rescue, and emergency management [9]-[15].
For example, one application for mobile sensor networks is in offshore oil and gas ex-
ploration and condition monitoring. It is envisaged that a team of autonomous underwater
vehicles, equipped with a sensor suite, would serve as a network, permitting them to map
the seabed using ultrasonic sensors, monitor the condition of piping and oil platform infras-
tructure and provide real-time visual sensing of drilling and construction. Another, more
dynamic and uncertain application, is emergency management. In the advent of a flood or
earthquake affecting an urban area mobile sensor networks can be dispatched to provide de-
tailed, real-time information on the environment. Yet another example of a network would
be the ‘Dominator’ UAV network being envisaged by the USAF for surveillance, monitor-
ing and engagement of targets on a cluttered battlefield [16]. A human in the loop provides
initial directives to a group of agents regarding location, area of surveillance/mapping and
data requested, and the sensor nodes then configure their operational mode depending on
their required function. The mobile sensors share their sensed data within the mobile ad-
hoc network, fusing and transmitting the information back to a command center or remote
nodes and managing the flow of the sensed data. They react to their own network fused
data and event detections, changing modes of operation, while accommodating directives
from the command center.
Deployment of sensor networks ultimately depends on the ability to position sensor
nodes so that each node is able to collect data from its surrounding environment in an
optimal manner. There are situations where the sensor nodes will reach equilibrium with
respect to their spatial distribution (topology), in which case the network nodes can es-
3sentially become stationary once such a configuration is reached (See Figure 1). It is also
Fig. 1. Nodes move from their arbitrary initial positions to the desired topology
feasible and desirable to exploit the mobility of the agents to loiter around a final stable
equilibrium state (topology) to improve the validity of sensed data gathered by its sensor
suite. Mobility may also be necessitated by the sensing problem, such as in search and
rescue and monitoring of a dynamic environmental event. It is important to recognize that
the sensor nodes be distributed in the region of interest in an a priori uncontrolled and un-
organized way to decrease the costs associated with infrastructure and to alleviate the need
for careful global planning down to the final configuration the network is expected to reach.
To reach this final configuration nodes of an autonomous mobile sensor network ex-
change information with a small subset of nodes in the network, specifically those nodes
which are within the range of its wireless communication hardware. Generally, in order to
conserve power, this communication might be limited to the robots exchanging their posi-
tion information only. Plus, in order to save power and money, the range of such hardware
may be limited too. Thus the basic problem faced by a group of mobile nodes is how to
propagate the network autonomously under communication constraints, i.e. how to use lo-
cal information to decide one’s motion so that a global goal is achieved. This is generally
achieved by coming up with force-laws that translate the position and/or velocity informa-
4tion being exchanged by the robots into force commands for their actuators. [17] presents
some force-laws which cause the sensor network to arrange itself in a pattern of hexagons
or squares.
Such networks present unique and difficult issues, such as formation control [18, 19,
20, 21, 23, 22] and co-operative robotics [24, 25, 26], which need to be resolved, for them
to function efficiently and effectively. Generally communication constraints are placed
on the robots. Because of these, force-laws cease to be effective when the robots move
a certain distance away from each other and the graph representing the communication
between nodes keeps changing as the nodes move. Therefore, in addition to the final steady
state of the sensor network, we need to have information about the transients too. If the
transient response of the network of nodes is not very good, then there is a chance the nodes
will lose communication with each other during propagation and the network might fail.
Establishing the stability properties of the sensor network would allow us to determine its
transient properties, its tracking performance and its ability to reject noise or disturbances
and allow us to design a force-law we implement will perform as per expectations. Section
1 gives a more complete literature survey of the work done in this field and outlines the
deficiencies in the current results. It also outlines what improvements we have attempted
to make in order to advance the state-of-the-art.
Another issue of importance considered here is Localization. For most of the algorithms
or force-laws referred above to work, robots need to be aware of their current location in
the area of operation. We have done some work in this area which allows robots to localize
and keep track of their location in a given environment. The motivation and background
for this is detailed in Subsection 2.
5A. Literature Survey
1. Network Modeling and Analysis
As mentioned above, the problem we wish to tackle is that of the modeling and analysis
of a network of mobile sensor nodes. These nodes communicate with each other and decide
their motion based on the information that is exchanged between them. How a robot uses
the information at hand, i.e. how it converts the position information it has into force inputs
to its actuators, depends on the mission of the network. If in general, the network is limited
to a specific area, such as a network of robots used for search and rescue or surveillance and
monitoring, the main focus of the algorithm is to ensure an even distribution of the nodes
in the area and collision avoidance. Potential functions are often used for such applications
[27, 28, 29]. These are generally of the form F = kr2 , where r is distance between two
nodes and k is a constant. These force-laws provide collision avoidance and are especially
useful in environments with known obstacles. Coverage Control is another issue which
has received attention [30, 31]. If the network of robots is expected to display a ’flocking’
behavior, then in addition to the above, there also arise problems of agreement [32, 34, 33].
[32, 33] give results on average-consensus problem, i.e. the problem of nodes converg-
ing on a single point, for the case where the graph representing node communications is
strongly connected and balanced. [35] gave results on a group of mobile robots achieving
consensus in their heading angles by changing their heading at every time instant to the
average of the heading angles of its neighbors. [36, 37] tackled multiple goals by using
algorithms that have multiple terms each taking care of collision avoidance and agreement
respectively.
There are two separate components which need to be considered when trying to model
a network of mobile robots. One is the robot itself which has its own dynamics. The
other is the communication in the network which gives the robot the information it needs
6to decide its next action. Graph theory can be used to represent the communication taking
place between the nodes. The way these transmitted positions are used to determine force
input to a robot gives rise to different kinds of models. Murray and Fax [38] modeled the
mobile network as a graph. They assumed linear robot dynamics and linear feedback law
governing the mapping of robot position differences to force input. However, the method
requires simultaneous stabilization of multiple LTI systems and hence may not be scal-
able. More importantly, it assumes that the communication topology is fixed a priori and
does not change. [39] extended this work by proving that an appropriate decentralized lin-
ear stabilizing feedback exists iff the communication graph has a rooted directed spanning
tree. Cremean and Murray [40] attempted a stability analysis of robots modeled as non-
linear systems. However, this work is of very little applicability to mobile sensor networks
because it assumed, among other things, asymptotic stability of individual robots which
generally are only neutrally stable. Moreau [41] has tackled the problem of agreement in
networks. i.e. all robots converge to a point in space. Moreau assumed a special function
which governed the robot update rule. Specifically, he assumed that the new position of
the robot at time t +1 is strictly inside the convex hull of the locations of that robot and its
neighbors (in the sense of Graph theory). He also extended the results to time dependent
communication links [42], ie. a changing topology. Angeli and Bliman [43] extended his
result to include delayed robot measurements. They also relaxed the convexity condition
but imposed others like bijectivity and Lipschitz conditions. Vicsek [44] applied Moreau’s
ideas to robot heading instead of position and showed that all robots finally ’agree’ on
a common heading. Morse [45] extended Vicsek’s work by considering time delays in
the system. Mesbahi [46, 47] gave some results on the agreement problems in Random
Graphs. However, Random Graph theory may not be a good tool for analysis of mobile
robot networks because inter-node connections in such networks are governed by deter-
ministic criteria like the effective operating range of communicating hardware rather than
7by a fixed probability. Gazi and Passino [48] gave some stability results and state-vector
norm bounds on complete networks, i.e a network where every node is connected to every
other node, driven by a specific forcing function. Krishnaprasad and Leonard [18, 21, 23]
model the network as robots having a constant speed and actuate their headings. They have
developed control laws which cause the robots to follow a predetermined path or to follow
each other in circles. Results on Mesh and string stability [49, 50] consider a string or net-
work of agents with fixed and constrained communication and spatial topology and develop
results indicating that a disturbance introduced in the system is damped out or dies down as
it travels down the mesh or string. Recently [51] gave some consensus results on networks
with time-delay under the assumption that the graphs representing communication have
spanning trees.
Much of the work detailed above assumes fixed communication topology. Also, not all
of it is scalable. In many cases, specific control laws under fixed and/or specific network
topologies are analyzed. Most importantly, even where time-varying network topologies
are considered, not much attention is given to the transient properties of the force-laws
proposed. While most of the force-laws or algorithms proposed are effective in converging
to the desired final state of the network, special attention needs to be paid to intermediate
states of the network as well. This is so because if the transient states of the network are
too large, they may lose connectivity with the rest of the network and thus fail. Such a
study will allow the design of forcing functions which achieve desired final states while
ensuring that the network does not fail in the process of reaching the final states. There is
a need for a comprehensive stability analysis, unconstrained by specific forcing functions
and topologies, to alleviate deficiencies and facilitate practical methods to analyze and
design force-laws for mobile sensor networks. In this work, to begin with, we assume
simple, neutrally stable, linear models for the robot dynamics. We model the force law
of each node as a sum of two parts. The linear part represents the differences between
8node positions and can be incorporated into the state equations using the graph Laplacian.
The second part is a possibly non-linear function of the position of the nodes which are
communicating with the given node. We propose to assume, quite reasonably, that this
function is norm-bounded by known bounds. We remove the condition of fixed topology
and allow the graph edges to change with the positions of the nodes. This leads to a system
of differential equations where the right-hand side is discontinuous. A. F. Filippov [52]
has developed a calculus for solving such differential equations. Shevitz and Paden [53]
have used this calculus to develop a Lyapunov stability theory for such systems. We use
this result to prove a converse Lyapunov theorem guaranteeing the existence of a Lyapunov
function for the system. This result is then used to develop bounds on the norm of the
system states when the non-linear part of the force law is similarly bounded. This work
can be used to design the parameters of the force-laws so that the network states satisfy
required norm-bounds.
In summary, the current work on stability analysis of mobile sensor networks is limited
by the assumptions of fixed communication topology and/or fixed force-laws. Some of it
is also not scalable or based on hard to justify assumptions such as asymptotically stable
agents or communication between random agents. We strive to alleviate these shortcomings
and use the stability theory so developed to control the transient states of the network,
exercise some control on the topology of the network and design force-laws satisfying
performance specifications.
2. Robot Localization Using Fuzzy Logic
As is evident from the previous sections, the operation of a mobile sensor network can
be enhanced by location awareness in individual mobile sensor nodes. This information
is used for tasks such as topology control, collision avoidance and development of routing
protocols. Security of routing algorithms can also be enhanced if location information is
9available [55].
Localization can be sub-divided into the problems of global position estimation and local
position tracking. Global position estimation is the process of determining the position of
the node in an a priori known map of the environment, given that the robot knows only
the map and the fact that it is on it somewhere. This information can then be used to plan
and navigate complex environments reliably. Once a node has been located on a map,
local position tracking is the problem of keeping track of that position over time. This
information is required for local manipulation tasks. Both these subsystems are essential
for the functioning of a truly autonomous robot.
Extensive research has been done on localization for wireless networks. A general
survey is found in [56]. Here, only localization techniques suitable for mobile ad hoc sensor
networks are discussed. The approaches taken to achieve localization in sensor networks
differ in their assumptions about the network deployment and the hardware’s capabilities.
Centralized location techniques involve the sensor nodes transmitting data to a central
machine which computes the location of the nodes [57, 58]. However these approaches re-
quire large amounts of communication between nodes and a central computer. In addition,
centralized computation of position is difficult, undesirable and incompatible with the basic
philosophy of a mobile ad-hoc sensor network. Hence distributed localization methods are
concentrated upon.
Two important methodologies of distributed localization are range-based and range-
free localization. Range-based localization [59, 60] are hardware intensive methods which
localize a robot using such techniques as time of arrival, received signal strength, time
difference of arrival of two different signals (TDOA), and angle of arrival (AOA). These
schemes need special or expensive hardware.
Range-free schemes for mobile robots are mainly probabilistic estimation schemes. If
both the robot motion and sensor measurement models are assumed to be Gaussian, then
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a neat Kalman Filter [61] can be designed. These filters provide a robust and accurate lo-
calization scheme but provide the best results only when the probability distributions are
Gaussian. Introduced in [62] is a grid based Markov localization approach which elimi-
nated the restriction on the probability density function. However, this approach is com-
putationally intensive. Hence Monte Carlo simulations have been used to get around this
problem [63, 64].
In this work, we use a grid based approach in which a node’s location is represented
by its belief or confidence that it stands at a certain point in this grid. Various sensor
measurements carried out by the node may provide it with their confidence in its location
at each grid point. This confidence function would be constructed a-priori based on the
known accuracy and precision of the sensor. The node will typically have multiple sensors
on it which will give it their independent confidence functions of its location. The node
can then combine all of these with its own confidence in its location to obtain its new
confidence in its location. This combination will be done using Fuzzy Logic and heuristic
rules [65] instead of strict probabilistic rules. This approach has a few advantages over
the previous work. First, it is computationally less intense while being unconstrained by
any specific probability distribution function. Second, by setting the heuristic rules in a
proper manner, we can tackle the possibility that a minority of the multiple sensors are not
providing accurate information to the robot. The approach is intuitive and easy to program.
The theoretical and experimental work done here is detailed in [66].
B. Structure
This document is structured as follows. Chapter II first presents mathematical prelim-
inaries and background information on the topics covered in this thesis, namely, Graph
Theory and Differential Equations with discontinuous right-hand sides. Then it presents
11
the work and results pertaining to the modeling and analysis of Sensor Networks. Chapter
III outlines some examples where the above results are applied to design of force laws for
networks. Chapter IV details the theoretical and experimental results obtained for Robot
Localization. Chapter V presents the conclusions and suggests future directions of research.
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CHAPTER II
MODELING AND CONTROL OF AUTONOMOUS MOBILE SENSOR NETWORKS
A. Mathematical Preliminaries
1. Graph Theory Preliminaries
A graph G consists of a set of unique vertices, denoted V , and a set of edges, denoted
E . Each element of the set E connects two distinct elements of the set V , meaning that
the graph has no self-loops. We also assume that each element of E is unique. Elements of
the set E , and hence the graph they define, can be directed or undirected. In our work, the
graphs we define are always undirected. If every possible edge between all possible pairs
of the elements of V exists, the graph is said to be complete.
Fig. 2. (a)Connected graph (b)Disconnected graph (c)Complete graph.
A path on G of length N from v0 to vN is an ordered set of distinct vertices [v0 . . .vN ]
such that (vi−1,vi) ∈ E ∀ i ∈ [i,N]. A graph in which a path exists from every vertex to
every other vertex is said to be connected. A graph in which disjoint subsets of vertices
exist that cannot be joined by any path is termed disconnected. An N-cycle on G is a path
for which v0 = vN . A graph without cycles is said to be acyclic. A graph with the property
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that the set of all cycle lengths has a common divisor k > 1 is said to be k-periodic. The
relationship between graph theory and control theory makes use of matrices associated with
a graph. For the purpose of defining these matrices, we assume that the vertices of G are
enumerated, and each is denoted vi. Given a graph with vertex set V and edge set E , the
Adjacency Matrix Ad is defined as,
(ad)i j =

1 if (vi,v j) ∈ E
0 otherwise.
(2.1)
Since by convention, no self loops are allowed, i.e. (ad)ii = 0 ∀ i. The graph Laplacian is
then defined as
L = D−Ad, (2.2)
where D is a diagonal matrix whose ith diagonal entry is the number of neighbors of vi,
i.e. the number of other vertices it is connected to. For the graph shown in Figure 2(a), the
Laplacian will be
L =

2 −1 −1 0
−1 2 0 −1
−1 0 1 0
0 −1 0 1

(2.3)
Note that the rows of L each sum to zero. The structure of the spectrum of L is also inter-
esting. The following can be shown to be true by observing that the rows of L necessarily
sum to zero.
1. Zero is an eigenvalue of L. The associated eigenvector is 1T .
2. If G is connected, the zero eigenvalue of is simple.
3. If G is undirected, then all eigenvalues of L are real.
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2. Differential Equations with Discontinuous RHSs
In this section we review the Filippov solution concept for differential equations with dis-
continuous right-hand sides.
Filippov Solutions: We consider the vector differential equation
x˙ = f (x, t) (2.4)
where f : RnxR→ Rn is discontinuous but measurable and essentially locally bounded. We
first define what it means to be a solution of this equation.
Definition 1 (Filippov) A vector function x(·) is called a solution of [2.4] on [t0, t1] if x(·)
is absolutely continuous on [t0, t1] and for almost all t ∈ [t0, t1]
x˙ ∈ K[ f ](x, t) (2.5)
where
K[ f ](x, t)≡
⋂
δ>0
⋂
µN≡0
co f (B(x,δ)−N, t) (2.6)
and
⋂
µN≡0 denotes the intersection over all sets N of Lebesgue measure zero. An equivalent
definition is: there exists N f ⊂ Rn, µN f = 0 such that for all N ⊂ Rn, µN = 0
K[ f ](x, t)≡ co {lim f (xi)|xi → x,xi /∈ N f ∪N}. (2.7)
The content of Filippovs solution is that the tangent vector to a solution, where it exists,
must lie in the convex closure of the limiting values of the vector field in progressively
smaller neighborhoods around the solution point (see Figure 3). It is important in the above
definition that we discard sets of measure zero. This technical detail allows solutions to be
defined at points even where the vector field itself is not defined, such as at the interface of
two regions in a piecewise defined vector field.
15
Fig. 3. Solutions of differential equations with discontinuous RHS
B. Main Results
We start our analysis by considering a network of mobile robots each having standard
second order linear dynamics with viscous friction. The robots have wireless communica-
tion devices which can function to a distance of say r units. All robots weigh 1 unit and
have identical dynamics and communication devices. We assume 2-dimensional (x− y)
16
space. Then for robot i,
X˙i =

x˙i
x¨i
y˙i
y¨i

=

0 1 0 0
0 −c 0 0
0 0 0 1
0 0 0 −c


xi
x˙i
yi
y˙i

+

0 0
1 0
0 0
0 1

 fix
fiy
= AXi+BUi. (2.8)
Here c is the viscous friction constant and fix and fiy is the force the robot exerts in the x
and y direction respectively to propel itself. The robot “outputs”, i.e. transmits its current
position xi and yi. So,
Yi =
xi
yi
=
1 0 0 0
0 0 1 0
Xi =CXi. (2.9)
Let nn = number of nodes in the network, and ny = number of outputs per node = 2.
We are going to assume a certain structure for the forces fix and fiy. In particular,
fix = ψix(X)−g ∑
j∈Ni
(xi− x j) = ψix(X)−gδxi (2.10)
and
fiy = ψiy(X)−g ∑
j∈Ni
(yi− y j) = ψiy(X)−gδyi. (2.11)
In other words,
Ui = ψi(X)−g ∑
j∈Ni
(Yi−Y j) = ψi(X)−gδi. (2.12)
Here X is the stacked state vector of the entire system, i.e. X = [X1T . . .XnnT ]T and
ψi : R4nn → R2 are possibly non-linear functions of X. The summation is over all the j
“neighbors” of node i, that is to say all the nodes in the network at a distance less than r
units from node i. This structure of a force law is not very unusual. For example, con-
sider a network where nodes behave as if they are attached by springs of stiffness g and
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unstretched length r with their neighbors. The force being computed by each node then is,
Ui = ∑
j∈Ni
g(r−d j)
di j
(Yi−Y j) (2.13)
= gr ∑
j∈Ni
1
di j
(Yi−Y j)−g ∑
j∈Ni
(Yi−Y j) (2.14)
= ψi(X)−g ∑
j∈Ni
(Yi−Y j), (2.15)
where di j = distance between nodes i and j =
√
(xi− x j)2+(yi− y j)2.
Using Kronecker algebra notation and setting U = [U1T . . .UnnT ]T we get,
X˙ = (Inn ⊗A)X+(Inn ⊗B)U. (2.16)
But
U = Ψ−g(L⊗ Iny)(Inn ⊗C)X (2.17)
where, Ψ = [ψ1T . . .ψnnT ]T and L is the graph Laplacian defined above. Substituting equa-
tion (2.17) in (2.16), we get,
X˙ = [(Inn ⊗A)−g(Inn ⊗B)(L⊗ Iny)(Inn ⊗C)]X+(Inn ⊗B)Ψ. (2.18)
Using the property, (P⊗Q)(R⊗ S) = PR⊗QS if the dimensions are appropriate and due
to the fact that the number of inputs to each node equals the number of outputs, equation
(2.18) can be simplified to
X˙ = [(Inn ⊗A)−g(L⊗BC)]X+(Inn ⊗B)Ψ. (2.19)
Now, consider the first part of equation 2.19,
X˙ = [(Inn ⊗A)−g(L⊗BC)]X = f (X). (2.20)
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Now consider the center of gravity (C.G) of the network of nodes. Since the dynamics
in the y-direction are analogous to the ones in the x-direction, we only write out the x-
dynamics of the system below. Then,
xcg =
1
nn
nn
∑
i=1
xi (2.21)
∴ x˙cg =
1
nn
nn
∑
i=1
x˙i (2.22)
∴ x¨cg =
1
nn
nn
∑
i=1
x¨i
∴ x¨cg =
1
nn
nn
∑
i=1
(−cx˙i−gδxi) (2.23)
i.e. x¨cg = −cx˙cg−g 1nn
nn
∑
i=1
δxi. (2.24)
The second term in equation (2.24) is zero. This is because the term ∑nni=1 δxi is equivalent
to 1T Lx and 1 is the eigenvector of the symmetric matrix L corresponding to the zero
eigenvalue. Thus
x¨cg =−cx˙cg. (2.25)
Thus if the initial condition of the system is such that ∑nni=1 x˙i = 0 and ∑
nn
i=1 y˙i = 0, then the
C.G of the system is stationary. Equation (2.25) also shows that that the dynamics of the
C.G are not subject to inter-node forces and the C.G of the system, if it is subject to a non
zero initial velocity condition, will eventually come to rest.
Now if we define Z = [. . . zxi z˙xi zyi z˙yi . . .]T where
zxi = xi− xcg, z˙xi = x˙i− x˙cg, zyi = yi− ycg, z˙yi = y˙i− y˙cg, (2.26)
then we can substitute equation (2.25) into (2.20) to get,
Z˙ = (Inn ⊗A)Z−g(L⊗BC)X. (2.27)
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Now Z = X− [. . . xcg x˙cg ycg y˙cg . . .]T . Hence,
(L⊗BC)Z = (L⊗BC)X− (L⊗BC)[. . . xcg x˙cg ycg y˙cg . . .]T .
The second term above is zero for the B and C matrices above and for any L because the
1T vector is an eigenvalue of L corresponding to the zero eigenvalue and the L matrix is
being effectively multiplied by the vectors [xcg . . .xcg] and [ycg . . .ycg]. Hence (L⊗BC)Z =
(L⊗BC)X. So we can rewrite equation (2.27) as
Z˙ = [(Inn ⊗A)−g(L⊗BC)]Z = f (Z). (2.28)
This equation looks like a linear dynamical equation. But the graph Laplacian is not
constrained to be constant. It varies as a discontinuous function of the node positions and
thus the right hand side of this equation is discontinuous. The set of points at which it
changes value are ones where one or more pairs of nodes in the network are at a distance r
from each other. Between such points, there is a continuum of points where the Laplacian
is constant.
Comment 1 Note that since there are a finite number of nodes, there are a finite number
of possible graphs, connected or disconnected, and thus there is a finite number of points
at which a change of Laplacian takes place. However in this work we assume a connected
graph.
Let Ω be the set of zero measure of points at which the L matrix switches value and Ωl ,
l = 1,2, . . . ,q be the continuous sets of non-zero measure in which the graph is constant
with the Laplacian Ll . Then the absolutely continuous function X(t) is a Filippov solution
[52] of equation (2.28) if it satisfies the differential inclusion,
Z˙ ∈ K[ f (Z)](Z) (2.29)
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When the current state of the network Z(t) ∈Ωl then K[ f (Z)](Z) = f (Z). At the points of
discontinuity, the derivative Z˙ lies in the convex hull of the points representing the limits
of the value of Z˙ as Z approaches the point of discontinuity from various directions. So
K[ f (Z)](Z) =
q
∑
l=1
αl.(Inn ⊗A−gLl⊗BC)Z, αl ≥ 0, ∑
l
αl = 1,
= (Inn ⊗A)Z−g
q
∑
l=1
αl.(Ll⊗BC)Z,
=
[
z˙xi, (−cz˙xi−g
q
∑
l=1
αlδzxil), z˙yi, (−cz˙yi−g
q
∑
l=1
αlδzyil)
]T
, (2.30)
i = 1,2, . . . ,nn. At points Z ∈ Ωl , αl = 1 and all other αi’s= 0. δzxil and δzyil are δzxi and
δzyi corresponding to the graph represented by the Laplacian Ll .
We now state the Lyapunov Stability Theorem for systems with D.Es having discon-
tinuous RHSs. The proof is identical to the one in [54] for the continuous case except for
some relations holding ’almost everywhere’ instead of everywhere. The theorem uses some
results from [53].
Theorem 1 (Lyapunov) Let x˙ = f (x) be essentially locally bounded and 0 ∈ K[ f (x)](0)
in a domain D⊂ Rn containing x = 0. Let x(·) be a Filippov solution of the above system.
Let V (x) : Rn → R be a Lipschitz, regular function. Then,
1. V (x) is absolutely continuous, (d/dt)V (x) exists almost everywhere and
d
dt
V (x) ∈a.e ˙˜V (x) (2.31)
where
˙˜V (x) :=
⋂
ξ∈∂V (x)
ξT K[ f ](x) (2.32)
and ∂V (x) is the generalized gradient of V (x)1.
1This part of the theorem is proved and the terms defined in [53].
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If in addition, the function V (x) satisfies
V (0) = 0 and V (x)> 0 in D−{0} (2.33)
then
2. ˙˜V (x) ≤ 0 in D implies x = 0 is a stable equilibrium point.
3. ˙˜V (x) < 0 in D−{0} implies x=0 is an asymptotically stable equilibrium point.
Proof: See Khalil [54]. ¥
Corollary 1 The dynamic system repersented by equation (2.28) is stable.
Proof: We choose the following Lyapunov function
V (Z) =
1
2
(
gzxT Lzx+gzyT Lzy+ z˙xT z˙x+ z˙yT z˙y
)
, (2.34)
where zx, z˙x, zy, z˙y are the vectors in Rnn representing the positions and velocities of
the nodes with respect to the Center of Gravity. This function is defined on the domain
D = R4nn . Mathematically speaking, the matrix L representing a connected graph, has a
single zero eigen-value whose eigen-space is spanned by the vector 1. Hence the Lyapunov
function in equation (2.34) can have value zero at the non-zero state vector Z = [zx =
aT zy = bT z˙x = 0T z˙y = 0T ]T . However, this value of the state vector, physically means
that all the nodes are converged at one single point while the C.G of the system is at a
point (a,b) units away from them. This is clearly impossible unless both a and b are zero.
Hence the state-space for this problem, naturally excludes the eigen-space corresponding
to the zero eigen-vector of the connected L matrix. Hence the Lyapunov Function chosen
in equation (2.34) is positive definite. Also note that V (Z) is a discontinuous function of
Z because of the discontinuity of L. Hence we have to define the generalized gradient of
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V (Z) as
∂V =
[
. . .g
q
∑
l=1
αlδzxil, z˙xi, g
q
∑
l=1
αlδzyil, z˙yi, . . .
]T
i = 1,2, . . . ,nn. (2.35)
At points Z ∈ Ωl , αl = 1 and all other αi’s= 0. Then, from equations (2.30), (2.32) and
(2.35),
˙˜V (Z) =
⋂
ξ∈∂V (Z)
ξT K[ f ](Z)
=
⋂ nn
∑
i=1
[
gz˙xi
q
∑
l=1
αlδzxil− cz˙2xi−gz˙xi
q
∑
l=1
βlδzxil +gz˙yi
q
∑
l=1
αlδzyil− cz˙2yi−gz˙yi
q
∑
l=1
βlδzyil
]
.(2.36)
Now in the regions Z∈Ωl , αl = βl = 1, all other α’s and β’s equal zero and the summation
in equation (2.36) simplifies to ∑nni=1−cx˙i2− cy˙i2 ≤ 0 ∀ X. When X ∈ Ω, then the α’s
and β’s can vary independently within their constraints. When the corresponding α’s and
β’s match, the summation in equation (2.36) simplifies as above but at other times its value
is indefinite. However, ˙˜V (Z) is an intersection of all these sets and since we have some sets
which are strictly non-positive, the intersection of all these sets is strictly non-positive. So
˙˜V (Z) ≤ 0. (2.37)
Hence using Theorem 1, the system is stable. ¥
We now attempt to use the discontinuous version of the LaSalle’s theorem from [53] to
get a better idea of the equilibrium states of the system.
Theorem 2 (LaSalle) Let Γ be a compact set such that every Filippov solution to the au-
tonomous system x˙ = f (x), x(0) = x(t0) starting in Γ is unique and remains in Γ for all
t ≥ t0. Let V : Γ→ R be a time independent regular function such that v≤ 0 for all v ∈ ˙˜V .
Define S = {x ∈ Γ | 0 ∈ ˙˜V}. Then every trajectory in Γ converges to the largest invariant
set M, in the closure of S.
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Proof:See [53]. ¥
Corollary 2 The dynamic system represented by equation (2.28) is asymptotically stable
about its Center of Gravity, i.e. around Z = 0.
Proof: Consider the function V defined in equation (2.34). This function is defined on a
large enough ball Γ of R4nn . This can be done because as stated above the final states of the
system are bounded. From equation (2.37), we know that the set S = {Z | z˙x = 0, z˙y = 0}.
The largest invariant set in S is M = {Z | zx = 0, zy = 0, z˙x = 0, z˙y = 0}. This is true
because of our assumption of connectedness of the graph which implies that L has only
a single zero eigen-value with corresponding eigenvector 1 and because as argued above,
a and b have to be zero. Hence applying Theorem 2, we can conclude that all the nodes
will converge to a single point in the 2-dimensional space, which will also be its center
of gravity. The C.G has been shown to be always stable and bounded above. Hence, the
system is asymptotically stable around its C.G. ¥
Corollary 3 For the dynamical system (2.28), there exists a positive constant a indepen-
dent of t0 and a class K L function β(., .), such that
‖Z(t)‖ ≤ β(‖Z(t0)‖, t− t0), ∀ t ≥ t0 ≥ 0, ∀ ‖Z(t0)‖< a. (2.38)
Furthermore, this bound is of the form
‖Z(t)‖ ≤ k‖Z(t0)‖e−γ(t−t0), ∀ t ≥ t0 ≥ 0, ∀ ‖Z(t0)‖< a. (2.39)
Proof: The dynamical system (2.28) is asymptotically stable as shown above. Also, this
stability is independent of t0. Hence it is also uniformly asymptotically stable. In addition,
the dynamics of the system are piecewise continuous in t and locally Lipschitz in Z. Hence,
using the definition of uniform asymptotic stability from [54], page 136, equation (2.38)
holds. Furthermore the dynamics of the system are piecewise constant and linear. The
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states of the system are thus continuous, though not differentiable, exponential functions.
Thus the equation (2.39) holds for some k and some γ. ¥
We now focus on the second part of the forcing function which could be a non-linear,
discontinuous function of the system states. This is considered to be a perturbation applied
to the asymptotically stable system being considered till now. In this work, the input to the
system is assumed to be force. Thus this perturbation vector is of the form
Ψ(t,Z) = [. . . 0 ψxi 0 ψyi . . .].
The following two theorems state two sufficient conditions that ensure the stability of the
perturbed system.
Theorem 3 If the perturbation function Ψ satisfies the conditions
|ψxi| < c|z˙xi| and
|ψyi| < c|z˙yi| ∀ i = 1, . . . ,nn, ∀ t > t0 > 0, (2.40)
the system remains stable. Here c is the viscous friction constant of the nodes.
Proof: This proof derives all of its terminology from Corollary 1. The dynamic system is
now changed by the addition of the perturbation term to the right hand side. We choose the
Lyapunov function chosen in Corollary 1. In the regions Z ∈Ωl , αl = βl = 1, all other α’s
and β’s equal zero and the summation in equation (2.36) simplifies to
nn
∑
i=1
−cz˙xi2− cz˙yi2+ z˙xiψxi+ z˙yiψyi. (2.41)
Clearly, if the conditions of equation (2.40) are met, then this quantity is non-positive and
as argued in Corollary 1, the system is stable. ¥
Theorem 4 If the perturbation function Ψ applies a force opposing the velocity of the
nodes, the system will retain stability irrespective of the magnitude of the force.
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Proof:As seen from equation (2.41), if the condition of the theorem is met the quantity will
be non-positive. Thus as argued in Corollary 1, the system is stable. ¥
In order to get better results as to the effects of the perturbation function Ψ on the states
of the system (2.28), we need to have a Lyapunov Function which has better properties than
the one we have chosen. We now prove the existence of such a Lyapunov Function. Since
we are in finite dimensional space, without loss of generality, we use the 2-norm in the
following. We start with certain preliminaries regarding the unique nature of our system.
Let φ(τ, t,Z) be the solution of the system (2.28) starting from (t,Z). Our system dy-
namics are piecewise linear and constant functions of Z in t and locally Lipschitz in Z.
Each of these linear constant functions is defined by the Graph Laplacian Li representing
the connections between the nodes in the time interval ti to ti+1. Note that for finite number
of nodes, there are a finite number of known graph laplacians. The function φ, as repre-
sented in Figure 4, is a continuous though not differentiable function of time. It is of the
form,
φ(τ, t,Z) =

φ0(τ, t,Z) t ≤ τ < t1
φ1(τ, t1,Z1) t1 ≤ τ < t2 and Z1 = Z(t1)
φ2(τ, t2,Z2) t2 ≤ τ < t3 and Z2 = Z(t2)
...
(2.42)
The φ′is are the solutions of asymptotically stable LTI systems defined by equation (2.28)
with corresponding L′is, i.e. they are the solutions of asymptotically stable LTI systems
Z˙ = FiZ where Fi = [(Inn ⊗A)−g(Li⊗BC)] . (2.43)
Since there are a finite number of known L′is, there exists a positive number H such that
|||Fi||| ≤ H ∀ i (2.44)
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The structure of the φ′is is of the form
φi(τ, ti,Zi) = ZieFi(τ−ti). (2.45)
Thus
∂φi
∂Zi
= eFi(τ−ti)
∴
∥∥∥∥ ∂φi∂Zi
∥∥∥∥ ≤ eH(τ−ti). (2.46)
Also,
‖φ(τ, t,Z)‖ ≥ ‖Z‖e−H(τ−t) (2.47)
With these preliminaries, we now state the following theorem.
Fig. 4. ‖φ‖ as a function of time.
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Theorem 5 Let a be as defined in Corollary 3. Let Ba be the ball of radius a. There exists
a function V : [0,∞)×Ba → R that satisfies the conditions,
α1(‖Z‖) ≤ V (t,Z) ≤ α2(‖Z‖), (2.48)
∂V
∂t
+
∂V
∂Z
f (Z) ≤ −α3(‖Z‖) and (2.49)∥∥∥∥∂V∂Z
∥∥∥∥ ≤ α4(‖Z‖) (2.50)
where the α′is are class K functions defined on [0,a].
Proof: Consider a function G(x), x≥ 0, such that G′ ≥ 0. Define
V (t,Z) =
∞∫
t
G(‖φ(τ, t,Z)‖)dτ (2.51)
∴V (t,Z) =
t1∫
t
G(‖φ0(τ, t,Z)‖)dτ+
t2∫
t1
G(‖φ1(τ, t1,Z1)‖)dτ+
t3∫
t2
G(‖φ2(τ, t2,Z2)‖)dτ+ . . .
(2.52)
To talk about the existence of a suitable G, consider the derivative of V with respect to Z.
∂V
∂Z
=
t1∫
t
G′(‖φ0‖2)
φT0
‖φ0‖2
∂φ0
∂Z
dτ+∑
i
ti+1∫
ti
G′(‖φi‖2)
φTi
‖φi‖2
∂φi
∂Z
dτ (2.53)
But as discussed above, φ′is are functions of Zi. Thus
∂φi
∂Z = 0 ∀ i≥ 1. Hence,
∂V
∂Z
=
t1∫
t
G′(‖φ0‖2)
φT0
‖φ0‖2
∂φ0
∂Z
dτ. (2.54)
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Therefore, from equation (2.46),∥∥∥∥∂V∂Z
∥∥∥∥
2
≤
t1∫
t
G′(‖φ0‖2)eH(τ−t) dτ
≤
∞∫
t
G′(‖φ0‖2)eH(τ−t) dτ ∵ G′ ≥ 0
≤
∞∫
t
G′(β(‖Z‖2 ,τ− t))eH(τ−t) dτ
≤
∞∫
0
G′(β(‖Z‖2 ,s))eHs ds. (2.55)
At this point we state Massera’s Lemma.
Lemma 1 (Massera) Let g : [0,∞)→ R be a positive, continuous, strictly decreasing
function with g(t)→ 0 as t → ∞. Let h : [0,∞]→ R be a positive, continuous, nonde-
creasing function. Then, there exists a function G(t) such that
1. G(t) and its derivative G′(t) are class K functions defined for all t ≥ 0.
2. For any continuous function u(t) which satisfies 0 ≤ u(t) ≤ g(t) for all t ≥ 0, there
exist positive constants k1 and k2, independent of u, such that
∞∫
0
G(u(t))dt ≤ k1 and
∞∫
0
G′(u(t))h(t)dt ≤ k2 (2.56)
Proof: See [54], Appendix A.6. ¥ From above Lemma, considering β = g and eHs = h, we
know that a function G with the required property exists and the integral in equation (2.55)
exists. The integral is a class K function of ‖Z‖2 since G′ is a class K function and β is
also a class K function in ‖Z‖2. Thus V satisfies equation (2.50).
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Now that the existence of V is proven, consider
V (t,Z) =
∞∫
t
G(‖φ(τ, t,Z)‖2)dτ
≤
∞∫
t
G(β(‖Z‖2 ,τ− t))dτ =
∞∫
0
G(β(‖Z‖2 ,s))ds def= α2(‖Z‖2) (2.57)
The existence of the integral is assured by Lemma 1. The function α2(·) is a class K
function because, G is a class K function and β is a class K L function in ‖Z‖2.
From equation (2.47),
V (t,Z) ≥
∞∫
t
G(‖Z‖2 e−H(τ−t))dτ =
∞∫
0
G(‖Z‖2 e−Hs)ds
≥
ln(2)/H∫
0
G(
1
2
‖Z‖2)ds =
ln(2)
H
G(
1
2
‖Z‖2) def= α1(‖Z‖2) (2.58)
From equations (2.57) and (2.58), V satisfies equation (2.48).
To prove the final part,
∂V
∂t
+
∂V
∂Z
f (Z) =−G(‖φ0(t, t,Z)‖2) +
t1∫
t
G′(‖φ0(τ, t,Z)‖2)
φT0
‖φ0‖2
(
∂φ0
∂t
+
∂φ0
∂Z
F0Z)dτ
+ ∑
i
t1∫
t
G′(‖φi(τ, ti,Zi)‖2)
φTi
‖φi‖2
(
∂φi
∂t
+
∂φi
∂Z
F0Z)dτ(2.59)
where F0 represents the LTI system dynamics between the times t and t1. The summation
term is zero because ∂φi∂t =
∂φi
∂Z = 0, ∀i ≥ 1. In the second term, due the asymptotically
stable LTI nature of the dynamics, it is trivial to prove that ∂φ0∂t +
∂φ0
∂Z F0Z is uniformly zero
between t and t1. Thus,
∂V
∂t
+
∂V
∂Z
f (Z) = −G(‖Z‖2). (2.60)
Since G is a class K function, V satisfies equation (2.49). ¥
Corollary 4 Let the perturbation function Ψ(t,Z) be piecewise continuous in t and locally
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Lipschitz in Z. Let a be as defined in Corollary 3. If Ψ satisfies the uniform bound
‖Ψ(t,Z)‖ ≤ δ < θα3(α
−1
2 (α1(a)))
α4(a)
(2.61)
for all t > 0, all Z ∈ Ba and some positive constant θ < 1, then for all ‖Z(t0)‖ <
α−12 (α1(a)), the solution Z(t) of the perturbed system satisfies
‖Z(t)‖ ≤

β(‖Z(t0)‖ , t− t0), ∀ t0 ≤ t < t1
ρ(δ), ∀ t ≥ t1
(2.62)
for some class K L function β(·, ·) and some finite time t1, where ρ(δ) is a class K function
of δ defined by
ρ(δ) = α−11
(
α2
(
α−13
(
δα4(a)
θ
)))
. (2.63)
Proof: Since our unperturbed system is uniformly asymptotically stable around the origin,
the corollary follows from Lemma 5.3 in [54].
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CHAPTER III
APPLICATION OF RESULTS TO DESIGN OF FORCE-LAWS
In this chapter, we employ the results derived in the previous chapter to design control
laws for networks. To do so we must derive the functions α1, . . . ,α4. To do so we note that
the response of the linear system can be bounded as
‖Z0‖e−H(τ−t) ≤ ‖φ(τ, t,Z)‖ ≤ K ‖Z0‖e−Hl(τ−t) and ‖φZ(τ, t,Z)‖ ≤ eH(τ−t). (3.1)
If we assume
G(r) = r
1+Q
Q where Q =
HL
pH
, p > 1, (3.2)
we trivially derive
α1(‖Z‖) = QH(1+Q) ‖Z‖
1+Q
Q , (3.3)
α2(‖Z‖) = K
1+Q
Q Q
HL(1+Q)
‖Z‖ 1+QQ , (3.4)
α3(‖Z‖) = ‖Z‖
1+Q
Q , (3.5)
α4(‖Z‖) = 1+QQ
K
1
Q
H(p−1) ‖Z‖
1
Q . (3.6)
We apply these results to three different force-laws. First we consider a force-law which
acts like a spring of unstreched length d attached between neighboring nodes. As shown in
chapter II the force in the x-direction is
Fxi =−g∑
j
(xi− x j)+gd ∑
j
xi− x j
ri, j
. (3.7)
Our results allow us to determine limits on the second term (Ψ) so that the states of the
system do not exceed design limits. We consider a network of three nodes to reduce com-
putational costs. Starting from a initial condition of zero velocity and positions of (0,0),
32
(35,0), (5,30), the response to the linear force can be bounded by the parameters H = 0.53,
HL = 0.4 & K = 1.34. Now, if we wish to limit our system states by ‖Z(t)‖∞ ≤ 35, we can
use corollary 4 to calculate that if ‖Z0‖∞ ≤ 24.082 and ‖Ψ‖∞ ≤ 0.613 then the design limit
can be maintained. As shown in the Figure 5 the network state norm is maintained when the
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Fig. 5. State norm for system controlled by a spring-like force under constraints designed.
non-linear part is constrained by the limit calculated. The limit is admittedly conservative.
We use this method for another force-law. We use the one proposed by Tanner et. al.
[36, 37]. They proposed a force-law consisting of a linear term and an non-linear term
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given by
Fi j =
1
r2
− 2logr
r
, r = distance between nodes i and j. (3.8)
As the Figure 6 shows, the state norm stays within limit.
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Fig. 6. State norm for system controlled by force proposed by Tanner et al.
We also test this method on a third force-law.
Fi j =−(3r2+300r−10000)/1500, r = distance between nodes i and j. (3.9)
∴ Fxi j =−0.2(xi− x j)+
(
10000−3r2
1500
)(
xi− x j
r
)
. (3.10)
Again, as the Figure 7 shows, the state norm stays within limit.
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Fig. 7. State norm for system controlled by force proposed above.
We now also try to apply the method to a network of 6 nodes under the spring-like force.
Inspite of the increased number of nodes, the method is not very difficult to implement. The
linear response of the system can be bounded by the parameters H = 0.53, HL = 0.35 &
K = 1.4. We can then calculate that if ‖Z0‖∞ ≤ 33 and ‖Ψ‖∞ ≤ 0.1 then the design limit
of ‖Z(t)‖∞ ≤ 35 can be maintained (Figure 8).
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Fig. 8. State norm for system controlled by a spring-like force and 6 nodes.
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CHAPTER IV
ROBOT LOCALIZATION USING FUZZY LOGIC
In this chapter we use fuzzy logic to effect global position estimation and local position
tracking in mobile nodes. This scheme involves dividing the space in which the node
operates, using a grid. At each of these grid points, the node specifies a number between
zero and one which represents its confidence that it is located on that grid point. Two
scenarios can be envisaged here.
A. Global Position Estimation
It is assumed that the node will have on it sensors with which it can ascertain its position.
The node has a priori information about the accuracy and precision of these sensors. i.e.
if the node gets a reading from the sensor, it has the means to construct a map of the
confidence, the sensor reading provides, in the robot’s location at every grid point. As an
example consider the AmigoBot which is being used in our laboratory. Given a map of
the environment, the robot can use the sonar sensors mounted on it to measure the distance
from various walls. Depending on the distance, these measurements are usually accurate
to within ±5%. Having made a measurement, this knowledge about its accuracy can be
used to convert it into a confidence function for the node position. In addition the node
may have some a priori confidence in its position on the map. This confidence may be due
to the node having kept track of its past movements. It may also be pre-provided to the
node. In the case that it knows the environment map but has no idea about its own position
in the environment, it may set the confidence level at every grid point to a single low value
(say 0.1) to represent its ignorance of its own position. The node then combines these
two confidence functions using heuristic Fuzzy rules. To do this, the confidence level at
each grid point is fuzzified into three categories, high, medium and low. The membership
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Table I. Fuzzy rule set for one sensor.
Node Sensor Confidence
Conf. High Medium Low
High Very High Medium High Medium
Medium Medium High Medium Medium Low
Low Medium Medium Low Very Low
functions for these categories are shown in Figure 9.
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Fig. 9. Membership functions for input confidence levels.
The new or output confidence level of the node at each grid-point is divided into finer
categories as shown in Figure 10. The fuzzy engine combines the original node confi-
dence with the sensor confidence using the rule set represented in Table I. The results of
these fuzzy rules are described and discussed in the next section. The effect of repeatedly
obtaining sensor measurements is also displayed.
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Fig. 10. Membership functions for output confidence levels.
Further, the case that a robot may use multiple sensors to gauge its location is consid-
ered. In the simulations, only two sensors are considered but the concept can easily be
extended to many sensors. In this case, if both sensors give the robot more or less identical
confidence levels at the grid points, the results are similar to the previous part. The inter-
esting case occurs if the one of the sensors gives inaccurate results or if the sensor readings
are correct but the robot’s own original confidence in its location is misplaced. In this case,
the fuzzy rules could be set up so that the ’wrong’ data could be filtered out. This can be
done by setting up rules so that if two of the three confidence measures match, the third
could be given less weightage, eg. If, at a grid-point, Node Confidence is High and Sen-
sor1 Confidence is High and Sensor2 Confidence is Low, new node confidence is High.The
results for these kind of rule-sets are also displayed in the next section.
B. Local Position Tracking
The case where the node moves is now tackled. In general, the node’s motion control
devices should provide the robot with information as to how far it has travelled in which
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direction. The accuracy of this information is again a function of the hardware used and
should be known a priori. For example, a specific motion controller, when commanded to
travel a feet in the x-direction will be able to achieve the the same to an accuracy of a±δ
feet and 0±θ degrees. This capacity (the values of δ and θ) of the controller is known a
priori. Using this information, a confidence function representing the motion of the robot
can be constructed as displayed in Figure 11.
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Fig. 11. Confidence levels at grid-points after motion.
In the figure, it is assumed that the starting position of the node is known exactly.
The controller is commanded to move 7 units in the y-direction. Since the accuracy of
the controller is known, we can develop confidence levels in the node’s position at specific
grid-points. The numbers in the brackets denote this confidence. The confidence levels at
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Fig. 12. (a)Initial node confidence, (b)Sensor measurement confidence, (c)Resultant node confi-
dence, (d)Node confidence after a repeat sensor measurement.
the rest of the grid-points are zero.
Once such a confidence function can be constructed, the node can heuristically combine
its confidence level at each grid-point with this function to obtain a series of confidence
levels at each grid-point. It will then choose the maximum of these confidence levels. The
fuzzy rules for these combinations will be the same as outlined in Table I.
One big concern here is the amount of computation that will be needed. To reduce this
computation, the authors propose a simple method. We define a threshold value t > 1. We
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compute the maximum confidence level the robot has at any grid-point. The confidence
level at each grid-point is then compared to the maximum and only those for which the
ratio, of the maximum to the current grid-point confidence level, is less than the threshold
are considered in the computation. In effect we are trying to reduce the computation cost
by considering only those grid-points where the confidence of the robot in its position is
somewhat significant. Thus by controlling the value of t, we can control the computation
cost. The lower the value of t, the lesser the number of grid-points used in the computation.
Note that for this method to be effective, the node must have at least some prior knowledge
of its position. If it has no prior knowledge, all grid-points will end up being considered
and thus no reduction in computation will occur. The better the node has localized itself
already in the environment,the more it will be able to reduce the computations required for
position tracking.
C. Simulation Results and Discussion
To demonstrate this method in simulations, we have assumed a grid of 50 by 50 units. To
demonstrate global position estimation, it is assumed that the node initially has no idea of
its position. So its confidence is set at a constant low level (of 0.2) initially. This constant
level is a matter of preference and can be set to any value as long as it is low, representing
the robot’s ignorance about its location. The results are shown in Figure 12.
As can be seen the fuzzy engine combines the sensor and node confidences and com-
putes the new confidence satisfactorily. If repeat sensor measurements are taken and give
the same result (as can be expected from a precise sensor) the node confidence in its po-
sition progressively increases. But this also means that if the sensor is giving it wrong
information, repeated measurements worsen the situation.
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It is possible that the robot may have more than one sensors to sense its position. Figure
13 illustrates the case that the sensors are working ok. The results are similar to the ones
above. Once again repeated measurements have the same advantage as above.
Fig. 13. (a)Initial node confidence, (b)Sensor measurement confidence, (c)Resultant node confi-
dence, (d)Node confidence after four repeat sensor measurements.
As discussed above, the case that one of the sensors is not supplying accurate data is
now considered. Here, for the filtering effect to take place it is necessary that the node has
some prior idea of its location. The results are shown in Figure 14.
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Fig. 14. (a)Initial node confidence, (b)Sensor measurement confidence, (c)Resultant node confi-
dence, (d)Node confidence after a repeat sensor measurement.
The filtering effect of the rules can be clearly seen in part (c). But what was an advantage
in the previous two cases becomes a disadvantage here. As can be seen in part (d), repeated
measurements severely reduce the node’s confidence in its position.
Local position tracking, when the node moves, is now considered. As can be expected,
uncertain motion reduces the node’s confidence in its position by increasing the area over
which the the node could possibly be located. Figures 15 and 16 are two cases where node
motion is demonstrated. The node is moving 20 units in the negative sideways direction.
44
In Figure 15, the parameter t is set to 4 so that a fewer number of grid points are taken
into consideration. In Figure 16, t is set to 5. Note that higher the value of t, more will be
the computation required as more grid-points will be included in the calculation. Also, the
higher the value of t, the more spread the final position estimate will have.However, higher
the value of t more accurate will the position estimate be.
Fig. 15. Node confidences before (right) and after (left) the move. t = 4.
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Fig. 16. Node confidences before (right) and after (left) the move. t = 5.
D. Experimental Results
In our lab we conducted experiments with a DIRRS (Digital Infra-Red Ranging Sen-
sor). It is a compact, self-contained Infra-Red distance measuring system. The sensor
measures distance between 10 and 80 cm. It can output an 8-bit digital range measurement
approximately 20 times per second. A picture of the same is seen in Figure 17.
The sensor is mounted on a stepper motor which allows it to turn through 360o. It has
an accuracy of about 90%. The sensor is placed in an environment measuring 40x60 cms.
It knows its initial orientation and takes four measurements which allow it to localize itself
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Fig. 17. DIRRS sensor.
in the environment. The confidence function constructed from the measurements is shown
in Figure 18.
The node is then moved in the 45o direction by 2 cms. Since the motion is so small, it
can be safely assumed that no errors exist in the motion. The robot will use the position
confidence function it obtained previously to track its motion. The old and new confidence
functions are shown in Figure 19.
In order to verify the working of the algorithm, the node is made to estimate its position
again at the new position and this is compared with the computed confidence above. The
result is shown in Figure 20. As can be seen, the robot tracks its motion quite well.
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Fig. 18. Membership functions for output confidence levels.
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Fig. 19. Node position confidences before and after the move.
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Fig. 20. Computed and measured node position confidences.
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CHAPTER V
CONCLUSION
Two relevant issues in Autonomous Mobile Sensor Networks, namely, Design of Force-
Laws and Localization of Robots are considered in this work. For the first issue, a stability
analysis is done for the network operating under a set of force-laws having a specific struc-
ture. This set consists of forcing functions which can be divided into two parts, a linear
and non-linear function of the system states, as shown in equation (2.12). This class of
force-laws is quite wide and is frequently used in the literature to control mobile sensor
networks. Forcing functions simulating a spring connecting two neighboring nodes fall
into this category as do forcing functions derived from polynomial Potential Functions.
Also, since the linear part of the forcing function considered in this work is a solution to
the consensus problem, there are examples of forcing functions which are a combination
of a linear function (to achieve consensus) and a second function to achieve another goal,
say collision avoidance, and thus belong to the set of functions we are considering.
In the analysis, the non-linear part of the forcing function is treated as a perturbation
on the system and the linear part as the input. The system is discontinuous in nature as
the analysis is not limited to a constant communication topology. However, an assumption
is made that the communication topology, while changing, remains connected at all times.
Filippov’s calculus of differential equations with discontinuous right hand sides is used
in the analysis. The stability analysis is then used to come up with converse Lyapunov
theorems for the discontinuous system which place bounds on the states of the system
while under the influence of bounded perturbations. A bound on the norm of the states of
the system is calculated as a function of the norm of the initial state of the system and the
bound on the norm of the perturbation function. These theorems are then used to design
force-laws for the network. A few examples of designing a force-law, by calculating the
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bounds on the force-law to satisfy design limits on the norm of the system states, using the
above method are presented.
On the second issue, a fuzzy logic based range-free localization scheme is proposed
for robots in a network. Range-free localization schemes are based on probability theory.
However, their usability depends on the computational power available and assumptions on
the structure of probability density functions. Here a grid-based approach is demonstrated
which is expected to be more computationally cheap than one based on strict probabil-
ity theory and doesn’t depend on assumptions about the structure of probability density
functions. It is validated using simulations and experiments.
Drawbacks and Future Work: A drawback of the design method developed above, a
common one among Lyapunov based methods, is that it is very conservative. However,
the work done in analyzing the network can be extended by considering force-laws which
have a different structure than the one considered here. One can also, by considering more
and more restrictive sets of force-laws, make the results obtained less conservative. Better
results can also be obtained by considering the structure and properties of the non-linear
part of the force-law. For example, by imposing conditions such as smoothness and dif-
ferentiability, it could be possible to derive better results. The work can also be used as
a framework for the analysis of specific forcing functions and design the parameters of
the force-laws to satisfy design requirements. Another potential drawback of the results
derived in this work is that even though they apply to any number of nodes present in the
network, the computational power required will naturally grow with the number of nodes
involved. Thus more powerful computers will be required to apply these results to networks
with large number of nodes. The assumption made about the network being connected is
necessary. Without this assumption, the network will split into multiple networks with no
interaction between them.
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