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Abstract
In medicine, the diagnosis based on computer tomography (CT) imaging is fun-
damental for detection of abnormal tissues by different attenuation values on X-ray
energy, which frequently are not clearly distinguished for the radiologist. Different
methods have been developed to reconstruct images. In this work we analyze and
make comparison between two methods of reconstruction: analytical and algebraic
methods of reconstruction of images.
Today, in practice, the reconstruction process is based on analytical methods and
one of the most widely used algorithm is known as Filtered back projections (FBP)
algorithm. This algorithm implements the inverse Radon transform, which is a mat-
hematical tool used in Biomedical Engineering for the reconstruction of CT images.
From the very beginning of the development of scanners, it was important to reduce
the scanning time, to improve the quality of images and to reduce the reconstruction
time of images. Today’s technology provides powerful systems, multiprocessor and
multinuclear processor systems, that provide the possibility to reduce the recons-
truction time.
Among the analytical algorithms, the methods based on Fourier transform are well
known. In this work we analyze the algorithm of reconstruccion of images from
parallel projections based on the inverse Radon transform and its relation to the
Fourier transform, with the aim to achive better performance while using resources
of a system in an optimal way. This algorithm uses parallel projections, is simple,
robust, and the results could be extended for a variety of situations.
Algebraic methods are more suitable for the reconstruction from a limited number of
projections in noisy conditions. Their usage may be important for the functionality
of portable scanners in emergency situations. However, in practice, these methods
are less used due to their high computational cost. In this work the reducction of
the execution time is achieved by using the PETSc library in parallel reconstruction
of images.
We, also, compare the quality of the images reconstructed by analytical and algebraic
methods from simulated and real projections. This comparison allows to make some
conclusions on analytical and algebraic methods used in the reconstruction of the
images.
iii
.
Resumen
En medicina, el diagno´stico basado en ima´genes de tomograf´ıa axial computeri-
zada (TAC) es fundamental para la determinacio´n de abnormalidades a trave´s de
diferentes valores de atenuacio´n de la energ´ıa de rayos -X, lo que es, frecuentamente,
dificil de ser distinguido por radio´logos. Se han desarrollado diferentes te´cnicas de
reconstruccio´n de imagen. En este trabajo nosotros analizamos y comparamos dos
me´todos de reconstruccio´n: me´todo anal´ıtico y me´todo algebraico.
Hoy, en la pra´ctica, el proceso de reconstruccio´n de imagen se basa en algoritmos
anal´ıticos entre los cuales, el algoritmo de retroproyeccio´n filtrada ”filtered back-
projection - FBP” es el ma´s conocido. Este algoritmo se usa para implementar la
transformada de Radon inversa que es una herramienta matema´tica cuya utilizacio´n
principal en Ingenier´ıa Biome´dica es la reconstruccio´n de ima´genes de TAC.
Desde el comienzo del desarrollo de esca´nneres ha sido importante reducir el tiempo
de escaneo, mejorar la calidad de imagen y reducir el tiempo de reconstruccio´n. La
tecnolog´ıa de hoy ofrece potentes sistemas con varios procesadores y nu´cleos que
posibilitan reducir el tiempo invertido en la reconstruccio´n de ima´genes.
Los me´todos basados en la utilizacio´n de la transformada de Fourier, son los ma´s estu-
diados. En este trabajo se analiza el algoritmo de reconstruccio´n de imagen mediante
proyecciones paralelas, basado en la transformada de Radon inversa y su relacio´n
con la transformada de Fourier con el objetivo de optimizar su ca´lculo aprovechando
al ma´ximo los recursos de un sistema. Este algoritmo se basa en proyecciones para-
lelas y se destaca por su simplicidad y robustez, y permite extender los resultados a
variedad de situaciones.
Entre los algoritmos anal´ıticos, el algoritmo de retroproyeccio´n filtrada (FBP) se
considera un estandar en la reconstruccio´n de ima´genes TAC. El algoritmo es de ba-
jo coste computacional, reconstruye ima´genes de buena calidad, pero requiere una
completidud de datos. En muchas aplicaciones el conjunto de proyecciones necesa-
rias para la reconstruccio´n puede ser incompleto por razones f´ısicas. Entonces, la
unica posibilidad es realizar una reconstruccio´n aproximada. En estas condiciones,
las ima´genes reconstruidas por los algoritmos anal´ıticos en dos o tres dimenciones
son de baja calidad y con muchos artefactos.
Actualmente, debido al aumento del poder computacional, los me´todos algebraicos
han y son un foco de investigacio´n en la reconstruccio´n de ima´genes TAC. Los
me´todos algebraicos son ma´s adecuados para la reconstruccio´n de ima´genes cuando
se dispone de un menor nu´mero de proyecciones y en condiciones ma´s ruidosas. Su uso
puede ser importante para el funcionamiento en esca´neres porta´tiles en condiciones
de urgencia en cualquier lugar. Sin embargo, en la pra´ctica, estos me´todos son menos
usados por su alto coste computacional. En este trabajo reducimos el tiempo de
reconstruccio´n mediante el uso de la librer´ıa PETSc en la reconstruccio´n paralela de
imagen.
Se analizan ambos me´todos mediante la reconstruccio´n de ima´genes por proyecciones
simuladas y reales, comparando la calidad de imagen reconstruida con el objetivo de
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obtener conclusiones respecto a los me´todos usados.
vi
Resum
En medicina, el diagno`stic basat en imatges de tomograf´ıa axial computeritzada
(TAC), e´s fonamental per a la determinacio´ d’anorrmalitats mitjanc¸ant diferents va-
lors d’atenuacio´ de l’energia dels rajos X que frequ¨entment so´n dificils de diferenciar
pels radio`legs. S’han desenvolupat diferents te`cniques de reconstruccio´ d’imatges.
En aquest treball analitzem i comparem dues me`todes de reconstruccio´: anal.l´ıtics i
algebraics.
En l’actualitat el proce´s de reconstruccio´ d’imatges esta` basat en algoritmes
anal.l´ıtics entre els quals destaca l’algoritme de retroprojeccio´ filtrada ”filtered ba-
ckprojection - FBP” que e´s el me´s este´s en aquest a`mbit. Aquest algoritme s’utilitza
per a implementar la transformada de Radon inversa que e´s matema`ticament un
recurs molt utilitzat a l’enginyeria biome`dica en reconstruccio´ d’imatges de TAC.
Des del principi del desenvolupament dels esca`nners ha sigut molt important reduir
el temps d’escanneig, millorar la qualitat d’imatge i reduir el temps de reconstruc-
cio´. La tecnolog´ıa d’avui ofereix sistemes molt robustos amb diversos processadors i
nuclis que fan possible reduir el temps de reconstruccio´ de la imatge.
Entre els algoritmes anal.l´ıtics, els me`todes basats en l’u´s de la transformada de
Fourier so´n els me´s estudiats. En aquest treball s’analitza l’algoritme de reconstruc-
cio´ d’imatge mitjancant projeccions paral.leles, basat en la transformada de Radon
inversa i la seua relacio´ amb la transformada de Fourier amb l’objectiu d’optimitzar
el seu ca`lcul aprofitant al ma`xim els recursos del sistema. Aquest algoritme esta` ba-
sat en projeccions paral.leles i destaca la seua simplicitat i robustesa, perque` permet
fer extensiu l’u´s en varietat de situacions.
Els me`todes algebra`ics so´n me´s adequats per a la reconstruccio´ d’imatges pel seu me-
nor nombre de projeccions i el seu u´s en condicions en que` la imatge te´ me´s soroll. El
seu u´s potser important per a el funcionament en esca`nners porta`tils en condicions
d’urge`ncia en qualsevol lloc. No obstant aixo`, en la pra`ctica aquests me`todes so´n
menys utilitzats pel seu cost computacional. Pero` en aquest treball redu¨ım el temps
de reconstruccio´ mitjancant l’u´s de la llibreria PETSc en la reconstruccio´ paral.lela
de la imatge.
Els dos me`todes es comparen mitjancant la reconstruccio´ d’imatges per projec-
cions simulades i reals, comparant la qualitat de la imatge final reconstru¨ıda per
tal d’obtindre’n conclusions de ambdues me`todes.
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Cap´ıtulo 1
1. Introduccio´n
1.1. Motivacio´n
El problema de reconstruccio´n consiste en determinar la estructura interna del objeto
basa´ndose en datos experimentales del mismo objeto. Varios medios, incluido rayos -X,
rayos gamma, electro´nes, proto´nes, ondas de sonido y sen˜ales de resonancia magne´tica fue-
ron usados para estudiar objetos cuyo taman˜o var´ıa desde mole´culas complejas estudiadas
con los microscopios electro´nicos hasta distantes fuentes de radiosen˜ales estudiadas por
radioastro´nomos. Numerosas aplicaciones donde el problema de reconstruccio´n juega un
papel principal esta´n descritos por Stanley R. Deans en [1].
La tomograf´ıa axial computerizada (TAC) o tomograf´ıa de rayos -X es una te´cnica funda-
mental en el diagno´stico me´dico basado en imagen, que tambie´n tiene numerosas aplicacio-
nes industriales. En TAC, las ima´genes que corresponden a cortes interiores de un objeto,
se obtienen a partir de las proyecciones tomadas por un esca´ner. Este procedimiento se
denomina reconstruccio´n de ima´genes tomogra´ficas. Una descripcio´n bastante detallada
de la tomograf´ıa computerizada se puede encontrar en [2].
Los avances tecnolo´gicos y teo´ricos han promovido un intere´s continuo al desarrollo de los
diferentes me´todos de reconstruccio´n y sus implementaciones.
Desde el comienzo del desarrollo de esca´neres ha sido importante reducir el tiempo de es-
caneo, disminuir en la medida de lo posible el nu´mero de rotaciones necesario para realizar
una prueba TAC, mejorar la calidad de imagen y reducir el tiempo de reconstruccio´n.
Hoy, el desarrollo de arquitecturas paralelas, principalmente los procesadores multinu´cleo
y sistemas clusters, posibilita el desarrollo de nuevos algoritmos de reconstruccio´n que per-
miten explotar las caracter´ısticas particulares de estas plataformas. En la implementacio´n
de estos algoritmos, se puede plantear como optimizar su ejecucio´n para conseguir tiempos
menores.
Nos motiva la investigacio´n de los algoritmos de reconstruccio´n de imagen existentes,
el disen˜o de nuevos algoritmos y su implementacio´n paralela que distribuye procesos de
ca´lculo de forma eficiente.
1.2. Objetivos
En este trabajo se tiene como objetivo disen˜ar, implementar y evaluar algoritmos pa-
ralelos para resolver en forma eficiente el problema de reconstruccio´n de ima´genes en
Tomograf´ıa Axial Computerizada (TAC) sobre arquitecturas actuales como son procesa-
dores multicores y clusters. Este objetivo general puede refinarse en los siguientes objetivos
espec´ıficos:
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Estudio de me´todos anal´ıticos de reconstruccio´n de imagen, en particular, el me´todo
basado en la utilizacio´n de la transformada Inversa de Radon.
Implementacio´n paralela del algoritmo basado en la Transformada Inversa de Radon
usando OpenMP y el algoritmo de la Trasformada Ra´pida de Fourier.
Estudio de me´todos iterativos de reconstruccio´n de imagen.
Me´todo de Siddon de generacio´n de la matriz de un sistema de ecuaciones.
Implementacio´n paralela de la resolucio´n de un sistema de ecuaciones lineales por el
me´todo LSQR utilizando la librer´ıa PETSC.
Ana´lisis de prestaciones y escalabilidad de los algoritmos.
Comparacio´n de la calidad de ima´genes reconstruidas por ambos me´todos, anal`ıtico
y algebra´ico .
1.3. Estado del arte
El problema de reconstruccio´n por proyecciones fue resuelto por Johan Radon en 1917.
En su trabajo [1] Radon desarrolla un me´todo anal´ıtico, basado en la transformada inversa
de Radon, de reconstruccio´n de imagen de un objeto por sus proyecciones. Sucesivos
investigadores en diversas a´reas desconoc´ıan el trabajo de Radon y por eso existen muchos
redescubrimientos de los resultados de Radon hasta los an˜os 70.
Los avances tecnolo´gicos y teo´ricos han promovido un intere´s continuo en los diferentes
me´todos de reconstruccio´n y sus implementaciones.
Existen varios me´todos de reconstruccio´n de imagen. Estos me´todos se pueden clasificar
en: - algoritmos anal´ıticos, - me´todos algebraicos, - me´todos estad´ısticos de reconstruccio´n.
Una de las a´reas ma´s amplias de aplicacio´n de la transformada Inversa de Rado´n es la
Tomograf´ıa Axial Computerizada (TAC). En TAC los rayos -X se usan para obtener un
conjunto de datos necesarios para generar la imagen del interior de un objeto. El conjunto
de proyecciones paralelas se conoce como la transformada de Radon de la imagen, y la
inversa de la transformada representa la misma imagen.
Las Figuras 1 y 2 ilustran la idea de como se generan las proyecciones paralelas y pro-
yecciones fanbeam. En la Figura 1 los rayos -X se emitien de varias fuentes y se registran
por los detectores despue´s de atravesar un objeto generando proyecciones paralelas. En la
Figura 2 los rayos -X se emiten de una sola fuente y atraviesan un objeto en forma de un
cono. Esta forma de proyecciones se conoce como proyecciones fanbeam.
Actualmente, en la Tomograf´ıa Axial Computerizada, la reconstruccio´n se basa en algo-
ritmos anal´ıticos entre los cuales el algoritmo de retroproyeccio´n filtrada FBP (Filtered
Back Projections) es uno de los ma´s conocidos, e.g. [3], [4]. En este trabajo se analiza el
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Figura 1: Proyecciones paralelas Figura 2: Proyecciones fanbeam
algoritmo que implementa la transformada de Radon inversa en la reconstruccio´n de ima-
gen, representada por sus proyecciones paralelas, con el objetivo de determinar el grado
de paralelizacio´n y escalabilidad del algoritmo para optimizarlo.
El algoritmo es de bajo coste computacional, reconstruye ima´genes de buena calidad, pero
requiere una completitud de datos. En muchas aplicaciones el conjunto de proyecciones
necesarias para la reconstruccio´n puede ser incompleto por razones f´ısicas. Entonces, la
unica posibilidad es realizar una reconstruccio´n aproximada. En estas condiciones, las
ima´genes reconstruidas por los algoritmos anal´ıticos en dos o tres dimenciones son de baja
calidad y con muchos artefactos.
Actualmente, debido al crecimiento del poder computacional, los me´todos algebraicos son
un foco de investigacio´n en la reconstruccio´n de ima´genes. Los algoritmos basados en me´to-
dos algebraicos son capaces de proporcionar ima´genes de mayor contraste y precisio´n en
condiciones adversas y con un menor nu´mero de proyecciones [5], [6], [7]. En los exa´menes
de TAC es comun escontrarse con proyecciones incompletas, en estos casos los me´todos
algebra´icos son ma´s adecuados para la recostruccio´n de imagenes [8], [9], [10].
Sin embargo, en la pra´ctica debido a su alto coste computacional, estos algoritmos no son
usados de forma amplia y siguen siendo objeto de estudio. Su uso puede ser importante
en esca´neres porta´tiles en condiciones de urgencia [11] y en estudios 3D.
En este trabajo nosotros analizamos y proponemos el uso de la librer´ıa PETSc para la
resolucio´n eficiente del sistema de ecuaciones en la reconstruccio´n paralela de ima´genes.
Despue´s de la implementacio´n de los co´digos se realiza la comparativa de la calidad de las
ima´genes reconstruidas
Aunque se usa en medicina nuclear (gamma - camera, single photon emission computed
tomography (SPECT), positron emission tomography (PET)), la reconstruccion iterativa
no se difundio´ bastante en TAC. La principal razo´n de ello es que el conjunto de datos
en CT es mucho mayor que en medicina nuclear y la reconstruccio´n iterativa se hace muy
costosa. La acceleracio´n de la reconstruccio´n iterativa es un a´rea de investigacio´n activo.
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Stone et al. describe el algoritmo accelerado en unidades gra´ficas de procesamiento (GPUs)
para ima´genes de resonancia magne´tica (MRI) [25]. Ellos reconstruyen ima´genes de 1283
voxels en cerca de un minuto. Johnson y Sofer en [26] proponen un me´todo paralelo para
las aplicaciones de tomograf´ıa de emisio´n (emission tomography) que es capaz de explotar
la dispersidad y simetr´ıa de un modelo y demuestran que su esquema de paralelizacio´n
es aplicable a la mayor´ıa de algoritmos iterativos de reconstruccio´n. El tiempo requerido
para la reconstruccio´n de ima´genes de 128x128x23 voxels es de ma´s de 3 minutos. Pratx
et al. muestran los resultados de la reconstruccio´n en PET usando GPUs [27]. El tiempo
requerido en una sola tarjeta GPU para la reconstruccio´n de una imagen de 1603 es 8.8
segundos. La implementacio´n multi GPU de las reconstrucciones tomogra´ficas [28] accelera
la reconstruccio´n de ima´genes de 350x350x9 hasta 67 segundos en una tarjeta GPU y hasta
32 segundos en cuatro GPUs.
Parece que el taman˜o de imagenes reconstruidas sigue siendo un problema. En este
trabajo nosotros pusimos como un objetivo utilizar todo el poder computacional massivo
de las GPUs para la reconstruccio´n de ima´genes de mayor resolucio´n y sin perder la calidad.
Nosotros presentamos la descripcio´n y validacio´n del algoritmo basado en GPUs.
1.4. Estructura del documento
El resto del estudio desarrollado en este trabajo de investigacio´n esta´ organizado de la
siguiente forma:
En el Cap´ıtulo 2 se describen los concepos principales de los sistemas de altas prestaciones
actuales sobre los cua´les esta´n orientados los me´todos desarrollados en el trabajo que se
presenta. Se describen las herramientas de hardware utilizadas en los experimentos, la
librer´ıa PETSc y los entornos utilizados en la programacio´n.
El Cap´ıtulo 3 se centra en los me´todos anal´ıticos de reconstruccio´n de ima´genes. Se des-
criben los componentes fundamentales del proceso de reconstruccio´n. Estos componentes
son proyecciones que se toman mediante el proceso de escaneo. Se decribe los aspectos
matema´ticos del me´todo de reconstrucio´n basado en la transformada inversa de Radon
empeado en el proceso de la reconstruccio´n. Tambie´n se analiza la implementacio´n para-
lela de este me´todo.
El Cap´ıtulo 4 se dedica a los me´todos algebraicos que representan el objetivo central de
los estudios de este trabajo. Se describen las ventajas que presenta este me´todo y tambie´n
la razo´n principal por la cual los me´todos algebraicos no son de uso comercial actualmente.
Se propone: (1) el uso de la librer´ıa PETSc para la reconstruccio´n paralela con el objetivo
de reducir el coste computacional; (2) Se presenta el algoritmo iterativo de reconstruccio´n
en la unidad de procesamiento gra´fico (GPU).
En el Cap´ıtulo 5 se comparan las imagenes reconstruidas por el me´todo anal´ıtico y
algebraico. En la comparacio´n se emplean las funciones Error Cuadra´tico Medio (MSE) y
Peak Signal-to-Noise Ratio (PSNR).
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En el Cap´ıtulo 6 se presentan algunas conclusiones del trabajo realizado y se plantean
ideas para futuro desarrollo.
7
.
Cap´ıtulo 2
2. Arquitecturas de sistemas de computacio´n de altas
prestaciones (CAP)
La estructura de hardware o arquitectura determina que posibilidades e imposibilidades
hay en mejorar el rendimiento de un sistema comparado con el rendimiento de un procesa-
dor simple. Otro factor importante es la capacidad de generar un co´digo eficiente, co´digo
que se va a ejecutar en una plataforma dada. En este cap´ıtulo describimos arquitecturas
hardware y ma´quinas que pueden ser consideradas como herramientas CAP.
2.1. Clasificacio´n de computadores de altas prestaciones
La clasificacio´n de computadores de altas prestaciones dada por Flynn [14], se basa en
la forma de manipular instrucciones y datos y se divide en cuatro clases de arquitecturas
[15]:
Ma´quinas SISD. Sistemas convencionales con un CPU y, consecutivamente eje-
cutan instrucciones en forma secuencial. Hoy muchos servidores tienen ma´s de una
CPU, pero cada una ejecuta instrucciones que no esta´n relacionadas. Estos sistemas
actu´an sobre diferentes conjuntos de datos.
Ma´quinas SIMD. Estos sistemas a menudo tienen un nu´mero grande de unidades
de procesamiento que ejecutan la misma instruccio´n sobre diferentes conjuntos de
datos. De esta forma, una instruccio´n manipula un conjunto de datos en paralelo.
Las ma´quinas con procesadores vectoriales se consideran como ma´quinas SIMD.
Ma´quinas MISD. En la pra´ctica no se han construido este tipo de ma´quinas,
aunque en forma teo´rica, en estas ma´quinas ejecutan diferentes instrucciones sobre
u´nico conjunto de datos.
Ma´quinas MIMD. Estas ma´quinas ejecutan varias instrucciones en paralelo sobre
diferentes conjuntos de datos. La diferencia con las ma´quinas SIMD consiste en que
las instrucciones y datos esta´n relacionados y representan diferentes partes de la
misma tarea. Sistemas MIMD pueden ejecutar mu´ltiples subtareas en paralelo con
el objetivo de disminuir el tiempo total de ejecucio´n.
2.2. Sistemas con memoria compartida
Estos sistemas tienen mu´ltiples CPU que comparten la misma memoria a la cual acce-
den de la misma forma. Estos sistemas pueden ser SIMD o MIMD. Un simple-CPU proce-
sador vectorial puede considerarse como SIMD, y modelos multi-CPU de estas ma´quinas
son ejemplos de MIMD. Los esquemas de sistemas con memoria compartida se presentan
en las Figuras 3 y 4.
Los sistemas UMA (Uniforme Memory Access) tienen las siguientes carater´ısticas:
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Figura 3: Memoria compartida UMA
Tienen procesadores ide´nticos.
Tiempos de acceso a memoria son iguales para todos los prosesadores.
Sistemas de cache coherentes. Si un procesador modifica una variable en la memoria
compartida, todos los procesadores saben de esto.
Figura 4: Memoria compartida (NUMA)
Caracter´ısticas de sistemas NUMA (Non-Uniform Memory Access)
No todos los procesadores tienen tiempo de acceso a memorias iguales.
Los accesos a trave´s de interconexiones son ma´s lento.
Entre las ventajas de los sistemas con memoria compartida se puede subrayar:
Rapido intercambio de datos debido a la proximidad de memoria a CPUs.
Facilidad de programacio´n.
Entre las desventajas de estos sistemas son:
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Falta de escalabilidad entre memoria y CPUs. El aumento de CPUs aumenta el
trafico entre CPUs y memoria.
Responsabilidad del programador por el acceso ’correcto’ a la memoria global.
2.3. Sistemas con memoria distribuida.
En los sistemas con memoria distribuida cada CPU tiene su propia memoria asociada.
Los CPUs se conectan a trave´s de una red y pueden intercambiar datos entre sus memorias.
Estos sistemas tambie´n puede ser SIMD o MIMD. MIMD de memoria distribuida usan
redes de interconexio´n de topolog´ıas muy variadas. Un sistema con memoria distribuida
se presenta en la Figura 5.
Figura 5: Memoria distribuida
Se destacan por las siguentes caracter´ısticas:
Necesitan una red de comunicacio´n para para conectar la memoria entre los proce-
sadores.
Los procesadores tienen su memoria local. No hay memoria global. Cambios en la
memoria local no tienen efecto en la memoria de otros procesadores.
El programador define de forma expl´ıcita co´mo y cua´ndo un procesador accede a la
memoria de otro.
Las ventajas principales de estos sistemas :
La memoria es escalable con el nu´mero de procesadores.
Cada procesador accede a su memoria ra´pidamente.
Pero la programacio´n es ma´s dificil.
2.4. Clusters de sistemas
Los sistemas clusters representan una coleccio´n de PCs/Estaciones de trabajo (works-
tations) que esta´n connectadas con una red local. Representan una opcio´n atractiva por
el bajo coste de hardware y software, y por la posibilidad de tener control sobre el siste-
ma. Hoy existen variedad de redes de comunicacio´n en clusters que se distinguen por sus
caracter´ısticas como latencia, ancho de banda y coste.
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2.5. Procesadores multinu´cleos
Los procesadores multi-nu´cleos (multi-core processor) son procesadores que contie-
nen dentro de su empaque varios nu´cleos o unidades de procesamiento de instrucciones.
Un procesador multi-nu´cleo puede repartir los procesos entre sus varios nucleos para su
posterior ejecucio´n. Los cores esta´n integrados en un chip llamado multiprocesador.
Un dual-core procesador tiene dos cores (e.g. AMD Phenom II X2, Intel Core Duo), a
quad-core procesador tiene cuatro nucleos (e.g. AMD Phenom II X4, la l´ınea core Intel
2010, i3, i5, and i7), y hexa-core procesador que tiene seis cores (e.g. AMD Phenom II X6,
Intel Core i7 Extreme Edition 980X).
Un many-core procesador es un procesador que tiene un nu´mero de cores bastante
grande de tal forma que las te´cnicas tradicionales de multiprocesamiento no son efectivas
debido a la congestio´n que se genera a la hora de proporcionar las instrucciones y datos
a los procesadores. El nu´mero l´ımite de cores que establece el paso de un multi-core a
un many-core procesador se mide en docenas de cores. Pasado este l´ımite, la tecnolog´ıa
”network on chip”(NOC) resulta ser la ma´s ventajosa.
El objetivo de NOC es disen˜ar el sistema de comunicacio´n entre cores. Las topolog´ıas
comunes para interconectar cores incluyen bus, anillo, grid dos dimencionales, crossbar.
La teor´ıa y me´todos de redes de interconeccio´n aplicadas a la comunicacio´n de chips lle-
van a una mejora notable en la escalabilidad y la eficiencia de sistemas de disen˜o complejos.
Las aplicaciones que sacan ma´s provecho de los procesadores multi-nu´cleo son aquellas que
pueden generar muchos hilos de ejecucio´n (threads) como las aplicaciones de audio/video,
ca´lculo cient´ıfico, juegos, tratamiento de gra´ficos. So´lo cuando se ejecuta una sola apli-
cacio´n que no sea paralelizable (no se pueda descomponer en hilos), es cuando no se
aprovecha el potencial de procesamiento que permiten estos procesadores.
El primer procesador multinu´cleo que aparecio´ en el mercado fue el IBM Power 4 en el
an˜o 2000.
Actualmente, Intel y AMD ofrecen procesadores de dos (Core 2Duo), cuatro (Intel R©
CoreTM i7) y hasta 10 nu´cleos (Familia de procesadores Intel R© Xeon R© E7) [16], [17] que
posibilitan la ampliacio´n de rendimiento para las aplicaciones fundamentales y ma´s exi-
gentes con los datos.
Intel ha desarrollado un 80-core procesador que es capaz de transferir un terabyte de datos
por segundo. Dos Duo chip transfiere solo 1.66 gigabytes de datos por segundo. El 80-core
chip va a representar un incremento de rendimiento enorme sobre los procesadores exis-
tentes.
Las arquitecturas many-core proporcionan un poder de procesamiento de datos enorme
en la forma de paralelismo masivo SIMD. El nu´mero de cores en un chip crece ra´pido, y
como resultado, se puede dar una nueva interpretacio´n a la ley de Moore: es el nu´mero de
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cores se duplica cada 18 meses.
El esquema principal de procesador AMD Athlon se presenta en la Figura 6.
Figura 6: Arquitectura de procesador AMD Athlon
2.6. Sistemas Multiprocesadores
Sistemas Multiprocesadores Sime´tricos (SMP). El te´rmino SMP, sistema multi-
procesador sime´trico, se refiere a la arquitectura hardware del sistema multiprocesador y
al comportamiento del sistema operativo que utiliza dicha arquitectura. Un SMP es un
computador con las siguientes caracter´ısticas:
Tiene dos o ma´s procesadores similares de capacidades comparables.
Los procesadores comparten la memoria principal y la Entrada/Salida, y esta´n in-
terconectados mediante un bus u otro tipo de sistema de interconexio´n, de manera
que el tiempo de acceso a memoria es aproximadamente el mismo para todos los
procesadores.
Todos los procesadores pueden desempen˜ar las mismas funciones (de ah´ı el te´rmino
sime´trico).
El sistema esta´ controlado por un sistema operativo que posibilita la interaccio´n
entre los procesadores y sus programas.
El diagrama de bloques de un sistema multiprocesador se presenta en la Figura 7.
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Figura 7: Diagrama de bloques de un sistema multiprocesador
En SMP todos los procesadores pueden realizar las mismas funciones, un fallo en un
procesador no hara´ que el computador se detenga. Se pueden aumentar las prestaciones
del sistema an˜adiendo ma´s procesadores.
Arquitectura MPP. Representa una ma´quina paralela que consta de varias unidades
de procesamiento ba´sicamente independientes. En efecto cada una de estas unidades, co-
nocida como ’nodo’, es pra´cticamente una computadora en s´ı misma, contando con su
propio procesador, memoria no compartida, y que se comunica con las dema´s unidades
de procesamiento a trave´s de un canal provisto exclusivamente para este propo´sito. Este
tipo de ma´quinas se conocen como computadores masivamente paralelas o ma´quinas MPP
(Massively Parallel Processing, procesamiento masivamente paralelo).
Para que esta organizacio´n redunde en un mayor desempen˜o, se requiere colaboracio´n entre
los nodos. Como se menciono´, una ma´quina MPP debe contar con un canal que permita
a los nodos comunicarse entre s´ı, a fin de intercambiar datos y coordinar sus operaciones.
Ya que el objetivo principal de una ma´quina MPP es obtener alto rendimiento, se busca
que este canal de comunicaciones sea lo ma´s eficiente posible, en te´rminos tanto de ancho
de banda como de tiempo de latencia. Sin embargo, el tener varias secciones de memoria
independientes complica la programacio´n en este tipo de arquitecturas.
2.7. GPU: altamente paralelo, multihilo, procesador multicore
La unidad de procesamiento gra´fico (GPU), inventada por NIVIDIA en 1999, es el proce-
sador paralelo ma´s potente hoy d´ıa [22]. Para satisfacer la demanda en los gra´ficos 3D de
alta resolucio´n en tiempo real, la GPU se ha desarrollado como un procesador multicore
con multithreading y de alto paralelismo. Es un procesador de tremenda potencia para
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los ca´lculos con simple y doble presicio´n. La GPU es un prosesador de muy alto ancho de
banda de memoria como se ilustra en las Figuras 8 y 9.
Figura 8: Operaciones por segundo para CPU y GPU. Documentacio´n de NVIDIA
La razo´n de la discrepancia entre CPU y GPU en la capacidad de ca´lculo con simple
precisio´n es que la GPU esta´ disen˜ada especialmente para los ca´lculos intensivos, de tal
forma que hay ma´s transistores dedicados al procesamiento de datos, como se ilustra en
la Figura 10.
Los sistemas con GPU son especialmente adecuados para las aplicaciones donde el mismo
programa se ejecuta sobre varios conjuntos de datos en paralelo. En muchas aplicaciones
donde se procesan enormes conjuntos de datos, puede usarse el modelo de programacion
paralelo de datos ( data-parallel programming model) para acelerar ca´lculos. En efecto, mu-
chos algoritmos, desde algoritmos de procesamiento de sen˜al o algoritmos de simulaciones
f´ısicas y hasta los algoritmos en biolog´ıa computacional, se aceleran por el procesamiento
paralelo de datos.
NVIDIA introdujo dos tecnolog´ıas principales - la arquitectura G80 [24] ( primero fue
introducida en GPUs GeForce 8800 R©, Quadro FX 5600 R© y Tesla C870 R©) y CUDA [22],
una arquitectura software y hardware que permite programar GPUs con los lenguajes de
programacio´n de alto nivel. El programador ahora puede escribir programas en C con la
extencio´n CUDA dirigidos a explotar el procesador en forma paralela y masiva. Esta forma
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Figura 9: Ancho de banda de memoria para CPU y GPU. Documentacio´n de NVIDIA
de programacio´n se denomina Computacio´n GPU (GPU Computing).
El modelo de programacio´n CUDA explota de forma efectiva las capacidades paralelas de
los GPUs. CUDA extiende C permitiendo al programador definir funciones C, llamados
kernels, que se ejecutan N veces en paralelo por N diferentes CUDA threads.
La siguiente generacio´n de NVIDIA. GeForce 8800 era el primer producto que puso
el inicio del modelo de Computacio´n GPU. Introducido en 2006, permitio´ a los programa-
dores usar toda la potencia de los GPUs sin necesidad de aprender un nuevo idioma de
programacio´n.
Figura 10: La GPU incluye ma´s transistores para procesamiento de datos
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La arquitectura Fermi [23] es una arquitectura ma´s significante desde entonces. Las ca-
racteristicas principales mejoradas en Fermi:
rendimiento mejorado con doble presicio´n - muchas aplicaciones requeren rendimien-
to alto con doble presicio´n
verdadera jerarqu´ıa Cache - algunos algoritmos eran incapaces de usar la memoria
compartida
aumento de memoria compartida para acelerar la ejecucio´n de las aplicaciones
ma´s ra´pidas operaciones ato´micas
2.8. Herramientas hardware
En este apartado se describen brevemente los sistemas utilizados en los experimen-
tos analizados en este trabajo. Se trata de dos sistemas ubicados en el departamento de
Sistemas Informa´ticos y Computacio´n de la Universidad Polite´cnica de Valencia.
Un sistema es Gpu.dsic.upv.es. El sistema se caracteriza por el procesador de 2.6GHz y
dos unidades de prosecamiento gra´fico. Las tarjetas GPU tienen las siguientes propiedades:
son tarjetas TESLA K20c no integradas
la capacidad de computo: 3.5
Memoria Global: 5GB
Memoria Constante: 64 kB
Nu´mero de Multiporocesadores: 13 con 192 Cuda cores / MP
Nu´mero total de cores: 2496 Cuda cores
Memoria Compartida por multiprocesador: 49 kB
Otro sistema utilizado es KAHAN. El KAHAN es un cluster de computacio´n de pe-
quen˜o taman˜o. Se compone de:
Un frontend con un procesador Intel Core 2 Duo a 3GHz, con 4 GB de memoria.
Seis nodos biprocesador conectados mediante una red Infiniband.
Cada nodo consta de:
• 2 procesadores AMD Opteron 16 Core 6272, 2.1GHz, 16MB
• 32GB de memoria DDR3 1600
• Disco 500GB, SATA 6 GB/s
• Controladora InfiniBand QDR 4X (40Gbps, tasa efectiva de 32Gbps
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Los nodos esta´n interconectados mediante una Infiniband.
En total: 12 procesadores, 192 nu´cleos, 192 GB.
El pico teo´rico del rendimiento del sistema KAHAN es de 2304 GFlops (109 float point
operations per second) y se calcula por la formula:
Peak = ncores x nFPU x f = 192 x 4 x 3 = 2304 GFlops.
Figura 11: El Cluster Kahan.dsic.upv.es
2.9. Herramientas software
En este apartado se describen modelos de programacio´n paralela y herramientas soft-
ware usadas en los experimentos.
2.9.1. Modelos de programacio´n paralela
Modelo de Memoria Compartida. En este modelo las tareas comparten espa-
cio de direcciones, que ellos leen y escriben asincronamente. Diferentes mecanismos,
como ’locks/semaphors ’ pueden usarse para controlar el acceso a la memoria compar-
tida. El desarrollo de programas es simplificado. Sin embargo, la mayor desventaja
consiste en la posibilidad de crear tra´fico cuando varios procesadores usan el mismo
dato.
Modelo de Threads. En este modelo un proceso puede tener varios pasos de eje-
cucio´n. El programa principal carga todo lo necesario para la ejecucio´n, ejecuta en
forma secuencial algunas instrucciones, y despue´s crea tareas ( threads) que se eje-
cutan simultaneamente. Cada thread tiene datos locales y puede comunicarse con
otros a trave´s de memoria global. Esto requiere instrucciones de sincronizacio´n pa-
ra asegurar el acceso correcto a la memoria. Los threads pueden ser cancelados y
creados de nuevo, solo el programa (thread) principal se queda presente hasta que
la aplicacio´n se completa.
Generalmente, este modelo de programacio´n esta asosiado con arquitecturas de me-
moria compartida. Desde el punto de vista de programacio´n, la implementacio´n
consta de un conjunto de directivas insertadas en el co´digo serial o paralelo y el
18
programador es responsable de determinar todo el paralelismo. Un estandar de im-
plementacio´n de threads es OpenMP.
OpenMP. La librer´ıa OpenMP [19] permite en forma simple crear threads y con-
trolar concurrencias de estos basandose en directivas del compilador. Es una librer´ıa
portable. Existe implementaciones en C/C++ y Fortran.
Modelo de Paso de Mensajes. El modelo de paso de mensajes tiene las siguientes
caracter´ısticas:
• Conjunto de tareas que puede residir en la misma unidad f´ısica o en varias
ma´quinas, usa su propia memoria local para ca´lculos.
• Tareas intercambian datos a trave´s de comunicacio´n enviando y recibiendo men-
sajes.
• Desde el punto de vista de programacio´n, las implementaciones del modelo de
paso de mensajes consisten en una librer´ıa de subrutinas insertadas en el co´digo.
El programador es responsable de determinar todo el paralelismo.
• Librer´ıa MPI es el estandar de la implementacio´n de modelo de programacio´n
de Paso de Mensajes en la actualidad [20].
2.9.2. Librer´ıa PETSc
PETSc (Portable Extensive Toolkit for Scientific computation) es un conjunto
de herramientas para la solucio´n paralela nume´rica de sistemas de ecuaciones lineales
dispersos utilizado en sistemas de alto rendimiento [18]. PETSc consta de un conjunto de
librer´ıas (similares a clases en C++). Cada librer´ıa manipula una familia particular de
objetos (por ejemplo, matrices) y operaciones sobre estos objetos.
Algunos de los mo´dulos de PETSc incluyen:
vectores paralelos
matrices dispersas paralelas con varios formatos de almacenamiento
me´todos de subespacios de Krylov
precondicionadores
los me´todos de resolucio´n de sistemas lineales y nolineales
soporte para las tarjetas NVIDIA GPU
Cada mo´dulo representa una interfaz abstracta (una secuencia de llamadas) e implemen-
taciones usando una estructura particular de datos. De esta forma PETSc ofrece co´digos
efectivos para diferentes fases de resolucio´n de sistemas de ecuaciones y genera un ambiente
agradable para la modelacio´n de aplicaciones cient´ıficas y el ra´pido disen˜o de algoritmos.
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Usando la librer´ıa, el usuario puede incorporar solvers y estructuras de datos personaliza-
dos.
Todos los programas de PETSc usan MPI (Message Passing Interface) estandar para
las comunicaciones. Las librer´ıas posibilitan la personalizacio´n y extencio´n de algoritmos y
sus implementaciones. PETSc posibilita el uso de paquetes externos como Matlab y otros,
es completamente usable desde Fortran, C, C++ y en la mayor´ıa de sistemas basados en
UNIX.
Soporte para las tarjetas NVIDIA GPU. Los me´todos algebraicos de PETSc de re-
solucio´n de sistemas de ecuaciones se puede usar en los sistemas NVIDIA GPU.
Se han introducido una nueva subclase de vectores que ejecuta las operaciones sobre los
vectores. Adicionalmente, una subclase de matrices dispersas ejecuta las operaciones de
producto matriz-vector en GPUs, y los me´todos paralelos de resolucio´n de sistemas de
ecuaciones lineales que utilizan GPUs funcionan para todas las operaciones de producto
entre vectores y matrices.
El uso de GPUs proporciona una te´cnica de resolucio´n alternativa de alto rendimiento y
de bajo coste computacional.
La infraestructura de PETSc crea la base para las aplicaciones de escala grande.
2.9.3. Librer´ıas CUBLAS y CUSPARSE
La utilizacio´n de GPU, con la enorme potencial de computo paralelo, puede elevar con-
siderablemente la eficiencia del algoritmo. El modelo de programacio´n CUDA [30] permite
resolver muchos problemas complejos computacionalmente de un modo ma´s eficiente que
en CPU. Las librer´ıas CUBLAS [31] y CUSPARSE [32] proporcionan al usuario el acceso
a los recursos computacionales de unidades de procesamiento gra´fico de NVIDIA (GPUs).
La librer´ıa CUBLAS es la implementacio´n BLAS(Basic Linear Algebra Subprograms) pa-
ra GPUs. Para usar la librer´ıa, la applicacio´n tiene que colocar las matrices y vectores
necesarios en en la memor´ıa de GPU, rellenarlos con datos , hacer llamadas a la secuen-
cia de las funciones CUBLAS deseadas, y despue´s transferir los resultados de la memor´ıa
GPU a host. La librer´ıa CUBLAS proporciona funciones de ayuda para la realizacio´n de
transferencia de datos entre GPU y host. La librer´ıa CUSPARSE contiene un conjunto
de subrutinas basicas de algebra lineal usadas para las operaciones con matrices dispersas
y esta´ disen˜ado para ser llamada desde C o C++. Estos subrutinas incluyen operaciones
entre vectores y matrices en formato disperso y denso, as´ı como las rutinas de conversio´n
de diferentes formatos para matrices.
2.9.4. Librer´ıa BLAS
BLAS (Basic Linear Algebra Subprograms). Coleccio´n de rutinas para realizar ope-
raciones ba´sicas a bloques sobre matrices densas y vectores [29]. El Nivel 1 BLAS realiza
operaciones vectoriales, el Nivel 2 Blas realiza las operaciones entre matrices y vectores, y
el Nivel 3 Blas realiza operaciones entre matrices.
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El BLAS es portable y eficiente, y por esto es usado en el desarrollo de software de algebra
lineal de ma´s alto nivel, como LAPACK por ejemplo.
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Cap´ıtulo 3
3. Me´todos anal´ıticos
Actualmente, en los esca´neres comerciales el proceso de reconstruccio´n de imagen se
basa en algoritmos anal´ıticos entre los cuales, el algoritmo de retroproyeccio´n filtrada
”filtered backprojection” es el ma´s conocido [3], [4]. Este algoritmo se usa para implementar
la transformada inversa de Radon que es una herramienta matema´tica cuya utilizacio´n
principal en Ingenier´ıa Biome´dica es la reconstruccio´n de ima´genes de TAC (Tomograf´ıa
Axial Computarizada) [1].
En la Tomograf´ıa Axial Computarizada, la informacio´n sobre la imagen original se da en
forma de un conjunto de proyecciones, que se conoce como la transformada de Radon de la
imagen, y la inversa de la transformada, representa la misma imagen [1]. La transformada
de Radon es un conjunto de proyecciones tomadas bajo diferentes a´ngulos que contienen
informacio´n sobre el objeto (imagen) escaneado y la inversa de la transformada, representa
la imagen de dicho objeto.
3.1. Aspectos matema´ticos de reconstruccio´n de imagen
Dada la utilidad de la transformada de Radon y su inversa en la reconstruccio´n de
imagen TAC en este apartado vamos a resumir el algoritmo en el que se basa.
3.1.1. Definicio´n de la transformada de Radon y su inversa
Si los rayos -X pasan a trave´s de un objeto, se observa que la intensidad de los rayos
disminuye de acuerdo con la ecuacio´n (1)
I = I0 exp(−µx). (1)
En (1) I0 es la intensidad de rayos inicial, I es la intensidad al pasar la distancia x a
trave´s del objeto. El coeficiente de atenuacio´n µ depende de la densidad del material ρ y
del nu´mero ato´mico Z
µ = µ(ρ, Z). (2)
Si los rayos -X pasan a trave´s de varios medios, el decrecimiento relacional esta´ dado
por la formula (3)
I
I0
= exp
−∑
j
µjxj
 . (3)
Si µ = µ(x) es una funcio´n cont´ınua de x, el sumatorio en (3) se puede expresar como
una integral de l´ınea a lo largo del paso del rayo
I
I0
= exp
[
−
∫
L
µ(x)dx
]
. (4)
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Ahora, consideraremos una seccio´n transversal de un objeto tridimensional. Sea la seccio´n
transversal perpendicular al eje z, entonces, el coeficiente de atenuacio´n µ en el plano es
una funcio´n de dos variables:
µ = µ(x, y). (5)
Y el decrecimiento relacional del rayo -X a trave´s del plano xy a lo largo de la l´ınea L
esta´ dado por la formula (6)
I
I0
= exp
[
−
∫
L
µ(x, y)ds
]
. (6)
Al mover la fuente del rayo -X y el detector, es posible obtener un conjunto de proyec-
ciones.
La proyeccio´n <(φ, s) de un objeto inicial se define como el conjunto de integrales de l´ınea
de la intensidad de imagen, representada por f(x, y), a lo largo de las l´ıneas l a una
distancia s del origen del sistema de coordenadas y formando un a´ngulo φ con el eje x:
<(φ, s) =
∫
l
f(x, y)dl. (7)
Una proyeccio´n <(φ, s) para un a´ngulo φ determinado, puede verse en la Figura 12.
Figura 12: Proyection <(φ, s) para un a´ngulo φ
Un conjunto de proyecciones tomadas para diferentes a´ngulos, representa la imagen y
se conoce como la transformada de Radon. La transformada de Radon en R2 puede ser
expresada por la formula (8)
<(φ, s) = f˜ =
∫ +∞
−∞
f(x(t), y(t))dt. (8)
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Donde las coordenadas (Θ, s) esta´n expresadas en forma parame´trica mediante la ecuacio´n
(9)
(x(t), y(t)) = t(sin Θ,− cos Θ) + s(cos Θ, sin Θ). (9)
La funcio´n f(x, y), como se ha comentado, representa la imagen original, y puede ser
calculada mediante la inversa de la transformada de Radon. En forma simbo´lica:
f(x, y) = <−1(f˜). (10)
Uno de los me´todos de calcular la transformada de Radon inversa se conoce como el
me´todo directo de Fourier.
3.1.2. Relacio´n con la transformada de Fourier
La trasformada de Radon esta´ relacionada con la transformada de Fourier por medio
del Teorema de Slices [3], que obtiene la trasformada de Fourier 2D de la imagen por
medio de las proyecciones. De esta forma, se conoce la transformada de Fourier 2D de la
imagen (al menos en algunos puntos) y tomando su inversa se puede obtener la imagen
por la formula (11).
f(x, y) =
1
4pi2
∫ ∫
G(φ, ω)ejω(x sinφ−y cosφ)|ω|dωdφ. (11)
En (11)G(φ, ω) es la transformada de Fourier 1D de las proyecciones, |ω| es el determinante
del Jacobiano al pasar de sistema de coordenadas rectangulares a polares. El producto
G(Θ, ω)|ω| se llama retroproyeccio´n filtrada y se obtiene multiplicando las proyecciones
por |ω| en el espacio de Fourier.
La formula (11) es la base del ca´lculo de la transformada inversa de Radon en la recons-
truccio´n de TAC y representa la relacio´n entre las proyecciones y la imagen inicial.
El algoritmo de retroproyeccio´n filtrada es uno de los algoritmos ma´s aceptados en la
reconstruccio´n de imagen original en la Tomograf´ıa Axial Computarizada.
El proceso de reconstruccio´n por proyecciones con el algoritmo FBP se puede visualizar
en la Figura 13.
3.2. Paralelizacio´n
Las proyecciones tomadas por el esca´ner se dan en forma de una matriz PRmxn. Las
columnas PRcols de esta matriz corresponden al nu´mero de a´ngulos para cuales se toman
las proyecciones.
Las filas PRfils de la matriz corresponden al nu´mero de detectores y los valores de la matriz
de proyeccio´n representan las intensidades de los rayos -X registradas por los detectores
al atravesar el objeto.
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Figura 13: Reconstruccion por dos proyecciones
El algoritmo consta de los siguientes mo´dulos:
mo´dulo principal: Image Reconstruction
mo´dulo: Backproject
mo´dulo: Filter Projections
El diagrama del algoritmo se presenta en la Figura 14.
Figura 14: El diagrama del algoritmo
Descripcio´n de los mo´dulos.
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Mo´dulo Image Reconstruction:
• Leer los datos de entrada
• Llamada al mo´dulo Backproject
• Generar el archivo de salida
Mo´dulo Backproject:
• Se hace una llamada al Filter projections para filtrar las proyecciones PR (9)
• Se hace una copia de las proyecciones filtradas (10)
• Se inicializa la imagen a reconstruir BPR (11)
• Se define la grid rectangular (13:19)
• Se inicializa BPIa - la imagen actual que corresponde al a´ngulo actual (20)
• Para cada a´ngulo se determinan los p´ıxeles por los cuales pasa la proyeccio´n
(22:37)
• Los p´ıxeles de pasos (22:37) se registran en la imagen actual BPIa (39:43)
• Se actualiza y se normaliza la imagen final BPR (44:50)
Mo´dulo Filter projections:
• Se determina el orden del filtro y se construye el Hamming filter (51:68)
• Se inicializa la matriz FPR que representa las proyecciones filtradas (69)
• Las proyecciones PR se registran en FPR en orden de columna mayor(70:74)
• Se aplica la transformada ra´pida de Fourier a las proyecciones (75:78)
• Las proyecciones se filtran en el espacio de Fourier (79:84)
• Se aplica la transformada inversa de Fourier a las proyecciones filtradas (85:88)
• Las proyecciones se normalizan y se registran en ’row mayor ’ orden (89:94)
Algoritmo
Entrada: Matriz PRmxn - matriz de proyeciones.
Salida: Matriz BPRmxm cuyos valores representan las intensidades de la imagen
reconstruida.
Mo´dulo principal: Image Reconstruction:
1: Leer datos de entrada
2: Backproject(PR,theta,theta size,rows,cols,BPR)
/**Escribir la imagen reconstruida en el archivo de output
3: PARA i = 0 HASTA i < Resolucion− 1
4: PARA j = 0 HASTA j < Resolucion− 1
5: write pBPR[i][j]
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6: END PARA
7: END PARA
8: End Image Reconstruction
Mo´dulo Backproject ( PR, theta, theta size, rows, cols, BPR):
9: Filter projections ( PR, PRrows, PRcols, theta size, 1)
10: cblas-dcopy (PRrows*PRcols, PR, 1, filtPR, 1)
/** Set up la imagen
11: cblas-dscal(sideSize*sideSize, 0, BPR, 1)
/** Convertir los angulos a radianes
12: cblas-dscal( theta size, pi/180, theta, 1)
13: midindex = (PRrows + 1)/2
/** Set up xpr & ypr matrices
# pragma omp parallel for private(j)
14: PARA i = 0 HASTA i < sideSize− 1
15: PARA j = 0 HASTA j < sideSize− 1
16: pxpr[i][j] = j + 1− (sideSize+ 1)/2
17: pypr[i][j] = i+ 1− (sideSize+ 1)/2
18: END PARA
19: END PARA
/** Inicializar: BPIa = 0
20: cblas-dscal (theta size*sideSize*sideSize, 0, BPIa, 1)
/** Regio´n paralela
21: # pragma omp parallel for private(z,i,j,i1,i2,k) firstprivate(sideSize)
22: PARA z = 0 HASTA z = zSize − 1
# pragma omp parallel for private (j)
23: PARA i = 0 HASTA i = sideSize− 1
24: PARA j = 0 HASTA j = sideSize− 1
25: pfiltIndex[z][i][j] = floor(0,5 + midindex + pxpr[i][j] ∗
sin(theta[z])−
26: −pypr[i][j] ∗ cos(theta[z]))− 1
27: END PARA
28: END PARA
/** Determinar los p´ıxeles por los cuales pasa la proyeccio´n
29: k = 0
30: PARA i = 0 HASTA i = sideSize− 1
31: PARA j = 0 HASTA j = sideSize− 1
32: Si pfiltIndex[z][i][j] >= 0 && pfiltIndex[z][i][j] <
sideSize
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33: pspota[z][k] = i ∗ sideSize+ j
34: pnewfiltIndex[z][k] = pfiltIndex[z][i][j]
35: k = k + 1
36: END PARA
37: END PARA
/** Region paralela
38: # pragma omp parallel for private(i,i1,i2) schedule(dynamic,100)
39: PARA i = 0 HASTA i = k − 1
40: i1 = pspota[z][i]
41: i2 = pnewfiltIndex[z][i]
42: pBPIa[z][i1] = pfiltPR[i2][z]
43: END PARA
/** Regio´n paralela
44: # pragma omp parallel for schedule(dynamic,100)
45: PARA i = 0 HASTA i = sideSize ∗ sideSize− 1
46: BPR[i] = BPR[i] + pBPIa[z][i]
47: END PARA
48: END PARA /* End of the angle loop */
/** Rescale the image
49: cblas-dscal( sideSize*sideSize, 1.0/(theta size), BPR, 1)
50: END of Backproject
Mo´dulo Filter projections(PR, PRrows, PRcols, theta size, 1):
51: a = floor(log(2 ∗ PRrows)/ log(2))
52: SI (pow(2, a) < (2 ∗ PRrows))
53: a = a+ 1
54: END SI
55: order = ma´x(64, pow(2, a)) /* order del filtro
/** Ramp filter
56: PARA i = 0 HASTA i = order/2− 1
57: H1[i] = 2 ∗ i/order
58: w[i] = 2 ∗ pi ∗ i/order
/** Hamming filter
61: H1[i] = H1[i] ∗ (0,54 + 0,46 ∗ cos(w[i]/d))
62: END PARA
63: cblas-dcopy (order/2+1, H1, 1, H2, 1)
64: k = order/2
65: PARA i = order/2− 1 HASTA i > 0
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66: H2[k + 1] = H[i]
67: k = k + 1
68: END PARA
/** Regio´n paralela
/** Filtrar las proyecciones en el espacio de Fourier
69: cblas-dscal(order*PRcols, 0, FPR, 1)
70: PARA i = 0 HASTA i = PRcols − 1
71: PARA j = 0 HASTA j = PRrows − 1
72: pFPR[i][j] = pPR[j][i]
73: END PARA
74: END PARA
/** Call fftw
75: # pragma omp parallel for
76: PARA i = 0 HASTA i = PRcols − 1
77: call FFT
78: END PARA
79: # pragma omp parallel for private (i,j)
80: PARA i = 0 HASTA i = PRcols − 1
81: PARA j = 0 HASTA j < order − 1
82: pout[i][j] = pout[i][j] ∗H2[j]
83: END PARA
84: END PARA
/** A las proyecciones filtradas se aplica la inversa de FFT
/* Regio´n paralela
85: # pragma omp parallel for
86: PARA i = 0 HASTA i = PRcol − 1
87: call inverse FFT
88: END PARA
89: PARA i = 0 HASTA i = PRcols − 1
90: PARA j = 0 HASTA j < PRrows − 1
91: pPR[j][i] = pFPR[i][j]/order
92: END PARA
93: END PARA
94: END of Filter-projections
3.3. Evaluacio´n de coste
Vamos a suponer que el algoritmo se ejecuta en un sistema con memoria compartida.
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Coste del mo´dulo Backproject.
Sea Nz es el nu´mero de a´ngulos, SideSize es el taman˜o de la imagen a reconstruir (taman˜o
del problema), p - nu´mero de procesos.
Tiempo secuencial - el nu´mero total de operaciones ejecutadas en forma secuencial
por un procesador:
T1 =
∑SideSize
i=0
∑SideSize
j=0 8+
+
∑Nz
z=0
[∑SideSize
i=0
∑SideSize
j=0 6 +
∑SideSize
i=0
∑SideSize
j=0 3 +
∑SideSize∗SideSize
i=0 1
]
T1 = (8 + 10 ∗Nz) ∗ SideSize ∗ SideSize
Tiempo paralelo - el nu´mero de operaciones ejecutadas en forma paralela por cada
procesador:
Tp =
∑SideSizep
i=0
∑SideSize
j=0 8+
+
∑Nzp
z=0
[∑SideSize
i=0
∑SideSize
j=0 6 +
∑SideSize
i=0
∑SideSize
j=0 3 +
∑SideSize∗SideSize
i=0 1
]
Tp =
1
p
SideSize ∗ SideSize ∗ (8 + 10 ∗Nz)
SpeedUp del sistema - la relacio´n entre el tiempo de ejecucio´n en un solo procesador
y el tiempo de ejecucio´n en procesadores mu´ltiples:
Sp = l´ımN→ı´nf T1Tp = p
Eficiencia del sistema - grado de utilizacio´n del sistema multiprocesador:
Ef = l´ımN→ı´nf
Sp
P
= 1
Escalabilidad - la capacidad de un par algoritmo-ma´quina de mantener su eficiencia
cuando se incrementa en la misma proporcio´n el taman˜o del problema y el nu´mero
de procesadores del sistema:
Ef =
Sp
p
= T1
pTp
= T1
T1+pTp−T1 =
1
1+
pTp−T1
T1
si T1 = w, Ep =
1
1+I(w,p
,
donde I(w, p) = pTp−w
w
se conoce como la funcio´n de isoeficiencia.
I(w, p) = pTp−w
w
= pTp
w
− 1 ≈ O(p)
O(w)
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La funcio´n de isoeficiencia I(w, p) se mantiene constante si el taman˜o del problema w
y el nu´mero de procesadores p crecen en la misma proporcio´n. Es decir, la eficiencia
del sistema Ef se mantiene constante, lo que lleva a la conclusio´n que el algoritmo
es escalable.
Coste del mo´dulo Filter projections.
Sea order - es el orden del filtro, PRrows , PRcols - el nu´mero de filas y columnas en la
matriz de proyecciones.
Tiempo secuencial: T1 =
∑order/2
i=0 10 +
∑PRcols
i=0 callFFTP +
∑PRcols
i=0 1 +∑PRcols
i=0 inverseFFTP +
∑PRcols
j=0
∑PRrows
i=0 1
T1 = 10 ∗ order/2 + 3 ∗ PRcols + PRcols ∗ PRrows
Tiempo paralelo: Tp =
∑ order/2p
i=0 10 +
∑PRcolsp
i=0 3 +
∑PRcolsp
i=0
∑PRrows
i=0 1
Tp = 10 ∗ order/2p + 3 ∗ PRcolsp + PRcolsp PRrows
SpeedUp: Sp =
T1
Tp
= p
Eficiencia: Ef =
Sp
p
= 1
3.4. Resultados experimentales
El algoritmo representado por la formula (11) es paralelizable porque la reconstruccio´n
se realiza mediante las proyecciones que son independientes. En este trabajo se trato´ de
analizar el grado de paralelizacio´n para aprovechar al ma´ximo los recursos del sistema.
El algoritmo fue testeado en el sistema KAHAN. Se han adquirido ima´genes digitales en
formato DICOM, que es el formato que se esta´ implantando en el campo de radiolog´ıa
me´dica, de taman˜os 6.46MB, 13.3MB, 28.7MB. Para la reconstruccio´n de las ima´genes se
usaron las proyecciones paralelas sinte´ticas de estas ima´genes generadas en Matlab en el
rango de 0 a 180 grados.
Se han analizado el algoritmo secuencial y paralelo, obteniendo los tiempos de ejecucio´n,
variando el nu´mero de procesos Np relacionado con los cores y procesadores del sistema,
y el taman˜o del problema N que esta´ relacionado con la dimensio´n de la imagen.
Los resultados de los experimentos se resumen en la Tabla 1 donde se presenta el tiem-
po (en segundos) de reconstruccio´n de ima´genes de diferentes taman˜os N con diferente
nu´mero de procesos Np en el cluster KAHAN.
31
Np \N 367x90 367x180 729x180 1453x180 GFLOPS
1 2.2 4.3 14.6 62.5 12
2 1.0 1.9 7.6 27.6 24
4 0.5 1.1 4.1 14.9 48
8 0.3 0.7 2.5 9.1 96
16 0.2 0.4 1.4 5.7 192
32 0.1 0.2 0.9 3.3 384
64 0.1 0.2 0.8 2.9 768
Tabla 1: Tiempo de ejecucio´n en un nodo del cluster KAHAN
El rendimiento ma´ximo teo´rico ( el nu´mero de operaciones en coma flotante por segundo
- FLOPS) se calcula de de la siguiente forma:
FLOPS = cores ∗ clock ∗ FLOPs
cycle
, donde FLOPs
cycle
= 4.
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En la Figura 15 se observa la dependencia del tiempo de ejecucio´n en funcio´n del taman˜o
de imagen N y nu´mero de procesos Np.
Figura 15: Variacio´n de tiempo de ejecucio´n en un nodo de KAHAN
En las figuras 16 y 17 se presenta la variacio´n de SpeedUp y Eficiencia en funcio´n del
nu´mero de procesos y el taman˜o del problema N en KAHAN.
Figura 16: Variacio´n de SpeedUp Figura 17: Variacio´n de Eficiencia
Analizando los resultados de la Tabla 1 y Figuras 15-17 acerca del grado de paralelismo y
eficiencia del algoritmo en el sistema estudiado, se observa que:
En el KAHAN, el tiempo o´ptimo se logra con 32 procesos. El tiempo de reconstruc-
cio´n de imagen con 32 procesos disminuye en 19.5 veces comparado con el tiempo
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necesario para el mismo ca´lculo con un solo proceso, lo que lleva a una eficiencia del
61 % del sistema.
A continuacio´n, en las figuras 18, 19, 20, se presenta a modo de ejemplo una imagen sinte´ti-
ca reconstruida a partir de 180 proyecciones mediante el algoritmo secuencial y el paralelo
en el sistema estudiado. En la implementacio´n de este algoritmo anal´ıtico, ambas ima´genes
reconstruidas coinciden y visualmente ambos me´todos secuencial y paralelo obtienen una
reconstruccio´n similar a la imagen original.
Figura 18: Imagen ori-
ginal
Figura 19:
Reconstruccio´n se-
cuencial
Figura 20:
Reconstruccio´n pa-
ralela
3.5. Conclusiones
Los resultados muestran que el algoritmo de retroproyeccio´n filtrada es paralelizable y
las condiciones o´ptimas de ejecucio´n en una arquitectura con memoria compartida se con-
siguen cuando el algoritmo se ejecuta en forma paralela, utilizando el nu´mero de procesos
igual al nu´mero de cores en el procesador del sistema.
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Cap´ıtulo 4
4. Me´todos algebraicos de reconstruccio´n de imagen
4.1. Me´todos algebraicos: ventajas y desventajas
Aunque en la primera reconstruccio´n tomogra´fica por proyecciones usaron me´todos
algebraicos, en la actualidad el proceso de reconstruccio´n en scanners cl´ınicos esta´ basado
en algoritmos anal´ıticos que usan la transformada inversa de Fourier. Uno de los algoritmos
ma´s usados se conoce como Retroproyeccio´n filtrada (FBP) comentado en el Cap´ıtulo
3. Este algoritmo esta´ descrito en literatura bastante bien, e.g. [3]. Por otro lado, los
algoritmos algebraicos son menos usados debido a su coste computacional muy elevado.
Sin embargo, los me´todos algebraicos representan una opcio´n dominante debido a dos
razones. Primero, los me´todos anal´ıticos necesitan una coleccio´n de datos completa, lo que
no siempre es posible. Segundo, estos me´todos no proporcionan reconstruccio´n o´ptima en
condiciones ruidosas, e.g. [8]. En condiciones de ruido, los me´todos algebraicos permiten
la reconstruccio´n de imagenes de ma´s alto contraste y precisio´n por menor nu´mero de
proyecciones que los me´todos basados en la transformada de Fourier [5], [6].
En Tomograf´ıa Axial Computarizada (TAC), es comun encontrar proyecciones incomple-
tas, proyecciones no equiespaciadas. En estos casos los me´todos algebraicos reconstruyen
imagenes de mejor calidad [9], [10].
Una de las l´ıneas de investigacio´n donde puede ser utilizada esta metodolog´ıa esta´ relacio-
nada con equipos tomogra´ficos porta´tiles que usan nanotubos como un componente por
su capacidad de producir rayos -X [11]. Este tipo de esca´neres pueden ser usados para
realizar examenes de urgencia en cualquer lugar. Ellos no producen datos equiespaciados,
y, por esta razo´n, la reconstruccio´n algebraica es ma´s apropiada en estos equipos.
Sin embargo, la mayor desventaja de los me´todos algebraicos es su alto costo computacio-
nal. En este cap´ıtulo, nosotros analizamos y proponemos (1) - el uso de la librer´ıa PETSc
para el uso eficiente de un sistema en la reconstruccio´n algebraica de ima´genes y (2) -
implementamos el algoritmo de reconstruccio´n de ima´genes basado en GPU.
4.2. Aspectos matema´ticos y expresio´n algebraica
Suponemos que la matriz X es la versio´n digital de una imagen f(x, y) como se ilustra
en la Figura 21.
Esto significa que la imagen f(x, y) puede ser aproximada por los elementos de la ma-
triz X cuyos elementos corresponden a las intensidades de la imagen. Asumimos que la
imagen encaja en una regio´n cuadrada y puede ser aproximada por la matriz X1 con las
dimensiones nxn. La proyeccio´n Pk tomada bajo un a´ngulo φ se presenta en la Figura 21
1La matriz X queda almacenada en un array unidimensional
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Figura 21: Proyeccio´n Pk para el a´ngulo φ
y puede ser calculada por la fo´rmula (12)
n∑
i=1
n∑
j=1
Wij(k, φr)Xij = Pk,φr . (12)
En (12), los valores Wij(k, φr) representan la contribucio´n de cada pixel de la imagen a
cada proyeccio´n y dependen de la proyeccio´n k y del a´ngulo φr ; Xij son intensidades
inco´gnitas de la imagen; Pk,φr son las proyecciones tomadas por el esca´ner.
En forma matricial la ecuacio´n (12) esta´ dada por la fo´rmula (13)
AX = P, (13)
donde A tiene dimensiones mxn2, m representa el nu´mero de proyecciones y es igual al
producto del nu´mero de detectores y a´ngulos bajo los cuales se toman las proyecciones. La
matriz A esta´ formada por los elementos Wij(k, φr) y se conoce como matriz de sistema
(SMR) y, en general, puede ser no cuadrada.
Los algoritmos de reconstruccio´n por proyecciones que se basan en me´todos algebra´icos se
conocen como algoritmos iterativos. Ba´sicamente, estos algoritmos de reconstruccio´n de
imagen son esquemas para resolver sistemas de equaciones de la forma (12).
El caso ma´s simple, es el de una matriz de cuatro p´ıxeles (2x2), como se muestra en la
Figura 22.
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Figura 22: Sistema de 4 ecuaciones
En este caso dos medidas de dos proyecciones van a generar un sistema de cuatro ecua-
ciones con cuatro inco´gnitas que se puede resolver.
La extencio´n a una matriz de 3x3 con nueve inco´gnitas puede ser resuelto con doce valores
de medicio´n (Figura 23).
Figura 23: Sistema de 12 ecuaciones
Las dimensiones de SMR crecen proporcionalmente a la resolucio´n de la imagen que se va a
reconstruir y al nu´mero de proyecciones, elevando de esta forma el coste computacional. Los
computadores de hoy esta´n equipados con procesadores multicores. Esta tecnolog´ıa permite
paralelizar ca´lculos asignando cada parte independiente a un proceso lo que posibilita un
manejo de recursos de sistema ma´s eficiente.
Como se ha mencionado, en este trabajo nosotros usamos la librer´ıa PETSc para reducir
el tiempo de ca´lculos.
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Para un a´ngulo dado, asumimos que el nu´mero de proyecciones varia de 1 a m ( m es
igual al nu´mero de detectores). Si tomamos k diferentes a´ngulos, entonces en (13) P es el
vector-columna con mk elementos, X es una matriz-columna con n2 elementos
P =

P11
...
Pm1
...
Pmk
 , X =

X11
X12
...
Xnn
 . (14)
Y la matriz A es una matriz rectangular con las dimensiones mkxn2
A =

W11(11) W12(11) ... Wnn(11)
... ... ... ...
W11(m1) W12(m1) ... Wnn(m1)
... ... ... ...
W11(mk) W12(mk) ... Wnn(mk)
 . (15)
La matriz SMR puede ser calculada de diferentes formas. En este trabajo hemos usado el
algoritmo de Siddon [21] para calcular los elementos de la matriz en el grid rectangular.
El algoritmo de Siddon se describe a continuacio´n.
4.2.1. Me´todo de Siddon
Para los calculos de los pesos Wij de la matriz SMR Robert Siddon propuso un algo-
ritmo cuya idea ba´sica consiste en hacer los pesos proporcionales a la longitud de l´ınea
que atraviesa el p´ıxel. El me´todo se ilustra en la Figura 24.
En la Figura 24 se presenta un rayo que atraviesa una imagen discretizada entre los puntos
P1 y P2.
Notaciones.
Los factores de peso del p´ıxel (i, j) se denotan por L(i, j) y son iguales a la longitud de la
interseccio´n del rayo con el p´ıxel (i, j). En la Figura 24, Nx y Ny representan el nu´mero
de planos perpendiculares a los ejes x y y.
El valor de Wij para una proyeccio´n se presenta tambie´n en la Figura 25.
De esta forma, la integral de l´ınea del punto P1 al punto P2 en forma discreta puede ser
expresada mediante la formula (16)
d12 =
∑
i,j
L(i, j)ρ(i, j). (16)
En (16) ρ(i, j) representa el valor de p´ıxel que corresponde a la intensidad de la imagen.
Ser´ıa muy ineficiente evaluar la ecuacio´n (16) para todos los indices i, j, pues la mayor´ıa
de los valores de L(i, j) son ceros. La mejor forma es seguir el rayo al pasar del punto P1
a P2.
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Figura 24: Ilustracio´n del algoritmo de Siddon
Se usa la forma parame´trica del rayo:
p12 =
{
px(α) = p1x + α(p2x − p1x)
py(α) = p1y + α(p2y − p1y
}
. (17)
En (17) α ∈ [0, 1] para puntos entre P1 y P2, y α /∈ [0, 1] para otros puntos.
Algoritmo de Siddon.
El algoritmo de Siddon esta´ implementado en forma secuencial para generar la matriz del
sistema (13) SMR que simula el proceso de escaneo de la imagen. Una vez generada para
una imagen de la resolucio´n determinada, la matriz se usa para la resolucio´n iterativa del
sistema.
Entrada:
Nx, Ny - resolucio´n de la imagen, 4z - incremento angular, D - distancia de la fuente de
los rayos -X hasta el centro de la imagen.
Salida:
En la salida el algoritmo genera la matriz del sistema SMRNx3 en el formato coordenado
de matrices dispersas (COO):
En la primera columna se registra el nu´mero de fila del elemento no nulo de la matriz
SMR.
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Figura 25: El valor de Wij de la prayeccion Pk,φr
En la segunda columna se indica el nu´mero de columna del p´ıxel con el valor no cero.
En la tercera columna se indica el valor del elemento no nulo. N indica el nu´mero
total de elementos no nulos.
Algoritmo:
1: Calcular los para´metros α correspondientes a la interseccio´n de i− th x-plano
y i− th y-plane con el rayo que pasa de P1 a P2 por las formulas (18)
αx(i) =
(bx+idx)−P1x
P2x−P1x
αy(i) =
(by+idy)−P1y
P2y−P1y .
(18)
2: Determinar los puntos de entrada (α = αmin) y salida (α = αmax) por las
formulas (19)
αmin = ma´x(αxmin, αymin)
αmax = ma´x(αxmax, αymax)
(19)
con
αxmin = mı´n(αx(0), αx(Nx − 1))
αxmax = ma´x(αx(0), αx(Nx − 1))
αymin = mı´n(αy(0), αy(Ny − 1))
αymax = ma´x(αy(0), αy(Ny − 1)).
(20)
3: Calcular el nu´mero del primer imin y el u´ltimo imax x-planos interceptados
con el rayo despue´s que este entra el espacio de p´ıxeles.
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Para los puntos P1x < P2x usar fo´rmulas (21), para los puntos P1x > P2x usar (22)
αmin = αxmin → imin = 1
αmin 6= αxmin → imin = dφx(αmin)e
αmax = αxmax → imax = Nx − 1
αmax¬αxmax → imin = bφx(αmax)c
(21)
αmin = αxmin → imax = Nx − 2
αmin 6= αxmin → imax = bφx(αmin)c
αmax = αxmax → imin = 0
αmax¬αxmax → imin = dφx(αmax)e .
(22)
Las definiciones de φx(α) esta´n dadas por la fo´rmula (23)
φx(α) =
Px(α)− bx
dx
. (23)
Para el primer y el u´ltimo y-planos interceptados por el rayo, se usan fo´rmulas
similares.
4: Calcular dos conjuntos αx [...] y αy [...] con los valores de para´metros de los
puntos de interseccio´n del rayo con los planos x y y respectivamente.
Si P1x < P2x el primer conjunto esta´ dado por la ecuacio´n (24), en caso contrario,
por la ecuacio´n (25)
αx [imin...imax] = (αx(imin), αx(imin + 1), ..., αx(imax)) (24)
αx [imax...imin] = (αx(imax), αx(imax − 1), ..., αx(imin)). (25)
5: Ordenar los conjuntos en el orden ascendente y reemplazar los valores do-
bles por una sola copia. El conjunto resultante αxy [0, ..., Nv] contiene los valores
parame´tricos de todos los puntos de interseccio´n.
6: Usando el conjunto αxy calculamos las coordenadas de los p´ıxeles intersectados
por las fo´rmulas (26) y las longitudes del rayo, que pasa por este p´ıxel, por las
fo´rmulas (27) para todos los m ∈ [1, ..., Nv]
im =
⌊
φx
(
αxy [m]+αxy [m−1]
2
)⌋
jm =
⌊
φy
(
αxy [m]+αxy [m−1]
2
)⌋ (26)
L(im, jm) = (αxy[m]− αxy[m− 1])D. (27)
En (27) D representa la distancia entre los puntos P1 y P2. Los valores L(i, j) repre-
sentan los factores de peso de un p´ıxel en la matriz del sistema.
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El sistema de ecuaciones (13) puede ser sobredeterminado o subdeterminado. Los sistemas
sobredeterminados contienen ma´s informacio´n sobre la imagen y, consecutivamente, las
ima´genes reconstruidas son menos ruidosas.
4.2.2. Estudio de la matriz del sistema SMR
La matriz del sistema SMR se define por la formula (15). En la pra´ctica, SMR es una
matriz rectangular y de alta dispersidad.
El nu´mero de columnas de SMR se define por la resolucio´n de la imagen (e.g. 256x256
p´ıxeles), y el nu´mero de filas es igual al producto del nu´mero de detectores por nu´mero de
a´ngulos bajo las cuales se toman las proyecciones. Consecutivamente, las dimensiones de
SMR crecen proporcionalmente a la resolucio´n de la imagen y al nu´mero de a´ngulos.
La estructura de la matriz SMR que simula las proyecciones tomadas en el rango de 0
a 360 grados con un paso angular de 9 grados para una imagen de 128x128 p´ıxeles se
visualiza en la Figura 26.
Figura 26: La estructura de SMR
La imagen aumentada de SMR se presenta el la Figura 27.
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Figura 27: Visio´n aumentada de SMR
Una parte de la SMR con 1500 filas y 2500 colunmas de presenta en la Figura 28.
Figura 28: SMR con 1500 filas y 2500 columnas
Se puede concluir que, como se esperaba, la matriz del sistema SMR es una matriz de alta
dispersidad y el uso de los patrones sime´tricos en la estructura de datos puede minimizar
el taman˜o de la matriz almacenada.
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4.2.3. Me´todo iterativo LSQR
LSQR [12] es un me`todo iterativo dentro de un conjunto de me´todos de Krylov que
resuelve un sistema de ecuaciones de la forma:
Ax = b (28)
y minimiza :
min ‖Ax− b‖2 (29)
En (28) A es una matriz real no sime´trica de grande dimensio´n y dispersa con m filas y
n columnas, b es un vector real. Es comun que m > n y el rank(A) = n, pero esto no es
esencial. El me´todo es similar al bien conocido me´todo del Gradiente Conjugado (CG).
La matriz A solo se usa para calcular productos del tipo Av y ATu para varios vectores v
y u.
La resolucio´n del sistema de ecuaciones (28) es equivalente a resolver el sistema:
ATAx = AT b. (30)
En (30) ATA es sime´trica definida positiva. La ecuacio´n (30) recibe el nombre de
Ecuacio´n Normal.
El me´todo LSQR esta´ basado en el proceso de bidiagonalizacio´n de Golub y Kahan
[13]. La idea ba´sica del LSQR es hallar la solucio´n del sistema sime´trico:(
I A
AT −λ2I
)(
r
x
)
=
(
b
0
)
(31)
minimizando: ∥∥∥∥∥
(
A
λI
)
x−
(
b
0
)∥∥∥∥∥
2
, (32)
donde λ es un nu´mero arbitrario.
El me´todo genera una secuencia de aproximaciones {xk} de tal forma que la norma resi-
dual ‖rk‖2 decrese en forma mono´tona, donde rk = b−Axk. Anal´ıticamente, la secuencia
{xk} es identica a la secuencia que se genera con el algoritmo estandar CG. Sin embargo,
el me´todo LSQR es numericamente ma´s fiable en la mayor´ıa de los casos.
Pasos generales del algoritmo LSQR.
Sea A es la matriz de mxn, b es el vector que representa el te´rmino independiente en la
ecuacio´n (28), αi ≥ 0, βi ≥ 0 son escalares que se escogen para normalizar los vectores
correspondientes v y u.
1: /** Inicializar
2: β1u1 = b
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3: α1u1 = A
Tu1
4: w1 = v1
5: x0 = 0
6: φ = β1
7: ρ = α1
/** Proceso de bidiagonalizacio´n
8: PARA i = 1 HASTA i = itermax
9: βi+1ui+1 = Avi − αiui
10: αi+1vi+1 = A
Tui+1 − βi+1vi
/** Construir y aplicar la siguente transformacio´n ortogonal
11: ρi = (ρ
2
i + β
2
i+1)
1/2
12: ci = ρi/ρi
13: si = βi+1/ρi
14: Θi+1 = siαi+1
15: ρi+1 = −ciαi+1
16: φi = ciφi
17: φi+1 = siφi
/** Update los vectores x y w
18: xi = xi−1 + (φi/ρi)wi
19: wi+1 = vi+1 − (Θi+1/ρi)wi
/** Aplicar test de convergencia
20: SI
21: Convergencia == True
22: STOP
23: END SI
24: END PARA
Coste de LSQR.
El algoritmo LSQR es un algoritmo iterativo. En cada iteracio´n se realizan las operaciones
Av y ATu. Se calcula el coste del algoritmo por una iteracio´n (pasos 8:24).
T1 =
∑m
i=1
∑n
j=1 1 +
∑n
i=1 1 +
∑n
i=1
∑m
j=i 1 +
∑n
i=1 1 + 15
T1 ≈ 2mn+m+ n
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4.3. Algoritmo paralelo
Hemos usado la librer´ıa PETSc para resolver el sistema (13). La librer´ıa ofrece varios
solvers y permite incorporar o modificar co´digos para su uso en las distintas aplicaciones.
La mayor parte del tiempo de computacio´n se gasta en el ensamblaje de la matriz del
sistema SMRmxn. La matriz se almacena en la forma compacta (formato coordenado
COO ) para matrices dispersas. Es decir, so´lo se almacenan el nu´mero de fila, nu´mero
de columna y el valor del elemento no nulo de la matriz. El proceso de ensamblaje y la
resolucio´n del sistema se paraleliza para lograr mejor rendimiento.
Entrada.
• Matriz SNx3 en el formato COO - salida del algoritmo de Siddon, N - nu´mero
elementos no nulos.
• Vector-columna Bmxk - proyecciones registradas por el escaner.
Salida
Matriz Xnxn cuyos valores representan intensidades de la imagen reconstruida.
Etapas del algoritmo:
Inicializacio´n
• Se inicializa el sistema con PetscInitialize()
• Se leen los datos de entrada.
Ensamblaje de la matriz.
• La matriz del sistema se particiona por filas entre los procesos y se ensambla
en forma paralela (1:16).
Resolucion del sistema
• Se determinan el me´todo de resolucio´n KSP , el precondicionador PC deseado,
tolerancia, el numero de iteraciones ma´ximo (17:20). Estos para´mentos se puede
reescribir a la hora de ejecucio´n (run time).
• Se resuelve el sistema y se obtiene la informacio´n resultante de todo el proceso
(21:23).
• Se genera el archivo de salida de la resolucio´n del sistema (24)
Finalizacio´n del proceso (25).
Algoritmo
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Ensamblaje de la matriz.
1: MatGetOwnershipRange(A,&Istart,&Iend)
2: PARA i = Istart HASTA i = Iend− 1
3: ii = i
4: PARA k = 0 HASTA k = N − 1
5: SI ival[k] == ii
6: jj = jval[k]
7: aa = aval[k]
8: MatSetV alues(A, 1,&ii, 1,&jj,&aa, INSERT−V ALUES)
9: END SI
10: SI ival[k] > ii
11: k = N
12: END SI
13: END PARA
14: END PARA
/* Ensamblaje de la matriz en 2 etapas
15: MatAssemblyBegin(A)
16: MatAssemblyEnd(A)
Resolucio´n del sistema
/* Set up el solver y precondicionadores
17: KSPSetOperators(ksp,A,A)
18: KSPGetPC(ksp,&pc)
19: PCSetType(pc, PCJACOBI)
20: KSPSetTolerances(ksp, 1.e−5, PETSC−DEFAULT, PETSC−DEFAULT )
/* Resolver el sistema
21: KSPSolve(ksp, b, x)
22: KSPGetConvergedReason(ksp,&reason)
/* Imprimir la informacion de convergencia
23: PetscPrintf(”Normoferror%Aiterations%D”, norm, its)
/* Escribir la solucion en un archivo de salida
24: PetscV iewerASCIIOpen(PETSC−COMM−WORLD, ”x−values.txt”,&viewer)
25: PetsFinalize()
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4.4. Evaluacio´n de coste
La parte ma´s costosa del algoritmo es el ensamblaje de la matriz del sistema SMR, los
pasos (1 : 16).
El coste del ensamblaje de la matriz SMR.
N representa el taman˜o del problema y corresponde al nu´mero de filas de SMR, M -
nu´mero de elementos no nulos de la matriz de entrada generada por el me´todo de Siddon,
y p - nu´mero de procesos.
Tiempo secuencial de ensamblaje: T1 =
∑N
i=0
∑M
k=0 1 = N ∗M
Tiempo paralelo de ensamblaje: Tp =
∑Np −1
i=0
∑M
k=0 1 =
N
p
∗M
SpeedUp teo´rico: Sp =
T1
Tp
= p
SpeedUp l´ımite : l´ımN→ı´nf Sp = p
Eficiencia del sistema : Ef =
Sp
P
= 1, l´ımN→ı´nf Ef = 1
El sistema se resuelve por el algoritmo iterativo LSQR. El coste por una iteracio´n esta´ dado
en la parte 4.2.3 de la descripcio´n del algoritmo.
4.5. Metodolog´ıa
En los experimentos se han usado fantomas de Shepp-Logan de diferentes dimensiones.
Para la fantoma de 256x256 p´ıxeles se usaron 369 sensores para simular proyecciones en
Matlab. Se generaron las proyecciones con diferente nu´mero de a´ngulos con el objetivo de
analizar la posibilidad de la reconstruccio´n de imagen por menor nu´mero de proyecciones.
Las proyecciones que representan el te´rmino independiente en el sistema (13), se usan para
generar la matriz del sistema SMR por el algoritmo de Siddon. Una vez generado la SMR,
se emplea PETSc para obtener la solucio´n del sistema (13).
La solucio´n representa una matriz nxn cuyos valores corresponden a las intensidades de la
imagen inco´gnita. Se ha usado Matlab para visualizar la solucio´n que representa la imagen
reconstruida.
Para lograr mejor convergencia del sistema y encontrar la solucio´n con el menor nu´mero
de iteraciones se analizaron diferentes precondicionadores de la matriz que proporciona la
librer´ıa PETSc.
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4.6. Resultados experimentales.
Para la fantoma de 256x256 p´ıxeles el taman˜o resultante de la matiz SMR generada con
diferente nu´mero de a´ngulos para los cuales las proyecciones fueron tomadas, esta´ resumi-
do en la Tabla 2. El nu´mero de proyecciones se obtiene multiplicando el nu´mero de a´ngulos
por el nu´mero de detectores.
Nu´mero de proyecciones Taman˜o de SMR (MB)
120x369 283
90x369 272
60x369 181
40x369 120
36x369 107
Tabla 2: El taman˜o de la matriz del sistema SMR
El tiempo (en segundos) de ensamblaje y de resolucio´n del sistema con diferente nu´mero
de procesadores Np y proyecciones N que corresponden a la imagen de 256x256 p´ıxeles se
presenta en la Figura 29.
Figura 29: El tiempo de ensamblaje y resolucio´n del sistema
Se observa que el tiempo de resolucio´n del sitema no var´ıa mucho al aumentar el
nu´mero de procesadores. Al mismo tiempo, el ensamblaje de la matriz del sistema consume
mayor tiempo y depende notablemente del nu´mero de procesadores. Por lo tanto, se puede
concluir que las condiciones o´ptimas para este caso se logran con 32 procesadores.
4.6.1. Precondicionadores
Para lograr la mejor convergencia de un sistema de ecuaciones, PETSc proporciona diferen-
tes precondicionadores. El objetivo de un precondicionador es mejorar el comportamiento
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de la matriz del sistema y resolver el sistema con menor nu´mero de iteraciones.
Para analizar el effecto de los precondicionadores en la resolucio´n del nuestro sistema hemos
empleado differentes precondicionadores de PETSc al sistema con la SMR del taman˜o
(64x64)x(97x180) que se obtiene al generar las proyecciones fanbeam del phantoma de
64x64 p´ıxeles en el rango de 0 a 360 grados con 2 grados del paso angular.
En la Tabla 3 se resume el nu´mero de iteraciones y el tiempo resultante al emplear los
precondicionadores al algoritmo.
Precondicionador Identificador Nu´mero Tiempo
de iteraciones (en segundos)
None ’none’ 27 49.4
Jacobi ’jacobi’ 8 73.6
SOR ’sor’ 7 77.4
Incomplete Cholesky ’icc’ 3 233
Hypre ’hypre’ 8 86
Tabla 3: El nu´mero de iteraciones y el tiempo resultante con precondicionadores
Las ima´genes reconstruidas empleando los precondicionadores de la Tabla 3 se presentan
en la Figura 30.
Figura 30: Reconstruccio´n con precondicionadores
El empleo de los precondicionadores en nuestro problema, con la matriz SMR no cua-
drada, permite reducir el nu´mero de iteraciones, pero el tiempo de resolucio´n aumenta
considerablemente. Los resultados que se presentan en la Figura 29 fueron obtenidos sin
precondicionar la matriz del sistema SMR.
La variacio´n de la Eficiencia y SpeedUp experimentales en funcio´n del nu´mero de procesa-
dores y del taman˜o del problema (nu´mero de proyecciones Np) se presenta en las Figuras
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31 y 32.
Figura 31: SpeedUp en funcio´n del nu´mero de proyecciones Np
Figura 32: Eficiencia en funcio´n del nu´mero de proyecciones
4.7. Conclusiones
Analizando los resultados obtenidos en las figuras 31 y 32 se puede concluir:
La implementacio´n paralela del algoritmo lleva a la reduccio´n notable del tiempo de
ejecucio´n.
Para el nu´mero de procesadores p = 8 y taman˜o del problema N = 120x369
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• SpeedUp = T1
T16
= 6,43
• Eficiencia =Sup
p
= 0,40
SpeedUp y Eficiencia aumentan con el aumento del nu´mero de proyecciones. Es decir,
el algoritmo es ma´s eficiente para problemas de taman˜o grande.
4.8. Implementacio´n GPU
La utilizacio´n de GPU con la enorme potencial de computo paralelo puede elevar con-
siderablemente la eficiencia del algoritmo. La tarjeta GPU dedicada a la computacio´n
cient´ıfica, como la de NVIDIA Tesla K20c se uso´ en este trabajo para llevar a cabo los
experimentos. La tarjeta tiene en total 2496 cuda cores con 5GB de memoria compartida.
Para la reconstruccio´n de ima´genes hemos implementado el mismo algoritmo iterativo
LSQR descrito en la subseccio´n 4.2.3. Hemos utilizado el modelo de programacio´n CUDA
junto con las librer´ıas CUBLAS y CUSPARSE. El modelo permite resolver muchos proble-
mas complejos computacionalmente de un modo ma´s eficiente que en CPU. Las librer´ıas
CUBLAS and CUSPARSE por medio de las funciones proporcionan al usuario el acceso a
los recursos computacionales de unidades de procesamiento gra´fico de NVIDIA (GPUs) y
realizacio´n de varias operaciones algebraicas con matrices dispersas. Para usar las librer´ıas,
la aplicacio´n tiene que colocar las matrices y vectores necesarias en la memor´ıa de GPU,
rellenarlos con datos, hacer llamadas a las funciones CUBLAS y CUSPARSE deseadas,
y despue´s transferir los resultados de la memor´ıa GPU a host. La librer´ıa CUBLAS pro-
porciona funciones de ayuda para la realizacio´n de transferencia de datos entre GPU y host.
Las Figuras 33 y 34 ilustran el esquema del algoritmo y la relacio´n entre las librer´ıas
usadas.
Figura 33: LSQR solver usa los datos de en-
trada en formato binario para la reconstruc-
cio´n
Figura 34: Librer´ıas usadas para la imple-
mentacio´n del algoritmo
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A continuacio´n, se presenta la parte del co´digo de uso de librer´ıas para calcular la
norma de un vector y el producto de matriz por vector:
01: cublasCreate ( &handle b );
02: cublasSetVector ( nrow, sizeof(float), h U, 1, d U, 1 );
03: cublasSnrm2( handle b, nrow, d U, 1, &beta );
04: cublasScal( handle b, nrow, &beta1, d U, 1 );
05: cublasGetVector( nrow, sizeof(float), d U, 1, h U, 1 );
producto matrix - vector :
06: cusparseCreate(&handle s);
07: cusparseCreateMatDescr(&descra);
08: cusparseSetMatType(descra, CUSPARSE MATRIX TYPE GENERAL);
09: cusparseSetMatIndexBase(descra,CUSPARSE INDEX BAS ZERO);
10: cusparseScsrmv ( handle s, CUSPARSE OPERATION NON TRANSPOSE, ncol,
nrow, 1.0, descra, csc values, cscColPtr, cscRowInd, d U, 0.0, d V );
11: cublasGetVector( ncol, sizeof(float), d V, 1, h V, 1 );
Los datos se almacenan en la memoria global de la tarjeta. Las oportunidades de op-
timizacio´n ma´s importantes y efectivas se presentan en la exploracio´n del uso efectivo
de la memoria de las unidades GPU. En GPU existen diferentes tipos de memoria. En
nuestra implementac´ıon, los datos de solo lectura se almacenan en la memoria constante.
La memoria ma´s rapida, memoria compartida, se usa para guardar los resultados tempo-
rales siempre donde es posible. La figura 35 representa la arquitectura de una tarjeta de
NVIDIA GPU.
Figura 35: Arquitectura de NVIDIA GPU
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4.8.1. Resultados experimentales
Para propo´sitos experimentales, hemos usado las proyecciones reales y ima´genes de
referencia adquieridos en el Hospital Clinico Universitario de Valencia. Las proyecciones
fan-beam fueron recolectadas por el esca´ner con 512 detectores en el rango 0 - 180 con
espacio angular de 0.9 grados. Para poder reconstruir la imagen por el me´todo iterativo
el conjunto dado de proyecciones fue´ completado hasta 360 grados usando la estructura
sime´trica de la matriz del sistema. Hemos propuesto como objetivo analizar la capacidad
del metodo iterativo LSQR en la reconstruccio´n de ima´genes por menor nu´mero de pro-
yecciones. Con este fin, del cojunto inicial hemos derivado tres conjuntos de proyecciones
equiespaciadas (con el paso angular de 0.9, 1.8, y 3.6 grados).
El experimento se ha llevado acabo en el sistema Gpu.dsic.upv.es que pertenece a la
Universidad UPV. Para ima´genes de 256x256 y 512x512 p´ıxeles, el tiempo de reconstruc-
cio´n en CPU con un core y en una unidad GPU se presenta en la Tabla 4. En la GPU,
el algoritmo fue ejecutado de dos formas: utilizando solo la memoria global de la tarjeta,
y, optimizando el algoritmo, utilizando las memorias constante y compartida. El tiempo
de ejecucio´n en CPU fue´ medido con la funcio´n gettimeofday(). En GPU, para medir el
tiempo se uso´ la funcio´n cudaEventRecord() que mide tiempo de ejecucion solo en la uni-
dad GPU sin tener en cuenta el tiempo de espera en la cola. La desviacio´n estandar de
los resultados despue´s de correr la aplicacio´n 10 veces es 2.9e-004. En la matriz del sis-
tema, el nu´mero de filas se obtiene multiplicando el nu´mero de detectores por el nu´mero
de a´ngulos usados. El nu´mero de filas corresponde al nu´mero de proyecciones utilizados
para la reconstruccio´n de la imagen. El nu´mero de columnas corresponde al taman˜o de la
imagen reconstruida (256x256 and 512x512 p´ıxeles).
Los resultados muestran la eficiencia del algoritmo basado en la habilidad de la compu-
tacio´n paralela de tarjetas gra´ficas. El SpeedUp hasta 36.4 fue logrado para reconstruir
una imagen de 512x512 p´ıxeles. Asi mismo, se observa que el algoritmo es escalable ya que
se hace ma´s eficiente para problemas de mayor escala. Finalmente, Figura36 muestra las
ima´genes reconstruidas por diferente nu´mero de proyecciones. Usualmente, despue´s de la
reconstruccio´n se aplica postprocesamiento (como filtrado) con el objetivo de mejorar la
calidad de la imagen reconstruida. En este trabajo se presentan ima´genes immediatamente
despue´s de la reconstruccio´n sin ningu´n filtrado.
Matriz del sistema CPU GPU GPU
(filas x columnas) (un core) (M. Global) (M. Const. y Compartida)
(segundos) ( segundos) ( segundos)
(256x100) x (256x256) 2.7 0.1569 0.10
(256x200) x (256x256) 5.3 0.3056 0.18
(256x400) x (256x256) 10.5 0.6127 0.32
(512x100) x (512x512) 12.3 0.6584 0.33
(512x200) x (512x512) 24.4 1.2741 0.67
Tabla 4: El tiempo de reconstruccio´n en CPU y GPU en Gpu.dsic.upv.es
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Figura 36: Ima´genes reconstruidas: a) ima´genes de referencia, b), c), d) reconstruccio´n iterativa
por 400, 200 y 100 a´ngulos in la iteracio´n 12 cua´ndo se logra la tolerancia indicada
4.8.2. Conclusiones
El algoritmo de reconstruccio´n basado en GPU muestra la capacidad del me´todo ite-
rativo de reconstruir ima´genes con bajo coste computacional.
El modelo de programacio´n CUDA junto con las librer´ıas CUBLAS y CUSPARSE
facilita la utilizacio´n de recursos computacionales de NVIDIA GPUs y proporciona una
te´cnica eficiente de resolucio´n de problemas computacionalmente complejas.
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Cap´ıtulo 5
5. Ana´lisis de la calidad en las ima´genes reconstrui-
das
5.1. Comparacio´n de calidad
Despue´s de la implementacio´n del co´digo, se realizo´ la comparacio´n de la calidad entre las
ima´genes original I1 y reconstruida I2. Se presenta a modo de ejemplo una imagen sinte´ti-
ca adquirida en formato DICOM y reconstruida por los dos me´todos, me´todo anal´ıtico
basado en la transformada inversa de Radon y me´todo iterativo LSQR. Como medidas
de comparacio´n de calidad se han usado el Error Medio Cuadratico (MSE) y el Peak
Signal-to-Noise Ratio(PSNR) que se definen por las ecuaciones (33) y (34)
MSE =
1
nxn
n∑
i=1
n∑
j=1
[I1(i, j)− I2(i, j)]2 (33)
PSNR = 10 log10
(
MAX2I
MSE
)
. (34)
En (33) n corresponde a la resolucio´n nxn p´ıxeles de la imagen reconstruida, MAXI es
el ma´ximo valor posible del p´ıxel. Los resultados de comparacio´n de calidad entre las
ima´genes original y reconstruida por los dos me´todos esta´n dados en la Tabla 5.
Nu´mero de Me´todo algebraico Me´todo anal´ıtico
proyecciones MSE PSNR MSE PSNR
120x289 0.0067 69.8575 0.0317 63.1266
90x289 0.0080 69.1110 0.0322 63.0545
60x289 0.0098 68.2258 0.0343 62.7746
40x289 0.0127 67.0943 0.0386 62.2701
36x289 0.0125 67.1733 0.0405 62.0568
Tabla 5: Comparacio´n de calidad de ima´genes reconstruidas
Las ima´genes reconstruidas por los dos me´todos, basado en la transformada inversa de
Radon y LSQR, por diferente nu´mero de proyecciones se presentan en la Figura 37.
5.2. Conclusiones
Los resultados de la Tabla 5 y Figura 37 muestran la capacidad de los me´todos algebrai-
cos para reconstruir ima´genes de buena calidad con menor nu´mero de proyecciones con
respecto a me´todos anal´ıticos.
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Figura 37: Ima´genes reconstruidas por 120, 90, 60, 40 y 36 a´ngulos.
Los me´todos anal´ıticos son superiores cuando se tiene informacio´n completa sobre un
objeto escaneado o cuando se dispone de un conjunto completo de proyecciones por las
cuales se reconstruye la estructura interna del objeto.
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Cap´ıtulo 6
6. Conclusiones y trabajos futuros
6.1. Conclusiones
En este trabajo hemos analizado el me´todo anal´ıtico (algoritmo basado en la inversa
de la transformada de Radon), y el me´todo algebraico (algoritmo iterativo LSQR) en
la reconstruccio´n de imagenes TAC. Los resultados obtenidos nos llevan a las siguentes
conclusiones:
Los dos algoritmos son paralelizables, son algoritmos que permiten explotar las carac-
ter´ısticas de las arquitecturas modernas de sistemas como sistemas multiprocesadores
y multicores.
La paralelizacio´n de los algoritmos lleva a la reduccio´n de tiempo de reconstruccio´n
de ima´genes TAC.
Los tiempos o´ptimos se consiguen al llevar a cabo el proceso de reconstruccio´n en
forma paralela con el nu´mero de procesos iguales al nu´mero de nu´cleos o procesadores
del sistema.
El algoritmo basado en la inversa de la transformada de Radon es un algoritmo
ra´pido, pero necesita una completitud de datos para la reconstruccio´n.
El empleo de la librer´ıa PETSC facilita la implemetacio´n de algoritmos paralelos.
Los me´todos algebraicos reconstruyen la imagen de mejor calidad por menor nu´mero
de proyecciones y presentan una opcio´n dominante en la actualidad.
6.2. Trabajos futuros
Los avances tecnolo´gicos posibilitan el desarrollo constante de algoritmos existentes y
aparic´ıon de algoritmos nuevos de reconstrucio´n de ima´genes. Como muestran los resul-
tados obtenidos (e.g. Tabla 2), el taman˜o de la matriz del sistema de ecuaciones aumenta
con mayor nu´mero de proyecciones. Es decir, el taman˜o de la matriz es proporcional a la
resolucio´n de la imagen a recostruir, o, lo que es equivalente, al nu´mero de detectores en
el esca´ner, o al nu´mero de a´ngulos bajo los cuales se toman las proyecciones.
En consecuencia, crecen el tiempo de ejecucio´n y la necesidad de mayores recursos de
memoria del sistema. La reconstruccio´n de ima´genes en 3D o 4D es un proceso que consume
mucho tiempo y opera con gran cantidad de datos lo que sigue siendo un reto en la
actualidad. Para abarcar estos problemas se plantean las siguentes ideas para el futuro
desarrollo:
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Comparacio´n con otros me´todos de reconstruccio´n, en particular, con me´todos es-
tad´ısticos y multigrid.
Investigacio´n de otros me´todos de generacio´n de la matriz del sistema SMR con el
objetivo de reducir su taman˜o y requerimientos de la memoria del sistema.
Aprovechar la simetr´ıa en la estructura de la matriz del sistema SMR y otros formatos
ma´s compactos para su almacenamiento.
Investigacio´n de otras librer´ıas y adaptacio´n de sus mo´dulos en la resolucio´n de
sistemas de ecuaciones en paralelo.
El empleo de GPUs en la reconstruccio´n paralela de ima´genes en 3D con me´todos
algebraicos.
Explorar la utilizacio´n de las diferentes memorias de GPU.
Los resultados de este trabajo han dado lugar a los art´ıculos donde se describen las
te´cnicas utilizadas:
Fast Parallel Algorithm for CT Image Reconstruction. Liubov A. Flores, Vicent
Vidal, Patricia Mayo, Francisco Rodenas, Gumersindo Verdu´. Proceedings of 34th Annual
International Conference of the IEEE Engieneering in Medicine & Biology Society. August
28-September 1, 2012 San Diego, p. 4374-4377.
Iterative Reconstruction of CT Images with PETSc, Liubov A. Flores, Vicent
Vidal, Patricia Mayo, Francisco Rodenas, Gumersindo Verdu´. Proceedings of The 4th In-
ternational Conference on BioMedical Engineering and Informatics 15-17 October 2011,
Shanghai, China., Volume 1, p 343-346. IEEE 2011.
Una implementacio´n paralela eficiente de la transformada de Rado´n Inversa
para la reconstruccio´n de ima´genes me´dicas, L.A. Flores, V. Vidal Gimeno, P. Mayo
Nogueira, F. Rodenas Escriba, G. Verdu´ Mart´ın - aceptada la publicacio´n en la revista
universitaria de la Universidad Nacional de Ingenieria, Lima-Peru´, 2012 .
Contrast of two methods of reconstruction of CT images using high perfor-
mance computing, Liubov A. Flores, Vicent Vidal, Patricia Mayo, Francisco Rodenas,
Gumersindo Verdu´. El art´ıculo fue aceptado para hacer la presentacio´n en la conferencia
Mathematical Modelling in Engineering & Human Behaviour, Valencia, September 6th-
9th, 2011.
Algoritmo Paralelo de Reconstruccio´n de Ima´genes TAC. Liubov A. Flores, Vi-
cent Vidal, Patricia Mayo, Francisco Rodenas, Gumersindo Verdu´ - ponencia en la 38
REUNION ANUAL SOCIEDAD NUCLEAR ESPAN˜OLA, Ca´ceres, 17-19 Octubre 2012
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Reconstruccio´n Iterativa de Ima´genes de TAC Mediante Computacio´n de Al-
tas Prestaciones, Liubov A. Flores, Vicent Vidal, Patricia Mayo, Francisco Rodenas,
Gumersindo Verdu´ - ponencia en la 37 REUNION ANUAL SOCIEDAD NUCLEAR ES-
PAN˜OLA, Burgos, 28-30 Septiembre 2011.
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