This paper examines systems of poly-harmonic equations of the Hardy-Sobolev type and closely related weighted systems of integral equations involving Riesz potentials. Namely, it is shown that the two systems are equivalent under some appropriate conditions. Then a sharp criteria for the existence and non-existence of positive solutions is determined for both differential and integral versions of a Hardy-Sobolev type system with variable coefficients. In the constant coefficient case, Liouville type results on positive radial solutions are also established using radial decay estimates and Pohozaev type identities in integral form.
Introduction and the main results
In this paper, we examine weighted systems of integral equations involving Riesz potentials of the form ui(x) = R n 1 |x − y| n−α |y| σ i fi(y, u1(y), u2(y), . . . , uL(y)) dy, i = 1, 2, . . . , L, (1.1)
where n ≥ 3, x ∈ R n , α ∈ (0, n), and σi ∈ [0, α). System (1.1) is closely related to the system of pseudo-differential equations involving fractional Laplacians (−∆) α/2 ui = |x| −σ i fi(x, u1, u2, . . . , uL) in R n \{0}, (
and we shall determine the suitable conditions in which the two systems are equivalent. Our motivation for examining this general family of systems is to establish and extend results for the system of integral equations of the Hardy-Sobolev type with variable coefficients, Here the variable coefficients c1(x) and c2(x) are taken to be double bounded functions where we say a function c(x) is double bounded if there exists a positive constant C such that 1/C ≤ c(x) ≤ C for all x ∈ R n . Specifically, one of our main goals of this paper is to establish a sharp criteria for the existence and non-existence of positive solutions for both (1.3) and (1.4) . The importance of these systems lies in the fact that they serve as the "blow-up" equations for many nonlinear systems of partial differential equations (PDEs). Results on the non-existence of positive entire solutions for the systems, often called Liouville type results, are important in deriving a priori estimates and asymptotic and regularity properties of solutions for a large class of nonlinear systems.
Let us remark on some of the special cases included in the class of Hardy-Sobolev type systems. If α = 2, σi ∈ R and c1, c2 ≡ 1, then system (1.4) reduces to the Hénon-Lane-Emden equations (cf. [1, 2, 3] and the references therein). In the case where α ∈ (0, n), c1, c2 ≡ 1 and σ1, σ2 = 0, system (1. which arises as the Euler-Lagrange equations for a functional under a constraint in the fundamental Hardy-Littlewood-Sobolev inequality (cf. [4, 5, 6] ). Its corresponding system of psuedo-differential equations is the Lane-Emden type HLS system
If α ∈ (0, n), the Sobolev hyperbola, h(p, q) := 1 1+q
, is thought to play a key role in the existence criteria for the unweighted HLS systems. More precisely, the HLS conjecture [7] states that (1.5) admits no positive solution under the subcritical case h(p, q) > n−α n . Even in the case where α = 2, the conjecture, often referred to as the Lane-Emden conjecture, remains a longstanding open problem; however, partial results are known. For instance, the conjecture has been verified for radial solutions (cf. [8] ; cf. [7, 9] for when α > 2), for dimensions n ≤ 4 (cf. [10, 11, 12] ), and for n ≥ 5 but for certain regions below the subcritical hyperbola (cf. [8, 12, 13, 14] ). On the other hand, the existence of positive solutions in the critical case h(p, q) = n−α n follows from a variational approach used in finding the sharp constant in the HLS inequality [5] . Interestingly, we should mention that in the non-subcritical case where α is an even integer, the authors in [15, 16] obtained the existence of positive solutions for the poly-harmonic HLS system (1.6) among other related results. The author in [17] also obtained existence results for the weighted system (1.4).
In the scalar case where u = v, p = q, (1.5) reduces to the integral equation
with corresponding differential equation
, the classification of the solutions for (1.8) has provided an important ingredient in the study of the prescribing scalar curvature problem. Unlike with systems, we enjoy a far more complete understanding of the properties of solutions for the scalar problems. For instance, when α = 2, there holds the following sharp result (cf. [18, 19] , then it does admit positive solutions. Thus, p = n+2 n−2 is the "critical" exponent that provides a sharp criterion for distinguishing between the existence and non-existence of solutions. Furthermore, in this critical case, Gidas, Ni and Nirenberg [20] proved the radial symmetry and monotonicity of positive solutions under the additional assumption u = O(|x| 2−n ). In [19] , Caffarelli, Gidas and Spruck removed the decay assumption and proved the same result. Later, Chen and Li [21] and Li [22] provided simplified proofs of these results as well. For general α ∈ (0, n), analogous classification of solutions and Liouville type results were established for the integral equation (1.7) in [23, 24, 25] . For instance, it was established that every positive regular solution of (1.7) in the critical case assumes the form
for positive constants c and t. In fact, the methods developed in the framework of integral equations motivate our studies since they provide a generalization of the PDE systems which may lead to alternative approaches and methods. A recent example of this is the method of moving planes in integral form, introduced in [25] , to derive the symmetry and monotonicity of solutions for a class of integral equations. Perhaps, such a framework may further lead to new and interesting directions for other related problems.
From this point hereafter, we impose the following conditions on both systems (1.1) and (1.2):
, and a double bounded function c(x) such that
In fact, unless further specified, we shall always assume n ≥ 3, α ∈ (0, n), σ, σi ∈ [0, α) and p, q > 0.
The main results of this paper are organized in the following theorems and corollary, the first of which establishes the equivalence between the system of integral equations and the system of differential equations. Theorem 1. Let α = 2k be an even integer. Then the system of integral equations (1.1) and the system of differential equations (1.2) are equivalent. That is, every positive solution of (1.1), multiplied by a suitable constant if necessary, is a positive solution of (1.2), and vice versa. Remark 1. When we refer to positive solutions of either the integral system (1.1) or the differential system (1.2), we mean classical solutions u = (u1, u2, . . . , uL) whose positive components belong in
The next theorem is on the complete existence criteria for the Hardy-Sobolev type system with double bounded coefficients. Theorem 2. Let pq > 1. The system of integral equations (1.3) admits a positive solution (u, v) for some double bounded functions c1(x) and c2(x) if and only if
A natural consequence of the first two theorems is the following. The remaining two theorems concern Liouville type results on radial solutions for HardySobolev type integral equations with constant coefficients. It may be interesting to note that the following theorems also include the non-existence results for the unweighted Lane-Emden type differential equations previously established in [8, 9] . As a result, we present an alternative framework for establishing and generalizing these previous results. Although our proofs incorporate fundamentally similar ideas, we adopt tools that are geared towards integral equations rather than PDEs. Theorem 3. Let k ∈ [1, n/2) be an integer and σ ∈ (−∞, 2k). Then the integral equation
has no positive radial solution if
Theorem 4. Let k ∈ [1, n/2) be an integer, σ1, σ2 ∈ (−∞, 2k) and pq > 1. Then the system of integral equations 13) has no positive radial solution if
The rest of this article is organized as follows. In Section 2, we begin with several intermediate lemmas and basic results required in our proof of Theorem 1, which we then provide at the end of the section. Section 3 starts off with an even more general non-existence result for the Hardy-Sobolev type integral system followed by the proofs of Theorem 2 and Corollary 1. The paper concludes with Section 4, which provides the proof of both Theorems 3 and 4.
Remark 2. Throughout this paper, we adopt the convention that C represents some constant in the inequalities which may change from line to line. At times, we append subscripts to C to specify its dependence on the subscript parameters.
Some preliminaries and the proof of Theorem 1
A key idea in the proof of Theorem 1 is to multiply the PDEs by a suitable Greene's function, integrate on a ball domain of radius R, then send R −→ ∞ to show the solutions of the PDE system satisfies the integral system. However, our procedure requires some technical issues such as the super poly-harmonic property of solutions and some integrability properties of solutions.
Preliminaries
We begin with the super poly-harmonic property for solutions of (1.2).
Lemma 1 (Super poly-harmonic property). Let α = 2k be an even integer and suppose that u = (u1, u2, . . . , uL) is a positive solution of (1.2). Then
Proof. We start by proving the result for a single equation then prove it for systems, which follows naturally from the scalar case.
Consider the single equation
Thus, u satisfies the differential inequality
Step 1. First, we show that u k > 0. On the contrary, we can either have two cases:
(a) u k (x0) < 0 at some non-zero point x0;
(b) u k ≥ 0 and u k (x0) = 0 at some non-zero point x0.
However, if case (b) holds then x0 is a local minimum, but this contradicts with −∆u k > 0. Thus, we only consider case (a). In addition, we define the average of a function v on the ball of radius r centered at x0 by
After a reduction of (2.2) into a second-order system via (2.3), then applying averaging centered at x0 and using the well-known property ∆u = ∆u, we get
. . .
where ar := (|x0| + r) σ . Thus,
Next, we show that after sufficient applications of averaging and re-centers, the resulting solution satisfies an alternating sign property.
Claim 1:
After sufficient re-centers of uj and denoting the resulting functions byũj, we obtaiñ
Upon integrating we get
so that we can choose r1 sufficiently large such that u k−1 (r1) > 0. Now, choose some x1 ∈ ∂Br 1 (0) to be the new point to re-center and apply average to the system to get
Notice uj for j = 1, 2, . . . , k satisfies (2.4) and u
From the (k − 2) th equation, we get
and integrating yields
Then choose r2 such that u k−2 (r2) < 0 and take some x2 ∈ ∂Br 2 (0) to be the new point to re-center to get u k < 0, u k−1 > 0 and u k−2 < 0.
We repeat this procedure to arrive at the alternating sign property after sufficient re-centers. This completes the proof of Claim 1.
From Claim 1, we must take k to be an even integer, otherwise we get a contradiction with the positivity of u. Henceforth, we assume k is even. Now, define the rescaling of u by
and notice that (2.2) is invariant under this scaling i.e. for any λ > 0, u λ remains a solution of (2.2). By (2.6), −∆ũ < 0, which impliesũ
By the scaling invariance, we can choose u λ to be as large as needed. Thus, for any a0, we may assumeũ (r) ≥ a0 ≥ a0r β 0 for all 0 ≤ r ≤ 1 where a0 and β0 are positive numbers to be determined below. From (2.5),
Integrating this twice with respect to r and applying (2.6) yield
Integrating twice yields
By continuing in this manner, we obtaiñ
Choose β0 so that β0p ≥ m and define
It follows that β k+1 ≥ m + β k p and β k −→ ∞ as k −→ ∞. Thus, we have shown that
If we apply the previous argument successively, we arrive at
We proceed by induction to prove (2.9). The initial case k = 0 holds immediately since we can always choose a0 to be suitably large. Now suppose that the k th case holds i.e.
Hence, the (k + 1)
th case holds and this completes the proof of Claim 2.
Consequently, estimates (2.8) and (2.9) implỹ
which is a contradiction. This proves u k > 0.
Step 2. We prove uj > 0 for j = 2, 3, . . . , k − 1.
Assume that for some j0 = k, uj 0 < 0 at some point. By adopting the same arguments in the proof of Claim 1 with several re-centers and denoting the resulting functions byũj , we get that the signs ofũj alternate as in (2.6). Thus, by the positivity of u we obtain −∆ũ < 0 andũ > 0, which impliesũ (r) ≥ũ(0) > 0 for r ≥ 0. (2.10)
We may continue this argument until we arrive at
From the k th equation we get −∆ũ k (r) ≥ Cũ(r) p r −σ whereũ k > 0. Using a standard estimate from [26] [Lemma 3.1, page 139], we obtain
Estimates (2.11) and (2.13) implyũ(r) ≥ Cũ(r) p r 2k−σ . Thus,ũ(r) ≤ Cr − 2k−σ p−1 , but this contradicts (2.10). Hence, uj > 0 for all j = 2, 3, . . . , k − 1.
Step 3. We are ready to prove the theorem for a system of poly-harmonic equations.
Assume the contrary; that is, assume for some i0, j0, (−∆) j 0 ui 0 < 0 at some point. (2.14)
For ǫ > 0, set vǫ = ui 0 + ǫ i =i 0 ui so that we obtain the scalar differential inequality
Then for each ǫ > 0, the super poly-harmonic property for scalar equations yields
By choosing ǫ sufficiently small we arrive at a contradiction with (2.14), and thus completes the proof of the theorem.
Next are two lemmas concerning integrability properties of solutions whose proofs require the following basic results on a fundamental boundary value problem. For each r > 0, let ϕr(x) be the solution of
where δx 0 (x) = δ(x − x0) is the centered Dirac delta function. Then Another basic result we often invoke is the following.
and x0 is some point in R n , then we can find a sequence r l −→ ∞ such that r l
For more details on these basic properties and Lemma 2, we refer the reader to [25, 27, 28] .
Lemma 3. Let α = 2k be some positive integer and let u be a solution of (1.2). Write 18) and R n uij (x) |x − x0| n+2−2j dx < ∞ for i = 1, 2, . . . , L, j = 2, 3, . . . , k.
(2.19)
Proof. Multiply both sides of the i th equation, 20) by ϕr(x) and integrate on Br(x0). After successive integration by parts, using the super-harmonic property of solutions and (2.15), we get
Using this and (2.16), we can send r −→ ∞ to get (2.18). The proof of (2.19) follows from similar calculations by considering the equation uij = (−∆) j−1 ui instead of (2.20).
A consequence of Lemma 3 is the following.
Lemma 4.
There exists a sequence r l −→ ∞ for which
Proof. For each i = 1, 2, . . . , L and j = 2, 3, . . . , k, the result follows directly from (2.19), so it remains to verify the lemma for j = 1. Let v = u1 + · · · + uL and observe that by (2.18), we have
On the other hand, Hölder's inequality and (1.9) imply
fi(x, u1(x), . . . , uL(x)) |x − x0| n−1−2k |x| σ i ds.
This estimate and (2.22) yield
Therefore, by the positivity of the components ui, we obtain
This completes the proof.
Proof of Theorem 1
We begin by showing the solutions of the PDE system are, up to a multiplicative constant, solutions of the integral system. First, multiply both sides of the i th equation,
by ϕr(x) then integrate on Br(x0). As before, we calculate 
Conversely, showing that the solutions of (1.1) are solutions of (1.2) follows from more elementary arguments. Namely, since c|x| α−n is the fundamental solution of (−∆) k u = 0, differentiating the integral equations with respect to x and using the convolution properties of the Dirac delta function will show that positive solutions of the integral equations satisfy (1.2). This completes the proof of the theorem.
Proof of Theorem 2
Prior to proving Theorem 2, we establish a more general Liouville type result for the Hardy-Sobolev type system. Theorem 5. Let p, q > 0. Then system (1.3) has no positive solution whenever
Proof. We proceed by contradiction. That is, assume there is a positive solution (u, v). Let |x| > R and choose R > 0 suitably large so that |x − y| ≤ 2|x| for y ∈ BR(0). Then there holds
where a0 = n − α. This estimate and the integral equations imply that for |x| > R,
where b0 = pa0 − α + σ2. By repeating this argument, we obtain
where a k+1 = qb k − α + σ1 and b k = pa k − α + σ2 for k = 0, 1, 2, . . . .
It follows that
There are two cases to consider: when pq ∈ (0, 1] and when pq > 1.
Case 1: Suppose pq ∈ (0, 1]. If pq = 1, then (3.2) implies that
Thus, bj −→ a − α + σ2 < 0. In any case, we can choose a sufficiently large j0 so that aj 0 , bj 0 < 0 and
Thus, u(x) = ∞ and similar calculations will show v(x) = ∞, which is impossible.
Case 2: Suppose pq > 1.
Let
Thus, u(x) = ∞ and v(x) = ∞, which is impossible. On the other hand, if pq > 1 and
, then we can apply the same iteration procedure as above to obtain a contradiction.
2. Lastly, we consider when pq > 1 and M = n − α. Without loss of generality, we assume n − α = α(p+1)−(σ 2 +σ 1 p) pq−1
. We see that
From this, we obtain
where we are using the fact that
Thus, the constant C > 0 in (3.3) is independent of R. By sending R −→ ∞ we get |x|
. By applying similar calculations used in the derivation of (3.3), we obtain
where C > 0 is independent of R. Sending R −→ ∞ yields
which implies that u ≡ 0 and we arrive at a contradiction. This completes the proof of the theorem.
Proof of Theorem 2. It suffices to show the existence of positive solutions for (1.3) under (1.10), since Theorem 5 basically states that this existence result must then be sharp. We show that candidates for solutions are the radial functions
where
Notice that (1.10) implies α < 2θ1p + σ2 < n and α < 2θ2q + σ1 < n. Note that if |x| < 2R for some suitable R > 0, u(x) and v(x) are proportional to R n v(y) q |x−y| n−α |y| σ 1 dy and R n u(y) p |x−y| n−α |y| σ 2 dy, respectively. Thus, we only consider |x| > 2R.
First, it is clear that
R n v(y) q |x − y| n−α |y| σ 1 dy ≥ C |x| n−α B |x|/2 (0) v(y) q |y| σ 1 dy ≥ C (1 + |x| 2 ) qθ 2 +σ 1 /2−α/2 .
This implies
These estimates imply
for some suitable constant C > 0. Hence,
for some double bounded function c1(x). Similar calculations show
for some double bounded function c2(x). This completes the proof of the theorem.
Proof of Corollary 1 . This follows immediately from Theorem 2 provided (1.3) and (1.4) are equivalent.
Equivalence: From Theorem 1, the classical solution of (1.4) satisfies
for some positive constants a1 and a2. Clearly,
since c1(x) and c2(x) are double bounded. Thus, 6) for the double bounded functions
On the contrary, suppose u and v solve (3.6) for some double bounded functions a1(x) and a2(x). Set w1(x) = u(x)/a1(x) and w2(x) = v(x)/a2(x). Then for any pair of constantsc1 andc2, (w1, w2) satisfies
where c1(x) = a2(x) p /c1 and c2(x) = a1(x) p /c2. Hence, we can choosec1 andc2 such that
for double bounded functions c1(x) and c2(x).
As discussed earlier, these two Liouville type theorems stem from two essential ingredients: the decay estimates for radial solutions and integral forms of some Pohozaev type identities. The following lemma addresses the former ingredient.
Lemma 5 (Decay of radial solutions). Suppose u = u(r) (r = |x|) is a positive radial solution of (1.11), then there holds the decay property
for some positive constant C independent of u.
Proof. We give two different proofs. The first proof establishes the estimate by directly dealing with the integral equation and the second is the more standard approach using ODEs.
1: From the integral equation and the decreasing property of radial solutions, we have
The result follows by directly solving for u in the previous inequality.
2: By equivalence, u1 := u satisfies
The k th equation yields
Integrating this on (0, r), we obtain
Using the standard estimate (2.12), the (k − 1) th equation yields
Hence,
Repeating this for u k−2 (r), u k−3 (r), . . ., we arrive at the estimate
As a result of the decay properties of radial solutions, we have the following.
Lemma 6. If u is a positive radial solution of (1.13), then the integrals
|x| σ dx and
Proof. Since σ < n, the integrals
are finite for each R > 0. Thus, it suffices to show that the integrals
|x| σ dx and A2 :=
From Lemma 5 and (2.12), we obtain
where the improper integrals are convergent since 1 < p <
Proof of Theorem 3. We write the integral equation as
Differentiating this identity with respect to λ on both sides yields
|x − z| n−2k |z| σ dz.
Set λ = 1 to get
To handle the last term in (4.1), an integration by parts yields
where the boundary integral vanishes as R −→ ∞ since R n u(y) p |x−z| n−2k |z| σ dz < ∞. With this, we obtain the identity
If we multiply this by u(x) |x| σ and integrate over R n we get
Thus,
However, integration by parts yields
Hence, (4.3) and (4.4) imply
Since u is a positive solution and the exponents satisfy (1.12), we conclude that u ≡ 0, which is a contradiction. This completes the proof.
The proof of Theorem 4 is similar to the proof of Theorem 3. First, we need the following lemma on the decay estimates for radial solutions. Proof. From the integral equations and the monotonicity of radial solutions, we obtain
and the result follows by solving for u and v in the previous estimates.
As a result of the decay property of radial solutions, we obtain the following.
Lemma 8. Let (u, v) be a positive radial solution of (1.13). Then the following integrals As before, differentiating this identity with respect to λ, setting λ = 1, then applying an integration by parts yield
x · ∇u(x) = −(n − 2k)u(x) − (n − 2k)
If we multiply this by |x| −σ 2 u(x) p and integrate over R n , we get On the other hand, an integration by parts implies
|x| σ 2 dx
q+1 (x · n) |x| Hence, (4.7) and (4.8) imply
Since (u, v) is a positive solution and the exponents satisfy (1.14), we conclude that (u, v) ≡ (0, 0) and we arrive at a contradiction.
