Abstract. This work presents an analysis of the static Aging operator for different evolutionary algorithms: two immunological algorithms (OptIA and Clonalg), a standard genetic algorithm SGA, and Differential Evolution (DE) algorithm. The algorithms were tested against standard benchmarks in both unconstrained and dynamic optimisation problems. This work analyses whether the aging operator improves the results when applied to evolutionary algorithms. With the exception of DE, the results report that every algorithm shows an improvement in performance when used in combination with Aging.
Introduction
Optimisation of functions representing real world problems is a common goal of optimisation algorithms. The efficiency of these algorithms is thus fundamental in engineering and scientific disciplines. This paper attempts to characterise the aging operator considering different algorithms with distinct selective pressure [1] . As outlined in [10] , this study can be considered an experimental analysis paper, where weaknesses and strengths of the aging operator are taken into analysis.
The Aging operator is based on the concept of age associated with each element of the population. This information is used in some decisions regarding the individuals. An example is in [3] , where age is used to control the mutation step when an individual is stuck in a local optimum. When stuck, the age is increased, and as a result the mutation probability increases to allow the individual a mechanism to escape the local minimum. In this work, Aging is used to eliminate old individuals in the population, thus maintaining high diversity in order to avoid premature convergence [4] . Once an individual has reached its maximum age, it is deleted from the population. This operation does not depend on the fitness. This allow to introduce new individuals in the population thus increasing the diversity. For each algorithm considered the Aging operator is executed before the selection procedure. The computational complexity is O(|N |) where |N | is the size of the population.
The maximum number of generations individuals are allowed to remain in the population is determined by the parameter τ B . The aging procedure is summarised in the following way: in the parent population the age of each individual is increased every generation. In the offspring population, if an offspring increases the parent's fitness, the age is set to zero, otherwise the age is set to a random number taken with uniform distribution in the range [0, τ B ]. Every individual having age greater than τ B is moved into an archive and it is replaced by another individual taken randomly from the same archive. This allows the discarding of those individuals that do not improve but because of their high fitness could otherwise remain in the population.
Algorithms
Different algorithms are tested to characterise the capabilities and merits of the aging operator. In this section every algorithm is presented together with the evolutionary operators used.
SGA is a genetic algorithm with real value representation, tournament selection, BLX crossover and polynomial mutation [7] . Blend crossover (BLX-α) was introduced by Eshelman and Schaffer [8] using the schema notion of Goldberg [9] . DE is a search method that uses vectors of real numbers to represent its individuals [11] . The idea behind DE is to generate new vectors as a weighted sum of the difference between two or more vectors taken from the population. Since there is no mutation, the number of parameters required by DE is minimal compared to other algorithms. The strategy used for DE is named rand/1/exp. The algorithms is explained in greater detail in [11] . OptIA is a population based optimisation algorithm with characteristics inspired by biological Immune Systems. The proposed algorithm uses cloning and hypermutation together with macromutation and aging. For a detailed review refer to [5] . Two type of selection were considered: Selection-(μ + λ), where the best individuals μ individuals are taken from the offsprings and parents set μ ∪ λ, and Selection-(μ × λ), where the best offsprings of an individual replace the parents if the offsprings have a better fitness than the parents. The difference between these operators is in selective pressure. Selection-(μ + λ) results in a strong pressure, while Selection-(μ × λ) results in relatively weaker pressure. Clonalg [6] is also an Immunological Algorithm. In particular the numbers of clones for each individual do not change during the evolutionary process, as in OptIA. The hypermutation operator uses convex mutation and the macromutation operator is not used.
Numerical Optimisation
A well known set of 23 functions [12] was selected to test the algorithm in a static environment with unimodal and multimodal functions. For a dynamic optimisation problem the standard benchmark "moving peaks" was chosen for comparison [2] . In every algorithm the initial population is randomly initialised using a uniform distribution considering the domain size of each variable.
Static Optimisation
The set of functions includes unimodal functions (f 1−f 7), multimodal functions (f 8 − f 13) with many local minimas, and multimodal functions (f 14 − f 23) with few local minimas. For each function, 30 independent runs were executed and the average best fitness was reported. Every value below 1e −25 was reported as zero. The maximum number of evaluations was fixed to T max = 5 · 10
5 . The algorithms were tested varying τ B ∈ 1, 3, 5, 7, 9, 10, 15, 20, 25, 50, 100.
Results SGA. SGA was executed with the following parameters, population size |P | = 100, tournament selection, crossover probability p c = 0.9 with BLX crossover with α = 0.5, probability of polynomial mutation p m = 0.2 for unimodal functions f 1 − f 7 and p m = 0.1 for multimodal functions f 8 − f 23. Setting values were chosen upon preliminary experiments. SGA with τ b ∈ [1, 3] converges more rapidly with higher fitness and smaller standard deviation for functions f 1 − f 13. Table 1 summarises the most significant improvement for particular functions with the optimal value of τ b = 3. It should be noted that there is no statistically significant difference for the remaining functions. Results DE. DE was tested with the following parameters: population size |P | = 100, crossover probability CR = 0.5, factor F = 0.5. The strategy adopted was DE/Rand/1/Exp. DE in combination with aging is not able to optimise any of the test functions (as presented in Fig. 2 for function f 8) . For values of τ B ≤ 15, algorithm convergence is slower. For values of τ B ≥ 20 there are no statistically relevant changes. The reason why Aging does not improve the results is due to the generation process used in DE, where a single parent generates only one offspring.
Dynamic Optimisation
The ability of OptIA to adapt in dynamic search spaces was evaluated using a dynamic fitness function benchmark [2] . For each run the offline error is computed. As defined in [2] the current error is defined as the difference between the best individual found after the last change and the true theoretical optimum. The offline error is defined as the average of all current errors. All results reported are averaged over 50 runs, and the maximum number of fitness function evaluations is 5 · 10 5 . The settings used for the benchmark are those for Scenario 1, 2 and 3 as reported in [2] . The algorithms were tested varying τ B ∈ 1, 3 ,5, 7,9, 10,15, 20,25, 50, 100. As expected the optimal values of τ B depends on both the algorithm and Scenario. However, on average good performance are still achieved with tau B ∈ [20, 50]. Results SGA. The following parameters were chosen for all the three scenarios: Population size |P | = 100, crossover probability p c = 0.9 with BLX-α and α = 0.5, mutation probability p m = 0.2. Experiments confirmed the improvement due to the Aging Operator in SGA. For each value considered of τ B there was an improvement over the standard algorithm. In particular it should be observed that for τ B = 15 in Tab. 2(a) the best results are reached for all the three scenarios.
Results OptIA. Three different versions of opt-IA were used to test the effect of the Aging operator, the main differences depend on the mutation and selection used. For a detailed description refer to [5] .The characteristics are the following:
-OptIA1 Hypermutation with Convex Mutation; Macromutation with Gaussian Mutation; Selection (μ + λ).
-OptIA2 Hypermutation with Self-Adaptive Mutation, Macromutation with Convex Mutation; Selection (μ + λ). -OptIA3 Hypermutation with Hybrid Gaussian Mutation ; Macromutation with Gaussian Mutation; Selection (μ × λ).
The parameters used for all the three algorithm were the same: ρ = 3, β = 1, D = 20, Dup = 4. The Aging operator improved the offline error for each value of τ B when used with OptIA1. As reported in Tab. 2(b) the best value for Scenario 1 was for τ B = 50, while for Scenario 2 was τ B = 100. Finally in Scenario 3, the best results is reached for τ B = 5. Optia2 with Aging operator resulted in better mean offline error in comparison with the same algorithm without Aging. As shown in Tab. 3(a) for Scenario 1 and Scenario 3, the optimal τ B values were respectively 100 and 125. For Scenario 2 a lower value of τ B = 10 proved to be more effective.
The Optia3 algorithm obtained the best results compared to the other algorithms. Interestingly, in Scenario 1, the Aging operator did not produce any improvement ( Tab. 3(b) ). In the other scenarios the effects of Aging improves performance and allows the algorithm to reach a lower mean offline error.
Clonalg. For each scenario the following settings are used: ρ = 3, D = 20, Dup = 5 and (μ×λ) selection. The results (Tab. 4(a)) showed that even if Clonalg is very similar to OptIA, it does not have the same ability to adapt to a changing environment. The main reason is because of the hypermutation operator used, convex mutations do not allow effective searching for the optimum when the landscape is changing. The Aging operator results in better performance in all scenarios, however, the results are far from optimal. In Tab. 4(a) it is observed that with τ B ∈ [15; 75] better results can be obtained. In particular, with τ b = 50, 25, 15, the best value for scenario 1, 2 and 3 is reached.
DE.
The settings used are: population size |P | = 100, factor F = 0.5, and crossover probability CR = 0.9. The strategy used is DE/Rand/1/Exp. Also for DE, the introduction of the Aging operator allows improvement in the adaptive capacities of the algorithm. In Scenario 1 and Scenario 2, DE obtained good results for each value of τ B . In Scenario 3, the lowest offline error was reached 
Conclusions
The Aging operator has been characterised in relation to various benchmark and different algorithms. This study focused on the resolution of unconstrained optimisation problems and dynamic optimisation problems. In particular for unconstrained optimisation problems a set of 23 well known benchmark functions [12] are analysed, while for for the dynamic optimisation problem the moving peaks benchmark is used [2] . Results show that for the static unconstrained optimisation problems, the Aging Operator is able to improve the performance of SGA. The only exception is DE, where the dynamics of his search method do not fit properly with Aging, thus making performance worse. Using Aging with Optia and Clonalg algorithms does not change in a considerable way the performance.
For dynamic optimisation problems, results demonstrate that the introduction of the Aging Operator significantly improves the adaptive capabilities of the algorithm (especially when selection-(μ + λ) is used). The introduction of a hypermutation operator like hybrid-gaussian and selection-(μ × λ) allow the search of complex and wide search landscapes and so was the best suited for dynamic optimisation. As expected, the efficiency of the aging operator depends on the selection and hypermution operators used. Our results demonstrate:
1. Selection-(μ + λ) creates strong pressure to move points close the most promising area of the search space where optimum points are likely to be encountered. With a dynamic landscape the ability of the algorithms to adapt is stressed. However, the aging operator represents a good way to improve the performance. 2. Selection-(μ×λ) creates smooth pressure and it is able to explore several local searches in parallel, covering a wider search landscape. The aging operator can deteriorate the performance since a solution is not copied into the next population if it has not improved its fitness in the last τ B generations. This strategy sometimes eliminate promising good solutions when there is not a strong selection pressure.
