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Abstract
A ray pattern is a matrix each of whose entries is either 0 or a ray in the complex plane
originating from 0 (but not including 0). A ray pattern is a natural generalization of the concept
of a sign pattern, whose entries are from the set {+,−, 0}. Powers of sign patterns and ray
patterns, especially patterns whose powers are periodic, have been studied in several recent
papers. A ray pattern A is said to be powerful if Ak is unambiguously defined for all positive
integers k. Irreducible powerful ray patterns have been characterized recently. In this paper,
reducible powerful ray patterns are investigated. In particular, for a powerful ray pattern in
Frobenius normal form, it is shown that the existence of a nonzero entry in an off diagonal
block implies that the corresponding irreducible components are related in a certain way.
Further, the structure of each of the off diagonal blocks is characterized.
© 2004 Elsevier Inc. All rights reserved.
AMS classification: 15A21; 15A48; 15A57
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1. Preliminaries
A ray pattern is a matrix each of whose entries is either 0 or a ray in the complex
plane of the form reiθ , where θ ∈ R and r runs through all positive real numbers. For
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brevity, we denote a ray reiθ simply by eiθ . Of course, eiθ = ei(θ+2k) for any integer
k; if the arguments of two rays do not differ by an integer multiple of 2, then the rays
are distinct. For rays eiθ1 and eiθ2 , we perform multiplication, division and addition
in the obvious way. The product and quotient are given by eiθ1 eiθ2 = ei(θ1+θ2) and
eiθ1/eiθ2 = ei(θ1−θ2). If θ1 and θ2 differ by a multiple of 2, then eiθ1 + eiθ2 = eiθ1 .
The sum of two distinct rays eiθ1 and eiθ2 is either an acute sector in the complex
plane with vertex at the origin (see [3] for the formal definition of sector) or a straight
line through the origin (when the two rays are opposite in direction). We denote by
# any sum of rays where at least two of the rays are distinct. Note that eiθ + # = #,
eiθ# = #, 0 + # = #, 0# = 0, # + # = # and ## = #.
The product of an m× n ray pattern A = (ars) and an n× p ray pattern B =
(brs) is defined in the usual way, with the (r, s) entry of AB given by
∑n
k=1 arkbks .
Clearly, such a product does not always yield a ray pattern, since some entries in the
product may be #. We define a generalized ray pattern to be a matrix each of whose
entries is 0, a ray or #. Observe that ray pattern multiplication is associative.
Ray patterns are natural generalizations of sign patterns, which are matrices with
entries from the set {+,−, 0}. Ray patterns have been investigated in the recent
papers [3–5,8,10,14,15]. In qualitative and combinatorial matrix theory, powers of
sign patterns and ray patterns arise frequently, and substantial research has been
done on such powers, especially when the powers are unambiguously defined, for
example see [6–8,11–15]. The study of the powers of sign patterns and ray patterns
is motivated by and based on the theory of nonnegative matrices, especially nonneg-
ative primitive matrices and nonnegative irreducible matrices, see for example [1,2]
or [9] for general information on nonnegative matrices.
Let A = (ars) be an n× n ray pattern. The digraph of A, denoted D(A), is the
digraph with vertex set {1, 2, . . . , n}, such that there is an arc from r to s iff ars /= 0.
By a walk of length k in A we mean a formal product of some nonzero entries of A
of the form W = ai0i1ai1i2 · · · aik−1ik ; such a walk W is called a path if the indices
i0, i1, i2, . . . , ik are distinct, except possibly i0 = ik . Note that a walk W may be
identified with the corresponding walk in the digraph D(A). A cycle of length k in A
is a nonzero product of the form γ = aiki1ai1i2 · · · aik−1ik . If the indices i1, i2, . . . , ik
are distinct, we say that γ is a simple cycle or a k-cycle in A. Note that a cycle
(a simple cycle) is a walk (path). The weight of a walk W in A, denoted ω(W), is
defined as the actual product of the entries in W , resulting in a ray.
For an m× n ray pattern A = (ars), the ray pattern class of A, denoted R(A), is
the set of m× n complex matrices given by
R(A) = {B = (brs) ∈ Mm×n(C) | brs = 0 iff ars = 0;
arg(brs) = arg(ars) otherwise}.
We say that an n× n ray pattern A is powerful if for each positive integer k, the
matrix Ak is an unambiguously defined ray pattern, that is to say, there are no #
entries in Ak . It can be seen that Ak is unambiguously defined iff there is a unique
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ray pattern (in fact, it is Ak) whose ray pattern class contains B1B2 · · ·Bk for all
B1, B2, . . . , Bk ∈ R(A). The following lemma follows directly from this definition.
Lemma 1.1. A ray pattern A of order n is powerful iff for each positive integer k
and all s, t ∈ {1, 2, . . . , n}, ω(W1) = ω(W2) for any two possible walks W1 and W2
from s to t of length k.
For example, the ray pattern
A =
[
1 eiθ
e−iθ 1
]
is powerful, since A = A2 and hence, for every k  1, Ak = A is unambiguously
defined.
In contrast, the ray pattern
B =
[
1 ei/3
1 1
]
is not powerful. Indeed,
B2 =
[
1 + ei/3 ei/3
1 1 + ei/3
]
=
[
# ei/3
1 #
]
.
If A is an n× n ray pattern, by a subpattern A˜ of A we mean an n× n ray pattern
obtained from A by setting a number (possibly none) of entries in A to 0. In this
case, we write A˜  A, and we also say that A is a superpattern of A˜. Thus A is a
subpattern and a superpattern of itself.
The identity ray pattern I of order n is the n× n diagonal ray pattern each of
whose diagonal entries is the ray 1. Clearly, for a nonsingular diagonal ray pattern
D, we have DD∗ = D∗D = I and D−1 = D∗. We say that D∗AD is diagonally
similar to A.
Given some powerful ray patterns, it is easy to obtain new powerful ray patterns,
as can be seen from the next lemma [8].
Lemma 1.2 [8]. The set of powerful ray patterns is closed under the following oper-
ations:
(i) multiplication by any ray;
(ii) transposition;
(iii) conjugate transposition (denoted by ∗);
(iv) diagonal similarity;
(v) permutational similarity;
(vi) direct sum;
(vii) tensor product;
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(viii) taking subpatterns;
(ix) taking principal submatrices.
A powerful ray pattern is said to be periodic if there exist positive integers b and p
such that Ab = Ab+p; following [6], the smallest such positive integers b and p are
called the base and period of A, respectively. If A = A1+k , A is said to be k-potent;
such sign patterns and ray patterns have been studied heavily, see [6,12–15].
A square matrix A is said to be reducible if there is a permutation matrix P such
that
P TAP =
[
A11 A12
0 A22
]
,
where A11 and A22 are square and nonempty. Otherwise, A is said to be irreducible.
It is well known that A is irreducible iff D(A) is strongly connected. That is to say,
for every pair of distinct vertices s and t in D(A), there exists a path in D(A) from s
to t .
It is clear that if A is a powerful ray pattern, then so is any ray multiple of A. In
particular, if A is a periodic powerful ray pattern, then for any ray c, cA is powerful.
An interesting question is: Can every powerful ray pattern A be written as cB for
some ray c and some periodic powerful ray pattern B? In general, the answer to this
question is negative, as can be seen from the example
A =
[
1 0
0 ei2
]
,
since e−iθA is periodic would imply θ is a rational multiple of  and 2 − θ is a
rational multiple of . Thus 2 = θ + (2 − θ) would be a rational multiple of , a
contradiction.
Surprisingly, however, for irreducible ray patterns, the answer to the above ques-
tion is affirmative, which is the content of the following theorem.
Theorem 1.3 [8]. Let A be an irreducible ray pattern. Then A is powerful iff A can
be written as cB for some ray c and some periodic powerful ray pattern B.
Throughout the paper, we let J , Jn or Jm×n denote the ray pattern of appropriate
size all of whose entries are equal to 1.
Theorem 1.4 [8]. Let A be an irreducible powerful ray pattern. Then for any cycles
γ1 and γ2 in A of lengths l1 and l2, we have the ray equation [ω(γ1)]m/l1 =
[ω(γ2)]m/l2 , where m is the least common multiple of l1 and l2. In particular, any
two 1-cycles are the same ray.
Theorem 1.5 [8]. An irreducible ray pattern A is powerful iff all the walks in A from
1 to 1 of the same length have the same weight.
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It should be noted that for an irreducible ray pattern A, if Ak is unambiguously
defined, then As is unambiguously defined for all positive integers s  k.
For a ray pattern matrix A of order n, we let |A| be the (0, 1) matrix obtained from
A by replacing each nonzero entry of A by 1, while keeping 0 entries to be 0. We
say that a ray pattern A is primitive if the nonnegative matrix |A| is primitive, that
is, |A|k > 0 (entrywise positive), for some positive integer k. It is well known that a
nonnegative matrix B of order n is primitive iff it is irreducible and the greatest com-
mon divisor of the lengths of the simple cycles in the matrix is 1, iff B(n−1)2+1 > 0
(entrywise positive), see [1,2], or [9].
Theorem 1.6 [8]. Let A be an n× n primitive ray pattern. Then A is powerful iff A
is diagonally similar to a subpattern of eiαJ for some α ∈ R.
Let A be an irreducible ray pattern with index of imprimitivity h, where h is equal
to the greatest common divisor of the lengths of the simple cycles in A. By adapting
arguments on irreducible nonnegative matrices, we see that A is permutationally sim-
ilar to a ray pattern in block cyclic form, see [1,2] or [9]. For simplicity of notation,
we may assume that A is already in block cyclic form:
A =


0 A12
0 A23
.
.
.
.
.
.
.
.
. Ah−1,h
Ah1 0


, (1)
where the zero diagonal blocks are square, and the nonzero blocks have no zero
row or zero column. If a ray pattern A is primitive or is 1 × 1, then the index of
imprimitivity of A is 1, and A is its own block cyclic form (with only one block
altogether).
Theorem 1.7 [8]. Every irreducible powerful ray pattern is a subpattern of an entry-
wise nonzero powerful ray pattern.
The following result is a consequence of the preceding two theorems.
Theorem 1.8. Let A be an n× n irreducible ray pattern. Then A is powerful iff A
is diagonally similar to a subpattern of cJ for some ray c.
A ray pattern all of whose entries are the same is said to be uniform. Thus a
uniform ray pattern has the form cJ , where c is a ray or zero. A subpattern of cJ
(where c is a ray) is said to be weakly uniform.
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2. Reducible powerful ray pattern matrices
It is well known that a reducible ray pattern A is permutationally similar to a ray
pattern in (block upper triangular) Frobenius normal form
A =


A11 A12 · · · A1m
0 A22
.
.
.
...
...
.
.
.
.
.
.
...
0 · · · 0 Amm

 , (2)
where the diagonal blocks (known as the irreducible components of A) are irreduc-
ible. Clearly, a necessary condition for a reducible ray pattern A to be powerful is
that all the irreducible components of A are powerful. By Theorem 1.8, without loss
of generality, we may assume that each irreducible component is weakly uniform.
In this section, we establish some necessary conditions for a reducible ray pattern
to be powerful and characterize the powerful ray patterns with nonzero irreducible
components.
The following number-theoretic result is needed in the proof of a subsequent theo-
rem. As usual, for integers a1, a2, . . . , ak , (a1, a2, . . . , ak) or gcd{a1, a2, . . . , ak} de-
notes the greatest common divisor of the integers a1, a2, . . . , ak , while [a1, a2, . . . ,
ak] or lcm{a1, a2, . . . , ak} denotes the least common multiple of the integers
a1, a2, . . . , ak .
Lemma 2.1. Let x1, x2, . . . , xm and y1, y2, . . . , yn be positive integers. Then
gcd
{[xi, yj ] | 1  i  m, 1  j  n} = [(x1, x2, . . . , xm), (y1, y2, . . . , yn)].
Proof. For each fixed j , by comparing the powers of each prime number (that is a
factor of some of the numbers x1, x2, . . . , xm, yj ), it can be seen that([x1, yj ], [x2, yj ], . . . , [xm, yj ]) = [(x1, x2, . . . , xm), yj ] .
Hence,
gcd
{[xi, yj ] | 1  i  m, 1  j  n}
= gcd {gcd{[xi, yj ] | 1  i  m} | 1  j  n}
= gcd {[(x1, x2, . . . , xm), yj ] | 1  j  n}
= [(x1, x2, . . . , xm), (y1, y2, . . . , yn)] . 
We now show that if a powerful ray pattern is in Frobenius normal form and
an off diagonal entry is nonzero, then the corresponding diagonal blocks (namely
irreducible components) are related in a special way.
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Theorem 2.2. Suppose that
A =


A11 A12 · · · A1m
0 A22
.
.
.
...
...
.
.
.
.
.
.
...
0 · · · 0 Amm


is a powerful ray pattern in Frobenius normal form. Assume that 1  r < s  m and
Arr (Ass) is irreducible with index of imprimitivity hr (hs) and 0 /= Arr  crJnr ,
0 /= Ass  csJns . If Ars /= 0, then
(
cs
cr
)[hr ,hs ] = 1.
Proof. Since every principal submatrix of a powerful ray pattern is again powerful,
by considering the principal submatrix
[
Arr Ars
0 Ass
]
instead of A, we may assume that
r = 1 and s = 2. Suppose that A12 /= 0. Let apq be a nonzero entry of A12. Consider
any closed walk W1 from p to p in A11, with length x, say. Similarly, consider any
closed walk W2 from q to q in A22, with length y, say. Then W
[x,y]
x
1 apq is a walk in
A from p to q of length [x, y] + 1. Also apqW
[x,y]
y
2 is a walk in A from p to q of
length [x, y] + 1. By the powerfulness of A, we have
(cx1 )
[x,y]
x apq = apq(cy2 )
[x,y]
y ,
so that c[x,y]1 = c[x,y]2 , or
(
c2
c1
)[x,y] = 1.
It is well known that h1 is the gcd of the lengths x1, x2, . . . , xm of some closed
walks in A11 involving the index p. That is, h1 = gcd{x1, x2, . . . , xm}. Similarly, h2
is the gcd of the lengths y1, y2, . . . , yn of some closed walks in A22 involving the
index q. From the above, we have(
c2
c1
)[xi ,yj ]
= 1.
Since the gcd of a set of integers is an integer linear combination of the numbers in
the set, we obtain(
c2
c1
)gcd{[xi ,yj ]|1im,1jn}
= 1.
By Lemma 2.1, the above equation says(
c2
c1
)[h1,h2]
= 1. 
The following result is crucial in understanding the structure of the off diagonal
blocks of a powerful ray pattern matrix A in Frobenius normal form. As mentioned
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above, without loss of generality, we may assume that the irreducible components of
A are in block cyclic form and are weakly uniform. The block cyclic forms of the
irreducible components of A induce a finer partition of A. We now show that under
this finer partition, every block of A is weakly uniform.
Theorem 2.3. Let A be a powerful ray pattern in Frobenius normal form (2) such
that each irreducible component of A is in block cyclic form and is weakly uniform.
Let A be symmetrically partitioned using the index sets of the diagonal blocks of
the block cyclic forms of the irreducible components of A. Then each block of A is
weakly uniform.
Proof. Clearly, the lower triangular blocks of A are 0 while the blocks lying within
an irreducible component of A are given to be weakly uniform. It suffices to con-
sider strictly upper triangular blocks whose row and column index sets involve two
irreducible components. For convenience of notation, we may assume that the irre-
ducible components involved are A11 and A22. Let S1, S2, . . . , Sh1 be the row index
sets of the diagonal blocks of A11 in block cyclic form, and let T1, T2, . . . , Th2 be
the row index sets of the diagonal blocks of A22 in block cyclic form. It is clear that
each arc of D(A11) originates from a vertex in some Sk and terminates in a vertex in
Sk+1, where 1  k  h1 and Sh1+1 = S1. Similarly, each arc of D(A22) originates
from a vertex in some Tk and terminates in a vertex in Tk+1, where 1  k  h2 and
Th2+1 = T1.
We now show that the block B of A with row index set Si and column index set Tj
is weakly uniform. If B has at most one nonzero entry, certainly it is weakly uniform.
Assume that apq and ars are two nonzero entries in B with p /= r , say. Since A11 is
weakly uniform, there is a ray c1 such that A11  c1Jn1 .
First, consider the case that q = s. It is well known (see [8]) that there is a positive
integer k1 such that Ah1k111 is block diagonal with h1 entrywise nonzero diagonal
blocks. Hence, both the (p, p) entry and the (p, r) entry of Ah1k111 are nonzero. There-
fore, there is a walk W1 in A11 from p to p of length h1k1, and there is a walk W2 in
A11 from p to r of length h1k1. Now, W1apq and W2ars = W2arq are walks in A of
the same length (k1h1 + 1) from p to q. Since A is powerful, these walks have the
same weight, that is, ch1k11 apq = ch1k11 ars . Thus, apq = ars .
Next, assume that q /= s. Since A22 is weakly uniform, there is a ray c2 such
that A22  c2Jn2 . Also, there is a positive integer k2 such that Ah2k222 is block diag-
onal with h2 entrywise nonzero diagonal blocks. Hence, both the (q, q) entry and
the (s, q) entry of Ah2k222 are nonzero. Therefore, there is a walk W3 in A22 from
q to q of length h2k2, and there is a walk W4 in A22 from s to q of length h2k2.
Now, W1apqW3 and W2arsW4 are walks in A of the same length (h1k1 + 1 + h2k2)
from p to q. By the powerfulness of A, these walks have the same weight, that is,
c
h1k1
1 apqc
h2k2
2 = ch1k11 arsch2k22 . It follows that apq = ars .
Therefore, B is weakly uniform. 
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For a powerful ray pattern A in Frobenius normal form (2) such that each irre-
ducible component of A is in block cyclic form and is weakly uniform, by the above
theorem, each block of A under the partition induced by the block cyclic forms of the
irreducible components of A is weakly uniform. Replacing each zero block by the
number 0 and replacing a nonzero block by a nonzero entry of that block, we arrive
at the reduced ray pattern of A, denoted red(A). Clearly, red(A) is a ray pattern of
order
∑m
j=1 hj , where hj is the index of imprimitivity of Ajj .
We first characterize powerful ray patterns with primitive irreducible components.
Theorem 2.4. Suppose that
A =


A11 A12 · · · A1m
0 A22
.
.
.
...
...
.
.
.
.
.
. Am−1,m
0 · · · 0 Amm


is a ray pattern matrix in Frobenius normal form where each diagonal block is prim-
itive and weakly uniform, with Akk  ckJnk , ck /= 0, 1  k  m. Then A is powerful
if and only if the following three conditions hold:
(i) If Ast /= 0, 1  s, t  m, then cs = ct .
(ii) Each block Ast is weakly uniform, that is, Ast  cstJns×nt , where cst is a ray
if Ast /= 0 and cst = 0 otherwise.
(iii) red(A) =


c1 c12 · · · c1m
0 c2
.
.
.
...
...
.
.
.
.
.
. cm−1,m
0 · · · 0 cm

 = [cst ]m×m is powerful.
Proof. (⇒). Assume that A is powerful. (i) follows from Theorem 2.2 since hs =
ht = 1. (ii) follows from Theorem 2.3.
We now prove (iii). Let W1 and W2 be walks in red(A) with the same initial and
terminal vertices and with the same length (say l). Let Nk be the row (column) index
set of Akk , 1  k  m. Write W1 = ck1k2ck2k3 · · · cklkl+1 . Since all Akk , 1  k  m,
are primitive, there is a positive integer q such that Aqkk is entrywise nonzero for
all k, 1  k  m. Let v1 be the smallest integer in Nk1 and let vl+1 be the smallest
integer in Nkl+1 . Since ckj kj+1 can be regarded as a nonzero entry of Akj kj+1 , by
inserting a suitable “connecting” walk of length q from each of Ak1k1 , . . . , Akl+1kl+1 ,
we obtain a walk W ′1 in A of length l + (l + 1)q, from v1 to vl+1. Note that by (i),
ck1 = ck2 = · · · = ckl+1 = c say. Thus ω(W ′1) = c(l+1)qω(W1).
Similarly, using W2 we can construct a walk W ′2 in A of length l + (l + 1)q, from
v1 to vl+1. We also have ω(W ′2) = c(l+1)qω(W2). Since A is powerful, we have
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ω(W ′1) = ω(W ′2), that is, c(l+1)qω(W1) = c(l+1)qω(W2). Thus, ω(W1) = ω(W2).
Therefore, red(A) is powerful.
(⇐). Assume that (i), (ii) and (iii) hold. Note that a walk in A can be naturally
regarded as a walk in red(A), simply by replacing each entry apq by cst where apq
is an entry in Ast  cstJns×nt . Thus the powerfulness of red(A) implies the power-
fulness of A. 
We remark that (i) in the above theorem follows from (ii) and (iii), and thus (i)
can be omitted in the theorem. Also, it is clear that red(A) is defined if and only if
(ii) holds.
Observe that for a powerful ray pattern A as described in the above theorem, when
any nonzero block Ast is “filled” to cstJns×nt (by changing all zero entries in Ast to
cst ), red(A) remains the same and hence by the theorem the resulting superpattern
of A is again powerful. Thus we arrive at the following result.
Corollary 2.5. Let A be a powerful ray pattern matrix in Frobenius normal form
where each diagonal block is primitive and weakly uniform. Then the superpattern
Aˆ of A obtained by replacing each nonzero block Ast of A with cstJns×nt is also
powerful.
In fact, the proof of Theorem 2.4 can be adapted to prove the following more
general result that characterizes powerful ray patterns all of whose irreducible com-
ponents are nonzero.
Theorem 2.6. Suppose that
A =


A11 A12 · · · A1m
0 A22
.
.
.
...
...
.
.
.
.
.
.
...
0 · · · 0 Amm


is a ray pattern matrix in Frobenius normal form where each irreducible component
is in block cyclic form and 0 /= Akk  ckJnk , 1  k  m. Then A is powerful if and
only if red(A) is defined and is powerful.
Proof. (⇐). This implication is straightforward, as in the proof of Theorem 2.4.
(⇒). Assume that A is powerful. By Theorem 2.3, red(A) is defined.
Since each irreducible component Akk of A is nonzero, weakly uniform, and in
block cyclic form, there is a sufficiently large positive integer q that is a multiple
of [h1, h2, . . . , hm], such that (Akk)q is block diagonal, with hk entrywise nonzero
diagonal blocks, for all k, 1  k  m.
Let W1 and W2 be any two walks in red(A) sharing the same initial and terminal
vertices and the same length (say l).
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Let Nk1, Nk2, . . . , Nkhk be the row index sets of the diagonal blocks of the cyclic
form of Akk . Clearly, Nk = Nk1 ∪Nk2 ∪ · · · ∪Nkhk is the row index set of Akk .
Write W1 = ct1t2ct2t3 · · · ctl tl+1 . Note that ctj tj+1 can be regarded as a nonzero entry in
some block of A with row index set Nkj sj and column index set Nkj+1sj+1 , 1  j  l.
Let v1 be the smallest integer in Nk1s1 and let vl+1 be the smallest integer in Nkl+1sl+1 .
Since (Akk)q is block diagonal, with hk entrywise nonzero diagonal blocks, there is
a walk in A of length q from any vertex in Nkj sj to any vertex in Nkj sj . By inserting
l + 1 suitable “connecting” walks of length q to W1, we obtain a walk W ′1 in A of
length l + (l + 1)q, from v1 to vl+1. Since [h1, h2, . . . , hm] | q, by Theorem 2.2, we
have cqk1 = c
q
k2
= · · · = cqkl+1 = c, for some ray c. Thus ω(W ′1) = c(l+1)ω(W1).
Similarly, by inserting l + 1 suitable “connecting” walks of length q to W2, we
obtain a walk W ′2 in A of length l + (l + 1)q, from v1 to vl+1, with ω(W ′2) =
c(l+1)ω(W2). Since A is powerful, we have ω(W ′1) = ω(W ′2), that is, c(l+1)ω(W1) =
c(l+1)ω(W2). Thus, ω(W1) = ω(W2). Therefore, red(A) is powerful. 
Since red(A) remains the same when the nonzero blocks of A are “filled”, the
following result is an immediate consequence of Theorem 2.6.
Corollary 2.7. Suppose that
A =


A11 A12 · · · A1m
0 A22
.
.
.
...
...
.
.
.
.
.
.
...
0 · · · 0 Amm


is a powerful ray pattern matrix in Frobenius normal form where each irreducible
component is in block cyclic form and 0 /= Akk  ckJnk , 1  k  m. Let A be sym-
metrically partitioned using the index sets of the diagonal blocks of the block cyclic
forms of the irreducible components of A. Then the superpattern Aˆ of A obtained
by replacing each nonzero block of A with the corresponding uniform ray pattern is
also powerful.
By modifying the proof of Theorem 2.6 slightly (namely, by dropping one or
two “connecting walks” at the end in forming W ′1 and W ′2), we can show that the
conclusions of Theorem 2.6 (and Corollary 2.7) remain valid if A11 and Amm are
allowed to be 0, while the other irreducible components are nonzero. In particular,
the conclusions of Theorem 2.6 (and Corollary 2.7) remain valid if A has only two
irreducible components, which may or may not be zero. More generally, however,
the following example shows that neither Theorem 2.6 nor Corollary 2.7 holds if the
condition that the irreducible components of A are nonzero is dropped.
Example 2.8. Consider the sign pattern matrix (viewed as a ray pattern matrix)
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A =


0 + 0 + 0
0 + 0 0
+ + 0 −
0 +
0

 .
It can be verified that A is powerful. Indeed, a14a45 is the only walk with length at
least 2, terminal vertex 5, and positive weight; while all other walks with terminal
vertex 5 and length at least 2 have weight −, and all walks with terminal vertex
different from 5 have weight +. Note that {2, 3} is the row index set of the primitive
irreducible component A22 (thus the block cyclic form of A22 has only one block,
namely A22 itself). We see that red(A) is not powerful, since a12a35 and a14a46
represent two walks in red(A) of length 2 sharing the same initial vertex and terminal
vertex and having different weights. Also, the subblock containing a12 cannot be
“filled” (namely, by changing a13 to a12 = +) to produce a powerful superpattern of
A, for that will result in two walks a13a35 and a14a45 with different weights.
Clearly, if all the irreducible components of a ray pattern A are equal to 0, then
red(A) = A (and of course, A is powerful iff red(A) is powerful). In this case, An =
0, and A is powerful iff A2, A3, . . . , An−1 are unambiguously defined.
3. Structure of superdiagonal blocks
In this section we further investigate the structure of the superdiagonal blocks of
a powerful ray pattern A in Frobenius normal form (2). In order to study one such
superdiagonal block, it suffices to consider the principal submatrix of A containing
the two irreducible components involved. Thus, to simplify our notation, we may
assume that A has only two irreducible components, that is,
A =
[
A11 B
0 A22
]
.
As in Section 2, we may assume that the irreducible components are in block cyclic
form and are weakly uniform. By the comment following Corollary 2.7, we know
that A is powerful iff red(A) is powerful. Hence, it suffices to investigate the super-
diagonal block of red(A). For convenience of notation, we assume that A = red(A).
For a positive integer k, let Pk denote the k × k circulant permutation matrix with
the first row (0, 1, 0, . . . , 0). Assuming that the irreducible components are nonzero,
then A11 = c1Pm, A22 = c2Pn, for some positive integers m and n, where c1 and c2
are rays. We are now ready to establish our main result of this section.
Theorem 3.1. Let A =
[
A11 B
0 A22
]
be a ray pattern, where A11 = c1Pm, A22 =
c2Pn, for some positive integers m and n and some rays c1 and c2. Let c = c2c1 .
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Then A is powerful if and only if the nonzero entries of B = [bij ] satisfy the condi-
tions bi+k,j+k = ckbij , whenever bi+k,j+k and bij are both nonzero, where k is any
integer, the row indices are modulo m, and the column indices are modulo n.
Proof. (⇒). Assume that A is powerful. We may label the vertices of D1 = D(A11)
as 1, 2, . . . , m and the vertices of D2 = D(A22) as 1′, 2′, . . . , n′. Note that D1 and
D2 are cycles. Suppose that bi+k,j+k and bij are both nonzero, where 1  i  m,
1  j  n, k is a positive integer, and the row indices are modulo m, while the
column indices are modulo n. Let W1 be the walk in D(A) from i to (j + k)′ of
length k + 1 formed by (i, j ′) followed by a walk of length k in D2. Let W2 be the
walk in D(A) from i to (j + k)′ of length k + 1 formed by the walk of length k in
D1 starting with the vertex i, followed by the arc (i + k, (j + k)′). By comparing the
weights of W1 and W2, we get bij ck2 = ck1bi+k,j+k . Hence, bi+k,j+k = ckbij , where
c = c2
c1
. This equation is certainly true if k = 0. If k < 0, then −k > 0, and in the
equation bi+k,j+k = ckbij , we can replace k by −k, i by i + k and j by j + k, to
obtain bij = c−kbi+k,j+k . Hence, we also have bi+k,j+k = ckbij when k is negative.
(⇐). Conversely, assume that bi+k,j+k = ckbij whenever bi+k,j+k and bij are
nonzero entries of B, where the row indices are modulo m, while the column indi-
ces are modulo n. If B = 0, then clearly A is powerful. Thus we may assume that
B /= 0. Consider any two walks W1 and W2 in D(A) with the same initial vertex,
the same terminal vertex, and the same length. If both of W1 and W2 are contained
in D1 = D(A11) or D2 = D(A22), then ω(W1) = ω(W2) by the powerfulness of
A11 or A22. Thus we may assume that W1, and hence W2, contains an arc of the
form (x, y′)where x ∈ {1, 2, . . . , m} and y′ ∈ {1′, 2′, . . . , n′}, following the notation
in the necessity part of this proof. This implies that the common initial (terminal)
vertex of W1 and W2 is in D1 (D2). Suppose that W1 contains the arc (i, j ′) and
W2 contains the arc (i1, j ′1). Extending W1 and W2 if necessary, we may assume
that their initial vertex is i, while their terminal vertex is j ′. Thus W1 must be of
the form W1 = Cs11 (i, j ′)Cs22 , where C1 is a cycle in D1, while C2 is a cycle in
D2. Similarly, W2 must be of the form Ct11 P(i → i1)(i1, j ′1)P (j ′1 → j ′)Ct22 , where
P(i → i1) is the path in D1 from i to i1, while P(j ′1 → j ′) is the path in D2 from
j ′1 to j ′. Throughout this proof, we use (p)mod (q) to denote the remainder upon
dividing an integer p by a positive integer q. Since W1 and W2 have the same length,
we have
s1m+ 1 + s2n = (i1 − i)mod (m)+ t1m+ 1 + (j − j1)mod (n)+ t2n.
It follows that
(i1 − i)mod (m)+ t1m− s1m = −{(j − j1)mod (n)} + s2n− t2n.
Denoting this common value of both sides of the preceding equation by k, we then
have
i1 = (i + k)mod (m), and j1 = (j + k)mod (n).
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From the hypotheses, we get bi1j1 = ckbij , where c = c2c1 . Hence,
ω(W2)= c[(i1−i)mod (m)+t1m]1 bi1j1c[(j−j1)mod (n)+t2n]2
= c[(i1−i)mod (m)+t1m]1
(
c2
c1
)k
bij c
[(j−j1)mod (n)+t2n]
2
= c[(i1−i)mod (m)+t1m]−[(i1−i)mod (m)+t1m−s1m]1 bij
× c[−{(j−j1)mod (n)}+s2n−t2n]+[(j−j1)mod (n)+t2n]2
= cs1m1 bij cs2n2
= ω(W1).
Therefore, A is powerful. 
We note that if the block B in Theorem 3.1 is nonzero, and A is powerful, then
B can be “filled up” to obtain a powerful superpattern of A. After “filling up”, the
structure of B is the same as described in Theorem 11 of [15]. In particular, the
entries of B are partitioned into gcd(m, n) “bands”, with each “band” containing
lcm(m, n) interrelated entries, while entries in different “bands” are independent of
each other.
As noted above, Theorem 3.1 may be applied to ray patterns with more than two
irreducible components. This leads to the following fact.
Corollary 3.2. Let A be a powerful ray pattern in Frobenius normal form
A =


A11 A12 · · · A1t
0 A22
.
.
.
...
...
.
.
.
.
.
.
...
0 · · · 0 Att

 .
Then
[
Arr Ars
0 Ass
]
is powerful, where 1  r  s  t . If red
([
Arr Ars
0 Ass
])
=[
c1Pm B
0 c2Pn
]
, for some rays c1 and c2, then the nonzero entries of B = [bij ] satisfy
the conditions bi+k,j+k = ckbij , whenever bi+k,j+k and bij are both nonzero, where
c = c2
c1
, k is any integer, the row indices are modulo m, and the column indices are
modulo n.
Clearly, Corollary 3.2 does not apply if one of the irreducible components is 0
(and hence 1 × 1). In fact, we can make the following observation.
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Proposition 3.3. If Arr = 0, and Ass = cPn or 0, then
[
Arr Ars
0 Ass
]
is powerful for
arbitrary choices for Ars . A similar statement holds when Ass = 0.
In general, the conditions on the individual upper triangular blocks described in
the above results do not guarantee that A is powerful, as the following simple exam-
ple shows.
Example 3.4. Let A =
[+ + +
0 0 −
0 0 +
]
. Then each irreducible component is 1 × 1 and
every 2 × 2 principal submatrix is powerful, so that the conditions on the upper tri-
angular blocks (entries) described in the above results are satisfied. However, A is
not powerful.
The exact relationships between the upper triangular blocks of a ray pattern A in
Frobenius normal form that guarantee the powerfulness of A are quite complicated
and will be the subject of further research.
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