Annual changes in volatility of U.S. real output growth and inflation are documented in data from 1870 to 2009 using a time varying parameter VAR model. Both volatilities rise quickly with World War I and its aftermath, stay relatively high until the end of World War II and drop rapidly until the mid to late-1960s. This Postwar Moderation represents the largest decline in volatilities in our sample, much greater than the Great Moderation that began in the 1980s. Fluctuations in output growth volatility are primarily associated with permanent shocks to output while fluctuations in inflation volatility are primarily accounted for by temporary shocks to output. Conditioning on temporary shocks, inflation and output growth are positively correlated. This finding and the ensuing impulse responses are consistent with an aggregate demand interpretation for the temporary shocks. Our model suggests aggregate demand played a key role in the changes in inflation volatility. Conversely, the two variables are negatively correlated when conditioning on permanent shocks, suggesting that these disturbances are associated primarily with aggregate supply. Our results suggest that aggregate supply played an important role in output volatility fluctuations. Most of the impulse responses support an aggregate supply interpretation of permanent shocks. However, for the pre-World War I period, we find that at longer horizons a permanent increase in output is generally associated with an increase in the price level that is frequently statistically significant. This evidence suggests aggregate demand may have had a long-run positive effect on output during the pre-World War I period.
Introduction
Economists frequently analyze data with statistical models of permanent and transitory shocks. One reason is pragmatic-many statistical packages have built-in procedures for estimating such models. A more important reason is that these models may serve as a means for addressing interesting economic questions. Models of permanent and transitory shocks have been applied most frequently to issues about real output. A prime reason is the relative ease with which one can generate a structural model in which aggregate supply is the source of permanent movements in output. Consider an economy in which long-run aggregate supply is independent of the price level and aggregate demand is negatively related to the price level. 1 If shocks to aggregate demand have no permanent effect on any long-run aggregate supply factors (e.g. labor, capital, or productivity), then all permanent movements in output must be attributable to aggregate supply. These assumptions can be used to motivate the Blanchard and Quah (1989) decomposition of output into permanent and transitory shocks. 2 It is not uncommon for statistical models based on the Blanchard and Quah decomposition to obtain evidence consistent with the underlying structural assumptions. For example, Bordo (1993) , Karras (1994) , Bayoumi and Taylor (1995) found that permanent shocks behave like aggregate supply causing price and output to move in opposite directions, while the transitory shocks behave like aggregate demand causing price and output to move in the same
We use a variant of their model that replaces the unemployment rate with the inflation rate which permits an examination of how the price level responds to these shocks. 1 Alternatively, the price level may be replaced by the inflation rate, as in a New Keynesian Model. 2 Additional assumptions are required for the statistical model to identify permanent shocks as aggregate supply and temporary shocks as aggregate demand. One typical assumption is that supply and demand shocks are uncorrelated, although Cover, Enders and Hueng (2006) provide an approach which circumvents that assumption. Another common assumption is that the dynamic responses to shocks are invertible. For a discussion of invertibility and how to check for it in the context of a particular economic model, see Fernández-Villaverde, Rubio-Ramírez, Sargent and Watson (2007). direction. Related findings are obtained by Gambetti et al. (2008) using sign restrictions in a time-varying VAR. 3 However, some evidence contradicts the simple structural model. For example, in preWorld War I data samples, Keating and Nye (1998) find that a permanent increase in output is associated with an increase in the price level in eight of the 10 countries in their study. In five of these cases the positive effect is statistically significant. This finding suggests that aggregate demand shocks may have contributed to permanent output movements during that particular period. 4 There is also evidence that the effects of permanent and transitory shocks are subject to quantitative, if not qualitative, changes over time. For example, Bayoumi and Eichengreen (1994) find that during the Bretton Woods exchange rate regime this model's parameters are significantly different from the period that followed. This sort of evidence has typically come from VAR models estimated over a small number of subsamples, each of which is assumed to have stable parameters. In contrast, this paper allows parameters to potentially change at each point in time through the use of a time-varying parameter VAR model. Another advantage of our model is that it allows for possible stochastic volatility in the errors. It seems reasonable to allow shock variances to change, particularly when studying an economy over a long period of time. Most work based on the Blanchard and Quah (1989) decomposition has not allowed for each of these types of time variation. 3 An important distinction is that their analysis only deals with modern U.S. business cycles whereas our investigation examines a longer perspective on economic activity. They consider quarterly data from 1960 to 2008 while we use annual data from 1870 to 2009. The use of annual data raises some issues -for example see Faust and Leeper (1997) on temporal aggregation along with other possible concerns with the use of long-run restrictions. However, with the fixed parameter version of our model, Keating and Nye (1998) find that their main conclusions with annual postwar data are also obtained when quarterly postwar data are used. This observation suggests this paper would likely obtain qualitatively similar results if quarterly data were available for the full sample. 4 Keating (2010) shows that under plausible and fairly general assumptions about the structure, when the price level rises with a permanent increase in output it implies that a positive (negative) aggregate demand shock has a permanently positive (negative) effect on the level of output.
Our approach has certain benefits compared with previous work on the responses of output and the price level to permanent and transitory output shocks. We allow the data to provide more information on the way parameters may evolve over time. Our framework requires no assumptions about the timing, frequency, or size of changes in impulse responses. This is potentially important given that previous research has found evidence that responses to shocks may not be constant through time. Our more general model encompasses previous models that have assumed stable parameters within certain periods. One particular interest is how the price level's response to a permanent shock may have varied over time. Previous work with fixed parameter VARs obtained qualitatively different responses using pre-World War I and post-World War II samples. Our approach allows us to consider the following questions:
Are previous findings robust to an entire sub-period or are they driven by a few large outliers within a specific sub-period? Is the evidence that the price level sometimes increases following a permanent increase in output an artifact of using a fixed parameter model?
Another important advantage of using a time-varying parameter approach is that it allows us to estimate a model that combines data from periods in which the economy behaved quite differently. Previously, it was common for economists to estimate fixed parameter models using sample periods that excluded the period from the beginning of World War I until the end of World War II. This exclusion was based on a belief that the economy operated in fundamentally different ways during periods of global warfare or world-wide depression. Our time-varying parameter model allows us to include these unusual episodes in the estimation and formally address that issue. We find evidence that the period from 1914 to 1947 was very different from the period that came before or afterwards.
Overall, the time-varying parameter VAR model with stochastic volatility finds a great deal of evidence to support the structural interpretation of the shocks in our model. Permanent and transitory shocks to output tend to behave like aggregate supply and aggregate demand shocks, respectively. However, the price level sometimes responds positively to a permanent increase in output at longer horizons. This unusual response is found at all dates in the preWorld War I subsample and in a small part of the post-World War II period. This pre-World War I finding supports previous work that was based on fixed parameters and an arbitrary sample period. But, to our knowledge, we are the first to uncover this unusual positive price level response to a permanent output shock in post-World War II U.S. data. In contrast to previous empirical work with the Blanchard and Quah decomposition, these results suggest the introductory textbook macro model that motivates this decomposition may not be applicable to the U.S. over the entire postwar period.
One of the most important aspects of our empirical framework is that it allows us to study how volatilities of inflation and output growth may vary over time. This part of our investigation is motivated by the common wisdom that the Great Moderation was an unprecedented event. While, previous research has frequently avoided data from earlier periods, we are not the first to examine changes in volatility from a historical perspective. For example, Romer (1999) considers data on unemployment rates, industrial production, and GNP since 1886 to conclude that pre-WWI and post-WWII volatilities are similar-broken only by higher volatilities during the interwar period. 5 More recently, Nason and Smith (2008) employ data on real per capita GDP and consumption, as well as the consumption deflator measure of inflation and a "synthetically constructed" measure of the interest rate 6 5 Romer replicates an old index of U.S. industrial production from 1869 to 1914 and extends it to cover the period from 1947 to 1982. She then compares average volatilities across the two periods to show that the postwar reductions are more muted when looking at her replicated index than what the more standard FRB IP measures suggest.
to estimate a microfounded CCAPM within a GMM framework. They estimate a fixed parameter model within four sub-periods by breaking their sample in 1915, 1945, and 1984 . They show that, on average, the volatility in output growth and inflation decreased by 53% and 57% respectively in the 1945-1984 period and decreased by 58% and 72% respectively in the post-1984 period. 7 We find that during what we term the U.S. Postwar Moderation, a period from shortly after World War II until the mid-1960s, the volatilities of U.S. output growth and inflation fell by 61% and 79% respectively. In comparison, these volatilities fell by 22% and 55%, respectively, in our estimates over the period from 1984 to 1991.
Neither paper econometrically estimates the break dates but instead takes them as given. In contrast, we econometrically estimate the posterior volatilities of output growth and inflation over the whole sample. An important advantage of our approach is that we let the data speak for itself by remaining agnostic about dates that parameters change. Another advantage of our approach, relative to the more traditional fixed-parameter SVAR models, is that it allows us to determine if these moderations take place gradually or rapidly.
8 Thus, we find that the reduction in volatilities during the Great Moderation is not nearly as great as the reduction in volatilities that happened after World War II. Furthermore, we find that both volatilities in the post-1960 period are smaller than volatilities in the pre-1914 period, on average roughly half the size. Evidence of other moderations and other periods of relatively low volatility for the U.S.
provide a better understanding of the scale and the significance of the period that has come to be known as the Great Moderation. 9 7 Their estimates of the reduction in volatilities of output growth and inflation for the Great Moderation period are substantially higher than reported by McConnell and Perez-Quirós (2000) and Stock and Watson (2002) , among others. 8 Our measures are close to the 33% and 50% reductions in the volatility of output growth and inflation that Stock and Watson (2002) report as evidence of the Great Moderation that took place in U.S. economic activity since 1984. 9 These volatility findings are consistent with Keating and Valcarcel (2011) . They obtained pre-1930 data from Mitchell (2003) , in contrast to the Balke and Gordon (1989) data used here. The advantage of that Mitchell data is that it goes back to the late 18 th century, which allows them to estimate over a much wider time span. The disadvantage is that Mitchell's data is subject to various limitations as noted by Romer (1989) , Balke and Gordon (1989) , and others. Results based on Romer's data are essentially the same as the results in this paper. And in on-going research, we find similar volatility findings from other countries which have uninterrupted annual time series of similar length.
Since we find that the volatility reduction during the Great Moderation is not an isolated incident, it would be useful to discover if changes in volatility have any common causal patterns. Our model finds that the permanent output shocks account for most of the changes in the volatility of output growth while the transitory output shocks account for most of the changes in inflation volatility. All the evidence suggests temporary output shocks are primarily associated with aggregate demand. Most of the evidence supports the hypothesis that permanent output shocks are primarily associated with aggregate supply, with the primary exceptions being longer run price responses to permanent output shocks in a few sub-periods.
Changes in output growth and inflation volatilities are driven largely by shocks that have fundamentally different effects on output. 10 The paper is organized as follows. Section 2 constructs the time-varying parameter model, specifies the identification strategy, and describes the analysis of second moments.
Section 3 discusses data issues and sources. Section 4 describes the results from the timevarying impulse responses. Section 5 examines how volatilities have changed over time. We conclude in Section 6 with a summary of our main findings and a brief discussion of potential structural explanations.
The Model

The TVP-VAR Model with Stochastic Volatility
This section describes our VAR with autoregressive coefficients and a shock covariance matrix that are both time varying. Our model is similar to those of Cogley and Sargent (2001, 2005) , Primiceri (2005) , and Galí and Gambetti (2009) . Consider the following l -th order VAR process 10 Keating and Valcarcel (2011) obtain this result using Mitchell (2003) 
where u t is a Gaussian white noise process with zero mean and constant covariance matrix Q, independent of e t at all leads and lags. 12 0 t  u Note that if for all t, our model reduces to a VAR with fixed coefficients and stochastic volatility. For convenience we omit means from this exposition, but in the estimation we allow the means to be time-varying following a process analogous to the autoregressive parameters in (2.2). We follow a variant of the Jaquier et al.
(1994) stochastic volatility framework by decomposing the covariance matrix of the reducedform VAR as follows:
Let t h be a vector containing the free diagonal elements of t H assumed to be independent univariate stochastic processes that evolve according to the following:
11 This is a parameterization of a more general law of motion ( ) ( ) ( )
for the posterior densities of the states where ( )
is an indicator function that carries out the rejection sampling mechanism necessary to rule out explosive paths of x. 12 According to Primiceri (2005) , this assumption is not necessary but it allows for more efficient computations.
where
. This random walk specification allows us to focus on permanent shifts in the innovation variance -such as those that are emphasized on the U.S. economic stabilization literature (Cogley and Sargent 2005)-while reducing the dimensionality of the estimation procedure (Primiceri 2005.) 13 We stack all the off-diagonal elements of 1 t F  into a vector t  and, following Primiceri (2005), we assume that this vector evolves according to the following drift-less random walk
. All innovations are assumed to be jointly normally distributed with the following assumptions on the covariance matrix of the system
where , , Q  and  are positive definite 2x2 matrices, I is a 2x2 identity matrix, 0 is a 2x2 matrix of zeros and t  is the vector of structural shocks. None of the off-diagonal zero restrictions are required for estimation. 14 Following Galí and Gambetti (2009) Let the companion form of (2.1) be given by
, both of these matrices have the same dimensions, and t  is the companion-form matrix derived from the autoregressive coefficients in (2.1). A standard local projection of (2.6) yields
where 2,2 ( ) s  is the appropriate selector function. 16 Application of the chain rule yields the following impulse responses at an arbitrary k-th horizon 2,2 ( ) , 0,1, 2,
Our model is based on t y , the logarithm of real output, and t p , the logarithm of the price level, and both variables are first differenced:
. For some purposes, we are interested in the effects on p and y . That requires the use of cumulative impulse responses.
These are obtained as follows. First, we define 
. From the properties of the selector function, we obtain , 2,2 ( )
Furthermore, letting k   allows us to define 2,2 ( )
as a time-varying matrix of long-run cumulative multipliers which measure the long-run effect of each shock on output and the price level.
The underlying structural shocks,
, are identified by the assumption that a transitory shock does not affect the output level in the long run. This implies that our matrix of cumulative long-run multipliers is lower triangular. Thus, from the definition of t
M is obtained as the Cholesky factor of the right-hand-side of (2.9). Given t M , we can solve for t  as a function of the parameters in the VAR and obtain the structural impulse responses of each shock occurring at time t:
With the exception of the long-run output response to a transitory output shock, every response of each variable to each disturbance may evolve over time. Finally, we cumulate the effects on the differenced variables to obtain the dynamic responses of each variable to each shock:
Note that t M is calculated in essentially the same way as Blanchard and Quah (1989) , except for two important differences: First, we allow for time variation in the coefficients and the covariance matrix of residuals. And secondly, inflation is used as the second variable in the model, in contrast to Blanchard and Quah (1989) who used the unemployment rate.
Time-Varying Second Moments
Each variable in our model has a time-varying moving average representation that is driven by the two underlying "structural" disturbances, the permanent and transitory shocks to output. Letting x it represent each variable, recursive substitution of (2.6) yields the following time varying moving average representation:
where , 2,2 ( )
s , to the matrix of autoregressive coefficients t  from the companion form of the VAR raised to the power k. From (2.11) we determine how the time-varying unconditional variance of x it is decomposed into the contribution from each shock:
Similarly the time-t covariance of ∆ t y and ∆ t p conditional on each shock is given by
The first summation captures the covariance between output growth and inflation contingent on the permanent shock, and the second summation reflects the covariance conditional on the transitory shock. Time-varying unconditional and conditional correlations follow tractably from the previous two expressions.
The Data
Annual measures of nominal and real gross national product for the U.S. were obtained from Balke and Gordon (1989) Figure 1 . Similarly, we spliced growth rates of nominal output from these two sources. Output levels in nominal and real terms were calculated by chaining growth rates for each output series. Then, the price level was obtained from the ratio of nominal to real output.
Annual inflation rates are calculated and plotted in Figure 2 . Henceforth, all references to output pertain to the real measure of output. An important limitation of these 3-D plots is that they cannot be used for statistical inference. If we tried to append confidence bounds to these figures, the plots would become unintelligible. This effect varies in magnitude over time in much the same way that output varies in response to this permanent shock. The initial price response is typically negative or close to zero and, overall, it tends to be negative at all points along the response. However, in some periods this price response turns positive at longer horizons. Figures 3d and 7 show that the price level rises following a shock that temporarily raises output. This response gradually increases to an even higher long-run position. The magnitude of the response exhibits a substantial decline in the postwar period reminiscent of the output response to a permanent shock. There is also a noticeable increase in this response starting in the late 1970s, and in the early-1980s this response begins to decline. Since the 1990s, the response has stayed near its lowest value in our sample. Figure 7 shows that the price level response to a transitory shock exhibits peaks and low levels at roughly the same points in time as the initial response of output to a transitory shock.
Of course, while this price response is persistent, the output response-by construction-is not. the end of our sample, the magnitude of output's response to both shocks is increasing.
Time-Varying Persistence of the Estimated Responses
Equation (2.12) defines the time varying variances of inflation and output growth while (2.13) defines the time-varying unconditional covariance. From these relationships it is straightforward to compute the time-varying unconditional correlation. These equations can also be used to calculate standard errors or correlations, conditioned on either the permanent or transitory shocks. By examining the contribution made by each shock we are able to provide a more informative picture of the relationship between inflation and output growth. The dashed line in Figure 9 shows the evolution of inflation volatility over the sample. It starts out relatively low, and in the years prior to World War I inflation volatility achieves low levels not seen again until after World War II.
We show that output volatility has been rising over the last few years, approaching the early 1980s levels. This has been observed by others using different methods and has caused some to question whether It has been suggested by Romer (1986) and others that the volatility reduction in output growth during the 1940s could be due to measurement error. In a related paper, Romer (1989) constructs a new GNP series from relatively more accurate pre-1909 data on commodity output.
She finds that the interwar period stands out as a time of there is some concern that the Great Moderation may have ended. However, there is no sign yet that the gains from the Postwar Moderation are in jeopardy.
they are frequently significant. There is also a brief period in the postwar where this sort of response occurs; however, the magnitude is smaller and the estimates are not statistically significant-although some are nearly so. A plausible explanation for these unusual findings is that aggregate demand has at times had a long-run effect on output.
One of our interesting findings is the relatively large reduction in volatilities for output growth and inflation during the Postwar Moderation. Why did each of these volatilities undergo its most impressive reduction starting shortly after World War II? When trying to account for the Great Moderation, economists have focused on two general sources: policy reaction or structural change. And failing to find support for either of these, good luck (i.e. an exogenous reduction in shock variances) is another possibility. The more substantial Postwar
Moderation may also be a consequence of these potential sources of moderation.
Policy changes that coincide with the beginning of the Postwar Moderation are clearly evident. For example, output growth volatility begins the most rapid descent shortly after passage of the Full Employment Act of 1946. Inflation volatility also begins to fall rapidly about that same time. This act states "Congress hereby declares that it is the continuing policy and responsibility of the Federal Government … to promote maximum employment, production and purchasing power." (15 USC, §1021). The government's concern for achieving these objectives may have caused it to take actions that helped to stabilize fluctuations in output growth and inflation. 23 Another policy change that occurred near the end of the war is the establishment of the Bretton Woods system that fixed the exchange rates of other countries to the dollar and tied the dollar to gold. The system was motivated by a belief that stable currencies would add stability to the real economy and prices. is the estimate of the covariance over the same training sample.
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