Since the vibration signals of gearbox are non-linear and non-stationary, it is difficult to accurately evaluate the working conditions. Therefore, a fault feature extraction technique based on intrinsic characteristic-scale decomposition (ICD) and multi-scale entropy (MSE) is presented in this paper. The measured signals are firstly decomposed into a series of product components (PCs) by ICD. Secondly, the main product component is selected, and then MSE is used to extract the feature vectors from the selected PCs. Finally, the obtained feature vectors of gearbox with different scale factors are adopted as inputs of support vector machine (SVM) to fulfill the fault patterns identification. The superiority of the proposed technique is verified through comparing with three other methods.
Introduction
Rotating machines are playing an important role in the industry field and widely used in automatics, helicopters, railways and transportations, thus high speed, large load and other conditions can lead to its high damage probability. Faults even result in equipment health deterioration and breakdown [1, 2] . As the typical rotating machinery, gear fault diagnosis has attracted considerable attention in recent years [3] . The vibration analysis method has been widely applied in diagnosing the gear fault due to its intrinsic merits of revealing gear failure [4, 5] .
Recently, the commonly used time-frequency analysis methods are empirical mode decomposition (EMD) [6] [7] [8] and local mean decomposition (LMD) [9] [10] [11] . EMD can decompose a signal into intrinsic mode functions (IMFs) and a residual. However, EMD method exists some drawbacks, such as mode mixing, end effect and negative frequency, etc. In order to improve EMD, LMD was proposed by S. Smith. LMD method also has the problems of mode mixing and time consuming. A new time-frequency method, named intrinsic time-scale decomposition (ITD), was proposed by Frei and Osorio in 2006 [12] . In the opinion of the proposer, ITD can overcome the limitations of EMD, such as the end effect and the sifting process.
Inspired by the sifting process of LMD and ITD, intrinsic character-scale decomposition (ICD), a new self-adaptive method is proposed in the document [13] . After describing the product component (PC), a complex signal can be decomposed into a series of PCs and a residue. When fault occurs, the vibration signal shows AM-FM characteristics. Since ICD decomposition process is the demodulation process, it can be used to demodulate the feature of the vibration signal.
Sample entropy was proposed by Richman and Moorman [14] , however, in the real application the sample entropy algorithm often produced contradictory results. To avoid the drawbacks of single sample entropy, Costa [15] put forward a multi-scale entropy procedure to estimate the complexity of the original time series over a range of scales. Multi-scale entropy (MSE) was firstly applied for heart rhythm variability research. Later, MSE was used in the field of fault diagnosis [16, 17] . In this paper., MSE is used as feature extractor Based on the above analysis, the demodulation methods LMD and MSE are combined and applied to the gearbox.
The rest of this paper is organized as follows: the main steps of ICD are introduced in Section 2. In Section 3, the basis of MSE is described. Meanwhile, the feature extraction procedure based on LMD and MSE is proposed. The experiment data analysis of the gearbox vibration signals with different fault conditions is presented in Section 4. Finally, conclusion is drawn in Section 5.
Intrinsic characteristic-scale decomposition

Description of PC
Similar to LMD, ICD is a self-adaptive decomposition method. ICD can self-adaptively decompose a multi-component signal into a small set of product components (PCs), each of which is the product of an amplitude envelope signal and a purely frequency modulated signal [13] . Any two PCs are independent to each other, the definitions of PC should be met two conditions:
(1) Among all the data set, all the maximum points are positive, all the minimum points are negative.
(2) In the whole data set, suppose all the extreme points as ( , ). Given any adjacent extreme points ( , ) and ( , ), at the , and are the following relationships:
where:
where is the number of extreme points. Generally, = 0.5 ( ⁄ = -1) is shown as Fig. 1 . The above conditions have assured that the PC has a single mode between two adjacent extreme points.
ICD method
Based on the description of PC, using ICD method, the original signal can be reconstructed by a series of PCs and a residual. For any signal ( ), it can be decomposed in the following way.
(1) Suppose ( , ) ( = 1,2 … ) and calculate the reference points ( = 2,3 … − 1) according to Eq. (2) . Since the calculate value of ranges from 2 to − 1, it is needed to extend the boundary of the data, which is done by the mirror-symmetric extension method [18] . By doing this, two extreme values can be got and written as ( , ) and ( , ). Then, and can be calcluated by Eq. (2) , and the ( = 1,3 … ) can be obtained. (2) Calculate the corresponding local mean points ( = 1, … , ) and local envelope points ( = 1, … , ), respectively:
(3) All the local mean points and envelope points are connected by the cubic spline method to construct the local mean function ( ) and the envelope function ( ). (4) The local mean function ( ) is subtracted from the original signal ( ), then the new data ℎ ( ) is given as follows:
ℎ ( ) is then amplitude demodulated by dividing into ( ):
If ( ) is a purely frequency signal, go to step (5). Otherwise, regard ( ) as the original signal and repeat the above steps.
(5) The corresponding envelope signal ( ) is given by multiplying together the envelope estimate functions that are obtained during the step (4) iteration process:
(6) Multiply ( ) by the envelope function ( ) and the first product component ( ) is got:
(7) ( ) is then subtracted from the original signal ( ) resulting in a new signal ( ). So ( ) becomes the new data and the whole process is repeated times until the residual ( ) ( ( ) = ( ) − ∑ ( ) , is the number of the product components) is a monotonic function or contains no more oscillations.
After the original signal ( ) is decomposed by ICD method, multiple PCs can be obtained, which are listed from high frequency to low frequency. ICD has the advantages in alleviating the mode mixing problem and restraining the end effect compared with LMD. The flowchart of ICD is illustrated in Fig. 2 .
Multi-scale entropy and the proposed method
Multi-scale entropy (MSE)
Recognizing the gear states, it need extract feature from the fault signals. In order to overcome the disadvantages of sample entropy, MSE is developed to determine the complexity of time series for a series of scales [19] . MSE is illustrated in the following procedures:
1) Given the one-dimensional discrete time series = , , … , , the coarse-grained time series ( ) can be constructed at a scale factor of ( is a positive integer), according to Eq. (9):
where is the scale factor. The coarse-grained time series at the scale of is obtained through calculating the mean of the neighboring values (an example is shown in Fig. 3) . Especially, when = 1, the coarse-grained time series is the original time series. 2) Details of the SampEn algorithm can be found in the literature [17] . In this paper, the MSE of each coarse grained time series is calculated with = 2 and = 0.15 , where is embedding dimension, is similar tolerance and σ denotes the standard deviation (SD) of the original time series. The SampEn of each coarse-grained time series is calculated and then plotted as the function of the scale factor [16] . The procedure is the MSE analysis.
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The proposed method for gear diagnosis
The feature extraction method based on ICD and MSE is proposed in this paper, it can be described as follows:
1) The vibration signals are sampled by acceleration sensors at a certain sampling frequency under different working conditions. 2) ICD is applied to decompose the vibration signals into a series of PCs.
3) Select the main PC that contains the most significant information. 4) MSE is used to calculate the selected PCs under different scales.
5) The obtained fault features are fed into fault classifier SVM in order to identify the different working conditions.
A flow chart of the proposed algorithm is presented in Fig. 4 . 
Application
In order to validate the superiorities of the proposed method, we conduct the analysis on a transmission gearbox. The experiment platform of gearbox is shown in Fig. 5 . Two High Sensitivity Quartz ICP accelerometers are located on the base of floor stand. The speed of the motor is 1500 rpm, while the sample frequency is 10000 Hz and sampling time is 1 s. The parameters of gearbox are in Table. 1. In this experiment, there are four working conditions: normal, slight wearing, severe wearing and missing tooth. The fault severities of gearbox are shown in Fig. 6 . The vibration signals in the experiment are divided into several non-overlapping segments with the length of 1000. There are 40 samples for each gear condition, so there are total 160 samples, in which 80 samples will be randomly selected as the training data and the residual 80 samples will be as the testing data. The detailed numbers of samples description for each gear condition are shown in Table 2 . Fig. 7 . gives the time domain vibration signals of gearbox in four working cases respectively, and then the ICD method is adopted to decompose the vibration signals into a sum of PCs. Figs. 8 11 gives the decomposition results of gearbox under four working conditions. Since the PCs with different oscillatory modes are listed from high frequency to low frequency and the fault information is mainly embedded in the high frequency, only the first product component is selected for further analysis in Figs. 8-11 .
According to the steps in Section 3.2, after ICD method is used to get the PCs, multi-scale entropy of each first PC can be derived. The value range of scale factor is set = 1 to 12 and the MSE of each coarse grained time series is calculated with = 2 and = 0.15 , where denotes the standard deviation (SD) of the original time series and ( ). The whole flowchart of the proposed feature extraction technique is shown in Fig. 12 . Fig. 12 . The flowchart of this feature extraction method Fig. 13 gives the MSE curves of ( ) under four different working conditions. Referring to the Fig. 13 , it can be seen that it is easy to identify four working conditions from the multi-scale entropy curves of ( ). The main reason is that ( ) contains the highest frequency of the original signal and the feature of ( ) can reflect the feature of the original signal. Therefore, ( ) can be chosen to recognize different working states of gear. To test the ability of the proposed technique in the real applications, 160 vibration signal samples are selected from four conditions (normal condition, slight wearing condition, medium wearing condition and severe wearing condition), and then the average and 3 (three times standard deviation) of eigenvalues are added. The MSE values of the first PCs in the four conditions are calculated in Table 3 .
To verify the better divisibility of the proposed method, Euclidean distance which has the advantages of effectively calculating the distance between two conditions is introduced. The bigger value is, the better divisibility between two conditions is [20] . For four conditions, after the Euclidean distance is calculated between any two conditions, the averaged Euclidean distances (AED) can be used to evaluate the divisibility of four conditions.
The multiscale sample entropy of the first PCs and the AED are calculated for the above mentioned vibration signal samples from four conditions, and then the results are also shown in Table 3 . We can observe not only the distribution of eigenvalues for ICD-MSE is wider than that of ICD-SE and MSE, but also 3 of eigenvalues for ICD-MSE is smaller than that of ICD-SE and MSE. The AED is bigger than two other methods, demonstrating that the proposed technique has the better divisibility of four conditions. Take the extracted multiscale entropy vectors as the inputs of the chosen classifier-support vector machine (SVM). As mentioned above, 80 groups of data are selected randomly as training set to train the SVM-classifier and the remaining 80 groups of data are taken as testing set to test the trained SVM-classifier. Hence, the testing set are fed into the trained model to achieve the fault identification, and the output testing results are shown in Table 4 . It can be found no samples of the four fault types are misclassified, and the training accuracy and testing accuracy are both 100 %, which demonstrate the effectiveness of the proposed method in the gear fault diagnosis. In order to compare the recognition ability of the proposed method, the three other feature extraction methods are applied to extract fault features of measured vibration signal, which are LMD and MSE method, ICD and SampEn method, directly MSE method. Subsequently, the obtained features are fed into the SVM. The training data and testing data are the same as above. The obtained reorganization accuracy of the methods is listed in Table 5 . Observing from the comparison results, it is easy to find that the proposed method not only has highest accuracy of each health condition but also has highest accuracy of total accuracy among others. This can be explained in this way. Firstly, ICD can avoid the mixing problem of LMD, which can obtain the more accuracy decomposition results. Hence, the proposed method outperforms the combination of LMD and MSE. Secondly, MSE can give detailed measure of complexity over a range of scales, which gives us more accuracy information compared with sample entropy, therefore, it outperforms the combination for ICD with sample entropy. Lastly, the fault information decomposed using ICD can remove the noises of measured signal effectively, but directly applying MSE cannot extract enough fault features with physical meanings, resulting in lower recognition accuracy. Therefore, the proposed method outperforms three other methods. 
Conclusions
This paper presents a feature extraction method based on ICD and MSE for gearbox. Considering the multi-component and non-stationary signals of gearbox, ICD is employed to decompose signals into a set of PCs, and then MSE is used to extract the feature vectors. Through calculating the multi-scale entropies of the PCs and taking them as the input vectors of SVM, the fault types are identified accurately. The successful applications to gearbox fault diagnosis demonstrate that the proposed method is suitable. The advantage of the proposed technique is verified by comparing the results extracted by three other methods.
