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論文内容要旨 
 
テキストには、文体論的、および統語論（記号論）的側面があり、その統計解析においても、文体
論に重きを置くと、語彙の種類や使用回数などがジャンルや作者によりどう違いを見せるのか、等が
興味の対象となる。一方で、テキストを広く文字や記号の一次元配列と見た場合、文章に限らず遺伝
情報を担う塩基配列で構成された DNA なども含めて、数理的な研究の対象となる。 
テキストを特徴づける統計量は、いくつか提案されており、単語の長さ、文の長さ（文長）や読点
の打ち方に、作者による違いが表れるとされている（個別性）。その一方で、作者に依らない統計性も
あり、ジップの法則、文字や記号の配列中の相関や複雑ネットワークの手法を用いたテキスト構造の
グラフ化によるスモールワールド性やスケールフリー性がある（共通性）。 
文長分布は作者ごとに異なり、文体を特徴付けるものとして用いられてきた一方で、その分布型に
は共通して、左右非対称で長い裾を有するという特徴がある。この特徴から、文長分布を表現する確
率分布として、ガンマ分布や対数正規分布などが提案されてきたが、文体による分布の違いから、統
一した確率分布が定まってはいない。 
そのような文長分布に対して、次の結果から共通性に関する手掛かりを得た。インターネット上の
百科事典として知られている Wikipedia には、不特定多数の人により編集された文が大量に収蔵され
ている。この Wikipedia について、文字を単位とした文長分布を調べたところ、ピークからテールに
かけて対数正規性が言語に依らず確認された。これは、大量のデータにより文体による個別性が均さ
れて、隠れていた文長分布の共通性が現れた例と考えられる。 
本研究では、テキストに見られる共通性に注目し、一般的なテキスト生成の描像とその数理モデル
の提案を目的とした。具体的には、文長分布のピークからテールにかけた対数正規性に焦点を当て、
文長分布の標準的・統一的な解釈の提案と文の伸長モデルの提案を行った。ここでは、対象を日本語
に限定し、テキストデータには京都大学テキストコーパス（33,082 文）を用いた。 
日本語では、文の構造は文節間の係り受け関係により記述されるのが通例であり、文の構造は、文
節をノード、係り受け関係をリンクとしたツリー（以降、依存構造木）で表現される。依存構造木の
ルートは、基本的に主節の述語が該当するので、依存構造木は、述語を中心とした文構造を表現して
いる。 
本研究では、述語を中心とした文生成を考え、依存構造木を用いて解析を行った。つまり、文を一次
元的な文字記号列として文を見做すのではなく、立体的な文の内部構造に注目した。 
従来の研究から、文長分布型からの類推により、文生成のモデルとして加算的モデルと乗算的モデ
ルが提案されてきた。加算的モデルは、ランダムに生成された単語や文節により「句」が生成され、
そのような句が複数「加算」されて文が生成される、という仮説である。このモデルでは、文長は負
の二項分布（離散的なガンマ分布）に従う。他方、乗算的モデルでは、「種」となる単語や文節を始点
として、単語や文節を乗算的に加えていき文が生成されるという見方をする。乗算的モデルでは、文
長は対数正規分布に従う。 
しかしながら、具体的に文構造に立ち入りこれらのモデルに検討を加えた例は今までに無かった。
本研究では、依存構造木を手掛かりとして、これらのモデルの妥当性に統計的検証を行った。 
まず加算的モデルについて、ルートに係る句に注目して、(a) 句がベルヌーイ試行で生成されている
か、(b) 句の生成は独立かどうか、そして、(c) 句の数は定数であるかどうか、というモデルで仮定さ
れている項目が成り立つか確かめた。まず、仮定(a)について、句を構成する文節数（サイズ）が指数
分布に従うかどうかという点で判断すると、全ての句に対しては、おおよそ指数分布に近い形状を取
るが、サイズが小さい句の相対頻度が指数分布よりも有意に大きい。また、文中の句の位置などによ
り分布の形状が変わることから、仮定(a)は成り立たないことが明らかになった。句の内部構造を踏ま
えて句のサイズ分布型の推測を行った結果、立体的な内部構造を考慮した句の生成を考えなければい
けないことが分かった。次に、仮定(b)に対しては、異なる位置にある句のサイズについて、独立性の
カイ二乗検定を行った。帰無仮説を、これらの句のサイズは独立であるとすると、ほぼ全ての位置の
組み合わせにおいて帰無仮説は棄却されるので、句のサイズには相関がある。そして、仮定(c)につい
て、動詞には、決まった数・種類の名詞句（項）を取る能力があり、ルートに係る句は、項とそれ以
外の付加的な句の二種類に分類でき、文の生成は、項に付加的な句を加えていく過程に近く、定数個
の句の枠組みで行われていないと推測できる。以上から、従来の加算的モデルでは不適当であると結
論できる。 
乗算的モデルでは、依存構造木のルートを文の種として、文の生成は、係り受けを逆に辿りながら
ルートに係る句を並行して生成しながら進行するとする。その際、文長の成長率が独立かつ確率的で
あると仮定する。この仮定が成り立つかどうか確かめたところ、文の生成が進むにつれて文長の成長
率が 
小さくなり仮定が成り立たないことが分かった。 
従来の乗算的モデルでは文の構造と矛盾するが、文長分布には対数正規性が見られるので、文の生
成に何らかの乗算的な要因が働いていると考えられる。これを踏まえて、まず、対象とする文サンプ
ルについて選び直しを行った。文には、主語・述語の関係を一つ含む単文、主語・述語の関係を二つ
以上含む複文がある。複文は単文より文が長いと推測できるので、文長分布のピークからテールにか
けた対数正規性は複文によると推測した。 
複文を取り出すには、定義に従い主語・述語の関係の数で行うべきであるが、コーパスの品詞情報
から主語・述語を判定することは困難であった。その代わりに依存構造木の直径（最も深いリーフと
ルートを結ぶリンク数）を用いた方法を考案し、直径の大小により、単文的な文と複文的な文に分類
した。その結果、単文的な文は二項分布、複文的な文では対数正規分布で文長分布全体を表現できる
ことがわかった。 
複文的な文に限っても、文が長くなるにつれて文長の成長率は小さくなる傾向がある。このような
傾向を成長率に取り入れると、乗算的モデルは文長の対数を確率変数とした一次の自己回帰モデルと
なる。パラメータがある条件を満たすと、このモデルは、文が長くなることを抑えつつ、文節を乗算
的に付加・除去することを繰り返し、定常状態に達し文が生成される、という文生成の描像が得られ
る。その際、文長の定常分布は対数正規分布となる。 
この拡張した乗算的モデルについて、データを用いて二つの方法でモデルパラメータの推定を行っ
た。一つは、定常時系列のモデルパラメータの推定に用いられる Yule-Walker 方程式、もう一つは、
定常分布の平均と分散とモデルパラメータ間の関係式を用いた最尤法である。二つの独立した方法か
ら概ね等しいパラメータ値が得られることを確認し、また、パラメータ値が文の生成描像の条件を満
たしていた。 
最後に、単文的な文と複文的な文の文長分布に対して、赤池情報量規準（AIC）を用いて文長分布型 
を評価したところ、単文的な文では二項分布、複文的な文では対数正規分布としたモデルがよいモデ
ルであるとの結論を得た。 
以上から、本論文では次のような点が明らかになった。1) 文の構造から、文の生成は、単純な加算
的プロセスや乗算的プロセスではないこと。2) 文長分布の対数正規性から、単文と複文では文の生成
プロセスが異なること。および、3) 複文的な文の生成プロセスは、一次の自己回帰モデルで表現でき
ること。 
 
 
 
 
 
 
 
 
 
論文審査の結果の要旨 
 
 テキスト情報の基本的な統計解析の手法として、文の長さ（文長）分布が、作者の文体を特徴づける指標
として長年用いられてきた。その分布型には左右非対称で長い裾を持つという類似性が見られるため、経験
的にガンマ分布や対数正規分布などの確率分布がそのモデルとして提案されていた。しかしながら、文長分
布は作者やサンプルに由来する揺らぎが大きく、また、分布形状のみから文生成の過程を類推することは原
理的に困難であることから、大量の文サンプルを用い、かつ、文の内部構造にまで立ち入った研究が求めら
れていた。 
 本論文ではまず、日本語文の意味的な連関を再構成して分析するため、電子的なコーパスで提供されてい
る文節の係り受け情報から依存構造木を生成するソフトウェアを作成し、それを用いて、従来提案されてい
た二つの文生成モデル、すなわち、「加算的モデル」と「乗算的モデル」の妥当性の検証を行っている。こ
れらのモデルで仮定されている事項について、統計検定等によって子細に検討を加えた結果、二つのモデル
は現実の文のモデルとしては不適当であることを定量的に示した。このように定量的で子細なモデルの検討
は本論文によってはじめて成されたものである。 
 次いで、本論文では、これまで単一のモデルによって説明が試みられていた文長を、二つの異なるモデル
によって再解釈すべきである、という提案を行っている。そして、依存構造木の直径によって、文サンプル
を単文的な文と複文的な文に分類し、単文的な文は文節のランダムな組み合わせによって、複文的な文は乗
算的な過程によって良く説明できることを示すとともに、定量的にモデルの適合性を確認した。さらに、複
文的サンプルを記述するために、文の伸長の抑制効果を取り入れた新しいタイプの乗算的モデルを提案し、
実データによるモデルパラメータの推定と妥当性の検討を行うとともに、文生成の新しい描像を提案してい
る。 
 以上、本論文は、テキスト解析の分野での新規性と意義はもとより、生命現象や社会現象等の複雑系に特
徴的に現れる対数正規型のサイズ分布を理学的な手法で議論する際の手がかりを与えるものと期待でき、こ
のことは、本人が自立して研究活動を行うのに必要な高度な研究能力と学識を有していることを示している。
したがって、古橋翔提出の論文は博士（理学）の学位論文として合格と認める。 
 
 
 
 
