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Summary
This thesis deals with the problem of estimating structure in data due to the se­
mantic relations between data elements and leveraging this information to learn 
a visual model for category recognition. A visual model consists of dictionary 
learning, which computes a succinct set of prototypes from training data by 
partitioning feature space, and feature encoding, which learns a representation 
of each image as a combination of dictionary elements. Besides variations in 
lighting and pose, a key challenge of classifying a category is intra-category 
appearance variation. The key idea in this thesis is that feature data describing 
a category has latent structure due to visual content idiomatic to a category. 
However, popular algorithms in literature disregard this structure when com­
puting a visual model.
Towards incorporating this structure in the learning algorithms, this thesis 
analyses two facets of feature data to discover relevant structure. The first 
is structure amongst the sub-spaces of the feature descriptor. Several sub­
space embedding techniques that use global or local information to compute a 
projection function are analysed. A novel entropy based measure of structure in 
the embedded descriptors suggests that relevant structure has local extent. The 
second is structure amongst the partitions of feature space. Hard partitioning 
of feature space leads to issues of uncertainty and plausibility in the assignment 
of descriptors to dictionary elements. To address this issue, novel fuzzy logic 
based dictionary learning and feature encoding algorithms are employed that are 
able to model the local feature vectors distributions and provide performance 
benefits.
To estimate structure amongst sub-spaces, co-clustering is used with a training 
descriptor data matrix to compute groups of sub-spaces. A dictionary learnt 
on feature vectors embedded in these multiple sub-manifolds is demonstrated 
to model data better than a dictionary learnt on feature vectors embedded in 
a single sub-manifold. In a similar manner, co-clustering is used with encoded 
feature data matrix to compute groups of dictionary elements - referred to as 
‘topics’. A topic dictionary is demonstrated to perform better than a regular 
dictionary of comparable size. Both these results suggest that the co-clustered 
groups of sub-spaces and dictionary elements have semantic relevance.
All the methods developed here have been viewed from the unifying perspect­
ive of matrix factorization, where a data matrix is decomposed to two matrices 
which are interpreted as a dictionary matrix and a co-efficient matrix. Sparse 
coding methods, which are currently enjoying much success, can be viewed 
as matrix factorization with a regularization constraint on the dictionary or 
co-efficient matrices. With regards to sub-space embedding, the sparse prin­
cipal component analysis is one such method that induces sparsity amongst 
the sub-spaces selected to represent each descriptor. Similarly, a sparsity in­
ducing regularization method called Lasso is used for feature encoding, which 
uses only a sub-set of dictionary elements to represent each image. While these 
methods are effective, they disregard structure in the data matrix. To improve
on this, structured sparse principal component analysis is used in conjunction 
with co-clustered groups of sub-spaces to induce sparsity at group level. The 
resultant structured sparse sub-manifold dictionary is demonstrated to provide 
performance benefits. In a similar manner, group Lasso is used with co-clustered 
groups of dictionary elements to induce sparsity in terms of topics. The struc­
tured sparse encoding is demonstrated to improve aggregate performance in 
comparison to a regular sparse coding.
In conclusion, this thesis estimates structure in descriptor sub-spaces and learnt 
dictionary, uses co-clustering to compute semantically relevant sub-manifolds 
and topic dictionary, and finally incorporates the estimated structure in sparse 
coding methods, demonstrating performance gain.
K ey words; Category Recognition, Co-clustering, Croup-Lasso, Dimension­
ality Reduction, Rényi Entropy, Bregman Divergence, Information-Theoretic, 
Sparse Coding, Principal Components, Structured Sparse, Sub-space Embed­
ding, Matrix Factorization, Sum-Squared Residue, Fuzzy Clustering, Custafson- 
Kessel Algorithm
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CHAPTER 1
Introduction
The objective of visual category recognition is classification.of objects in images 
in terms of their membership of a group in a taxonomy (Csurka et ah, 2004). 
Humans seem to perform this task easily but training a computer to do the 
same has shed light on several challenges and encouraged a fundamental re­
think of the standard approach towards performing this task (Leibe et ah, 
2007). The recognition of a specific visual object is, comparatively, a much 
simpler problem. It can be based on learning to recognize certain discriminative 
structural features of that visual object (Fritz and Schiele, 2008; Lopez-Sastre 
et ah, 2011). However recognition of a visual object in terms of a category must 
take a broader view of the features and the visual model to accommodate the 
variation that exists amongst exemplars of a visual category (Opelt et ah, 2006; 
Yeh and Darrell, 2008).
Research into visual object recognition is several years old (Fergus et ah, 2003b). 
During this time, a large set of approaches have been explored for their viabil­
ity towards object recognition (Dorko and Schmid, 2005). Amongst these has 
emerged the method inspired by research in document retrieval called the ‘Bag-
1
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Figure 1.1: Recognition of objects in terms of their visual category by robots in an 
unconstrained environment
of-Words’. Each document is represented as an orderless occurrence histogram 
of words. The histogram representation is characteristic of the document and 
can be utilized to distinguish it from other documents. The ‘Bag-of-Words’ 
has been very successful in document retrieval tasks. This idea is borrowed in 
object recognition, where an image is considered analogous to a document. The 
approach is to compute a dictionary from the corpus of features and describe 
an image in terms of occurrence of the dictionary elements. The performance 
of this method resulted in a paradigm shift and has since inspired the majority 
of subsequent approaches.
1.1 M otivation
The recognition of visual categories “in the wild” is a challenging task and 
under research scrutiny for several years (Hirano et al., 2006). One of several 
application domains is robotics and automated control. For an automated 
robot to operate in an unconstrained environment, it must be able to recognize 
every object in its environment. An example is shown in fig. 1.1. There are 
two principal observations that give rise to the notion of an object category. 
One is that it is not computationally feasible to train a robot for each and 
every object that can exist in its environment. The other is that for a robot, 
interaction depends on the functional properties of an object rather than its 
visual properties. Taking these observations into account the logical solution is
1.2. Problem Statement
to train the robot to recognize objects in terms of their category, since all objects 
of the same category should function in the same way and consequently interact 
with the robot in the same way. The implicit assumption is that all samples 
of the same category should have similar physical structure and mechanical 
properties. This motivates research into developing learning techniques and 
models for recognition of visual objects in terms of their category.
There is no single specific definition of a visual category in the literature (Sivic 
et ah, 2008). The ontology of a visual category could be based on the mech­
anical properties of its interaction. Another popular ontology is based on the 
word-net (Miller et ah, 1990). The point to note here is that the ontology that 
creates a category is rarely based on the visual properties of these objects. Typ­
ically members of a visual category exhibit large variance in appearance. The 
visual model for category recognition must accommodate this within category 
or ‘intra-category’ appearance variation.
1.2 Problem  Statem ent
The typical approach to category recognition is illustrated in fig. 1.2. This 
pipeline can be considered to have three distinct modules of feature generation, 
visual model learning, and finally image classification.
The feature generation module computes descriptors using training images, 
which contain instances of visual categories. However, the labelled training 
data currently available may not be sufficient to learn a satisfactory category 
model. To illustrate this point, fig. 1.3 shows examples for the category ‘apple’ 
returned by a popular search engine. There are often unacceptable training 
samples of the desired category, which adds to the noise in training data. More 
importantly, the image descriptors popularly used lack semantic significance, 
as they only encode low-level structural elements in the image. Consequently, 
the feature descriptor does not directly contribute to distinguishing between 
categories.
Chapter 1. Introduction
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Figure 1.2: Typical pipeline for visual category recognition contains three principal 
modules: feature generation; visual model learning; image classification. The focus of 
this dissertation is visual model learning, which arguably contains two principal mod­
ules: dictionary learning; feature encoding. Dictionary learning learns a basis set from  
training data with the objective of computing a succinct set of prototypes that span the 
training data without over-fitting. Feature encoding learns a function that maps fea­
tures in an image to an encoded vector based on the learnt dictionary, with the objective 
of achieving maximal discriminative classification performance.
The module for learning a visual model is the focus of this thesis. It can be con­
sidered to have two sub-modules of dictionary learning and feature encoding. 
Dictionary learning partitions feature space with the objective of computing a 
succinct set of prototypes that span the training data (Kong and Wang, 2012; 
Kreutz-Delgado et ah, 2003; Perronnin, 2008; Ramirez et ah, 2010). Feature 
encoding learns a function that maps descriptors in an image to an encoded 
vector based on the learnt dictionary, with the objective of achieving max­
imal discriminative classification performance (Chatfield et ah, 2011; Gupta 
and Bowden, 2012). Traditional dictionary learning methods use k-means clus­
tering. The point to note is that the loss function of k-means does not consider 
any semantic relation between training descriptors. Consequently, the diction­
ary itself does not contribute to distinguishing between categories. In addition, 
k-means clustering disregards potential information in the sub-spaces of the 
feature space (Kanungo and Mount, 2002).
The ‘Bag-of-Words’ feature encoding module computes a histogram representa­
tion of each image, by assigning image descriptors to dictionary elements (Fer­
gus et ah, 2003a). There are two points to note here. First, the grouping of 
descriptors - based on semantic equivalence by virtue of being assigned to the 
same dictionary element - creates a histogram characteristic of a visual cat-
1.3. Approach in this Thesis
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Figure 1.3: Sample training images of category ‘apple’. Besides exhibiting a large 
variation in appearance, the searched samples might not be acceptable training samples 
of the desired category.
egory (Csurka et ak, 2004). Second, the computation of the histogram is not 
explicitly designed to distinguish between categories.
The task of learning a discriminative model to distinguish between categor­
ies belongs entirely to the image classification module, which has motivated 
focus on the performance of the classifier. To improve performance, typical ap­
proaches increase the dimensionality of the descriptor by concatenating multiple 
descriptors, and increase dictionary size by computing smaller sized partitions. 
The idea behind these approaches is to simply append more data that might 
help the classifier learn a more discriminative model. These approaches raise 
issues regarding the increase in computational complexity and scalability of the 
model to increasingly complex visual categories.
In summary, the key issue with current visual model learning approaches is 
absence of category specific information in the dictionary learning and feature 
encoding modules.
1.3 Approach in this Thesis
The principal objective of this thesis is estimating information in training data 
that can be interpreted as structure in the distribution of data elements due to 
visual content in images characteristic to a visual category. This information is 
then incorporated into the methods for dictionary learning and feature encod­
ing. The objectives can be interpreted as moving focus from the image classifier
Chapter 1. Introduction
Figure I .4: Variance in appearance of instances of a visual category ‘chair’. The 
difference between the instances when considered as a whole is large. However, the 
variation between corresponding parts of the instances is typically smaller.
to the visual model learning module for computing a category discriminative 
model.
1.3.1 Structure in Sub-spaces
Towards these objectives, the first step is analysis of different facets of train­
ing data do discover semantically relevant structure. One facet of the data is 
sub-spaces in the high-dimensional feature vector space to which the descriptor 
maps local image structure (Huttenlocher et ah, 1996). For example, the family 
of affine covariant descriptors are an ensemble of low-level descriptors, that en­
code primitive structural elements like edges (Lowe, 2004). Observations of data 
for each category, suggests the presence of a predominance of certain structural 
primitives for each category, which accounts for the visual idiosyncrasy of that 
category^ This means that principal components of a typical visual category 
are embedded in a sub-manifold within the feature space (Naikal et ah, 2011). 
In addition to traditional sub-space embedding methods, that use global distri­
bution of descriptors to compute a projection function, several recent methods 
that use local distributions are analysed in this thesis. A key insight with re­
gards to intra-category appearance variation, is that a category could be better 
modelled as a group of ‘parts’, rather than a single entity^. An example of
^for example the visual category ‘fence’ has a predominant frequency distribution of ver­
tical edge primitives, whereas the visual category ‘shelf’ has a predominant distribution of 
horizontal edge primitives.
^The work in (Felzenszwalb et ah, 2010; Mottaghi et ah, 2011), lends credence to this 
part-based view of a category.
1.3. Approach in this Thesis
intra-category appearance variation is shown in fig, 1.4. Although global ap­
pearance varies drastically between examples, object parts are typically visually 
distinct and exhibit lower variance in appearance. Therefore a dictionary learn­
ing method is developed where descriptors of a visual category are embedded 
into multiple sub-manifolds, rather than a single sub-manifold, with the aim of 
embedding parts in different sub-manifolds.
1.3.2 S tru cture in  feature d istr ib u tion
Another facet of the data is related to the mutual distance between training 
descriptors. The computation of a dictionary by hard-partitioning feature space 
creates an issue called ‘visual ambiguity’ (van Gemert et al., 2010) regarding the 
assignment of descriptors to dictionary elements. To address this issue, fuzzy 
logic based clustering methods, like Fuzzy K-Means, are incorporated into the • 
dictionary learning and feature encoding modules. Based on the local distribu­
tion of descriptors, a fuzzy membership function is learnt for each dictionary 
element, which can be interpreted as a kernel associated with each element. It 
is then used for soft-assignment of image descriptors by the feature encoding 
module. This approach, using the Gustafson-Kessel algorithm (Gustafson and 
Kessel, 1978), adapts the dictionary kernels to the characteristic local distribu­
tions of a visual category. .
1.3.3 S tru cture E stim ation  using C o-clustering
The analysis of the data suggested estimation of semantically relevant structure 
amongst sub-spaces in feature space and amongst elements of a learnt diction­
ary. Another key idea in this thesis is to represent this structure as groups 
of sub-spaces and groups of dictionary elements. To estimate these groups 
of semantically related data elements, this thesis uses Bregman co-clustering. 
Inspired by the unifying work in (Singh and Gordon, 2008), this thesis casts 
methods for sub-space embedding, clustering, etc. as types of matrix factoriz­
ation. Typical low-rank matrix factorization techniques consider the matrix to
Chapter 1. Introduction
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Figure 1.5: Conceptual interpretation of co-clustering as semantically relevant sub­
space embedding. The figure is a pictorial depiction o f projecting image feature vectors 
computed using dictionary of visual words Dw, to image feature vectors computed using 
dictionary of visual topics D 7-, where the structure is estimated using co-clustering. 
The feature vectors are initially in a higher dimensional image-word space and
then projected to a lower dimensional image-topic space where k r. The
consequence is that the expectation of distance between images of the same categorical 
label (colour-coded) is reduced in the image-topic space.
be a set of vectors, and use only the rows or only the columns. They can be 
referred to as one-sided matrix factorization. Work in (Banerjee et al., 2004a; 
Cho et al., 2004; Liu and Shah, 2007) have demonstrated the benefit in using 
co-clustering for learning a visual model. Co-clustering utilizes information in 
both the row and column vectors of a data matrix simultaneously and thereby 
exploits ‘structure’ between rows and columns, which low-rank matrix factoriz­
ation techniques can not achieve. The data matrix can be formulated such that 
estimated ‘structure’ can be interpreted to be related to categorical equivalence 
between the vectors of that matrix.
The semantically related sub-spaces are grouped by co-clustering a feature 
descriptor data matrix, where each group of sub-spaces is a sub-manifold. A 
multiple sub-manifold dictionary is computed by projecting dictionary elements 
to these sub-manifolds. Similarly, semantically related dictionary elements^ are 
grouped by co-clustering an encoded image data matrix, where each group of 
elements is a topic^.
A conceptual view of using co-clustering is semantically relevant sub-space em-
^Based on the terminology used in the ‘Bag-of-Words’ model, dictionary elements are also
referred to as ‘words’.
4,topic here signifies semantic relevance.
1.3. Approach in this Thesis
bedding. This view is illustrated in fig. 1.5. The descriptor feature matrix 
and encoded feature matrix initially exists in a higher dimensional space of 
subspaces and visual words respectively. The structure estimated using co­
clustering is used to project these data matrices to a lower dimensional space 
of sub-manifolds and visual topics. The key benefit is reduction in mutual sep­
aration between feature vectors of the same category, which facilitates learning 
a visual model that is more robust to noise and provides better classification 
performance.
1.3 .4  Sparse M odel
Sparse models have emerged as a powerful framework in machine learning and 
computer vision. These models seek to predict an output as a combination of 
only a small subset of the features describing the data. To address the problem 
of feature selection and model estimation simultaneously, the ^i-norm regulariz­
ation has become a popular tool, which profits from efficient algorithms (Efron 
et ah, 2004; Lee et ah, 2007; Yuen and Torralba, 2009) and a well developed 
theory for its generalization properties and variable selection consistency (Shen 
et ah, 2013; Zhang et ah, 2009).
When regularizing by the ^i-norm, each variable is considered individually. 
The position of a variable in the input feature vector is disregarded. This 
means existing relationships and structures between the variables are ignored. 
However, using sparsity induction in learning a visual model could benefit from 
this type of prior knowledge. There are two reasons for including structural 
a priori information. One is improved predictive performance of the learnt 
model. The other is improved interpretability of the model. While the ^%-norm 
regularization succeeds in inducing sparsity, it does so without knowledge of the 
semantic relevance of the variables selected. Incorporating a priori structure can 
encourage selection of variables with regard to their semantic relation to other 
variables.
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1.3.5 Structured  Sparse M odel
Combining the ideas of sparse models and group structure from co-clustering, 
is work on structured sparsity induced matrix factorization (Kim et ah, 2012). 
At its heart is a £ç^i-mixed norm where g € {2 , . . . ,  oo}, and typically q = 2 (Liu 
and Zhang, 2008). It achieves sparsity at the group level, where data elements 
within a group are treated equally using the .^ 2 -norm, while sparsity is induced 
upon entire groups using the fi-norm.
The avenue to incorporating this group information is to compute a' semantic­
ally relevant multiple sub-manifold dictionary by building upon sparse principal 
component analysis (SPCA) (Aspremont and Bach, 2008; Zou et al., 2004). 
Unlike PCA, which learns to represent a dictionary as a linear combination of 
subspaces and subsequently thresholds out some subspaces, SPCA is capable 
of computing non-orthogonal matrix projection, thereby inducing sparsity on 
the set of subspaces. Typically the ^i-norm is used. The structured sparse 
principal component analysis (S SPG A) uses the ^2 ,1 -norm to induce sparsity 
upon groups of sub-spaces. As a consequence, each dictionary element is em­
bedded in a manifold. Using SSPCA provides a conceptually interpretable and 
computationally superior dictionary.
The group-Lasso (Bach, 2008) is the ^2 ,1 -norm regularization equivalent of Lasso 
(Tibshirani, 1994) for ^i-norm regularization. Co-clustered groups of diction­
ary elements are used in conjunction with 2^ ,1 -norm regularization to induce 
semantically structured sparsity in feature encoding. Now an image is repres­
ented using topics rather than words.
The work in this thesis follows these lines of research. It analyses descriptor 
sub-spaces and feature space with the objective of estimating structure related 
to a visual category. Co-clustering, is the method for estimating this struc­
ture in terms of groups of data elements. Sparse models are augmented with 
this information to yield a semantically relevant visual model. Details of the 
contributions are listed below.
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1.4 Contributions
The contributions in this dissertation are:
• chapter 3 looks at sub-spaces of the affine covariant feature descriptor. 
Unlike related work which uses an arbitrary or empirically evaluated di­
mensionality of the sub-manifold, this thesis looks at several intrinsic 
dimensionality estimation methods, as a principled approach to dimen­
sionality reduction. Beyond the simple linear dimensionality reduction 
techniques several recently developed non-linear techniques are evaluated 
for performance and computational complexity. To measure the informa­
tion in the structure of embedded feature vectors a novel entropie measure 
is developed here, which is used for effective comparative analysis of the 
techniques utilized here.
• chapter 4 analyses feature space ambiguity and proposes novel dictionary 
learning and feature encoding methods which incorporate fuzzy logic to 
model the ambiguity. The first method is designed using Fuzzy K-Means 
and is shown to perform better than the popular ‘Bag-of-Words’ model 
which is based on hard-partitioning of feature space. The next method 
incorporates Gustafson-Kessel algorithm to adapt the kernel to local dis­
tribution and is also shown to provide performance benefits.
• chapter 5 discusses information-theoretic and sum-squared residue co­
clustering algorithms, which are special cases of Bregman divergence based 
co-clustering. It introduces the use of co-clustering to estimate groups 
of subspaces towards building a multi-manifold dictionary. This novel 
approach is demonstrated to reduce the disparity between training fea­
ture vectors with the same label. Next the method co-clusters the coef­
ficient matrix to compute groups of dictionary elements estimated to be 
semantically related. This approach is demonstrated to reduce the ag­
gregate distance between encoded image vectors of the same label.
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• chapter 6  looks at sparsity inducing methods for learning a visual model. 
The groups of subspaces learnt in the previous chapter are now utilized in 
conjunction with structured sparse principal components analysis to im­
prove upon regular sparse principal component, demonstrating effective 
selection of semantically relevant subspaces besides yielding an improved 
dictionary. Next co-clustered groups of dictionary elements are used to 
compute structured sparse coefficients. This novel approach is demon­
strated to provide an aggregate improved performance over the fi-sparse 
encoding, thereby demonstrating an effective learning of semantically rel­
evant topics.
CHAPTER 2
Background
2.1 Visual Category
2.1.1 O ntology
A visual category is a group of real world objects that belong to the same node 
in a taxonomy. A taxonomy is a hierarchical organization of entities based on 
an ontology. Ontology is defined by Gruber (1993) as, ‘an abstract view of 
the world we are modelling, describing the concepts and their relationships’. 
It is frequently based on lingual properties. The ontology determines the tax­
onomy. The guideline ontology in this dissertation refiects the ontology in 
ImageNet (Socher, 2009), that is based on the semantic hierarchy delineated in 
the WordNet (Miller et al., 1990) lexical database; designed with the objective 
of developing a system that would be consistent with the knowledge acquired 
over the years about how human beings process language. The approach in 
this dissertation acknowledges the semantic hierarchy of visual categories; but 
does not explicitly use taxonomical structure in training classifiers. However,
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the use of taxonomical structure has been demonstrated to aid performance 
in (Griffin and Perona, 2008). The data sets utilized here have at most a few 
hundred categories, which together do not span the ontology; each category 
is considered distinct and non-overlapping with other categories in the same 
data set. This in itself is not ideal, as recent work in (Deng et ah, 2010) has 
discussed possible benefits of using very large data sets, comprising 1 0 , 0 0 0  cat­
egories or more, but the focus of the thesis is learning structure within each 
category as opposed to using structure between categories to train better clas­
sifiers. Marszalek and Schmid (2008) discuss construction of category hierarchy 
using a combined top-down and bottom-up approach, which is leveraged in 
datasets with large number of visual categories.
2.1.2 In tra-C ategory A ppearance V ariation
A visual category exhibits variation in visual appearance amongst its mem­
bers (Pinto et ah, 2008; Ponce et ah, 2006). It is the requirement of learning 
to model this variation to achieve categorization that constitutes the core of 
the challenge in this task. The principal approach towards learning the model 
is selection of size of image patch that constitutes a single descriptor vector 
(Mikolajczyk and Schmid, 2005; Uijlings et ah, 2009). Bearing in mind the 
computational intractability of modelling a visual object in its entirety, the key 
idea, in any approach in this dissertation, is that every image acquired in the 
wild consists of structural primitives; that although the set of possible struc­
tural primitives is very large, normally only a fraction of this set is found in 
a typical image, which introduces the concept of sparsity in the learnt model. 
The approach must address the appropriate set of structural primitives that are 
sufficient to describe the dataset under consideration with allowance for unseen 
visual features, which introduces the concept of over-completeness in the learnt 
model. The structural primitive is related to the size of the image patch utilized 
by the feature descriptor. A comparative study in (Easier et ah, 2007) sheds 
lights on selection criteria of the appropriate descriptor. Besides the concerns 
of computational efficiency involved in the selection of an appropriate degree of
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sparsity and value of over-completeness (Berkes et aL, 2007), modelling intra­
category variation requires learning correlation between structural primitives 
that reflects the nature of appearance variation found in typical visual categor­
ies. Successful object part-based models (Felzenszwalb et al., 2010), show that 
a visual category need not be considered an atomic entity but an ensemble 
of constituent parts; the appearance variation in the entire category is better 
modelled as an ensemble of appearance variation in each object part for the 
constituent parts of the category.
2.2 Feature Representation
Feature representation is considered a central determinant of the performance of 
the machine learning algorithm in the pipeline (fig. 1 .2 ), demonstrated in early 
work in (Agarwal and Roth, 2002) and a recent review in (Bengio et ah, 2012), 
because different representations can hide more or less the different explanatory 
factors of variation behind the data. Whereas use of an ‘engineered’ descriptor 
has been standard practice for several years (Mikolajczyk et ah, 2005), the 
community has experienced growing interest in ‘representation learning’, with 
methods including deep learning (Bengio, 2012; Boureau et ah, 2010; Tang 
and Eliasmith, 2010), sparse coding (Olshausen and Field, 2004; Yu et ah, 
2011), and auto-encoders (Coates et ah, 2011a; Lecun, 2012), which aim to 
build representations from structural primitives in training images with the 
final higher-level visual structure serving as a guideline. While the focus in 
the past has been on feature generation with the objective of recognition of a 
single visual object robust to illumination and pose variations, the growth in 
interest in recognition of a visual category has accentuated the importance of 
utilizing a descriptor that can scale with the complexity inherent to the task of 
discriminative categorization. Berkes et ah (2007) discussed the ‘optimality’ of a 
descriptor in terms of sparsity of encoded representation and over-completeness 
of the learnt dictionary. While these representation learning methods may be 
in vogue soon, the work in this dissertation has opted to utilize the established
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state-of-the-art descriptor - the family of affine covariant local image patch 
descriptors.
2.2 .1  Local Im age P atch  D escrip tor
Local image patch descriptors are ubiquitous in object classification implement­
ations. Popular implementations using them are (Dorko and Schmid, 2005; 
Fergus et ah, 2005; Grauman and Darrell, 2005). Stark and Schiele (2007) re­
view their significance towards categorization. This descriptor encodes image 
structure in a patch within the image. The location, size, and shape of the 
patch depends upon the sampling scheme utilized in the approach. Of the two 
popular schemes, one utilizes interest point detectors to compute locations of 
patches within the image which are considered to have sufficient local geometric 
features. The size and shape of patches is then adapted to the distribution of 
. local geometric features (Bay et ah, 2008; Kadir and Brady, 2001). It finds use 
in image matching applications. It lends the benefit of high repeatability, but 
suffers from dependence upon image content, that requires tuning the para­
meters of the detector to specific images which is not an option when collating 
data from all images in a dataset. In the other scheme, patch locations are 
densely sampled in the image, using a grid based sampling strategy which de­
pends upon image dimensions but is oblivious to local geometric structure. It 
confers equal significance to all regions of an image, patch size is pre-determined 
and frequently multi-scale or multiple patch sizes are sampled on the same im­
age. Patch shape is typically rectangular (Rehg, 2009; Tuytelaars and Schmid, 
2007). It lacks the benefit of repeatability afforded by interest-point sampling 
and produces a very large set of features for a typical image, but does serve 
as a comprehensive record of all image content. The performance of dense 
sampling has been found to be better than interest-point sampling, leading to 
the understanding that regions of an image with low geometric structure are 
nonetheless pertinent to learning an effective visual model of a category. A 
hybrid approach called dense interest points has been proposed in (Tuytelaars, 
2010). It attempts to incorporate the beneficial traits of both interest-point
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and dense sampling schemes. In a two stage approach, it begins with a set 
of dense sampled features and subsequently prunes features based on localized 
optimization of location and scale of the features.
Scale Invariant Feature Transform
Of the numerous available descriptors the family of affine invariant descriptors 
is comparatively the most popular. In this family, the Scale Invariant Fea­
ture Transform (SIFT) is most commonly used descriptor (Lowe, 2004). The 
popularity is due in part to SIFT being the earliest member of this family 
(Mikolajczyk et ah, 2005). Several other descriptors have been developed sub­
sequently that furnish marginal improvement in performance (Bay et ah, 2008). 
However, considering the trade-off between popularity and performance of the 
descriptors, the experiments in this thesis make exclusive use of SIFT. It is a 
high dimensional feature vector - a set of low-level image structural features. 
A typical SIFT vector is of 128 dimensions (Lowe, 1999). It contains quantized 
image gradients and values in each of its dimensions ranges from 0  to 255.
2.2.2 D a ta  Sets
The datasets utilized in the experiments in this dissertation are popular choices 
of datasets in the vision community for work related to object recognition. The 
datasets vary in several ways, including in terms of the number of visual categor­
ies they contain, the visual content of these categories, the number of training 
and testing images in each category, and year of publication of the dataset. The 
influence of the characteristics of these datasets has been scrutinized recently 
in (Torralba and Efros, 2011), which discusses the problem of bias introduced 
by datasets. Khosla et al. (2012) discusses a method of dealing with dataset 
bias. Details of each of the datasets used here are provided in appendix C.
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2.3 Dictionary Learning
2.3.1 O ver-com plete D iction ary
The dictionary is a learned low-rank representation of set of training signals, 
spanning a signal space, that is utilized to reconstruct any signal, with or 
without reconstruction error (Kong and Wang, 2012; Kreutz-Delgado et ah, 
2003; Perronnin, 2008; Ramirez et ah, 2010). This gives rise to the concept of
• under-com plete: dictionary elements do not span the signal space and 
it is not always possible to reconstruct a signal with no error.
• com plete: all the dictionary elements are sufficient and utilized to ac­
curately reconstruct the signal.
• over-com plete: only a subset of the dictionary is required to accurately 
represent a signal.
A complete dictionary is required when learning a re-constructive dictionary, 
for applications like de-noising, but when building a discriminative dictionary, 
that will be utilized to distinguish between two or more categories, an over­
complete dictionary is used. The over-complete dictionary has elements that 
are exclusive to one category, which is an idea corroborated by the fact that 
the span of any visual category is not the entire signal space. An over-complete 
dictionary is also referred to as a ‘universal’ dictionary in this thesis.
2.3 .2  M atrix  F actorization
Recent work by Singh and Gordon (2008) has showri that several standard 
learning algorithms like clustering, dimensionality reduction, etc. are types of 
matrix factorization (Ding and He, 2004; Ding et ah, 2005; Li and Ding, 2006). 
Motivated by this work, the methods in this thesis are cast as low-rank matrix 
factorization techniques. The matrices are interpreted as a dictionary matrix
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Figure 2.1: A two layer graphical model of matrix factorization. Matrix Z = 
{zi, ... ,Zn} is factorized to which are utilized as parameters @i for latent model
P(z I y) •
and a coefficient matrix. This section discusses various properties of matrix 
factorization that support this unified view and justify its ubiquitous use in 
this thesis.
• The data matrix Z is a collection on randomly sampled feature vectors, 
so the row order is irrelevant, and the dimensions of the feature space are 
themselves a collection of low-level image features , so column order is also 
irrelevant. Matrix factorization losses are decomposable, where loss in the 
factorization of the entire matrix Z is expressible as the sum of losses for 
each element Zjj, in the matrix. The ordering of rows and columns here 
is arbitrary, so permutation of rows and columns separately will not alter 
the distribution of the elements in that matrix. For such a matrix, there 
exists a function cp such that Zij = cp(fi, pi, p,j,€ij) where /i represents 
behaviour shared by the entire matrix; for example a global mean, pi and 
[ij per-row and per-column effects, and Sij per-element effects. The 
terms lead naturally to decomposable losses.
• Matrix factorization can be viewed as parameter estimation in a two layer 
. graphical model, illustrated in fig. 2.1; Z are training data variables and
Y  are latent variables. A latent variable is a hidden variable in a math­
ematical model, in contrast to observable variables. If the rows of Z are 
exchangeable then each feature vector corresponds to z =  Z^  whose latent 
representation is y =  D%, and where 0 % =  D%A^ are the parameters of
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p(z I y). The class of latent models^ in (Blei et ah, 2003; Hofmann, 1999) 
used in visual recognition, in (Fritz and Schiele, 2008), relate to this view 
of matrix factorization.
• Matrix factorization allows for a wide variety of prior and régularisation, 
which can address over-fitting and the need for pooling information across 
different rows and columns. Use oî ip regularization on elements of A, 
where Z =  DA ^ leads to the class of sparsity encoded visual models, 
shown to be very successful in (Harchaoui et ah, 2012; Jiang et ah, 2011; 
Yang et ah, 2009).
The data matrix Z 6  is factorized to matrices D G which is the
dictionary of r  elements { d i,. . . ,  d^} and d  6  R^, and A 6  R f^"
Z % DA^ (2.1)
The dictionary is computed by minimizing a loss function L(Z; D, A) with some 
constraints on D and A .
L(Z ;D ,A ) =  m in | |Z - D A ^ |l | .  (2.2)
where F  is the matrix Probenius norm^.
 ^ The probabilistic perspective of building a visual model can be looked at as collecting 
an appropriately selected small set of latent variables, often referred to as visual topics, that 
describe a probabilistic distribution of the observed data. Such a probabilistic model over the 
joint space of latent variables h and observed variables x is denoted as p{x, h). Feature values 
are conceived as the result of an inference process to determine the probability distribution of 
the latent variables given the data, i.e. p(h\x), often referred to as the posterior probability. 
Learning is conceived in terms of estimating a set of model parameters that (locally) maximizes 
the likelihood of the training data with respect to the distribution over these latent variables 
(Gaussier and Maupertuis, 2005; Hofmann, 1999). Unsupervised learning models like Principal 
Component Analysis (PCA) (Roweis, 1997; Tipping and Bishop, 1999) and Sparse Coding 
(Olshausen and Field, 2004) can be interpreted as types of this model.
1^1 X  l|p= Tr{X*X) ,  where X* is conjugate transpose of X  and Tr{X)  denotes trace of 
matrix X .
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2.3.3 N on -n egative  M atrix  Factorization
Non-negative matrix factorisation (NMF), which generates a non-negative rep­
resentation of data through matrix decomposition, is one such matrix factor­
ization technique. It is different from related techniques (like Singular Vector 
Decomposition), in its non-negativity constraints leads to its parts-based rep­
resentation, demonstrated by Lee and Seung (2000). A non-negative matrix V  
is factored to basis matrix W  and co-efficient matrix H, such that:
(2.3)
It is applied to the statistical analysis of multivariate data. Given a set of 
multivariate n-dimensional data vectors, the vectors are placed in the columns 
of an n X m matrix V  where m  is the number of examples in the data set. This 
matrix is then approximately factorized into an n x r  matrix W  and an r  x m 
matrix H. Typically r  is smaller than n or m, so that W  and H  are smaller 
than the original matrix V. Each column v  of V, could be written column by 
column as u PS IFh, where h is corresponding column of H. This means, each 
data vector v  can be approximated by a linear combination of all columns of 
W, weighted by the components of h. W  can be regarded as containing a basis 
that is optimized for linear approximations of data in V. Since, comparatively 
few basis vectors are utilized to represent a huge corpus of data vectors, a good 
approximation can be achieved only if the basis vectors are based on discovered 
latent structure in the data. It is distinguished from SVD by its non-negativity 
constraints, which leads to its unique feature - parts-based representations of 
images or documents. NMF is able to learn basis images that correspond to face 
parts, such as mouth, nose and eyês in (Lee and Seung, 2000). NMF has been 
applied for text document retrieval in (Tsuge and Shishibori, 2001), image patch 
classification (Guillamet et al., 2003), and object recognition (Liu and Zheng,
2004). To build upon the ability of NMF to discover latent structure, sparseness 
constraints were added in (Hoyer, 2004), which yielded improved results. It uses 
a sparseness measure based on £i norm and £ 2  norm.
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2.3 .4  Feature Sub-space
Feature sub-space is of interest in this thesis for semantically relevant structure, 
that can be used to improve the learnt visual ihodel. Scott and Sain (2005) ex­
plores methods for discovering ‘hidden’ structure in high-dimensional data. The 
success of PCA (Jolliffe, 2002) towards improving image classification perform­
ance (Ke and Sukthankar, 2004) supports this investigation for structure in sub­
spaces. The question regarding appropriate dimensionality of the sub-manifold 
has not been sufficiently explored. The ad-hoc approach is to prune components 
below an arbitrarily selected threshold (Ke and Sukthankar, 2004). Cai et al. 
(2 0 1 1 ) suggest an empirical approach based on linear discriminant projections, 
which is applied to all categories in a dataset. A principled approach utilizes in­
trinsic dimensionality estimation to compute a category specific dimensionality 
(Gupta and Bowden, 2011). Next is the choice of sub-space embedding method. 
Whilst simple and fast linear projection methods like PCA are traditional, re­
latively recent non- linear projection methods like Isomap (Tenenbaum et ah,
2000), LLE (Roweis and Saul, 2000) have demonstrated better performance. 
The key insight being that relevant information regarding a visual object exists 
in the local distribution of feature vectors (Sun et al., 2010) and preservation 
of these structures when embedding in the sub-manifold (He et ah, 2003). This 
idea is extended to a visual category. In view of the intra-category appearance 
variation, a category is better modelled as a group of ‘parts’, rather than a 
single entity. The work in (Felzenszwalb et ah, 2010; Mottaghi et ah, 2011), 
lends credence to this part-based view of a category. Unlike the entire cat­
egory considered as a whole, its parts are typically visually distinct and exhibit 
lower variance in appearance. This observation motivates the development of 
a method that embeds a visual category into multiple sub-manifolds, rather 
than a single sub-manifold, where each part is embedded in a different sub­
manifold. Vidal (2011) describes sub-space clustering which is related to the 
concept of computing dictionary elements on multiple sub-manifolds. Adler 
and Elad (2012) introduces a probabilistic subspace clustering approach that 
represents an image as a sparse combination of dictionary elements embedded
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in a union of subspaces.
2.4 Feature Encoding
In recent years there has been a surge in publications that focus on the second 
part of the visual model which is the encoding of the local features in global 
image statistics. The baseline method is to compute a spatial histogram of dic­
tionary elements by hard partitioning feature space and exclusive assignment 
of feature vectors to dictionary elements. These publications replace the hard 
quantization of features involved in this method with alternative encodings that 
attempt to retain more information about the original image features. Most of 
these recent methods either encode feature vectors in terms of multiple diction­
ary elements, or encode the disparity between feature vectors and dictionary 
elements. The key insight is learning a generative model for each dictionary 
element that lays emphasis on the local geometry of feature vector distribution. 
Of the many recent encoding methods the important ones are Kernel Code- 
Book (van Gemert et al., 2010), Local Linear Coding (Yu, 2009), Fisher Kernel 
Coding citepPerronnin2010, and Sparse Coding (Mairal et ah, 2010; Olshausen 
and Field, 2004; Yang et ah, 2009).
2.4.1 K ernel C ode B ook  E ncoding
The design objective of Kernel Code-Book (KGB) is to address the issues, of 
visual word plausibility and yisual word uncertainty in BoW encoding, raised 
by (van Gemert et ah, 2010). The approach is motivated by a probabilistic 
interpretation of the quantized histogram computed by BoW encoding, where 
f) denotes the probability distribution over the dictionary elements. Instead 
of normalizing the histogram to satisfy the axioms of probability, a robust 
alternative is kernel density estimation (Silverman and Green, 1986). It uses a 
kernel function to smooth the local neighbourhood of training feature vectors. 
A one-dimensional estimator with kernel K  and smoothing parameter a is given 
by
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/ ( z )  =  - ^ X , ( z - d i )  (2.4)
 ^ i=l
The size of Ko-(-) determines the amount of smoothing between dictionary ele­
ments, and the shape is related to the distance metric, described in (Bishop, 
2006). Typically, a Gaussian kernel is paired with Euclidian distance
= - ^ e x p { - ^ ^ ) . (2.5)
V27Tcr /  <7
When the kernel is symmetric: Ka{zi — dj) = Ka(dj — z*); there is no effective 
distinction between placing the kernel on the feature vector or placing the kernel 
on a dictionary element. In other words, if the kernel centre coincides with
the position of dictionary element /zj., the kernel value at the feature vector
represents the same probability as if the centre of the kernel coincides with 
that feature vector. Hence, a symmetric kernel allows transferring the kernel 
from the feature vectors to the dictionary element, yielding a Kernel Code-Book 
KCH(.)
KCB(dj )  =  ~yiK^{dE{dj ,Zi ) )  (2.6)
" i= i
The issue of ‘visual word ambiguity’ become particularly significant in high­
dimensional feature space. For example ,if the cluster shape is considered as a 
high-dimensional hyper-sphere, then most feature vectors in this hyper-sphere 
will be embedded in a thin shell near its surface, shown in (Aggarwal et ah,
2001). Consequently, in space for high p, the majority of feature vectors 
will be close to the boundary between dictionary elements, exacerbating ‘visual 
ambiguity’ between dictionary elements.
Codeword uncertainty indicates that one image region may distribute probab­
ility mass to more than one codeword. Codeword uncertainty UNC[’) is
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Codeword plausibility signifies that an image feature may not be close enough 
to warrant representation by any relevant codeword in the vocabulary. Code­
word plausibility PLA{') selects for an image feature vector Zj the best fitting 
dictionary element d and gives that element a score equal to its kernel value 
for that element. Plausibility will give a higher weight to more relevant data 
samples, however it cannot select multiple codeword candidates.
^  i= l
Ka(d{d,Zi)) if d  =  argmind,^Dd(d,z^)
(2.8)
0  otherwise
2 .4 .2  L ocal L in ea r C o d in g
The Locality-constrained Linear Coding (LLC) algorithm, proposed in (Yu, 
2009), encodes each feature vector Zj using a subset of the learnt dictionary 
D, where the subset of dictionary elements is based on proximity to Zj. The 
dictionary can be learnt using k-means clustering section 4.2.1. It builds upon 
sparse encoding, which utilizes a sparse set of dictionary elements based on 
.^i-norm regularization with no restriction on the location of the sparse subset 
of dictionary elements in reference to z^; a comparative analysis is discussed in 
(Wang et ah, 2010). LLC enforces a locality constraint on the sparse subset of 
d .^ It projects Zj to a linear subspace spanned by m <C r  dictionary elements 
di closest to Zj. The focus on LLC is to find an appropriate combination of 
a subset of dictionary elements and it lends relevance to local distribution of 
di, but it is not directly concerned with the actual shape or density of training 
feature vectors in the. proximity of di. Consequently, LLC does not have to be 
utilized as an alternative to but could be used in conjunction with the fuzzy 
encoding methods.
2.4 .3  F ish e r  K e rn e l C o d in g
Fisher Vector Coding (Perronnin et ah, 2010) builds upon Kernel Code-Book. 
For feature vectors Zj, j  G |l ;n j ,  let Ks^(-;di) denote the kernel of di element
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in the learnt dictionary D. A feature vector Zj is encoded as
=  (2.9)
i=l
where a* is the kernel weight, d* is the mean of the kernel, which is also the 
corresponding dictionary element, and 2% is its covariance matrix. The soft 
assignment of zj to kernel d^) is
The Fisher encoding includes the gradients of the kernels in the dictionary. 
Following from (Perronnin, 2008), let /Cj. be the p—dimensional gradient of 
•Ks.(-;di) w.r.t. the kernel mean and let be the p—dimensional gradient 
w.r.t. the kernel standard deviation. These gradients are given as
The gradient vector /C^, which is the Fisher encoding of the feature vectors Z, 
is a concatenation of AE^Sd*) and /Cf., where /C  ^ € R^xpxr
2.5 Estim ation of Structure
Traditional clustering or low-rank matrix factorization methods are all one-sided 
methods - they group vectors based only on the geometric disparity between 
them. However, there are methods that can potentially improve upon one-sided 
clustering by incorporating relevant information from ‘elsewhere’. The key idea
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here is a duality between images and dictionary elements^. Images can be 
grouped based on the distribution of its feature vectors over dictionary elements, 
and dictionary elements can be grouped based on their distribution over images. 
This duality can be exploited to augment grouping dictionary elements based on 
a priori information about grouping of images. The information-bottleneck (IB) 
algorithm achieves this ‘guided’ one-sided clustering (Goldberger et ah, 2002; 
Tishby et ah, 1999). However, IB does require one variable to be clustered in­
dependently before it can be used to guide clustering of the other variable. This 
limitation of IB can be improved upon by grouping both dictionary elements 
and images alternatively and simultaneously by a joint optimization routine.
The method that can learn a model with joint optimization of two variables 
simultaneously is called co-clustering. The next section discusses the gener­
alized co-clustering technique called Bregman co-clustering which attempts to 
minimize the Bregman divergence between the feature data matrix, and the 
resultant co-clustered data matrix.
2.5.1 B regm an D ivergence
Distance or divergence measures are important in several computer vision prob­
lems, such as estimation, detection, and classification. In a typical category 
recognition implementation, a divergence measure is used to compute the sim­
ilarity or dis-similarity between encoded representations of images - typically 
histograms. There are two classes of approaches for measuring distance between 
histograms based on vectors or probability distribution. In the vector approach, 
a histogram is interpreted as a fixed-dimensional vector. Consequently standard 
vector norms such as city block. Euclidean, or Minkowski can be used as dis­
tance measures. Vector based divergences between univariate histograms have 
been used in image indexing and retrieval by (Sawhney and Hajner, 1994). The
^There is a duality in both aspects of feature vector distribution mentioned earlier. The 
parts of a visual category and descriptor subspaces exhibit this duality. The groups of sub­
spaces yield sub-manifolds which are guided by the distribution of values in a feature vector 
across its dimensions. Conversely, parts of a visual category can be grouped by clustering 
feature vectors in terms of their projection on the sub-manifolds.
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Figure 2.2: Bregman divergence, (j) is strictly convex and differentiable. 
d^{x, y) = 4>{x) -  4>{y)— < x —y, V(f){y) > (Banerjee et al, 2007)
probabilistic approach is based on the fact that a histogram of a measurement 
provides the basis for an empirical estimate of a probability density function 
(PDF). Computing the distance between two PDFs can be regarded to be the 
same as computing the Bayes probability. In other words, the divergence is the 
overlap between two PDFs. There are several probabilistic divergence meas­
ures like the Bhattacharyya distance (Kailath, 1967), and the Kullback-Leibler 
distance (Kullback and Leibler, 1951). It generalizes Shannons concept of prob­
abilistic uncertainty or ‘entropy’ and can be interpreted as the minimum cross 
entropy between two distributions. Several probability distributions and asso­
ciated divergence measures are surveyed in (Basseville, 2010; Cha, 2007).
The Bregman divergence between two data points x and y , where x ,y  E: 
illustrated in fig. 2 .2 , is defined as:
d4,(x,y) = 4>(x) -  4>(y) -  (V0(y),x -  y) (2.13)
where (j) is called the generator function and it is differentiable and strictly 
convex. % is a statistical space where co-ordinates of vectors points z E x  encode 
the parameters of statistical distributions. For example, when 0(z) = || z |p and 
z G R^, the Bregman divergence between two vectors x and y is the Euclidean
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distancé between them
dcf,(x,y) = \ \ x - y f  (2.14)
In another example let (j){z) = log The Bregman divergence between
X and y IS
y) = ' ^ X j \ o g { ^ )  (2.15)
j=i %
which is the Kullback-Leibler divergence between x  and y.
There exists a duality between the family of Bregman divergence and the fam­
ily of exponential distributions (Banerjee et al., 2007). So Gaussian distri­
bution is paired with squared Euclidean, multinomial distribution is paired 
with Kullback-Leibler divergence, and Poisson distribution is paired with I- 
divergence, amongst others.
2.5 .2  B regm an C o-C lustering
Co-clustering simultaneously clusters rows and columns of a data matrix. It 
follows an alternating minimization scheme, where at each step in the joint 
optimization routine, row clustering is guided by information in the current 
column cluster, and conversely column clustering is guided by information in the 
current row clusters. Bregman co-clustering was developed in (Banerjee et al., 
2004b) as a generalized co-clustering framework, where any Bregman divergence 
can be used in the objective function, and various conditional expectation based 
constraints can be considered based on the statistics that need to be preserved. 
A key element is minimum Bregman information principle that simultaneously 
generalizes the maximum entropy principle and the least squares principle.
Consider the data matrix Zpxnj which will be co-clustered along rows and 
columns simultaneously. Z =  [zuv]i where Zuv takes value in convex set C. 
So, Z G Given Z, consider random variable Z  that takes values in Z
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based on probability measure p. Let U be random variable that takes values in 
,p} and V  takes values in { 1 ,..., n}. Let (17, K) be distributed according 
to probability distribution /i, where p =  {puv : H i, H i}- A partitioning co­
clustering approach can be defined as:
Cx : p} 1-^ A;}
(2.16)
Cy • {1, • • -, {1 , . . . ,  1 }
Let Ù and V  be random variables in ,k}  and { 1 ;..., Z} respectively. So,
Û =  Cx{U) and V  = Cy{V). Let Z =  [zuv] E be an approximation of data 
matrix Z such that Z depends only upon co-clustering (C%, Cy) and summary 
statistics derived from the co-clustering. The quality of the co-clustering can 
be measured by the expected distortion between Z and Z given by:
A^[d^(z, Z)j — X/t;=l Fuvd(j){Zuv: Zuv)
(2.1T)
=  (Z, Z)
where R  is a separable convex function induced on the matrices
such that the Bregman divergence between any pair of matrices is the weighted
sum of the element-wise Bregman divergences corresponding to the convex func­
tion (j). The co-clustering task is to find (C%, Cy) such that E[d^(Z, Z)] is min­
imized. The expected divergence is equal to the loss in Bregman information:
E[d^(Z,Z)] =  7^(Z )-7^(Z ) (2.18)
where
Z =  argm inl^(Z ') (2.19)
Z'
where Z' is in a class that satisfies certain linear constraints. So, Bregman co­
clustering (Banerjee et ah, 2005) is defined as: Given k,l; Bregman divergence
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dfj,; a random variable Z; and a non-negative measure p over Z  G find
co-clustering Cy) that minimizes:
=argmiiLE;[d^(Z,Z)]
Cx,Cy
=  argmin(/.ÿ(Z) -  iÿ(Z)) (2.20)
Cx ,Cy
= aigm m lJZ)
Cx,Cy
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CHAPTER 3
Learning Sub-Space Embedding
C h a p ter a bstrac t: Image feature descriptor space is typically high-dimensional and sparsely popu­
lated (A dler and Elad, 2012; H uttenlocher et al., 1996). Inform ation relevant to learning a m odel fo r  
a visual category exists in a lower-dim ensional sub-manifold embedded in this feature descrip tor space 
(Fodor, 2002; Kriegel e t a l ,  2009). This chapter focusses on a novel inform ation-theoretic measure 
fo r  structure in the distribution of feature vectors embedded in this sub-manifold. The objective is 
preservation of relevant inform ation in training data leading to an improved visual model (He et al., 
2003). Feature vectors can be embedded using a linear (C ai et a l ,  2011) or non-linear projection  
method (Roweis and Saul, 2000). Linear methods like Eigenvector based embedding (Jolliffe, 2002), 
are traditionally used-in the vision com m unity (Turk and Pentland, 1991), due to their low computa­
tional complexity and ease of im plem entation. Work in (Belkin and Niyogi, 2002b; Tenenbaum et a l ,  
2000) raised in terest in the use of non-linear methods. M otivated by these results, this chapter ana­
lyses several recent developm ents in non-linear projection methods in the machine learning com m unity  
in comparison to linear methods. Instead of an ad-hoc selection of sub-manifold dim ensionality, in­
trinsic dim ensionality estim ation methods ( C am astra and Vinciarelli, 2002; van der M aaten, 2007) 
are used to estim ate category specific lower-dim ensionality. A  novel entropy based measure o f struc­
ture is developed to evaluate preservation o f inform ation in embedded features ( Gupta and Bowden, 
2011). This measure is based on the R ényi entropy of the probability distribution of Minkowski dis­
tances between the embedded feature vectors.
The m aterial in this chapter, in part, is based on the following publication:
Ashish Gupta and Richard Bowden, Evaluating D im ensionality Reduction Techniques fo r  Visual Gat- 
egory Recognition using R ényi Entropy, In Proceedings of the 19th European Signal Processing Con­
ference, Barcelona, 2011.
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3.1 Introduction
An affine covariant local image patch descriptor typically maps features to a 
high-dimensional space. For example, a regular SIFT  feature z lies in 
space. Typically a fraction of the dimensions of z G R^^  ^ have significant in­
formation. To illustrate this, a random sample of D-SIFT features from a 
training image in VOC-2006 dataset is shown in fig. 3.1a. The number of com­
ponents of z greater than a certain threshold r  (0 < r  < 255) is shown in 
fig. 3.1b. The number of dimensions that have a non-zero value has an aver­
age value of about 90. This number continues to drop for increasing value of 
thresholds values 16, 32, and 64. The graphs in fig. 3.1 suggest that relevant 
information for computing a visual model of a category is embedded in a sub­
manifold «S G R^, where p -C 128. Motivated by success of Eigen- faces in (Turk 
and Pentland, 1991),. standard practice in the community is to analyse eigen­
vectors of the distribution of training descriptors to compute an Eigen-space 
of specified dimensionality. It has been demonstrated to improve classification 
performance of visual objects in (Ke and Sukthankar, 2004), who utilized the 
linear projection method of Principal Component Analysis (PCA). However, 
this class of methods is unable to project features in complex non-linear man­
ifolds to an appropriate sub-manifold. The efficacy of a non-linear projection 
method called Isomap in embedding face images on a complex manifold was 
demonstrated by Tenenbaum et al. (2000).
3.1 .1  P rob lem  S tatem en t
Literature on subspace methods for categorization leave some pertinent ques­
tions unsatisfactorily resolved. The first pertains to the dimensionality of the 
sub-manifold. Standard practice is the use of an arbitrary threshold (Ke and 
Sukthankar, 2004) or an empirically determined value that is common to all cat­
egories in the dataset (Cai and Wang, 2011). However, a satisfactory estimate 
should be based on the structure in the distribution of training vectors and this 
estimate should be category specific, in deference to the visual idiosyncrasies of
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D-SIFT feature vectors (500), VOC-2006, image # 000004
(a) A random sample of D -SIF T features of image ‘OOOOOf’ in the training set of Pascal VOC 2006  
dataset. The columns of the m atrix are feature vectors (500) and rows are dimensions (128). The 
value of any vector component ranges from  0 to 255. N o te  th a t  f ig u re  sh o w s c o m p le m e n t o f  th e  d a ta  m a tr ix  f o r  
leg ib ility .
# of dimensions with feature vector component greater than a threshold
I
i
D-SIFT feature vectors (500), VOC-2006, Image # 000004
(b) The fam ily of graphs show the number of vector components fo r  each feature greater than a 
threshold value in the set {0 ,16 ,32 ,64} .
Figure 3.1: The figures illustrate the typical nature of distribution of S IF T  training 
descriptors in feature space. A majority of descriptors have sparse distribution across 
the dimensions. This suggests that information relevant to a visual category is embedded 
in a lower-dimensional sub-manifold G where p <C 128.
each category. Section 3.2 deals with the estimation of intrinsic dimensionality 
of each visual category. The second question relates to choice of projection 
method that best helps improve the visual model. This question is addressed 
in section 3.3. The survey of these methods entails exploratory analysis of two 
important questions regarding feature distribution that is relevant to building a 
category specific visual model. One is the spatial extent of structure in feature 
distributions that is relevant. Global methods, like PC A, learn a projection 
function using features in the entire feature space. Local methods, like LLE, 
use local distributions to learn the projection function. Second is the trade-off 
in the efficacy of projection onto a complex manifold against the computational 
efficiency of linear methods projecting to a simple manifold. The third question
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deals with a quantitative measure of information in the embedded training data. 
Besides measuring the performance of the classification pipeline that is typic­
ally used to assess an embedding method, the information in embedded features 
serves as a pipeline independent tool for comparative assessment. Section 3.4 
describes a novel information-theoretic measure for this purpose.
3.1 .2  C ontributions
The principal contributions in this chapter are:
• Novel adoption of intrinsic dimensionality estimation techniques to es­
timate dimensionality of a sub-manifold, specific to each visual category. 
These techniques analyse different aspects of the training feature distribu­
tion to compute an estimation. The survey of these techniques provides 
a well rounded estimate of intrinsic dimensionality. The difference in es­
timated dimensionality sheds light on the inherent complexity difference 
between categories.
• A novel measure of information in the embedded sub-manifold is de­
veloped to facilitate quantitative comparative analysis of the techniques. 
The measure is based on the Rényi entropy of the probability distribution 
of pair-wise Minkowski distances of embedded features.
• A comprehensive evaluation of fourteen sub-space embedding techniques. 
The selection of techniques is based on spatial extent of distribution con-
• sidered to learn a projection function, which is either local or global dis­
tribution information. This exploration discovers the nature of feature 
distribution in the subspaces that is pertinent to learnt a visual category 
model. The techniques are compared in terms of the novel information 
measure; classification performance; and computational time complexity.
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3.2 Intrinsic Dim ensionality Estim ation
Research in several signal and image processing applications have suggested 
the existence of information pertinent to computing a visual model in a sub­
manifold embedded in the typically high-dimensional feature space (Vidal, 2011). 
A principled approach to estimating the dimensionality of this sub-manifold for 
categorization seems to be missing in the literature, with the exception of a 
few implementations that empirically determined this value. For example, Cai 
et al. (2 0 1 1 ) use linear discriminant projections to empirically evaluate sub­
manifolds of dimensionality ranging in steps from 128 to 30 dimensions; and 
report best comparative performance for 30 dimensions. However, this estimate 
is not based on an inherent dimensionality estimation in the data, which raises 
concerns regarding a learning bias introduced by other modules in the classific­
ation pipeline. In addition, the portability of the estimated dimensionality to 
other learning algorithms working with the same data remains uncertain.
Instead of an empirical approach, a principled approach to the estimation of 
intrinsic dimensionality is motivated by the need:
• of transfer learning between categories in a taxonomy.
• of scalability. The intrinsic dimensionality of a category should remain 
unchanged with increases in training data.
• to estimate dimensionality independent of the classification pipeline, which 
is an issue with empirical approaches.
The simplest approach is to study the eigen-spectrum of the covariance matrix, 
computed from a matrix of training feature vectors. This approach yields an 
upper bound on the estimated intrinsic dimensionality. For an intuitive appre­
ciation, consider a sample distribution of ‘swiss-roll’ data, shown in fig. 3.3a. 
The data vectors are evidently in a complex non-linear manifold of dimension­
ality 2, but this approach will estimate a dimensionality of 3, since it models 
the global distribution rather than analyse local distribution. This approach
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can be modified by analysis of the eigen-spectrum of kernel matrices computed 
by non-linear spectral methods, like LLE. Such methods embed data vectors 
in a very high-dimensional space, where the data is expected to become ‘lin­
ear’, before computing the covariance matrix eigen-spectrum. This modified 
approach could provide a better estimate of intrinsic dimensionality. Besides 
eigen-spectrum analysis, there are other classes of estimators like correlation di­
mension section 3.2.1, and Maximum Likelihood Estimate (MLE) section 3.2.2, 
which utilize a different intuition. Comparative analysis of these different es­
timators could reduce bias in dimensionality estimation.
3 .2.1 C o rre la tio n  D im en sio n
The intuition behind the correlation dimension estimator is that, the number 
of feature vectors in a hypersphere of radius r  is proportional to r^, where 
p is the estimated dimensionality. Following from (Camastra and Vinciarelli,
2 0 0 2 ), it computes the relative number of feature vectors C(r) that lie within 
a hyper sphere with radius r:
2   ^  ^ ^
C(r) =  — 7  TY I r  where =  <
1  if II Zi — Zj II < r
0  otherwise
(3.1)
Since the value C{r) is proportional to r^, it can be used to estimate the intrinsic 
dimensionality p of the data.
1 . CWp = lim  -----r->o logr (3.2)
Since, the limit cannot be explicitly solved, its value is approximated by com­
puting C{r) for two values of r. Estimated dimensionality pcorrDim is the ratio 
of these two values.
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3.2 .2  M axim um  L ikelihood E stim ate
Similar to the correlation dimension estimator, the Maximum Likelihood Es­
timator computes the number of feature vectors { z i,. . . ,  z^} covered by a hy­
persphere with a growing radius r. The number of feature vectors in the hy­
persphere are modelled as a Poisson process. Based on (Levina and Bickel,
2005), the relation between the rate of the Poisson process X{t) and intrinsic 
dimensionality p is
in which /(z ) is the sampling density. Intrinsic dimensionality p around z^  given 
k nearest neighbours is
=  ( j ^ Z ' o S ] ^ )  (3-5)
in which Tk{zi) represents the radius of the smallest hypersphere with centre 
Zi that covers k neighbouring data points.
1  ”
%  = (3.6)
i=l
The estirnation of the intrinsic dimensionality p m l e  of data Z is obtained by 
averaging over the n local estimates pfc(zi).
3.2 .3  E igenvalue estim ate
Eigenvalue based intrinsic dimensionality estimation was proposed by Camastra 
(2003). The intrinsic dimension is determined by the number of eigenvalues that 
are greater than a given small threshold value e.
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3 .2 .4  G M ST  estim a te
The Geodesic Minimum Spanning Tree (GMST) estimator is based oh the obser­
vation that the length function of a geodesic minimum spanning tree is strongly 
dependent on the intrinsic dimensionality p  (Costa and Hero, 2004; Poczos and 
Lorincz, 2005). The GMST is the minimum spanning tree of the neighbour­
hood graph defined on the data Z. Similar to Isomap, the GMST estimator 
constructs a neighbourhood graph Q on the data Z, in which every data point z* 
is connected with its k nearest neighbours Zÿ. The geodesic minimum spanning 
tree T  is defined as the minimal graph over Z, which has length T(Z)
(3.7)
e e T
where T  is the set of all sub-trees of graph Ç, e is an edge, and Qe is euclidean 
distance corresponding to edge e. In GMST estimation, a number of subsets 
A C Z of Z are constructed with various sizes m. Next the lengths L[A) of the 
CMSTs of the subsets A  are computed. Theoretically, the ratio logL(A)/logm  
is linear and approximated by a function of the form y  =  a x - \ - b .  The estimated 
intrinsic dimensionality P g m s t  of Z is expressed in terms of a .
P G M S T  =  z  (3.8)
i  —  (X
3.2 .5  E stim ated  Intrinsic D im en sion ality
This experiment uses the Caltech-101, Caltech-256, Scene-15, VOC-2006, VOC- 
2007, and VOC-2010 datasets. The SIFT descriptors extracted from 8 x 8  pixel 
patches were densely sampled from each image on a grid with step size of 4 
pixels. The images were all pre-processed to grey scale. The SIFT imple­
mentation from (Vedaldi and Fulkerson, 2008) is used here, which is a close 
approximation of the implementation in Lowe (2004). For Scene-15, in accord­
ance with (Lazebnik et ah, 2006), 100 images from each category are used as
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Figure 3.2: Intrinsic dimensionality of visual categories estimated using CorrDim, Ei­
genvalue, MLE, and GM ST estimators. The box-plot shows the mean and variance 
across categories in each dataset. The variance here reflects the difference in the struc­
ture of feature vector distribution across categories. The mean estimate observed across 
datasets is largely similar and reflective of the feature descriptor itself.
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training set and the rest are used for testing. The train, validate, and test 
image sets are provided by the publishers of the VOC-2006, VOC-2007, and 
VOC-2010 datasets (Everingham et ah, 2010). In these experiments, the train­
ing set was used for training and the validate set was used for testing. For 
Caltech-101 and Caltech-256, the training set was 30 randomly selected im­
ages, according to (Fei-fei et al., 2007;'Crifiin et ah, 2007) and the remaining 
used as test images. A random sample of 10000 feature vectors from the images 
in the training set is utilized in a 10 — /pM estimation routine. The results are 
shown in fig. 3.2, where the mean estimated intrinsic dimensionality for all data­
sets is in the neighbourhood of 14 dimensions. The variance in dimensionality 
depicted by the box-plot is indicative of the difference in distribution of feature 
vectors of different visual categories. Consider for example, the Caltech-101 
dataset, wherein visual category ‘wrench’, a simple articulate object, has much 
simpler and repetitive visual content, as compared to another visual category 
like ‘person’, an inarticulate object with significant intra-category appearance 
variation. Intuitively, feature vectors describing ‘wrench’ category are expected 
to be embedded in a lower'dimensional subspace, than feature vectors from the 
‘person’ category.
3.3 M ethods for Sub-space Embedding
Canonical dimensionality reduction seeks to project a p-dimensional feature 
descriptor vector z =  [2 :1 , . . . ,  2 ^]^ to a lower dimensional representation of it, 
s = [si, . . . ,  SkY with k < p, based on some criterion. Typically, the criterion 
is preservation of some geometric structure, which can be global of localized 
to neighbourhood of z. The technique could utilize a linear or a non-linear 
projection function to compute s. Based on these distinctions, the set of tech­
niques considered here are grouped to traditional linear, global non-linear, local 
non-linear, and variants of local non-linear techniques.
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3.3.1 G lobal Linear T echniques 
P rincipal C om ponent A nalysis
PCA (Jolliffe, 2002) constructs a low-dimensional representation of data that 
describes as much of the variance in that data as possible. It projects the data 
onto computed eigenvectors with the greatest variance. It has been successfully 
applied to improve classification performance by (Ke and Sukthankar, 2004) 
utilizing SIFT descriptors. The key benefits of PCA are its ease of implement­
ation and speed of computation.
3.3.2 G lobal N on-linear Techniques
Clobal non-linear embedding techniques attempt to preserve global properties 
of the feature vector distribution, while constructing non-linear transformations 
between the high-dimensional data representation Z and its low-dimensional 
counterpart Y.
M ulti-D im ensional Scaling
MDS (Cox and Cox, 2001) seeks to find an embedding to lower dimensional 
space such that distances between pairs of data vectors is preserved. The quality 
of the mapping is expressed in a ‘stress function’ - a measure of the error 
between the pairwise distances in the low-dimensional and high-dimensional 
representation of the data. Civen n data vectors, let the distance between Z( 
and Zj G MP be ôij. The dissimilarity matrix A of these distances is:
A =
<^1 , 1  ^1 , 2  ' • • ^l,n
^2,1 <^ 2,2 • • • <^2,n
: : ••  :
<^ n,l ^n,2 ^n,n
(3.9)
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The goal of MDS is to find vectors {si , . . . ,Sn} in given A, such that
II Si -  Sj ll^ ~ € Z. ■
Stochastic Proxim ity Embedding
SPE is an iterative algorithm that generates low-dimensional euclidean embed­
dings (Agrafiotis, 2003). It attempts to preserve similarities between ‘related’ 
feature vectors, by minimizing a ‘stress function’ used in MDS section 3.3.2. It 
uses an iterative pair-wise refinement strategy, which attempts to optimize the 
trade-off between preservation of local geometry and minimization of separation 
between distant vectors.
Isomap
Isomap (Tenenbaum et ah, 2000) attempts to preserve pair-wise geodesic dis­
tance - the distance between two points on a manifold, which distinguishes 
it from methods which preserve pair-wise Euclidean distances. The geodesic 
distances between feature vectors {z i , . . . ,  z„} are computed by constructing a 
neighbourhood graph Ç, in which every feature vector Zi is connected with its k 
nearest neighbours Zÿ. Dijkstra’s algorithm is utilized to compute the shortest 
distance between two nodes on Q, which is a satisfactory approximation to the 
geodesic distance between corresponding feature vectors.
Diffusion Maps
Diffusion maps are based on defining a Markov random walk on the graph of the 
data. The concept is derived from the field of dynamical systems. The proximity 
of feature vectors is inferred from aggregate results of random walk trials on the 
graph between nodes corresponding to these feature vectors. Diffusion distance 
is based on this result. The objective is retention of pair-wise diffusion distances 
between embedded feature vectors (Lafon and Lee, 2006). The weights of the
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edges in the graph are computed using the Gaussian kernel function, leading to 
a matrix W  with entries
W ij = eæp( -  (3.10)
Probability of transition between Zj and Zj is recorded in a matrix, computed 
by normalizing W
(3.11)
Utilizing the random walk forward probabilities pf^ for t time steps, the diffu­
sion distance is given as
where, is a term that attributes more weight to parts of the graph with
high density. Since diffusion distance is based on multiple paths through the 
graph, it is comparatively more robust to noise, than the geodesic distance.
Kernel PCA
KPCA computes the principal eigenvectors of the kernel matrix, instead of the 
covariance matrix as in traditional PCA (Hoffmann, 2007). The application of 
PCA in kernel space provides Kernel PCA,the property of constructing non­
linear mappings.
3.3 .3  Local N on-linear T echniques
Local non-linear embedding techniques aim to preserve distribution properties 
of local neighbourhoods around feature vectors.
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Locally L inear E m bedding
LLE is similar to Isomap, in that it constructs a graph, however unlike Isomap 
it embeds to a non-convex manifold (Roweis and Saul, 2000). Local distribu­
tion properties of the manifold are expressed as a linear combination of the 
nearest neighbours of each feature vector. A criterion of LLE is retention of ‘re­
construction’ weights in these linear combinations. The objective of LLE is to 
find low-dimensional global co-ordinates for feature vectors that lie on or near a 
manifold in high dimensional space BP . Embedding using LLE has three parts. 
First find the k nearest neighbours for each feature vector G BP. Then find 
matrix w which minimizes the residual sum of squares R S S  for reconstructing 
each Zi from its neighbours.
n
RSS{w)  =  II Zi -  'Y^WijZj \p (3.13)
i= l  jVi
Finally, compute low-dimensional coordinates to minimize the cost function
^(Y ) =  y](y% -  WijYif  (3.14)
i j = i
where Y  is the embedding for feature vectors Z.
Laplacian Eigenm aps
Laplacian Eigenmaps is a geometrically inspired embedding technique by Belkin 
and Niyogi (2002a). The objective is minimization of distance between each 
embedded feature vector z and its k nearest neighbours. It computes a graph 
Q, where every Zi is connected to its k nearest neighbours. The Gaussian kernel 
function is used to compute a weight for every connected edge in Ç, represented 
by a sparse adjacency matrix W.  To compute embedded vectors Y, the cost 
function is
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=  y](y*  -  Y jf  . (3.15)
ij
where large weights Wij correspond to small distances between the feature vec­
tors Zi and Zj. Minimization of the cost function encourages distance between 
embedding of feature vectors in close proximity to reduce. The minimization is 
cast as an eigen-problem using a degree matrix M  and the graph Laplacian L 
of the graph W . M  is a diagonal matrix, whose entries are the row sums of W . 
L  is the difference between the degree matrix and the sparse adjacency matrix, 
L  =  M W .  Accordingly, the cost function in eq. (3.15) can be expressed as
L{Y) = 2 Y ^ L Y  (3.16)
The embedded vectors Y  are the solution of the the generalized eigenvector 
problem Lv = XMv.  The k eigenvectors Vi corresponding to the smallest non­
zero eigenvalues form Y .
3 .3 .4  V ariants o f Local N on-linear T echniques
The success of non-linear embedding techniques led to development of some 
important variants.
Locality P reserv ing  P ro jec tio n
Locality Preserving Projection (LPP) (He et ah, 2003) combines aspects of 
global linear and local non-linear embedding techniques; computing a linear 
mapping that minimizes the cost function of the non-linear Laplacian Eigen­
maps technique. It builds a graph Q using neighbourhood information of feature 
vectors. The edge weights of Q are
W ij =  “ P ( -
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Next, LPP solves the generalized Eigen problem
(Z -  Z f L ( Z  -  Z)v = A(Z -  Z f M ( Z  -  Z)v (3.18)
where L  is the graph Laplacian, and M  is the degree matrix. The eigenvectors 
Vi corresponding to the k smallest non-zero eigenvalues form the columns of 
a linear mapping T  that minimizes the Laplacian Eigenmap cost function (He 
et ah, 2003). The embedded vectors are expressed as Y  =  (Z — Z)T.
Neighbourhood Preserving Embedding
Similar to LPP, Neighbourhood Preserving Embedding (NPE) (He et ah, 2005) 
minimizes a cost function typical of a non-linear technique but using a linear 
mapping. NPE is a linear approximation to LLE. First it computes a neighbour­
hood graph of feature vectors Z. Next it computes the reconstruction weights 
Wi, as in LLE. The cost function of LLE is optimized by solving the following 
generalized Eigen problem for the k smallest non-zero eigenvalues
(Z -  Z f { I  -  W f { I  - W ) { Z -  Z)v  =  A(Z -  z g ( Z  -  Z)v (3.19)
where /  is a n x n identity matrix. The embedded vectors are computed by 
mapping Z onto the low-dimensional mapping T, expressed as Y =  (Z — Z)T.
Probabilistic Principal Component Analysis
Probabilistic Principal Component Analysis (Tipping and Bishop, 1999) is a 
probabilistic model for PCA which combines local PCA models within the 
framework of a probabilistic mixture in which all the parameters are determined 
from maximum-likelihood using an EM algorithm.
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L andm ark  Isom ap
Landmark Isomap (Silva and Tenenbaum, 2003) is an extension of Isomap. An 
issue with Isomap is the costly global computation utilizing all feature vectors 
Z. Landmark Isomap approximates this global computation, by a much smaller 
set of computations, by using a small subset of the data called landmark points.
S tochastic  N eighbourhood E m bedding
Stochastic Neighbourhood Embedding (SNE) (Hinton and Roweis, 2002) ap­
proximates a probability distribution of feature vectors Z in high-dimensional 
space, with'a probability distribution in the embedded space. It converts Euc­
lidean distances between two vectors and zj into probabilities, that represent 
similarities. The conditional probability p^j that Zi would pick Zj at its neigh­
bour is
where p^i = 0 and the variance of the Gaussian centred around Zi is determ­
ined by a binary search procedure (Hinton and Roweis, 2002). Let Pi denote 
the conditional probability distribution over all the features Z. The embedded 
counterparts and are modelled by similar probabilities
_ ea=P(—  ^ ^
with 0. SNE tries to find an embedding that minimizes the mismatch
between the conditional probabilities and KL-divergence dxL^'-,’) is 
utilized as a measure of mismatch in the cost function C s n e  of SNE
c s N E = ^Khi Pi  II Q i) = (3 .2 2 )
i i 9
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where Qi  is defined in a similar way as C s n e  is non-symmetric and focusses 
on retaining local structure of embedded vectors. SNE has an issue called 
‘crowding’, where moderately dissimilar feature vectors are huddled together in 
the embedding. An improvement over SNE, t-SNE (Maaten and Hinton, 2008) 
avoids this issue by utilizing joint probability distributions P  and Q instead 
of conditional probabilities and qj\i to use a symmetric version of the cost 
function, C t - S N E
Ct-SNE = dKL(PyQ) = ' (3.23)
The use of heavy-tailed Student t-distribution allows moderate distances in 
the high-dimensional space to be projected to much larger distances in the 
embedding, overcoming the ‘crowding’ problem.
3.4 Embedded Entropie Information Measure
Preservation of information relevant to a visual category in the sub-manifold 
yields benefits for learning an effective dictionary. This section introduces a 
novel measure of ‘structure’ in the distribution of embedded feature vectors 
(Gupta and Bowden, 2011). This measure casts the disparity between embed­
ded features as a probability distribution, by normalizing a histogram of all 
pair-wise distances between the embedded vectors. The ‘information-theoretic’ 
measure is the Rényi entropy of this probability distribution.
3.4 .1  R ényi entropy o f pair-w ise d istances
To understand the design of an embedded entropie measure, begin with an 
isometric distribution - data points are equi-distant. Such a distribution lacks 
‘structure’, in the sense that any two randomly selected subsets of the data will 
exhibit identical mutual separation statistics. A distribution with ‘structure’ 
deviates from such an isometric distribution, in that different subsets of this
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Figure 3.3: Rényi entropy: ‘structure’ in samples o f synthetic data: (a) Swiss; and 
(b)Intersect, and real-world data: (c) features from visual category ‘car’ in VOC-2006 
dataset projected using PCA to the same dimensions as the synthetic data. The distri­
bution in Swiss and Intersect is intuitively apparent. In comparison the distribution of 
‘car’ features exhibits a lower degree of structure.
data exhibit different mutual separation statistics. This distinguishing property 
of structured distributions can be estimated by measuring the diversity in the 
set of all pair-wise distances. A measure of diversity could be argued to cor­
relate to a measure of ‘structure’ in the distribution. An intuitive appreciation 
of this observation can be seen in fig. 3.3. It shows two popular synthetic data 
distributions, the ‘swiss’-roll in fig. 3.3a and the ‘intersect’-loop in fig. 3.3b, 
wherein the structure is readily apparent. The third data distribution is a 1000 
random sample of PCA embedded D-SIFT feature vectors of images labelled 
‘car’ in the VOC-2006 dataset in fig. 3.3c. A set of pair-wise distances
are computed for each of the n = 500 data points using the Euclidean dis­
tance metric. Subsequently, Rényi entropy with a  =  2 is computed for the 
normalized histogram ( with 100 bins) of each distribution, shown in fig. 3.4. 
In the experiment, the ‘intersect’-loop distribution (— # —) with Ha =  —19.31 
is estimated to have more structure than the ‘swiss’-roll distribution (—■ —) 
with Ha =  —25.33; and both more than the PCA embedded ‘VOC-2006:car’ 
distribution (—♦ —) with Ha =  —33.03.
Rényi entropy was introduced as a generalization of Shannon entropy. It 
was developed to be the most general type of information measure, which 
preserves additivity of statistically independent systems and compatible with 
Kolmogorov’s axioms of probability, (Principe and Xu, 1999; Renyi, 1960). For 
a discrete probability distribution P  =  {pi,p2 , • ■ ■ iPn} satisfying the conditions
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Figure S.j: Rényi entropy: the normalized histogram of pair-wise distances of synthetic 
and real-world data shown in fig. 3.3. The synthetic data ‘intersect’ (— • —) with 
Ha =  —19.3150 exhibits the highest ‘structure’ in comparison to ‘swiss’ ( - U —) with 
Ha =  —25.3355 and ‘VOC-2006:car’ f—4 - j  with Ha =  —33.0302. The rényi entropy 
reflects both localized as well as global geometry in the distribution of data point, which 
can be observed in the population distribution across the bins o f the histogram.
of Y a=i Pi — 1, and Pi > 0 , VI < i < n, the Rényi entropy of order a  is defined 
as
= (3.24)
i= l
Details of Rényi entropy are described in chapter A. In the limit a  1, Rényi 
entropy reduces to Shannon entropy.
3.4 .2  E ntropie m easure o f subspace m eth ods
The set of subspace methods considered in this dissertation are compared, in 
this section, in terms of the Rényi entropy of the structure in the distribution 
of embedded feature vectors. The method which yields a comparatively higher 
entropie measure, consistent across the datasets utilized here, can be considered 
a viable alternative to PCA when working with visual descriptor data . In this 
experiment the datasets used are Scene-15, VOC-2006, VOC-2007, and VOC- 
2010. The descriptor used is D-SIFT. Training and test data for all the datasets 
is generated in a similar manner to that described in the previous experiment.
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There are two parts in this experiment. In the first part, a subset of the corpus 
of feature vectors from all the training images is collated. A random sample 
of 1 0 0 0 0  feature vectors from all the images in the training set of every visual 
category for each dataset is used here. A projection function for each subspace 
method is computed using this training subset. The computational cost asso­
ciated with learning a projection function is discussed in section 3.4.3. In the 
second part, a Rényi entropy, of the distribution of a random sample of 500 
embedded features of each image in the training set, is computed. The pro­
cedure describing the subspace embedding is discussed in section 3.5. A set, of 
size — , of pair-wise distances between n (= 500) embedded feature vectors 
is computed using the Minkowski metric. The Minkowski metric •), with 
parameter m, between' two vectors k,l E MP, is
p
dM(k,l) = Q 2 \ k j  -  (3.25)
j=i
It is equivalent to the City-Block metric for the parameter m =  1, the Euc­
lidean metric for parameter m  = 2, and the Chebychev metric for parameter 
m =  GO. It is selected, in favour of the Euclidean metric, in part as it is a 
generalization of the Euclidean metric and in part due to concern over the re­
liability of the Euclidean metric in higher dimensions, discussed by Aggarwal 
et al. (2001). The parameter m, in this experiment, is assigned the value of 
the estimated intrinsic dimensionality of the visual category to which the im­
age belongs, which is computed in section 3.2.5. A histogram of 100 bins is 
computed from the set of pair-wise distances. The occurrence frequency
is normalized so it can be utilized as a probability distribution. The nature of 
the embedded feature vector distribution is implicit in the distribution of bin 
populations. If bins with smaller indices have a comparatively larger popula­
tion, then features vectors are predominantly close together. Conversely, large 
population in higher index bins indicates that the majority of feature vectors 
have large mutual separation. Rényi entropy is computed for each normalized 
histogram, with parameter a = 2. The entropie values for each visual category
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is the mean of the estimated entropies of its training images. The average en­
tropie value of all visual categories for each dataset for features embedded by 
subspace methods considered here are listed in table 3.1. To compare the sub­
space methods, an aggregate entropie measure for all datasets is listed in the 
rightmost column of this table. The entropie measures of the subspace meth­
ods LPP, NPE, LLE, and SPE - which utilize local structure - are better in 
comparison to other methods.. To visualize the comparative performance, the 
entropie values in this table are plotted in fig. 3.5. The figure shows a box- 
plot of aggregate Rényi entropy for each of the datasets using the sub-space 
embedding techniques. The reported entropy for each dataset is the average 
entropy of all the categories in that datasets. The variance in entropy amongst 
categories within a dataset is pronounced in the superior performing local sub­
space methods in comparison to global subspace method like PCA. This result 
is important, as it indicates that visual categories have an inherently different 
local structure in their feature vector distribution. Information of this category 
specific structure could be leveraged to improved visual models for visual cat­
egories. LPP has a mean entropie measure across all datasets considered here 
of —4.54, which is promising in comparison to PCA, which is —24.43. Though 
both methods use linear embedding, LPP uses local structure, instead of global 
structure as used by PCA. The structure idiosyncratic to visual content in cat­
egories is expected to be local, especially in D-SIFT space which is huge - a 
dimensional space where each dimension has values in {0, . . . ,  255} lead­
ing to 256^^  ^ possible unique feature vectors. Global embedding of PCA may 
lose more pertinent information than LPP in comparison, which explains the 
significant difference in their entropie measures.
3.4 .3  C om pu tation al C om plex ity
This section reports on the computation cost associated with all the subspace 
methods considered here. If a subspace method excels in preservation of in­
formation in the embedded features and subsequent classification performance, 
but has a very high computational cost, it might be prudent to utilize another
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Figure 3.5: Comparison o f estimated structure using Rényi entropy in sub-space em­
bedded descriptors.
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S u b sp a c e  M e th o d S c e n e l5 V O C 2 0 0 6 V O C 2 0 0 7 V O C 2 0 1 0 A v e ra g e
D ifF usionM aps -14.55 -14.56 -14.49 -14.52 -14.55
F a cto r  A n a ly s is -33.5^ -33.39 -33.44 -33.47
Iso m a p -26.92 -27.25 -27.24 -27.26 -27.11
L a n d m a rk lso m a p -26.11 -26.40 ' -26.41 -26.42
LLE -9.35 -8.16 -8.05 -8.06
L P P -5.23 -3.69 -3.69 -3.69 ~4’54
M D S -23.82 • -23.69 -23.76 -23.77
N P E -9.35 -8.32 -8.32 -8.33 -9.10
P C A . -24.45 -24.40 -24.44 124.44
P r o b P C A -15.33 -15.38 -15.37 -15.37 -15.33
S P E -11.45 -11.41 -11.48 -11.49 -11.51
S y m S N E -16.12 -16.04 -16.07 -16.08 -16.10
tS N E -19.53 -19.37 -19.46 -19.44 - 19.45
Table 3.1: Rényi entropy o f normalized distribution density of pair-wise distances in 
embedded space by different subspace methods for different datasets. The entropie val­
ues, fo r  each dataset and subspace method pair, are aggregates o f the visual categories 
within that dataset. The subspace methods based on preserving local structure - LPP, 
NPE, SPE, LLE  - exhibit a superior performance to other methods.
method with a lower performance but acceptable computational complexity. 
Similar to the experiment described in section 3.4.2, dense-SIFT feature data 
is generated for the VOC-2006, VOC-2007, and VOC-2010 datasets. The time 
taken to learn a projective function for 1 0 0 0 0  randomly selected feature vec­
tors from training images of each dataset and subspace method is reported 
in table 3.2. The experiment was run using Matlah scripts on 3.0 GHz Xeon 
processors, and the computed times are indicative and subject to change on 
different machines, though the comparative trend should be independent of the 
processing engine. The average time across all datasets is shown under the 
Aggregate column in the table for a direct comparison of the methods. As ex­
pected, linear subspace methods, MDS and PCA, are found to be the fastest. 
This result can be visualized in fig. 3.6, which plots the times on a logarithmic 
scale. Of interest here, is the cost of LPP, which is the well below other meth­
ods of its class, that preserve local structure. Although it is more complex than 
PCA, it is candidate for offline systems and more efficient than newer methods 
like SPE, t-SNE, which are orders of magnitude more costly. In addition, LPP 
uses a linear projective matrix, which makes it very fast during operation, once
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it has been trained.
S u b sp a c e  M e th o d V O C 2 0 0 6 V O C 2 0 0 7 V O C 2 0 1 0 A v e ra g e
PC A 0.444 0.357 0.224 0 .2 3 3
LDA 0.990 0.948 0.917 0.643
M D S 0.211 0.215 0.214 0.148
ProbPCA 861 875 8 æ 611
FactorAnalysis 113 116 111 7P.&
Isomap . 7827 7987 7799
Landm arkis omap 217 222 223
LLE 813 890 757 617
DiffusionM aps 4926 5130 4881 3723
K em elP C A 52729 50741. 68566 3P736
Sym SNE , 126050 188320 179230
tSNE 6397 28810 27941 15407
N P E 123 997 948 '505
L P P 31.5 2&^ 213 132
SPE 13142 22524 23141 16038
Table 3.2: Computational time complexity o f sub-space embedding methods for VOC- 
2006, VOC-2007, VOC-2010 datasets. The table shows, in seconds, the time taken 
by a subspace method to learn its projective function on sampled training data. The 
column on the right shows the aggregate performance across all the datasets to facilitate 
comparison o f the sub-space methods. Amongst the global sub-space methods, the fastest 
methods, shown in bold text, is P C  A. Similarly, the fastest local sub-space method, 
shown in bold text, is LPP. It is interesting to note that fo r a local sub-space embedding 
method, LPP is very fast.
3.5 Classification Performance Analysis
An important objective of subspace embedding is the performance gain in the 
classification pipeline. In this experiment, embedding methods are analysed 
in terms of their comparative classification performance. Dense-SIFT feature 
data is generated for the datasets Scene-15, VOC-2006, VOC-2007, and VOC- 
2010. The procedure for train and test data generation is described in previous 
experiments. This experiment proceeds in two stages. In the first stage a 
dictionary is learnt on sampled training data. A universal dictionary of size 1000 
■is computed using a random sample of 1 0 0 , 0 0 0  feature vectors collated from 
training images in each dataset. The dictionary is computed using sparse coding 
(Mairal et ah, 2010) with £i-norm and regularization parameter of A =  10. The
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Figure 3.6: Comparison of the empirical computation complexity of subspace methods. 
The time, in seconds, is the duration of learning a projective function by each sub­
space method on a random sample of feature vectors in each dataset. The plot uses 
a logarithmic scale to accommodate the order of magnitude difference between global 
linear methods like PCA and the local non-linear methods like SymSNE. Though PCA 
is consistently faster than all other methods analysed, it is interesting to note that LPP, 
which is amongst the class of local methods is reasonably fast.
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training routine is run for a maximum of 36,000 iterations. The appropriate 
regularization parameter was determined empirically after a grid search for A G 
{10^^, 10“^ , . . . ,  10 ,^ 10^}. The maximum iterations is set sufficiently high to 
allow the optimization routine to converge within satisfactory tolerance. There 
is no non-negative constraint on the values in the dictionary matrix or the 
coefficient matrix. A similar parameter set is used in feature encoding, with 
A =  10 and no non-negative constraints. A classifier utilized here is SVM 
with RBF kernel implemented in (Chang and Lin, 2011) and the performance 
is reported as mean average precision (mAP). The classification performance 
reported in table 3.3, shows the mAP for each dataset averaged across all the 
categories within that dataset. In addition an aggregate value across datasets is 
provided so that embedding methods can be compared to each other. The best 
performance for each dataset is highlighted by bold text. The mAP values in 
this table are plotted in fig. 3.7. The difference in results for different datasets 
is evident here, though the variation is largely consistent across the subspace
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embedding methods.
S u b sp a c e  M e th o d S c e n e lS V O C -2 0 0 6 V O C -2 0 0 7 V O C -2 0 1 0 A v e r a g e
Diffusion Maps 61.79 69.18 68.91 69.05 67.35
Factor Analysis 62.68 70.38 (# .86 68.44 67.54
Isomap 64.04 71.84 ■ 68.95 64.09 66.77
LLE 58.04 70.21 68.15 68.13 66.13
L P P 6 8 .2 1 7 3 .6 8 72.75 69.14 7 0 .7 4
M D S 59.77 72.58 71.49 7 0 .3 2 68.59
N PE 64.94 72.68 7 3 .1 5 6&85 69.86
PCA 64.80 70.97 70.21 (M#8 68.98
ProbPCA 62.77 70.91 71.80 69.514 68.87
SPE 63.13 64.59 , 70.1501 69.70 67.53
Sym SNE 63.14 69.91 69.94 68.83 68.03
tSNE 56.58 63.91 69.1634 69.10 65.43
Table 3.3: Comparative analysis o f classification performance, measured in mAP, for  
the subspace methods aggregated over all the visual categories in each o f the datasets 
considered here.
3.6 Summary
In this chapter, the sub-spaces of feature descriptor were analysed for inform­
ation which could be leveraged to improve a learnt visual model. For each 
intrinsic dimensionality estimator, the aggregate estimate across datasets was 
found to be in close agreement. This result lends credibility to the estimator, 
the feature descriptor, and the datasets. It indicates that the datasets have 
a balanced sample of training and validation images for its constituent visual 
categories. The difference in average entropie measure between the estimat­
ors reflects the difference in each of the estimators. Within each dataset the 
estimated dimensionality of categories exhibits large variance. This is an im­
portant result, since it validates the motivation for learning category specific 
visual models. It demonstrates that pertinent information for each category is 
indeed embedded in different sub-manifolds and that categories do have idio­
matic visual content. Of the set of estimators used in the experiment here, 
the maximum likelihood estimator is arguably the most useful. MLE estimates 
lie near the average of all the estimators. The mean estimate across datasets
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Figure 3.7; Comparison of classification performance, measured in mAP, for subspace 
methods aggregated over all datasets considered in the experiment here. The result for  
each dataset is the aggregate of the m AP of all the visual categories it contains. In  
this experiment, embedded features using Locality Preserving Projection (LPP) yiel­
ded a consistent performance improvement over other linear and non-linear subspace 
methods. It is evident from the results that the dataset itself biases the classification 
performance, but the trend in performance across subspace methods is consistent.
are close to each other, and the variance in estimate is sufficiently large to ac­
commodate difference in categories without being too large to be unreliable. 
Considering the estimates as a whole, the sub-manifold dimensionality is in the 
neighbourhood of 14, which is much lower than the 128 dimensions of the fea­
ture space. This accentuates the importance of computing a category specific 
sub-manifold when learning a visual model.
Of the set of linear and non-linear embedding methods using global or local 
information. Locality Preserving Projection (LPP) outperformed other embed­
ding methods in the experiments. Of special note is the difference in entropie 
embedded information between LPP ( =  —4.54) and PCA ( =  —24.43). Both 
methods use linear projection, but LPP preserves local structure whereas PCA 
preserves global structure. This large difference implies relevant information 
has local extent. This result guides the design of other learning algorithms 
in this thesis to focus on utilizing information in local distributions in feature
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space.
In regards to the choice of entropie measure, there are alternatives to Rényi en­
tropy. It is a non-extensive measure, which means that the estimate depends on 
the quantity of data. Accordingly, the number of sample embedded feature vec­
tors was kept constant in the experiments. Other non-extensive entropies could 
be incorporated into the embedded entropie measure in future. For example, 
the Tsallis’s entropy (Tsallis, 1995), is one such option.
The results of the experiment on computational time complexity of embedding 
methods corroborates the perception in the community. In a controlled ex­
periment, a global linear method like PCA took 0.23 seconds in comparison 
to a global non-linear method like Kernel-PCA which took 39736.6 seconds. 
Regardless of their performance benefits, when applied to large scale learning 
problems, non-linear embedding methods are prohibitively slow. An interest­
ing discovery, in the same experiment, was the cost of LPP of 132.5 seconds. 
Though higher than PCA, it is comparatively much lower than other embed­
ding techniques with comparable performance, which suggests the viability of 
LPP for large scale learning in future.
One important discovery in this chapter was that information relevant to learn­
ing a visual model is found in local feature distribution. This lesson is used in 
future chapters to design feature encoding methods that focus on local distri­
butions as opposed to using global feature distribution.
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CHAPTER 4
Fuzzy Visual Model Learning
C h a p ter a b strac t: The focus in this chapter, is on the in terpretation  of structure in the local and  
global distribution o f descriptor vectors, and design of visual m odel learning methods that account 
for these structural features. A dictionary leam t using hard-partitioning has an issue called visual 
‘am biguity’ (van G em ert e t a l ,  2010), which relates to the uncertainty and plausibility o f assigning  
a descriptor to a d ictionary element. Fuzzy logic is utilized to design dictionary learning and feature  
encoding algorithms that model this ambiguity to yield  improved perform ance by the classification  
pipeline. A recent unifying work in (Singh and Gordon, 2012) casts several visual m odel learning al­
gorithm s like clustering, sub-space embedding, and encoding as special cases of a m atrix  factoriza tion  
problem. M otivated by this work typical dictionary learning is expressed as a low-rank factoriza tion  
routine. The chapter then introduces the Fuzzy K-M eans m odel (Baraldi and Blonda, 1999) that 
trains a hyper- spherical fuzzy membership kernel fo r  each dictionary elem ent, and dem onstrates it  
improves upon the popular ‘B ag-of-W ords’ model (Csurka et al., 2004). view of the results in  
the previous chapter about the significance of utilizing structure in local distributions, each dictionary  
kernel is adapted to local feature vectors using the Gustafson-K essel algorithm ( Gustafson and Kessel, 
1978), which trains a hyper-ellipsoidal fuzzy membership kernel.
The m aterial in this chapter, in part, is based on the following publication:
Ashish Gupta and Richard Bowden, Fuzzy Encoding fo r  Image Glassification using Gustafson-K essel 
Algorithm, In Proceedings of the IEEE International Gonference on Image Processing, Orlando, 
2012.
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4.1 Introduction
In this chapter, the methods for learning a visual model are cast as types of 
matrix factorization techniques. Note that a visual model, as previously men­
tioned, has the sub-modules of dictionary learning, and feature encoding. In the 
Bag-of-Words model, the dictionary is first learnt from a random sample of the 
corpus of training descriptors, and later each image is encoded separately. Work 
on Non-negative Matrix Factorization (NMF) for learning a visual model, has 
demonstrated value in viewing these modules as coupled (Chen et ah, 2011; Lee 
and Seung, 2000; Liu et ah, 2011) . NMF generates a non-negative represent­
ation of data through matrix decomposition. It is different from other similar 
techniques, such as Singular Value Decomposition (SVD), in its non-negativity 
constraints which lead to its parts-based representation characteristic. A non­
negative matrix V  is factored to matrices W  and H, such that V  ~  WH.  The 
factors W  and H  correspond to a basis set and coefficient matrix respectively^.
In addition to NMF, which encourages a matrix factorization interpretation of 
visual model learning, recent unifying work in (Singh and Gordon, 2012) has 
shown that most machine learning algorithms like clustering, sub-space embed­
ding, regression, and factor analysis can all be interpreted as a low-rank matrix 
factorization problem. Motivated by these results, the fuzzy visual model learn­
ing approaches are developed from the perspective of matrix factorization. The 
step is to recast the ‘Bag-of-Words’ model, which is utilized for comparison 
with new models developed here, in terms of matrix factorization. Accord­
ingly, k-means clustering is re-interpreted as low-rank matrix factorization in 
section 4.2.1.
The next part of the chapter, motivates the use of fuzzy logic based learning. 
The central issue is the ‘hard-partitioning’ of feature space as a consequence of 
using k-means clustering (Jain et ah, 1999). To visualize the issues with hard- 
partitioning, consider an example of the simple real-world data shown in fig. 4.1.
^Each co lu m n o f  V  can  b e  approxim ated  by  a  linear com bination  o f  a ll co lu m ns o f W , 
w eighted  by th e  com p on en ts o f  corresponding colum ns o î  H .
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Figure 4-F  Example o f hard partitioning o f motorcycle data (^ ) (Silverman, 1985), 
using k-means clustering to compute 4 centroids (m)
A popular dataset ‘motorcycle’ is partitioned using k-means clustering to 4 
clusters. The centroids of the clusters (■) are assigned to a dictionary for this 
data. It is evident from the proximity of data points in two neighbouring clusters 
near the separating hyper-plane, that hard partitioning creates an ‘unstable’ 
dictionary, wherein a small change in the position of a data point results in its 
exclusive assignment to a different dictionary element. In other words, addition 
of e noise the data points can potentially alter the dictionary assignment.
Work in (van Gemert et ah, 2010) indicates that hard partitioning leads to 
‘visual ambiguity’. This notion is quantified in terms of visual word uncer­
tainty and plausibility regarding the assignment of feature vectors to diction­
ary elements, illustrated in fig. 4.2a. Hard partitioning uses crisp logic, since 
it assigns each feature vector to exactly one dictionary element, following a 
‘winner-takes-all’ scheme. Based on the position of a feature vector in refer­
ence to neighbouring dictionary elements, its assignment can be considered as 
one of: suitable; uncertain; or plausible. It motivates the use of a function that 
scales the membership of a feature vector to a dictionary element based on their 
separation. Towards this objective (van Gemert et ah, 2010) suggest a ‘kernel 
codebook’ (KGB), where a Gaussian kernel is associated with each dictionary 
element.
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(a) Hard partitioning leads to: suitable (tri- (b) K ernel Codebook ameliorates issues with 
angle); uncertain (square); and plausible (dia- uncertainty and plausibility by weighted as-
m ond) types of assignments. signm ent to words.
Figure Hard partitioning leads to ‘visual ambiguity’ in assignment of feature vec­
tor to dictionary element (van Gemert et a l, 2010). Hard partitioning uses crisp 
logic, since it assigns eaeh feature vector to exactly one dictionary element, following 
a ‘winner-takes-alV scheme. Based on the position o f a feature veetor in reference to 
neighbouring dictionary elements, its assignment can be considered as one of: suitable; 
uncertain; or plausible. It motivates the use o f a function that scales the membership 
of a feature vector to a dictionary element based on their separation. Towards this ob­
jective (van Gemert et a l, 2010) suggest a ‘kernel eodebook’ (KGB), where a Gaussian 
kernel is associated with each dictionary element. Using KGB, assignment of feature 
vectors to dictionary elements is called soft coding and has been demonstrated to lend
performance benefits, im a g e s  fro m  (v a n  G e m e r t  e t  a l., 2 0 1 0 )
While KGB suggest the utility of learning kernels for dictionary elements, the 
success (Chatfield et ah, 2011) enjoyed by kernel based methods like Fisher 
Kernel coding (Perronnin et ah, 2010), Super-Vector coding (Zhou et ah, 2010) 
in recent years has incentivised the learning of kernels for category based visual 
models. These methods belong to the class of generative models (as opposed 
to discriminative models), which learn a membership function (kernel) for each 
basis element. The membership of a feature vector to a basis element is the 
value of the membership function of that basis element applied to that feature 
vector.
The design of the visual model in this chapter combines the ideas of using fuzzy 
logic instead of crisp logic, computing the basis set and encoding as diction­
ary and coefficient matrices, jointly solving for the dictionary and the coefficient 
matrices, and learning a membership function for each dictionary element which 
will be used to encode feature vectors. The first of two new learning methods 
in this chapter is called a fuzzy k-means visual model. In simple words, it is 
a fuzzihed version of k-means, that computes a hyper-spherical cluster instead
4.1. Introduction 67
of the Vornoi tessellation of k-means. It uses the fuzzy k-means clustering 
algorithm and has similarities to KGB, It is demonstrated to improve upon 
hard-partitioning BoW. However, FKM has an issue. It computes the covari­
ance in the entire training data and modulates the fuzzy membership function 
of all dictionary elements equally. While this achieves a certain adaptation to 
the data, the information represents the global distribution of feature vectors. 
The results in chapter 3 emphasized the importance of information, relevant 
to modelling a visual category, in the local neighbourhood of each dictionary 
element. To accommodate this, the Gustafson-Kessel algorithm is used to train 
a fuzzy membership function for each dictionary element individually. As a 
result, the shape and size of kernel for each dictionary element is different and 
reflective of the local structure. This improves upon FKM where the shape of 
the kernel - based on the common covariance matrix - is the same for all dic­
tionary elements. The classification pipeline with the standard ‘Bag-of-Words’ 
model and the new fuzzy k-means model, and Gustafson-Kessel model is shown 
in fig. 4.3.
4 .1 .1  C ontributions
The main contributions in this chapter are:
• Dictionary learning and feature encoding are disjoint modules in popular 
visual model learning approaches like ‘Bag-of-Words’. Inspired by work in 
NMF for object-part recognition (Lee and Seung, 2000), which computes a 
dictionary and coefficient matrix as factor matrices in a joint optimization 
procedure, the design of visual model in this chapter pairs these two 
modules.
• Motivated by (van Gemert et ah, 2010) to address the issue of visual 
ambiguity and the success of encoding methods like Fisher Kernel coding 
(Perronnin et ah, 2010), which utilize a generative model, a Fuzzy logic 
based clustering algorithm was used to learn a hyper-spherical kernel for 
each dictionary element. The kernel is a fuzzy membership function which
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V
Figure 4-3: Pipeline for classification of images has fourmodules: image-set; dictionary 
learning; feature encoding; classification. The Bag-of-Words (BoW) , Fuzzy k-means 
(FKM) and Gustafson-Kessel (G-K) visual models are illustrated here. B oW  utilizes 
k-means clustering for dietionary learning and Fuclidean distance based ‘winner takes 
all’ strategy for encoding images. FKM  and G-K learn a fuzzy membership function  
(equivalent to a generative model) from the training data, which is utilized to encode 
images.
is trained to the distribution and adept at modelling the uncertainty and 
plausibility in assignment of feature vectors to a dictionary element.
• The shape and size of the kernel associated with each dictionary element 
is adapted to the local distribution, in view of the results in chapter 3 un­
derscoring the importance of local feature distributions. The Gustafson- 
Kessel algorithm (Gustafson and Kessel, 1978) is used to train the fuzzy 
membership function of each dictionary element individually to learn 
hyper-ellipsoidal kernels. The dictionary learning and feature encoding 
modules for a Fuzzy K-Means model are developed in section 4.3 with 
empirical evaluation in section 4.3.3. The Gustafson-Kessel visual model 
is developed in section 4.4 and evaluated in section 4.4.3.
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4.2 Bag-of-W ords Visual M odel
The ‘Bag-of-Words’ model uses k-means clustering to compute cluster centroids, 
which are assigned to dictionary elements. Dictionary learning is interpreted as 
a low rank matrix factorization routine, where the rank of the factorized matrix 
is the dictionary size. Dictionary learning and BoW encoding are described 
separately in section 4.2.1 and section 4.2.2 respectively.
4.2 .1  D iction ary  using k-m eans C lustering
k-means clustering computes r  clusters C from data Z and assigns the centroids 
of the clusters /ic to the dictionary D, where every feature vector z ,^ « G |1; n] 
is assigned to one and only one cluster. The objective of k-means is to minimize 
a loss function L(Z;/ic|r),
j=i ieCj
which is the summed squared error of distances between features vectors and 
centroids within each cluster. The cluster centroid is
m  = -nhr ^  Zi (4.2)
i€C,.
where \Cj\ denotes the number of feature vectors in cluster Cj.  Proceeding from 
the work in (Ding et ah, 2005), L(Z;/ic|r) can be re-written as
L(Z;//c|r) =  ^  II Zj 1 1 ^ ^  ^  z'fzj (4.3)
i = l  i '  j = l i , j E C j
The solution of clustering is represented by r non-negative indicator vectors 
H  =  { h i,. . . ,  h j , . . . ,  hr}, where
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JSi
— [Q> • • • ? Q; b  • • • ? lyQ; • • • ; Q] (4 4)
|C.
The loss function can accordingly be expressed as
L(Z-,tic\r) = T r ( Z ^ Z ) - T r { l K z ^ Z n )  (4.5)
This loss function for dictionary learning is of equivalent form to that for k- 
means clustering; demonstrating the link between them.
L(Z ;D ,A ) =  II Z - D A  II
=  Tr(Z^Z -  2D^ZA +  D^D) (4.6)
In order to express D in terms of Z and A, consider the gradient condition 
^  =  —2ZA +  2D =  0, which gives D =  ZA. Substituting this in eq. (4.6) 
gives
L (Z ;D ,A ) =  Tr(Z^Z) -  Tr(ZA)^ZA)
=  T r(Z ^Z ) -  Tr(A ^Z^ZA ) (4.7)
The expression in eq. (4.5) for k-means clustering is similar to eq. (4.7) for
dictionary learning using matrix factorization, demonstrating that k-means is 
subsumed by matrix factorization. The matrix H  =  A describes the assignment 
of feature vectors to clusters and is referred to as the partition matrix.
4 .2 .2  B ag-of-W ords E ncoding
The ‘Bag-of-Words’ encoding for image d is a normalized occurrence histogram 
h of exclusive assignment of each of its feature vectors Zj, j  e  |l ;n ]  to exactly
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one element of a learnt dictionary D. This exclusive assignment is a ‘winner- 
takes-air scheme. The hard partitioned dictionary learnt by k-means clustering, 
is suitable for encoding by this scheme, since the clusters associated with each 
dictionary element utilize the same distance metric and assignment rule as the 
encoding algorithm. In other words, if a feature vector is within the Voronoi 
tessellation of a dictionary element, it will be assigned to that dictionary ele­
ment. The name ‘Bag-of-Words’ is borrowed from the field of text document 
analysis. It scores a histogram h of r bins for a dictionary of r elements, as in 
eq. (4.8), where each bin corresponds to a dictionary element. For each feature 
vector Zj, it computes the Euclidean distance dE(zj,di) between Zj and dic­
tionary element for all dictionary elements and scores the histogram for d% 
closest to Zj.
k* = argmindE(zj,dk)  (4.8a)
l<fc<r
hk* <— hk* +  1, Vj € [ l ;n | (4.8b)
hi =   ^Vi 6  [ l ; r l  (4.8c)
2^7=1 ^3
Certain issues with BoW encoding in terms of loss of information are
• The ‘winner-takes-air scheme ignores all other dictionary elements, re­
gardless of their relative proximity to that feature vector.
• The distance ^ ^ (z j^ d j , where Zj € C{ between feature vectors and dic­
tionary elements is not encoded.
• It ignores the shape, volume, and density of the local feature vector dis­
tribution in the neighbourhood of a dictionary element and that feature 
vector.
Encoding methods which address the first issue are Kernel Codebook (Gemert 
et ah, 2008) and Local Linear Coding (Wang et ah, 2010). The encoding meth­
ods which address the second issue are Fisher Kernel Coding (Perronnin, 2008)
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and a variant of Fisher Kernel called Super-Vector Coding (Zhou et ah, 2010). 
However, the third issue has not been satisfactorily addressed in the literat­
ure. This motivates Fuzzy visual models which can train fuzzy membership 
functions that learn to encode the shape and size of local vector distribution.
4.3 Learning Fuzzy k-means Visual M odel
A geometric interpretation of the dictionary computed using k-means cluster­
ing is à Voronoi tessellation of feature vector space. The clusters are a ‘hard 
partition’ of data matrix Z, following the properties
r
J C i =  Z (4.9a)
. 7 = 1
Ci nCj = 0, i , j  e  [ l;r ]  and i 7  ^j  (4.9b)
0 C c  C Z, 2 e  | l ; r ]  (4.9c)
The elements of the partition matrix A are aij. have discrete values in 0,1 
and satisfy the properties
aij e  {0,1}, i e  | l ; r ]  and j  € |l ;n ]  (4.10a)
r
^ a i j  = 1, j  e 11] nj (4.10b)
i=l
n
0  < < n, 2 G [ l ; r j  (4.10c)
To ‘accommodate’ visual word ambiguity, the partitioning of feature space must 
relax thé constraint on aij in eq. (4.10a), and allow it to have real values in 
[0,1]. Following from eq. (4.10), the elements of a fuzzy partition matrix, with 
change in aij constraints, satisfy the properties
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aij € [0 , 1 ], i € |[l;r] and j  e  |l ;n ] (4.11a)
To compute a dictionary using fuzzy k-means, training feature vectors are col­
lated to a matrix Z. Fuzzy k-means clustering (Baraldi and Blonda,. 1999) - 
similar to k-means clustering - requires pre-specified dictionary size. While k- 
means utilizes a Euclidean metric dg(-, •) to measure distance between cluster 
centres and feature vectors, the fuzzy k-means clustering uses a norm-inducing 
matrix E. The distance between feature vector z and dictionary element d is
(^z(z,w) = (z -  Mc)^S(z - /ic) (4.12)
where cluster centroid fic can be utilized interchangeably with dictionary ele­
ment d. The norm inducing matrix S  is determined in terms of variances 
computed across different dimensions of Z^^’^  as
0 0
0 0
0 0 • .. ( A\ar
(4.13)
V
A fuzzy parameter m  G [l,oo) controls the fuzziness of the resulting clusters. 
Typically m = 2, but can be empirically tuned to the training data.
4.3 .1  Fuzzy k-m eans A lgorithm
The fuzzy k-means dictionary learning algorithm, shown in algorithm (1), min­
imizes the loss function L(Z;D, A) (Bezdek, 1981)
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L ( Z ; D , A ) = y ) y ) ( a i j r d s ( z j , K y  (4.14)
7 =  1 j  =  l
where aij is membership of descriptor Zj in dictionary element /ic-. The mem­
bership is modified by the fuzzy parameter m. Note the difference between the 
loss functions for FKM in eq. (4.14) and for k-means in eq. (4.1). Minimizing 
loss function for FKM entails optimization of both membership of descriptors 
to dictionary elements and the location of the cluster centroids.
Algorithm 1 Fuzzy k-means Dictionary Learning
Input: data matrix Z, dictionary size r, norm-inducing matrix E, fuzziness
parameter m, termination threshold criterion e
Output: dictionary D and fuzzy partition matrix A
t i— 1
repeat
Compute dictionary elements d: 
for 1  < 2 < r  do 
, ( t ) .
Ey=,(og-'*)”
end for
Compute distances d s (z j,/ 2 Cj)'
for 1  < 2 <  r  do 
for 1 < j  <  n do
c(z(Zj, =  (Zj -  
end for 
end for
Update the fuzzy partition matrix A; 
for 1  < j  < n do
if ds(zj,/iCi) > 0 then  
for 1  < 2 < r  do
. ‘H e u ( | ) * ) “
end for 
else
aij given random values for clusters Q where (dg (zj, / / jJ  =  0 ): 
afj = IZJVVif), 1 ), such that 1  <  af^ < 1  and ^fj = 1  
end if  
end for 
until II A^ *) — II< e
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Figure 4-4' Example of fuzzy partitioning of motorcycle data (^), using fuzzy k-means 
clustering to compute 4 (M) centroids.
4.3 .2  Fuzzy k-m eans E ncoding
To illustrate the results of fuzzy k-means, a dictionary computed for the ‘mo­
torcycle’ data is shown in fig. 4.4, where, in addition to the dictionary elements 
(■), the clusters are depicted by contour lines which represent the degree of 
membership to a particular dictionary element.
The shape of the clusters here depends on the norm inducing matrix E  used 
in the algorithm. An identity matrix (E =  I) yields hyper-spherical clusters, 
and when S  is computed using eq. (4.13), the clusters are axis-aligned and 
hyper-ellipsoidal.
Unlike k-means clustering, where the dictionary D is retained but the partition 
matrix A is discarded, when using fuzzy k-means clustering, the fuzzy partition 
matrix is retained for use in subsequent encoding of feature vectors. The par­
tition matrix, shown in fig. 4.5, depicts the shape of the membership functions 
for each dictionary element for the ‘motorcycle’ data.
4.3 .3  C om parative A nalysis o f Fuzzy k-m eans
In this section, a classification pipeline using the Fuzzy k-means visual model 
is compared to using the traditional Bag-of-Words model. In the experiment.
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Figure 4-5: Fuzzy membership functions for fuzzy k-means dictionary elements for 
‘motorcycle’ data, which is utilized for encoding data points. The dictionary has 4 
elements (M), and the data (^ )  shows ‘acceleration’ (y-axis) and ‘time (milliseconds)’ 
(x-axis) from the ‘motorcycle’ data. The degree of fuzzy membership (z-axis) is G [0,1].
datasets utilized are Scene-15 (Lazebnik et al., 2006), VOC-2006 (Everingham 
et al., 2006), and VOC-2010 (Everingham et ah, 2010). The training and test 
image sets for Scene-15 are assigned according to the experiment in (Lazebnik 
et ah, 2006). For both the VOC-2006 and VOC-2010 datasets, the training set 
is the same as the training set provided by the publishers of the dataset, while 
the validation set is used as test set. The feature descriptor is sparse SIFT and 
the implementation is very similar to the original implementation of (Lowe, 
1999). Note that for sparse SIFT, the location of patches is based on a measure 
of information, built into the descriptor, instead of uniform grid sampling as 
was the case for dense SIFT utilized in section 3.4.2. The feature vectors in 
the training and test images are projected to a lower intrinsic dimension using 
PCA, as described in the experiment in section 3.5. For BoW, a dictionary is 
computed from a random sample of 50000 feature vectors from the corpus of 
vectors collated from training images, using k-means clustering, implemented 
in (Balasko et ah, 2005). It is run to convergence. The Fuzzy k-means clus­
tering routine is run for the same dictionary size as BoW. It is run with an 
error threshold of 1 0 “ ^^  on convergence or to a maximum iteration count of 
1000. FKM requires more iterations to converge to a satisfactory dictionary 
than k-means, since it learns both cluster centroids and kernels, while k-means
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only updates the cluster centroids. The fuzzification parameter m  is 2. When 
m  reaches the value of 1  the algorithm works like a crisp partitioning algorithm 
and for larger values of m the overlapping of clusters is tend to be more. This is 
the default value in (Balasko et ah, 2005). In future experiments, this parameter 
will be empirically tuned to the data so that the fuzzy membership function 
learns a better fit to the training data. The encoded image vectors are clas­
sified using an SVM classifier with RBF kernel (Chang and Lin, 2011). The 
comparative classification performance for datasets Scene-15, VOC-2006, and 
VOC-2010 is shown in fig. 4.6, fig. 4.7, fig. 4.8 respectively. The results show 
that Fuzzy k-means achieves a performance improvement for most categories 
in each of these datasets. For Scene-15 dataset, FKM is better for almost all 
categories. For VOC-2006 and VOC-2010, the improvement in performance is 
marginal for most categories and for a minority of the categories, BoW has a 
better performance. The performance for any given category is dependent upon 
the local distribution of feature vectors characteristic of that category, which 
explains why FKM does not perform better for all categories. Another area for 
improvement is adapting the fuzzification parameter to each visual category to 
improve the fitting of the fuzzy membership function of FKM to the distribution 
of that particular visual category.
Analysis of Fuzzy k-means Dictionary Size
This experiment is designed to analyse the effect of dictionary size upon the 
comparative performance of BoW and Fuzzy k-means models. The dataset 
utilized is Caltech-101. For each the category, the training set has 15 randomly 
selected images, according to (Fei-fei et ah, 2007) and the remaining avail­
able images are used for testing. As in the previous experiment, Sparse SIFT 
descriptors are generated for training and test images. The dictionary for BoW 
and FKM is computed with the same parameter set, except for the dictionary 
size. Since the aim of the experiment is analysis of dictionary size, dictionaries 
are computed for sizes in the set {32,64,128,256,512} for both models. A bin­
ary SVM classifier is trained using RBF kernel. Caltech-101 has an additional
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Figure 4-6: Comparative classification performance o f Bag-of-Words encoding vs. Fuzzy 
k-means visual model, for visual categories in the Scene-15 dataset. The graph shows 
the classification accuracy for B oW  (yellow bar, left in the pair) and FKM  (blue bar, 
right in the pair) for each category. FKM  exhibits a better performance for almost all 
categories.
VOC2006
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Fuzzy K-means
Figure f . l :  Comparative classification performance of Bag-of-Words encoding vs. Fuzzy 
k-means visual model, for visual categories in the VOC-2006 dataset. The graph shows 
the classification accuracy fo r B o W  (yellow bar, left in the pair) and FKM  (blue bar, 
right in the pair) for each category. FKM  is marginally better than B oW  in most 
categories and significantly better in a few categories.
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Figure f.S : Comparative classification performance of Bag-of-Words encoding vs. Fuzzy 
k-means visual model, for visual categories in the VOC-2010 dataset. The graph shows 
the classification accuracy for B oW  (yellow bar, left in the pair) and FK M  (blue bar, 
right in the pair) for each category. FKM  is marginally better than B o W  in several 
categories but for a few categories Bo W  outperforms FKM.
visual category: ‘Background’, which consists of back ground clutter images. 
The images in this category are used as ‘negative’ images for a binary classi­
fier, in accordance with (Fei-fei et ah, 2007). The mean classification accuracy 
across all categories for each computed dictionary size is reported in fig. 4.9. 
The aggregate performance of FKM is better than BoW for all sizes used here, 
however the margin of improvement steadily reduces as the dictionary size in­
creases. This result can be explained by the mechanism of the BoW encoding 
scheme. A smaller dictionary suffers a higher quantization error as it has lar­
ger Voronoi tessellations. Consequently, as the tessellation size increases, tlie 
number of feature vectors which are semantically different but assigned to the 
same dictionary element also increases. Clearly this reduces the discriminative 
ability of the BoW encoded representation. FKM also exhibits a small per­
formance improvement with increasing dictionary size, but it does not grow as 
fast as BoW. Since, FKM has trained its fuzzy membership function to distin­
guish between semantically different feature vectors associated with the same 
dictionary element, the improvement in performance by reducing kernel size is
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Figure 4-9: Comparison of performance of Bag-of-Words and Fuzzy k-means using dif­
ferent dictionary sizes for the Caltech-101 dataset. The graph shows the mean accuracy 
across all categories, for B oW  (yellow bar on the left) and FKM  (blue bar on the right) 
for dictionary sizes {32,64,128,256,512}. The aggregate performance of FKM  is better 
than Bo W for all sizes used here, however the margin o f improvement steadily reduces 
as the dictionary size improves.
small, which explains the performance trend for FKM.
4.4 Learning Gustafson-Kessel Dictionary and En­
coding
A key issue of learning a dictionary using fuzzy k-means is the shape of all 
clusters, determined by S , is identical. The distribution of feature vectors, from 
images in different visual categories is different; biased by the nature of visual 
content characteristic of that visual category. Upon computing a universal 
dictionary, with random samples from different categories, the feature space is 
expected to have naturally occurring clusters with different shapes and sizes. 
Therefore the Gustafson-Kessel algorithm (Gustafson and Kessel, 1978) uses a 
dictionary element specific norm-inducing matrix (Babuska et ah, 2002), as 
opposed to a universal norm-inducing matrix S  as in fuzzy k-means.
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4 .4 .1  G ustafson -K essel A lgorithm
The distance measure for the Gustafson-Kessel (G-K) algorithm is modified 
from eq. (4.12) to be
= (4.15)
The loss function, similar to that for fuzzy k-means eq. (4.14), but with the
additional term of S j, is
L(Z; D, A ,{ S J )  =  y ]  II Z; -  di |||^ (4.16)
i=l
Optimization of L(-) in eq. (4.16), is constrained by the determinant of S i
p i  = |S i| , where p i  > OVi (4.17)
The G-K algorithm can adapt the shape and size of each kernel. Since the focus 
is kernel shape, the volume of the kernel is constrained during the optimization 
routine by using a fixed value of pi. Accordingly, the volume of each hyper- 
ellipsoidal cluster is fixed while the shape can adapt to the local distribution in 
the proximity of each dictionary element. Gustafson and Kessel (1978) intro­
duced a term Ff called the fuzzy covariance matrix, used in the computation 
of Si
and Fi is
_ Ej=iK)’"(zj-di)(zj- di)r
The G-K dictionary learning in algorithm (2), is similar to fuzzy k-means in
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Figure 4-10: Example of fuzzy partitioning of ‘motorcycle’ data (^), using G-K al­
gorithm to compute a 4 (M) element dictionary.
algorithm (1 ), with the additional step of computing fuzzy covariance matrices 
for each dictionary element.
4.4 .2  G ustafson -K essel E ncoding
To compare G-K with FKM and BoW, a dictionary learnt on ‘motorcycle’ data 
- similar to section 4.3 - is shown in fig. 4.10. The contour lines, depicting degree 
of fuzzy membership, are evidently shaped in accordance with the distribution 
of data points in the proximity of each dictionary element. The G-K model 
overcomes a couple of issues with FKM. Since FKM is forced to use the same 
kernel shape for all dictionary elements, feature vectors in some clusters are 
assigned an inappropriate fuzzy membership value because the, kernel did not 
adapt to the local distribution in that cluster. The second issue with FKM is 
the location of a cluster centroid depends upon its learnt kernel. Sometimes 
changing the kernel size alone is not enough to prevent the cluster centroid from 
being assigned an incorrect position. Since the G-K algorithm can change the 
cluster shape and size, it has greater flexibility in computing an appropriate 
location for each cluster centroid.
The fuzzy membership functions for each dictionary element, shown in fig. 4.11,
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A lgorithm  2  Gustafson-Kessel Dictionary Learning
Inpu t; data matrix Z, dictionary size r, determinants pi, fuzziness parameter
m, termination threshold criterion e
O utpu t: dictionary D and fuzzy partition matrix A
Initialize A randomly
t y- 1
rep ea t
Compute dictionary elements d: 
for 1  < i < r  do
end for
Compute fuzzy covariance matrices for each dictionary element 
for 1  < i < r  do
F,: =
1
E p .iw r")-"  '
end for
Compute distances d j ^ { z j ,  d i ) :  
for 1  < i < r  do 
for 1  < j  < n do
(zj, d y  = (Z, - d<‘V (laifpi) (z, - df)
end for , 
end for
Update the fuzzy partition matrix A: 
for 1  < j  < n do
if d s . ( z j , d i )  > 0 then  
for 1  < Î < r  do
end for 
else
given random values for every dj where (dsi(zj, d^) =  0 ):
afj = 'RJVV{0,1 ), such that 1  < afj < 1  and afj = 1  
end if 
end for 
until II A(^ ) — ll< e .
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Figure 4-11: Fuzzy membership functions for Gustafson-Kessel dictionary elements for 
‘motorcycle’ data, which is utilized for encoding data points. The dictionary has 4 
elements (M), and the data (^ )  shows ‘acceleration’ (y-axis) and ‘time (milliseconds)’ 
(x-axis) from the ‘motorcycle’ data. The degree of fuzzy membership (z-axis) is G [0,1].
is better tuned to the data points in comparison to that of fuzzy k-means 
dictionary in fig. 4.5.
4.4 .3  C om parative A nalysis o f G ustafson -K essel V isual M odel
In this experiment, the Gustafson-Kessel visual model is compared to the Bag- 
of-Words model. The experiment setup is similar to section 4.3.3. The Scene-15 
, VOC-2006 , and VOC-2010 datasets are utilized in this experiment. Sparse 
SIFT, similar to the implementation in (Lowe, 1999), is used to compute feature 
descriptors from all the images, which are first converted to grey scale. The 
feature vectors in the training and test images are projected to a lower intrinsic 
dimension using PGA, as described in the experiment in section 3.5. A random 
sample of 50000 training feature vectors are used to compute the dictionary in 
the BoW model, using k-means which is run for a maximum of 100 iterations. 
The Gustafson-Kessel model is computed for the same dictionary size as BoW 
for a maximum iteration of 1 0 0 0  with error threshold of 1 0 “ ^^  and fuzzification 
parameter of 2. The k-means algorithm converges close to the optimal solution 
for the training data used in the experiments here within 100 iterations. The G- 
K algorithm must optimize the cluster centroids, the covariance matrix and the
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Figure f . l2 :  Classification performance of Bag-of-Words encoding vs. Gustafson- 
Kessel visual model, for visual categories in the Scene-15 dataset. The graph shows 
the classification accuracy for B oW  (yellow bar, left in the pair) and G-K (blue bar, 
right in the pair) for each category. The G-K model exhibits better performance for  
almost all categories.
fuzzy membership, which requires several more iterations in the optimization 
routine in comparison to k-means clustering. Consequently, the number of 
iterations is greater than for k-means and kept at 1000. A SVM with RBF 
kernel is used for classification. The comparative classification performance for 
the datasets Scene-15, VOC-2006, and VOC-2010 is shown in fig. 4.12, fig. 4.13, 
and fig. 4.14 respectively. The G-K model achieves a performance improvement 
for most categories in each of these datasets. The margin of improvement of the 
G-K model over BoW is slightly more than that achieved by FKM over BoW; 
in the comparative aggregate results for the BoW, FKM, and G-K models.
Analysis of Gustafson-Kessel Dictionary Size
In this experiment, the effect of dictionary size upon the performance of the 
Gustafson-Kessel visual model is analysed in terms of its comparative classi­
fication to the BoW model of the same dictionary size. Both G-K and BoW 
models are compared for dictionary sizes {32,64,128,256,512}. The Caltech- 
101 dataset is utilized in this experiment. The data organization is similar
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Figure 4-13: Classification performance of Bag-of-Words encoding vs. Gustafson- 
Kessel visual model, for visual categories in the VOC-2006 dataset. The graph shows 
the classification accuracy for B oW  (yellow bar, left in the pair) and G-K (blue bar, 
right in the pair) for each category. The G-K model is generally better than B oW  in 
most categories and significantly better in a few categories.
VOC2010
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Figure 4-I f :  Classification performance of Bag-of-Words encoding vs. Gustafson- 
Kessel visual model, for visual categories in the VOG-2010 dataset. The graph shows 
the classification accuracy for B oW  (yellow bar, left in the pair) and G-K (blue bar, 
right in the pair) for each category. The G-K model is marginally better than B oW  in 
several categories, but for a few categories B oW  outperforms G-K.
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Figure 4-15: Classification performance o f Bag-of-Words and Gustafson-Kessel visual 
models for different dictionary sizes using the Galtech-101 dataset. The graph shows 
the mean accuracy across all categories, for B oW  (yellow bar on the left) and G-K  
(bliLe bar on the right) for dictionary sizes in the set {32,64,128,256,512}. The ag­
gregate performance o f G-K is found to be better than B oW  for all the dictionary sizes 
considered here. An interesting result is the margin o f improvement, which is found to 
steadily reduce with increasing dictionary size.
to the experiment in section 4.4.3. The mean classification accuracy across 
all categories for each dictionary size is reported in fig. 4.9. The aggregate 
performance of G-K is better than BoW for all dictionary sizes, however the 
margin of improvement steadily reduces as the dictionary size increases. This 
resembles the result for FKM in section 4.3.3, which indicates that using fuzzy 
membership function outperforms BoW encoding for small dictionary sizes.
4.5 Comparative Analysis of Visual M odels
In this section, the BoW, FKM and G-K visual models are analysed together. 
The importance of this analysis is not in reporting the magnitude of relative 
classification performance benefits, but understanding the relation between per­
formance increment and how each method succeeds in modelling the structure 
in the distribution of feature data. The first part presents a visualization of 
each of the visual models. The second part presents an aggregate performance
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Figure 4-16: Image ‘000017’ in VOC-2006 dataset.
for a dataset to directly compare the three visual models.
4 .5 .1  V isu alization  o f B oW , FK M , and G -K  D iction ary  and  
E ncoding
To lend an intuitive appreciation of the difference between BoW, FKM, and G- 
K visual models, the feature vectors of an image are visualized with reference 
to each of these models. The dataset considered for this experiment is VOC- 
2006 (Everingham et ah, 2006). Sparse SIFT, similar to the implementation in 
(Lowe, 1999), is used to compute feature descriptors from all the images, which 
are first converted to grey scale. For each of the models, a universal dictionary 
is learnt using a random sample of 100,000 training feature vectors. To allow 
visualization, the dictionary size is restricted to 25 and the feature vectors are 
projected to 2 dimensions using PGA. The randomly selected image is shown 
in fig. 4.16. The BoW encoding and dictionary is shown in fig. 4.17.
The dictionary for BoW is learnt using k-means clustering implemented in 
Matlab®. The BoW dictionary is utilized to initialize the dictionary for Fuzzy 
k-means model to assist in the comparison of the two models. The dictionary 
and associated kernels for FKM model is shown in fig. 4.18. The contours of the 
fuzzy membership function for all the dictionary elements are the same shape 
- circular - and similar size. This is a limitation of FKM, which was mentioned 
in section 4.3.2. Finally, the dictionary elements and its kernels of the G-K 
model is shown in fig. 4.19. The G-K dictionary is initialized using the learnt 
dictionary of FKM, which is standard practise to reduce the computational
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Figure 4-17: Bag-of-Words model and image ‘000017’ in VOC-2006 dataset. The dic­
tionary of size 25 (M) is computed using k-means clustering. The feature vectors (^ )  
are projected to 2 dimensions using PC  A.
time for learning a G-K model. The contours of G-K dictionary elements are of 
different shapes and sizes, reflecting the estimation of covariance matrices for 
each dictionary element separately.
Bearing in mind that certain restrictions were placed on the parameters of 
the visual models to facilitate a comparison between them, some of the key 
issues with each of these models are visible in the illustrations. For BoW in 
fig. 4.17, instances of dense distribution of feature vectors across cluster bound­
aries demonstrates the issue of visual word uncertainty raised in (van Gemert 
et ah, 2010). The kernels used by FKM in fig. 4.18 appear to ameliorate this 
issue. Since the position of the dictionary elements were initialized using the 
BoW dictionary, the cluster centroids for both models appear in similar loc­
ations. In this experiment, during the joint optimization routine, the FKM 
algorithm has focussed on training the fuzzy membership function with no ap­
preciable modification to the positions of the cluster centroids. While this is not 
typical behaviour of FKM, this result does raise a question regarding the effect 
of kernel shape on the learning routine. In comparison, the location of cluster 
centroids of the G-K model in fig. 4.19 has visibly adapted to the distribu­
tion. Although not conclusively evident from a visual inspection, the different
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Figure 4-18: Fuzzy k-means model and image ‘000017’ in VOC-2006 dataset. The 
dictionary (Hj size is 25, which is initialized using the B oW  dictionary. The contour 
lines denote the fuzzy membership function associated with each dictionary element.
shape and sized kernels of G-K model suggest better adaptation to the local 
distributions in comparison to the FKM model.
4.5 .2  A ggregate  Perform ance A nalysis
The BoW, FKM, and G-K visual models are compared with each other and 
across datasets to assess over-all improvement in classification performance. 
In this experiment, the VOC-2006, VOC-2010, Caltech-101, and Caltech-256 
datasets are utilized. The generation of feature data and training of visual 
models is identical to the description in section 4.3.3 and section 4.4.3. The 
training and test images for the Caltech-256 dataset were selected in accordance 
to (Griffin et ah, 2007), where 30 images in each category were selected for 
training and the remaining were used for testing. The performance of the 
classifier is measured as classification accuracy. The result for each dataset is 
the aggregate accuracy of all the visual categories of the respective dataset. The 
results are reported in table 4.1. The results for the VOC datasets: VOC-2006 
and VOC-2010 are shown in fig. 4.20a and the results for the Caltech datasets: 
Caltech-101 and Caltech-256 are shown in fig. 4.20b. The BoW model has the 
lowest comparative aggregate performance for all four datasets. In comparison.
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Figure f.19: Gustafson-Kessel model and image ‘000017’ in VOC-2006 dataset. The 
dictionary (H) size is 25, which is initialized using the FKM  dictionary. The contour 
lines denote the fuzzy membership function associated with each dictionary element.
the G-K model is found to have the best classification performance for all the 
datasets. However, the margin of improvement is small. This experiment is 
verification of the idea of using fuzzy membership function as a dictionary 
kernel. Although the implementation has improved classification performance, 
it requires further development to be competitive with state-of-the-art methods.
Visual Model Data Set
V O C -2 0 0 6 V O C -2 0 1 0 C a lte ch -1 0 1 C a lte ch -2 5 6
B o W 0.508 0.524 0.601 0.676
F K M 0.526 0.537 0.619 0.683
G -K 0 .5 2 8 0 .5 4 2 0 .6 2 4 0 .6 8 6
Table f . l :  Aggregate classification performance of the BoW, FKM, and G-K visual 
models for the VOG-2006, VOG-2010, Galtech-101, and Galtech-256 datasets. The 
best performance is shown in bold text. The G-K visual model has the best aggregate 
performance for all the four datasets.
4.6 Summary
In this chapter, visual model learning was cast as a matrix factorization prob­
lem. The factors of a visual feature data matrix were interpreted as a die-
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Figure 4-20: Comparison of Bag-of-Words, Fuzzy k-means, and Gustafson-Kessel visual 
models. The graphs show the aggregate classifieation accuraey for each dataset, com­
puted by averaging the accuracy across all visual categories in each dataset. The G-K 
model (black bar on the right) performs better than the FKM  model (blue bar in the 
middle), which in turn performs better than the B oW  model (yellow bar on the left).
tionary matrix and as a coefficient matrix (Singh and Gordon, 2012). k-means 
clustering was interpreted as matrix factorization. The work on NMF (Lee 
and Seung), suggested the benefit of coupling dictionary learning and encoding 
when training the visual model. The issues of uncertainty and plausibility in 
the assignment of descriptors to dictionary elements, introduced in (van Ge­
mert et ah, 2 0 1 0 ), suggested the incorporation of fuzzy logic to visual model 
learning.
In the FKM and G-K model, the fuzzy membership function associated with 
each dictionary element is interpreted as a kernel associated with each cluster 
centroid. Unlike the FKM model, the G-K model is able to adapt each kernel to 
the local feature vector distribution. In comparative analysis, the G-K model 
demonstrated performance benefits over the FKM and BoW models. The com­
putational cost of training a G-K model is higher than the FKM model, since 
each kernel in the G-K dictionary is individually modified at every iteration 
in its optimization routine. Consequently, choice between the FKM and G-K 
model is a trade-off between computational cost and performance benefit.
One motivation for the development of fuzzy models is learning a kernel with 
flexibility in modelling the local distribution of training descriptors. The FKM 
and G-K models are steps in this direction. Both these models have a fuzzy
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membership function that uses a Gaussian kernel and Euclidean distance. How­
ever, the kernel can be modelled using other fuzzy logic based methods. One 
such method was proposed by Gath and A. B. Geva (1989) who show it to 
be able to detect fuzzy clusters of varying shapes, sizes and densities. This 
method, called Gath-Geva, interprets the training descriptors as realizations 
of p-dimensional, Normally distributed random variables. The distance func­
tion for the Gath-Geva method is chosen to be indirectly proportional to this 
a-posteriori probability. This model can achieve a partitioning of training data 
that is not possible with FKM and G-K models (Hoppner et ah, 1999). Such 
methods will be explored in future work, as they bear the potential for improv­
ing upon the performance achieved by FKM and G-K fuzzy models.
The implementation of both FKM and G-K models in this chapter utilized 
default values for the parameter sets. Potential performance benefits derived 
from tuning these parameters to the training data pose an interesting question 
for future work. The key insight from the work in this chapter is the significance 
of adapting the kernel shape and size to the local distribution for learning a 
model towards visual categorization. State-of-the-art encoding methods like 
Fisher Kernel Coding (Perronnin et ah, 2010) use simple kernels, and focus 
instead on including more information about the relation between feature vector 
and kernel during encoding. Consequently, fuzzy models have the potential to 
complement existing encoding schemes, combining the benefits of both.
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C HAPTER 5
Bregman Co-clustering for Structure Estimation
C h a p ter a bstrac t: In the previous chapter, standard learning techniques like clustering and dim en­
sionality reduction were cast as types of low-rank m atrix faetorization  techniques. A ll these techniques 
however considered only the rows (or only the columns) of the data m atrix  when computing a m atrix  
decomposition.. Work in (Banerjee et al., 2004a; Cho et al., 2004; Dm and Shah, 2007) have dem on­
strated the benefit in using co-clustering fo r  learning a visual model. Co-clustering utilizes inform ation  
in both the row and column vectors of a data m atrix sim ultaneously and thereby exploits ‘structure ’ 
between rows and columns, which low-rank m atrix factorization  techniques can not achieve. In this 
chapter, the data m atrix is form ulated such that the ‘stru ctu re’ is interpreted to be related to categor­
ical equivalence between the vectors of that m atrix. Two special cases o f Bregman co-clustering, the 
inform ation-theoretie and sum-squared residue co-clustering methods are used here. In the firs t part 
of this chapter, a data m atrix of image descriptors is co-clustered to find groups of feature vectors 
and sub-spaces. The structure is used to compute two types of m ultiple sub-spaces dictionaries. In 
the second part, a data m atrix o f encoded feature vectors is co-clustered to find groups of im ages and 
dictionary elements. The structure inferred here is used to compute a ‘to p ic ’ dictionary.
The m aterial in this chapter, in part, is based on the following publications:
Ashish Gupta and Richard Bowden, Unity in D iversity: Discovering Topics from  Words- Inform ation  
Theoretic Co-clustering fo r  Visual Categorization, in Proceedings of 7th International Conference on 
Com puter Vision Theory and Applications, Rome, 2012.
Ashish Cupta and Richard Bowden, Learning a Sem antically Relevant M ultiple Sub-Space Visual 
D ictionary fo r  Object Recognition, in Sparsity, D ictionaries and Projections in M achine Learning 
and Signal Processing Workshop at the In ternational Conference on M achine Learning, Edinburgh, 
gOJg. /
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5.1 Introduction
In previous chapters, a data matrix Z 6  of n training feature vectors was 
used to learn a dictionary D € of size r  and m  image encoded vectors
?{ € The low-rank matrix factorization techniques used previously,
considered either the rows or the columns of Z and D and ignored the latent 
structure in these matrices. This chapter shows that this latent structure can 
be attributed to semantic equivalence between data elements, which can be 
estimated by use of a technique that computes row and column factorization 
simultaneously. Co-clustering techniques, developed in (Banerjee et ah, 2004a; 
Hartigan, 1972), can estimate this structure. It computes a mapping of data 
matrix Z to low-rank row matrix Cx  and column matrix Cy  simultaneously 
in an iterative fashion, where the structure learnt in one mapping is leveraged 
in the computation of the other mapping. In other words, at each step in the 
alternating learning routine, Cj^ is used in the computation of Cy^^ and Cy'^ 
is used in the computation of and so on.
In this chapter, co-clustering is used to estimate groups of semantically related 
variables in two types of data matrices. Firstly, it is used to cornpute a multiple 
subspace dictionary by co-clustering image descriptor vectors Z. The underly­
ing assumption here is that subspaces for feature data of visual categories are 
not independent. These subspaces are semantically related as a consequence 
of the characteristic visual content of the categories. The method seeks to use 
co-clustering to estimate groups of these semantically related subspaces, the 
structure in the dimensions of the descriptor. Each group of subspaces is a sub­
manifold in the feature space. So the method learns multiple manifolds and 
dictionary elements are projected to these manifolds. This method is discussed 
in section 5.3. The second method is used to compute a ‘topic’ dictionary by co­
clustering encoded image vectors In this case, the underlying assumption 
is that dictionary elements are not independent. Each dictionary element is 
associated with a partition of feature space. These partitions are based only on 
the distance between feature vectors and disregard any semantic relationship
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between those feature vectors. In addition to this, each feature vector is an 
image local-patch descriptor. These descriptors individually do not have strong 
semantic information; which means that the same descriptor can be found in 
multiple parts of multiple visual categories. As a consequence, semantically 
related feature vectors are not necessarily, co-located in feature space. This 
means partitioning - specially hard-partitioning - will result in semantically re­
lated feature vectors assigned to different partitions. Each of these partitions 
individually does not have semantic significance but an appropriate groups of 
partitions that contain semantically equivalent feature vectors, together have 
semantic significance. Hence, the dictionary based on groups of semantically 
related partitions is called a ‘topic’ dictionary. (The regular dictionary of the 
feature space partitions is referred to as ‘word’ dictionary. The ‘topic’ is a groiip 
of semantically related ‘words’.) These groups are interpreted as structure in 
the dictionary. This method is discussed in section 5.4.
The co-clustering method utilized in this thesis is Bregman co-clustering. It 
is a generalized co-clustering framework, where any Bregman divergence can 
be used in the objective function, and various conditional expectation based 
constraints can be considered based on the statistics that need to be preserved. 
In this chapter, two types of Bregman co-clustering are used in methods for 
learning a visual model: information-theoretic co-clustering, and sum-squared 
residue co-clustering.
5.1.1 C ontributions
Principal contributions in this chapter are:
• Learning a model for a visual category entails discovery of latent variables 
in feature descriptor data pertaining to the characteristic properties of a 
category. Co-clustering is introduced as a matrix factorization method 
that computes clusters of row and column vectors simultaneously in a 
feature data matrix. Co-clustering is a novel approach to the categor­
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ization pipeline that typically uses only single-sided matrix factorization 
methods.
• Information regarding a visual category could exist in complex structures 
in. the data. A generalized co-clustering framework is adopted in this 
chapter, so that the learning method can scale to the complexity in the 
data as required. Bregman co-clustering is such a generalized framework. 
The information-theoretic (ITCC) and sum-squared residue (SSRCC) co­
clustering methods, which are types of Bregman co-clustering are utilized 
in the experiments in this chapter.
• The image descriptor data matrix is analysed using ITCC and SSRCC co­
clustering methods to estimate groups of semantically related sub-spaces. 
This is used to compute a dictionary on multiple sub-manifolds, which is 
demonstrated to provide classification performance benefits over diction­
ary on a single sub-manifold.
• ITCC and SSRCC co-clustering methods are used to analyse the encoded 
feature data matrix to estimate groups of semantically related diction­
ary elements. This is used to compute a semantically relevant ‘topic’ 
dictionary. The topic dictionary provides structured encoding which is 
demonstrated to yield better classification performance than BoW using 
a dictionary of the same size.
5.2 Co-clustering M ethods
Standard clustering algorithms compute a single sided low-rank matrix factor­
ization. Consider the data Z as a set of instances of feature vectors. The cluster 
prototypes are selected to minimize a reconstruction error. Co-clustering moves 
beyond regular clustering; it considers the data Z as a two-dimensional matrix, 
rather than a set of vectors. Similar to standard clustering, it computes an 
approximation of Z, with a pre-specified number of row and column clusters.
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The . error in approximation, which serves as a measure of quality of approx­
imation, is measured using a family of loss functions, called Bregman diver­
gences. The Bregman family of divergences include the squared Euclidean and 
the Kullback-Leibler divergence. Bregman co-clustering is introduced by Baner­
jee et al. (2007) as a meta algorithm which includes two alternate row-column 
minimization based clustering algorithms - information-theoretic co-clustering 
(Dhillon et al., 2003), and minimum sum-squared residue co- clustering (Cho 
et ah, 2004). Both these co-clustering methods are used to estimate struc­
ture between instances of feature vectors and its dimensions, interpreted as a 
multiple manifold embedding; as well as encoded image feature vectors and 
dictionary elements, interpreted as semantically grouped subsets of dictionary 
elements.
Co-clustering has several useful properties listed in Banerjee et al. (2007). One 
of these properties is particularly relevant to inferring structure in the training 
data. This is the ability of co-clustering to ‘regularize’ individual row or column 
clustering by incorporating information of the other side of the data matrix Z 
in an alternate clustering scheme, where information in rows is used for column 
clustering and vice-versa. This property renders co-clustering desirable even 
when the outcome of only one of row or column clustering is required in the 
processing pipeline.
5.2.1 In form ation-T heoretic  C o-clustering
The feature vectors from training images are collated into a data matrix Timxn^ 
where the rows are instances of the feature vector and the columns are the 
dimensions of the feature vector. The central idea in information theoretic 
co-clustering (ITCC) is to consider Z as an empirical joint probability distri­
bution of two random variables. Co-clustering Z is then posed as an optimiza­
tion problem in information theory, where the optimal co-clustering maximizes 
the mutual information between the clustered random variables subject to con­
straints on the number of row and column clusters. The co-clustering algorithm
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in (Dhillon et ah, 2003) monotonically increases the mutual information at each 
step of the optimization routine. It intertwines the row and the column cluster­
ing. Clustering can be interpreted as a mapping from feature vectors to groups 
of feature vectors (row clusters), or as a mapping from all dimensions of a fea­
ture vector to embedded subspaces (column clusters). The mapping itself is a 
random variable, as different mappings create different row and column clusters. 
To facilitate notational simplicity, let the instances and dimensions of the fea­
ture vectors in Z be denoted by X  and Y.  Accordingly, X  and Y  are discrete 
random variables that take values in the sets { x i , . . . ,  and {y i , . . . ,  yn} re­
spectively. Also let p{X, Y)  denote the joint probability distribution between X 
and Y.  The mapping from rin rows to k row-clusters {x \ , .. :, %}.is denoted by 
Cxi and similarly, the mapping from n columns to I column-clusters , yz}
is denoted by C'y;.
Cx  • • • '  ? ^  ;  • • • 5
’ {2/1 ? • • * 5 2/n} ^  • 5 y{\
For simplicity, let X  denote Cx{X)  and let Ÿ  denote CyiY).  Note that al­
though the rows X  and the columns Y of Z are separately clustered, the map­
pings Cx and Cy depend upon the joint distribution p(X, Y). A crucial aspect 
of C O -clustering is the ‘implicit’ regularization of row clustering X  by columns 
Y and column clustering Y by rows X.  The amount of information that the 
random variable X  contains about Y is the mutual information I{X;Y).  The 
quantization created by co-clustering will result in. loss of mutual information 
I{X\Y)  — /(X ; Y), which is utilized here as a measure of the quality of the 
co-clustering routine. For a geometric interpretation of co-clustering, consider 
the relation between mutual information and Kullback-Leibler divergence. The 
loss in mutual information in terms of K-L divergence is
I [X- ,Y) - I {X- ,Ÿ)  =  dKL{l>{XX), i [X,Y))  (5.1)
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p(x|x) * p(x,y) p(y|y) q(x,y)
Figure 5.1: A pictorial representation o f eq. (5.2), based on the illustration in (Liu and 
Shah, 2007). It depicts the matrix approximation o f p { X , Y )  by q{ X , Y)  in terms o f X
a n d  Y . N o te  th a t  in  th e  f ig u re  x  =  x  a n d  ÿ  =  ÿ
where q{X, Y), is a distribution of the form
g(X, y )  =  p(X , y )p (X |X )p (y |Y )  .where X  € X  , Y  E Y  . (5.2)
To support the notion that q{X,Y)  %p(X, Y), a pictorial representation of the 
matrices is shown in fig. 5.1. In terms of relative entropy dxhipiX, Y), g(X, Y)) 
can be written as
y), ?(%, y)) = y) + + i: (^yin -  if (%, y) (5.3)
The cross-entropy term if(X , Y) is central to co-clustering as it links the map­
pings Cx{X)  and Cy(Y). In low-rank matrix decomposition, this cross term is 
ignored. This distinguishes it from co-clustering. The co-clustering algorithm 
is described in alg. 3. The first step of the algorithms is to compute marginals 
of the approximation q^ using initial co-clusters (c j^ \ Cy ^ ). Next row-cluster 
prototypes ç^*^)(Y|X) are computed using
gC) (y |X) ='gC) (y |X) (5.4)
As the second step of the algorithm the rows of Z are re-organized by ‘re-
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.assigning’ each row to a new row-cluster, whose prototype (Y|X) is closest to 
p(Y\x) in terms of K-L divergence. This idea is reminiscent of Lloyd’s algorithm 
used in k-means clustering. In the the third and fourth step the operations in 
previous steps one and two are repeated for columns, instead of rows, resulting 
in column-cluster prototypes and a re-ordering of the columns. Note that the re­
ordering of rows and columns, in the second and fourth steps, leads to formation 
of blocks in the matrix, which are also referred to as co-clusters. Execution of 
the algorithm is terminated when the change in relative entropy over consecutive 
iterations falls below a pre-specified threshold.
5.2.2 M inim um  Sum -Squared R esid u e C o-clustering
Similar to ITCC, Minimum sum-squared residue co-clustering (SSRCC) is an 
alternate row-column clustering algorithm. Unlike ITCC, instead of K-L di­
vergence, it uses the squared Euclidean distance metric. Given a pre-specified 
number of row and column clusters, the objective of SSRCC is to compute an 
approximation of data matrix Z such that a certain ‘residue’ is minimized. The 
data matrix Z € is partitioned to k row clusters and I column clusters.
The mapping function is
Cr  • . . . ,  } I  ^ • • •, z^.} (5.5a)
C c : { z .i , . . . ,z .n }  { z .i , . . . ,z .z }  (5.5b)
The notations CR{zi.) = Zr. denotes that row z*. is in row cluster z^., and 
Cc(z.j) = z.s denotes that column z.j is in column cluster z.g. For simplicity, 
let I  denote the set of indices of rows in a row cluster and let J  denote the set 
of indices of columns in a column cluster. The sub-matrix of Z determined by I  
and J  is called a co-cluster. The ‘residue’ is defined by Hartigan (1972) as the 
sum of squared differences between the element in the co-cluster and mean of 
the co-cluster. Accordingly, the residue for an element Zij , î 6  [[1; m |, and j  E
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[ l;n |,  denoted by is given as
^ij ~  ^ i j  ~  (5'6)
Cheng and Church (2 0 0 0 ) have defined the residue as,the sum of squared dif­
ferences between each element in the co-cluster Zÿ and the corresponding row- 
mean Zij and the column-mean zjj. The co-cluster mean z /j is added to retain 
symmetry. The residue for Zÿ is given as
^ i j  —  Z ÿ  Z i j  Z j j  - j -  Z j j  ( S ' 7 )
where the means for row-cluster, column-cluster, and co-cluster are
ZU =  (5.8b)
^ij = (5.8c)
The residue matrix S) = f)ij]mxn used here is based on the residue defined in 
eq. (5.7). The loss function in SSRCC is the total squared residue || So ||^, which 
is the sum of the squared residue in each co-cluster Sopj, which in turn is the 
sum of squared residue for each element in each co-cluster, given as
II ^ IP — Zl/,j II ^i,J IP — E  (^ -9)
I ,J  iE l , jE J
To place SSRCC in context of regular clustering, consider t)ij as defined in 
eq. (5.6). Here if / =  n, each column is in a cluster by itself, then || So |p is the 
sum-squared Euclidean distance of every row vector z*. to its row cluster mean 
vector z/., which is the loss function of k-means clustering (section 4.2.1).
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In a manner similar to the use of indicator matrices to introduce a matrix 
factorization interpretation for the clustering, in section 4.2.1, let row cluster 
Zy.., r  E | 1 ;A:] have rows and the sum of rows in each row cluster is m,
so rui = m. Similarly, let that column cluster z.c , c E [1;/] have Uc
columns, then nj = n. Using this, a row indicator matrix is 77. E
and a column indicator matrix is C E R"^^. The column r  of 77. has mr non-zero
entries, each of which is mr  ^ and the row c of C has ric non-zero entries, each
_!■
of which is ric ^. Accordingly, the row indicator 77. has the form
n  =
mi
m 0
0 mg
0 0
m,
m.
(5.10)
The column indicator C has a similar form. The residue matrix So in terms of 
row and column indicator matrices is
sj =  ( I -  n v 7 ') z { i  -  cc^) (5.11)
The rows of TZVTTi give the row cluster mean vectors and columns of ZCC^ 
give the column cluster mean vectors. The proof can be found In (Cho et al., 
2004).
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Figure 5.2: The SIF T  descriptor encodes the image gradients in the neighbourhood o f 
a point in an image (Lowe, 1999). The size of the image patch (shown on the left) is 
either determined from the contents of the pateh, in sparse sampling, or pre-specified, 
in dense sampling whieh is the scheme adopted here. The quantized gradient directions 
(shown on the right for part of the pateh) of gradients Di is recorded in a p{— 128)-6m 
veetor, whieh is the SIF T  feature veetor D for that patch. Figure is adapted from (Lowc, 2004)
The search for a global optimal solution to the loss function || S) |p is a NP- 
hard problem. Therefore the approach adopted by Cho et al. (2004), is to use 
an iterative algorithm that monotonically and alternatively minimizes the loss 
function for row clusters and column clusters, shown in alg. 4. The algorithm 
proceeds in an alternating scheme, which means that the column clustering C 
is updated only after computing the closest column cluster for every column of 
Z denoted by and similarly for row clustering.
Although the procedure in alg. 4 converges, it does not guarantee finding a 
global minimum. Consequently, this algorithm suffers from issues of poor local 
minimum and presence of empty clusters.
5.3 Estim ating Structure in Sub-spaces
In this section, co-clustering is used to estimate structure in feature space in 
terms of groups of sub-spaces that are considered to be semantically related.
The sub-space embedding methods in section 3.3 projected feature vectors to a 
single sub-manifold and considered individual dimensions of the feature vector 
to be independent attributes of multi-dimensional data. These method ignored 
structure between the dimensions of the descriptor. However, there exists a 
relation amongst these dimensions. To understand this, consider a image local
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patch descriptor D. It is a set of encoded image structural elements {Di,. . . ,  Dp} 
- typically quantized image gradients. A pictorial representation of the SIFT 
descriptor depicting this is shown in fig. 5.2. It encodes the image gradients in 
the neighbourhood of a point in an image. The quantized gradient directions 
of gradients is recorded in a p{= 128)-bin vector, which is the SIFT feature 
vector D for that patch.
To appreciate the relevance of this towards learning a model for visual categor­
ies, consider for example, two visual categories: ‘wooden shelves’ and ‘wooden 
fences’. The feature vectors from images labelled ‘shelf’ have a stat­
istically significant population bias in the subset of dimensions associated with 
horizontal image gradient. In comparison, the feature vectors from images la­
belled ‘fence’ zf/^nce) ^ statistically significant population bias in a differ­
ent subset of dimensions that are associated with vertical image gradients. The 
predominance of subset of the feature vector dimensions for a visual category 
translates to embedding of feature vectors to corresponding manifold specific 
to that visual category. The feature vectors and are embedded
in different sub-manifolds in the BP feature space.
Classical clustering methods used to compute a dictionary are based only on 
the location of every feature vector in space. In contrast, subspace methods 
estimate a dictionary based on two properties of every feature vector: the po­
sition in R®, (s < p) space, and the distribution of other feature vectors in its 
neighbourhood. Intuitively, projecting feature vectors to a linear sub-manifold, 
based on eigenvectors with maximum variance, reduces the Euclidean distance 
between ‘similar’  ^ feature vectors and comparatively increases the Euclidean 
distance between ‘dissimilar’ ^ feature vectors. The dictionary learnt on this 
sub-manifold is comparatively more robust to inter-category appearance vari­
ation and feature descriptor noise
^two feature vectors are ‘similar’ if they should to be assigned to the same dictionary 
element. Conversely, two feature vectors are ‘dissimilar’ if they should, to be assigned to 
different dictionary elements.
^there are several sources for descriptor noise, but the one referred to here arises from 
images used in training belonging to multiple visual categories but having a single category 
label. The non-labelled categories in that image give rise to descriptor noise.
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Figure 5.3: Instances of visual category ‘chair’, depicting the issue of intra-category 
appearance variation. The difference between instances, when considered as a whole, is 
large. However, the difference between semantically meaningful parts of the instances is 
comparatively small. This suggests learning of a visual model that compares instances of 
a category as the sum of the differences between corresponding parts of those instances.
The next part of the model is projecting feature vectors to multiple sub­
manifolds. A motivation for learning multiple sub-manifolds is the need to 
address the issue of intra-category appearance variation. An individual visual 
object (and its parts) exhibits appearance variation due to pose transformation. 
A visual category comprises several visual objects. These objects exhibit a large 
difference in appearance from other instances of their category. To illustrate 
this, a set of objects from the ‘chair’ category is shown in fig. 5.3. To model 
this data, the category is considered as a set of semantically meaningful and 
visually distinct parts - rather than a single entity. In the example, chair-legs, 
chair-arms, chair-back are parts of the category. The underlying idea in this 
model is that the parts exhibit a lower appearance variation across instances. 
So for example, consider two instances of a chair: a wooden four-legged chair 
with arms, and a wooden four-legged chair with no arms. The appearance of 
the instances as a whole will be different, but the wooden legs of the two chairs 
have similar appearance. With the aim of comparing parts of an object separ­
ately, the objective of the model is to project feature vectors from parts of a 
visual category to different sub-manifolds. This requires feature vectors to be 
grouped in terms of parts of a visual category they belong to. In this chapter, 
co-clustering is used to analyse structure in the feature vector data to estimate 
the mapping of feature vectors to groups.
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Figure 5.f: Conceptual illustration o f projection to multiple sub-manifolds. The cat­
egory label of feature vectors is colour coded. In space, feature vectors • and • 
are inter-mixed. When projected to different sub-manifolds in R^ space, the expec­
ted cumulative disparity between different feature vectors increases «[R^)] >
E[dg(.,.|R3)]
5.3.1 M u ltip le  Sub-M anifolds
To reiterate, projecting feature vectors Zj € R^ to multiple sub-manifolds is 
based on the intuition that visual characteristics of a category are manifested 
by their feature vectors being embedded in a unique subspace S  C:MP based on 
the ‘distinguishing’ local structure in the image patch descriptors D; and that 
each category has multiple visually distinct object-parts, which implies that a 
single subspace is unsatisfactory to accommodate the intra-category appearance 
variance. To improve a learnt universal discriminative dictionary, the expected 
distance between dissimilar feature vectors must increase and between similar 
feature vectors decrease, so that each dictionary element is associated with a 
cluster that has a biased membership of one visual category. This is illustrated 
in fig. 5.4.
For feature vectors z* and z* in data matrix Z G R^, the cumulative distance 
between dissimilar feature vectors is  ^dg(z ', z"). These feature vectors are 
projected to k subspaces Si, I G [[1; A:], where the cumulative distance is
E ^e(z,'|5 ,. where = Zj • Si, and = z, ■ Sg (5.12)
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A better separability is found when the cumulative distance between dissimilar 
vectors in the projected subspaces increases
(5.13)
The increased separability (eq. (5.13)) is empirically supported using evaluation 
with a K-NN classifier (Boiman et ah, 2008). If the expected distance between 
dissimilar vectors has increased relative to the intra-category distances, then a 
K-NN classifier should yield a performance improvement.
5.3.2 M u ltip le  Subspace E stim ation  using C o-C lustering
This section discusses the implementation of the method to estimate mul­
tiple sub-manifolds using co-clustering. It estimates a set of sub-manifolds 
{<Si, . . .  ,Sk}’ A random sample of feature vectors from images in all the visual 
categories in a dataset Z is utilized to estimate these sub-manifolds. An ex­
ample of Z, shown in fig. 5.5a, is a matrix of 500 densely sampled D-SIFT feature 
vectors from Scene-15 dataset. Co-clustering requires the number of row and 
column clusters to be pre-specified. In fig. 5.5 for example, 10-row and 10- 
column clusters are computed using ITCC. The subspaces Si G * E [1;A:] 
computed using co-clustering are disjoint and Y ^ iP i  =  p . The rows and columns 
of Z are re-ordered according to the the computed row and column mapping 
matrices Cx  and Cy. The presence of co-clusters in Z is apparent in the 
re-ordered matrix in fig. 5.5b. There are two types of dictionaries that are for­
mulated here based on the method of projecting features z to the sub-manifolds 
and the dimensionality of the dictionary. The first type of dictionary is sim­
ilar to principal components, computed by linear projection of the features to 
the computed sub-manifolds (section 5.3.3). The second type of dictionary is 
a sparse dictionary, computed by projecting each feature vector to exactly one 
sub-manifold in a ‘winner-takes-all’ strategy (section 5.3.4).
1 1 0 Chapter 5. Bregman Co-clustering for Structure Estimation
Scene-15 D-SIFT, 500 feature vectors of 128 dimensions
feature vectors
fa j Random sample of 500 dense sampled D -SIF T feature vectors, each of 128 dimensions, from  
Scene-15 dataset.
Information-Tfieoretic Co-Clustering of Scene-15 D-SIFT 500x128 into 10 row and 10 column clusters
feature vectors
(b) Reordered rows and columns of the 500 X 128 feature vector m atrix of Scene-15 data shown in 
fig. 5.5a
Figure 5.5: The 500 feature vectors in fig. 5.5a are grouped using ITC C  to compute 10 
row and 10 column clusters. The rows of the matrix correspond to dimensions and row- 
groups correspond to estimated sub-manifolds. The columns of the matrix are instances 
of the feature veetors and column-groups correspond to conventional clustered feature 
vectors. The eomputed clustering matrices C x  and C y, discussed in section 5.2.1, are 
utilized to re-order the rows and columns, and the reordered matrix is shown in fig. 5.5b.
T h e  c o lo u r-b a r  shovis th e S I F T  va lu e  ran g in g  fro m  0 to  2 5 5 . T h ese  va lu es  h ere a re  in v e r te d  f o r  th e  sa k e  o f  v is ib il i ty .
5.3 .3  M ultip le  Subspace D ictionary
The feature vectors in data matrix Z G are projected to sub-manifolds
{tSi, . . .  ,Sk}. An embedded feature vector z G R^, denoted as z^, is
(5.14)
The sub-manifolds {5i , . . .  ,Sk} are of dimensions {pi , . . .  ,Pfc}, where Yl^^iPj — 
p and
.Pi (5.15)
The difference between this approach and PCA is apparent in fig. 5.6. PCA
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Universal PCA Dictionary : VOC-2006 : D-SIFT : 10 x 500 : PCA + Kmeans
(a) Universal principal components dictionary U lpcA  G dataset VOC-2006 computed
by first projecting D -SIF T  data  Z G j^i2 8 xiooooo ]^ Q principal eigenvectors using P C A  and sub­
sequently using k-means clustering to compute a 500 elem ent dictionary. The SIF T value is encoded 
on a grey scale in the range [0, 255]. T h e g r e y s c a le  is  in v e r te d  f o r  v is ib i l i ty  on  a p r in te d  page.
Universal CC Dictionary : VOC-2006 : D-SIFT : 10 x 500 : SSRCC + Kmeans
(b) Universal dictionary F>m s s  G dataset VOC-2006. Sum-squared residue co-clustering
is used to compute 10 row and column clusters in D -SIF T data  Z G j^i2 8 xiooooo rvhich is then  
projected to the 10 subspaces, k-means clustering then computes a 500 elem ent dictionary.
Figure 5.6: Universal multiple sub-manifold dietionary D .  e j^ioxsoo VOC-2006 
using PCA and multiple sub-manifolds. The distribution of S IF T  values from top to 
bottom in the rows of D p c a  depiet the steadily decreasing significance o f dimensions. 
In comparison, all the rows of T)m s s  appear to be of equal significance in terms of the 
SIF T  values.
projects the feature vectors z onto eigenvectors and selects a fraction of /c < p 
dimensional components to represent each vector. Each eigenvector is of de­
creasing significance and information is lost in the truncation of dimensions, 
seen in fig. 5.6a. The criterion is variance in the distribution of feature vectors 
in the eigenvector and not related to estimation of semantic relation between 
the p dimensions of z. In comparison, this approach projects z onto a set 
{<Si,. . .  ,Sk} based on estimated semantic relation between the p dimensions. 
PCA ranks individual subspaces whereas the sub-manifolds have equal signi­
ficance. A visual category has multiple parts that are visually distinct, which 
makes multiple sub-manifolds better than PCA. Dictionaries learnt using PCA 
and multiple sub-manifolds are empirically evaluated to understand the differ­
ence between these approaches in terms of classification performance.
Evaluating M ultiple Sub-Manifold Dictionary
In this experiment dense-SIFT feature data is generated for datasets VOC- 
2006 and VOC-2007. A random sample of 100000 feature vectors from all the 
images in the training set of every visual category for each dataset is used here.
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C 3  Diet: 10x1000 
MSSD:(i): 5x1000 
MSSD:(r): 5x1000
Data Set
(a j Comparison o f D p c A  6  R ioxiooo, O m s s - i t c c  G RSxiooo^ ond 'Dm s s - s s r c c  G R^xiooo
Diet; 10x1000 
MSSD:(i): 10x1000  
MSSD:(r): 10x1000
Data Set
(b) Comparison o f D p c A  G R^Oxiooo^ F>m s s - i t c c  G Rioxiooo^ and T>m s s - S s r c c  G Rioxiooo
Figure 5.7: Performance of dictionary I f  p c a  G I^ioxiooo computed using PCA + k- 
means (yellow bar on the left) with multiple sub-manifold dictionary T>m s s  G 
computed using information-theoretic co-clustering (black bar in the centre) and sum- 
squared residue co-clustering (green bar in the right). The graph shows the Fi-score 
averaged over all visual categories in the VOC-2006 and VOC-2007 datasets.
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A projection function for PCA is computed using this training subset. It is also 
used to compute co-clusters using information-theoretic co-clustering and sum- 
squared residue co-clustering. Another random sample of 100000 feature vectors 
are selected in a similar manner for learning a universal dictionary for each of 
the datasets. PCA is used to learn a projection function for sample training 
data. For Y>pcA E R^Oxiooo dictionary, this training data is projected to 10 
dimensions. Subsequently, k-means clustering, implemented in M ATLAB® ,  
is used to compute a dictionary of 1000 elements. This data is projected to 
multiple sub-manifolds using the procedure discussed in section 5.3.3. Next 
k-means clustering is used to compute 1 0 0 0  element dictionaries B>m s s - i t c c  
and B>mss-ssrcC' The BoW model is used to encode training and test images 
using each of the three learnt dictionaries.
A k-NN classifier is used to classify the test images, instead of an SVM clas­
sifier which is a comparatively stronger classifier. The justification for use of 
the k-NN classifier lies in the purpose behind this experiment. The objective 
here is grouping semantically related data elements by projecting them to a 
semantically relevant subspace where mutual separation between similar data 
elements is reduced. Stated formally, the objective is to project image feature 
vectors hy\; G computed using visual words Dyy, to the image feature
vectors hp  G computed using visual topics D 7 -, such that on average
the distance between h from the same visual category C is reduced and distance 
between h from different visual categories is increased. This objective is stated 
in eq. (5.16). If this objective is achieved then a k-NN classifier, which considers 
the category label of k nearest training image feature vectors, should indicate 
an improvement in performance for a classifier using image-topic vectors hp  
over a classifier using image-word vectors /lyy.
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E
E
YYi,j dE{hy^, hyj) 
EiGC+jGC- dE{h\^, h\^)
Y2i,j dE{hy\p, hyY)
< E
Yli,j dE(hj-, hÇ) 
2 Z *G C + JG C - dE{h^ p 1 hif)
(5.16)
Y2i,j dE{hij-, hip)
The classification performance is measured in terms of Fi-score, instead of 
the mAP that is used in other experiments. Unlike other experiments that 
use an SVM classifier, this experiment uses a k-NN classifier which predicts 
binary values, and consequently the precision-recall curve would consist of two 
points, which renders the mAP^ as an ineffective measure here. Instead, the 
jFi-score is used, which is the harmonic mean of precision and recall. It is also 
popularly used to measure classifier performance in retrieval and classification 
applications.
El =  2 precision x recall 
precision -P recall (5.17)
The comparison of the three dictionaries D f  C A ; f f > M S S - i T C C ]  f f ^ M S S - S S R C C  
for both datasets VOC-2006 and VOC-2007 is shown in fig. 5.7. To under­
stand the relation between dictionary performance and number of sub-spaces 
the dictionary T > m s s  was learnt using two sets of co-clusters: 5 sub-manifolds 
shown in fig. 5.7a; and 10 sub-manifolds shown in fig. 5.7b. With the exception 
of T > m s s - i t c c  for VOC-2006, the multiple sub-manifold dictionaries T > m s s  
exhibit a performance improvement over Dp^yi for both datasets and set of 
sub-rnanifolds.
The results demonstrate that the multiple sub-space dictionaries perform better 
than the single subrspace dictionaries across datasets and number of subspaces. 
The difference in results between the VOC-2006 and VOC-2007 datasets is in­
dicative of the inherent difference between these two datasets. The results of 
dictionaries using SSRCC is generally better than dictionaries using ITCC for
^m AP is app roxim ately  th e  area under th e  precision-recall curve
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VOC2006
Diet: PCA: 1000 
MSSD:(I): 1000
Number of Subspaces
(a j Comparison of D p cA  G R^oxiooo TIm s s - i t c c  G R  xiooo ^ging inform ation-theoretic  
co-clustering.
VOC2006
Diet: PCA: 1000 
MSSD:(r): 1000
5 10 20 30 40 50
Number of Subspaees
( b )  Comparison of T > p c a  G R i o x i o o o  T I m s s - s s r c c  G R ' x l o o o  sum-squared residue
C O -clustering.
Figure 5.8: Comparison of lDpcA  G R io x io o o  D m ss  G R^xiooo^ using IT C C  
fig. 5.8a and SSRCC fig. 5.8b. Number o f sub-manifolds s G {5,10,20,30,40,50}. 
The graphs show the Fi-score averaged over all 10 visual categories in the VOC-2006 
dataset.
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these datasets. Nevertheless, the comparative performance of the co-clustering 
methods depends upon the datasets considered and these results do not con­
clude that SSRCC is always better than ITCC. These results however, do sug­
gest that C O -clustering methods that use different divergence measures should 
be considered for different datasets.
Analysis of number of sub-manifolds
In this experiment the effect of number of sub-manifolds is analysed for both 
co-clustering methods. The dataset used is VOC-2006. The SIFT feature data 
generation and dictionary computation use the procedure described in the pre­
vious experiments. Both co-clustering methods: ITCC and SSRCC are utilized 
to compute co-clusters of sizes in the set {5,10,20,30,40,50}. Multiple sub­
manifold dictionaries D m s s  E  for s € {5,10,20,30,40,50} are com­
puted for each of the sub-manifolds. The dictionary computed using k-means 
clustering on PCA embedded feature vectors DpcA is utilized for baseline com­
parison in the results. The performance for D m ss  using information-theoretic 
co-clustering is shown in fig. 5.8a and performance for D m s s  using sum-squared 
residue co-clustering is shown in fig. 5.8b. The dictionary size is 1000 and per­
formance is measured as Fi-score by a k-NN classifier. The parameters of the 
classifier are 1 0  neighbours. An interesting result in fig. 5.8 is the trend in classi­
fication score of the two types of sub-manifold dictionaries with increasing num­
ber of sub-manifolds. The dictionaries using ITCC exhibit an improvement in 
performance, whereas dictionaries using SSRCC show a decreasing trend. The 
reasons for this behaviour is not known and requires further scrutiny. Both 
the implementation of the co-clustering algorithm and the divergence measure 
that it uses can influence the estimation of latent semantic structure. The co­
clustering methods in the experiments here use the Euclidean distance and the 
K-L divergence, but there are several other divergences that could potentially 
help provide better semantic structural information.
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Universal Dictionary : VOC-2006 : D-SIFT : 128x500 : Kmeans
(a) Universal dictionary  D  G r128x500 yg,,. dataset VOC-2006 computed using k-means clustering for  
data  Z G r 12 8 xiooooo SIF T value is encoded on a grey scale in the range [0,255].
Universal Submanifold Dictionary : VOC-2006 : D-SIFT : 128 (10) x 500 : SSRCC + Kmeans
dictionary [500]
(b) Universal sparse subspace dictionary  D 5 5 5  G r128x500 yg,. dataset VOC-2006. Sum-squared 
residue co-clustering is used to compute 10 row and column clusters C x  and C y  in D -SIF T  data  
Z G r 1 28x 100000 k-means clustering is used to compute a 500 elem ent dictionary  D . Each elem ent 
of this dictionary is then projected to one subspace using a ‘w inner-takes-all’ strategy.
Universal Submanifold Dictionary : VOC-2006 : D-SIFT : 128 (10) x 500 : SSRCC + Kmeans
dictionary [500]
(c) The dictionary in fig. 5.9b D s s s  G R i28x600 re-ordered using C x  to group the subspaces.
Figure 5.9: Universal dictionary for VOC-2006 D -SIFT training data, computed using 
k-means clustering and then projected to multiple sub-manifolds.
5.3 .4  Sparse Subspace D ictionary
The underlying idea in sparse subspace dictionary is that data for a visual 
category has sparse loading amongst the set of subspaces. For feature vectors 
Z G in terms of the number of subspaces, there is at one extreme a
single sub-manifold Si G R^^, pi < p, and at the other extreme, there are p 
subspaces {<Si,. . .  ,<Sp}, with each subspace of dimension Si G R \  Vi G |[l;pj|. 
The number of sub-spaces relevant to a visual category lies between these two 
extremes. Therefore sub-space embedding methods try to find an appropriate
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sub-manifold. However, a visual category exhibits large intra-category appear­
ance variation, which was discussed previously in section 5.2.2. This means 
the appropriate sub-manifolds for any two feature vectors from a category are 
different. The single sub-manifold computed using subspace embedding meth­
ods is a best fitting compromise between all the feature vectors in the training 
set. To overcome this issue, the approach of sparse subspace dictionary is to 
use the full set of p subspaces, but individual feature vectors are projected to 
a different sub-manifold. For data Z € the sparse subspace dictionary
of r  elements D sss  E is in the same feature space. A visualization of
a regular universal dictionary D 6  Ri^sxsoo ^qq elements for D-SIFT fea­
ture vectors of 128-dimensions of dataset VOC-2006 is shown in ffg. 5.9a. For 
comparison, a corresponding sparse subspace dictionary D sss  E Ri^sxsoo jg 
shown in fig. 5.9b. The same dictionary with re-ordered sub-spaces, is shown 
in fig. 5.9c, where the presence of blocks of sub-spaces is readily apparent.
5.3.5 E valuating Sparse Subspace D iction ary
In the following experiments, sparse subspace dictionary is analysed for, clas­
sification performance in comparison to a regular dictionary, and effect of the 
number of sub-spaces.
E valuating  classification perform ance
In this experiment, feature generation is similar to that in the experiment for 
multiple subspace dictionary in section 5.3.3. A random sample of 100,000 
feature vectors from training images is utilized to compute the dictionaries. A 
dictionary of 1000 elements D G Ri^sxiooo jg computed using k-means cluster­
ing. The ITCC and SSRCC co-clustering methods are used to group the 128 
dimensions of the descriptor to groups of 5 or 50 co-clusters. The co-clusters 
are used to project the learnt dictionary D to sub-spaces according to the pro­
cedure described in section 5.3.4 to compute D s s s - i t c c  and D s s s s s r c c -  
The dictionaries are used to compute BoW encoded feature vectors. Images
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Figure 5.10: Comparative classification performance of dictionary D  G  ]r 1 2 8 x i o o o  
computed using k-means (yellow bar on the left) with multiple-sub space dictionary 
D s s s  G  ]R ,i28 x i o o o  using information-theoretic co-clustering (black bar in
the centre) and sum-squared residue co-elustering (green bar in the right). The graph 
shows the Fi-score averaged over all visual categories in the VOC-2006 and VOC-2007 
datasets.
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are classified using a k-NN classifier, where the number of neighbours is 10. 
Classification performance is measured in terms of jPi-score. The comparison 
of the three dictionaries D; D s s s - i t c C ,  D s s s s s r c c  for both datasets VOC- 
2006 and VOC-2007 is shown in fig. 5.10. The dictionary D sss  was learnt using 
two sets of co-clusters; 5 (fig. 5.10a); and 50 (fig. 5.10b). Both the dictionaries 
D s s s - i t c c  and D s s s - s s r c c  exhibit a performance improvement over D for 
both datasets.
It is interesting to note the difference in performance between dictionaries learnt 
using ITCC and SSRCC for different number of co-clusters. In the case for 5 co­
clusters, D s s s - i t c c  has a better aggregate classification performance in com­
parison to D s s s - s s r c c  for both VOC-2006 and VOC-2007 datasets. However, 
in contrast for the case of 50 co-clusters, the reverse is true with D s s s - s s r c c  
exhibiting a better performance for both datasets. The results of this exper­
iment verify the efficacy of the sparse subspace dictionaries. It also raises a 
question regarding the appropriate number of co-clusters for the sparse sub­
space dictionaries. The effects of different numbers of co-clusters in analysed in 
the following experiment.
Evaluating number of co-clusters
The VOC-2006 dataset (Everingham et ah, 2006) is utilized in this experi­
ment, which analyses the effect of number of co-clusters. The data acquisi­
tion and dictionary computation follow identical steps to that described for 
the previous experiment here. Both co-clustering methods: ITCC and SSRCC 
are utilized to compute co-clusters of sizes {5,10,20,30,40,50}. Sparse sub­
space dictionaries are accordingly computed for each of these sets of subspaces 
D sss  E r 1 2 8 xiooo^  for s € {5,10,20, 30,40,50}. The dictionary D is utilized 
as baseline comparison in the results. Similar to the previous experiment, the 
dictionary size is kept at 1000 and performance is measured in terms of Fi~ 
score using a k-NN classifier with 10 neighbours. The performance for D sss  
using information-theoretic co-clustering is shown in fig. 5.11a and perform-
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Figure 5.11: Comparison of classification performance using D G ]R,i28xiooo 
D s s s  G ]R128xiogd number of sub-spaces s G {5,10,20,30,40,50}, using 
information-theoretie co-clustering fig. 5.11a and sum-squared residue eo-clustering 
fig. 5.11b. The graphs show the Fi-score averaged over all 10 visual categories in 
the VOC-2006 dataset.
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ance for. Dggg' using sum-squared residue co-clustering is shown in crefsub- 
figrSSSDdictsizer.
Dictionaries using both ITCC and SSRCC methods perform better than D for 
most of the numbers of co-clusters used in this experiment. The performance 
here depends on several factors, including the visual content of the dataset, 
the ability of the co-clustering technique to estimate semantic structure, and 
the number of sub-spaces. The results do not indicate a value of numbers of 
co-clusters that can be recommended for use regardless of the dataset or co- 
clusteririg method. Although both ITCC and SSRCC based dictionaries seem 
to perform well for 10 co-clusters. The results suggest tuning the number of 
sub-spaces to the dataset and co-clustering method that is used.
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Figure 5.12: Conceptual illustration motivating estimation of structure in the diction­
ary. Exemplars of the visual category ‘chair’ are shown on the left. Exemplars of 
an object-part ‘chair-legs’ are shown in the middle. Although the objects-parts are se­
mantically related, due to the difference in local structure, the feature descriptor maps 
this object-part to different parts of feature spaee. The colour-coded parts of feature 
space in the cartoon denoted multiple semantically related partitions. The objective of 
strueture estimation is to find the group of partitions or ‘visual words’ { w i , . . .  ,Wn} 
that comprise a ‘visual topic’, T  =
5.4 Estim ating Structure in the Dictionary
In this section, co-clustering is used to estimate structure in a learnt dictionary 
in terms of groups of dictionary elements that are considered to be semantically 
related.
In learning a visual model, the feature encoding module typically assumes the 
elements , i G [ l ; r j  of a dictionary D G to be independent. In other
words, the assignment of a feature vector to a dictionary element does not 
consider possible relation between that dictionary element with other elements 
of the dictionary. The partitions Q associated with each dictionary elements 
are considered semantically unrelated. However, the local image patch fea­
ture descriptor might not map semantically related descriptors to the same 
neighbourhood in feature space. As a consequence of this, multiple partitions 
of feature space have semantically related feature vectors. This idea is depic­
ted in fig. 5.12. For the visual category ‘chair’, feature vectors from the same 
part ‘chair-leg’ are mapped to different partitions {w i , .. .,Wn], referred to as 
‘words’. Since these partitions are related they could be grouped together into
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a ‘topic’^ . The next step is to estimate the groups of dictionary elements that 
are semantically related. In this chapter a method using co-clustering is used 
to estimate these groups (section 5.4.1). This method analyses an encoded fea­
ture vector data matrix. Structure in this matrix is used to estimate groups 
of dictionary elements. The resulting structured dictionary is referred to as a 
topic dictionary.
5.4.1 A pproach to  E stim atin g  Structure
The feature vectors Z 6  are ‘over-partitioned’ to compute a dictionary
Dyy G R^^^ of r  elements using k-means clustering. The intuition behind ‘over­
partitioning’ is to compute an initial dictionary Dw of size r, which is larger 
than the desired dictionary D p  of size k, where k <^r. The over-partitioning 
allows semantically unrelated feature vectors to be assigned to different ‘visual 
words’, which can subsequently be appropriately grouped together into ‘visual 
topics’. Ideally, the size of the over-partitioned dictionary should depend upon 
the required size of each ‘small’ partition, which should be sufficiently small 
to separate semantically unrelated feature vectors, without rendering the task 
of estimating the structure in the dictionary computationally intractable. This 
dictionary is depicted in fig. 5.13. The ‘Bag-of-Words’ method is used to com­
pute encoded feature vectors for m  training images TL G R^^^. A sample of 
such encoded features for images in the training set of visual category ‘store’ 
in dataset Scene-15 for a dictionary of size r(=  1000) is shown in fig. 5.13. The 
rows of this matrix % correspond to images and the columns correspond to 
the dictionary elements. Information-theoretic co-clustering is used to compute 
row and column cluster mapping Cx  and Cy. The rows and columns of % are 
re-ordered according to Cx  and Cy. The visible ‘blocks’ in the matrix corres­
pond to the computed co-clusters. The column mapping Cy is the estimated 
structure in the dictionary. The k groups of dictionary elements are depicted 
by colour-coded scattered clusters and correspond to a so-called ‘visual topic
^This nomenclature is borrowed from the field of text document processing, which inspired 
the ‘Bag-of-Words’ model.
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Figure 5.13: Coneeptual illustration o f computing a ‘topic’ dictionary by estimating 
groups of semantically related dictionary elements using co-elustering. The partitioned 
feature space has r clusters corresponding to dictionary Dyy e where is cluster is
independent. Encoded feature vectors for training images are eo-clustered to estimate k 
groups of dietionary elements. These groups correspond to scattered clusters of the same 
colour, and are ealled visual topie elusters, corresponding to a visual topic dictionary 
D r e
dictionary’ D r  G R^^^.
5.4.2 Em pirical E valuation
In this empirical evaluation the datasets utilized are VOC-2006, VOC-2007, 
VOC-2010, Caltech-101 and Scene-15. The feature descriptor is SIFT (Vedaldi 
and Fulkerson, 2008). Dictionaries of sizes 100, 500, 1000, and an over-partitioned 
dictionary of size 1 0 0 0 0  are computed using k-means clustering, k-means clus­
tering is run to convergence for a maximum of 1 0 0  iterations, using the im­
plementation in M A T  LAB®. Information-theoretic and Sum-squared Residue 
co-clustering is used to estimate topics of sizes 100, 500, and 1000. Encoded 
feature vectors fiyg is computed using BoW and Tip computed by combining
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h for the 1 0 0 0 0 -word dictionary according to the estimated groups amongst 
the over-partitioned words. A k-NN classifier, with 10 neighbours, is used to 
compute the classification performance for each visual category in each of the 
tested datasets. The performance is measured using Ti-score.
The experiments in this section explore different aspects of the encoded fea­
ture vectors. In the first experiment, comparative performance is analysed for 
different categories in each of the four datasets given a fixed dictionary size 
and co-clustering method. In the second experiment, comparative performance 
is analysed for different categories in a fixed dataset for different co-clustering 
methods and dictionary sizes. Finally, in the third experiment, aggregate com­
parative performance is analysed for different datasets for both co-clustering 
methods and different dictionary sizes.
Experiment 1
In the first experiment, results using BoW and H p  computed using ITCC, for 
datasets VOC-2006, VOC-2007, VOC-2010, and Scene-15 are shown in fig. 5.14. 
The word and topic dictionary size is 1000. For VOC-2006, in fig. 5.14a, Tip 
has a better performance than BoW for 7 of the 10 visual categories. For 
yOC-2007, in fig. 5.14b, and VOC-2010, in fig. 5.14c, U p  performs better than 
BoW for majority of the categories. For the categories in which it scores less 
than BoW, the difference is typically marginal. For Scene-15, in fig. 5.14d, Tip 
outperforms BoW for all categories.
Experiment 2
In the second experiment, the variation in comparative performance between 
'Hyi; and %p  is analysed for different dictionary sizes and co-clustering methods. 
The dataset for this experiment is VOC-2010 (Everingham et ah, 2010). In a 
similar manner to the previous experiment, Fi classification score is computed 
for each of the 20 categories in VOC-2010. The aggregate performance of all 
categories for ITCC and SSRCC for dictionary sizes of 100, 500, and 1000 is
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Figure 5. I f :  k-NN classifieation performance for feature vectors 7/yy Bag-of-Words 
(yellow bar on the left) and information-theoretic co-clustered feature vectors 'Up (black 
bar on the right). Graphs show the Fi-score for each visual category in the VOC-2006, 
VOC-2007, VOC-2010, and Scene-15 datasets. Tiy; is computed using a universal 
dictionary o f r = 1000 elements, whereas Tip is computed using a over-partitioned 
dictionary of r = 10000 elements with k = 1000 topics. In the VOC-datasets, Tip  
shows better performance for majority of the categories.
shown in fig. 5.15. For the VOC-2010 dataset the FLp computed using SSRCC 
is found to yield a larger margin of improvement over BoW in comparison to 
ITCC, for all dictionary sizes.
E x p e r im e n t  3
To analyse the performance of FLp across multiple datasets, this experiment 
considers both ITCC and SSRCC co-clustering methods, dictionary sizes of 
100, 500, 1000, and VOC-2006, VOC-2007, VOC-2010, Scene-15, Caltech- 1 0 1  
datasets. The training and test set for all datasets is selected in accordance 
with previous experiments. The aggregate F\ score for all categories within 
each dataset, for different dictionary sizes and co-clustering methods is shown
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Figure 5.15: k-NN classification performance ofFLy; (BoW) and Ftp (CO) for visual 
categories o f dataset VOC-2010, for information-theoretic co-clustering (ITCC) and 
sum-squared residue co-clustering (SSRCC). The dictionary sizes for B oW  are 100, 
500, and 1000 elements. An over-partitioned dietionary of size 10000 Vs co-clustered to 
topics of corresponding sizes 100, 500, and 1000 topics.
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Figure 5.16: Aggregate k-NN classification performance of Hy; (BoW) and Fip (DC) 
for the VOC-2006, VOC-2007, VOC-2010, and Seene-15 datasets for information- 
theoretic co-clustering (ITCC) and sum-squared residue co-elustering (SSRCC). An  
over-partitioned dictionary of size 10000 is co-elustered to topics of corresponding sizes 
100, 500, and 1000 topics. The graphs show the aggregate Fi-score of all visual cat­
egories in each dataset.
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in fig. 5.16. SSRCC is observed to yield superior performance improvement 
to ITCC for all datasets, in line with the results of the second experiment in 
fig. 5.15. Overall, the margin of improvement in performance for VOC-2006 
and VOC-2007 is more than VOC-2010. This could be due to the inherently 
higher complexity of VOC-2010 in comparison to previous editions of the VOC 
datasets. The Scene-15 dataset appears to benefit the most from structure 
estimation using co-clustering.
5.5 Summary
Co-clustering was introduced as a matrix factorization method that performed 
simultaneous row and column factorization to utilize the information in the 
structure amongst the row vectors to improve clustering of column vectors and 
vice-versa. The approach was formulated so that the structure inferred about 
one dimension of the matrix could be interpreted to be related to visual cat­
egory membership of the vector of the other dimension of that matrix, thereby 
leading , to computation of dictionary or encoding using category specific in­
formation. Two special cases of Bregman co-clustering: information-theoretic 
and sum-squared residue co-clustering were utilized here. Co-clustering was 
utilized for estimating the groups of semantically related sub-spaces in the fea­
ture descriptor matrix in section 5.3, and estimating the groups of semantically 
related dictionary elements in Section 5.4.
The estimated groups of sub-spaces were utilized to compute two types of dic­
tionaries. In section 5.3.3, feature vectors were projected to the vector space 
spanned by the estimated sub-manifolds, thereby reducing the dimensionality of 
the feature vector to the number of sub-manifolds. Consequently, the dictionary 
computed on the resultant feature vector space was compared to a dictionary 
computed using principal components. Empirical results in section 5.3.3 indic­
ate an improvement in performance by the multiple sub-manifold dictionary. 
The other type of dictionary, in section 5.3.4, was computed on feature vectors 
projected to the estimated sub-manifolds. Each feature vector was projected
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to one sub-manifold using a ‘winner-takes-all’ strategy, leading to a sparse dic­
tionary. . This was compared to the standard dictionary in the experiments in 
section 5.3.5, where the sparse subspace dictionary showed promising results.
Grouping of discriminative dictionary elements using co-clustering was motiv­
ated by the intuition that hard partitioning of feature space leads to semantic­
ally related but not co-located feature vectors being assigned to different dic­
tionary elements, which reduces the subsequent classification performance. The 
structure in encoded image vector was interpreted to be related to semantic 
equivalence and utilized by co-clustering to estimate groups of dictionary ele­
ments leading to a ‘topic’ dictionary. The empirical results in section 5.4.2, 
indicate that estimated grouping of dictionary elements does succeed in redu­
cing aggregate distance between intra-category feature vectors and increasing 
the aggregate distance between inter-category feature vectors.
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CHAPTER 6
Structured Dictionary Learning and Feature Encoding
C h a p ter a bstrac t: Sparse, redundant representations offer a powerful emerging model fo r  signals and 
images (M airal et a l ,  2008; Yang et al., 2009). This m odel approxim ates a data vector as a linear 
combination of a subset of basis elements from  a leam t over-com plete basis set. The combination  
is a sparse selection of basis elements. Sparsity is induced by adding a regularization constraint to  
the coefficients in the loss function. The degree of sparsity  is typically determ ined em pirically. A  
£o or £ \-norm  is used to regularize the coefficients. This effective approach however considers each 
basis elem ent individually. It does not utilize p rio r inform ation of structure within the basis se t and  
disregards possible groups of basis elements. In this chapter, sparse coding is augmented w ith structure  
leam t from  co-clustering in term s of groups of sem antically related basis elements. In the firs t part, a 
structured multiple m anifold dictionary is leam t using co-clustered sub-spaces with S tm ctured Sparse  
Principal Component Analysis (SSPC A ) (Jenatton et al., 2009). I t builds upon Sparse-PC A  (Zou  
et al., 2004)  where the sparse selection of sub-spaces to represent a feature vector is independent 
of sem antic significance of the selected sub-spaces. The second part deals with team ing structured  
feature encoding. Typically, the Lasso which uses £ \-n orm  regularization is used fo r  sparse selection  
of dictionary eleménts. To incorporate a prio r stm cture, the group Lasso which uses £2,1 m ixed norm  
regularization (Zibulevsky and Elad, 2010) is used fo r  sparse selection of groups of sem antically related 
dictionary elements. Both stm ctured sparse visual models are shown to improve perform ance over 
their corresponding regular sparse visual models.
6.1 Introduction
In this chapter, semantically relevant structure that was estimated in previous 
chapters is incorporated in learning a visual model. The method selected for this
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Figure 6.1: Conceptual illustration of relation between object part and descriptor sub­
space. Different parts of a ‘car’ due to the local image structure are embedded in 
different sub-manifolds in feature space. A single sub-manifold can not satisfactorily 
model all three ‘car’ parts.
is sparse coding. Sparsity inducing algorithms for learning a visual model have 
enjoyed much success in recent years (Yang et ah, 2009). They have the ability 
of simultaneous feature selection and model learning. One explanation for their 
notable performance is their ability to deal with intra-category appearance vari­
ation. Consider typical training feature data. It contains more elements than 
is required to represent any instance of any visual category. For example, the 
estimated intrinsic dimensionality of 128-dimensional feature vectors is in the 
neighbourhood of 14, based on the empirical results in section 3.2. The methods 
discussed in previous chapters first compute a single subset of all the sub-spaces. 
All the elements of this subset are subsequently used to represent every feature 
descriptor. However, a visual category consists of distinct parts, and each part 
spans a different subset of the basis set. A single subset can not satisfactorily 
accommodate the variation in appearance found in a visual category. In other 
words, regardless of the efficacy of the sub-space embedding technique, a single 
sub-manifold is inappropriate for all feature descriptors. A conceptual illustra­
tion of this is shown in fig. 6.1. Different parts of the visual object ‘car’ are 
embedded in different sub-manifolds due to their distinct local patch structure. 
A single sub-manifold can not account for all ‘car’ parts. Sparsity inducing 
methods on the other hand, do not select a subset of basis elements a priori. 
A feature descriptor is assigned its own subset of basis elements. Although the 
cardinality of the subset in both, sparse coding and previously discussed meth­
ods may be the same, it is the ability for individual subset selection that makes 
sparse coding better suited to model intra-category appearance variation.
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Stated formally, the aim of sparse coding is to find a set of basis vectors 
{ d i , . dr} such that an input image Z e  can be represented as a lin­
ear combination of these basis vectors Z =  While techniques such
as PC A learn a complete set of basis vectors efficiently, the aim is to learn an 
over-complete set of basis vectors to represent input images. The elements of an 
over-complete basis are better able to capture structures and patterns inherent 
in the input data. However, with an over-complete basis, the coefficients a* 
are no longer uniquely determined by the input vector Z. Therefore, in sparse 
coding, the additional criterion of sparsity is utilized to resolve the degeneracy 
introduced by over-completeness. In the experiments in previous chapters, a 
‘universal’ dictionary had been learnt from a corpus of all visual categories in a 
dataset^. A universal dictionary is an over-complete dictionary, as it contains 
elements from multiple visual categories.
The data matrix Z G is factorized to dictionary matrix D G and
coefficient matrix A G R^^” , with a sparse regularization constraint Q on the 
columns of the coefficient matrix. Sparse coding methods solve the following 
regularized problem
1 n
min — y ^L (z i, d a^ )-1- AD(a) (6 .1 )a 71 ^ ^  i=l
where A is a regularization parameter. The first term ^ -^(zn da%) is called
empirical risk or loss function. It is convex and continuously differentiable 
(Jenatton et al., 2010). Typical choices for 0  use the ^o-norm or f^-norm. The 
regularized problem using the £o-norm is
-  n .
m i n - y ^  1 Zi -  DcKi 11^ -bA II « i l|o (6.2)a 71 ^  ,t—1
The use of ^o-norm forces selection of a subset of fixed cardinality. While this 
is conceptually appealing, efficient regularization methods that use .^o-norm 
are difficult to implement. The ^%-norm regularization on the other hand has
^This choice of dictionary is in contrast to learning a 'category specific’ dictionary
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become à popular tool. It profits from efficient algorithms (Efron et al., 2004; 
Lee et al., 2007; Yuen and Torralba, 2009) and a well developed theory for 
generalization properties and variable selection consistency (Shen et ah, 2013; 
Zhang et al., 2009). The regularization problem using the ^i-norm is
^  n
m i n - y ^  II Zi -  Dttj 11^ +A II «i 111 , (6.3)
Notwithstanding their notable performance, sparse coding methods have an 
issue. When regularizing by the £i-norm, each variable is considered individu­
ally. The position of a variable in the input feature vector is disregarded. This 
means existing relationships and structures between the'variables are ignored. 
However, using sparsity induction in learning a visual model could benefit from 
this type of prior knowledge. There are two reasons for including structural a 
priori information. One is improved predictive performance of the learnt model. 
The other is improved interpretability of the model. While the fi-norm reg­
ularization succeeds in inducing sparsity, it does so without knowledge of the 
semantic relevance of the variables selected. Incorporating a priori structure 
can encourage the selection of variables with regard to their semantic relation 
to other variables.
For example, in the field of face recognition, robustness to occlusions can be in­
creased by incorporating structure. The features are considered as sets of pixels 
that form small convex regions on. the face images (Jenatton et ah, 2010). A 
simple ^i-norm regularization can not encode this specific spatial locality con­
straint (Jenatton et ah, 2010). Another example in the field of computer vision 
is object and scene recognition, where a goal is the computation of bounding 
boxes in images (Harzallah et ah, 2009). They are detected by modelling the 
spatial arrangement of the pixels over the images. An unstructured sparsity- 
inducing regularization that disregards this spatial information is therefore not 
necessarily able to segment the image with bounding boxes as it may be mod­
elling a mixture of object feature with background contextual features.
These examples motivate the need for sparsity-inducing regularization schemes.
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capable of encoding more sophisticated prior knowledge about the expected 
sparsity patterns. As mentioned above, the ^i-norm focuses only on cardinality 
and cannot easily specify information about the patterns of non-zero coefficients 
induced in the solution, since all non-zero patterns are theoretically.possible. 
Group fi-norms (Huang et ah, 2009; Roth and Fischer, 2008; Yuan and Lin,
2006) consider a partition of all variables into a certain number of subsets and 
penalize the sum of the Euclidean norms of each one, leading to the selection 
of groups rather than individual variables. The consistency of group sparse 
method has been studied in (Bach, 2008).
Combining the ideas of sparse models and group structure from co-clustering, 
is work on structured sparsity induced matrix factorization (Kim et ah, 2012). 
At its heart is a ^g^i-mixed norm where q e  {2 , . . . ,  oo}, where typically q = 2  
(Liu and Zhang, 2008). It achieves sparsity at the group level, where data 
elements within a group are treated equally using the ^2 -norm, while sparsity is 
induced upon entire groups using the fy-norm. The group Lasso (Bach, 2008) is 
the fy,i-norm regularization equivalent of Lasso (Tibshirani, 1994) for ^i-norm 
regularization. During matrix factorization the matrices within each group are 
orthogonal.
In the previous chapter, co-clustering was utilized to estimate groups of sub­
spaces and groups of dictionary elements. In this chapter, the estimated groups 
of sub-spaces are used in conjunction with structured sparse principal compon­
ent analysis (SSPCA) to learn a group structured multiple-manifold dictionary, 
in section 6.2. This dictionary is compared to a dictionary computed using 
regular sparse principal component analysis (SPCA). The empirical evaluation 
and results are described in section 6.2.3. The groups of dictionary elements 
are used with group Lasso to compute a group structured sparse encoding, in 
section 6.3. The structured sparse encoding is empirically compared to regular 
sparse encoding in section 6.3.3.
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6.1 .1  C ontributions
The principal contributions in this chapter are:
• Groups of sub-spaces estimated to be semantically related by co-clustering 
are used with SSPCA to learn a dictionary on semantically relevant mul­
tiple sub-manifolds. Unlike SPCA, the choice of subspaces is relevant 
since sparsity is induced on the selection of sub-manifolds rather than in­
dividual sub-spaces. This novel approach is empirically shown to provide 
performance benefits.
• Croups of dictionary elements estimated by co-clustering are used with 
group Lasso to learn structured encoding of images. The £2 , 1 mixed norm 
regularization is used to induce sparsity in selection of groups of dictionary 
elements, rather than individual elements. The experiments show a small 
aggregate performance improvement over regular sparse coding.
/6.2 Structured Sub-manifold Dictionary
This section discusses learning a structured sub-manifold dictionary. First it 
describes learning a sparse sub-manifold dictionary using SPCA. Next groups of 
sub-spaces are used with SSPCA to compute a structured sparse sub-manifold 
dictionary.
6.2.1 Sparse Subspace D iction ary
Classical PCA, which has been discussed in section 3.3.1, has two interpreta­
tions.. Typically, it is viewed as a method for computing orthogonal directions 
maximizing the variance of the Eigenvectors. The Eigenvectors constitute the 
learnt basis set. This is viewing PCA as a tool for analysis. The other in­
terpretation is to view it as a tool for synthesis, where PCA finds a basis, or 
orthogonal dictionary, such that the feature vectors admit decompositions with
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low reconstruction error. The point to note is that these two interpretations re­
cover the same basis of principal components for PCA. Upon computing PCA, 
the next step is to reduce the basis set. The typical approach is to assign all 
basis elements below an arbitrary pre-specified threshold to zero. Motivated 
by the applicability of Lasso (Tibshirani, 1994) for sparse selection, Zou et al. 
(2004) formulated PCA as a regression type optimization problem, where Lasso 
can be utilized as a regression criterion, so that the modified PCA encourages 
sparse selection. This modified PCA method is called Sparse-PCA (SPCA). 
Different formulations of SPCA have been proposed in (Aspremont and Bach, 
2008; Jolliffe, 2002; Zou and Hastie, 2003). The analysis and synthesis inter­
pretations of SPCA have different formulations. Of interest here is the synthesis 
interpretation. It leads to non-convex global formulations which simultaneously 
estimate all principal components (Mairal et ah, 2010).
The key element of a sparse subspace dictionary learning technique using mat­
rix factorization is the regularization term on the dictionary elements. For a 
training set of feature vectors ( z i , . . . ,  z^} in a matrix Z 6  the matrix fac­
torization routine for dictionary size r  computes a coefficient matrix A 6  
and dictionary D 6  R^^^. The dictionary matrix has r  columns which are the 
dictionary elements . . . ,  The factorization aims to represent the
columns of Z as a combination of the columns of D, with minimum error and 
with sparse dictionary elements. Note that the regularization is not induced 
on the coefficient matrix A, which would correspond to a sparse selection of 
dictionary elements to represent a feature vector z. Regularization applied to 
D means that all dictionary elements are used to represent each feature vector, 
but that each dictionary element is individually encouraged to be sparse. The 
factorization is formulated as a convex optimization problem with regularization 
Dd for the dictionary elements as
1 r
min- I I  Z - D A  f+ A y ];f iD { D ® ) (6.4)
J = 1
The choice of Dd , based on (Lee et ah, 2007), is the fy-norm.
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6 .2 .2  Structured  Sparse Subspace D iction ary
This section discusses learning a structured sparse sub-manifold dictionary. It 
uses structured sparse principal component analysis (SSPCA), which is based 
on the use of structured regularization during selection of subspaces. Whereas 
classical regularization priors are concerned with cardinality of the selected 
subspaces, stnlctured regularization incorporates higher level information. A 
conceptual illustration of this dictionary learning is shown in fig. 6 .2 . A fea­
ture vector z G is projected to a sub-manifold SpcA G R® using PCA. The 
vector zpcA is not the true z, which is embedded in some other sub-manifold 
of a different dimensionality than SpcA- SPCA is used to represent z using 
a R^-dimensional sub-manifold in R®. While SPCA, is able to estimate the 
true dimensionality of z, the sub-spaces that SPCA selects are not semantically 
relevant. SSPCA computes z s s p c a  by representing z using a semantically rel­
evant sub-manifold S s s p g a - The subspaces that constitute S s s P C A  are sparse 
and semantically relevant simultaneously. This allows zssPCA to be the best 
estimate of the true z.
Similar to the formulation of SPCA, n feature vectors z G R^ are utilized to 
compute the dictionary D of r  elements. The feature vectors are in matrix 
Z G R^^^. The empirical risk of a dictionary element d G R^ for the n feature 
vectors is ^ (^z%, da*). Co-clustering is utilized to compute groups of
subspaces G■, which was described in section 5.3. The groups account for all the 
subspaces of the descriptor, so CoepG =  {! , . . .  ,p}. The regularization term CL 
using this group structure, based on (Jenatton et al., 2010), is
— ^GeG II ° ^  II2
(6.5)
where the term (d^)GeG serves as a indicator vector; a |^|-tuple p-dimensional 
vector, such that > 0 if j  G C and = 0 otherwise. The regularization 
problem is
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Figure 6.2: Conceptual illustration o f structure sparse sub-manifold dictionary. A  
feature vector z G is projected to a sub-manifold S p c a  G R® using PCA. The vector 
^PCA is not the true z, which is embedded in some other sub-manifold o f a different 
dimensionality than S p c a -  SPCA is used to represent z using a -dimensional sub­
manifold in R®. While SPCA, is able to estimate the true dimensionality of z ,  the sub­
spaces that SPCA selects are not semantically relevant. Consequently, z sp cA  is not the 
true z. SSPCA computes z s s p c a  by representing z  using a semantically relevant sub­
manifold Sssp cA - The subspaces that constitute S s s p c a  nre sparse and semantically 
relevant simultaneously. This allows m a th b fzssp cA  the best estimate o f the
tru ez .
min i  1 Z — DA jp +A jj o d | | 2 (6.6)
G eQ
The regularization term 0(d) =  Y^ggG ° ^  | | 2  is a mixed ^2 ,1 -norm (Zhao 
et ah, 2009). At the group level, it functions like an £i-norm and consequently 
O(') induces group sparsity. In other words, each d^ o d  is encouraged to be 
zero. In contrast, within the groups G E Q, the fy-norm does not encourage 
sparsity. Intuitively, for a certain subset of groups Q' Q Q, the vectors d^  
associated with the groups G G Q' will- be exactly equal to zero, leading to a 
set of zeros which is the union of these groups The set of allowed
zero patterns should be the union-closure of Z  = {{Jg^G'^ ]Q' QQ}-  The 
complementary non-zero patterns are : V = {CggG'^^ 5 mathcalG' ÇG}-
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6 .2 .3  E valuating Structured  Sparse Subspace D iction ary
In the experiments in this section, the datasets used are VOC-2006, VOC-2007. 
The image feature descriptor used is dense-SIFT. In the dense sampling, the 
descriptor patch size was 8 x 8  pixels with a step size of 4 pixels. All the images 
were converted to grey scale. The implementation of SIFT in (Vedaldi and 
Fulkerson, 2008) was used. Similar to the experiments in previous chapters, 
the training and test set were the train and validation set provided for VOC- 
2006, and VOC-2007 in (Everingham et al., 2006), and (Everingham et al.,
2007) respectively. '
A random sample of size 100000 feature vectors is collated from the images in 
the training set. It is used to compute co-clusters using information-theoretic 
co-clustering and sum-squared residue co-clustering. The number of groups in 
this experiment is 50. The estimated groups are utilized as a priori structure 
for the group regularization term in SSPCA. The dictionary size is 1000, which 
is in keeping with previous experiments. The sparse subspace dictionary uses 
the ^i-norm regularization while the structured sparse subspace dictionary uses 
the mixed ^2 ,1 -norm regularization. The implementation of SPCA and SSPCA 
is based on (Jenatton et al., 2009). The optimization routine is run for a 
maximum of 1000 iterations. The regularization parameter is A =  10~^. The 
stopping criterion for change in error is empirically determined to be 1 0 “ ^^ . 
The optimization follows an alternative scheme between the dictionary and the 
coefficient matrices, optimizing each in turn while the other remains fixed. The 
number of iterations for each matrix is 5. Similar to previous experiments, the 
SVM classifier with RBF kernel is used in this experiment.
The graphs show the performance, in terms of mAP of classification for each 
category in each of the datasets. The results show that the structured sparse 
sub-manifold dictionary is better than the regular sparse sub-manifold diction­
ary for a majority, but not all, of the categories in each of the datasets.The 
results for VOC-2006 using ITCC is reported in fig. 6.3, where the structured 
sparse dictionary performs better for 6  of the 10 categories. Results using SS-
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Figure 6.3: Comparative performance of Sparse Subspace and Structured Sparse Sub­
space dictionaries, for visual categories of VOC 2006 dataset. The graph shows the 
classification score measured as m AP for visual categories. The structure here is es­
timated using ITCC. The number of groups is 50.
RCC is reported in fig. 6.4, where the structured sparse dictionary performs 
better for 5 categories. Similarly, the results for VOC-2007 using ITCC is 
shown in fig. 6.5, where structured sparse dictionary is better for 14 of 20 cat­
egories. In the results using SSRCC is shown in fig. 6 .6 , the structured sparse 
dictionary is better for 10 categories. The variation in performance between 
categories is indicative of the inherent difference in difficulty of the categories. 
In addition, the number of groups of sub-spaces is the same for all categories, 
which contributes to the performance variation. In view of the inherent differ­
ence between categories, the number of groups should be tuned to be specific 
to each category.
A g g re g a te  p e rfo rm a n c e  a c ro ss  d a ta s e ts
To analyse the comparative performance of the sparse and structured sparse 
sub-manifold dictionaries, the aggregate classification performance across data­
sets is computed. The aggregate performance of each dataset is the mean of 
the classification score for all the categories in that dataset. This experimental
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Figure 6.4: Comparative performance of Sparse Subspace and Structured Sparse Sub­
manifold dictionaries, for visual categories of VOC 2006 dataset. The graph shows 
the classification score measured as m AP for visual categories. The structure here is 
estimated using SSRCC. The number of groups is 50.
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Figure 6.5: Comparative performance of Sparse Subspace and Structured Sparse Sub­
manifold dictionaries, for visual categories of VOC 2007 dataset. The graph shows 
the classification score measured as m AP for visual categories. The structure here is 
estimated using ITCC. The number of groups is 50.
6.2. Structured Sub-manifold Dictionary 145
90
80
70
60
50
VOC2007
Sparse Subspace 
Structured Subspace
1
Figure 6.6: Comparative performance of Sparse Subspace and Structured Sparse Sub­
space dictionaries, for visual categories o f VOC 2007 dataset. The graph shows the 
classification score measured as m AP for visual categories. The structure here is es­
timated using SSRCC. The number o f groups is 50.
setup is the same as the previous experiment. The number of groups of sub­
spaces is 50. The results for the VOC-2006 and VOC-2007 datasets is shown 
in table 6.1. The table shows the mean classification performance over all cat­
egories in each of VOC2006 and VOC2007 datasets. The results of structured 
sparse subspace dictionary using both ITCC and SSRCC is reported. The best 
performance for each dataset is shown in bold text. The structure sparse sub­
space dictionary provides a better result for both the datasets. However, for 
VOC2006 ITCC is comparatively better than SSRCC, whereas for VOC2007 
the converse is true. The results are interesting first in that they show struc­
ture sparse dictionary has succeeded in incorporating semantic structure into 
the sub-manifolds and performed better than regular sparse subspace diction­
ary, and second in that the co-clustering method has a different performance for 
different datasets. This result emphasizes the need to use a semantic structure 
estimation technique that is tailored to the data distribution characteristic of 
a dataset. This thesis considered the K-L divergence (ITCC) and Euclidean
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divergence (SSRCC), but there are several popular divergences in the family 
of Bregman divergences that could be better alternatives. Further exploration 
of the family of Bregman divergences and associated co-clustering technique is 
left for future work.
Sparse Subspace Structured Sparse Subspace
Data Set ITCC
VOC2006 67.5941 70.8295 68.5808
VOC2007 67.9971 68.0783 68.3718
Table 6.1: Aggregate classification performance of Sparse Subspace and Structured 
Sparse Subspace dictionaries for VOC2006 and VOC2007 datasets. The table shows the 
mean classification performance over all categories in each of VOC2006 and VOC2007 
datasets. The results of structured sparse subspace dictionary using both ITC C  and 
SSRC C  is reported. The best performance fo r each dataset is shown in bold text.
6.3 Structured Sparse Encoding
There are two key insights that motivate the development of structured sparse 
encoding. The experiments in section 5.4 indicated the existence of structure in 
the dictionary, in terms of groups of semantically related dictionary elements. 
The second Insight is that feature vector distribution is idiomatic to a visual. 
category. The experiments in section 5.3.3 and section 5.4.2 indicate that fea­
ture vectors associated with a visual category are predominantly located in a 
group of disjoint regions of feature space. To model such a distribution requires 
a parsimonious encoding scheme that can learn to represent an image using 
the appropriate disjoint regions only. Sparse coding methods can potentially 
achieve this model, provided the number of related disjoint partitions are known 
a priori and these appropriate partitions are selected. Sparsity is induced by use 
of a regularization constraint on the learnt coefficients. The choice of regulariz­
ation scheme is important for the type of sparsity achieved, which is elaborated 
upon in section 6.3.1.
Notwithstanding the success of sparse regularization methods, there is an un­
resolved issue. Sparse models succeed in selecting the appropriate number of
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dictionary elements, but minimization of the loss function alone is not sufficient 
to guarantee selection of the appropriate subset of dictionary elements. In ad­
dition, the result of the optimization is unstable, since a small perturbation in 
the optimization routine could yield a different subset of dictionary elements 
for the representation of the same image. The reason for this issue is that these 
methods treat each dictionary element individually, so existing relationships 
and structures between these dictionary elements is disregarded. In order to 
reduce the instability in the selection, a potential solution is grouping diction­
ary elements. An appropriate grouping would consist of semantically related 
dictionary elements. This encourages the representation of an image using only 
those dictionary elements that are semantically relevant for that image. The 
method to achieve this structured selection of dictionary elements is discussed 
in section 6.3.2, following an overview of regular sparse coding.
6.3.1 Sparse C oding
Based on (Aharon et al., 2006), for training feature vectors Z G sparse
coding with the ^i-norm solves the problem
min II Z — DA |P -f A || A |h (6.7)aGRP
where A is a regularization parameter. During dictionary learning this is a 
joint optimization problem with respect to dictionary D and the sparse coef­
ficients A =  {a^, . . . ,  a ’’} € To prevent D from attaining arbitrarily
large values, the columns of D are constrained to have an fg-norm less than a 
specified threshold - typically || d ||2 < 1. The canonical strategy for the joint 
optimization is to alternate between the two variables; keeping one fixed while 
minimizing the other.
The regularization problem in eq. (6.7) is solved to compute a dictionary mat­
rix D or coefficient matrix A. When learning a visual model, sparse coding is 
typically used to first compute a dictionary, where Z is random sample of train­
148 Chapter 6. Structured Visual Model Learning
ing descriptors for the dataset (Donoho and Stodden, 2003; Rigamonti et ah, 
2011). The learnt dictionary is used next to compute encoded representations 
of an image by computing A, where Z is set of descriptors from that image 
(Coates et ah, 2011b; Guillermo and Sprechmann, 2010; Kreutz-Delgado et ah, 
2003). A is a non-negative parameter controlling the trade-off between data 
fitting and regularization (Lee et al., 2009). A typical convex formulation is 
the ^i-decomposition problem (Donoho and Stodden, 2003), also known as the 
Lasso (Tibshirani, 1994):
1 "
mmaGRP- ^  II Zi -  Da  ||| VLl(a) (6 .8 )
When the value of A is large, a is known to be sparse, and only a few dictionary 
elements are involved. Although the use of ^i-norm is predominant, a natural 
choice would be to take the io pseudo-norm that counts the number of non-zero 
coefficients in a. Conceptually, an image should be represented by a subset 
of the dictionary elements. In other words, those dictionary elements that do 
not pertain to a visual category should not be involved in the representation of 
the coefficient matrix A. However, solving the equation above in this setting is 
often intractable, such that one has either to look for an approximate solution 
using a greedy algorithm, or resort to a convex relaxation (Gregor and Lecun, 
2010).
A method closely related to Lasso was proposed by Efron et al. (2004) called 
Least Angle Regression Selection (LARS). Both these methods operate in two 
stages. The first step is to build a solution path indexed by a certain tuning 
parameter. In the next step the model is selected on the solution path by either 
cross-validation or use of some criterion. The solution paths for both Lasso and 
LARS are shown in (Efron et al., 2004) to be piecewise linear, which renders 
them computationally efficient. A comparative analysis of this was provided by 
Rosset and Zhu (2007).
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6.3 .2  G ro u p  S p a rse  C o d in g
There are a couple of issues with the Lasso and LARS methods. Although they 
have excellent performance and computational efficiency, they are designed for 
selecting individual dictionary elements. They can not be utilized for general 
factor selection in eq. (6.7). In other words they are transparent to structure 
in the dictionary. So, they tend to make selections based on the strength of 
individual derived dictionary element rather than the strength of groups of 
dictionary elements (or topics), often resulting in selecting more factors than 
necessary. Another drawback of using the Lasso and LARS in eq. (6.7) is 
the dependency of the solution upon how the factors are orthogonalised. This 
is undesirable since the solution to a factor selection and estimation problem 
should not depend on how the factors are represented (Yuan and Lin, 2006). 
Evidently these methods require an extension that considers the dictionary 
elements with a pre-defined structure. The group Lasso and group LARS (Bach, 
2008; Yuan and Lin, 2006) are popular choices for this extension.
In a nutshell, the dictionary elements are assumed to be clustered in groups, 
and instead of summing the absolute values of each individual coefficient, the 
sum of Euclidean norms of the coefficients in each group is used. Intuitively, 
this should drive all the coefficients in one group to zero together, and thus 
lead to group selection (Yuan and Lin, 2006). In other words, the group Lasso 
essentially replaces groups of size one by groups of size larger than one.
Following from section 6.3.1 and based on (Yuan and Lin, 2006), the loss func­
tion for group Lasso augments eq. (6.7) with the additional inclusion of group 
information of the dictionary elements. The feature vectors {z i , . . . , z„}  are 
in matrix Z 6  A dictionary D € R^^^ for size r  has been learnt by
one of the techniques discussed in section 2.3. The elements of D are grouped 
into k groups, using co-clustering as discussed in section 5.4.1. The number 
of elements in each group are { t i , . . .  ,tk}, where As in previous
section, the coefficient matrix is A € R’’^” . Consider positive definite matrices 
{Ki,  . . . ,K k }  corresponding to the k groups in the dictionary. For feature vec­
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tors Z, dictionary D, and coefficients A, group Lasso solves the regularization 
problem
' k k
m i n - | |Z - y ; D , A , | | i + A ^ | |A / | |K ,  (6.9)
j=l j=l
Adopting a similar formulation to (Lin and Zhang, 2006), and K j are chosen 
respectively to be the group of dictionary elements and the reproducing kernel 
of the functional space induced by the group. Note that eq. (6.9) does 
have a degenerate expression as Lasso in eq. (6.7) when all the groups contain 
a single dictionary element, so the cardinality of each topic is one, i.e. tj = 
IVj G [l;fc]. The regularization constraint here lies between £i, corresponding 
to Lasso, and £2 , corresponding to ridge regression. To visualize this consider 
fig. 6.7, which shows the geometric representation of the group regularization 
term Ll = II -^j Wk^ As an illustrative example, consider the case
where there are two groups, k = 2. The corresponding coefficients are Ai 
and A 2  =  (A ll, A i2 )^. In fig. 6.7 the double pyramid shaped structure in (a) 
corresponds to ^i-norm, so |A i|+ |A 2 i |+ |A 2 2 | =  1, which is the Lasso regression. 
The sphere shaped structure in (c) corresponds to ^2 -norm, so || (Ai, A 2 ) |1= 1, 
which is the ridge regression. The bi-cone shaped structure in corresponds 
to ^2 ,1 -norm, so |Ai|4- || A 2 ||= 1, which is the group Lasso. The £\ considers 
the coefficients individually and induces sparsity in them separately. The £2 - 
norm also considers the coefficients equally, but does not encourage sparsity. 
In contrast to both of these norms, the essence of ^2 ,1 -Rorm is evident in the 
bi-conic geometric structure. The coefficients A 2 1  and A 2 2  are treated equally 
with ^2 -norm applied within the group. The £i-norm is used between the two 
groups. In other words, sparsity will be induced on A i or the pair (A2 1 , A 2 2 ).
6 .3 .3  E v a lu a tin g  S tr u c tu re d  S p a rse  E n c o d in g
In this experiment the Scene-15 dataset is used. Dense SIFT feature descriptors 
are generated following the procedure described in the previous experiment. A
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Figure 6.7: Pictorial representation of Ü = Ylj= i II In this example there
are k = 2 groups of coefficients A i and Ag. (a) Ii-norm  and Lasso regression, where 
|A i| +  IA21I + IA22I =  1. (b) i 2,i~norm and group Lasso regression, where |A i|+  jj 
A 2 11= 1. (c) 12-norm and ridge regression, where jj (Ai, A 2) ||= 1.
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Figure 6.8: Comparative performance of Sparse Encoding and Structured Sparse En­
coding, for visual categories of Scene-15 dataset. The graph shows the classification 
score measured as m AP for visual categories. The structure here is estimated using 
information theoretic co-clustering. The number o f groups is 100 from a 1000 element 
dictionary.
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Figure 6.9: Comparative performance of Sparse Encoding and Structured Sparse En­
coding, for visual categories o f Scene-15 dataset. The graph shows the classification 
score measured as m AP for visual categories. The structure here is estimated using 
sum-squared residue co-clustering. The number of groups is 100 from a 1000 element 
dictionary.
random sample of 1 0 0 0 0 0  feature vectors from all the images in the training set 
of every visual category for each dataset is used here. It is used to compute a 
dictionary of size 1 0 0 0 , using k-means which is run for a maximum of 1 0 0  iter­
ations. In order to compare the sparse and structured sparse encoding schemes 
the choice of dictionary is based on the objective of not biasing the dictionary 
towards either of the encoding methods. The information-theoretic and sum- 
squared residue co-clustering methods are used to estimate topics of size 1 0 0 . 
The procedure for using co-clustering has been described in the experiments in 
chapter 5. Sparse encoding uses the Lasso while the structured sparse uses the 
group Lasso. The choice of regularization parameter is A = 0.1, based on pre­
liminary analysis of an appropriate A for the data used in this experiment. The 
optimization routine is run for a maximum of 2 0 0  iterations for encoding each 
image in the training and test sets. The choice of iterations here was based on 
the dual objective of allowing convergences a satisfactory encoded representa­
tion and curtailing the total time required to encode thousands of training and 
test images. The classifier used is a SVM with RBF kernel and the performance
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Figure 6.10: Comparative performance of Sparse Encoding and Structured Sparse En­
coding, for visual categories of VOC-2006 dataset. The graph shows the classification 
score measured as m AP for visual categories. The structure here is estimated using 
information theoretic co-clustering. The number of groups is 100 from a 1000 element 
dictionary.
is reported as mAP.
Sparse Encoding Structured Sparse Encoding
Data Set
VOC-2006 72.8386 73.3977 72.7738
Scene-15 68.5737 79.8794 72.1155
Table 6.2: Aggregate classification performance o f sparse encoding and structured sparse 
encoding for the VOC-2006 and Scene-15 datasets. The best performance for both 
datasets is shown in bold text. Structured sparse encoding using IT C C  topic dictionary 
has the best comparative performance.
The results for Scene-15 dataset using information-theoretic co-clustering and 
sum-squared residue co-clustering are reported in fig. 6 . 8  and fig. 6.9 respect­
ively. Structured sparse encoding performs better for 14 of 15 categories using 
ITCC and 11 of 15 categories using SSRCC. Similarly, the results for VOC-2006 
dataset using ITCC and SSRCC are reported in fig. 6.10 and fig. 6.11 respect­
ively, where ITCC performs better for 6  of 1 0  categories and SSRCC performs 
better for 6  of 10 categories. With regards to the VOC-2006 dataset, structured
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Figure 6.11: Comparative performance of Sparse Encoding and Structured Sparse En­
coding, for visual categories of VOC-2006 dataset. The graph shows the classification 
score measured as m AP for visual categories. The structure here is estimated using 
sum-squared residue co-clustering. The number o f groups is 100 from a 1000 element 
dictionary.
sparse encoding has a performance comparable to regular sparse encoding. It 
is better for six of the ten categories in the dataset for both ITCC and SSRCC. 
For the Scene-15 dataset, the structured sparse encoding method has a better 
performance in comparison to sparse encoding for almost all of the categories. 
This is an encouraging result for structured learning. The aggregate perform­
ance for all categories in the dataset is reported in table 6 . 2  to compare between 
the co-clustering methods. This is a positive result for structured sparse en­
coding, as the aggregate classification performance using ITCC is the best for 
both datasets.
These results can be interpreted as an encouraging outcome for structured learn­
ing algorithms. It should be noted that performance of structured sparse en­
coding depends upon several factors, including the £i^ 2 -norm regularization, the 
quality of the estimated groups of dictionary elements, the clustering algorithm 
which partitioned feature space. The £i^ 2 -norm is only one of the family of li^q- 
norm that could be used for enforcing group sparsity. It remains to be found if 
some value of q other than 2 may yield a better structured encoding. Another
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aspect is the dictionary size, which was kept the same across datasets. Since 
different datasets have different visual content, it is reasonable to expect that 
the appropriate dictionary size for different datasets would be different. This 
is one contributing factor for difference between the VOC-2006 and Scene-15 
datasets.
6.4 Summary
In this chapter, semantically related groups of basis elements estimated by co­
clustering were used to augment sparsity inducing visual models with a priori 
semantic information.
The goal of the structured sparse subspace dictionary was to successfully in­
corporate the groups of subspaces estimated by the co-clustering methods to 
produce a dictionary that performs better than a sparse subspace dictionary 
without a priori structural information. The comparative performance for mul­
tiple VOC datasets in the experiments in section 6.2.3 indicate that the goal 
has been achieved. There are some visual categories where the performance of 
SPCA is better. However, this result is expected in view of the significant dif­
ference between the categories in terms of inherent complexity and availability 
of training data to learn these complexities equally foj all categories.
The aim of structured sparse encoding was to leverage the groups of dictionary 
elements estimated by co-clustering to encourage sparsity in the encoding of 
images in terms of semantically relevant topics rather than individual words. It 
was compared to sparse coding using ^%-norm, which is an excellent performing 
scheme. In the experiments in section 6.3.3 the performance of the structured 
sparse encoding is marginally better than regular sparse coding when consid­
ering aggregate performance. Amongst the visual categories the comparative 
performance is not entirely conclusive. It should be noted that the perform­
ance of structured sparse model depends upon: the size of the dictionary and 
its ability to appropriately partition feature space; the presence of semantically 
distinct groups; and the efficacy of the co-clustering approach in estimating
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these groups. The presence of distinct groups is a weak hypothesis in view of 
the available weakly labelled data and relatively small training data: There­
fore the results of the experiments on group structured dictionary should be 
considered as indicative, rather than conclusive evidence for this approach.
In the results, the performance of each category is different from other cat­
egories regardless of the method used. This suggests an inherent difference in 
complexity associated with each category. Of course this is not an unexpected 
result. One contributing factor is the tradition in the community to use the 
same number of training images for all categories. It is reasonable to assume 
that categories with a comparatively higher degree of complexity will require 
more training images. The number of training images has a strong bearing 
on the performance that can be expected from a method designed to estimate 
semantically relevant structure. There should be sufficient training images that 
span the variation in appearance in a category to allow a learning method that 
opportunity to learn the semantic structure. Therefore the margin of improve­
ment of structured sparse visual model over regular sparse visual model could 
be attributed to lack of sufficient training data. This possibility does not it­
self qualify structured learning. Nevertheless the results of the experiments in 
chapter 5 and in chapter 6  demonstrate that the methods here have succeeded 
in estimating semantic structure.
CHAPTER 7
Summary
7.1 Conclusion
This thesis addressed the problem of dictionary learning and feature encoding 
for visual category recognition. The objective of the thesis was structure in 
feature data that is related to characteristic visual properties of categories. 
Towards this objective, the flow of the thesis was to analyse feature data to 
discover this semantic structure; the structure was estimated using co-clustering 
and represented as groups of semantically related data elements; the semantic 
groups were used in conjunction with structured sparsity induction methods to 
learn semantically structured visual models.
In chapter 3, several traditional linear and recent non-linear dimensionality 
reduction methods were surveyed. These methods used information in either 
global or local descriptor distribution to learn a projection function. Empirical 
comparison of information preserved by each of these methods in the embedded 
sub-manifold suggested the signiflcance of modelling local descriptor distribu­
tions. Instead of making an ad-hoc selection of lower dimensionality for the
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sub-manifold, multiple intrinsic dimensionality estimation methods were used 
for a category specific lower dimensionality. Of the estimation methods used, 
the Maximum Likelihood Estimation method is recommended in view of the 
mean and variance in estimated dimensionality across categories of a dataset. 
A novel Rényi entropy based measure of structure was developed to compare 
sub-space embedding methods (Gupta and Bowden, 2011) to allow comparison 
independent of the classification pipeline. In terms of structure, classification 
performance, and computational time complexity the Locality Preserving Pro­
jection method was empirically found to be the best. The low aggregate in­
trinsic dimensionality of 14 in a 128 dimensional feature space, coupled with 
the presence of structure in local distribution suggested the adoption of mul­
tiple sub-manifolds, instead of a single sub-manifold to model visual category 
data.
The comparative analysis of sub-space embedding techniques was useful in 
terms of highlighting the difference between global and local embedding meth­
ods, particularly between the traditional PCA and the recent LPP. In LPP 
the locality preserving projections are obtained by finding the optimal linear 
approximations to the eigenfunctions of the Laplace Beltrami operator on the 
manifold. The locality preserving character of the LPP algorithm makes it 
relatively insensitive to outliers and noise. One core issue is the ubiquitously 
used Euclidean distance measure. It has been shown to be unreliable at higher 
dimensions (Aggarwal et ah, 2001). This is a contributing factor to the per­
formance of sub-space embedding methods that consider global distributions. 
LPP on the other hand seeks to preserve Euclidean distances locally, with the 
assumption that error induced over short distances is small. The performance 
improvement demonstrated for LPP is empirical support for this assumption.
There were two ideas that motivated the work in chapter 4. The first was the 
notion of visual ambiguity in (van Gemert et ah, 2010) and Kernel Codebooks 
that emphasized the importance of soft-assignment. The second was NMF for 
object part recognition in (Lee and Seung, 2000) that combined learning of 
dictionary and coefficient matrix. Fuzzy logic was incorporated in learning a
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visual model, where the fuzzy membership function was interpreted as a kernel 
associated with each dictionary element. The first method developed was the 
Fuzzy K-Means (FKM) model which is comparable to the Kernel Codebook. It 
was empirically shown to perform better than the ‘Bag-of-Words’ model. How­
ever, the kernel covariance matrix in FKM was computed using global feature 
distribution. In view of the significance of local distributions, the Custafson- 
Kessel (C-K) algorithm was used to compute dictionary element specific fuzzy 
membership functions. The fuzzy C-K model was also shown to provide per­
formance benefits (Cupta and Bowden, 2 0 1 2 ).
Semantic structure in feature data was estimated using co-clustering which 
simultaneously clusters both rows and columns of a training feature matrix. 
The Bregman co-clustering was adopted in this thesis as it subsumes several 
co-clustering techniques. Of these, the information-theoretic and sum-squared 
residue co-clustering techniques were used in the experiments here. Since co­
clustering estimated groups of semantically related variables, the result could be 
interpreted as semantically relevant sub-space embedding with the consequence 
of reducing the aggregate disparity between feature vectors of the same cat­
egory. This result was empirically verified for both the multiple sub-manifold 
dictionary and topic dictionary (chapter 5).
One reason for use of the generalized Bregman co-clustering framework was to 
understand the influence of the divergence measure on the estimated semantic 
structure. The performance of ITCC, which uses K-L divergence, and SSRCC, 
which using Euclidean distance, in the experiments in chapter 5, was differ­
ent for different datasets. These results corroborated the expectations that 
the latent structure in descriptor distributions idiomatic to a dataset could be 
better modelled by a non-standard divergence measure. Further exploration is 
required to tune the divergence measure and associated co-clustering technique 
to a visual category.
In view of the recent success of sparsity based methods for visual model learning, 
the estimated semantic structure was used for learning structured sparse visual
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models (chapter 6 ). The structured sparse principal component analysis method 
was used to learn a structured multi sub-manifold dictionary where sparsity is 
induced on sub-manifolds rather than sub-spaces. Since sub-manifold contains 
semantically related sub-spaces, the representation of each dictionary element is 
made using only relevant subspaces, which can not be achieved by regular sparse 
principal components. The ^2 ,1 -norm regularization with co-clustered groups of 
dictionary elements was used to compute structured encoding of images. Both 
structured sparse models show aggregate performance improvements.
The work in this thesis succeeded in achieving the objective at the outset of 
learning semantically relevant structure in feature data. When viewed from a 
larger perspective, the feature descriptors and labelled training data currently 
available are insufficient for satisfactorily modelling the complexity inherent to 
a visual category. Consequently, learning a scalable model is important. The 
focus was not to maximize classification performance for any of the methods 
developed in this thesis. Therefore, although the comparative performance with 
existing methods in the experiments may not be impressive, it is the ability to 
estimate semantic information and use it a priori in the learning algorithms 
that constitutes the essence of the work in this thesis.
7.2 Future Work
The success of recent feature encoding methods like Fisher Kernel coding have 
suggested the value in encoding information about the position of a feature 
vector with respect with a dictionary element and the Gaussian kernel (Chat- 
field et ah, 2011). However, Fisher Kernels use simple hyper-spherical Gaussian 
kernels (Perronnin et ah, 2010). This thesis developed encoding methods that 
focussed on fitting the shape, size and density of individual kernels to local 
descriptor distributions (section 4.4). A method that combines both these ideas 
is an interesting avenue for further research.
The G-K dictionary does improve upon k-means and fuzzy k-means dictionary 
toward the objective of learning a dictionary and associated encoding that, ad-
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apts the cluster shape to local distribution of feature vectors. Nevertheless, the 
use of norm inducing matrix, which creates hyper-ellipsoidal clusters is limiting. 
To effectively handle ‘visual word ambiguity’, the model should accommodate 
both ‘uncertainty’ and ‘plausibility’. One way of interpreting this is that fea­
ture vectors that lie at the boundary between two dictionary elements should 
be conferred with a low probability of assignment to either of those two dic­
tionary elements. In addition, the probability assigned in this case, should not 
be based on a limiting hyper-ellipsoidal cluster shape. Towards this objective, 
the dictionary learning method interprets feature vectors in the proximity of a 
dictionary element as normally distributed random variables in This in­
terpretation can account for size and density of clusters. The fuzzy maximum 
likelihood estimates clustering approach, which can implement this interpret­
ation, computes the prior probability of selecting dictionary element as gi, 
given by gi = ^ where is the posterior probability of assigning
dictionary element to feature vector Zj. This approach, called Gath-Geva 
fuzzy model, has been argued by Gath and A. B. Geva (.1989) to be able to 
detect fuzzy clusters of varying shapes, sizes and densities. The drawbacks of 
this dictionary learning approach is the high computational cost. In addition, 
it is less robust in the sense that it requires good initialization. It converges 
to local optimum in close proximity due to the exponential distance norm used 
here. Nevertheless the Gath-Geva model is an interesting kernel estimation 
technique that could be useful for feature encoding.
Co-clustering feature data matrix clustered variables to disjoint groups. Ac­
cordingly, no topic in a structured dictionary has any dictionary element in 
common, and no sub-manifold in structured sub-manifolds has any sub-space 
in common. Since, certain partitions of feature space could belong to multiple 
visual categories or multiple parts of the same visual category, the flexibility of 
allowing multiple visual topics to to share the dictionary element corresponding 
to this partition is intuitively appealing. Similarly, certain image structural ele­
ments could be shared amongst multiple parts of a visual category or amongst 
multiple categories, and so the corresponding sub-space should be shared by
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multiple sub-manifolds. Work for the future needs to explore feature data mat­
rix factorization techniques that can find appropriate over-lapping groups of 
dictionary elements and sub-spaces. In addition, group sparsity methods are 
required that can incorporate these over-lapping groups.
The sparse coding algorithms here used convex regularization, which enforced 
certain constraints on the group sparsity. Future work could explore non-convex 
regularization, which may provide better encoded representations.
All the implementations here have been offline algorithms. The dictionary was 
learnt using a fixed corpus of feature descriptors and once learnt was never 
modified. The converse class of online algorithms can adapt to new data. In 
view of the magnitude of training data required to satisfactorily model the 
complexity of a visual category in comparison with the number of training 
images in a single available dataset the adoption of online learning algorithms 
holds promise.
Structured sparse coding was independent of dictionary learning in the imple­
mentations here. However, combining these two modules for structured dic­
tionary learning by assuming certain structures on the representations is an 
interesting topic for further development.
This thesis used a member of the afflne coyariant local patch descriptors. Such 
‘engineered’ descriptors are designed for classification robust to pose and light­
ing variation. These descriptors having undergone development over several 
years, are arguably satisfactory for the task of single object recognition under 
those variations. However classification robust to intra-category appearance 
variation can not be dealt with using these descriptors by themselves. In this 
thesis, this variation was handled instead by the visual model learning module of 
the classification pipeline. However, there has been growing interest in repres­
entation learning from data that is ‘tailored’ to visual categories. Tools in this 
domain including auto-encoders. Restricted Boltzman Machine (RBM). Deep 
learning architectures for building a hierarchical representation of feature data 
are gaining prominence. In reference to this, the afflne covariant descriptors are
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called ‘flat’ descriptors. Although the use of descriptors was restricted to the 
family of affine covariants, the adoption of hierarchical features is a logical next 
step. An interesting avenue for future work is combination of feature genera­
tion and visual model learning modules. The idea here would be to ‘feedback’ 
semantic structure estimated in the visual model learning module to modify 
feature generation to be better adapted to model visual categories.
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APPENDIX A
Rényi Entropy
Consider a discrete probability distribution P = {pi,P 2 , • • • ,Pn} satisfying the 
conditions of J2 ^iP i  =  1, and p* > 0 , VI < % < A". If the condition of 
additivity is fulfilled, then the information J(-) in the joint event, of two events 
with probabilities p and q follows
7 ( f . Q )  =  7 ( f )  +  7(Q) (A.1)
The amount of information ‘produced’ by knowing that an event with probab­
ility p took place can be stated as ( ignoring a multiplicative factor acquired by 
setting J ( |)  =  l
/(P )  =  - lo g 2 P (A.2)
Now, if the outcomes of some experimental discrete random variable have prob­
abilities {p i,. . .  ,pAr}, and if the outcome delivers fy bits of information then 
the total amount of information for this set {fy,. . . ,  fyy} is
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N
/(P )  =  ^ p , 4  (A.3)
k=l
This formulation is a statement of Shannon entropy. There is an unstated 
assumption here regarding the linear averaging operator. In the ‘general theory 
of means’, for any monotonie function g(x) with an inverse the general
mean associated with g{x) for a set of real values {x^} ior 1 < k < N  with 
probabilities of {pk] can be defined as
N
9~^C^Pk9{xk)) (A.4)
k=l
Using this, the formulation of information I{P) is
N
I(P ) = 9 - \Y ,P k g { Ik ))  (A.5)
k=\
This g{x) is the so called quasi-linear mean and it constitutes the most general 
mean compatible with Kolmogorovs axiomatics, discussed in Dukkipati (20.10). 
As shown in Renyi (1960), when the additivity for independent events is applied 
to (A.5), the class of permissible g{x) is restricted to two classes: g(x) = cr, with 
c a constant; and g(x) = In the first case, for linear g(x) the quasi-
linear mean reduces to the ordinary mean and yields the Shannon information 
measure in (A.3). For the second case, the expression of information, Ia{P) is
Ia(P) =   ------,where o; 1  ,and a  > 0  (A.6 )
k=i
This is an expression of the so called Rényi’s information measure of order a, or 
Rényi’s a entropy, and denoted as The adoption of the term ‘entropy’ is
motivated by the analogous expression in Shannon’s theory, as it too represents 
the disclosed information or removed ignorance. A geometric interpretation of 
Rényi entropy, shown in Principe (2010), is relevant for the choice of a. It 
analyses the iso-entropy contours as a function of a  on a simplex, where in
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particular for a  =  2 , the contours are circular, indicating an fy-norm to the 
centre. Rényi entropy for a  =  2 is
H2 = -  log Ç ^ P k )  (A.7)
k
In addition to its geometric interpretation, Rényi’s quadratic entropy has also 
been used to quantify diversity in econometrics; and because H 2 is a lower 
bound of Shannon’s entropy, it may be more efficient than Shannon’s entropy 
for entropy maximization.
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APPENDIX B
Co-clustering Algorithms
A lgorithm  3 Information-theoretic co-clustering
Inpu t: p(X, y ), A: (no. row clusters), I (no. column clusters)
O u tpu t: partition functions C^, Cy
Initialize: 1 4— 0, and Cy^ by random partitioning
Compute: g(°)(A ,y), g(°)(A|%), g(°)(y|y)
g(o)(y|:r)<(-g(o)(y|y)g(o)(y|T) , V l < æ < A ; .
rep ea t
Row C lusters: compute for each row x
a r g m i n j cIk l {p { Y \ x ) || g W ( y | z ) ) ,
-e-
D istribu tions: compute ç(*+^)(X,y), g^*+^)(X|X), ç(*+^)(y|y), 
ç(*+ i)(X |p)-e-ç(*+^)(a:|:r)ç(*+^)(x|p)
C olum n C lusters: compute for each column p 
Cy'^‘^ \y )  <- argming dKL{p{X\y) || q^^\X\y)),
D istribu tions: q^ ^+‘^ \X ,Ÿ ),q (^+ ‘^ \X \X ) ,  g(*+2)(y|y), q(i+‘^ ){Y\x) 
t i— t 2
u n t i l  ( d j f i ( p ( X , y )  II q(*\X,Y) ) -dKL{p{X,Y)  | |  ç ( ‘ + 2) ( X , y ) ) )  <  e
{t+2) j _  ^{ t+ 2 )
X ’ 
re tu rn  C^, C y
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Algorithm 4 Minimum Sum-Squared Residue Go-Clustering
Input: data matrix Zmxn, no. of row-clusters k, no. of column-clusters I 
Output: clustering matrices 77 and C
Initialize: loss function || H  1| ( / — 7777^)Z(7 — |p
difference in loss function A 1  and pre-specified parameter a  f -  0.01 
threshold r  <r- a \\Z  \\^  
t y - 1  
repeat
z^ y - { i -  n'R7')zc 
(7 - 7777^)2 
for 1  < 7  < n do
Gc(z.j) 4- argmin || -  Me |p
-  l< c < Z  .
end for
Update C using Cc(-)
Z^ 4 - 77^Z(7 -  CC )^
Z ^ y - Z ( I  -C C ^)  
for 1  < Î < m do
C n i z i . )  4- argm in || Z f -  ^Z^ p
. l < r < k
end for
Update 77 using 
t i— A -h 1
Update loss function: || H  ||^^)4-|| (J -  7777^)Z(J -  CC'^) ||^
^  ^  I II ^  ll(t) -  II H ll(t_i) I
until A  < T  
return 77, C
APPENDIX G
Data sets
Pascal VOC 2006
The images were collated from “Flickr” and Microsoft Research Cambridge. 
The dataset consists of 10 categories. The number of images for training and 
validation in each category is listed in table C.l.
C ategory T rain Validation TVainVal
Bicycle 127 143 270
Bus 93 81 174
Car 271 282 553
Cat 192 194 386
Cow 1 0 2 104 206
Dog 189 176 365
Horse 129 118 247
Motorbike 118 ,117 235
Person 319 347 6 6 6
Sheep 119 132 251
Total 1277 1341 2618
Table C.l: VOC2006 dataset
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Pascal VOC 2007
The V002007 has 20 categories, up from 10 categories in VOC2006. These 20 
categories has been selected as
• Person: personal
• Animal: bird, cat, cow, dog, horse, sheep
• Vehicle: aeroplane, bicycle, boat, bus, car, motorbike, train
• Indoor: bottle, chair, dining table, potted plant, sofa, tv/monitor
The number of training and validation images in each category are listed in 
table C.2 . Sample images from the dataset are illustrated in fig. C.l.
C ategories Train Validation TVainVai
Aeroplane 1 1 2 126 238
Bicycle 1 1 6 127 "243
Bird 180 150 330
Boat 81 1 0 0 181
Bottle 139 105 244
Bus 97 89 186
Car 376 337 713
Cat 163 174 337
Chair 224 2 2 1 445
Cow 69 72 141
Diningtable 97 103 2 0 0
Dog 203 218 421
Horse 139 148 287
Motorbike 1 2 0 125 245
Person 1025 983 2008
Pottedplant 133 1 1 2 245
Sheep 48 48 ■ 96
Sofa 1 1 1 118 229
lYain 127 "434 2 6 1
'IVmonitor 128 128 256
Total 2501 2510 5011
Table C.2: VOC2007 dataset
Pascal VOC 2010
The VOC2010 dataset contains images from the previous editions, VOC2008 
and VOC2009 datsets as well. The number of training and validation images
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bottle chair dog plant train
Figure C.l: Sample images o f VOC 2007 dataset.
ill each of the 20 categories is listed in table C.3. The groups of categories is 
the same as VOC2007. This is the largest and most challenging of the VOC 
datasets.
C ategories Train Validation TVainVal
Aeroplane 283 296 579
Bicycle 228 243 471
Bird 340 326 6 6 6
Boat 2 2 2 2 1 0 432
Bottle 300 283 583
Bus 180 173 353
Car 523 507 1030
Cat 502 503 1005
Chair 469 456 925
Cow 125 123 248
Dining table 209 206 415
Dog 591 608 1199
Horse 209 216 425
Motorbike 225 228 453
Person 1717 1831 3548
Potted plant 225 225 450
Sheep 152 138 290
Sofa 205 2 0 1 406
Train 226 227 453
IV monitor 247 243 490
Total 4998 5105 10103
Table C.3: VOC2010 dataset
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Figure C.2: A sample of images from the Caltech-101 dataset.
Caltech-101
The categories for this dataset were collated from the Webster Collegiate Dic­
tionary by selecting words related to drawings. The images associated with each 
categories were obtained using the Google search engine. The set of retrieved 
images were manually pruned to remove irrelevant images. The images in some 
categories like ‘car’ and ‘motorbike’ were manually flipped so that all instances 
faced the same direction. An additional category for background clutter was 
added to the dataset. This category consists of images retrieved by the search 
keyword ‘background’. This dataset was released in 2003. It has a total of 102 
categories and 9144 images. In terms of number of images per category, the 
minimum is 31, the maximum is 800, and the average is 90. Further details 
of the dataset can be found in (Fei-fei et ah, 2007). Samples images from the 
dataset are shown in fig. C.2.
Caltech-256
The Caltech-256 expands the Caltech-101 dataset, providing more categories 
and more images per category. This dataset was released in 2006. It has a total 
of 257 categories. There are a total of 30608 images in all the categories. The 
minimum number of images per category was significantly improved, compared
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Figure C.3: A sample of images from the Caltech-256 dataset.
to Caltech-101, to 80. The maximum number of images in a category is 827 and 
the average is 119. Details of the dataset are provided in (Griffin and Perona, 
2008). A sample of images from this dataset is shown in fig. C.3.
Scene-15
The Scene-15 dataset is the most popular database of images pertaining to nat­
ural scenes. The number of categories grew with contributions from researchers 
(Lazebnik et ah, 2006; Oliva and Torralba, 2001; Perona, 2005). Each category 
has 200 to 400 images, and average image size is 300 x 250 pixels. The major 
sources of the pictures in the dataset include the COREL collection, personal 
photographs, and Google image search. The standard approach to splitting the 
dataset into train and validation sets is to take 1 0 0  images in each category for 
training and the remaining for testing. Accordingly the number of train and 
test images in each category is listed in table G.4. A set of sample images from 
the dataset is shown in fig. C.4.
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C ategory Training Test Total
Coast 1 0 0 260 360
Forest 1 0 0 228 328
Highway 1 0 0 160 260
Inside City 1 0 0 208 308
Mountain 1 0 0 274 374
Open Country 1 0 0 310 410
Street 1 0 0 192 292
Tall Building 1 0 0 256 356
Bedroom 1 0 0 116 216
Suburb 1 0 0 141 241
Kitchen 1 0 0 1 1 0 2 1 0
Livingroom 1 0 0 189 289
Office 1 0 0 115 215
Store 1 0 0 215 315
Industrial 1 0 0 2 1 1 311
Total 1500 2985 4485
Table C.f: ScenelS dataset
office kitchen hvmg room
industrialstore
» m
tall buildina* instae cit\ street
01».'mm
htgnway coast open countrv
itain* tores:* suburb
Figure C.f: Sample images from Scene-15 dataset
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