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E-mail addresses: pn@white.stanford.edu, peter.neHumans are remarkably efﬁcient at processing natural text. We quantiﬁed efﬁciency for discriminating a
sample of meaningful text from a sample of random text by disrupting the meaningful sample, and mea-
suring how much disruption human readers can tolerate before the two samples become indistinguish-
able. We performed these measurements for a wide range of conditions, involving samples of different
lengths and containing letters, words or Chinese characters. We then compared human performance to
the best possible performance achieved by a Bayesian estimator under the conditions in which we tested
our participants, and in so doing we determined their absolute efﬁciency. Values were mostly in the
range 5–40%, in agreement with reported efﬁciencies for many visual tasks. Although not intended as
a veridical model of human processing, we found that the Bayesian model captured some (but not all)
aspects of how humans classiﬁed text in our tasks and conditions.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
Natural text is highly regular in its statistical structure (Chater
& Manning, 2006; Gigerenzer & Todd, 1999). Words in a sentence
are not independently assembled, but rather follow certain rules
regardless of the message conveyed by the sentence. These rules
specify constraints on the statistics of text, as demonstrated by
Shannon’s simple experiment of picking two consecutive words
at random from a book, then looking for the same two words at
some other random point in the book, then choosing the word that
immediately follows, and repeating this procedure recursively
(Shannon, 1948). An example of a sentence that can be obtained
in this way is ‘‘the head and in frontal attack on an English writer
that the character of this point is therefore another method”, which
is remarkably close to natural text. The same logic applies to
strings of letters (Damashek, 1995), as letters can only be strung
up in certain ways. String regularity is exploited by Dasher, a soft-
ware application that facilitates typing by prioritizing the availabil-
ity of upcoming characters depending on their probability of
occurrence at the present position in the string (Ward & MacKay,
2002).
Clearly humans can learn these statistical regularities as they
acquire language. Our goal was to quantify this ability in units of
absolute efﬁciency. By efﬁciency we refer to a speciﬁc concept from
signal detection theory (Burgess, Wagner, Jennings, & Barlow,
1981), the ratio between human and ideal d’ (an unbiased measure
of sensitivity, see Tanner and Birdsall (1958)). Efﬁciency can alsoll rights reserved.
ri@abdn.ac.uk (P. Neri).be rewritten in terms of threshold signal-to-noise ratios (SNR)
which is the formulation we adopt here (Green & Swets, 1966).
In order for these quantities to be measurable it is necessary that
stimuli, tasks and behavioral outputs are well-deﬁned and that
an ideal strategy can be formulated. Previous research has demon-
strated the human ability to exploit the statistical regularities of
text (Gigerenzer & Todd, 1999; Jurafsky, 2003; Lee & Corlett,
2003), but the chosen behavioral metrics could not be explicitly
translated into SNR’s. For example, the pattern of reading eye-
movements is affected by the statistical predictability of text (Ehr-
lich & Rainer, 1981) and so are Cloze completion studies (Taylor,
1953), but it is not obvious how the resulting behavioral measure-
ments would translate into SNR. This makes it difﬁcult to incorpo-
rate them within the context of signal detection theory for the
purpose of computing absolute efﬁciency and comparing this met-
ric across different perceptual domains (e.g. with vision, Barlow
(1980)), which was the main goal of our study.
For these reasons we chose a behavioral task of extreme sim-
plicity: we asked human participants to select, between two
strings, the one conforming more closely to their natural language.
This task proved to be surprisingly robust: it was easy to learn and
generated a large dataset of stable and reliable threshold measure-
ments. By adopting a simple task and well-deﬁned SNR character-
istics we could formulate an ideal strategy for performing the task.
Because all aspects of the stimulus and behavioral output are spec-
iﬁed, the ideal strategy is based on likelihood ratios and is essen-
tially a problem of Bayesian estimation (Geisler, 2003). We
implemented the estimator via Monte Carlo simulations, and ob-
tained threshold predictions corresponding to all measurements
from human participants. A direct comparison between the two
558 P. Neri et al. / Vision Research 50 (2010) 557–563sets of threshold SNR’s yielded efﬁciency estimates for a variety of
conditions, allowing us to provide a detailed and quantitative char-
acterization of the human data.2. Methods
2.1. Construction of databases
We tested three main conditions: ‘word string’, ‘letter string’
and Chinese ‘character string’. For the ‘word string’ condition we
used large amounts of digitized English text, which we assembled
into one long sequence of text. We then eliminated all characters
apart from the 26 letters of the alphabet and set all of them to low-
er case (Fig. 1A). We retained blank spaces for segmenting the text
into words. The entire dataset consisted of 200 K words (15 K
distinct words). When used in relation to this database the term
‘element’ refers to one word. For the ‘letter string’ condition we
also removed all blank spaces to obtain one long sequence of unin-
terrupted text which we truncated at 200 K letters. When used in
relation to this database the term ‘element’ refers to one letter. For
the Chinese ‘character string’ condition we created the database in
a very similar way using Chinese characters. We identiﬁed 1.2 K
distinct characters within an overall database of 5.5 K characters.
When used in relation to this database the term ‘element’ refers to
1 character.DC
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Fig. 1. Stimuli, task and metrics used in the experiments. (A) We generated a large data
The conversion only preserved the 26 letters of the alphabet and spaces between words
string (two alternative forced choice). The ‘target’ string was extracted from the databas
the database one at a time. Participants were typically able to identify the target correctly
one or more elements in the ‘target’ string with randomly selected elements from the da
of replaced elements increases (going from left to right in B and C), the percentage o
psychometric curve in C. The number of replaced elements corresponding to 75% w
measurement for different string lengths (the example in the ﬁgure is for length = 4), and
the conditions tested, points fell on a straight line in log–log units. We computed correspo
efﬁciency by taking the ratio between human and ideal thresholds. We computed averag
and plotted it against efﬁciency for ‘short’ strings (65) for each subject (shown in E, wher
is based on panel E.2.2. Stimuli and tasks
Stimuli consisted of text strings (Arial font) displayed on a CRT
monitor. Our goal was to ensure that the only bottleneck for per-
formance was language-related. We therefore adjusted the visual
and temporal parameters of our stimuli for each subject to ensure
comfortable and relaxed reading. Viewing distance was typically
between 1 and 2 m, each character subtending ½–1. Each string
was typically presented for a total time corresponding to a reading
speed of 3 word/s for ‘word’ and ‘character’ conditions, and 10–
12 characters/s for the ‘letter’ condition (i.e. stimulus duration
scaled with string length).
Each trial consisted of two intervals, one containing a ‘target’
stimulus, the other one containing a ‘non-target’ stimulus, sepa-
rated by a 1-s gap. Target and non-target were generated from
the database as described in Fig. 1. We outline the procedure for
the ‘word string’ condition, but the logic was identical for the other
two conditions. The target string consisted of a segment from the
database, preserving the original sequence of the elements and
thus providing a small sample of the statistics that governed the
structure of the database (Fig. 1B, left-most example). The non-tar-
get string consisted of a sequence of elements that were randomly
selected from the database, indicated by black numbers in Fig. 1B.
These numbers refer to the original order of the elements in the
database and are shown here for clarity, but no such numbers were
displayed to the participants during stimulus presentation.l
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base of text converted from written samples such as books and newspaper articles.
. (B) Participants saw two strings on each trial and were asked to select the ‘target’
e, while the ‘non-target’ string was generated by randomly selecting elements from
on all trials (100% correct) for this condition (left-most point in C). We then replaced
tabase. Randomly selected elements are indicated by black numbers. As the number
f correct responses decreases until it reaches chance (50% correct), shown by the
as taken as the basic threshold measurement (see Section 2). We repeated this
plotted threshold number of replacements versus string length minus 1. (D). For all
nding thresholds for an ideal estimator (solid line in D, see Section 2) and measured
e efﬁciency for thresholds corresponding to strings containing >5 elements (‘long’),
e different points refer to different participants). Fig. 2 is based on panel D and Fig. 3
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closely resembled their native language by pressing one of two
keys. We tested 13 participants aged between 20–35 years old
with normal vision and no known history of reading impairments.
Participants S6, S8–S13 are native speakers of Chinese and partic-
ipated in the ‘character string’ condition. One participant (S6) is
proﬁcient in English and was tested for the other two conditions
as well. S1–S5 are native speakers of English, and were tested in
the ‘word string’ and ‘letter string’ conditions. S7 is a native speak-
er of Italian, and was tested in the Italian equivalent of these two
conditions, i.e. we created an Italian database for this subject in
the same way that the English database was created (total of
39 K words and 191 K letters). Two authors participated in
the experiments, S6 (AL) and S7 (PN). The remaining participants
were naïve and knew nothing about the nature of the replacement
process or the goal of the experiments.
We refer to the task described above as the ‘recognition’ task.
We ran a set of additional experiments where the ‘target’ was
generated by repeating one element that was randomly selected
(with equal probability for all elements) from the database (in
Fig. 1 potential targets would be ‘away away away away’ or ‘mice
mice mice mice’) and participants were explicitly instructed to
select this target. We refer to this task as the ‘repetition’ task.
The purpose of this additional task was to estimate the extent
to which the visual appearance of our stimuli may have impacted
the results, independently of their language-related component.
For example, the visual appearance of Chinese sentences (‘charac-
ter’ condition) is markedly different from that of English sen-
tences (‘word’ condition). When comparing results from the
two conditions with relation to language processing, we must
be sure that the observed differences may not be simply attribut-
able to differences in the visual appearance of the two classes of
stimuli.
2.3. Disruption by replacement and threshold measurements
Target and non-target were easily discriminated for trials like
the one depicted in the left-most example of Fig. 1B. We refer to
this condition as containing 0 replacements, as indicated by the1 10 1
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Fig. 2. Replacement thresholds for the ‘word string’ (top row), Chinese ‘character string’ (
averaged across participants (corresponding data for individual participants S1–13 is sh
elements – 1 on the x axis (refer to Fig. 1D). Solid symbols for recognition task, open sym
repetition (thin), not separately visible in A and C because overlapping. Error bars shownumeric label at the bottom of the two strings in Fig. 1B. Fig. 1C
shows that this condition corresponds to 100% correct choices of
the target interval (left-most point on the smooth curve). We then
randomly replaced some of the elements in the target string
according to the same rule that was used to generate the non-tar-
get string. This is shown for 1–3 replacements in the examples that
follow the 0 replacement condition in Fig. 1B. As the number of
replacements is increased, the target string is increasingly dis-
rupted until it is statistically indistinguishable from a non-target
string (right-most example in Fig. 1B). When the number of
replacements equals the number of elements in the string minus
1, performance must drop to chance level (dashed horizontal line
in Fig. 1C) because target and non-target are statistically
indistinguishable.
For intermediate numbers of replacements, performance de-
creases smoothly from 100% to 50% correct following a trend well
ﬁt by a cumulative Gaussian (least-squares). The mean parameter
associated with the best ﬁt (corresponding to 75% correct perfor-
mance) is the threshold number of replacements. For the example
in Fig. 1B,C this is close to 1 (indicated by the arrow in C), mean-
ing that a target string of four words can be discriminated from a
random non-target string of four words (Fig. 1B) provided no
more than 1 word is randomly replaced in the target string.
The number of replacements on a given trial was controlled by
a 2-up 1-down staircase procedure and was constrained to be
smaller than string length minus 1. We repeated this threshold
measurement for different string lengths mixed within the same
block (multiple parallel staircases). After running the staircase,
on some occasions we increased the statistical reliability of the
psychometric curve by adding trials at speciﬁc numbers of
replacements (method of constant stimuli). Each threshold (one
data point in Fig. 2) was estimated by combining all trials for that
condition from all blocks in which they appeared (we collected
113 ± 55 trials (average ± standard deviation across participants
and conditions) per threshold for ‘recognition’ experiments, and
22 ± 4 for ‘repetition’ experiments). These trials were then used
to compute a single psychometric curve, and the cumulative
Gaussian was ﬁtted to this curve (Probit analysis) to yield the
threshold estimate.10 1 10
1 10
1 10 1 10
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middle row) and ‘letter string’ (bottom row) conditions. Panels A, C and E show data
own in B, D and F). Thresholds are plotted on the y axis against number of string
bols for repetition task. Grey lines show ideal predictions for recognition (thick) and
±2 s.e.m. (smaller than symbol when not visible).
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The ideal detector implements Bayes’ rule by computing the
likelihood ratio associated with a given string for its being a target
as opposed to a non-target:
lðsiÞ ¼ pðsi Tj Þ=pðsi NTj Þ
where si is the string presented on interval i, Tmeans ‘target’ and NT
means ‘non-target’. The denominator is easily computed. If
si ¼ ½e1; e2;    en, where n is the total length of the string s in units
of number of ordered elements e, then pðsi NTj Þ ¼
Qn
j¼1pðejÞ, where
p(ej) is the frequency of element ej in the database (which is easily
computed from the database itself). The numerator can be ex-
pressed as follows:
pðsi Tj Þ ¼
Xn2
j¼0
pðsi Tj ; r ¼ jÞpðr ¼ jÞ ¼ 1n 1
Xn2
j¼0
pðsi Tj ; r ¼ jÞ
where r is the number of replacements, i.e. the probability that si is
a target is computed for each possible and equally probable (hence
the 1/(n  1) factor) number r of replacements (we are assuming
here that the ideal observer does not take into account the length
dependency introduced by the staircase because a signiﬁcant por-
tion of the dataset was collected using the method of constant stim-
uli). The ﬁnal probability of si being a target equals the sum of these
probabilities (only computed for r up to n  2 because r < n  1 in
the experiments: we never actually presented r = n  1 in the
experiments because we know by design that performance must
be at chance for this condition as target and non-target are statisti-
cally identical). For r = 0, the above probability is simply computed
by identifying the frequency of occurrence of si across the entire
dataset. This operation was performed by straightforward template
matching for all positions within the dataset. For r > 0, the probabil-
ity for each value of r is further broken down into:
pðsi Tj ; rÞ ¼ 1nCr
X
nCr
pðsi Tj ; fq1;q2;   qrgÞ
where the summation is taken over all (equiprobable) combinations
of n elements taken r at a time, denoted by nCr . The positions within
si of the elements that are selected as putative replacements are
listed within the {} brackets and denoted by qr. For example, if
n = 8 and r = 2 (i.e. two replacements on a string composed of eight
elements), there are 28 different ways in which the replacement can
happen. One of these involves replacing elements at positions 2 and
5, which we express as {q1 = 2, q2 = 5}. Clearly we must assume
here that not only does the ideal detector not know how many
replacements were applied to a given string, but it also does not
know which elements were replaced when it computes the proba-
bility for the possibility that there were r replacements. Conse-
quently, the probability must be computed for all possible
positions of the replacements within the string. The probability
associated with each speciﬁc choice q1;q2;   qr of replacement
positions (argument of the summation above) can be written as:
pðsi Tj ; fq1;q2;   qrgÞ ¼ pðsi Tj ; r ¼ 0Þ 
Yr
j¼1
pðeqj Þ
where si ¼ si  fq1;q2;   qr} indicates a string where the elements
at the positions that are being subtracted (the replaced ones) become
irrelevant for the purpose ofmatching the string to the database (as if
r = 0). Going back to the example above, si  fq1 ¼ 2;q2 ¼ 5g ¼
½e1; ; e3; e4; ; e6; e7; e8. The probability pð½e1; ; e3; e4; ; e6; e7; e8 Tj Þ
is then computed by simple template matching with the database,
where a positive match is obtained regardless of the elements
encountered across the database at the positions indicated by the .We challenged this ideal estimator with the same stimuli used
for the psychophysical experiments. On each trial the estimator se-
lected the interval associated with largest l as being the ‘target’ (if
lðs1Þ ¼ lðs2Þ the estimator generated a random choice). We ob-
tained full psychometric curves like that in Fig. 1C (using the meth-
od of constant stimuli – no staircase was used for the model), and
determined the ideal psychometric threshold using the same ﬁt-
ting procedure used for human participants. Similar to the psycho-
physical data, the function describing how threshold varies with n
conformed very closely to a line in log–log coordinates (grey lines
in Fig. 2). For the ‘letter string’ condition we also studied the effect
of decreasing the % of database available to the Bayesian estimator
for computing likelihood ratios. We estimated thresholds for n = 4
and n = 8 when the estimator only had access to 1%, 2% and 10% of
the database (as opposed to 100% for ideal estimation); we chose
these values because pilot simulations showed that they provided
adequate sampling of the underlying trend. Thresholds decrease
very similarly for the two values of n, keeping their ratio un-
changed at 3.6. We also performed a similar (though not identi-
cal) set of simulations to determine whether the size of the
dataset for the ‘word string’ condition was sufﬁcient to generate
asymptotic threshold behavior of the Bayesian estimator. We esti-
mated ideal thresholds for n = 4 and n = 6 when the word database
was limited to 1%, 2% and 10% of its original size. There was no
appreciable change in thresholds for any of these different dataset
sizes, demonstrating that 1% of the database was already sufﬁcient
to allow asymptotic estimation of ideal thresholds for the ‘word
string’ condition. More generally, we found that even gross
assumptions about database structure (for example setting p(ej)
to be the same for all elements) had little or no impact on ideal
thresholds for all conditions within the range of resolution that is
relevant to the experimental measurements presented here.2.5. Efﬁciency measurement
Efﬁciency is deﬁned as the squared ratio of experimental to
ideal d0. Because d0 is related to the signal-to-noise ratio (SNR) in
the stimulus, efﬁciency depends on the ratio between the ideal
and the experimental SNR at threshold (Green & Swets, 1966). A
natural deﬁnition of threshold 1/SNR for a target string in our
experiments is the threshold % of disrupted string (the ratio be-
tween the threshold number of replacements and the length of
the string), so that efﬁciency is transparently expressed as the ratio
between human and ideal thresholds. In visual psychophysics
thresholds are often squared for the purpose of computing efﬁ-
ciency (e.g. Pelli, Farell, & Moore, 2003) because signal and noise
are deﬁned in terms of energy (or power). In the context of the
experiments described here it makes little sense to square letter
thresholds, so we simply took their ratio: efﬁciency = th/ti where
th is the human threshold and ti the ideal threshold.3. Results
3.1. Thresholds scale with string length
Our database was directly derived from natural text (Fig. 1A;
see Section 2). Participants saw two intervals on each trial, a ‘tar-
get’ interval and a ‘non-target’ interval. Both were obtained by
picking words from the dataset, but this was done sequentially
in the ‘target’ interval (white digits in Fig. 1B) and randomly in
the ‘non-target’ interval (black digits), so that only the ‘target’
interval conformed to the statistics of natural text. Participants
were asked to identify the interval containing text that most clo-
sely resembled their natural language (see Section 2 for details).
This task turned out to be unexpectedly easy to learn and perform,
P. Neri et al. / Vision Research 50 (2010) 557–563 561generating stable and reproducible measurements. The task is
increasingly more difﬁcult when some of the words in the ‘target’
interval are replaced by words randomly selected from the data-
base. We measured the threshold number of replacements that
corresponded to a ﬁxed performance level (Fig. 1C). A similar pro-
cedure was used for the letter and Chinese character experiments,
except we replaced individual characters in these conditions (see
Section 2).
All plots in Fig. 2 show the total number of string elements 1
on the abscissa versus number of tolerated replacements on the
ordinate (see Fig. 1D for how these plots relate to individual
threshold measurements). We plot number of elements 1 (rather
than just number of elements) because signal = 0 occurs for string
length = 1 (when target and non-target are statistically identical),
and we wish to plot signal intensity on the x axis. Not surprisingly
all plots show that participants can tolerate more and more
replacements as the string gets longer (see Neri, Morrone, and Burr
(1998) and Wong and Barlow (2000) for related effects in vision
and audition). When plotted on log–log axes, this trend is very well
described by a line. Fig. 2A shows data for the word experiment
(solid symbols), averaged across participants. The error-weighted
linear ﬁt (indicated by black line in Fig. 2A) has a slope of 1.24
and a correlation coefﬁcient of 0.98. The extraordinarily good qual-
ity of these experimental data is not simply a consequence of sub-
ject averaging, because high correlation coefﬁcients were also
found for linear ﬁts to individual data (black lines in Fig. 2B; aver-
age correlation coefﬁcient across participants 0.95 ± 0.04 sd). We
conclude that a linear ﬁt on log–log axes provides an adequate
description of the data. We measured similar trends for the Chi-
nese and letter experiments (Fig. 2C–F, correlation coefﬁcients of
0.99 and 0.98 respectively), although the slope of the linear ﬁt to
the letter data was markedly steeper (2.16, see Fig. 2E).
3.2. Control experiment to exclude a role for visual bottlenecks
To ensure that our experiments were targeting language pro-
cessing, and not visual processing, we devised a version of our
tasks and stimuli that would correspond to a visual detection task.
In this version of the experiment the ‘target’ string consists of a
randomly selected word repeated n times (see Section 2). Data
for this experiment is shown by the open symbols in Fig. 2 which
invariably fall above the solid symbols. This demonstrates that
when participants were at threshold for identifying meaningful
strings they were always above thresholds for simply reading the
words and being able to count how many times they repeated
within the string, implying that the bottleneck for identifying
meaningful strings was never visual (where the term ‘visual’ in-10-2 100
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Fig. 3. Efﬁciency for strings containing >5 (y axis) versus 65 elements (x axis), where e
Western letter (dark grey). Panel B magniﬁes a portion of A as indicated by the joining l
data points refer to different participants (refer to Fig. 1E). Error bars show ±1 s.e.m.cludes eye-movements). We also observed similar trends for iden-
tifying words and Chinese characters despite the different visual
appearance of these two forms of writing. Finally, it is interesting
that the slope of the linear ﬁts to the detection data on log–log axes
is always 1 (word 1.07, character 1.24, letter 1.05), implying a lin-
ear relationship between string length and number of tolerated
replacements. This relationship conforms to expectations from sig-
nal detection theory (Green & Swets, 1966; Neri et al., 1998) and is
fully accounted for by our simulations (see below).3.3. Efﬁciency for short versus long strings
We wrote a computer program that implemented a so-called
‘ideal observer’, a theoretical device which provides the best possi-
ble performance attainable in our tasks and databases (see Sec-
tion 2) indicated by the grey lines in Fig. 2. As expected, these
lines fall above the corresponding human data (thick line for recog-
nition, thin line for repetition). We can combine human and ideal
thresholds into one quantity called ‘efﬁciency’, the ratio between
human performance and ideal performance (Fig. 1E). Fig. 3 plots
efﬁciency values obtained from the data in Fig. 2, averaged for long
strings (>5 elements) on the y axis versus short strings (65 ele-
ments) on the x axis. Each point refers to an individual subject.
Points tend to lie above the unity line (higher efﬁciency for long
strings as opposed to short strings). This effect is signiﬁcant for
Chinese characters (p = 0.001 paired t-test across participants for
long > short) and for letters (p = 0.02), but not for words (p = 0.2).
No such effect was observed for the repetition task (open symbols),
which showed an efﬁciency very close to 1 in all conditions (see
magnifying plot in Fig. 3B).4. Discussion
It is well known that humans can overcome disruption/impov-
erishment of meaningful text. For example, the following text can
be raed wtih qutie anazimg esae (Grainger & Whitney, 2004). In
this study we quantiﬁed how much disruption can be tolerated
by humans before a string of meaningful text becomes indistin-
guishable from random text. At ﬁrst sight it may appear that the
question we asked our participants was poorly deﬁned. In our pro-
tocol, target strings are deﬁned as belonging to the subject’s natu-
ral language, with no description of speciﬁc string elements.
Nevertheless, our sample of human participants learned this task
very easily and generated well-behaved psychometric curves after
20–30 trials. The robustness of our measurements is demonstrated
by the extremely high correlation coefﬁcients (close to 1) for the1
1
Efficiency for n<5
B Repetition
E
fficiency for n>5
ach element could be an English word (black), a Chinese character (light grey) or a
ines. Solid symbols for recognition task, open symbols for repetition task. Different
562 P. Neri et al. / Vision Research 50 (2010) 557–563log–log ﬁts to experimental data, indicating that participants were
performing this task using a stable and consistent strategy (see
Fig. 2).
In this study we were interested in the comparison between hu-
man performance and a speciﬁc model: the ideal observer. This
model is uniquely deﬁned, and it speciﬁes the level of performance
that is expected from a device with perfect knowledge of the statis-
tics of the stimuli and the methods by which they were manipu-
lated. This level of performance represents an upper bound for
the performance of any model. Because solving our task optimally
involved a simple process of Bayesian estimation, our approach
shares superﬁcial similarities with other models of text classiﬁca-
tion (e.g. Hale, 2001; Lee & Corlett, 2003; Levy, 2008; Nigam,
McCallum, Thrun, & Mitchell, 2000; Norris, 2006; Yang & Liu,
1999). However it should be emphasized that the goal of these pre-
vious studies was to model human performance, whereas our goal
was to measure human efﬁciency. From the modeling point of
view, the latter goal is simpler because only the ideal model needs
to be considered. From the experimental point of view, it imposes
speciﬁc constraints on stimulus design, SNR manipulation and sen-
sitivity measurements. In our study these constraints are reﬂected
in the choice of a simple behavioral measure (2AFC binary re-
sponse) that may have overlooked other important indicators of
text-processing such as conﬁdence (Vickers & Lee, 1998) or com-
pensation (Lee & Corlett, 2003). However, our approach has the
beneﬁt that it allows a direct comparison of text-processing mea-
surements with studies from other cognitive domains, notably vi-
sion. Our estimates of efﬁciency for processing natural text fall
between 3% and 50%, a range that overlaps with similar measure-
ments for visual tasks such as signal detection in noise (Burgess &
Colborne, 1988), density discrimination (Barlow, 1978), motion
processing (Barlow & Tripathy, 1997), symmetry perception (Bar-
low, 1980) and object recognition (Tjan, Braje, Legge, & Kersten,
1995). We found two main effects for efﬁciency, which we discuss
in detail below.
First, in some conditions efﬁciency increases as the text sample
becomes longer. This would not be expected if the participants
processed text using quasi-ideal estimation subsequently cor-
rupted only by late decisional noise: for this class of models (com-
monly used in vision) efﬁciency is expected to drop below 1 (due to
noise) by the same amount for all sample lengths. We divided our
data into short (65 elements) and long (>5), but this arbitrary dis-
tinction (based on the average length of an English word being ﬁve
letters) was only adopted to bring out the effect with better statis-
tical reliability. The underlying trend is that efﬁciency increases
gradually with increasing sample length. We do not have a ready
explanation for this phenomenon, and for why it only applies to
Western/Chinese characters and not to words. This result may ap-
pear to contradict Pelli et al. (2003)’s ﬁnding that efﬁciency drops
with increasing number of letters, but the two sets of ﬁndings are
not directly comparable. Pelli and collaborators studied how letters
are seen; we studied how letters and words, once seen, are assem-
bled for the purpose of classifying them as linguistic constructs.
The two sets of efﬁciency measurements are therefore entirely dis-
tinct, even though (as mentioned above) they span similar overall
efﬁciency ranges (but differ in the way efﬁciency varies as a func-
tion of string length).
Second, efﬁciency spans a very similar range (20–60%) across
participants for all three tasks when samples are long, but efﬁ-
ciency for short samples of letters spans a much wider range
(3–70%) than words or Chinese characters. Moreover, efﬁciency
for short samples of letters is weakly correlated with efﬁciency
for long samples (0.50, p = 0.25), whereas the correlation is
strong for the other two conditions (0.81, p < 0.03 for words
and 0.98, p < 0.0002 for Chinese characters). In other words, if
a speciﬁc individual is better than average at processing longsamples of words or Chinese text, it can be predicted that he/
she will also be better than average at processing short samples
of this written material. In contrast, the ability to process long
samples of letters does not allow reliable prediction of the ability
to process shorter samples. We attempted to model this effect by
assuming that different participants had different degrees of ac-
cess to the statistics of the database, possibly as a consequence
of different exposure to text during their lifetime. As expected,
a reduction in the access to database statistics does result in de-
creased performance of the Bayesian model, but equally for long
and short strings (see Section 2) failing to provide an account for
the large variation that we observed only for short strings of let-
ters. Regardless of possible interpretations, this empirical result
has direct implications for future studies using short strings of
letters (e.g. the word superiority effect (Cattell, 1886; Reicher,
1969)). It is also interesting that, in contrast to human thresh-
olds, ideal thresholds for ‘word’ and ‘character’ conditions did
not differ between recognition and repetition tasks (Fig. 2A and
C, thin and thick grey lines overlap). This demonstrates that
tasks and signals that may appear substantially different from
a perceptual standpoint (like recognition and repetition tasks)
may correspond to identical thresholds from a statistical
standpoint.
In conclusion, the Bayesian estimator provides a satisfactory ac-
count of some aspects of human text-processing within the context
of our stimuli, tasks and measurements, but fails in other impor-
tant respects. As expected, the performance of the Bayesian esti-
mator is superior to the human in all conditions (with the
exception of the repetition task for which efﬁciency 1), but this
difference is easily accounted for by reducing the overall reliability
of the Bayesian estimator (e.g. by adding response noise or by
reducing access to the database). The critical result is that the same
Bayesian estimator generates similar efﬁciency estimates for short
and long sequences of words (black symbols in Fig. 3A), thus cap-
turing two independent sets of data and providing a uniﬁed ac-
count of both conditions. However, as the unit of manipulation
varied fromword to character (via Chinese characters which repre-
sent an intermediate step) a difference in efﬁciency between short
and long strings became more evident, indicating that other phe-
nomena not captured by the Bayesian estimator were at play. De-
spite these departures from the data, it should be noted that the
model nicely captured the slopes of the noise-versus-signal func-
tions in Fig. 2. This non-trivial result indicates that the Bayesian
estimator offers a promising framework for understanding and
characterizing the human ability to identify the statistics of natural
text, although clearly it only represents a ﬁrst coarse step (Chater &
Manning, 2006).Acknowledgment
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