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Abstract 
This thesis describes the application of multidimensional fluorescence imaging to microfluidic 
systems. The work focuses on time- and polarisation-resolved fluorescence microscopy to 
extract information from microchannel environments. The methods are applied to polymerase 
chain reaction (PCR) and a DNA repair enzyme, uracil DNA glycosylase (UDG). 
The fluorescence lifetimes Rhodamine B are calibrated over a thermal gradient using time 
correlated single photon counting. The dye is then introduced in solution into a novel 
microfluidic PCR device. Fluorescence lifetime imaging microscopy (FLIM) is then performed, 
and using the calibration curve, the temperature distributions are accurately determined. The 
device is subsequently optimised for efficient DNA amplification. 
A line-scanning FLIM microscope is used to characterise a rapid microfluidic mixer via a 
fluorescence quenching experiment. Fluorescein and sodium iodide are mixed in a continuous-
flow format and imaged in 3-D. The spatial distributions of the fluorescence lifetimes are 
converted to the concentrations of sodium iodide to quantify mixing. Computational fluid 
dynamic (CFD) simulations are validated by comparison to the quantitative concentrations 
obtained experimentally.  
The binding reaction between UDG and a hexachlorofluorescein (HEX) labelled DNA strand is 
characterised spectrally. As well as an increase in fluorescence polarisation anisotropy, a 700 ps 
increase in the fluorescence lifetime is measured. Confocal microscopy shows the same spectral 
properties when the reaction is performed in both simple and rapid microfluidic mixers. In the 
latter experiment, a concentration series allows the determination of kinetics, which agree with 
conventional stopped-flow data. 
A two-colour two-photon (2c2p) FLIM microscope is developed and applied to the UDG-DNA 
system. An oligonucleotide containing 2-aminopurine, a reporter of DNA base flipping, and HEX 
is mixed with UDG in a microfluidic Y-mixer. The 2c2p excitation allows FLIM of both 
fluorophores and hence detection of binding and base flipping. Comparison to CFD with known 
kinetic rate constants confirms the experimental observations. 
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Thesis outline 
This thesis describes the integration of multidimensional fluorescence imaging (MDFI) with 
microfluidic systems. Applications of the developed technology include temperature mapping of 
a polymerase chain reaction (PCR) device and the characterisation and implementation of an 
ultrafast microfluidic mixer for enzyme-DNA interaction studies. 
 
In recent years there has been an explosion in the use of microfluidic systems (1, 2). 
Applications range from DNA and protein analysis to the development of hand-held point of 
care (POC) devices. The majority of such systems involve optical, especially fluorescence, 
microscopy to probe fluid flow and to monitor chemical or biological reactions within the 
microchannels. Fluorescence microscopy offers high sensitivity and specificity and is relatively 
easy to implement in most commercially available microscopes. Whilst standard intensity-based 
fluorescence detection methods are widely and effectively used, they do not provide all of the 
available information about the fluorophore in question and can fail to accurately report on the 
process under investigation. The lack of a suitable detection method has hindered the progress 
of many applications of microfluidics (3). The work reported herein aims to address this 
shortfall by demonstrating that MDFI, in particular fluorescence lifetime imaging microscopy 
(FLIM), is well suited to imaging within microfluidic systems. FLIM was first used to map the 
temperature characteristics of a novel PCR device. It was then applied to characterise the 
performance of an ultrafast microfluidic mixer that was developed to study enzyme-DNA 
interactions. Finally a novel microscope based on two-colour two-photon (2c2p) excitation was 
used to observe a two-step enzyme-DNA reaction in a microfluidic reactor.  
 
Chapter 1 gives an introduction to microfluidics including a brief background and an overview 
of the important applications of microfluidic systems. The fundamental principles that govern 
fluid flow within microchannels are reviewed, including the Reynolds number, mass transport 
by diffusion, the surface to volume ratio and pressure driven flow. The theory behind reaction 
kinetics and rapid reaction techniques is also introduced. Basic kinetic models are presented 
and descriptions of the different reaction orders are provided. The limitations of steady-state 
kinetic analysis and the use of transient kinetics for multi-step reactions are discussed. The 
limitations of current approaches for measuring rapid reactions and the advantages of a 
microfluidic approach are explained. The biological focus of this project is then introduced, 
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namely the sources and consequences of DNA damage and how the cell responds to such 
damage. The base excision repair (BER) pathway and the role of DNA glycosylases are also 
described. Uracil DNA glycosylase (UDG) and the phenomenon of base flipping are then 
introduced. The chapter concludes by introducing fluorescence and fluorescence microscopy, 
discussing how different fluorescence parameters can yield useful information. Various 
microscopy techniques for imaging fluorescence are outlined, including the frequency-domain 
and time-domain approaches to FLIM and the analysis of fluorescence decay profiles.  
 
Chapter 2 describes the general materials and methods used throughout the thesis. It begins by 
detailing the key instrumentation, including the line-scanning and confocal microscopes used to 
acquire FLIM images and the time- and polarisation-resolved fluorometer used to characterise 
bulk solutions. The procedure for the fabrication of microfluidic devices is then outlined. This 
involves the preparation of a silicon master using soft photolithography, curing of the 
polydimethylsiloxane (PDMS) chip and final assembly of the device. A discussion of the 
computational flow dynamics (CFD) simulations is also provided, including the equations used 
to describe the fluid flow and reactions as well as the parameters implemented. Finally, the 
protocol for the expression and purification of protein UDG is described.  
 
Chapter 3 documents the application of FLIM to study the temperature distribution within a 
novel microfluidic PCR device and presents a new method of reducing the background signal for 
such measurements. The chapter begins with a literature review of the miniaturisation of the 
PCR technique and discusses methods for mapping the temperature within microfluidic systems 
and approaches to reduce background signals. The novel PCR device is based on a radial design 
which contains two different temperature regions suitable for the amplification of DNA, with the 
reacting mixture being transported via water in oil droplets. A temperature sensitive dye 
introduced into the fluid phase provides precise temperature readouts via its fluorescence 
lifetime. The first experiment presented shows how the temperatures at the two regions could 
be adjusted, using the FLIM data, for the optimisation of the reaction. FLIM was then used to 
provide evidence for the correct temperature gradients existing between the two regions. The 
last part of the chapter explains how FLIM can reduce the unwanted background signal from 
fluorophore absorbed into the channel walls.  
 
Chapter 4 presents FLIM and CFD as complementary tools for designing, characterising and 
optimising hydrodynamic focusing (or sheath flow) microfluidic mixing devices. The 
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importance of mixing in lab-on-a-chip devices and the various approaches that can achieve this 
is provided with a brief literature review of experimental detection and simulation of mixing 
within microfluidic systems. The results from CFD simulations of a mixing junction of a sheath 
flow mixer are then presented, providing visualisation of the fluid flow via 3-D maps of the 
velocities and concentrations of the mixing molecular species. The reduction of the fluorescence 
lifetime of fluorescein by a quenching agent was used to experimentally measure the mixing 
processes and FLIM images acquired using a 3-D line-scanning microscope enabled a 
comparison with the CFD data. Excellent agreement between the two data sets was found and 
further studies of the mixing times of the device are presented. Finally FLIM and CFD allowed 
optimisation of the flow rates to obtain the fastest mixing time.  
 
Chapter 5 reports the application of the optimised microfluidic mixing device described in 
Chapter 4 to study the interaction of the enzyme UDG with DNA. The binding reaction between 
this DNA repair enzyme and DNA occurs on a submillisecond time-scale and so requires rapid 
mixing techniques. The introduction to this chapter reviews previous studies of this biological 
system, including the methods used (i.e. kinetic and structural) and presents the considerations 
that motivated the use of the sheath flow microfluidic mixer for this application. A bulk analysis 
of the UDG-DNA interaction using a fluorescently labelled oligonucleotide with a time- and 
polarisation-resolved fluorometer is then presented. The results show that, as well as the 
expected increase in the steady-state polarisation anisotropy, there is an increase in the 
fluorescence lifetime and rotational correlation time of the fluorophore when UDG binds the 
oligonucleotide. Similar changes in its fluorescence were then observed within a ‘Y-mixer’ or 
‘co-flow’ microfluidic device using a confocal FLIM microscope. The fast sheath flow device is 
shown to provide submillisecond transient kinetic data for the UDG-DNA reaction and the rate 
constant recovered is in good agreement with the literature.  
 
Chapter 6 focuses on the base flipping activity of UDG. The fluorophore used as a reporter of 
the base flipping, 2-AP, is excited in the UV and this requirement was met using a custom-built 
two-colour two-photon (2c2p) microscope. This was applied in bulk measurements and a new 
method to extract kinetic constants using a co-flow mixer and CFD data was explored. The 
chapter begins with a brief literature review of 2-AP, two-colour two-photon excitation and co-
flow mixing for kinetic analysis. In double-stranded DNA, the fluorophore exhibits red-shifted 
excitation and emission spectra, which allowed bulk measurements to be made using the time- 
and polarisation-resolved fluorometer. The results show that along with an increase in the 
fluorescence intensity and steady-state polarisation anisotropy, there is an increase in the 
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fluorescence lifetime when base flipping is induced by UDG. The chapter then continues to 
describe the design, construction, characterisation and application of a 2c2p FLIM microscope. 
The capabilities of the new instrument were first demonstrated by excitation of tryptophan and 
2-AP in bulk solution and then by imaging unstained biological tissue samples. Then the Y-mixer 
microfluidic device was imaged with the 2c2p system and lateral profiles of the fluorescence 
lifetime quenching of fluorescein by sodium iodide (NaI) were compared to CFD simulations to 
validate the approach. Finally UDG and DNA were introduced into the microfluidic mixer and 
information about the binding and base flipping was obtained simultaneously via 2c2p FLIM. 
Comparison with CFD simulations that included reaction kinetics shows good agreement.   
 
Chapter 7 provides a summary of the experiments and key results. It also presents the general 
conclusions, followed by a discussion of the outlook for future work based on this project. The 
report concludes with a list of the journal publications and conference presentations generated 
from this project, the bibliography of references, and reprints of the journal publications.  
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Chapter 1:  Introduction 
This chapter describes the origins and fundamental principles of microfluidic technology. The 
theory of kinetic analysis is also introduced with a focus on rapid reaction kinetic analysis. DNA 
repair and the DNA repair enzyme used in this project are also discussed. Finally fluorescence 
microscopy and fluorescence lifetime imaging microscopy (FLIM) are introduced.  
 
1.1 Microfluidics 
1.1.1 Background 
‘Microfluidic technology’ refers to analytical systems or devices that typically process microlitre 
or nanolitre amounts of fluids in channels ranging from one to hundreds of micrometres (2). 
They are able to process and manipulate very small amounts of samples, and perform 
separation, mixing and detection with high efficiency and sensitivity. The reduced volume 
means that these functions can be performed in very short times and at low cost. 
 
The initial publications in the late 1980s gave birth to the idea of the miniaturised total analysis 
system (µ-TAS) or the ‘lab-on-a-chip’ (4, 5). Such systems perform sample preparation, chemical 
reaction, separation and detection in an integrated fashion and on a single device (6). The 1990s 
saw the development of new materials and fabrication techniques along with new detection 
methods leading to a diversity of applications (7, 8). Recent years have seen the technology used 
in a wide range of applications such as DNA analysis, pharmacological screening, chemical 
synthesis, proteomics and point-of-care (POC) testing (1, 9-12).  
 
While the field of microfluidics has produced many commercial applications, the so called ‘killer 
application’ has yet to be discovered (2, 13). Most likely because a significant amount of  
research still focuses on the development of microfluidic platforms for biological applications 
with few instances arising where existing biological questions have been solved using 
microfluidic systems. This project aims to show that novel optical methods in conjunction with 
microfluidic processing can be used to answer a specific biological question. 
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1.1.2 Fundamental principles 
The utility of microfluidic systems results from phenomena that occur when downscaling from 
the macro-scale to the micro-scale. The following sections highlight some of the fundamental 
principles of miniaturisation and how they can be exploited in microfluidic systems. 
1.1.2.1 The Reynolds number 
Fluid behaviour within microfluidic channels can be assessed through the Reynolds number 
(Re) (14): 
 
   
   
 
      (1.1) 
 
Here, ρ is the fluid density, r is the radius of the flow channel, v is the linear velocity of the fluid 
and η is the viscosity of the fluid. Re is a dimensionless number that describes the ratio of 
inertial to viscous forces and can be used to predict whether a fluid flow is turbulent or laminar. 
If the value of the Reynolds number is below 2300 fluid flow is considered laminar, whilst above 
this value fluid flow is considered turbulent (15). Due to the small channel dimensions, 
microfluidic systems are usually characterised by values well below 2300 where the flow is 
laminar. This has many advantages as laminar flow can be accurately predicted and exploited 
for applications such as cell sorting (16) or chemical gradient formation (17). 
1.1.1.2 Mass transport by diffusion 
In a purely laminar flow regime, mixing between two fluids occurs via diffusion alone. Diffusion 
is the transport of molecules or particles from one region to another by random Brownian 
motion. The average time (t) it takes a molecule to diffuse a distance (d) can be estimated using 
the Einstein equation (1.2) (18): 
 
  
  
  
      (1.2) 
 
Here, D is the diffusion coefficient of the molecule. For a fluorescent dye such as fluorescein in 
water this value is 6 × 10-10 m2 s-1 meaning that it will take about 106 s for a molecule to diffuse 
over 1 cm but only 1 ms over 1 µm. The fact that the diffusion time varies with the distance 
squared has important consequences in microfluidics and has been put to good use for protein 
folding experiments (19) and molecular interaction studies (20).  
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1.1.2.2 Surface-to-volume ratio 
Another consequence of down-scaling is an increase in the surface-to-volume ratio. When 
compared to macroscale systems, the surface-to-volume ratio of a microchannel is typically 
more than two orders of magnitude larger. This can be used to increase the mixing efficiencies 
of devices that rely on diffusion. Another advantage is that miniaturised systems can be used for 
applications requiring precise temperature control such as polymerase chain reaction (PCR). 
The reduced volume and large surface-to-volume ratios allow rapid thermal transport that 
macroscale systems cannot achieve.  
 
1.1.2.3 Pressure driven flow 
Fluid manipulation within microchannels is typically achieved using a pressure driven flow 
from a syringe pump. The so called ‘no slip boundary condition’ states that the velocity of the 
fluid at the channel walls is zero. This gives rise to a parabolic increase in the fluid velocity from 
the wall to the centre of the channel (21). For applications requiring separation of analytes, this 
effect causes unfortunate limitations as molecules will experience dispersion along the length of 
the channel due to the non-uniform velocity.  
These principles of miniaturisation are all exploited experimentally in this thesis, and 
implemented in the CFD simulations of the microfluidic channels and the fluids within them. 
 
1.2 Kinetic theory and rapid reaction techniques 
1.2.1 Basic kinetic models 
In order to understand the mechanisms involved in a reaction a kinetic model must accurately 
describe the process. Most biological systems consist of multiple steps making analysis complex, 
but, if assumptions are made this can be simplified. Different types of reactions that can occur 
include the following: 
 
A simple irreversible reaction where species A and B form a product C can be described by the 
following scheme, where k is the rate coefficient: 
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→       (Scheme 1) 
 
If the rate of the reaction, r, is independent of the concentration of reactants A and B then it is a 
zero-order reaction and the rate law with respect to reactant A is as follows (22): 
    
    
  
        (1.3) 
 
However, if the rate of the reaction depends on the concentration of one reactant then the 
reaction is termed first-order or unimolecular and the rate law becomes: 
    
    
  
          (1.4) 
 
A second-order reaction defines a situation where the reaction rate depends on the 
concentration of one second-order reactant or two first-order reactants and the rate is given by: 
 
         or                      (1.5) & (1.6) 
 
Moreover, if reactant B is in excess of reactant A then its concentration can be considered to be 
constant and therefore a pseudo first-order rate law is obtained, where k’ is a pseudo rate 
constant: 
                     (1.7) 
 
These simple models form the basis of kinetic analysis and are used to fit the observed 
experimental data to obtain specific rate constants. Measurements of the biochemical kinetics of 
binding events or enzyme activity are particularly useful for understanding reaction 
mechanisms. This can provide useful insights into how organisms function at the molecular 
level (23). 
 
1.2.2 Steady-state kinetics 
Once a rate law has been found that describes the reaction under investigation then an 
experimental technique must be implemented to calculate the rate constants involved.  
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Enzymatic reactions, which are studied in this project, are typically single substrate 
mechanisms in which an initial bimolecular reaction between an enzyme (E) and substrate (S) 
forms an intermediate complex (ES). This is followed by a unimolecular reaction catalysed by 
the enzyme to form the product (P): 
 
       →         Scheme 2 
 
Steady state kinetics assumes that the intermediate concentration is constant (or at a low 
concentration) and measurements are made of the product formation over time, as shown in 
Figure 1.1. Here, the steady state phase occurs between the dashed lines. After this, the 
substrate is depleted and the product concentration starts to level off.  
 
Figure 1.1: Illustration of steady-state kinetics where [E], [ES], [S] and [P] are the 
concentrations of enzyme, intermediate complex, substrate and product respectively. 
Between the dashed lines, the concentration of intermediate ES is assumed to be constant.  
 
If the rate of product formation is measured for various substrate concentrations and the 
Michaelis-Menton equation (1.8) is used, it is possible to calculate constants such as Km, a 
measure of the substrate’s affinity for the enzyme, and Vmax, the rate of production formation at 
maximal concentrations of substrate. 
 
    
  
 
       
      
     (1.8) 
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1.2.3 Pre-steady-state kinetics 
The majority of enzyme kinetic studies focus on the steady-state period of the reaction, which is 
slow (i.e. seconds or minutes) and therefore easily measured. But in order to study the 
intermediates formed, observations must be made during the first few milliseconds of the 
reaction before the steady-state has been reached. Such experiments are called ‘pre-steady-
state’, ‘rapid’ or ‘transient’ kinetics. An illustration of this is shown in Figure 1.2 which shows an 
enlargement of the start of Figure 1.1. 
 
 
Figure 1.2: Illustration of pre-steady-state kinetics. [E], [ES] and [P] are the concentrations 
of enzyme, intermediate complex and product respectively.  
 
During the transient period, before steady-state has been reached, the concentration of free 
enzyme decreases as it binds the substrate to form the ES intermediate. Steady-state is only 
reached when the intermediate concentration becomes constant. As the steady-state 
assumption is invalid during the transient phase, a new set of equations must be used to find the 
rate constants for the formation of the intermediate. 
 
   
  
 
   
        Scheme 3 
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Scheme 3 shows a reversible reaction in which the rate of formation of ES is given by k1 and rate 
of dissociation is given by k-1. Equation (1.9) can then used to fit the data to a first order rate to 
find kobs, the observed rate constant. Here y is the signal measured and t is the time (24). 
Repeating this for several enzyme concentrations and using the linear equation (1.10) yields 
rate constants for the formation of the intermediate complex. When two or more intermediates 
are involved the analysis becomes more complex and in some cases a hyperbolic rather than a 
linear equation is required (25). 
 
                                          (1.9) 
                     (1.10) 
 
The time-scale for the transient period is usually a few milliseconds or less and since most 
conventional spectrofluorometers can only be used for reactions that occur after 5-10 seconds, 
specialised techniques are needed. The following sections will introduce the current techniques 
used for rapid analysis of enzyme kinetics. 
 
1.2.4 Rapid reaction techniques 
1.2.4.1 Stopped-flow 
In the stopped-flow method the enzyme and substrate are mechanically driven into a mixing 
chamber before continuing down a flow tube where the fluid flow is mechanically stopped. The 
reaction is then allowed to progress normally with a detector making measurements in real 
time. In biological studies detection is typically performed using fluorescence intensity or 
fluorescence polarisation. The fluids driven into the chamber experience turbulence due to high 
flow rates in a small volume and create eddies that intersperse the fluids down to the µm scale. 
The final mixing stage then relies on diffusion at the molecular scale. 
 
While this technique can be used for reactions occurring on the millisecond to second time-
scale, it is not suitable for very slow reactions (> 10 s) due to photobleaching of the fluorophore 
and lamp instabilities. The dead time, which is the earliest time point measurable, is usually 
around 1 ms due to the time it takes to fill the mixing chamber. This makes observations of 
microsecond kinetics impossible (26). 
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1.2.4.2 Continuous-flow 
As with the stopped-flow method, the two fluids are driven at high flow rates in capillaries into 
a mixing chamber, but in this case the flow is allowed to continue for the duration of the 
experiment. Measurements are then taken at various points downstream from the mixing 
chamber and time progression is calculated from the flow rate and channel dimensions. As with 
the stopped-flow method, mixing occurs via turbulence created in the mixing chamber, either by 
a nozzle or a ball arrangement (27). Mixing is still limited by diffusion but turbulence separates 
the two fluids into smaller volumes thereby enhancing the mixing. Detection of the reaction can 
be made shortly after the mixing chamber which reduces the dead time compared to stopped-
flow. The advantage of this method is the ability to measure kinetics of short time scales due to 
the reduced dead times (< 1 ms). The disadvantage of this method is that large sample volumes 
are needed to maintain the high flow rates required.  
 
Both the stopped-flow and continuous-flow methods are essential for the study of enzyme 
mechanisms and provide information that can be used to complement any data obtained from 
X-ray crystallography or equilibrium binding studies. 
 
1.2.4.3 Continuous-flow microfluidics 
A major disadvantage of the continuous-flow method is sample economy as high flow rates 
must be maintained during the experiment. A solution is to use a microfluidic platform to 
perform the continuous-flow experiment, reducing the channels to the micron-scale and 
consuming only a few pico- to nano-litres of sample (28). Another advantage of using 
microfluidics is the reduction in the mixing time of the fluids. Typical continuous-flow 
microfluidic devices operate under laminar flow conditions in microchannels so mixing occurs 
in microseconds via diffusion. The challenge when using this method is the efficient fabrication 
of micron-sized channels and subsequent detection within them. Chapter 4 details the design, 
fabrication and characterisation of such a device and Chapter 5 details its application to rapid 
mixing and the study of transient enzyme kinetics. 
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1.3 DNA repair and Uracil DNA glycosylase  
1.3.1 DNA damage 
DNA damage is caused by either endogenous sources such as cellular processes, or exogenous 
sources such as environmental factors. Sources of endogenous DNA damage include hydrolysis, 
oxidation and base pair mismatch. Exogenous sources include ultraviolet (UV) radiation, 
ionising radiation, and chemical agents. It is well known that if left unchecked, damaged DNA 
can result in cellular senescence, apoptosis and a loss of genomic integrity (29), all of which can 
affect an organism’s development and aging process. Moreover, genomic instability can lead to 
immunodeficiency, neurological disorders, and cancer (29-31). It is therefore essential that cells 
can effectively and efficiently repair their DNA. 
 
1.3.2 The base excision repair pathway 
There are many DNA repair pathways including the direct reversal pathway, the mismatch 
repair pathway, the nucleotide excision repair pathway, the homologous recombination 
pathway, and the non-homologous end joining pathway (29). The one of interest to this project 
is the base excision repair (BER) pathway which deals with damage to DNA bases.  
 
The initial stage of the BER pathway involves the removal of the damaged base by an 
appropriate glycosylase leaving an abasic site. Following this, AP endonuclease nicks the DNA at 
the abasic site which allows DNA polymerase to replace the damaged base (32). Finally the DNA 
is re-sealed by DNA ligase (33). The glycosylase used to initiate the BER pathway depends on 
the type of DNA damage (34). For example, the glycosylase responsible for the removal of the 
base uracil is uracil DNA glycosylase (UDG). 
 
BER is often referred as the ’workhorse’ pathway because it is responsible for repairing the 
most common types of DNA damage, i.e. oxidation, depurination, alkylation and deamination. In 
humans, these amount to 10,000 damaged bases per cell per day (35).  Defective BER has been 
associated with aging, cancer and neurodegeneration (33). Core BER constitutes have been 
reported to interact with proteins associated with human disease and premature aging 
symptoms (36). Despite significant efforts to understand the mechanism of BER, there are still 
some unknowns such as how glycosylases are able to detect base damage within DNA, what 
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mechanism governs the base removal by glycosylases, and how does the cell protect itself from 
the potentially mutagenic effects of the abasic site intermediate (37).  
 
1.3.3 DNA glycosylases and nucleotide flipping 
There are four structural superfamilies of DNA glycosylases known as UDG, AAG, MutM/Fpg and 
HhH-GPD. The latter is named for having an active site comprising a helix-hairpin-helix followed 
by a Gly/Pro-rich loop and a catalytic aspartate residue. The others are named because of their 
structural similarity to UDG, alkyladenine DNA glycosylase (AAG) and bacterial 8-oxoguanine 
DNA glycosylase (MutM/Fpg) (38). While the four superfamilies differ in structure, they all 
possess the ability to catalyse the removal of the unwanted base by ‘flipping’ the nucleotide into 
the enzyme’s active site (39). It should be noted that base-flipping is not only restricted to DNA 
glycosylases, it is also performed by DNA methyltransferases (39). 
 
Nucleotide flipping allows proteins to gain access to the interior of the DNA helix.  The 
phenomenon was first discovered in 1994 when the structure of cytosine-5 DNA 
methyltransferase (M.HhaI) bound to its DNA substrate was solved (40). The findings revealed 
that instead of distorting the DNA by bending or kinking, the nucleotide had undergone a 
rotaional shift of 180° around the phosphodiester backbone. This provides the most 
straightforward method for proteins to gain access to bases and is believed to be an ancient 
process that was used to recognise base mismatch in early RNA (39). Having been discovered 
17 years ago, the precise mechanism of base flipping is still unknown. 
 
1.3.4 Uracil DNA glycosylase and the nucleotide flipping mechanism 
Two general mechanisms of base flipping have been proposed: the passive mechanism, in which 
the enzyme thermodynamically traps the spontaneously formed extrahelical base, and the 
active mechanism, in which the enzyme enhances the flipping via interactions with the DNA 
(41). Understanding the mechanism requires not only structural approaches but the 
development of novel methods to analyse the kinetics of base-flipping enzymes. 
 
The glycosylase UDG is well suited for investigating the mechanism of base flipping (37). Not 
only has it been well characterised both biochemically (42) and structurally (43), it is 
biologically relevant due to its conservation from bacteria to humans.  Uracil normally occurs in 
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RNA but by misincorporation or by the deamination of the base cytosine it can exist in DNA (44, 
45).  Cytosine deamination alone is responsible for producing between 100 and 500 unwanted 
uracil bases per cell per day (44). 
 
 
Figure 1.3: Full mechanism for DNA repair. a) DNA with unwanted base. b) Firstly, UDG 
removes the base by hydrolysing the N-glycosidic bond to the sugar back-bone. c) AP-
endonuclease and deoxyphosphodiesterase remove the abasic site.  d) DNA-polymerase and 
DNA-ligase complete the repair. Adapted from (43). 
 
The details of how UDG initiates the BER by removing the uracil are illustrated in Figure 1.3. 
The unwanted uracil base is attached to the deoxyribose of the DNA backbone by an N-
glycosydic bond. After the UDG binds to the DNA and finds the target site, the uracil is ‘flipped’ 
into the enzyme’s active site and the N-glycosydic bond is cleaved leaving an apurinic (AP) site 
(see Figure 1.4). This was first observed in the structure of herpes simplex virus type 1 (HSV-1) 
UDG (43). UDG is highly specific for uracil due to the active site preventing any other base from 
binding. Removal of normal uracil from RNA is prevented due to a steric clash between a 
hydroxyl group of the RNA and a residue on UDG. Since the structure was solved, UDG has been 
used to investigate the mechanism of base flipping (39, 46-48). However, no clear conclusion 
has been drawn because of the conflicting results from different methods. The results of both 
structural and kinetic studies of UDG interacting with DNA are divided between the ‘passive’ 
(37, 41) and ‘active’ (26, 49-52) proposals. Details of these approaches are discussed in Chapter 
5.   
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Figure 1.4: Examples of uracil flipped into the active site of human UDG (PDB 4SKN). (a) 
Uracil is shown in yellow within the UDG in green. (b) Uracil is shown in green within the 
UDG in red. Adapted from (27-28). 
 
The phenomenon of base flipping and its role in recognising damaged DNA is fundamental to 
understanding DNA repair. Kinetic studies have shown the importance of observing the 
dynamic transitions between the binding process and base removal, but current technologies 
(i.e. stopped-flow methods) are limited in their power to resolve such fast events (26). Further 
investigations are required to fully understand the precise mechanism of base flipping and this 
project aims to develop a technique for kinetic analysis of enzyme-DNA interactions. A 
combination of microfluidic technology and multidimensional fluorescence imaging will provide 
kinetic data with greater temporal resolution than previous studies. For this reason the next 
section will discuss fluorescence and its properties in detail. 
 
1.4 Fluorescence and its properties 
1.4.1 Fluorescence  
Fluorescence is best explained with the use of a Jablonski diagram shown in Figure 1.5. When a 
fluorophore absorbs a photon it can be excited to either the S1 or higher singlet electronic states. 
It will lose energy to the surrounding environment as its population returns to the lowest 
vibrational level of S1. This is called thermal relaxation by internal conversion. The fluorophore 
will then return to the ground state (S0) either radiatively with the emission of a photon, known 
as fluorescence, or non-radiatively. Fluorescence can only occur from the first excited state 
because the lifetime of the fluorescence (10-9 s) is generally much longer than the internal 
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conversion (10-13 s). This is known as Kasha’s rule (53). Intersystem crossing from the excited 
singlet state S1 level to the first excited triplet state T1 can also occur. Decay from the triplet to 
the ground state by emission of a photon results in phosphorescence. The lifetime of 
phosphorescence (10-6 s) is longer than the lifetime of fluorescence as the triplet to singlet 
transition is formally forbidden. 
 
 
Figure 1.5: Typical Jablonski diagram. S0 and S1 represent the singlet ground and first 
electronic states respectively. 0, 1, 2 and 3 are the vibrational states that a fluorophore can 
exist in. T1 is the first triplet state. 
 
1.4.2 Intensity 
There are several properties of fluorescence that can be used to study a fluorophore and its 
environment. The most commonly used property is the fluorescence intensity which is defined 
by the number of photons emitted from a fluorophore. The fluorescence quantum efficiency or 
yield, F, is the ratio of emitted to absorbed photons and can be expressed by the following 
equation, 
 
  
  
      
     (1.11) 
 
where kr is the radiative rate coefficient and knr is the non-radiative rate coefficient. The 
fluorescence quantum efficiency is therefore the ratio of emitted photons to absorbed photons 
(54). The intensity of the fluorescence depends on the fluorophore concentration and the 
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fluorescence quantum efficiency, so in principle, intensity imaging can be used to map 
fluorophore localisation (55). Moreover, knr is dependent on the environment which means the 
fluorescence intensity can also be used as an environmental sensor (54). The disadvantage of 
intensity-based fluorescence measurements is that the fluorophore concentration is often 
unknown and the measured intensity may be affected by scattering and absorption in the 
sample.  
 
1.4.3 Emission wavelength 
Every fluorophore has a characteristic emission spectrum due to the discrete energy differences 
between vibrational states. This provides additional image contrast that might not be obtainable 
with intensity imaging alone. It should be noted that fluorescence occurs from the lowest 
vibrational level of S1 to S0, therefore the emission wavelength is almost always longer than the 
excitation wavelength. This means that according to equation (1.12) the emitted photon always 
has a lower energy than the excitation photon. This is known as the Stokes shift, due to the first 
observation made by Sir G.G. Stokes in 1852. 
 
    
  
    
      (1.12) 
 
Here, λem is the emission wavelength, h is Planck’s constant, c is the speed of light and ∆E is the 
energy gap between states. The spectrum of a fluorophore can be dependent on the pH, ionic 
strength and presence of other fluorophores, allowing it to be used as a chemical environment  
sensor (54). 
 
1.4.4 Fluorescence lifetime 
The average time an electron spends in the excited state before returning to the ground state is 
known as the fluorescence lifetime. Its value, τ, is the inverse of the total decay rate as shown in 
equation (1.13). 
 
  
 
      
     (1.13) 
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The radiative decay rate in the equation is dependent on the fluorophore as previously 
discussed allowing τ to be used to contrast different fluorophores. The non-radiative decay rate 
is also dependent on the local environment so the lifetime can be used to report on 
environmental variations such as temperature (56, 57), viscosity (58) and ionic concentration 
(59, 60) for example. After excitation, the intensity of the sample will decay exponentially 
according to the following equation,  
 
 ( )      
(    )    (1.14) 
 
where I(t) is the intensity at time t and I0 is the intensity at time zero (61). In this case the 
lifetime is defined as the time it takes for the intensity to decay to 1/e of its peak value after 
excitation. Measurements of fluorescence lifetime are effectively ratiometric, meaning that they 
are independent of the fluorophore concentration. 
 
1.4.5 Fluorescence polarisation 
When exciting a sample with polarised light, fluorophores with an absorption dipole parallel to 
the electric field vector of the photon are more likely to be absorbed (62) since both excitation 
and emission occur with the light polarised along a fixed axis within the molecule. However, in 
fluids the emission from a sample is depolarised by the rotational diffusion of the fluorophores. 
The relative angular displacement of the fluorophore during the lifetime of the excited state can 
be measured using the fluorescence anisotropy (r), 
 
  
     
      
     (1.15) 
 
where III and I are the emission intensities polarised parallel and perpendicular to the 
excitation intensity. Like the measurement of the fluorescence lifetime, the measurement of the 
fluorescence anisotropy is also ratiometric and therefore concentration independent. It can be 
used to probe the fluorophore’s rotational mobility which provides information about its 
molecular size, whether it is bound or unbound to another molecule and the viscosity of the 
environment (54). Additionally, time-resolved fluorescence anisotropy can provide information 
on the mobility of two or more fluorophores in a sample using equation (1.16): 
38 
 ( )      
(    )         (1.16) 
 
Here r(t) is the anisotropy at time t, r0 is the anisotropy at time zero,    is the anisotropy at 
infinity and θ is the rotational correlation time. 
 
1.5 Microscopy 
1.5.1 Wide-field epi-fluorescence microscopy 
The most commonly used type of microscope for imaging fluorophore distribution in a sample 
is the wide-field epi-fluorescence microscope (Figure 1.6). Incoherent light is directed onto a 
condenser lens and imaged onto the back focal plane of an objective lens delivering collimated 
uniform illumination (Köhler illumination) to the sample (63). Fluorescence is then collected by 
the same objective lens and imaged onto a detector, such as a charge-coupled device (CCD) 
camera, by a tube lens. Any scattered excitation light is separated from the collected light by a 
dichroic beam splitter and an emission filter. 
 
 
Figure 1.6: A schematic of an epi-fluorescence microscope adapted from (64). 
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There are advantages and disadvantages to using this type of system. The main advantages are 
the low cost, build simplicity and, as all the pixels are acquired in parallel, acquisition times are 
fast. The main disadvantage is that light is collected from out-of-focus planes, which can lead to 
image blurring and loss of contrast (65). 
 
1.5.2 Confocal microscopy 
To avoid problems with out-of-focus light one can use an optical sectioning microscope. Of these 
the most commonly used is the point scanning confocal microscope (Figure 1.7). Illumination 
from a point source such as a laser is focused to a spot on the sample by collimating it onto the 
back aperture of an objective lens. Fluorescence from the in-focus spot is allowed to reach the 
point detector, but light from the out-of-focus plane is rejected by a confocal aperture, 
improving the axial resolution, and to a lesser extent, the lateral resolution (66). A complete 
image is acquired by raster scanning the focussed spot across the sample plane. 
 
 
 
Figure 1.7: Schematic of point scanning confocal microscope. Here the blue rays are in focus, 
while the red rays are out-of-focus and therefore rejected by the pinhole. 
 
To speed up the image acquisition process the confocal principle can be extended to a line-
scanning microscope. In this case a line is used to illuminate the sample and fluorescence is 
collected through a slit. As all points in the line are detected at once, acquisition times are 
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greatly improved but this comes at the expense of reduced sectioning strength (67). Both a 
confocal and a line-scanning microscope are used in the current work.  
 
1.5.3 Multiphoton microscopy 
Multiphoton microscopy is another method able to generate optical sectioning. Here two (or 
more) photons are used to excite a fluorophore and as the probability of absorption is 
proportional to the square of the intensity, only the fluorophores in the focal plane are excited. 
This results in an intrinsically sectioned image (68). The advantages are that positioning of the 
detector is not vital and there is no need for the confocal aperture. It is also possible to achieve 
greater imaging depth in highly scattering samples such as tissue because longer wavelength 
infra-red (IR) radiation does not scatter as much as the ultra-violet and visible radiation that 
confocal microscopes use. A disadvantage of multiphoton microscopy is that acquisition times 
can be long due to the low signal that results from a low absorption cross-sections. 
 
1.6 Fluorescence lifetime imaging microscopy 
1.6.1 Introduction 
As previously explained, the fluorescence lifetime of a fluorophore depends on the non-radiative 
decay rate which provides information about the chemical environment. In order to obtain 
information on the spatial distributions of lifetimes in a sample, fluorescence lifetime imaging 
microscopy (FLIM) techniques are required. The following sections discuss the most commonly 
implemented techniques. 
 
1.6.2 Frequency-domain FLIM 
Frequency-domain FLIM involves the sample being subjected to a continuous excitation source 
modulated at a high frequency. The emitted fluorescence will also be modulated at the same 
frequency except that it will be delayed in phase and have a reduced modulation depth. By 
measuring the phase difference and the modulation depth, the fluorescence lifetime can be 
obtained (69). The advantage of frequency-domain FLIM is that it relatively inexpensive to 
implement. Low-cost light emitting diodes (LEDs) can be used and expensive ultrafast pulsed 
laser are not needed (70). One disadvantage is that when multiple fluorescence decays are 
present, different excitation frequencies are required, increasing the acquisition time. 
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1.6.3 Time-domain FLIM 
There are two main methods of time-domain FLIM. Figure 1.8 illustrates how time correlated 
single photon counting (TCSPC) is used. When a photon is detected from the sample a signal is 
sent to a time-to-amplitude converter (TAC) which effectively starts a ‘clock’. The ‘clock’ is then 
stopped when the next laser pulse is emitted by the laser source. The time is then converted 
from analogue to digital and a histogram of the photon arrival times is built up over time (71). 
TCSPC is considered the gold-standard of fluorescence lifetime analysis due to its high accuracy. 
The disadvantage is the time is takes to build up the fluorescence decay profile. TCSPC can be 
used in confocal microscopes with point detectors and photomultiplier tubes (PMTs). The speed 
with which the laser is scanned across the sample and single photon counting method, limits the 
acquisition time. 
 
 
Figure 1.8: Schematic of TCSPC to acquire a fluorescence decay. 
 
The other time-domain method is time-gated FLIM. Time-gated measurements of the 
fluorescence lifetime can be used in wide-field microscopes to produce FLIM images much more 
quickly than TCSPC. This is achieved by taking two or more ‘snapshots’ of the fluorescence 
intensity at short time intervals after an excitation pulse using a gated optical intensifier (GOI) 
or high-rate imager (HRI) triggered by the laser pulses. Figure 1.9a shows a schematic of a time-
gated FLIM setup (72).  
 
Pulsed 
laser
Time to 
amplitude 
converter (TAC)
Analogue to 
digital converter 
(ADC)
Detector
Arrival time
P
h
o
to
n
 n
u
m
b
e
r
Sample
42 
 
Figure 1.9:  Time-gated FLIM. a) A typical time-gated FLIM setup where the sample is 
excited with a pulsed laser and detected with a GOI and CCD. b) Intensity images recorded at 
specific delays are used to reconstruct the fluorescence decays. Taken from (72). 
 
The fluorescence lifetime is calculated from a series of time-gated intensity images (see Figure 
1.9b). Any of the above FLIM methods can be easily adapted for time-resolved fluorescence 
anisotropy imaging (TR-FAIM) by exciting the sample with a polarised beam, collecting the 
parallel and perpendicular polarisation emissions and using equation (1.16) (62). Both TCSPC 
and time-gated FLIM are used in the current work. 
 
1.6.4 Analysis of fluorescence lifetime data 
When fitting fluorescence decay curves careful consideration should be made as to what model 
is appropriate. In many cases the decay can be approximated to a single exponential as shown in 
equation 1.14. However if two or more fluorophore populations are present then a multiple 
exponential should be used (54): 
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However fitting to a larger number of parameter requires a high signal-to-noise  ratio (SNR) so a 
stretched exponential such as equation 1.18 may be more appropriate (54). Here, β is the 
heterogeneity relating to the distribution of the lifetimes present. 
(a) (b)
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Any one of these equations can be used to fit the data depending on the sample under 
investigation. Fitting is typically implemented using a least squares algorithm. A least squares 
algorithm works to iteratively reduce the difference between the model and data and is given by 
χ2: 
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Where I(tn) is the measured intensity and Ifit(tn) is the fitted decay. The model which gives the 
minimum χ2 is usually chosen (73).  This method is implemented in this project.  
 
The recorded fluorescence decay is in fact a convolution of the real decay and the instrument 
response function (IRF).  The IRF should be included in any lifetime data fitting procedure to 
account for the excitation pulse having a finite width and the detectors having a finite response 
time. IRFs can be recording using a fluorophore with a very short fluorescence lifetime or by 
measuring the reflected laser light from a mirror at the sample plane. The IRF does not 
significantly affect the measurement of long lifetimes but with short lifetime measurements it is 
essential to measure and include it in the analysis. 
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Chapter 2:  Materials and Methods 
This chapter describes the principle materials and methods used in the subsequent chapters 
and includes instrumental setups, microfluidic chip fabrication, CFD methods, and protein 
expression. Specific modifications to these methods are detailed in the experimental section of 
the relevant chapter. 
 
2.1 Instrumental setups 
2.1.1 Line-scanning FLIM microscope 
The line-scanning FLIM microscope  
Figure 2.1) was used because it is ideal for imaging long microfluidic channels. It involves 
creating a line of illumination across the width of the channel (in the x-axis) and collecting the 
resulting line of fluorescence back through the same microscope objective. 3-D images are built 
up by stage scanning the line down the length of the channel (y-axis) at different depths (z-axis). 
The advantage is that high resolution optically sectioned images can be obtained over a large 
field of view.  
 
 A femtosecond pulsed Ti:Sapphire laser (Mai-Tai, Spectra-Physics, Mountain View, CA) is 
frequency doubled and passed through a 5 µm wide slit using a cylindrical lens and recollimated 
into the input of an inverted epi-fluorescence microscope (IX71, Olympus, Tokyo, Japan). This 
creates a line of illumination across the sample in the x-axis. Fluorescence is then imaged onto 
the input slit of a spectrograph (V8E, ImSpector, Specim, Oulo, Finland). Slit illumination and 
detection provides quasi-confocal optical sectioning (74). When performing time-gated FLIM 
the output of the spectrograph is imaged using a gated optical image intensifier (HRI, Kentech 
Instruments, Didcot, UK) to acquire gated fluorescence intensity images at specific delay times 
after the excitation pulse. A photodiode is used to provide a trigger signal from the excitation 
laser which is amplified and passed through a delay line to compensate for the optical path 
length and electronic delay. A computer controlled trigger delay unit and HRI controller allows 
for precise control of the time gates. 
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Figure 2.1: Line-scanning FLIM microscope setup adapted from (74). 
 
Images from the HRI are detected (via relay lenses) on an electron multiplying CCD (EMCCD) 
camera (iXon DV-887 FV, Andor, Belfast, UK). The 2-D images created at each delay contain the 
emission spectra for each x-position along the line. To acquire a complete spatial image in three 
dimensions, the line of illumination is scanned along the length (y-axis perpendicular to the slit) 
and depth (z-axis) of the channel using a stage scanner and a z-stepper (ScanIM, Märzhäuser 
Wetzlar GmbH & Co. KG, Steindorf, Germany). This results in a complete data set of (x, y, z, λ and 
τ) (74).  
 
2.1.2 Confocal microscope 
Figure 2.2 shows a schematic of the confocal microscope (SP5, Leica Microsystems GmbH, 
Wetzlar, Germany) used to acquire FLIM images and polarisation-resolved fluorescence images. 
The sample is illuminated through an objective lens via scanning mirrors in the microscope scan 
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head. Fluorescence is collected through the same objective (and scanning mirrors) and detected 
using a PMT. For FLIM acquisition, a pulsed laser is used as the excitation source and the PMT 
signal is recorded with time-correlated single photon counting (TCSPC) electronics (SPC-830, 
Becker and Hickl GmbH, Berlin, Germany). Triggering from the laser is provided by a 
photodiode via an electronic delay line. 
 
 
Figure 2.2: Confocal microscope schematic with TCSPC detection for FLIM. 
 
For polarisation-resolved imaging, images are acquired parallel and perpendicular to the 
excitation polarisation, using a polarising analyser rotated appropriately and positioned before 
the PMT. The microscope is used with a number of laser sources that are reported in the 
relevant chapters. 
 
2.1.3 Time- & polarisation-resolved fluorometer 
Bulk spectroscopic analysis is performed in a time- & polarisation-resolved fluorometer (Figure 
2.3). The system uses a pulsed supercontinuum laser source (SPC-400, Fianium, Southampton, 
UK) that produces broadband emission from a fibre (75). A prism disperses the white light into 
its spectral components, which are then collimated onto a slit positioned in front of a mirror. 
Using a translation stage, the slit is adjusted to allow only the desired wavelength and 
bandwidth to be reflected back through the prism. The beam is then picked off by a knife-edge 
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mirror. Excitation is then polarised at the desired angle using a Glan-Taylor polariser before 
entering the sample in a cuvette. Emission is collected by a photomultiplier tube (PMT) through 
a polarising sheet and monochromator set to the desired wavelength. 
 
 
Figure 2.3: Schematic of time- & polarisation-resolved fluorometer adapted from (75). 
 
The PMT is connected to a TCSPC card to allow time-resolved measurements with the trigger 
signal provided by a photodiode (PD). This allows simultaneous measurement of the steady-
state fluorescence anisotropy (by time integration), the fluorescence intensity decay and the 
fluorescence anisotropy decay. The system also allows an external laser beam to be introduced 
if the desired excitation wavelength is outside of the range of the supercontinuum laser. The 
path of this beam is shown as a dashed blue line in Figure 2.3. 
 
2.2 Microfluidic chip fabrication 
2.2.1 Substrate preparation and spin coating 
A 525 µm thick silicon wafer substrate (IDB Technologies, Whitley, Wiltshire, UK) was left in 
piranha solution (3:1 concentrated sulphuric acid to hydrogen peroxide) for a few minutes to 
remove organic residue from the surface. The substrate was then rinsed with distilled water 
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followed by acetone and left to dehydrate on a hot plate for 10 minutes at 200 °C. The substrate 
was then coated with a thin film of negative photoresist (SU-8, MicroChem, Newton, MA, USA). 
For a 50 μm thick layer SU-8 50 was spun onto the surface for 30 seconds at 2000 rpm and for a 
10 μm thick layer SU-8 5 was spun onto the surface for 30 seconds at 3000 rpm. The assembly 
was then baked on a hot plate to evaporate the solvent and densify the film. For a 50 μm layer 
the baking times were 6 minutes at 65 °C and 20 minutes at 95 °C.  For a 10 μm layer the baking 
times were 2 minutes at 65 °C and 5 minutes at 95 °C. 
 
2.2.2 Mask design and UV exposure 
Channel layouts were designed in AutoCAD and sent to Circuit Graphics Ltd (Southend on Sea, 
Essex, UK) to produce a film photo mask. The mask is placed on top of the photoresist coated 
substrate and illuminated from above with a collimated UV light source for  19 seconds as 
shown in Figure 2.4a. The exposure time was chosen because it produced the most robust 
channels from a series of trials. A post exposure bake is then carried out on a hot plate for 1 
minute at 65 °C and then 5 minutes at 95 °C for a 50 μm layer, or 1 minute at 65 °C and 2 
minutes at 95 °C for a 10 μm layer. This process selectively cross-links the exposed photoresist 
causing it to remain on the substrate after treatment with a liquid developer. 
 
 
Figure 2.4: Fabrication of PDMS layer. a) A mask is placed on top of the 
photoresist/substrate and exposed with UV light. b) Liquid developer is then used to 
remove the excess photoresist to create a template. c) PDMS and curing agent are poured 
over the template. d) The PDMS is then peeled off the template. 
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2.2.3 Development and PDMS mould 
The substrate was then immersed in a liquid developer (SU-8 Developer, MicroChem, Newton, 
MA, USA) for 6 minutes (50 μm layer) or 2 minutes (10 μm layer). The exposed and cross-linked 
regions of the film are insoluble to the developer and remain on the substrate (Figure 2.4b). The 
substrate was then rinsed with isopropyl alcohol (IPA) and dried in a stream of nitrogen. The 
remaining photoresist forms the template for creating the microfluidic channels. A PDMS mould 
was created by pouring a mixture of 10:1 monomer base to curing agent (Sylgard 184 Elastomer 
Kit, Dow Corning, Midland, MI, USA) over the template and leaving it to cure at 60 °C for 5 hours 
(Figure 2.4c). The cured PDMS substrate was then removed from the template using a scalpel 
(Figure 2.4d). 
 
2.2.4 Assembling the device 
Holes were drilled into a standard 1 mm thick microscope slide using a 0.25 mm drill bit (Diama 
Dental, London, UK). Fused silica capillaries (Composite Metal Services, Shipley, UK) were fixed 
into the holes with Araldite (RS Components, Corby, Northants, UK). The entire assembly was 
then left in a 65 °C oven for 2 hours to allow the Araldite to harden. Holes were then punched 
through the PDMS slab using a 2 mm hole-puncher (Maplin, Manvers, Rotherham, UK). The 
microscope slide (with capillaries), the PDMS slab and a standard 150 μm microscope cover slip 
were all cleaned by sequential sonication in ethanol, 0.5 M sodium hydroxide and distilled 
water. The substrates were then treated in an air plasma oven (PDC-002, Harrick Plasma, 
Ithaca, NY, USA) for 18 seconds. This generates silanol groups (Si-OH) on the surface of the 
PDMS by the oxidation of methyl groups (76). The PDMS then binds to the glass and forms an 
irreversible seal. The device was assembled with the PDMS holes aligned to the capillaries 
(Figure 2.5). The microfluidic channels are formed between the PDMS and the cover slip. This 
arrangement allows the fluids within the channels to be imaged with a standard microscope 
objective lens.  
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Figure 2.5: Schematic of device assembly. 
 
2.2.5 Fluid delivery 
Fluid was delivered to the channels using fluorinated ethylene propylene (FEP) tubing (Teflon 
FEB, Anachem, Luton, Bedfordshire, UK) attached to the capillaries. The tubing was connected 
to 1 mL syringes (Hamilton Gastight 1000 series, Sigma-Aldrich, St. Louis, MO, USA) via finger 
tights and polyetheretherketone (PEEK) tubing (Sigma-Aldrich, St. Louis, MO, USA). Pressure 
driven flow was generated using syringe pumps (IITC Life Science, Woodland Hills, CA, USA) 
and the outlet tubing was placed into a waste reservoir. A photograph of a fully assembled 
device with the attached tubing is shown in Figure 2.6.  
 
 
Figure 2.6: Fully assembled microfluidic device. 1 pence coin for reference. 
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2.3 Computational fluid dynamics (CFD) 
CFD simulations were performed using CFX (ANSYS, Canonsburg, PA, USA) to study fluid 
behaviour and mixing within microfluidic channels. The software uses an algorithm to solve the 
momentum, continuity and diffusion equations that describe the fluid flow using the finite 
volume method (77). In this method, the computational domain (which describes the total 
volume of the channels) is divided up into small volumes that create a meshed geometry. The 
partial differential equations, that describe the fluid flow, are then solved at the centroids of 
these volumes. The Navier-Stokes equation (2.1) is used to describe the momentum of the fluid. 
 
 (  )
  
                                                                   (   ) 
 
Here ρ is the density, u is the velocity,   is the del operator, u is the 3-D velocity vector, t is the 
time, μ is the dynamic viscosity and p is the pressure. The continuity equation (2.2) must also be 
satisfied so that mass is conserved across the domain. 
 
  
  
   (  )                                                                    (   ) 
 
The solutions to these equations describe the overall motion of the fluid by providing the 
velocity at each point in the domain. To investigate the diffusion of solutes within the bulk fluid, 
the transport equation (2.3) is also solved. Here, [A] is the concentration of species A, and DA is 
the diffusion coefficient of species A. 
 
         
         (2.3) 
 
The reaction of UDG with DNA was simulated using the scheme, A + B → C → D, where (C) is the 
UDG-DNA complex and (D) is base flipped product. For this, additional rate terms are required 
so the transport equation becomes the typical reaction-diffusion equations: 
 
         
                                                             (   ) 
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                                                    (   ) 
 
         
                                                               (   ) 
 
Here [B], [C] and [D] are the concentrations of species B, C and D, DB, DC and DD are the diffusion 
coefficients of species B, C and D, and k1 and k2 are the rate coefficients for the formation of C 
and D respectively. 
 
The geometry of the computational domain was designed to closely match the microchannel 
dimensions used in the experiments. The finite volume element mesh was created inside the 
geometry by setting the maximum cell length to less than 1/20th of the smallest feature. A small 
cell length creates a high number of elements and provides good resolution in the solution. If 
the computational load exceeds the available memory of the computer then the maximum cell 
length is increased (reducing the number of elements). Similarly, if the time taken to reach the 
convergence criterion was too long then the maximum cell length was also increased. 
 
The conditions of the simulations were as follows: 
 A no-slip boundary condition (u=0) was used at the domain walls. This condition 
prevents the movement of the fluids at the liquid-solid boundary. In reality partial slip 
exist on the nanoscale, but for the micron-sized dimensions used in these simulations, 
the no-slip boundary condition is satisfactory (78). 
 For channel inlets, the normal velocity and concentrations of species were fixed at the 
experimental values. This is the Dirichlet boundary condition where the solutions for the 
governing equations are fixed at specific values. 
 At the outlet, static pressure and normal gradients of velocity and pressure were set to 
zero. This is a mixed Dirichlet-Neumann boundary condition where the values of the 
solutions as well as the values of the derivative of the solutions are specified. Note that is 
used when the flow is fully developed and far enough from the inlet. 
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 The values for the inlet velocities were obtained from the experimental volumetric flow 
rates and channel dimensions. The values for the concentrations of the species at the 
inlets were identical to the experimentally used values.  
 In the experimental devices, water was the only carrier fluid for the solutes. Therefore a 
single-phase model was used for the simulation as no other fluids were present. 
 The values for the density and viscosity of the fluid were set to those of water at room 
temperature. The values for the diffusion coefficients of the solute species within the 
fluid were obtained from the classical Stokes-Einstein equation for dilute liquid 
solutions (79). 
 The modelling of turbulence was omitted from the simulation as the flow is expected to 
be purely laminar due to low Reynolds numbers (Re  1 to 6).  
 For each experiment the flow rates were held constant during data acquisition so that 
fluid behaviour and mixing did not change over time. For this reason, time was omitted 
from the simulation and a steady-state model was used.  
 The convergence criterion was such that the relative value of the solutions between 
successive iterations was smaller than the assigned accuracy level of 10-5.  
 
2.4 Protein expression and purification 
The following procedure describes how a stock of mutant UDG from herpes simplex virus type-1 
(HSV-1) was obtained by overexpression in Escherichia coli (E. coli) and subsequent 
purification using ion exchange chromatography. The interaction of this enzyme with DNA was 
then studied using the microfluidic devices and instruments detailed previously. 
 
2.4.1 Overexpression in Escherichia coli 
The recombinant plasmid containing the gene for the mutant UDG (D88N/H210N) was obtained 
from Dr Saava (Birkbeck College, London, UK) (80). The residues aspartic acid-88 and histidine-
210 are both mutated to asparagine to prevent any catalytic activity. This means that the 
enzyme will bind to the DNA substrate and flip the uracil into the active site, but it will not 
cleave the N-glycosidic bond attaching the base to the sugar-phosphate backbone (81).  
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Two flasks of 10 mL of Luria-Bertani (LB) medium containing 1 mM ampicillin were inoculated 
by a glycerol stock of E. coli containing the recombinant plasmid and left to culture overnight at 
37 °C. The plasmid incorporates an ampicillin resistant gene to allow selective growth of the 
host cell. 2.5 mL of this culture was added to 8 x 500 mL of LB medium with 1 mM ampicillin. 
These were grown at 37 °C until the OD550nm (the optical absorbance at 550 nm) reached 0.5-0.6. 
Subsequently, isopropyl β-D-1-thiogalactopyranoside (IPTG) was added at 1mM to induce the 
overexpression of the protein. 
 
After 5 hours the cultures were spun down at 10,000 rpm for 20 minutes to harvest the cells, 
which were then resuspended in buffer A (20 mM Tris pH 8.3, 1 mM DTT, 1mM EDTA and 10% 
glycerol). A protease inhibitor cocktail tablet was added to prevent the protein from being 
broken down.  The cells were then lysed in 0.1 mg/ml of lysozyme with sonication and spun 
down at 25,000 rpm for 30 minutes. 
 
2.4.2 Purification by ion exchange chromatography 
Ion exchange chromatography was used to separate the mutant UDG from the supernatant after 
centrifugation. In short, the supernatant was first passed through a diethylaminoethyl (DEAE) 
cellulose column followed by an SP-Sepharose column. At a pH of 8.3, UDG has a net positive 
charge which means that it will pass through the positively charged DEAE column and bind to 
the SP-sepharose column. The DEAE column was removed and the SP-sepharose was washed 
with 50 mL of buffer A. UDG was then eluted from the column by running 250 mL of buffer A 
from 0 to 1.0 M NaCl as this will increase the ionic strength of the mobile phase so that the ions 
disrupt the protein-column interactions. The elution plot showing UV absorbance (due to 
proteins) and conductivity (due to the NaCl concentration increase) are shown in Figure 2.7. As 
the sample is passed through both columns (50 to 350 mL), strong UV absorbance was observed 
due to unwanted proteins leaving the column. This ‘wash’ was collected as it may contain some 
UDG. From 450 to 700 mL the conductivity increases as the concentration of NaCl was increased 
from 0 to 1M. UV absorbance is observed due to UDG leaving the column and fractions were 
collected for analysis. 
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Figure 2.7: Elution plot from DEAE and SP-Sepharose columns. 
 
Fractions from the column were analysed by sodium dodecyl sulfate polyacrylamide gel 
electrophoresis (SDS-PAGE) for UDG content. For 2 gels, 4 mL of 5% stacking gel (0.67 mL 30% 
acrylamide, 0.5 mL 1 M Tris pH 6.8, 2.7 mL deionised water, 0.04 mL 10% SDS, 0.04 mL 10% 
APS and 0.004 mL TEMED) and 10 mL of 12% resolving gel (4.0 mL 30% acrylamide, 2.5 mL 1M 
Tris pH 8.8, 3.3 mL deionised water, 0.1 mL 10% SDS, 0.1 mL 10% APS and 0.004 mL TEMED) 
were prepared and used with an electrophoresis buffer of Tris-glycine (25 mM Tris, 250 mM 
glycine pH 8.3 and 0.1% SDS). 10 µL from each fraction was mixed with 10 µL of 2x SDS loading 
buffer (100 nM Tris-Cl pH 6.8, 200 mM DTT, 4% SDS, 0.2% bromophenol blue and 20% 
glycerol) so that the buffer was diluted to 1x.  Dithiothreitol (DTT) was added at 200 µM and the 
mixture was heated at 95 °C for 3 minutes to denature the protein before being added to the gel. 
An old stock of UDG was added to the gel as a molecular marker. The ‘wash’ and 14 fractions 
corresponding to the ‘UDG’ peak in Figure 2.7 were analysed for UDG content. The results 
shown in Figure 2.8 indicate that a high yield of the protein was obtained in fractions 3 to 9 
(highlighted in black boxes).  
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Figure 2.8: SDS-PAGE results of fractions 1 to 14 and the wash from DEAE and SP-Sepharose 
columns. 
 
These fractions were then combined and concentrated by ultrafiltration to remove excess NaCl. 
This was then loaded onto a poly(U)-Sepharose column, washed with 50 mL of buffer A and 
again UDG was eluted with buffer A with a 0 to 1 M NaCl gradient. UDG is highly selective to the 
matrix of this column so the eluted protein is very pure. The elution plot can be found in Figure 
2.9a and shows absorbance due to UDG when the conductivity is increased. SDS-PAGE results of 
the wash and fractions corresponding to the UDG region are shown in Figure 2.9b. Fractions 3 
to 8 (highlighted in a black box) were concentrated by ultrafiltration and spun down for 10 
minutes at 18,000 rpm and at 4 °C.  
 
Figure 2.9: a) The elution plot and b) a representative SDS-PAGE result from the poly(U)-
Sepharose column. 
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The final concentration (c) of pure protein was estimated by measuring the optical density at 
280 nm (OD280nm) and using Beer’s law (2.8) where ε is the extinction coefficient (46.6   103 M-1 
cm-1 for UDG) and   is the sample thickness.  
 
  
       
  
   (2.8) 
 
The sample from the first column had a concentration of 318 µM and the sample from the wash 
had a concentration of 107 µM.  This procedure yielded pure mutant UDG which was stored in 
aliquots at -20 °C and could be used for up to 12 months. 
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Chapter 3:   Temperature mapping of 
fluids in microfluidic channels 
The introduction to this chapter explains the importance of controlling temperature in 
microfluidic devices and reviews various techniques used for temperature mapping. FLIM is 
then used to map temperature across a droplet-based microfluidic PCR device by measuring the 
fluorescence lifetime of a dye contained within the aqueous phase. Finally, a novel technique 
using double exponential fitting is used to remove background signals from FLIM images to 
allow calculation of correct temperatures. 
 
3.1 Introduction 
3.1.1 Miniaturisation of PCR 
There are many biological and chemical reactions that require precise temperature control in 
order to optimise yield and efficiency. Microfluidic reactors typically have a high surface area to 
volume ratio meaning that heat transfer with microfluidic channels can be rapid. Accordingly, 
temperature dependent reactions can be scaled down in microfluidic channels to increase both 
their speed and efficiency. A popular example of such a reaction is the polymerase chain 
reaction (PCR), which is used to amplify DNA using a series of temperature cycles. The first step 
at 95 °C denaturates the double-stranded DNA. The next step involves a rapid cooling to about 
55 °C so that DNA primers can anneal to specific locations on the single-stranded templates. The 
final step of the reaction requires heating to about 75 °C and allows extension of the target DNA 
strands. Each cycle (in theory) doubles the amount of DNA until the enzyme and reagents are 
exhausted. 
 
PCR is one of the most important tools in modern molecular biology, with applications ranging 
from forensics to diagnostics, cloning and sequencing (82).  Usually it is performed on the 
macroscale in 2 - 2.5 hrs using bench top cyclers where a large metal block is heated and cooled 
(1). Although macroscale PCR is still widely used, over the past two decades significant research 
has focused on developing microfluidic PCR. This has been motivated by the advantages that 
scaling down brings. These advantages include decreased cost of fabrication, reduced sample 
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consumption, increased portability, facile integration of functional components, improved 
reaction efficiencies and decreased reaction times (83). The first use of a batch chip-based PCR 
device was reported in 1993 by Northrup at al. (84). They described chambers fabricated in 
silicon where reactants were heated using a polysilicon thin-film heater. This was shortly 
followed by Wilding et al. who described a silicon-based device that could perform amplification 
in reaction chambers of less than 10 µL, with heating and cooling provided by a Peltier module 
(85). The amplification achieved was comparable to the bench top cyclers available at the time. 
It wasn’t until 1996 that rapid PCR was achieved and integrated with capillary electrophoresis 
(CE) on a single device by Woolley et al. (86). The total time for both amplification and 
separation of products was reported to be less than 20 minutes, a huge improvement on current 
commercial cyclers.  
 
The above miniaturised PCR methods all rely on a stationary micro-chamber (containing the 
sample) which is heated and cooled. An alternative approach is to use continuous-flow where 
the fluid is dynamically moved through regions of different temperature. The advantage of this 
approach is that the rate of heat transfer is increased as the device substrate is no longer heated 
and cooled, just the sample. The time for thermal cycling then depends on the speed at which 
the sample is moved. This was first demonstrated in 1994 by Nakano et al. using a capillary 
passing through three heated oil baths. The sample was injected at one end and continually 
pumped though the device achieving amplification in less than 18 minutes (87). It wasn’t until 
1998 that Kopp et al. demonstrated the first chip-based continuous-flow PCR device (88). Their 
device, consisting of serpentine channels fabricated in glass, passed reagents through three 
heated temperature zones and could amplify DNA in 90 seconds.  
 
The main advantage of continuous-flow PCR when compared with bench top cyclers is the 
reduction in amplification time. However the approach still suffers from the problem of cross-
contamination (89). This is caused by DNA or proteins being adsorbed onto the channel walls 
due to the large surface area to volume ratio of microfluidic channels. This problem can be 
avoided by adoption of a droplet-based format in which the PCR reaction mixture is 
compartmentalised within a water droplet surrounded by a continuous oil phase. A second 
advantage of using droplets is a reduced thermal mass which will lead to faster thermal cycling 
times and more uniform reaction temperature. The first droplet-based continuous-flow PCR 
chip was reported in 2004 by Wang et al. (90) where a single droplet was flowed through with 
three temperature regions in a silicon chip using an oscillating pressure generator achieving 
amplification in 13 minutes. Since then, Beer et al. have demonstrated PCR in droplets which 
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were packed into microfluidic chambers and the entire device was heated and cooled (91). More 
recently Hau et al showed that amplification could be  performed in 18 minutes in droplets 
transported between oil-filled zones using electrowetting (92). These designs, however, are 
limited in terms of throughput. Continuous-flow droplet PCR can offer high-throughput as well 
as contamination free products, and has been performed using capillaries coiled around heating 
and cooling elements (93). However, the use of large capillaries limits the throughput and 
integration with other microfluidic systems.  This chapter investigates the thermal gradients 
within a novel microfluidic continuous-flow droplet PCR device capable of high-throughput 
(94). 
 
3.1.2 Techniques for temperature mapping 
For any microfluidic PCR device it is essential that the correct temperatures are reached at each 
stage of the reaction so as to avoid unwanted side products and maximise the yield. A common 
approach is to use numerical simulations to model the thermal gradients within microchannels 
(95, 96). This can avoid time consuming ‘trial and error’ experimental testing in the lab and 
reduce fabrication costs, but as with any simulation it must be validated by comparison with 
experimental data. The most common experimental method for monitoring temperatures is to 
insert micro-thermocouples into the channel walls and to measure the temperature at a given 
point (97, 98). While this method has the advantage of real-time readout of the temperature, it 
fails to provide data from the whole fluid volume. Another disadvantage is that applications 
requiring high temperatures can cause bubbles which may interfere with the measurements 
made by micro-thermocouples (98).  
 
Nuclear magnetic resonance (NMR) thermometry has also been used to map the temperature of 
fluids in microchannels. This approach has the advantage of being non-invasive. NMR 
measurements are achieved by measuring the change in the proton resonance frequency of the 
water signal and have been used to measure the temperature of electrolytes during CE (99). The 
major drawback of this method is the exceptionally low spatial resolution of 1 mm. Another 
non-invasive technique utilises Raman spectroscopy to measure the change in the vibration of 
solvent molecules as a function of temperature (100).  Such an approach can provide a high 
spatial resolution of 1 µm but suffers from long acquisition times due to the weak Raman signal 
and the need to normally acquire single-point measurements.  
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A technique that offers both short acquisition times and high spatial resolution is fluorescence 
thermometry. A fluorescent dye normally exhibits a fluorescence signal whose intensity varies 
with temperature. Such molecules can be introduced into the fluid and time-integrated 
fluorescence images taken to estimate the temperatures (101, 102). There are two problematic 
issues associated with this method. Firstly, the requirement to acquire an image at a known 
reference temperature prior to each experiment for normalisation purposes (102, 103). This 
extra step can be time consuming. Secondly, time-integrated intensity-based imaging suffers 
from artefacts such as background fluorescence from dye adsorbed onto, or absorbed into, the 
channel walls (104). The use of two fluorescent dyes, one of which is insensitive to temperature 
changes, can overcome the need for additional images, but measurements can still suffer from 
adsorption/absorption effects (105). For these reasons, ratiometric imaging methods are more 
desirable.   
 
Fluorescence anisotropy is a ratiometric technique which has been shown to effectively 
measure temperature distributions using the Brownian motion of small molecules, and could in 
principle be used with microfluidic systems (106). This method does not require calibration 
images to be taken at known temperatures, but would still detect unwanted signals from 
molecules bound to the channel walls, which would interfere with the measurement. Another 
ratiometric technique is FLIM which has been shown to be effective in precisely mapping 
temperature variations in continuous-flow microfluidic devices (57, 107). A fluorescent dye in 
solution introduced into a microfluidic channel exhibits a fluorescence lifetime which varies as a 
function of the solvent temperature. This approach does not require calibration prior to each 
experiment, as the variation of the lifetime as a function of temperature is measured once or 
extracted from the literature (94). Any fluorescent dye will exhibit a temperature dependent 
fluorescence lifetime, but the most commonly used fluorophore in FLIM temperature mapping 
is Rhodamine B (57, 94, 108) due to its sensitivity over a wide temperature range. Fluorescence 
lifetime measurements of other materials such as films of phosphors (101) or polymers (109) 
have also been used to measure temperature in microsystems.  
 
In this chapter fluorescence thermometry is performed on a continuous-flow micro-droplet PCR 
device provided by Schaerli et al. (94). Rhodamine B was introduced into the water phase and 
FLIM images were taken of the droplets as they passed through regions of the device heated to 
different temperatures. The lifetime values extracted from the fluorescence decays were then 
used to calculate the temperatures of the droplets via a calibration curve, enabling optimisation 
of the device’s performance.  
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3.1.3 Fluorophore absorption in PDMS 
A large proportion of microfluidic devices described in the literature are now made from 
polymers such as PDMS, which are known to absorb hydrophobic molecules such as Rhodamine 
B (110). When using a polymer substrate material, the increasing amount of dye absorbed over 
time provides a significant background signal which can report inaccurate thermal 
characteristics of the sample under investigation. The problem is exacerbated at higher fluidic 
temperatures as the rate of absorption into the polymer normally increases as a function of 
temperature (104). Glass microfluidic devices are preferable to polymer devices in this regard 
as they do not absorb dyes, but they will still adsorb molecules onto their surface which can lead 
to an unwanted background signal (110). Moreover, glass devices also take longer to 
manufacture and are significantly more expensive than their polymer counterparts. Therefore it 
is desirable to find a means of minimising the background fluorescence signal due to absorption 
in the polymer substrate. 
 
There are a number of approaches which can be used to reduce absorption of molecules into 
PDMS. The surface of the PDMS walls can be oxidised with an oxygen plasma prior to the 
experiment. This process  reduces absorption, but only for a  short period of time (111). 
Alternatively a surfactant can be introduced into the buffer to dynamically coat the PDMS walls 
(110, 112) or the walls can be coated with a polytetrafluoroethylene (PTFE) layer prior to use 
(113). Importantly, absorption is significantly reduced in segmented flow systems as the sample 
is contained within aqueous droplets (114, 115), but it is not completely eliminated as some dye 
will be transferred via the oil phase, especially in mineral oil systems (116). A method to 
overcome this issue has been recently reported and involves photobleaching both the sample 
and substrate prior to measurement (104). Unfortunately, while this does remove the 
background signal on a short timescale, further dye absorption is possible during the 
measurement process and more worryingly the high power light source used to photobleach 
the sample may result in local heating of the device, which in turn will lead to inaccuracies in 
measured temperatures.  Indeed, whilst it is evident that the above methods may be partially 
effective in some situations, they do not completely eliminate absorption artefacts. 
 
An alternative strategy is to allow the absorption of the fluorophore and use optically sectioned 
microscopy to reduce the unwanted signal from the walls. Confocal detection can reject the out-
of-focus signal from the walls and collect only the signal from the laser probe volume in the 
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centre of the microchannel (117). Whilst this will improve the signal-to-noise ratio when 
compared to wide-field imaging techniques, it will not completely remove the out-of-focus light 
and thus a more general solution is required. 
 
The fluorescence lifetime of small molecules such as Rhodamine B is significantly different 
when absorbed in a polymer martix than when dissolved in water (118). In a FLIM image 
containing populations of dye in water and in PDMS, it is possible to resolve two separate 
fluorescence decay components by fitting a bi-exponential model to the recorded fluorescence 
decay for each pixel. The lifetime component originating from the aqueous dye can then be used 
to determine the local temperature without interference from the absorbed dye signal (119).  
The approach is demonstrated in this chapter and is used to measure precise fluidic 
temperature changes even when a large amount of dye is absorbed into the PDMS substrate. 
 
The work presented in this chapter was published in 2009 (94, 119). It represents the first 
reports of using FLIM to spatially map temperature distributions in segmented flows and is the 
first method that completely overcomes the issue of signal pollution due to solute absorption 
into the substrate material.   
 
3.2 Experimental 
3.2.1 FLIM microscope setup and image analysis 
FLIM images were acquired using a confocal microscope with TCSPC detection (detailed in 
Chapter 2). For excitation, a Ti:Sapphire laser with 120 fs pulses at 800nm was used to pump a 
photonic crystal fibre (PCF) to produce a supercontinuum laser source (120) (Figure 3.1). A 
prism was used to disperse the white light from the supercontinuum into its spectral 
components which were then collimated onto a slit positioned in front of a mirror. Using a 
translation stage, the slit was positioned to allow only 530 ± 10 nm, necessary for Rhodamine B 
excitation, to be reflected back through the prism. The beam was then picked off by a knife-edge 
mirror into the external microscope port. 
 
Samples were illuminated through a 0.3 NA 10 air objective (Leica Microsystems GmbH, 
Wetzlar, Germany) to give a large field of view and fluorescence emission was collected through 
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the same objective, filtered internally in the confocal microscope (550 - 600 nm) and detected 
with a photon-counting photomultiplier tube. A reference time signal was provided to the 
TCSPC card from a photodiode illuminated by a small part of the excitation beam. The 80 MHz 
repetition rate of the excitation source allowed detection of fluorescence decays over a 12.5 ns 
time range suitable for the analysis of Rhodamine B in water. 
 
 
Figure 3.1: The confocal microscope with supercontinuum generation and TCSPC detection. 
 
FLIM images were analysed using SPCImage (Becker & Hickl GmbH, Berlin, Germany) with the 
required fluorescence decay model convolved with the instrument response function (IRF), 
measured with a scattering medium, to provide an accurate assessment of lifetimes. Subsequent 
temperature maps were calculated from a calibration curve using a MatLab program written in-
house. Typical image acquisition times were 5 minutes to ensure sufficient SNR for analysis 
using a bi-exponential model.  
 
3.2.2 Calibration of Rhodamine B fluorescence lifetime 
A calibration curve was obtained by imaging 500 μM Rhodamine B in aqueous solution (50 mM 
Tris/HCl at pH 6.8) inside a heated cuvette. Measured reference temperatures were obtained 
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using a thermocouple inserted into the cuvette near to the focus of the objective lens. FLIM 
images were obtained over a temperature range of 12.1 to 81.9 °C, with each data set being 
recorded twice to calculate the mean lifetime. 
 
3.2.3 Microfluidic device details and operation 
The microfluidic PCR devices were designed by Schaerli et al. (94). The technique detailed in 
chapter 2 was used to fabricate the PDMS channels. The polymethylmethacrylate (PMMA) 
channels were purchased from Epigem Ltd. and were fabricated by photo-crosslinking a thin 
film SU-8 substrate and removing the non cross-linked areas by use of chemical developers. The 
SU-8 substrate was then embedded in PMMA and the resulting channel network was sealed 
using thermal bonding. Heating of the channels was provided by a 1.2 cm wide copper rod with 
a 100 W cartridge heater (RS components, Corby, Northants, UK), thermostatically controlled 
via a J type thermocouple. External adjustment of temperate came from an annular Peltier 
module 15 W (Melcor, Trenton, NJ, USA). The heater was supported on an aluminium heat sink 
that was itself cooled by four thermoelectric heat pumps mounted with fan-cooled heat 
exchangers (Maplin, Manvers, Rotherham, UK). The contact between the device and the heater 
was provided by a thin film of heat sink compound (RS components, Corby, Northants, UK) (94). 
 
A photograph of the device positioned on top of the heated copper rod and the Peltier module 
can be found in Figure 3.2. The positioning of the channels in relation to these elements can be 
seen in the channel layout in Figure 3.2b where the copper rod is shown in orange and the 
Peltier module in blue. The oil phase is introduced at (A) and joins two aqueous channel inlets 
(B1 & B2) at a T-junction (C) where the droplets are generated. Droplets move to the 
denaturation region (D) and then travel out to the cooler annealing and extension zone (E). Due 
to the radial design of the device the droplets then return to the denaturation region where the 
cycle can start again. The inserts in Figure 3.2b and Figure 3.2c show bright field images of the 
droplets within the channels (without Rhodamine B). The channel depth was 75 μm and 
channel widths were 500 μm in the denaturation region and 200 μm in all other regions. The 
aqueous phase used in all experiments was 500 μM rhodamine B in 50 mM Tris/HCl at pH 6.8 
and the oil phase was 3% ABIL EM 90 (w/w) in mineral oil. A total volumetric flow rate of 2 μl 
min-1 was maintained at all times. 
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Figure 3.2: a) Photograph of the entire PCR device. b) Design of the device channels with 
bright field images of the droplets in the centre and periphery. c) Enlargement of the bright 
field image taken at the centre of the device showing droplets in the denaturation region. 
 
 
3.3 Results and discussion 
3.3.1 Calibration of Rhodamine B lifetime with temperature 
Figure 3.3b and c are exemplar FLIM maps of Rhodamine B inside the heated cuvette taken at 
12.1 and 69.6 °C respectively. These images show no evidence of thermal disturbances caused 
a)
b)
c)
500 µm
1 cm
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by convection during the acquisition. The pixels in each image were then binned together and 
fluorescence lifetimes were calculated from the resulting decays. Figure 3.3a shows the change 
in the fluorescence lifetime as a function of temperature. The observed decrease in the 
fluorescence lifetime with increasing temperature is a result of a thermally activated change in 
the geometry of the excited state which accelerates the rate of non-radiative decay (121, 122). 
 
 
Figure 3.3. Experimental calibration data. a) Lifetime values as a function of temperature. b) 
and c) 1.55 by 1.55 mm FLIM maps at 12. 1 and 69.6 °C. respectively. 
 
The relationship between the fluorescence lifetime () and temperature (T) follows the 
Arrhenius relationship shown in equation (3.1) below, where A is a constant, Ea is the activation 
energy and R is the universal gas constant. The resulting fit to the experimental data is shown in 
figure Figure 3.3a with Ea = 361.5 J mol-1 (with the coefficient of determination R2 = 0.9997). 
 
 
 
   (
   
  ⁄ )      (3.1) 
 
The excellent agreement between the experimental data and theory indicates that the FLIM 
images can be used to reliably calculate the temperature of an aqueous solution of Rhodamine 
B.  Equation (3.2) was used to convert the fluorescence lifetime values (in ps) in each pixel to 
the corresponding temperature values (in °C) and create temperature maps. 
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3.3.2 Temperature mapping of a segmented flow PCR system 
Thermometry using FLIM was performed on a continuous-flow droplet PCR device to 
investigate the temperatures reached by the microdroplets in order to optimise the system. To 
minimise the absorption of Rhodamine B into the substrate, the device was made from SU-8 
embedded in a PMMA support matrix which does not absorb small molecules as easily as PDMS 
(123, 124). Images were also taken within a 1 hour time period to further minimise the amount 
of absorbed dye.  
 
With the heated copper rod set to a specific temperature and the Peltier module cooling at a 
specific voltage, FLIM images were taken of the centre of microchannels in the denaturation and 
annealing/extension zones. This was repeated for various temperatures of the copper rod and 
cooling voltages of the peltier module. The resulting droplet temperatures, calculated from the 
mean fluorescence lifetimes via equation (3.2), can be found in Figure 3.4. Error bars are 
calculated from the standard deviation of the fluorescence lifetime values over each image. 
 
Figure 3.4a shows the calculated temperatures of the droplets in the denaturation region 
(device centre) as the temperature of the copper rod is varied. As expected, there is some heat 
loss as the heat is transferred from the rod to the droplets via the PMMA and oil phase. This loss 
could be reduced by using smaller channels, but importantly this plot demonstrates that 
droplets are still able to reach the required temperature for denaturation step (90 - 98 °C). The 
insert in Figure 3.4a shows an intensity merged FLIM image taken when the droplets are at 94 
°C (or 304 ps). The fluorescence signal is apparent across the entire channel volume since the 
images were acquired for 5 minutes and therefore droplets access all parts of the channel 
during this time period. 
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Figure 3.4: a) Droplet temperatures determined from FLIM data in the denaturation zone  as 
a function of the heating copper rod temperature. Insert: 1.55 by 1.55 mm FLIM image taken 
at 94 °C (304 ps). b) Droplet temperatures determined from FLIM data in the annealing and 
extension zone as a function of the voltage for the cooling of the Peltier module. Insert: 1.55 
by 1.55 mm FLIM image measured at 49 °C (853 ps).  
 
 
Figure 3.4b shows the calculated temperatures of droplets in the annealing and extension 
region (device periphery) as a function of the voltage of the Peltier module. Again, the error bars 
are calculated from the standard deviation of the fluorescence lifetime values. As the voltage is 
increased, more heat is removed from the device and the droplet temperature decreases to the 
level required for the annealing step (50 – 65 °C). The insert shows an intensity merged FLIM 
image taken when the droplets were at 49 °C (or 853 ps). Both plots confirm that the upper and 
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lower temperatures for PCR could be achieved and show that precise control of droplet 
temperatures is possible when optimising the PCR.  
 
The continuous-flow format means that the droplets will experience a thermal gradient 
between the centre and periphery of the device. The copper rod was heated to 134 °C and the 
Peltier module set to 2.5 V to ensure that the standard temperature for the extension step (70 – 
80 °C) would be reached as the droplets travel between the two regions. To investigate this 
thermal gradient, a series of FLIM images at the centre of a microchannel were acquired at 
increasing radial distances; the positions of which are shown in Figure 3.5a. The mean 
fluorescence lifetimes in the images and the corresponding temperatures plotted again radial 
distance can be found in Figure 3.5b.  
 
 
Figure 3.5: a) Positions from the centre where images were taken b) Mean fluorescence 
lifetime (circles) and the corresponding temperature (squares) from droplets across the 
device obtained when heating the central copper rod to 134 °C and the Peltier module set to 
2.5 V. Error bars were calculated from the standard deviation of the fluorescence lifetime 
across each image. 
 
Rapid heat transfer is expected in this device due to the high surface area to volume ratio of the 
channels ( 56 m-1). The temperature change calculated across the device demonstrated this 
well.  From 0 to 1.5 cm (corresponding to a 6 seconds residence time) the temperature change 
was more than 40 °C. This could be improved by designing channels with higher surface area to 
volume ratios to allow faster heat transfer. The data obtained via FLIM showed that the device 
was creating droplets within the required temperatures for PCR. Subsequently, it was shown to 
0 cm 3 cm1.5 cm0.5 cm 1 cm 2 cm 2.5 cm
a) b)
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successfully amplify an 85 base-pair long DNA template in only 17 minutes (94), aided largely 
by the FLIM measurements presented here. A dilution of the DNA template showed that it was 
also possible to amplify DNA in droplets containing only a single-copy of the template. The 
ability to perform continuous-flow droplet PCR has generated considerable interest, and at the 
time of performing these experiments Kiss et al. were conducting similar studies by injecting 
droplets into a benchtop PCR machine (125). 
 
As previously noted, the measurements taken here were not compromised by Rhodamine B 
absorption into the substrate as the device was made from PMMA. Moreover, measurements 
were taken less than 1 hour after fluid injection. For longer time periods, the PMMA substrate 
does absorb appreciable amounts of dye as can be seen in Figure 3.6. This issue puts constraints 
on the experiment, limiting the amount of data that can be extracted and leading to poor 
temperature estimation. To this end the following section describes a technique for overcoming 
this issue.  
 
 
Figure 3.6: Photograph of the PMMA device where absorbed dye can be seen after flushing 
the channels with buffer. Scale bar is 1 cm. 
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3.3.3 Reduction of background fluorescence in PDMS devices 
  
Figure 3.7: Fluorescence intensity images and decay curves obtained from PDMS channels. 
Region A is within the PDMS substrate and region B is inside the channel. (a) Intensity image 
after 10 minutes of operation. (b) Intensity image of the same region after 40 minutes. (c) 
Fluorescence decay, single exponential fit and residuals from region A after 10 minutes 
(   = 1.31). (d) Fluorescence decay, bi-exponential fit and residuals from region B after 10 
minutes (   = 1.55). (e) Fluorescence decay, bi-exponential fit and residuals from region B 
after 40 minutes (   = 1.21). 
 
Figure 3.7a shows a fluorescence intensity image of the denaturation region in a microfluidic 
channel heated to 90°C through which aqueous dye solution has been flowing for 10 minutes 
(without oil).  Region A is within the PDMS wall and region B is within the channel and fluid. 
During this period dye is absorbed into the PDMS substrate and fluorescence can be seen in 
both regions. The pixels from region A were then binned and analysed using a single 
exponential decay model given in equation (1.13) and the resulting fit and residuals are shown 
in Figure 3.7c. In this region the fluorescence decay is well fitted by a single exponential model 
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yielding a lifetime of 3.1 ns. Without binning of the image, the mean lifetime was 3.1 ± 0.5 ns 
over all the pixels in region A.  
 
 ( )     (   
(     )      
(     ))    (3.3) 
 
In contrast, region B contains signal from both aqueous dye and dye absorbed in PDMS. The 
binned pixels in this region were fitted to both a single exponential model and a bi-exponential 
model. The bi-exponential model uses equation (3.3) where A1 and A2 are the pre-exponentials 
factors associated with lifetime components    and    respectively. The residuals from these fits 
are shown in Figure 3.8. Structure is clearly visible in the residuals from the single exponential 
model, indicating a poor fit to the data. The residuals from the bi-exponential model are 
randomly distributed about zero indicating a much better fit to the data in this region. 
 
 
Figure 3.8: Residuals from using a single exponential (top) and bi-exponential (bottom) 
decay models. 
 
The fitted decay using the bi-exponential model is shown in Figure 3.7d. It is clear that two 
distinct populations of dye contribute to the decay, with the bi-exponential fit yielding a longer 
lifetime component of 3.2 ns (equal to that of the dye in PDMS alone with a mean lifetime 3.2 ± 
0.4 ns over all the pixels) and a shorter component of 0.3 ns (representative of the dye in 
aqueous solution with a mean lifetime of 0.3 ± 0.1 ns over all the pixels). A similar image was 
then acquired after 40 minutes of operation (Figure 3.7b) and the pixels from region B were 
again binned and fitted to a bi-exponential model, as shown in Figure 3.7e. This analysis yielded 
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lifetime components of 3.2 ns and 0.3 ns (with mean lifetimes of 3.1 ± 0.2 ns and 0.2 ± 0.1 ns 
over all pixels). As expected, more of the dye was absorbed into the PDMS, which is evident 
when comparing Figure 3.7a and  b. Comparing the fits in Figure 3.7e and  d reveals an increase 
in the contribution from the long lifetime component (associated with dye in PDMS) from 64 ± 5 
% to 77 ± 3 %, as calculated from equation (3.4).  Here f2 is the percentage of photons emitted 
by the component with a lifetime   . This corresponds to an 88 % increase in the number of 
Rhodamine B molecules absorbed over a 30 minute period (54). 
 
    
    
         
     (3.4) 
 
Thus, despite the large amount of dye absorbed in the PDMS and the correspondingly large 
background fluorescence signal (which exceeds that of the aqueous dye signal), the time-
resolved fluorescence measurement is able to distinguish between the two populations and 
provide an accurate estimate of the fluidic temperature of 90 ± 5°C.  
 
To further demonstrate the efficacy of the technique, droplets were generated by the addition of 
an oil phase and FLIM images were taken in the denaturation (centre) and an 
annealing/extension region (periphery). The decays were fitted to a bi-exponential model using 
equation (3.3). The average lifetime,  ̅, was calculated using equation (3.5) and is displayed in 
the false colour lifetime maps in Figure 3.9a.  
 
 ̅  
    
      
 
         
      (3.5) 
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Figure 3.9: Images of the device with droplets. (a) Average fluorescence lifetime maps 
calculated using a bi-exponential fit for the denaturation (left) and the annealing/extension 
(right) regions of the device. (b) Temperature maps calculated using the short lifetime 
component only, with mean values of 91.7 ± 8 °C (left) and 60.1 ± 4 °C (right). (c) 
Temperature maps calculated using a single exponential fit, with mean values of 10.5 ± 5 °C 
(left) and 14.1 ± 5 °C (right). Note that the errors are the standard deviation over the images. 
 
Inspection of the images of the denaturation and  annealing/extension regions indicates that the 
longer lifetime value (of the absorbed dye) is approximately 3.1 ± 0.2 ns in both regions whilst 
the lifetime value of the aqueous dye changes from 0.30 ± 0.01 ns in the denaturation zone to 
0.72 ± 0.02 ns in the annealing/extension region. Importantly, the thermal change does not 
affect the PDMS-absorbed lifetime component since the mobility of the fluorophore is highly 
restricted inside the PDMS matrix and thus non-radiative relaxation is less favoured than when 
in the fluid state. By plotting only the short lifetime component, it is possible to remove the 
unwanted background signal and the resulting temperature maps are shown in Figure 3.9b. For 
comparison, if only a single exponential decay model is used to fit the raw data then the images 
in Figure 3.9c are obtained.  It can be seen that these indicate an ‘artificially’ lower temperature 
300 µm
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due to the systematic error arising from the background fluorescence from dye in the PDMS, 
and illustrate the improvement in accuracy provided by the use of a bi-exponential fit. The 
remaining error in the fitted lifetimes scales inversely with the square-root of the pixel binning 
as shown in Figure 3.10. This is consistent with random noise on the data and not a systematic 
source of error. This remaining error could therefore be reduced by increasing the acquisition 
time to achieve a better signal-to-noise ratio.  
 
Figure 3.10: Standard deviation of the fluorescence lifetime values plotted against the 
square root of the number of binned pixels for the denaturation regions (top plot) and the 
annealing/extension regions (bottom plot). 
 
Crucially, these data show that by applying a bi-exponential fit to the fluorescence decay profiles 
and calculating the temperature only from the shorter lifetime component, the effect of the 
background signal can be removed (without the use of any additional perturbations) and hence 
an accurate measurement of fluidic temperature can be achieved. If the same calculations had 
been performed using only the time-integrated intensity values, the background fluorescence 
contribution would lead to a lower value for the calculated temperature. For example, if only 
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5% of the collected photons originate from dye absorbed in PDMS, a temperature of 79 oC would 
be calculated for a ‘real’ temperature of 95 °C, and a temperature of 46 °C would be calculated 
for a ‘real’ temperature of 50 °C. 
 
3.4 Conclusions 
The fluorescence lifetime of Rhodamine B has been calculated as a function of temperature so 
that it can be used as a temperature probe in microfluidic channels. The device investigated was 
a continuous-flow droplet PCR device that requires control of specific temperatures to operate 
successfully. Rhodamine B in water was introduced into the droplets and FLIM images were 
taken. The lifetime values from the measured decays in the images were then used to calculate 
the droplet temperatures over a range of conditions. The key feature of the device is that the 
droplets are continuously moving between different temperature regions in order to achieve 
high throughput DNA amplification. The FLIM measurements allow these temperature gradients 
to be measured and adjusted accordingly. 
 
Additionally, by using FLIM it was possible to perform accurate temperature mapping within 
PDMS microfluidic devices with high levels of background signal, through post-processing of the 
measured data. Background signals compromise time-integrated fluorescence measurements, 
and necessitate more complex approaches to calibration. The approach used here is simple to 
implement and allows the straightforward analysis of multiple regions within a microfluidic 
device. Moreover, the acquisition times reported here could be significantly reduced by 
analysing the data with maximum likelihood estimator algorithms (126).  It should also be 
noted that the background signal is partially rejected by the sectioning strength of the confocal 
microscope, which can, in principle, be set to acquire fluorescence from only the centre portion 
of a microfluidic channel. However, such out-of-focus rejection is not complete and only reduces 
inversely with distance from the focal plane for a substrate volume with uniform dye 
absorption. Increasing the numerical aperture of the objective can increase background 
rejection significantly but would significantly limit the field of view and imaging depth, which is 
inconvenient when working with 200–500 µm wide channels and thick PDMS substrates. 
Crucially, the method described here does not require optically sectioned imaging and hence 
can be used with large fields of view and thick PDMS devices (5 mm thick devices were used 
here).  
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Steady-state fluorescence polarisation anisotropy imaging using fluorescein could also be used 
for temperature mapping (127). While this approach also does not require a calibration curve 
(assuming a constant fluorescence lifetime), it may still suffer from significant background 
signals due to absorbed fluorescein. TR-FAIM (54) would, in principle, require no calibration 
curve and could be used to remove the background signal by fitting a bi-exponential model to 
the anisotropy decay in a similar way to the work presented in this chapter. 
 
This technique could also be applied more widely to a range of different substrate materials 
(and molecular fluorophores), and to a number of microfluidic applications that require 
‘background-free’ fluorescence detection. On-chip drug screening assays (128), for example, 
suffer from protein absorption that could lead to inaccurate measurement of kinetics. Whilst 
methods do exist to reduce protein adsorption (110), the multi-exponential decay technique is 
likely to be more efficient at reducing this unwanted effect.  
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Chapter 4:  Characterising a 
microfluidic mixer with FLIM and CFD 
This chapter begins with an explanation of the importance of mixing in microfluidic devices. 
Some of the most common methods used to achieve mixing in microfluidic systems are 
subsequently discussed, together with techniques for the detection and modelling of 
microfluidic flows. CFD is then used to simulate mixing in a device and compared with 
experimental data obtained using FLIM. The mixing times of the device are subsequently 
optimised. 
 
4.1 Introduction 
4.1.1 Mixing in microfluidic devices 
Before the potential of µTAS or ‘lab-on-a-chip’ devices is to be fully realised, research and 
development must first focus on the individual tasks that the devices must perform. One of the 
most important tasks is the fast and efficient mixing of fluids containing the chemicals or 
biological samples. Many biological processes such as enzyme reactions or protein folding 
require an initial mixing of reagents. For this reason a key area of microfluidic research is 
devoted to mixing modalities. On the macroscale, mixing can easily be achieved via turbulence 
but on the microscale laminar flow dominates and mixing typically occurs via diffusion alone. 
Laminar flow can be exploited in microfluidic systems for applications such as cell sorting (129) 
or single molecule detection (3), but for applications requiring rapid and efficient mixing of 
fluids, a significant amount of research focuses on mixing techniques (130, 131).  
 
There are several ways to enhance the speed and efficiency of microfluidic mixers, but the 
choice is generally between ‘active’ or ‘passive’ systems (130, 131). Active mixers use external 
energy to intersperse the flow chaotically. This can be achieved by alternating the flow rates 
periodically (132), acoustic vibrations (133), electrokinetic disturbance (134) or thermal 
disturbance (135). These methods are effective but the additional components required can 
lead to complex fabrication procedures. For this reason passive mixers are often favourable as 
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they require no external energy sources making them easy to implement in complex 
microfluidic systems.  
 
4.1.2 Passive microfluidic mixers 
Passive mixers rely on the diffusion of the solutes across the fluid boundaries. To decrease the 
mixing times the diffusive length scale is reduced by increasing the contact between the fluids. 
One approach is to fabricate static structures within the channels to disrupt the laminar flow, 
causing chaotic advection. This transports the fluids laterally, therefore reducing the diffusive 
length scale.  This phenomena was first demonstrated by Johnson et al. in 2001 using a series of 
grooves etched into the channel floor (136). Soon afterwards Stroock et al. reported an 
improved design using staggered herringbone structures as shown in Figure 4.1 (137).  Chaotic 
advection can also be created using a patterned surface modification that causes electrokinetic 
flow across the channel (138).  
 
 
Figure 4.1: Passive mixing using chaotic advection with taken from (137). a) Laminar flow in 
a Y-mixer. b). Chaotic advection with herringbone structures. 
 
The diffusion path can also be reduced by containing the fluids within microdroplets. The 
earliest reported study of mixing using droplets was in 1999 where Hosokawa et al. merged 
droplets using a hydrophobic microcapillary vent (139). Chaotic advection within droplets 
moving through curved channels has also been reported (140). The shearing interaction with 
the walls of the channel causes recirculating flow within the droplet, reducing the diffusion path 
(Figure 4.2). The advantage that droplet mixing has over using herringbone structures is the 
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ease of fabrication.  In general when using chaotic advection, the mixing efficiency can be high, 
but the mixing times are limited to milliseconds.  
 
 
Figure 4.2: Mixing caused by chaotic advection within droplets, taken from (140). 
 
Lamination mixers are the simplest of all the passive mixers, requiring no additional surface 
patterning, structure fabrication or droplet formation (141). They work by splitting the fluids 
into multiple streams which increases the contact surface area and reduces the diffusion path. 
The most common type is the T-mixer or the Y-mixer, where two inlets streams are combined 
into one long channel and mixing occurs via lateral diffusion of the solutes (142). The mixing 
times can be reduced by further increasing the contact surface area using multiple inlet streams, 
as reported by Bessoth et al. (143) or by splitting the streams into multiple channels and later 
recombining them as demonstrated by Norbert et al. (144). Illustrations of these mixers can be 
found in Figure 4.3. Lamination can also be generated by delivering one fluid into another 
through a series of nozzles (145). This creates microplumes in the second fluid which increases 
the surface contact area.  
 
 
Figure 4.3: Lamination mixers. a) Y-type mixer (142). b) Multiple inlet mixer (143). c) Split 
and recombine technique (144). 
a) b) c)
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The above lamination mixers can be used to study reaction kinetics by monitoring the formation 
of product downstream. However, they are limited to reactions that occur on the millisecond to 
second time-scale, due to their mixing times of the same order (146, 147). Some applications, 
such as protein folding studies, require much faster mixing as they have events that occur on the 
microsecond time-scale. Submillisecond mixing times can be achieved using a lamination mixing 
technique called hydrodynamic focusing. 
 
4.1.3 Hydrodynamic focusing for sub-millisecond mixing times 
The limitation of lamination mixers is the diffusive length scale which is generally tens to 
hundreds of micrometers. To achieve sub-millisecond mixing times this length must be reduced 
to only a few microns (148). While this may be possible by fabricating micron-sized channels, 
difficulties will arise with blockages caused by unwanted particulates in the sample (149).  
 
 
Figure 4.4: Turbulent continuous-flow mixing taken from (150). a) Schematic showing the 
fluid delivery via syringes. The sample is illuminated with an Arc lamp and fluorescence is 
detected with a CCD.  b) Enlargement of the mixer and flow-cell where eddies are created. 
 
In addition, sub-millisecond mixing times can be achieved with turbulent continuous-flow 
mixers that create microscale eddies in the flow. These devices typically achieve turbulence by 
forcing fluids through a nozzle or using the wake behind a ball (Figure 4.4) (27, 150-152). The 
time resolution of these devices is governed by the delay between mixing and observation, 
known as the dead time (153). This can be reduced to 80 µs using high flow rates but the large 
sample volumes needed are undesirable for precious or expensive biological samples.  
 
83 
 
Figure 4.5: Principle of hydrodynamic focusing. The hydrodynamic forces of the side fluids 
focus the central fluid into a sheath. Rapid mixing occurs when the solutes from the side 
fluids diffuse into the sheath.  
 
A solution to this problem is to use a technique called hydrodynamic focusing (or flow focusing) 
first demonstrated by Knight et al. in 1998 (28). They used a silicon-based microfluidic device 
with a simple cross geometry as shown in Figure 4.5. The hydrodynamic forces from the two 
side streams focus the central inlet stream down to a thin sheath.  The width of the sheath can 
be reduced to much less than 10% of the channel width by changing the ratio of the central to 
side channel flow rates. Knight and his co-workers showed that a width of 50 nm was 
obtainable in 10 µm channels allowing mixing in less than 10 µs. This is a significant 
improvement on the 80 µs dead time of turbulent mixers (151). Moreover, due to the open 
architecture of microfluidic design, the dead time is significantly reduced when compared to 
turbulent mixers and time resolution is limited only by the spatial resolution of the microscope. 
 
Measurements of the reaction are taken downstream from the point of mixing in a continuous-
flow format. The spatial coordinates of the measurements are converted to temporal 
coordinates using the fluid velocity allowing observations of transient kinetics. It should be 
noted that the concentrations of reactants are non-uniform across the width of the channel and 
they will also change as the focused stream broadens downstream.  However, this effect is 
negligible over typical measurement lengths.  
Focusing width
Central channel
Side channelSide channel
Sheath
Outlet channel
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As a rapid mixing technique hydrodynamic mixers have primarily been used to investigate 
protein folding (151, 154, 155) but they have also been used to probe protein conformation 
kinetics (19) and the control of particle synthesis (147, 156). Since Knight’s paper, the design of 
the channel geometry has been optimised (155, 157) and in 2007 Yao et al. reported a mixing 
time of 1±1 µs using a combination of numerical simulations and experimental Förster 
resonance energy transfer (FRET) measurements (157).  
 
Hydrodynamic focusing has also been used for applications other than rapid mixing; these 
include single molecule detection (158-160), cell sorting (161-163), cell counting (164), small 
molecule delivery into cells (165), cell patterning (166) and the suppression of non-specific 
adsorption (167). There have been many reports of 3-D hydrodynamic focusing to improve 
efficiencies in single molecule detection by removing molecules from other channel depths 
(147, 168-172). 
 
4.1.4 Detection of mixing in microfluidic channels 
An essential part of developing any microfluidic mixer is the characterisation of the mixing 
performance. The most common method is flow visualisation, where dyes are introduced into 
the fluids and optical detection is used to spatially monitor the mixing. Transmitted light 
microscopy and fluorescence intensity imaging are often used because they are relatively 
inexpensive and easy to implement (158, 173). Fluorescence microscopy is particularly 
powerful due to the additional contrast and sensitively it can provide. However, both of these 
methods fail to provide a reliable quantitative readout of the mixing process due to artefacts 
associated with fluorophore concentration, non-uniform illumination, detection efficiencies, the 
inner-filter effect and optical scattering (57, 174). Additionally, a major problem reported in the 
literature are the optical aberrations caused by the channel walls (175, 176). This leads to the 
rejection of data close to the walls and can compromise the observations when validating 
simulations. Often, complex correction processes are used to remove unwanted artefacts, which 
will lead to a loss of information (167). Other detection methods used with microfluidic systems 
include UV-absorption (155, 177, 178), magnetic resonance (179-182), Raman spectroscopy 
(183) and back scattering interferometry (20).  
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FLIM has previously been shown to be an excellent way of studying microfluidic mixing systems 
(58, 70, 107, 146, 184-188). The simplest technique involves using two fluorophores introduced 
at the separate inlets and diffusion is monitored via the different fluorescence lifetimes. An 
alternative is to use a single fluorophore in two different solvent environments.  The 
fluorescence lifetime will depend on the local solvent environment and the mixing can be 
monitored as the solvents diffuse across the channels changing the lifetimes. With both 
approaches the intensity-based imaging issues mentioned previously are avoided because it is 
the fluorescence lifetime that is spatially resolved within the image, and not the fluorescence 
intensity. 
 
In 2005 Magennis et al. reported the use of FLIM to image continuous-flow mixing (186). They 
used a wide-field system to image the fluorophore 8-anilino-1-naphthalene sulfonate (ANS) in 
different mixtures of water and methanol. The fluorescence lifetime of ANS is sensitive to 
different water-methanol compositions, allowing them to monitor the mixing. In both cases they 
were limited to using channels with large dimensions as their images were not optically 
sectioned. At a similar time Benninger et al. demonstrated video-rate visualisation of mixing 
using a high-speed optically sectioned FLIM microscope (58). This involved using 2-(p-
dimethylaminosotyryl)pyridylmethyl iodide (DASPI) in different compositions of water and 
glycerol introduced dynamically into a continuous-flow mixer. FLIM images were acquired at 
12.3 Hz and the changing flow was visualised using the viscosity dependence of the fluorescence 
lifetime. 
 
FLIM has also been used to monitor mixing in a turbulent continuous-flow mixer by Redford et 
al. (189). Here the mixing of fluorescein and iodide solutions was imaged using a wield-field 
FLIM system. The collisional quenching of the excited state of the fluorophore by iodide 
decreased the fluorescence lifetime and allowed visualisation of the turbulence. In 2006 Elder et 
al. demonstrated that wide-field frequency domain FLIM using LEDs as the excitation source 
can be used to monitor continuous-flow mixing (70). They also used a quenching reaction with 
iodide, but the fluorophore was Rhodamine 6G. In 2007 they showed that FLIM could be used to 
quantify reaction kinetics in a continuous-flow mixer (190). They extracted the bimolecular rate 
constant of a reaction between a fluorescent amine and an acid chloride by comparing the 
fluorescence lifetime data to numerical simulations.  
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In 2008 Srisa-Art et al. showed that FLIM could also be used to report on the mixing dynamics of 
microdroplets (191). Solutions of fluorescein isothiocyanate (FITC) and Rhodamine 110, which 
have different fluorescence lifetimes, were used to image the chaotic mixing within the droplets. 
They later extended the work to include a more detailed study on the effect winding channels 
have on the mixing efficiency and showed that complete mixing can be achieved in less than 1 
ms (184).  
 
More recently in 2010, Li et al. reported a method to acquire and display FLIM images in real-
time (185). They used a CMOS low dark-count single-photon avalanche diode array to detect 
wide-field images and an ‘Integration for Extraction Method’ (IEM) to rapidly obtain 
fluorescence lifetime values from each pixel in parallel. To demonstrate the speed of their 
system, they imaged two fluorophore solutions (Rhodamine B and Rhodamine 6G) mixing 
dynamically in a microfluidic device and showed FLIM images updated in real-time. Although 
the images were low-resolution and limited to a small field-of-view, a real-time integrated FLIM 
system could prove very useful for POC diagnostics. 
 
In this chapter an optically sectioned line-scanning FLIM microscope is used to characterise the 
mixing performance of a microfluidic mixer. The device uses the hydrodynamic focusing 
technique to achieve fast mixing times suitable for the analysis of millisecond reactions. 
Quantitative concentration images (or maps) of the spatial distribution of a quenching agent are 
obtained via the fluorescence lifetime of a fluorophore.  
 
4.1.5 Modelling mixing in microfluidic channels 
Modelling of fluid flow in microfluidic channels is an important method to understand the 
design and development of microfluidic mixers. It can be a way to save time and resources used 
in generating experimental data. In general there are two ways fluid flow can be modelled. 
Either as a collection of molecules or as a continuum using CFD (192). The former involves 
simulating the microscopic interactions of individual molecules to study fluid behaviour, while 
the latter approach assumes the fluid to be continuous and the macroscopic properties are 
simulated at defined points in space and time.  
 
Modelling fluid flow via the molecular interactions can be performed using molecular dynamics 
(MD) simulations. This approach can be used to study microscopic surface effects such as 
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interfacial slip and surface wetting (193). Both of which should be considered in when 
simulating flows within microfluidic systems due to the high surface-area-to-volume ratio. The 
drawback of this method is that it is limited to simulations of small volumes due to its high 
computational demand (194). 
 
CFD simulations are the most widely used technique for modelling fluid behaviour in 
microfluidic systems. Here the fluid is treated as continuum with properties such as density, 
velocity and pressure which are solved throughout the volume. Typically this is achieved by 
solving the coupled Navier-Stokes and mass transport equations using a suitable numerical 
method such as finite element (107, 174, 195, 196), finite volume (107, 197), finite difference 
(187, 198) or bound element (199) analysis. The advantage of CFD is that it is less 
computationally demanding than molecular modelling allowing much larger microfluidic 
systems to be simulated. Moreover, there are a number of commercial codes available (ANSYS 
CFX, FLUENT, CFD-ACE+, Flow-3D and COMSOL) that can easily be implemented and integrated 
with computer assisted design (CAD) (200). 
 
Between the microscopic and macroscopic approaches lies the lattice Boltzmann method. Here 
the macroscopic Navier-Stokes equations are also solved, but the fluid is modelled as a 
collection of fictitious particles that propagate and collide over a discrete lattice mesh. This 
mesoscopic approximation has roots in MD, making it useful for modelling dynamic processes 
where fluidic interfaces need to be considered (179). It has successfully been applied to a 
number of microfluidic problems including: diffusive mixing, multiphase flows and the solid-
liquid interfacial slip (179, 194, 201).  
 
Whichever method is chosen the results should be compared to experimental data for 
validation. However, there are often discrepancies between modelled data and experiment data. 
The model might fail to simulate real conditions due to over simplifications such as the use of a 
2-D rather than a 3-D model (196, 201), uniform rather than parabolic flow profiles (202), 
immiscible fluids (196), and constant densities (174). Wherever possible, simplification should 
be avoided in case the model breaks down when compared to real experimental data. 
Inconsistencies can also be due to experimental measurements that fail to extract the correct 
information about the fluidic behaviour (175, 182). For these reasons it is useful to use high 
resolution imaging techniques  to validate simulated data and minimise such errors.  
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The aim of this chapter is to study a hydrodynamic focusing mixer using FLIM and CFD. The 
finite volume method is used to model the device and results are validated experimentally using 
FLIM. FLIM has the ability to offer not only high spatial resolution data, but also quantitative 
information that can be directly compared to the CFD output. The line-scanning capability of the 
microscope used allows wide-field optically sectioned imaging. This means that the full length of 
the device can be imaged in 3-D without loss of spatial resolution. At the time of publishing the 
data from this chapter in 2008 (60), this was the first reported use of FLIM to study a 
hydrodynamic mixer. It was also the first reported use of FLIM to validate a CFD model in 3-D.  
 
4.2 Experimental 
4.2.1 Line-scanning FLIM microscope setup and image analysis 
FLIM images were acquired using the line-scanning FLIM microscope detailed in chapter 2. A 
frequency doubled Ti:Sapphire femtosecond laser was tuned to 460 nm and directed to the 
sample through an inverted epi-fluorescence microscope with a 60×, 0.8 NA air objective. Any 
scattered excitation light was eliminated by a 515 nm long-pass filter. The IRF was recorded 
using a glass scattering medium. A typical 3-D acquisition used 90 steps in the y-direction and 
10 steps in the z-direction, sampling the fluorescence decay profiles with 7 time gates of 1 ns 
width, each with a 0.1 s integration time. The total acquisition time for a 3-D FLIM stack was ~ 
10 minutes.  
 
2-D Images were reconstructed by a program written in LabVIEW (National Instruments, 
Austin, TX, USA). This study did not require the spectral resolution of the microscope so the data 
sets were integrated over the spectral emission profile to obtain FLIM images. Intensity images 
were produced by integrating along both spectral and time axes. 3-D FLIM images were 
rendered using Velocity (Improvision, Coventry, UK). Fluorescence lifetimes were analysed 
using a single exponential decay model using custom-written software in LabVIEW. 
 
4.2.2 Design and operation of the microfluidic mixer 
An overall layout of the microfluidic channel pattern is shown in Figure 4.6a. Fluids are 
introduced in the central and side inlet channels which meet at the mixing junction. The device 
was fabricated in PDMS as detailed in Chapter 2, producing channels of 50 µm depth and 67 µm 
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width. Figure 4.6b shows the geometry of the mixing junction. The central inlet has a ‘nozzle’ to 
enhance the focusing of the fluid passing through. Fluorescein at a concentration of 500 µM and 
NaI at a concentration of 625 mM were introduced in the central and side channels respectively. 
Both were dissolved in water with a 500 mM Tris buffer at pH 8.3 to hold the pH sensitive 
quantum yield of fluorescein constant. They were delivered from two separate syringe pumps 
with 1 mL syringes to provide independent flow rates in the central and side channels. Typical 
flow rates in the inlet channels were between 0.1 and 6.0 µL/min. All experiments were 
conducted at 25 ºC. 
 
 
Figure 4.6: Design of the hydrodynamic micromixer. a) Overall channel layout.  b) 
Enlargement of the mixing junction where hydrodynamic focusing occurs. 
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4.2.3 CFD simulation parameters  
3-D CFD simulations of the mixing junctions were performed using the finite volume based 
commercial code CFX, described in Chapter 2. The computational domain with dimensions 
corresponding to that used in the experiment was discretized using an unstructured mesh 
formed of tetrahedral elements and prismatic elements. No slip boundary conditions, u=0 
(where u is the 3-D velocity vector), were used at the domain walls. A fixed normal velocity 
along with experimental concentrations of sodium iodide (NaI) and fluorescein were set at the 
inlets. In the central inlet fluorescein has a concentration of 500 µM (with no NaI) and in the 
side inlets NaI has a concentration of 625 mM (with no fluorescein). Zero static pressure and 
zero normal gradients of velocity and concentration were assigned at the outlet. The 
diffusivities of NaI in water (DNaI-Wat = 2 × 10-9 m2 s-1) and fluorescein in water (DFl-Wat = 6 × 10-10 
m2 s-1) obtained from the classical Stokes-Einstein equation for dilute liquid solutions (79) are 
used in the convection-diffusion equations of the individual components to solve for the 
simultaneous diffusion processes taking place in the mixer. A single-phase laminar flow model 
was chosen due to a predicted Reynolds numbers of between 1 and 6 in the microfluidic 
channels. The model was also steady-state due to the constant flow rates used in the 
experiment. A study of mesh resolution determined that a maximum cell length of 2.5 µm with 
an inflated boundary, comprising 10 prismatic layers of 5 µm thickness, produced consistent 
results, with higher resolution meshes providing no change in the outcome, but requiring more 
computation. This situation corresponds to a total of 758553 volume elements. In all 
simulations the solution was achieved in less than 200 iterations in approximately 30 minutes 
using a dual-core 2.13 GHz Intel processor. 
 
4.3 Results and discussion 
4.3.1 CFD simulations results 
The mesh of the computation domain made up by the individual volume elements can be found 
in Figure 4.7. Compared to the experimental device the channels are truncated. Computational 
limitations restrict the total number of volume elements that can used for a simulation. 
Truncating the channels in this way increases the mesh resolution at the mixing junction and 
yields a more accurate simulation of the hydrodynamic focusing. Moreover, the convergence of 
the fluids in this region means that the velocity and concentration gradients will be larger here 
than at other regions in the device requiring a greater level of accuracy (203).  
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Figure 4.7: CFD meshing result of the mixing junction. 
 
The simulations can provide a number of useful outputs once a solution is found. These include 
velocity, concentration of solutes, pressure, density, force and mass flow rate. The mass flow 
rate was used to confirm that the total volumetric rates into and out of the domain were equal. 
The accuracy of the simulations was verified more qualitatively by visually inspecting the 
outputs. Figure 4.8a shows the NaI concentration in the x-y plane at the centre of the device 
(z=0) for a central channel flow rate of 1 µl/min and a side channel flow rate of 6 µl/min. Note 
that fluorescein flows in at the top and NaI flows in at the sides. Both fluids exit at the bottom of 
the image. This 2-D plot shows the spatial distribution of both solutes as 0 mM NaI corresponds 
to 500 µM fluorescein and 625 mM NaI corresponds to 0 mM fluorescein. As expected, the 
fluorescein stream is focused by the hydrodynamic forces of the NaI stream into a thin sheath. 
The simulation then shows diffusion of the NaI across the fluorescein stream to achieve uniform 
mixing.  
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Figure 4.8: CFD results of a) the concentration of NaI and b) the velocities in the x-y plane in 
the centre of the domain at z=0. The flow rates were 1 µl/min in the central channel and 6 
µl/min in the side channels. 
 
Figure 4.8b shows the velocity of the fluid in the same 2-D plane.  The flow is static at the 
channels walls due to the no-slip boundary condition. Plotting the velocity across the width of 
the exit channel at 10 µm from the end reveals a parabolic profile (shown in Figure 4.9). This is 
the expected velocity profile which develops from a pressure driven flow in microfluidic 
channels (204). The velocity also reaches its maximum in the exit channel due to the 
combination of all three streams. With mixing complete in this region the high velocity would 
allow monitoring of fast reaction events.  
 
Figure 4.9: Velocity profile across the width of channel (at z=0), 10 µm from the exit. 
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The hydrodynamic focusing was investigated by varying the ratio α of side to central channel 
flow rates. The width of the focused stream should depend on α and not the magnitude of the 
applied pressures (28). Figure 4.10 shows the NaI concentration in the x-y plane (at z=0) for α 
values of 3, 6.5 and 13. The total flow rate was kept at 7 µL/min. The width of the focused 
stream can be seen to decrease with increasing values of α. The diffusing path length across this 
width will determine the mixing time of the device, so simulating this effect is important. 
 
 
Figure 4.10: Hydrodynamic focusing for α values of 3, 6.5 and 13. 
 
To visualise the mixing process a 3-D rendering of the concentration of NaI within the 
fluorescein stream is shown in Figure 4.11. The volume was rendered with a minimum value of 
15 µM fluorescein so that any regions with less fluorescein were not visible. The volume was 
also been cut in half to allow inspection within the sheath and show that there are no 
inconsistencies within the volume. Even though CFD simulations can appear to illustrate correct 
physics in the microfluidic channels, they must be verified by experimental data. 
 
20 µm
625 mM
0 mM
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Figure 4.11: 3-D rendering of [NaI] within the fluorescein stream from the CFD simulation. 
The flow rates were 1 µl/min in the central channel and 6 µl/min in the side channels. The 
volume has been cut in the y-z plane at x=0. 
 
4.3.2 Calibration of fluorescein quenching 
The quenching of the fluorescence lifetime of fluorescein was calibrated to the concentration of 
NaI at equilibrium. The quenching of the excited state of fluorescein occurs at a diffusion-
controlled rate, meaning that each collision is considered effective (54). This reduces the 
lifetime of the excited state and shortens the measured fluorescence lifetime value. NaI is an 
effective collisional quencher (28, 188), and fluorescein exhibits a single exponential 
fluorescence decay, thus simplifying the analysis (54). 
 
The Stern-Volmer equation (4.1) describes the relationship between the quenched lifetime (τ) 
and the concentration of quenching ions [Q] via the biomolecular quenching coefficient (kq). τ0 is 
defined as the fluorescence lifetime in the absence of the quencher. 
 
  
 
                 (4.1) 
 
To quantitatively measure the concentration of NaI diffusing into the fluorescein stream (and 
hence monitor the mixing in the device) kq must be measured. This was achieved by imaging the 
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fluorescein with increasing concentrations of NaI in a multi-well plate using the FLIM 
microscope. Pixels in each image were binned together and the fluorescence lifetime was 
extracted from the decay. Figure 4.12 shows the fluorescence decays in the presence of 0 mM 
and 156 mM NaI together with the single exponential fits.   
 
 
Figure 4.12: Fluorescence decays of fluorescein with 0 and 156 mM NaI. 
 
In all cases, the reduced χ2 values were less than 1.2 indicating a good fit to a single exponential 
model. The fluorescence lifetime decreased from 3.5 ns in 0 mM NaI to 0.5 ns in 600 mM NaI. 
The ratio of unquenched to quenched lifetime was then plotted against a range of NaI 
concentrations (Figure 4.13). By fitting a straight line to the data and using equation (4.1), a 
value of 2.7 ± 0.3 × 109 M-1 s-1 for kq was extracted (54). This is in reasonable agreement with the 
literature value of 2.4 × 109 M-1 s-1 (205). The degree of solute mixing in the device could then be 
visualised via the spatial distribution of [NaI] calculated from the lifetime values in the FLIM 
images. 
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Figure 4.13: A plot of τ0/ τ against [NaI] yielding a value of 2.7± 0.3 × 109 M-1 s-1 for kq. 
 
4.3.3 Concentration mapping in the device using FLIM  
Figure 4.14a is a fluorescence intensity image of the input fluorescein flow being focused to a 
thin sheath at the mixing junction (at the centre of the device) with flow rates of 1 µL/min in the 
central channel and 6 µL/min in the side channels. The fluorescein flow moves from the top to 
the bottom of the image. A decrease in the intensity indicates quenching of the fluorescence by 
the iodide ions as expected.  In order to be able to use this image to quantify the spatial 
distribution of the iodide ions, a control image would need to be acquired without NaI present. 
Then the ‘quenched’ image could be compared to the ‘unquenched’ image. This technique has 
been used to study mixing in a hydrodynamic focusing device but possesses two major 
drawbacks (173). The first is that the laminar flow is expected to be steady state, but pump 
pulsing can affect the flow stability (206) leading to unwanted spatial differences and false 
concentration mapping. This was noticeable in these experiments (with acquisition times of 60 
s) as the focused fluorescein stream exhibited some instability causing the striped effect in 
Figure 4.14a. This is a disadvantage associated with the slow speed of a line-scanning 
microscope but could also affect other microscopes. The second disadvantage is that intensity 
imaging is affected by non-uniform illumination which could produce false concentration 
mapping results. This is noticeable in Figure 4.14a which has a region of lower intensity due to 
the non-uniformity of the illumination line. 
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Figure 4.14: Images of the mixing junction. a) Fluorescence intensity image of the focussed 
fluorescein. b) FLIM map of same region. c) False colour map of the concentration of iodide 
ions calculated from the FLIM map in b). 
 
An advantage of FLIM is that fluorescence lifetime values are relatively insensitive to non-
uniform illumination. Figure 4.14b is a false colour FLIM map of the same region fitted using a 
single exponential decay model. The change in lifetime from about 3.5 ns to 0.5 ns is a result of 
the iodide ions diffusing across the stream. The unwanted decrease in intensity observed in 
Figure 4.14a does not affect the lifetime values demonstrating the robustness of FLIM imaging. 
The concentration of iodide ions was then calculated for each pixel using equation (4.1) and 
displayed as a false colour concentration map (Figure 4.14c). This is a quantitative image that 
clearly shows the spatial distribution of the iodide ions in the fluorescein stream. The transport 
of the ions from one fluid to the second fluid can then be used to monitor the mixing 
performance of the device.  
 
The images above were acquired in the centre of the device at z=0. The mixing of the fluids was 
expected to be the same along the vertical z-axis as there should only be lateral transport of the 
ions. This was verified using the optical sectioning ability of the microscope to record the 2-D 
slices at each z-position and rendering a 3-D image of the NaI concentration (Figure 4.15). Half 
of the image was removed to visualise the extent of the mixing within the focused stream. The 
small amount of variation along the z-axis was most likely due to flow instabilities between z 
positions. A slow acquisition speed is a disadvantage when using a line-scanning microscope, 
but it does permit data to be acquired down the complete length of the device without reducing 
spatial resolution. It should be noted that the long acquisition time for this 3-D image is 
acceptable for the laminar flow device used here, but would not be suitable for turbulent mixers 
(189). 
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Figure 4.15: 3-D concentration map of iodide ions within the fluorescein stream. 
 
4.3.4 Spatial comparison of FLIM and CFD 
The 3-D concentration map in Figure 4.15 can be directly compared to the 3-D simulation in 
Figure 4.11. From a visual inspection, the two data sets show good qualitative agreement in the 
spatial distribution of the fluorescein and iodide ions within the stream. Although this is useful 
for verifying the CFD simulation with a comparable experimental data set, a more quantitative 
comparison should be made. For this, a line profile of the concentration of NaI in the centre of 
the device (along the y-axis) was taken from the simulated and experimental data. They were 
then plotted on the same axis for comparison (see Figure 4.16).  
y
50 µm
x
z
625 mM
0 mM
99 
 
Figure 4.16: Profiles of [NaI] calculated from the experimental fluorescence lifetime values 
and the CFD simulation as a function of position in the y-direction. The experimental data 
are shown as circles and the simulation data as a dashed line. 
 
The zero of the y position in the device is taken when the central channel meets the side 
channels. While there is excellent agreement in the final concentration of NaI, there are 
differences in the data sets when the fluids first come into contact. The differences are likely to 
arise from experimental factors such as pressure losses and fabrication defects that the 
simulation does not take into account.  There could have been small leakages from the tubing or 
even at the PDMS-glass interface which would decrease the applied pressure in the channels 
and alter the hydrodynamic focusing. The geometry of the simulation shown in Figure 4.6b is 
designed to match the dimensions of the fabricated device. However, the channels could have 
had more rounded edges or even tapered walls. This would also change the amount of 
hydrodynamic focusing leading to the observed differences. Another possible reason is that the 
simulation did reach convergence. Further work to test this would involve reducing the 
accuracy level of the CFD solver. 
 
4.3.5 Mixing time quantification 
So far the FLIM data and CFD data have been compared in terms of the spatial distribution but 
the simulation must also be verified in terms of the mixing time. The mixing time is defined as 
the time that it takes for the concentration to pass between 10% and 90% of the equilibrium 
concentration. This can be calculated from the concentration profile in the y-direction along the 
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centre of the channel together with the flow rate and channel dimensions.  However, as the 
simulation results in Figure 4.8b show, the velocity is non-uniform across the channels. To 
account for this, CFD data can be used. 
 
 
Figure 4.17: Profile of the concentration of NaI and velocity taken from centre of the domain 
along the y-axis. Velocities are then used to calculate the time along the device.  
 
Figure 4.17 shows the concentration of NaI and the fluid velocity down the centre of the device 
taken from the same data set in Figure 4.8. Again, zero in the y position is when the central 
channel meets the side channels. The velocity can be seen to increase by a small amount from -
50 µm to 0 µm, before increasing to its maximum at around 100 µm.  This small increase is due 
to the nozzle in the central channel. As the fluid is delivered at a constant pressure, a smaller 
cross-sectional area will result in a larger velocity. The increase afterwards is due to all the 
fluids entering the exit channel and increasing the total pressure.  
 
The time down the centre of the device was calculated from the velocity of the fluid and the 
spatial position. The % of the equilibrium concentration could then be plotted against these 
time values (as shown in Figure 4.18) to calculate the mixing time as defined previously. For this 
CFD data set the mixing time was 710 µs.   
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Figure 4.18: Profile of NaI concentration against time. Zero on time axis is where the 
channels converge. The mixing time of 0.71 ms is shown with an arrow. 
 
4.3.6 Temporal comparison of FLIM and CFD data 
The mixing time will depend on the width of the sheath created by the hydrodynamic focusing. 
The smaller the width the shorter the diffusive path and less time needed for the solutes to 
move across it. The extent of hydrodynamic focusing was investigated experimentally by 
varying α. The side channel flow rate was fixed at 1, 2 or 3 µl/min and the central channel rate 
was changed creating different focusing widths as shown in Figure 4.19. As with the simulation, 
when α was increased the width decreased. The upper limit on α occurs when the pressure in 
the side channel causes the fluid to move up the central channel. The lower limit is when no 
focusing is achieved and the central channel fluid fills the exit channel. In the current device the 
minimum focusing width was 4 µm in the 67 µm wide exit channel, with an α value of 400. 
These would not be the optimum flow rates in an experiment requiring fast mixing for two 
reasons. The first is that to achieve this large α value, the side channel flow rate was 2 µl/min 
but the central channel flow rate was 0.005 µl/min. At such a low flow rate the mechanical 
pulsing of the syringe pump can make the flow very unstable. Secondly, a low flow rate means a 
low velocity and longer mixing times. It should also be noted that similar widths are achievable 
with different α values. Whilst this information is useful when using a flow focusing device for 
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cell sorting or single molecule detection experiments, for rapid reaction kinetics when the 
mixing times are important further investigation is required.  
 
 
Figure 4.19: The dependence of the focusing width on α for fixed side channel flow rates. α is 
plotted on a log scale.  
 
The effect of the volumetric flow rates on the mixing time was then investigated. Figure 4.20 
shows the same data set in Figure 4.18 re-plotted against time. Again, there are differences in 
the experimental FLIM and simulated CFD data during the mixing process. Although this 
appears to be significant, the rise time of these curves (and hence the mixing times) are 
comparable. This type of plot was subsequently used to calculate the mixing times for various 
flow rates. 
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Figure 4.20: Profiles of [NaI] as a function of time down the centre of the device in the y 
direction. The experimental data are shown as circles and the simulation data as a dashed 
line. Zero on the time axis is where the channels meet. 
 
Figure 4.21 compares results from FLIM experiments and CFD simulations to study how the 
mixing time depends on  for a fixed total flow rate. The experimental error bars were 
calculated from the maximum and minimum times calculated from the adjacent data points. 
Varying  changes the width of the focused stream and hence the distance which the iodide ions 
have to diffuse to complete mixing. The graph indicates that  should be maintained between ~ 
6 and 12 to ensure rapid mixing in less than 2 ms for both data sets. The increase of the mixing 
time at high  values is due to the low flow rates of the central channel. Values of  above 17 
were not used due to the focusing stability issues previously discussed, and values less than 1 
were not used as the mixing times were too long. The mixing time and the overall trends of the 
two data sets are in acceptable agreement. The longer experimentally measured mixing times 
are most likely due to the CFD not simulating experimental pressure losses or fabrication 
defects as previously discussed. They could also be caused by differences in the diffusion 
coefficients used in the simulations and the actual experimental diffusion of the reagents. 
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Figure 4.21: Mixing times from experimental and simulated data as a function of α for a fixed 
total flow rate of 7 µL/min. 
 
Figure 4.22 shows how the mixing time varies as the total flow rate is changed whilst keeping  
constant. Mixing times decreased as the flow rates increased, which is as expected. Increasing 
the total flow rate beyond ~ 7 µL/min does not significantly decrease the mixing time. Here the 
overall trends for the two data sets are similar but at high total flow rates the differences 
become evident. The issue of pressure loss at higher flow rates is the most likely the cause. 
 
These experiments indicate how well the CFD models the actual mixing process and reproduces 
the variation of mixing time with flow rates. It should be noted that it is often important to 
optimise flow rates while achieving rapid mixing in order to minimise the use of potentially 
valuable reagents. For the device studied here, the optimum mixing time was found to be 1.3 ± 
0.4 ms when  was 8.25 and the total flow rate was 7 µl/min with the two data sets in good 
agreement.  
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Figure 4.22: Mixing times from experimental and simulated data as a function of total flow 
rate for a fixed α of 6. 
 
4.4 Conclusions 
In summary, FLIM and CFD were applied to a passive microfluidic mixer based on the principle 
of hydrodynamic focusing. CFD simulations were performed with a geometry matching the 
experimental device to predict its mixing performance. FLIM images were collected using a line-
scanning FLIM microscope to obtain complete 3-D images of the device with high spatial 
resolution. The fluid mixing was monitored using a fluorophore that has a fluorescence lifetime 
dependent of the concentration of a quenching agent. The fluorescence lifetime values were 
independent of the concentration of fluorophore allowing accurate assessment of the mixing 
without intensity artefacts. As the CFD simulation and FLIM measurements were taken in three-
dimensions, the complete mixing profiles could be visualised and compared and were found to 
be in good agreement.  The mixer was designed to monitor reaction kinetics in a continuous-
flow format, so for this reason the mixing times were calculated for various flow rates. It was 
shown using CFD and FLIM that increasing the total flow rate (whilst fixing the ratios of channel 
flow rates) decreases the mixing time. For a given device the mixing time will start to plateau 
and increasing the total flow rate does not significantly improve the performance, but would 
instead increase the sample consumption. The effect of changing the ratio of side to central 
channel flow rates (for a fixed total flow rate) was also investigated. As this ratio is increased 
the width of the focused sheath is reduced, allowing faster mixing times. However, the mixing 
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time will eventually start to increase as the central channel flow rate becomes low enough to 
achieve high ratios. This highlights the need to optimise the flow rates using the methods 
presented here to achieve a fast mixing time with low sample consumption. 
 
Other approaches have been used to compare FLIM and simulated data of microfluidic mixing. 
Matthews et al. used a fluorescence quenching reaction (similar to the one used here) and 
compared the data to a 2-D simulation (187). Mendels et al. used the dye ANS to map the 
percentage of water in methanol and compared the data to a 3-D simulation (107). While these 
methods both showed excellent agreement, the wide-field FLIM techniques they used could 
include emission from the surfaces of the channels as they fail to reject out-of-focus light. This 
could report a different lifetime value affecting the FLIM images and mixing evaluation. To 
minimise this effect, they used large channel depths, but this limits the application of the device. 
The work presented here uses an optically sectioned microscope allowing superior 3-D imaging 
and rejection of out-of-focus light from the channel surfaces. The calibration required by 
Mendels’ approach is not straight forward as the relationship between the lifetime of ANS and 
water percentage is not described by the Stern-Volmer equation and requires a complex 
polynomial fit. Refractive index differences between water and methanol could also affect the 
measured lifetimes (54). Moreover, CFD modelling of a two phase system (water and methanol) 
is complex, whereas the data presented here defines a single phase problem.  
 
Future work will involve the experimental measurement of fluid velocities within the device to 
complete the validation of the CFD simulation. This might explain any differences observed 
between the FLIM and CFD data. A common choice for imaging such velocities in microfluidic 
channels is micro-scale particle imaging velocimetry (µPIV) (207). Typically a high-speed CCD 
camera is used to take two successive images of fluorescent beads in channels. Subsequent 
cross correlation is applied to the images to calculate the velocities of the beads and hence the 
velocities of the fluid. The experimental validation of the CFD simulation means that it can be 
used to predict the mixing performance of any passive microfluidic mixing device. This speeds 
up the design process compared to experimental ‘trial and error’ approaches. In the next 
chapter a microfluidic mixer is simulated for the purpose of probing fast enzyme-DNA binding 
kinetics on time-scales previously inaccessible by conventional instruments. It was designed to 
have reduced channel dimensions and mixing times when compared to the mixer in this 
chapter. 
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Chapter 5:  Imaging UDG-DNA 
interactions in microchannels 
This chapter builds on the work described in Chapter 4 by using the designed microfluidic mixer 
for kinetic analysis of UDG binding to DNA. A review of UDG-DNA studies is given at the start of 
the chapter. Then a time- & polarisation-resolved fluorometer is used to characterise the 
fluorescence changes that occur when UDG binds to labelled DNA in a bulk format. The same 
process is then observed in a simple microfluidic device using a confocal microscope. Finally, 
the hydrodynamic focusing device with submillisecond mixing times is used to mix UDG and 
DNA and obtain information on transient kinetics. 
 
5.1 Introduction 
5.1.1 UDG-DNA interaction studies 
One of the fundamental issues with the initiation of BER is the precise mechanism of nucleotide 
flipping by DNA glycosylases. UDG is particularly suitable for this investigation because it is 
regarded as a prototype for other DNA glycosylases (37).  Following the publication of its 
structure in 1995 (43), there has been significant research into how UDG interacts with DNA 
using both structural and kinetic approaches. The focus of these studies has been on whether or 
not UDG play an ‘active’ or ‘passive’ role in base flipping (see section 1.34 of Chapter 1). 
 
In 1996 Slupphaug et al. solved the crystal structure of human UDG bound to DNA (48). They 
used a catalytically impaired mutant form of UDG to show that uracil is flipped out actively via a 
‘push-pull’ mechanism. A leucine side chain is inserted into the DNA (push) and the active site 
facilitates complementary binding (pull). The findings were supported two years later when 
Parikh et al. analysed the structure of wild-type human UDG bound to DNA (37). To complement 
the structural data they also conducted kinetic analysis to investigate how the enzyme interacts 
dynamically with the target DNA sites. It was shown that the binding of UDG kinks and 
compresses the DNA with a ‘pinch’ as it scans for uracil (37). Once at the target site, a 
conformational change in the enzyme results in further compression of the DNA allowing the 
nucleotide to flip into the active site,  suggesting that UDG plays an active role in base flipping. 
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Steady-state kinetic analysis of UDG activity provided evidence that DNA glycosylases couple 
indirectly to AP-endonucleases during the repair process to avoid the toxicity of AP sites in DNA 
(37). While these studies provide valuable information about the protein-DNA structures, they 
did not provide information about the individual reaction sequences.  
 
To address this, Stivers et al. conducted pre-steady-state kinetic studies of UDG using stopped-
flow analysis and were able to make direct kinetics measurements of the rates of the individual 
steps (41). These steps are shown in Scheme 4, where the initial encounter of the enzyme (E) 
with the substrate DNA (S) is a second-order reaction resulting in the formation of the non-
specific complex (ES) (26). The subsequent formation of the specific complex (ES*), where the 
uracil is flipped into the enzyme’s active site is a first-order reaction. The N-glycosidic bond is 
then cleaved resulting in the enzyme-product complex (EP) before the dissociation of the 
enzyme leaves the abasic DNA product (P) and uracil (U).  
 
        (Scheme 4) 
 
Stivers et al. used intrinsic tryptophan fluorescence in UDG to monitor the leucine insertion, and 
the fluorescent base analog 2-AP to report on the base flipping. They were able to show that the 
formation of the non-specific complex is a weak diffusion-controlled reaction where the rate 
(k1) depends of the concentration, and the rate of transition from non-specific to specific 
complex (k2) is very rapid. The rates for the base flipping and leucine insertion where found to 
be identical leading to the conclusion that the ‘pushing’ and ‘pulling’ occur simultaneously and 
hence are an active mechanism. 
 
Passive mechanisms have also been proposed using kinetic approaches (49, 52). Cao et al. 
observed the opening and closing rates of base pairs in the presence of the enzyme and 
concluded that UDG does not affect these rates and instead captures the base in a spontaneous 
extrahelical position (49). However it has been argued that the increased reaction rate reported 
for base opening when bound to UDG suggests an active role (26). Wong et al. also used a 
combination of stopped-flow and quenched-flow analysis to measure the rates of the leucine 
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insertion, base flipping, and base excision steps individually. They showed that the insertion 
step occurred after base flipping and before excision, indicating that the leucine stabilises the 
base and does not play a direct role in the flipping (Figure 5.1). This suggests a passive ‘pull-
push’ mechanism rather than the active ‘push-pull’ one (52).  
 
 
Figure 5.1: Stopped-flow data obtained by Wong et al. (52). The faster trace indicates base 
flipping (top) and the slower trace indicates leucine insertion (bottom). 
 
The kinetic traces of the base flipping events obtained by Wong et al. appear to have most of the 
signal lost in the 1ms dead-time of the stopped-flow instrument as shown in Figure 5.1. This 
was also noted by Bellamy et al. who used DNA labelled with multiple fluorophores to obtain 
pre-steady-state kinetics of the formation of both the non-specific and specific complexes (26). 
In order to delineate between these first and second order reactions in Scheme 4, the 
experiments must be performed under pseudo first-order conditions. Increasing the 
concentration of enzyme will result in a linear increase in k1 but will lead to a hyperbolic 
increase in k2 as the non-specific complex reaches saturation. The problem with this method is 
that the high concentrations required result in rates that are difficult to measure accurately in a 
stopped-flow instrument (26). The measurements made by Stivers et al. were also limited by 
the dead time of the stopped-flow approach; for observed rates of  900 s-1 only the last 37 % of 
the reaction could be recorded (41). 
 
Global analysis can be implemented to increase the accuracy of fitted data obtained by stopped-
flow analysis (26, 52). In this method all data sets reporting on the individual steps are fitted 
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simultaneously using a model such as scheme 4. This method provides a more accurate 
determination of the individual rates when a significant portion of the reaction is faster than the 
stopped-flow instrument could measure. Using this technique, Bellamy et al. were able to make 
a comparison of the rates for different DNA sequences. It was shown that damage recognition by 
UDG is sequence dependent and that the enzyme plays an active role in base flipping by altering 
the DNA structure (26).  
 
While global analysis can be used to increase the reliability of rates obtained from incomplete 
stopped-flow data, the results may still be significantly different from the actual rates obtained 
directly. Moreover, the multiple experiments required are time consuming and costly when 
dealing with a specialised enzyme such as UDG. It is clear that for measuring the rapid reactions 
involved in base flipping, an alternative technique with a better time-resolution is needed. 
 
5.1.2 Microfluidics for protein binding kinetics 
Microfluidic platforms are well suited to enzyme kinetics studies because they allow controlled 
measurements at high spatial and temporal resolution (208).  They have been successfully used 
for the kinetic analysis of biological molecules using a variety of designs. Bornhop et al. 
demonstrated that a microfluidic device based on a stopped-flow methodology can be used to 
extract protein-protein and small molecule-protein binding kinetics with high sensitivity and 
low sample consumption (20). Using back-scattering interferometry they were able to measure 
label-free kinetics at picomolar concentrations. Microfluidic systems have also been used in the 
context of drug discovery for the treatment of hepatitis C (128). Einav et al. performed a high-
throughput screening assay in microfluidic chambers that allowed RNA-protein binding 
constants to be measured in the presence of chemical compound candidates. The work 
identified 18 small molecules to be used for pharmaceutical development. Single molecule 
studies of protein-DNA interactions are also possible using microfluidic laminar flow cells (208). 
 
The protein kinetics studies using microfluidic systems have so far been limited to equilibrium 
binding assays or transient binding kinetics in the second time-scale. The hydrodynamic 
focusing design used in Chapter 4, which can mix fluids in microseconds, has mostly been used 
for protein folding kinetics (151, 154, 155) where submillisecond mixing times are relatively 
easy to achieve as the reaction is initiated by small molecules that diffuse and mix quickly. There 
have been no reports of the design being used for fast protein-DNA kinetics, most likely because 
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of the limitation imposed by the slow diffusion of these large biological molecules. Proteins and 
oligonucleotides have diffusion coefficients of the order of 10-11 m2 s-1 and so, to access kinetics 
on the microsecond time-scale, the diffusion path length must be reduced to less than a micron 
according to the Einstein equation (1.7). The width of the sheath in hydrodynamic focusing 
devices is less than 10 % of the channel width, so to achieve such diffusive length scales for 
submillisecond protein-DNA dynamics, channels must be fabricated with features less than 10 
µm at the mixing junction.  
 
5.1.3 Hydrodynamic focusing for UDG-DNA kinetics 
This section will discuss the considerations that should be taken into account when designing 
and operating a hydrodynamic focusing device for protein-DNA kinetic studies. It should be 
noted that the points raised are also applicable to other studies such as DNA hybridisation or 
protein-protein interactions.  
 
5.1.3.1 Fabrication 
The major constraint on the mixing time is the slow diffusion of the large biological molecules 
requiring the channel widths at the mixing junction to be less than 10 µm. Channels of this 
dimension can be fabricated reliably using reactive ion etching in silicon based substrates (28, 
154), or by wet etching in glass (209). Channels fabricated in PDMS by photolithographic 
techniques can achieve these dimensions, but not as reliably (6).  The elastomeric features are 
more likely to collapse if the channels are narrow (210). PDMS channels of 6-8 µm sizes were 
produced for use in this chapter by careful optimisation of the fabrication steps. PDMS was 
chosen because of the low cost and quick fabrication time once a reliable procedure is found. 
 
The height-to-width aspect ratio of the SU-8 master used as a mould for the PDMS will limit the 
dimension of the channels. It is possible to achieve aspect ratios up to 10 but these structures 
are less robust and more likely to break when the PDMS is removed from the master. Aspect 
ratios of 1-2 are commonly used as they are more robust and facilitate rapid, repeatable device 
fabrication. This means that the depth of the channels will be small if the widths are also small. 
 
The width and length of the main exit channel in which the kinetic measurements are made, 
must allow time-scales suitable for the reaction based on typical flow rates. For example, a total 
flow rate of 5 µl/min in a 10 µm deep, 35 µm wide, 1 cm long channel allows for times up to 42 
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ms. Ideally the measurement should be taken in one field of view of the microscope to avoid 
having to move the stage. This should also be taken into account when designing the channel 
dimensions. Simple calculations can be made or the flow can be simulated beforehand. 
 
When using such small features the associated high pressures can lead to leakages, even at 
modest flow rates. Therefore it is essential to use plasma bonding to ensure a tight seal is made 
between the PDMS and glass substrate. The small features also mean that blockages are more 
likely at the mixing junction. Filtering the solutions prior to use will remove most of the 
unwanted particulates, but some could be introduced in the channels during fabrication. To 
avoid this, PDMS posts should be fabricated in the channels before the mixing junction to collect 
particulates (155).  
 
5.1.3.2 Transient kinetics from hydrodynamic mixers 
Transient kinetic traces can be fitted to the data obtained but only if the reaction is conducted 
under pseudo first-order conditions where the concentration of enzyme is kept in excess. For 
this reason the DNA is introduced into the central channel which is then diluted by the side 
channels containing the enzyme. This ensures that the enzyme is always in excess downstream 
from the mixing junction. 
 
Mixing should be uniform so that the reaction proceeds equally across the width of the focused 
sheath. If this issue is not addressed then the kinetics will be affected. Additional channels can 
be used to create a flow of buffer between the side and central channels to prevent pre-mixing 
(19, 211). Uniform mixing is also achieved by having smaller widths at the junction as 
demonstrated by Yao et al. (157). This simply reduces the contact time between the fluids 
before they mix in the focused sheath.  
 
Measurements of the reaction should be made after the predicted mixing has occurred to ensure 
the signal change is not a mixing artifact. In case there are unknown errors in the experimental 
and simulated mixing times, data should be taken at 1-2 times more than the predicted mixing 
times. When converting spatial coordinates into the temporal axis, accurate velocities in the 
channel should be obtained either by measurement (19) or by simulation (154). 
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If long time-scale kinetics are required then sheath diffusion (and hence further change in 
concentration) should be minimised. An exponentially widening exit channel can minimise 
sheath diffusion compared to the channel width and solve this issue (154). Over the UDG 
binding time-scale, the sheath diffusion resulted in < 5 % change in the concentration. Therefore 
a straight channel was used in this work. 
 
5.1.3.3  Detection methods for binding kinetics 
Fluorescent labels and optical detection methods offer high sensitivity and are easy to 
implement in microfluidic mixers (159). The choice of label and detection method should be 
made based on maximising the signal-to-noise ratio and contrast. For monitoring DNA-
substrate binding by large proteins such as UDG, the fluorescent label hexachlorofluorescein 
(HEX) can be attached to the 5’ end of a oligonucleotide via a flexible carbon linker (26, 81). 
Positioned here, it should not interfere with the binding of UDG to the target site in the centre of 
the DNA (81). 
 
Upon enzyme binding, HEX has been shown to increase its fluorescence intensity (26, 81) due to 
a change in the conformation of the DNA. However, the amount of signal change is relatively 
small compared to the change in fluorescence polarisation anisotropy. The increased mass due 
to enzyme binding will increase the rotational correlation time compared to the DNA alone and 
therefore cause a change in anisotropy. Whatever fluorescent property is used (intensity, 
lifetime or anisotropy) the change in signal should be calibrated with an equilibrium binding 
assay in bulk format. The chosen signal must also be detectable within microfluidic channels. 
For this reason a control experiment must be conducted with a simple microfluidic design such 
as a Y-mixer, and the signal with the best contrast and SNR ratio should be used.  
 
Background signal from DNA bound to the channels walls can be significant and interfere with 
the measurement. As discussed in Chapter 2, this effect can be minimised by pre-treatment of 
channels to prevent unwanted surface absorption or by improving the sectioning strength of the 
microscope with a confocal pinhole. 
 
114 
5.2 Experimental details 
5.2.1 DNA and protein preparation 
A synthetic oligonucleotide called 1U was obtained from Eurogentec (Liège, Belgium). It 
contained uracil, and was tagged with HEX at the 5’ end via a flexible carbon linker. The 
sequence is shown below, where U shows the position of uracil. UDG will bind to this single 
strand of DNA as well as double stranded DNA. 
 
5’-(HEX)-GAC-TAA-UAA-TGA-CTG-CG-3’ 
 
The wild-type UDG shows catalytic behaviour and performs base cleaving and subsequent 
dissociation rapidly. In order to observe the binding process in the absence of uracil removal, an 
inactive mutant of UDG (D88N/H210N) was used (212). This mutant has both of its catalytic 
residues mutated to Asn so the DNA remains tightly bound to the substrate with uracil flipping 
into the active site. 
 
DNA and UDG solutions were made up in a reaction buffer of 50 mM Tris pH 8.0, 1 mM EDTA 
and 150 mM NaCl and filtered before use with 0.2 µm size filters to prevent blockages in the 
microchannels. All experiments were conducted at a temperature of 25ºC. 
  
5.2.2 Bulk analysis of the UDG-DNA interaction 
To check the activity of the mutant UDG an equilibrium binding assay was performed. A fixed 
concentration of 1U DNA (50 nM) was titrated with increasing amounts of UDG from 0 to 574 
nM. Measurements were taken on a commercial spectrofluorometer (SPEX Fluoromax) with 
excitation set to 535 nm and emission recorded at 550 nm. The observed anisotropy values (r) 
were plotted against the concentration of enzyme and the data were fitted to the standard single 
site binding equation (5.1) using Grafit 5 (Erithicus Software Ltd, East Grinstead, West Sussex, 
UK) to determine the dissociation constant, Kd (24).  
 
  
                  
            
                (5.1) 
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For the time-resolved bulk analysis, measurements were taken using the time- and polarisation-
resolved fluorometer detailed in Chapter 2. A fixed concentration of 1U (50 nM) was titrated 
with increasing amounts of UDG from 0 to 832 nM. Excitation was set to 535 nm and detection 
was at 550 nm. The repetition rate of the pulsed laser allowed a time range of 25 ns to observe 
the fluorescence decays.  At each concentration, the decays (parallel, perpendicular and at the 
magic angle) were collected until at least 10,000 counts were collected in the channel of 
maximum intensity. An IRF was measured using a scattering solution of colloidal silica (LUDOX, 
Sigma-Aldrich) and the G-factor (found to be 2.08) was measured using rhodamine B in 
methanol. 
 
Analysis of the bulk fluorescence lifetime and anisotropy decays was performed using TRFA 
Advanced Data Processor (SSTC, Minsk, Belarus) including the measured IRF and G-factor. Kd 
values were found by plotting the steady-state anisotropy (r) or fluorescence lifetime (τ) values 
against the concentration of enzyme, and fitting the data to the single site binding equation (5.1) 
(                         (             )            ) using Grafit 5. 
 
5.2.3 Measurements in a Y-mixer  
The Y-mixer was fabricated in PDMS as described in Chapter 2 resulting in channels that were 
90 µm wide and 50 µm deep. Before the biological reagents were introduced, 0.1% n-Dodecyl-β-
D-maltoside (DDM) was flowed through the channels for 15 minutes at 3 µL/min. This reduces 
the amount of DNA and protein adhering to the surfaces (213).  3 μM of 1U and 20 μM UDG were 
introduced into the inlet channels at a flow rate of 0.25 μl/min.  
 
Images were taken using the confocal microscope described in Chapter 2 with multiphoton 
excitation (Figure 5.2. The femtosecond pulsed Ti:sapphire laser (Mai Tai, Spectra-Physics, 
Mountain View, CA, USA) was tuned to 750 nm and directed to the sample by a x40 air objective 
lens (Leica Microsystems GmbH, Wetzlar, Germany). At this wavelength the HEX label is excited 
by two photon excitation. The emission was collected between 525 and 600 nm. The IRF was 
recorded using DASPI in methanol which has a fluorescence lifetime less than 150 ps. The G-
factor was measured using fluorescein in distilled water and was found to be 1.023 ± 0.027 over 
the field of view. 
 
116 
 
Figure 5.2: Setup of confocal microscope with multiphoton excitation. 
 
Two time-resolved images were collected, each over a 5 minute time period; one resolved 
parallel and one perpendicular to the polarisation of the excitation beam. FLIM maps were then 
fitted using SPImage (Becker & Hickl GmbH, Berlin, Germany) from the total intensity at each 
time bin calculated from the two polarised images. Steady state anisotropy images were 
calculated in Matlab using equation (1.13). Time-resolved anisotropy decays were fitted using 
LabView from the calculated anisotropy at each time bin. 
 
5.2.4 Measurements in a hydrodynamic focusing mixer 
The hydrodynamic focusing mixer was fabricated from PDMS as described in Chapter 2. 
Because the channels were 6-40 µm wide and 11 µm deep, the design was transferred from the 
film mask to a solid glass-chrome mask before UV-exposure to increase the quality of the SU-8 
master for these small features. An optical depth profiler (Xyris 4000, TaiCaan Technologies, 
Southampton, Hampshire, UK) was used to verify the depth of the channels before the PDMS 
was bonded to the glass cover slip. 3-D rendering was performed using the software package 
BODDIES (TaiCaan Technologies, Southampton, Hampshire, UK). 
 
The mixing times of the device were found using the same method described in Chapter 4. As 
with the Y-mixer experiment, the channels were treated with DDM prior to introduction of the 
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biological reagents to reduce surface binding. For the transient kinetic measurements using 
FLIM, UDG was introduced in the side channels at a concentration of 40 µM and 1U was 
introduced in the central channel at a concentration of 10 µM. FLIM data were acquired using 
the line-scanning microscope described in Chapter 2. Excitation came from a frequency doubled 
Ti:Sapphire laser tuned to 495 nm (Broadband Mai Tai, Spectra-Physics, Mountain View, CA, 
USA) with a x60 air objective (Olympus, Tokyo, Japan). A 515 nm long-pass filter was used to 
eliminate any scattered excitation light. The IRF was recorded using a scattering medium. 
Integration times were typically 0.2 s with 15 time gates. 
 
For the transient kinetic measurements using anisotropy, UDG was introduced in the side 
channels at either 2.5, 6 or 20 µM concentration and 1U was introduced in the central channel at 
3 µM concentration. Anisotropy data were acquired using the confocal microscope with 
excitation provided by the 514 nm line from an argon ion laser. Parallel and perpendicularly 
resolved fluorescence intensity images were acquired by averaging over 12 frames to increase 
the SNR. Steady-state anisotropy images were processed in Matlab. The observed rate constant 
(kobs) for UDG-DNA binding in the device was found by fitting the data to the first order rate 
equation (1.7) using Grafit 5. 
 
5.2.5 CFD parameters and mesh 
CFD simulations were performed using CFX© (ANSYS, Canonsburg, PA, USA). Mesh dimensions 
were chosen to match those of the fabricated hydrodynamic focusing device. The maximum cell 
length of the mesh was 0.8 µm producing a total of 4335398 elements. Boundary conditions 
were set as described in Chapter 2. For the diffusivity values DNaI-Wat = 2 × 10-9 m2 s-1 was used 
for sodium iodide (NaI), DFl-Wat = 6 × 10-10 m2 s-1 for fluorescein, D3HU-Wat = 4 × 10-11 m2 s-1 for 3HU 
and DUDG-Wat = 7 × 10-11 m2 s-1 for UDG (all in water). In all cases a solution was found with less 
than 200 iterations in approximately 45 minutes using a dual-core 2.13 GHz Intel processor. 
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5.3 Results and discussion 
5.3.1 Bulk analysis of HEX labelled DNA bound to UDG 
5.3.1.1 Time-integrated analysis 
The excitation and emission spectra of 50 nM HEX labelled DNA (1U) was measured in the 
commercial fluorometer to confirm that the peak of the visible excitation was at 535 nm and the 
peak of the emission was 550 nm (see Figure 5.3). These wavelengths were then used for the 
equilibrium binding assay, where the change in anisotropy with increasing UDG concentration 
was fitted to the single site binding equation (5.1) (see Figure 5.4). 
 
 
Figure 5.3: Spectral analysis of HEX. Excitation spectrum recorded at 550 nm (dashed line), 
and the emission spectrum with 535 nm excitation (solid line). 
 
As UDG binds to the DNA there is an increase in the rotational correlation time of the HEX label 
due to an increased mass compared to free DNA and therefore an increase in anisotropy (214). 
The large anisotropy increase from 0.05 to 0.28 provides a very sensitive assay even at low 
concentrations. HEX is positioned at the 5’ end, far from the target binding site. This means that 
UDG should not interfere with the probe and the anisotropy change is a result of a mass increase 
only. This assay also confirmed that the purified enzyme was functional, with the anisotropy 
increasing with increasing concentration as the mutant UDG saturates the DNA without 
removing urcail. The Kd value for the fit was 32 ± 4 nM which compares well with the previous 
reported value of 12 ± 2 nM (81). 
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Figure 5.4: Equilibrium binding curve for HEX labelled DNA and mutant UDG. The circles 
represent the data and the solid line shows the best fit using equation (5.1) yielding a Kd of 
32  nM. 
 
5.3.1.2 Fluorescence lifetime analysis 
The same equilibrium binding assay was then performed on the time-resolved fluorometer. 
Single exponentials were fitted to the fluorescence decay at each concentration of enzyme. The 
fluorescence decay of HEX has been reported as single exponential in the unbound state but the 
change in fluorescence lifetime upon enzyme binding has not explored to date (214). Therefore 
decays were fitted initially with the single exponential model. For 0 nM UDG, the decay, fit and 
IRF is shown in Figure 5.5.  
 
Figure 5.6 shows both the fluorescence lifetime values together with the steady-state anisotropy 
results for comparison. As before, the data were fitted to the single site binding equation (5.1). 
The anisotropy yielded a Kd value of 65 ± 9 nM and for the fluorescence lifetime curve the Kd 
value was 45 ± 10 nM. When dealing with sensitive measurements of small concentrations such 
as these, a difference of a factor of 2 is acceptable, so these values are comparable. Quantitative 
anisotropy measurements of binding generally assume that there is no change in the 
fluorescence lifetime on binding. As a change in lifetime is seen here, time-resolved 
measurements can potentially be used as a more accurate method of monitoring the binding 
process.  
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Figure 5.5: HEX decay at 0 nM UDG fitted with a single exponential model. 
 
 
 
Figure 5.6: Comparison of steady-state anisotropy values and single exponential 
fluorescence lifetime values. Both curves shown are the fits using a single site binding 
equation (5.1). The anisotropy gave a Kd of 65 nM and the fluorescence lifetime gave a Kd of 
45  nM. 
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Further understanding of the fluorescence lifetime change required a more complicated 
analysis. To this end a double exponential decay model was introduced. If in the unbound data 
set with 0 nM UDG there is one single exponential present and in the completely bound state 
with 832 nM UDG there is a different single exponential then it is appropriate to assume that in 
the mixed data set of say 77 nM UDG a double exponential will be a better model due to the 
presence of the ‘free’ and ‘bound’ populations. A single exponential fit for the 0 nM decay 
yielded a    of 1.39 with a    value of 1.32 for the double exponential fit, suggests no significant 
improvement, and thus a single exponential adequately describes the fluorescence of the 
unbound DNA. For the 77 nM decay a single exponential fit yielded a    of 1.50 and a double 
1.28. In this case the double exponential model is more suitable for the mixed solution of bound 
and unbound populations. If the two populations have specific lifetimes then these should not 
vary between each dataset, with only the magnitude of the pre-exponential factors changing. 
Hence, all the data sets were analysed using a double exponential model with fixed τ values of 
3.5 ns (unbound value at 0 nM UDG) and 4.2 ns (bound value at 832 nM UDG). The pre-
exponentials for the two lifetime components and the    values are listed in Table 5.1. Figure 
5.7 shows the pre-exponentials values plotted against the concentration to visualise the change 
in the two populations.  
 
 [UDG] (nM) Pre-exponential factor χ2  [UDG] (nM) Pre-exponential factor χ2 
 τ1 = 3.5 ns τ2 = 4.2 ns    τ1 = 3.5 ns τ2 = 4.2 ns  
0 0.92 0.02 1.38  180 0.12 0.62 1.39 
18 0.67 0.24 1.38  292 0.04 0.65 1.46 
42 0.53 0.30 1.44  398 0.02 0.63 1.44 
77 0.26 0.53 1.41  550 0.01 0.60 1.40 
112 0.15 0.60 1.35  648 0.01 0.58 1.40 
146 0.13 0.62 1.53  832 0.02 0.58 1.41 
Table 5.1: Pre-exponential factors and   values for the double exponential fits of the 
fluorescence decays. 
 
As the amount of bound DNA increases, the longer component increases accordingly (the small 
decrease could be due to some denaturing occurring over time). The amount of unbound DNA 
can be seen to decrease as the shorter component decreases. The physical meaning of the 
change in lifetime upon binding may be due to a decrease in the non-radiative pathway of the 
fluorophore caused by the enzyme changing the conformation of the DNA and hence the rigidity 
of the linker. The dependence of the fluorescence lifetime on the rigidity of a fluorophore has 
been noted in other time-resolved studies (54). It should also be noted that the average 
122 
fluorescence lifetime values show good agreement with values calculated from the single 
exponential analysis in Figure 5.6. Therefore, when low photon counts are recorded, a single 
exponential fit will be sufficient to report on a binding event. 
 
 
Figure 5.7: Variation of pre-exponential factors and average lifetimes with UDG 
concentration. Here, p1 and p2 refer to the pre-exponential factors of the 3.5 and 4.2 ns 
lifetimes respectively. 
 
These results show that the fluorescence lifetime can be used as a novel way to monitor enzyme 
binding to DNA. Like anisotropy, it is a ratiometric measurement and is therefore suited to 
monitoring enzyme binding in microfluidic environments. However, the disadvantage of time-
resolved measurements is the increased acquisition time due to the higher number of photons 
required for a good fit. For use in continuous-flow microfluidics, this will not be an issue as the 
fluid flow is constant. 
 
5.3.1.3 Time-resolved anisotropy analysis 
The time-resolved fluorometer also allowed measurements of anisotropy decays to further 
understand the photophysics of this system. A double exponential anisotropy decay model was 
chosen because the anisotropy decays could not be fitted adequately with a single exponential 
model. Global analysis allows simultaneous analysis of multiple datasets where a certain 
number of common fit parameters are used to fit data from several decays. Hence, the global 
analysis method was performed, since all the datasets are expected to have common rotational 
correlation times for the bound and unbound DNA.  
0.0
0.2
0.4
0.6
0.8
1.0
3.5
3.6
3.7
3.8
3.9
4
4.1
4.2
4.3
0 200 400 600 800
P
re
-e
x
p
o
n
en
ti
al
 f
ac
to
rs
A
v
er
ag
e 
fl
u
o
re
sc
en
ce
 l
if
et
im
e 
(n
s)
[UDG] (nM)
Ave. lifetime
p1
p2
P
re
-e
xp
o
n
e
n
tial facto
rs
123 
 
 
Figure 5.8: Anisotropy decays including double exponential fits and residuals for 0, 77 and 
832 nM UDG respectively. 
 
The results for UDG concentrations of 0, 77 and 832 nM, with residuals, are shown in Figure 5.8 
where the common rotational correlation times were 0.3 ns and 18.5 ns. At 0 nM of UDG the 0.3 
ns rotational correlation time dominates, and there is little contribution from the long 
component. This is due to the presence of HEX and unbound DNA only which have 
comparatively small masses and thus, undergo fast rotational diffusion. At 77 nM of UDG there 
is a mixed population of bound and unbound DNA and hence the short 0.3 ns and longer 18.5 ns 
rotational correlation times are both present in the decay. At complete saturation of the DNA by 
UDG (832 nM) the longer component dominates, although due to the rotation of the HEX tag, the 
short component is still present. All the pre-exponentials factors and the local    values are 
listed in Table 5.2. The average rotational correlation times together with the pre-exponential 
factors are plotted against UDG concentration in Figure 5.9 to visualise changes as a function of 
UDG concentration.  
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 [UDG] (nM) Pre-exponential factor χ2 [UDG] (nM) Pre-exponential factor χ2 
 θ1 = 0.3 ns θ 2 = 18.5 ns   θ 1 = 0.3 ns θ 2 = 18.5 ns  
0 0.39 0.02 1.89 180 0.15 0.26 1.64 
18 0.32 0.09 1.79 292 0.10 0.29 1.53 
42 0.31 0.12 1.91 398 0.11 0.31 1.68 
77 0.24 0.20 1.87 550 0.12 0.31 1.67 
112 0.17 0.25 1.77 648 0.16 0.31 1.96 
146 0.18 0.26 1.74 832 0.18 0.32 2.24 
Table 5.2: Pre-exponential factors and   values for the double exponential fits to the 
anisotropy decays. 
 
The amplitude of the short rotational correlation time decreases as UDG concentration 
increases which can be explained since it will actually contain two rotational correlation times; 
the very fast rotation due to HEX label rotation about its linker and a slower rotation due to free 
DNA. The amount of HEX remains constant while the amount of free DNA decreases with 
increasing UDG, causing the short component in Table 5.2 to decrease. The expected rotational 
correlation time of these molecules under these experimental conditions is <0.5 ns for HEX and 
between 1 – 2 ns for 1U DNA (214). Furthermore, the UDG-DNA complex is non-spherical which 
could mean the presence of additional rotational correlation time components (54). The model 
used is therefore incomplete and a more complete analysis would be to fit three exponentials to 
the anisotropy decays as there will always be a very short component due to the HEX label and 
two longer components due to the unbound and bound DNA populations. Fits were therefore 
conducted using such a decay model. 
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Figure 5.9: Variation of pre-exponential factors and average rotational correlation times 
(θave.) with UDG concentration. Here, b1 and b2 refer to the pre-exponential factors of the 0.3 
and 18.5 ns rotational correlation times respectively. 
 
5.3.1.4  Associative decay model 
An associative decay model is a global analysis technique (215). It differs from the previous 
global analysis used for the anisotropy decays as it uses all the available data (intensity and 
anisotropy decays) to recover the parameters simultaneously. This means that for each 
concentration of UDG a single equation can be fitted to recover fluorescence lifetimes and 
rotational correlation times. The advantage here is that this method is more reliable for fitting 
three anisotropy decay components (215). 
 
The intensity and anisotropy decays are fitted to equation (5.2). Here m(t) is the polarization 
intensity at time t. A is the parameter that accounts for the different detection efficiencies of the 
system at different polarization angles and in this case the measured G-factor was used. αj is the 
pre-exponential associated with the lifetime value j,   is the polarization angle, r is the 
limiting anisotropy and βk the pre-exponential associated with the rotational correlation time k. 
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At 0 nM UDG the decays were best described with two fluorescence lifetime values and two 
rotational correlation time values. At 832 nM UDG the values of the shorter components did not 
change significantly while the values of the longer components did. The fluorescence lifetime 
increased from 3.56 to 4.24 ns in agreement with the previous models. The rotational 
correlation time increased from 2.06 to 5.20 ns, shorter than the 18.5 ns value recovered from 
the previous global analysis. But for a protein with the same molecular weight as UDG, the 
predicted rotational correlation time is between 5 and 10 ns (54). 
 
For a mixed sample (containing free and bound DNA), a triple exponential decay model can 
describe the fluorescence and anisotropy decays as there will always be HEX present. The first 
component was fixed to the short HEX rotation (0.13 ns), while the second and third 
components were fixed to the values of longer free and bound components respectively. The 
results of fitting at 42 nM UDG with a triple exponential decay model and fitting 0 and 832 nM 
UDG with a double exponential decay model are shown in Table 5.3 where the fixed parameters 
are underlined. 
 
 
[UDG] 
(nM) 
τ1(A1) 
(ns) 
τ2(A2) 
(ns) 
τ3(A3) 
(ns) 
τave 
(ns) 
Anisotropy 
θ1(B1) 
(ns) 
θ2(B2) 
(ns) 
θ3(B3) 
(ns) 
θave 
(ns) 
χ2 
0 0.15 (0.23) 3.56 (0.77) - 3.52  0.05 0.34 (0.26) 2.06 (0.05) - 1.29 1.09 
42 0.13 (0.36) 3.56 (0.44) 4.24 (0.20) 3.73  0.12 0.30 (0.16) 2.06 (0.06) 5.20 (0.03) 3.30 1.18 
832 0.10 (0.50) - 4.24 (0.50) 4.10  0.28 0.25 (0.07) - 5.20 (0.13) 5.08 1.12 
Table 5.3. Results of fitting with an associative decay model where the amplitudes of the components are shown 
in brackets and fixed parameter are underlined. 
 
Now τ1, τ2, and  τ3 represent the fluorescence lifetimes of HEX, free DNA and bound DNA 
respectively. While θ 1, θ 2, and  θ 3 represent the rotational correlation times of HEX, free DNA 
and bound DNA respectively. The ratio of the pre-exponential factors corresponding to the 
bound and unbound rotational correlation times at 42 nM UDG was B3/B2 = 0.50. This was 
approximately the same value found for the ratio of the lifetime pre-exponentials A3/A2 = 0.45. 
There may in fact be more than three exponentials present for both the fluorescence and 
anisotropy decays, but the agreement of these two ratios tends to validate the simplified model 
presented here. Moreover, the χ2 for these fits were considerably lower than  for the previous 
global analysis made with two rotational correlation times. 
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5.3.1.5 Summary of bulk analysis 
The bulk analysis has shown that multiple properties of the HEX fluorescence can be used to 
monitor UDG binding to DNA. In addition to the steady state anisotropy, time-resolved 
measurements can provide signal contrast. The advantage of the time-resolved measurements 
is that the recovered pre-exponential values for the time constants allow the calculation of the 
fraction of bound and unbound populations. The following section will assess if same contrast 
can be observed in microfluidic channels using the confocal microscope detailed in Chapter 2. 
 
5.3.2 Imaging in a Y-mixer  
Binding of UDG and DNA was conducted in a simple microfluidic mixer consisting of two inlets 
for the reagent carrier fluids, and one outlet where the diffusion-reaction occurs. The geometry 
therefore resembles a ‘Y’ shape. The reaction was monitored in the mixer using fluorescence 
intensity, fluorescence lifetime and polarisation-resolved imaging to investigate whether the 
bulk analysis results obtained above could be extracted from this dynamic system. 
5.3.2.1 Fluorescence intensity imaging results 
The increase in the fluorescence intensity of HEX can be used to monitor binding (26). Images 
were taken of the Y-mixer at 0, 1, 2.5 and 10 mm downstream from the junction. The 
fluorescence intensity images together with line profiles across the channel widths are shown in 
Figure 5.10. The left hand channel exbibits no fluorescence because only UDG is present. The 
concentration of UDG was in excess of the DNA ( 7 times) to ensure a high population of bound 
DNA and measurable contrast in the HEX signal. Accordingly, the fluorescence intensity 
increases with binding at the interface. 
 
The line profile at 10 mm indicates that the UDG concentration is greater on the right hand side 
of the channel as the intensity increases from left to right. Simple calculations predict that at this 
position the UDG will have diffused across the entire channel width and the DNA will have 
diffused across  70 % of the channel. In other words, the UDG concentration should be higher 
on the right hand side, contradicting what the experimental data showed. This is because the 
fluorescence intensity is concentration dependent and the DNA concentration decreases from 
right to left. This clearly demonstrates the disadvantage of intensity-based imaging and 
highlights the need for concentration independent techniques. 
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Figure 5.10: Fluorescence intensity images and line profiles of HEX labelled DNA (right 
channel, 3 µM) binding to UDG (left channel, 20 µM)  in the Y-mixer at a) 0 mm, b) 1 mm, c) 
2.5 mm and d) 10 mm. 
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5.3.2.2 Polarisation anisotropy imaging results 
Polarisation resolved imaging was used to improve the data and was achieved by positioning a 
polarising analyser before the confocal pinhole. To investigate the accuracy of setup, the 
hydrodynamic radius of a fluorophore can be measured and compared to a known value. This is 
done by assuming that the rotational diffusion of a fluorophore can be approximated to a 
sphere. Then the Perrin equation (5.3) describes the relationship between the fundamental 
anisotropy value (  ), the fluorescence lifetime ( ) and the rotational correlation time ( ) (54). 
 
 
 
 
 
  
 
 
   
                                                                       (   ) 
 
The rotational correlation time can also be calculated using the Stoke-Einstein-Debye equation 
(5.4) from the volume of the fluorophore (V), the viscosity (η), the Boltzmann constant (k) and 
the temperature (T) (54). 
 
  
  
  
                                                                             (   ) 
 
Substituting equation (5.4) into (5.3) gives the following equation (5.5) which can be used to 
provide information about the fundamental anisotropy, fluorophore size and the viscosity of the 
solvent from the measured steady-state anisotropy.  
 
 
 
 
 
  
 
   
    
                                                                  (   ) 
 
1 µM fluorescein was imaged in distilled water with varying amounts of glycerol (0 to 80%). The 
increasing viscosity will reduce the rotational diffusion of the molecule and provide a range of 
steady-state anisotropy values.  The average values from the entire image were used and 1/r 
was plotted against T/ ×n2 where n is the refractive index of the glycerol-water mixture (Figure 
5.11). The error bars indicate the standard deviation across the image, and increase due to 
lower SNR at low r values.  The gradient and the y-axis intercept value can then be used to 
obtain the hydrodynamic radius (according to equation (5.5)) which was found to be 0.67 ± 0.03 
nm. This is in reasonable agreement with the reported literature values of 0.5 to 0.56 nm (216, 
130 
217) which demonstrates that the microscope is providing accurate steady-state anisotropy 
values. It should be noted that if     , and   of a sample are known, then the steady-state 
anisotropy value can be used to calculate the rotational correlation time. For the enzyme-DNA 
interaction studied here, this would not be possible as the lifetime value of HEX changes upon 
binding. 
 
 
Figure 5.11: Steady-state anisotropy calibration. A plot of 1/r against T/η×n2. 
 
Having assessed the polarisation ability of the microscopy, the same data set shown in Figure 
5.10 was then analysed to create steady-state anisotropy images (Figure 5.12). These images 
show more contrast when compared to the intensity images. The anisotropy value increases 
from approximately 0.05 to 0.23 when the molecules start to bind at 0 mm. An increase in the 
anisotropy is also observed at the channel edges due to surface binding of the DNA. Background 
signal from the DNA bound to the glass surface above and below the focal plane was eliminated 
by reducing the size of the confocal pinhole to increase the sectioning strength of the 
microscope.  
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Figure 5.12: Steady-state anisotropy images of HEX labelled DNA (right channel, 3 µM) 
binding to UDG (left channel, 20 µM) and line profiles of the Y-mixer at a) 0 mm, b) 1 mm, c) 
2.5 mm and d) 10 mm. 
 
The width of the binding region increases as further diffusion occurs, however, the peak 
anisotropy value also drops to 0.20 at 1 mm and 0.15 at 2.5 mm. This can be explained by the 
relative concentrations of DNA and UDG across the channel. When the fluids first come into 
contact the concentration of UDG is  7 times greater than DNA and results in a large anisotropy 
value of 0.23. This is in good agreement with the bulk measurement shown in Figure 5.6, which 
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shows that at 7 times excess UDG concentration, the anisotropy is approximately 0.2. 
Downstream at 1 and 2.5 mm, the concentration of UDG will be less as it diffuses into the DNA 
resulting in the observed drop in the anisotropy. This indicates that binding is not always 
saturating. At 10 mm the high anisotropy values (> 0.20) return to the left of the channel as the 
DNA diffuses into the high UDG region. The increased noise in the data to the left of the channel 
is due to the decreased local concentration of DNA. It should be noted that this polarisation-
resolved method succeeds in correctly indicating regions of bound and unbound DNA where the 
fluorescence intensity method fails.  
 
5.3.2.3 FLIM results 
Figure 5.13 shows the FLIM images and line profiles of the same four Y-mixer regions shown in 
Figure 5.10 and Figure 5.12 fitted with a single exponential decay model. At 0 mm the line 
profile reveals that the unbound fluorescence lifetime value is approximately 3.6 ns, in excellent 
agreement with the bulk measurements. The value increases to 4.1 ns when binding occurs at 
the interface, also in excellent agreement with bulk measurements. At 1 and 2.5 mm the values 
decrease as UDG diffuses into the DNA stream and hence gets diluted to a lower concentration. 
This agrees with the steady-state anisotropy results, except that the peak lifetime value remains 
high (4.1 ns), whereas the peak anisotropy value decreases. This difference in the datasets could 
be due to FLIM requiring more photons than anisotropy imaging. At 10 mm the fluorescence 
lifetime values are higher at the left of the channel in agreement with the anisotropy values.  
 
The data can be displayed more quantitatively by fitting to a double exponential decay model 
and fixing the lifetime values to 3.56 and 4.24 ns which correspond to the unbound and bound 
populations respectively. Figure 5.14 shows the line profiles of the % of the bound component 
across the channel. Interestingly the data indicate that the final % of bound component was 
between 60 – 75 % which is in good agreement with the pre-exponential values recovered from 
the bulk measurements in Figure 5.7. 
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Figure 5.13: FLIM images and line profiles of the Y-mixer at a) 0 mm, b) 1 mm, c) 2.5 mm 
and d) 10 mm. 
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Figure 5.14: Line profiles of the % bound DNA derived from the 4.2 ns pre-exponential at a) 
0 mm, b) 1 mm, c) 2.5 mm and d) 10 mm. 
 
5.3.2.4 TR-FAIM results 
To assess the ability of the microscope to accurately measure rotational correlation times, the 
anisotropy decay at each viscosity was fitted using a single exponential decay model according 
to equation (1.16). The resulting rotational correlation times were plotted against viscosity and 
can be found in Figure 5.15. The gradient can then be used to calculate the volume from the 
Stoke-Einstein-Debye equation (5.4) assuming again that the fluorophore is spherical and freely 
rotating. This gives a hydrodynamic radius of 0.56 ± 0.04 nm which is in good agreement with 
the literature value for fluorescein (216, 217) and demonstrates that the system can accurately 
measure rotational correlation times. 
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Figure 5.15: Rotational correlation times (θ) of fluorescein in different solvent viscosities 
(η). 
 
From the dataset taken at 0 mm, the pixels corresponding to the unbound region were fitted 
with a double anisotropy decay model (see Figure 5.16) yielding rotational correlation times of 
0.40 and 2.5 ns. The average rotational correlation time was 2.0 ns. This is in good agreement 
with the bulk analysis using the associative decay model. The pixels from the bound region 
could not be fitted with a double or triple exponential model (due to low SNR) and instead were 
fitted to a single exponential yielding a rotational correlation time of 8.0 ns, higher than the 
value calculated from the bulk analysis. 
 
Figure 5.16: TR-FAIM. Pixels from the unbound (blue) and bound (red) regions in a) were 
binned and the decays were fitted with double and single exponentials respectively. 
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The images there then fitted with a double exponential decay model with rotational correlation 
times of 2.0 and 8.0 ns. The pre-exponential values could then be used to observe the unbound 
and bound populations in the Y-mixer. Figure 5.17 shows how the line profiles reveal the 
binding processes across the channel. The 8 ns component corresponding to the bound 
population increases as the molecules come into contact at 0 mm. At the same spatial position 
the drop in the 2 ns component shows the decrease in the unbound population. The width of the 
bound peak increases at 1 and 2.5 mm in agreement with the previous results. At 10 mm the 
fractions of unbound and bound populations can be seen across the width of the channel. On the 
right hand side of the channel there appears to be more unbound than bound population which 
disagrees with the previous findings. This is due to simplified double exponential decay model 
used to fit the noisy anisotropy decays in each pixel.     
 
Figure 5.17: Line profiles of the pre-exponentials corresponding to 2 and 8 ns rotational 
correlation times at a) 0 mm, b) 1 mm, c) 2.5 mm and d) 10 mm. 
 
5.3.2.5 Summary of imaging in a Y-mixer 
The results indicate fluorescence intensity imaging is not a good candidate for monitoring UDG-
DNA binding events in a microfluidic platform. FLIM and steady-state anisotropy imaging can be 
used to overcome the issues associated with the fluorescence intensity and will be implemented 
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in the following section. The ideal technique would be TR-FAIM because the rotational 
correlation times can be interpreted as a direct measurement of the unbound and bound states 
of the DNA. However, the low SNR ratio of the anisotropy decays makes fitting unreliable. 
 
5.3.3 Imaging transient kinetics in the rapid hydrodynamic focusing mixer 
The binding reaction was now performed in a hydrodynamic focusing mixer with rapid mixing 
times in order to obtain sub-millisecond transient kinetics. The continuous-flow format of the 
microfluidic mixer allows the reaction to be monitored downstream and the kinetic time points 
are calculated from the volumetric flow rates. 
 
5.3.3.1 Design of the device 
Bright field images of the mixing junction and one of the filters are shown in Figure 5.18. For the 
mixing device used in Chapter 4, the inlet channel width was reduced to improve the flow 
focusing. The device used in this chapter was designed so that all of the inlet channels and the 
exit channel have reduced widths (see insert in Figure 5.18). Reducing the channel width at the 
mixing junction has been shown to improve mixing times and mixing uniformity in 
hydrodynamic focusing mixers (157, 218). All of the three inlet channels had identical filters 
positioned approximately 150 µm before the mixing junction. Parts of side channel filters can be 
seen in Figure 5.18a and all of the central channel filters are shown in Figure 5.18b. Particulates 
larger than 10 µm were stopped in the filters, as shown in the top right of Figure 5.18a, 
preventing blockages at the mixing junction. 
 
Figure 5.18: Bright field images of the hydrodynamic focusing mixer. a) The mixing junction 
and filters. The insert shows an enlargement of the mixing junction with arrows indicating 
the flow directions. b) The filter before the central inlet. 
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Figure 5.19 shows a 3-D rendering of the depth of the channels at mixing junction. The average 
depth in this region was 10.7 ± 0.4 µm and the width of the channels was between 6 – 8 µm. The 
3-D rending of the depth of the channels in one of the filters is shown in Figure 5.20. The 
average depth within the filter was 11.1 ± 0.3 µm and the space between the pillars was 
between 11 – 14 µm. This spacing is larger than the channel width at the mixing junction which 
means that some particulates could block the junction. Ideally the spacing should have been the 
same or smaller, but these dimensions proved to be more robust during fabrication. 
 
Figure 5.19: Optical depth profiling of the mixing junction. The left panel shows a 3-D 
rending with depth scale. The right panel is a line profile of the depth across the exit 
channel.  
 
 
Figure 5.20: Optical depth profiling of the inlet filter. The left panel shows a 3-D rending 
with depth scale. The right panel is a line profile of the depth across the pillars. 
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5.3.3.2 Mixing times of the device 
Using the same technique described in chapter 4, the mixing times were simulated using CFD 
and measured experimentally using FLIM. Figure 5.21a shows the complete mesh resulting 
from the CFD. The inlets are at the top left of the domain and the outlet is at the bottom right. 
Figure 5.21b shows an enlargement of the mixing junction so that the individual elements are 
visible. The mesh resolution is an important consideration when comparing the CFD results to 
the FLIM results, and should be comparable to the optical resolution of the microscope. In this 
case, the mesh resolution was 0.8 µm and the microscope resolution was approximately 1 µm. 
 
 
Figure 5.21: CFD mesh of submillisecond mixer. (a) Complete mesh. (b) Enlargement of the 
mixing junction. 
 
The comparison of the CFD and FLIM determined mixing times for fluorescein and NaI diffusion 
are shown in Figure 5.22. The simulated and experimental results are in better agreement than 
the results from the larger device in Chapter 4. The mixing times decrease as the total flow rate 
is increased (Figure 5.22a). Chapter 4 also noted that the systematic error of the larger device 
was always larger than the simulated error. This was also the case here and was attributed to 
either fabrication defects or leakages in the device that the simulation did not account for. 
Figure 5.22b shows how the mixing times depend on  when the total flow rate is held constant. 
When  is varied the same trend in the mixing as observed in Chapter 4 was seen. There is a 
minimum in the mixing time, around  = 2 in this device, suggesting that this is the best choice 
for a reaction monitoring experiment. But it should be noted that at this total flow rate, all the 
mixing times are well below 100 µs, more than adequate for UDG-DNA binding observations.   
a) b)
10 µm
5 µm
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Figure 5.22: Comparison of simulated and experimental mixing times. a) Fixing  at 3 and 
varying the total flow rate. b) Fixing the total flow rate at 4 µL/min varying . 
 
5.3.3.3 Submillisecond UDG binding kinetics 
As the comparison between the CFD and the FLIM in section 5.3.3.2 showed good agreement, 
CFD was performed to predict the mixing between UDG and the DNA. Figure 5.23 shows the 
simulated results using the experimental concentrations and appropriate diffusion coefficients, 
along with a flow rate of 0.44 µL/min for the central channel and 1.78 µL/min for the side 
channels (this gave an  of 4 to achieve sufficient mixing efficiency). The false colour scale 
shows the concentration of UDG, where red indicates regions of pure UDG and blue indicates 
regions of pure DNA. Downstream from the mixing junction the two fluids have mixed in the 
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orange region. It should be noted that some mixing is occurring when the two fluids first come 
into contact (small orange regions in the top left).  
 
 
Figure 5.23: CFD result of UDG-DNA mixing in the hydrodynamic focusing device. The colour 
scale shows the concentration of UDG. 
 
To calculate mixing times, the concentrations of UDG and DNA were plotted along the centre of 
the device as a function of time (see Figure 5.24). The concentration of DNA decreases as it gets 
diluted by the side channels. The concentration of UDG increases as it enters the focused DNA 
stream. Both concentrations reach a steady value downstream where UDG is an excess to 
ensure pseudo first order reaction. It should be noted that where the measurements are taken 
the concentrations varied by less than 5%. Subsequently, the mixing time was found to be 70 µs, 
the time it takes to go from 10 to 90% of the equilibrium concentrations (this time interval is 
shown in Figure 5.24 with an arrow).  
10 µm
40 µM
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Figure 5.24: Predicted mixing between DNA and UDG using CFD. The point where the central 
and side channels meet is zero on the time axis.  
 
An experiment was then conducted using the same conditions as the simulation. FLIM was 
chosen because it had provided a useful readout of the UDG binding in the Y-mixer experiment. 
Images were taken using a line-scanning FLIM microscope and Figure 5.25 shows the resulting 
transient kinetics obtained from the fluorescence lifetime values down the centre of the 
channel. The first measurement was taken at 100 µs because the predicted mixing time was 70 
µs. The dead-time for this experiment was therefore 100 µs; a ten times improvement on the 
stopped-flow technique. The first order fit using equation (1.7) gave a kobs value of 1900 s-1 
which would not be measureable with a stopped-flow analysis. The time resolution for this 
experiment (time between each point on the curve) was 50 µs but with increased flow rates and 
shorter stage scanning this could be brought down to 5 µs.  
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Figure 5.25: Submillisecond kinetics of UDG-DNA binding using FLIM. 
 
In order to obtain values for k1 and k-1 the same experiment would have to be repeated with 
different concentrations of UDG. However, due to the high levels of background signal from DNA 
bound to the glass surfaces further kinetic traces were not obtained. This also meant that 
fluorescence lifetime values were not calculated for all of the time points. Fitting a double 
exponential decay model to reject the fluorescence decay from the bound sample (as 
demonstrated in chapter 3) could potentially address this problem, but there was insufficient 
signal to fit a complete decay profile. The concentration of DNA could not be increased because 
there was limited supply of UDG. The background signal did not interfere with the 
measurements in the Y-mixer because of the deeper channels and the increased sectioning 
strength of the confocal microscope compared to the line-scanning microscope. Deeper 
channels were not possible with this device because of the limited aspect ratio. As it would be 
difficult to distinguish the exact kinetics of this trace, steady-state anisotropy imaging using the 
confocal microscope was implemented to improve the data. 
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Figure 5.26: Steady state anisotropy images of the focused DNA stream for α values of 2 and 
4. The concentration of UDG was 15 µM. 
 
Figure 5.26 shows steady state anisotropy images of the focused DNA stream for two different α 
values. These images did not suffer from background signal as was seen in the FLIM data. With α 
set at 2, the steady state anisotropy increased at the edges but not in the centre indicating that 
UDG did not diffuse across the width of the stream. The width was then decreased by increasing 
α to 4.  The UDG was then able to diffuse across the width and the steady state anisotropy 
increased evenly indicating uniform mixing. Stable focusing was not possible with higher values 
of α, and subsequent experiments were all conducted with α = 4. 
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Figure 5.27: Kinetic traces UDG-DNA binding using steady-state anisotropy. a) Control with 
no UDG, only DNA, b) 2 µM UDG, c) 5 µM UDG and d) 15 µM UDG. 
 
The concentration of UDG was then varied from 2 to 15 µM. As the DNA is diluted into the UDG 
stream, a predicted final concentration of < 1 µM is achieved. The results are shown in Figure 
5.27. The control experiment, conducted without UDG, shows no change in anisotropy 
indicating that the signal from any DNA bound to the glass surfaces was rejected by the 
microscope. The anisotropy increased when UDG was introduced indicating that binding was 
occurring. The level of noise in the traces also increased, suggesting that the presence of UDG 
increases the surface binding. This also explains the lower steady-state anisotropy values 
compared to the bulk measurements. An improvement would be to use channels with higher 
aspect ratios. Moreover, fabricating a smaller mixing junction, in glass for example, would 
provide a faster mixing time and better time-resolution. It should be noted that the level of 
noise present in these traces has also been observed in other studies using the hydrodynamic 
focusing mixer (19).  
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Figure 5.28: Observed rates, kobs, plotted against the concentration of UDG. Errors bars are 
the standard deviation of the first order fits.  
 
These curves were then fitted using equation (1.9) to obtain values for kobs which were then 
plotted against the concentration of UDG (Figure 5.28). The plot exhibits an approximately 
linear response to concentration with a 0.965 correlation coefficient. Using equation (1.10) the 
gradient gave a k1 value of 1.06   108 M-1 s-1 and the intercept gave a k-1 value of 139 s-1. These 
compare well to values obtained from global analysis of multiple stopped-flow data sets (26). It 
is generally accepted that for a diffusion-controlled process in which a reaction occurs at every 
encounter, the rate constant has an upper limit of 4   109 M-1 s-1 in water at 25 °C. Because the 
value for k1 obtained here is much less than that, we can assume that we are measuring a 
diffusion-controlled process in which each correct UDG-DNA encounter leads to a binding 
reaction.  
 
5.4 Conclusions 
Bulk analysis of HEX labelled DNA showed that time-resolved as well as polarisation-resolved 
measurements can be used to report on the binding of UDG. This offers a new way to observe 
how UDG interacts with DNA. A microfluidic Y-mixer was then used to initiate the binding 
reaction which was imaged with a confocal microscope. Reasonable agreement was found 
between the fluorescence properties measured in bulk and in the microfluidic channel. Future 
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work could involve the use of global analysis to fit the TR-FAIM images as further components 
of the bound DNA anisotropy decays were not resolvable from each pixel. Global image analysis 
would involve fitting all of the pixels in the image simultaneously to increase the SNR.   
 
As in Chapter 2, FLIM and CFD techniques were used to characterise the mixing performance of 
a fast mixing hydrodynamic focusing microfluidic device. Mixing times of less than 50 µs were 
measured. After confirming that the CFD was accurately modelling the experimental 
performance, it was used to predict the mixing between UDG and the DNA in the device was less 
than 100 µs.  
 
Fast mixing of UDG and DNA was performed in the device to obtain kinetic traces. FLIM imaging 
showed the fluorescence lifetime values increasing on a submillisecond time-scale. For a future 
project, global image analysis could also improve this FLIM data.  Steady-state anisotropy 
measurements were used to measure kinetic traces for different concentration of UDG. This 
allowed the forward and reverse rate constants to be determined which were in agreement with 
other studies.  
 
The fast binding kinetics observed over a submillisecond time-scale show that continuous-flow 
microfluidic platforms can be used to study fast UDG-DNA interactions that are not possible to 
measure using a conventional stopped-flow instrument. The disadvantage of the hydrodynamic 
focusing device is the low signal resulting from the small volume in which the fluids are 
restricted. In the next chapter an alternative technique for determining kinetics of fast reactions 
is explored. 
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Chapter 6:   Detection of base flipping 
using novel 2-colour 2-photon FLIM 
imaging 
The aim of this chapter is to probe the kinetics of UDG base flipping within a Y-mixer. The 
fluorescent probe 2-aminopurine (2-AP) reports on base flipping, and it can only be excited in 
the UV region of the electromagnetic spectrum therefore a novel 2-colour 2-photon (2c2p) FLIM 
microscope was developed. The chapter starts by introducing 2-AP and how it can probe base 
flipping. The 2c2p excitation setup is established in a cuvette-based system before being 
implemented in a microscope. Characterisation of the approach is achieved through the analysis 
of tryptophan in crystalline form, in solution and within the cartilage of mouse skin samples. 
Finally the microscope is used to detect DNA base flipping in a Y-mixer and the extracted kinetic 
information compared to CFD simulations.  
 
6.1 Introduction 
6.1.1 2-AP as a fluorescent probe of base flipping 
2-AP is a fluorescent analogue of the base adenine and can be used to monitor local DNA 
conformational changes induced by enzymes (219). It forms hydrogen-bonds with natural bases 
so it can be substituted into DNA without affecting the double helix structure. Moreover, its 310 
nm excitation maximum is separated from the maxima of natural bases or tryptophan and 
tyrosine residues in proteins, making it ideal for studying enzyme-DNA interactions (219).   
 
The fluorescence quantum yield (F) of 2-AP is highly sensitive to its environment. When stacked 
in duplex DNA, F is reduced compared to the molecule in solution (220). This reduction in 
quantum yield is due to charge transfer to neighbouring bases (221). Disruption of stacking 
reduces quenching and increases the fluorescence quantum yield. In 1996 Allan et al. first used 
2-AP to detect base flipping (219). The authors replaced adenine with 2-AP and used adenine-
specific DNA methyltransferases to target and flip the base analogue into the active site of the 
enzyme. Their results showed a 14 times increase in the fluorescence intensity compared to the 
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stacked form (219). Since then, 2-AP has been used extensively to study methlytransferase-DNA 
interactions with reported intensity increases ranging from 1 to 54 fold (222, 223). 
 
Although maximum fluorescence intensity changes are observed when 2-AP itself is flipped into 
the extrahelical position, some increase is also observed when the base adjacent or opposite 2-
AP is flipped. This means that the activity of enzymes such as UDG which target other bases can 
be studied with 2-AP (26, 41, 81, 224).  In 1999 Stivers et al used 2-AP to investigate UDG 
activity (41). To observe base flipping and prevent base cleaving by UDG, substrate analogues 
were used instead of uracil. Kinetic measurements were conducted using duplex DNA with 2-AP 
positioned adjacent to the target site. A fluorescence intensity increase resulted from a decrease 
in stacking when the target was flipped out of the duplex. Bellamy et al. also conducted 
experiments using 2-AP positioned adjacent to the target site (26). In this case, single stranded 
DNA was used and base cleaving was prevented by using a mutant UDG. The kinetics obtained 
from both of these studies agree with an active mechanism of UDG base flipping proposed by 
previous structural studies (37, 48). In contrast to these findings, Wong et al. have argued a 
passive mechanism using duplexes containing 2-AP paired with uracil (52). In this case the 
fluorescence intensity increase resulted from the disruption of the hydrogen bonds when uracil 
is flipped.  
 
Time-resolved measurements of 2-AP fluorescence can provide further information about DNA 
conformation. In aqueous solution, the fluorescence decay is monoexponential with a lifetime of 
approximately 10 ns (225). When incorporated in DNA the fluorescence decay has been 
reported to contain three or four lifetime components which represent multiple quenching 
environments (221, 225-228). The shortest fluorescence lifetime, typically less than 100 ps, 
describes 2-AP molecules that are highly stacked with neighbouring bases and can therefore 
transfer charge most efficiently. The longest lifetime component is close to the 10 ns lifetime of 
2-AP in solution and is therefore attributed to 2-AP molecules in extrahelical positions. The 
intermediate lifetimes ranging from hundreds of picoseconds to a few nanoseconds, represent 
2-AP molecules in imperfect base stacking environments. Time-resolved anisotropy 
measurements have also been carried out, where short rotational decay times are attributed to 
the internal motion of 2-AP and longer rotational decay times represent the overall motion of 
the DNA (225).  
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The fluorescence lifetime of 2-AP can be used to observe enzyme induced base flipping as 
demonstrated by Neely et al. (226). When bound to a cytosine-specific DNA methyltransferase, 
the fluorescence decays of DNA duplexes containing 2-AP outside of the binding region show 
negligible variation in the lifetime. With 2-AP positioned at the target site, the shortest (< 100 
ps) lifetime component was not present which is consistent with extrahelical positioning. These 
results provided evidence that the fluorescence lifetime of 2-AP could be used as an indicator of 
base flipping. Other time-resolved studies of 2-AP labelled DNA in complex with DNA 
methyltransferases have been used to investigate the stability of reaction intermediates formed 
during base flipping (229) and the role of pairing in base flipping (230). Fluorescence lifetime 
measurements of 2-AP have also revealed base flipping in restriction enzymes (231).  
 
Rachofsky et al. have shown that the fluorescence lifetime of 2-AP can be used to study the 
activity of UDG (227). 2-AP was paired with an abasic site and the fluorescence lifetime 
measured when the DNA was in complex with UDG. When UDG binds to abasic site DNA, the 
opposite base is expected to move towards the intrahelical position. This was confirmed by a 
decrease in the fluorescence lifetime consistent with the stacked position.  
 
The primary aim of this chapter is to monitor UDG base flipping in a microfluidic mixer using 
time-resolved fluorescence spectroscopy. Positioned adjacent to the target site in single 
stranded DNA, 2-AP has already been shown to exhibit an increased fluorescence intensity 
when uracil is flipped by UDG since destacking causes a change in the quantum yield (26). 
Accordingly, the fluorescence lifetime is expected to increase.  
 
6.1.2 UV excitation of 2-AP for time-resolved measurements 
For time-resolved fluorescence measurements of 2-AP a number of laser sources can provide 
pulsed UV light at 310 nm (221, 225-228). A common approach is to frequency triple the output 
of a femtosecond pulsed Ti:sapphire laser tuned to  930 nm (221, 226, 229-231). Alternatively, 
the frequency-doubled output of a mode-locked and cavity-dumped dye laser can achieve 318 
nm excitation (225, 228). The accuracy of short fluorescence lifetimes determined using the 
latter technique may be low as the pulse duration is picoseconds. 
 
Both of these laser sources are unsuitable for imaging purposes as many optical components 
will not transmit UV radiation. Specialised UV objective lenses will transmit down to 300 nm but 
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with low numerical apertures.  A solution is to use two-photon excitation using a 620 nm pulsed 
laser. Unfortunately the lowest output wavelength of Ti:sapphire lasers used for multiphoton 
microscopy is 700 nm which would only yield effective excitation at 350 nm. Palero et al. have 
demonstrated that visible nonsolitonic radiation (NSR) from a highly nonlinear PCF excited with 
a Ti:Sapphire laser can achieve pulsed 600 nm radiation suitable for two-photon excitation, but 
average powers are low (232). Three-photon excitation using a 930 nm will excite 2-AP, but 
again, the efficiency is very low due to the extremely small absorption cross-section (233). 
 
Figure 6.1: Jablonski diagram of 2c2p excitation. An IR photon and a blue photon together 
will have the same energy as a UV excitation photon. 
 
An alternative is to use two-colour two-photon (2c2p) excitation. The principle of which is 
shown in Figure 6.1. Here two photons of different wavelengths are combined to achieve 
excitation at very low wavelengths. The effective excitation wavelength (λeff) can be calculated 
from equation (6.1), where λ1 and λ2 are the two excitation wavelengths. 
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2c2p excitation has the same absorption cross-section as conventional one-colour two-photon 
(1c2p) excitation (234), thus making its probability much higher than three-photon excitation. 
However it is technically difficult to implement as the two pulses must be overlapped 
temporally and spatially. Moreover, maximum excitation is achieved when the two beams are 
polarised in the same direction. Lakowicz et al. have demonstrated 2c2p excitation using a 
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single picosecond pulsed dye laser (234). They were able to excite the fluorophore p-Merphenyl 
with 750 and 375 nm wavelengths and observed UV emission at 340 nm.  More recently, the 
idea has been extended to femtosecond Ti:sapphire lasers by Quentmeier et al. (235). 2c2p 
excitation was realised by combining the fundamental output with the second harmonic. The 
advantages of using shorter femtosecond pulses are improved time resolution of time-resolved 
measurements (e.g. for pump probe measurements) and higher SNR with minimum 
photodamage. The large tuning range of the Ti:sapphire laser (700 to 1000 nm) means that UV 
fluorophores can be excited between 230 and 330 nm. 2c2p excitation has also been 
demonstrated using a Ti:Sapphire femtosecond regenerative amplifier (236). 
 
In the context of imaging, 2c2p excitation has the advantage of reduced scattering compared to 
conventional 1c2p excitation. This means that deeper imaging is theoretically possible in highly 
scattering media such as biological tissue (237). Moreover, the ability to excite endogenous 
fluorophores in the deep UV could be used for label-free tissue imaging in diagnostics. 2c2p 
microscopy is a relatively new concept and to date has only been reported by one group where 
FLIM images of  MIN6 cells were acquired using TSCPC detection (238).  Fluorescence lifetime 
contrast from the intrinsic UV fluorescence of tryptophan within the cells allowed the 
identification of different nuclei and cytoplasm environments. 
 
6.1.3 Quantitative reaction kinetics using microfluidic reactors 
The most common microfluidic device for studying second order reactions is the T-sensor or Y-
mixer (previously used in Chapter 5).  Two reagents are initially separated in two inlet channels 
which are then brought together in a geometry resembling a ‘T’ or ‘Y’. Operating at low 
Reynolds numbers, the only transport mechanism for reagent mixing is diffusion. At a constant 
flow rate analytes will diffuse across the channel with the product being formed downstream. 
The absence of complicated fluid dynamics such as advection allows diffusion and formation of 
products to be modelled numerically. This allows the determination of reaction rate constants 
by comparison of the numerical and experimental data sets, i.e. the spatial distribution of 
different species within the channel. This type of device has been extensively studied both 
experimentally and theoretically (21, 70, 142, 179, 182, 187, 202, 239, 240). 
 
Such microfluidic devices make it possible to simultaneously monitor both the transient and 
steady-state stages of a reaction. Kamholz et al. studied the binding of a small fluorescent 
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molecule to human serum albumin (142). The increase in fluorescence intensity upon binding 
allowed the product formation to be spatially mapped across the device. See Figure 4.3a from 
Chapter 4. Experimental data were compared to an analytical solution of the reaction-diffusion 
equations for a reversible second order reaction. In this case the aim was to determine diffusion 
coefficients of the reagents, and the reaction rate constants were then determined using 
conventional kinetic techniques. The device was later used by the same group to find diffusion 
coefficients of other molecules including fluorescently labelled proteins (240). 
 
The idea has been extended by Baroud et al. to include direct measurements of reaction rates 
using the device (239). The reaction they investigated was an irreversible second order binding 
of calcium ions to a fluorescent marker. It was shown that the reaction-diffusion equations 
could be simplified considerably if low aspect ratio channels are used so that the model is 
reduced to two spatial dimensions and uniform velocity profiles are assumed. The solution is a 
set of equations that only depend on the thermodynamics of the reaction and contains two 
parameters (making fitting much easier). A rate constant was obtained with a time-scale that 
stopped-flow techniques cannot resolve. Salmon et al. took the technique one step further and 
investigated the kinetics of a reversible second order reaction (202). Again the model was 
simplified but this time to three parameters as both forward and reverse rates were included. 
The rate constant for the reaction was in excellent agreement with the value obtained from 
nuclear magnetic resonance experiments. 
 
Matthews et al. showed that FLIM could be used to validate numerical simulations and extract a 
rate constant for a reaction (187). They acquired wide-field FLIM images of the second order 
irreversible reaction between 2-aminoacridone and benzoyl chloride. The change in 
fluorescence lifetime of 2-aminoacridone was used to spatially map the formation of product 
across the channels. The fluorescence lifetime profiles were then compared to simulated data 
obtained using a two dimensional finite difference technique. 
 
A potential source of error in determining these rate constants are the assumptions of the 
simulations and the use of 1-D or 2-D models to simply the analysis (142, 187). While 
simplification will greatly speed up the time taken to find a solution, 3-D fluid flows are 
neglected, which will almost certainly lead to inaccuracies. Velocity profiles are assumed to be 
uniform across the channels but slower moving fluid elements close to the channel walls will 
cause broadening of the interdiffusion region and generate residence time distributions. Not 
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simulating the correct parabolic velocity profiles will lead to differences between the 
experimental and simulated data sets. The error resulting from this simplification will depend 
on the specific implementation (201). To increase the accuracy of 2-D models, low aspect ratio 
channels can be used to the limit fluid flow and diffusion in the z-direction (202, 239). However 
this is not always practical for the intended application. Moreover, experimentally the 
fluorescence signal is often collected from the whole channel depth using wide-field imaging 
techniques (142, 187, 202, 239). The data are then compared to simulated data assuming even 
signal collection from the channel depth. Therefore both 3-D modelling and 3-D imaging are 
expected to be more accurate. 
 
In this chapter a microfluidic Y-mixer is used to extract rate constant(s) of the UDG-DNA 
reaction. Simulations of the fluid flow and reactions are performed in 3-D using CFD to avoid 
over-simplification of the model. 3-D models can also correctly simulate the effects that channel 
structure will have on the fluid dynamics (107, 201). Kamholz et al. used a commercial software 
package to generate a 3-D finite element model to study the distance over which a fully 
developed velocity profile is formed after the two channel meet (240). Without this information 
the residence times are unknown and the calculated rate constants will be inaccurate.  
 
The experimental data in this chapter are collected using a 2c2p FLIM microscope developed for 
this thesis. The advantages of using FLIM and sectioned imaging in the context of microfluidic 
environments have been discussed previously. A labelled oligonucleotide with two fluorophores 
(HEX and 2-AP) allows detection of the binding and base flipping stages of the UDG-DNA 
reaction. The formation of products is mapped across the channel using the fluorescence 
lifetimes of the fluorophores. In Chapter 5 the fluorescence lifetime of HEX was shown to 
increase on binding (confirmed by the polarisation resolved images). The kinetic curves from 
the fast mixer collected using FLIM (shown in Chapter 5) exhibited more noise than the ones 
collected using steady-state anisotropy imaging. However, the SNR is much greater from larger 
Y-mixer channels, therefore FLIM is used here to report on both reaction steps of UDG. This is 
the first use of FLIM to determine kinetics of a second order reaction (UDG binding) which is 
then followed by a unimolecular reaction (base flipping).  
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6.2 Experimental 
6.2.1 DNA and protein preparation 
A synthetic oligonucleotide called 2U containing 2-AP was obtained from Eurogentec (Liège, 
Belgium). As with 1U used in Chapter 5, it also contained uracil and HEX. The sequence is 
provided below, where P and U show the positions of 2-AP and uracil respectively. In ssDNA, 
charge transfer from 2-AP is much more efficient to adenine than other bases (221). Therefore 
as 2-AP is positioned adjacent to adenine in 2U, a significant change in the fluorescence lifetime 
is expected when the stacking is disrupted by UDG. 
 
5’-(HEX)-GAC-TAP-UAA-TGA-CTG-CG-3’ 
 
The dsDNA called 3U was created by annealing 2U with its complementary strand also obtained 
from Eurogentec (Liège, Belgium). Equimolar amounts of 2U and the complementary strand 
were mixed in the reaction buffer given in Chapter 5, heated to 90ºC and allowed to cool 25ºC. 
The sequence of 3U was therefore: 
 
5’-(HEX)-GAC-TAP-UAA-TGA-CTG-CG-3’ 
            3’-CTG-ATT-GTT-ACT-GAC-GC-5’ 
 
DNA and UDG were used in the reaction buffer (detailed in Chapter 5) which was filtered before 
use with 0.2 µm size filters. All experiments were conducted at a temperature of 25ºC. 
 
6.2.2 Bulk measurements of red-shifted 2-AP 
 
Fluorescence of 2-AP in 3U was excited using the time- and polarisation-resolved fluorometer. A 
diode-pumped, frequency-tripled Nd:Vanadate laser coupled into the external beam port 
(Figure 2.3) provided 355 nm light at 80 MHz with <12 ps pulses (Vanguard-350, Spectra-
Physics, Mountain View, CA, USA). Emission was collected between 450-470 nm to avoid any 
unwanted signal from HEX. 500 nM of 3U was titrated with 0 to 7.56 µM UDG. For each 
concentration, the decays (parallel, perpendicular and at the magic angle) were recorded for 50 
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s to achieve at least 10,000 counts in the channel of maximum intensity. An IRF was measured 
using a scattering solution of LUDOX and the G-factor was measured using 1,4-bis (5-
phenyloxazol-2-yl) benzene (POPOP) in cyclohexane. Analysis of the fluorescence decays was 
performed using TRFA Advanced Data Processor (SSTC, Belarus) including the measured IRF 
and G-factor (which was 2.21). 
 
6.2.3 Measurements in the Y-mixer  
The Y-mixer was fabricated and operated as in Chapter 5 except that the width of channels was 
reduced to 50 μm for the UDG-DNA experiment to ensure complete mixing before the end of 
channel. For the quenching experiment, 50 μM of fluorescein and 625 mM of NaI (in water with 
a 500 mM Tris buffer at pH 8.3) were introduced into the inlet channels, each at a flow rate of 
0.5 μl/min. Two-photon excitation using the 900 nm beam of the 2c2p microscope provided 
optically sectioned detection and the emission was collection at 560/25 nm.  For the UDG-DNA 
experiment, 10 μM of 2U and 45 μM UDG (in the reaction buffer) were introduced into the inlet 
channels, each at a flow rate of 0.5 μl/min. These concentrations ensured a good SNR and that 
UDG was in excess so a large signal change would be observed. For the HEX emission, a 560/25 
nm filter was used, and for the 2-AP emission a 360/35 nm emission filter was used. IRFs were 
recorded using DASPI in methanol. Fitting of the fluorescence decays was performed using 
SPImage (Becker & Hickl GmbH, Berlin, Germany).  
 
6.2.4 CFD simulations of the Y-mixer experiments 
The mesh used to simulate the fluorescein quenching experiment had a maximum cell length of 
5 µm and a total of 1754264 elements. Boundary conditions and diffusivity values were set as 
described in Chapters 2 and 4 respectively. In all cases a solution was found with less than 200 
iterations and in less than 1 hour using a dual-core 2.13GHz Intel processor. 
Two computational domains were required to simulate the reaction in the Y-mixer. The first had 
a maximum cell length of 2.5 µm, a channel length of 2.5 cm and a total of 2317396 elements. 
The second had a maximum cell length of 5 µm, a channel length of 4 cm and a total of 4086724 
elements. Therefore the reaction at 4 cm could be simulated (but with lower accuracy) and 
reactions at 0, 1.5 and 2.5 cm could still be simulated with high accuracy. Boundary conditions 
and reaction terms are described in Chapter 2 and the diffusivity values were set as described in 
Chapter 5. In all cases a solution was found with less than 250 iterations and in less than 5 hours 
using a dual-core 2.13 GHz Intel processor. 
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6.3 One-colour two-photon excitation of 2-AP 
Initially, the possibility of measuring the fluorescence of 2-AP using 1c2p excitation was 
explored using a confocal microscope with IR radiation. The ssDNA in solution and in crystal 
form was excited at 745 nm and emission detected from 350 to 470 nm with TCSPC. Figure 6.2 
shows the fluorescence lifetime histograms calculated from single exponential fits to the decay 
in each pixel. In solution the average fluorescence lifetime was 2.67 ± 0.27 ns, but the signal was 
very weak and required high levels of binning to fit the decays. Crystallised on the coverslip by 
evaporation at room temperature, the average fluorescence lifetime was 2.19 ± 0.76 ns. The 
lifetime decrease can be explained by the more rigid structure of the crystal causing an increase 
in non-radiative energy transfer between the excited 2-AP molecule and its neighbouring bases. 
In this form the intensity was comparable to the HEX intensity because the sample was 
concentrated, but it would not practical for kinetic analysis. Hence another approach was 
required to efficiently excite fluorescence in 2-AP. 
 
 
Figure 6.2: Fluorescence lifetime histograms of 2-AP in ssDNA in solution and crystallised on 
a coverslip. 
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6.4 Red-shifted emission of duplex DNA 
The fluorescence emission of 2-AP in double stranded DNA (dsDNA) behaves differently than 
when in single stranded DNA (ssDNA). It has been shown that when 2-AP is paired with a 
natural base in dsDNA, red-shifted excitation and emission spectra are produced so that 
excitation at 360 nm produces visible emission at 450 nm (241). This additional excitation band 
is more easily accessible for pulsed laser sources than 310 nm. Moreover, UDG will also bind 
dsDNA as well as ssDNA. This section investigates whether this longer wavelength emission can 
be used in the Y-mixer experiment. 
 
 
Figure 6.3: Excitation and emission spectra of 2-AP in ssDNA. Excitation spectrum recorded 
at 375 nm (dashed line), and the emission spectrum with 310 nm excitation (solid line). 
 
The excitation and emission spectra of 2-AP within ssDNA can be seen in Figure 6.3. The 
excitation maximum is at 310 nm as expected and above 350 nm no excitation is possible. The 
peak of the emission is at 375 nm, which is also expected. Figure 6.4 shows the excitation and 
emission spectra of 2-AP within dsDNA. The excitation spectrum shows that it can now be 
excited from 350 to 400 nm with a peak at 375 nm. This longer wavelength is much more 
accessible for pulsed laser sources than the 310 nm peak in ssDNA. The shoulder at 410 nm is 
the Raman band of water. The emission now has a maximum at 470 nm when excited at 375 nm. 
The peak at 325 nm is the Raman band of water. The signal from this red-shifted emission is of 
the same order as the Raman band of water meaning that it is very weak. This finding is in 
agreement with other reports (241) 
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Figure 6.4: Excitation and emission spectra of 2-AP in dsDNA. Excitation spectrum recorded 
at 470 nm (dashed line), and the emission spectrum with 370 nm excitation (solid line). 
 
The dsDNA could now be analysed in the time-resolved fluorometer to investigate how the 
fluorescence lifetime changes when the adjacent uracil is flipped into the active site of UDG. 
Fluorescence decays were recorded at 0 and 7.56 µM UDG. A large increase in the fluorescence 
intensity at  455 nm was observed as shown in Figure 6.5. This peak is lower in intenisty than 
the previous red-shifted peak at 470 nm due to reduced absorption at 355 nm. Fluorescence 
decays were therefore recorded at 455 ± 10 nm. This excitation wavelength also excited HEX, 
but with negligible increase in emission at 560 nm. 
 
 
Figure 6.5: Emission of 2-AP in dsDNA with 355 nm excitation before and after addition of 
7.56 µM UDG. 
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While it was not possible to extract rotational correlation times from the anisotropy decays due 
to low SNR, it was possible to calculate the steady-state anisotropy values from the time-
integrated intensities recorded parallel and perpendicular to the excitation polarisation. Figure 
6.6 shows the equilibrium binding curve using the steady-state anisotropy of 2-AP fitted with 
the single site binding equation (1.7). The Kd value 0.49 ± 0.3 µM was higher than that found for 
ssDNA in Chapter 5 (65 ± 9 nM). This is consistent with UDG binding more tightly to ssDNA than 
dsDNA (81). 
 
 
Figure 6.6: Equilibrium binding curve using the steady-state anisotropy of 2-AP. For a single 
site binding model, Kd value was 0.49 µM. 
 
The fluorescence decays in the presence of 0 and 7.56 µM UDG were recorded at 455 ± 10 nm. 
Fitting the decays to a single exponential model produced    values of 2.6 for 0 µM and 8.9 for 
7.56 µM UDG. Therefore a double exponential decay model was used, this produced    values of 
1.02 for 0 µM and 1.31 for 7.56 µM UDG. Other time-resolved studies of 2-AP fluorescence 
positioned adjacent to the flipped base have reported four components of the decay (226). This 
analysis was not possible with the data collected in this study due to the picosecond pulse width 
and the limited time range of the decay window. The fluorescence lifetime values extracted from 
the fits could therefore be an average of more components. Figure 6.7 shows the decays, fits and 
residuals for experiments at 0 and 7.56 µM UDG. The random distribution of the residuals about 
zero indicates a good fit with this model. 
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Figure 6.7: Fluorescence decays and fits of 2-AP in dsDNA fits for a) 0 µM and b) 7.56 µM. 
 
Without UDG the average fluorescence lifetime was 2.63 ns, in excellent agreement with the 
value obtain from the ssDNA in solution. At 7.56 µM UDG the average fluorescence lifetime 
increased to 3.64 ns. At both concentrations the value of the shorter fluorescence lifetime 
component was approximately 0.4 ns and the value of longer fluorescence lifetime component 
increased from 3.12 ns to 3.78 ns as the UDG concentration increased. The longer component 
may be an average containing the  10 ns component reported by Neely et al. (226). The 
increase to 3.8 ns is consistent with the amount of  10 ns component increasing due to base 
flipping. Table 6.1 summaries the fitting results for these data sets. 
 
 [UDG] 
(µM) 
τ1(A1) 
(ns) 
τ2(A2) 
(ns) 
τave 
(ns) 
   
0 0.49 (0.58) 3.12 (0.42) 2.63 1.02 
7.56 0.43 (0.29) 3.78 (0.71) 3.64 1.31 
Table 6.1: Summary of fitting parameters of 2AP fluorescence for 0 and 7.56 µM UDG, where 
the amplitudes are shown in brackets. 
 
In this section the fluorescence lifetimes were recovered from the red-shifted emission of 2-AP 
which is not normally used in base flipping studies. To date there has only been one example of 
using the longer wavelength emission to monitor base flipping (241). Bonnist et al. showed that 
red-shifted excitation and emission spectra exist when 2-AP is flipped into the enzyme active 
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site. In this study the 2-AP is adjacent to the flipped uracil and the unstacking may affect the 
photophysics of the long wavelength emission. In order to be able to use fluorescence lifetimes 
from this emission band in the microfluidic device, a more complete analysis would be required. 
Moreover, the long integration times required for time-resolved analysis of the weak red-shifted 
signal are not practical for imaging applications. Therefore, 2-AP needs to be excited at 310 nm 
using the 2c2p excitation system detailed in the following sections. 
 
6.5 2c2p fluorometer 
 
Figure 6.8: Setup of 2c2p fluorometer system. 
 
2c2p excitation was implemented in a custom built fluorometer prior to introduction in a 
microscope. A schematic of the setup can be found in Figure 6.8. The output of a Ti:Sapphire 
laser (Mai Tai, Spectra-Physics, Mountain View, CA, USA) was tuned to 900 nm and frequency 
doubled to 450 nm using a 50 mm focal length lens (L1), a BBO crystal and a 100 mm focal 
length lens (L2). The combination of these wavelengths will result in an effective excitation at 
300 nm. The two wavelengths were separated using a 580 nm dichroic (DC1). The 900 nm 
wavelength was then directed to a corner cube coated with protected gold and mounted on a 
linear stage (UTM PP1HL, Newport, Irvine, CA). This enabled temporal adjustment of the 900 
nm pulses for overlapping with the 450 nm at the sample. 
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Both beams had separate half plates (λ/2) to align their polarisation angles. The 450 nm 
radiation was passed through a variable neutral density filter (ND) for power adjustment. Both 
beams were recombined at a second 580 nm dichroic (DC2) and focused into a quartz cuvette 
using an achromatic doublet lens with focal length of 55 mm (L3). Emission was collected at 90° 
to excitation with a fast PMT (PMH-100, Becker and Hickl GmbH, Berlin, Germany) using a fused 
silica lens with a 60 mm focal length (L4). Scattered excitation light was blocked using a 360/20 
nm band-pass filter. All mirrors were coated with protected silver for high visible to IR 
reflectivity. 
 
For TCSPC the PMT was connected to a TCSPC card (SPC-830, Becker and Hickl GmbH, Berlin, 
Germany). A quartz window positioned at the output of the Ti:Sapphire laser reflected a small 
amount of the 900 nm light onto a fast photodiode (DET10A, Thorlabs GmbH, Munich, 
Germany). The signal was amplified (HSA-X-2-40, FEMTO Messtechnik GmbH, Berlin, Germany) 
and connected to the TCSPC card for triggering.  
 
For spatial overlapping of the two pulses, the cuvette was temporarily removed and the focused 
spots were imaged onto a CCD camera (TK-C1380, JVC, Wanye, NJ, USA) using a 40× 0.17NA air 
objective lens (Olympia). The spot positions were then adjusted using the mirror mounts. For 
temporal overlapping of the pulses the cuvette, containing 5 mM free tryptophan (purchased 
from Sigma-Aldrich, St. Louis, MO, USA) in pH 7.4 PBS buffer solution, was placed back at the 
focal plane. Tryptophan emission will result from 300 nm excitation. The power of the 900 nm 
and 450 nm beams at the sample were adjusted to 50 mW and 4 mW respectively. The 
fluorescence intensity was monitored by replacing the fast PMT with a slow PMT (H8249-102, 
Hamamatsu Photonics KK, Shizuoka-Ken, Japan). The voltage was recorded using an analogue to 
digital converter (USB-8451, National Instruments, Austin, TX, USA) while the linear stage was 
scanned at 1 µm per second. Successful overlapping of the pulses resulted in an increase in the 
recorded voltage as shown in Figure 6.9. The FWHM is approximately 210 fs due to the 
broadening of the 120 fs pulse by the optical components. The linear stage and the mirrors were 
then adjusted to maximise the signal. 
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Figure 6.9: Overlapping of the 900 and 450 nm pulses resulting in a fluorescence intensity 
increase. The x-axis is the relative delay of the pulses calculated from the optical path length. 
 
Figure 6.10 shows the resulting fluorescence from tryptophan in solution with one or two 
beams when the powers ratios of the 450 and 900 nm are varied. Irradiating the sample with 
only 450 nm light produced weak emission due to 1c2p excitation. The fluorescence intensity 
increased when both beams are used, demonstrating 2c2p excitation. Almost no fluorescence 
was observed with the 900 nm beam alone.  The amount of the fluorescence due to 1c2p 
excitation could be suppressed by changing the ratio of the 450 and 900 nm power levels.  
 
Figure 6.10: 2c2p fluorescence intensity using one or two beams at different power ratios of 
450 and 900 nm.  
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To investigate the origins of the fluorescence shown in Figure 6.10, tryptophan in solution was 
irradiated with varying powers of either 900 or 450 nm light. Figure 6.11 shows log plots of the 
fluorescence intensity as the power of either the 450 or 900 nm beam is varied in the absence of 
the other beam. A gradient of 2.11 for the 450 nm light indicates a quadratic power dependence 
indicating two-photon excitation. For the 900 nm light the gradient was measured to be 2.62 
indicating a mixture of two- and three-photon excitation.  
 
 
Figure 6.11: Dependence of the fluorescence intensity on the excitation power of only a) 450 
nm and b) 900 nm light.  
 
Both beams were then used to excite the sample and investigate the dependence of 2c2p 
fluorescence intensity on the variation of the power levels of one or both colours. For two-
photon absorption, the rate of absorption is linearly dependent on the product of the intensities 
of each wavelength as shown in equation (6.1) below. 
 
  
  
                    (6.1) 
 
Here N the number of molecules in the ground state, δ is the two-photon absorption cross 
section and I is the photon flux. Therefore the fluorescence intensity is expected to be linearly 
dependent on each of the excitation intensities if the other is kept constant. Log plots of the 
fluorescence intensity versus the power of either 450 or 900 nm (Figure 6.12) gave slopes close 
to 1 demonstrating this dependency. 
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Figure 6.12: The dependence of the 2c2p fluorescence intensity on variation of the power 
levels of a) 450 nm and b) 900 nm.  
 
TCSPC detection was then used to record the fluorescence decay from tryptophan using 1c2p 
excitation as shown in Figure 6.13a. The decay was acquired for 1 s with 3.3 mW of 450 nm and 
no 900 nm. A single exponential model was used to fit the decay yielding a fluorescence lifetime 
of 2.55 ns and a   of 1.08. This finding is consistent with the lifetime reported by Quentmeier et 
al. (235). The fluorescence decay was then recorded using three-photon excitation (1c3p) with 
50 mW of 900 nm and no 450 nm (see Figure 6.13b). The integration time was increased to 30 
mins due to the low photon count rate. The decay was fitted with a single exponential with a 
lifetime of 2.62 ns and a    value of 1.17. The increase in fluorescence lifetime is most likely due 
to the increased level background signal collected over the 30 min acquisition. Finally, Figure 
6.13c shows the decay using 2c2p excitation with 3.3 mW of 450 nm and 50 mW of 900 nm 
acquired for 1s. The intensity increased compared to 1c2p excitation as expected. Fitting was 
performed using a single exponential model with a fluorescence lifetime of 2.49 ns and a    
value of 1.21. This demonstrates that the system is capable of recording accurate fluorescence 
lifetime values using 2c2p excitation.  
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Figure 6.13: Fluorescence decays of free tryptophan excited with a) 1c2p b) 1c3p or c) 2c2p. 
 
6.6 2c2p microscopy 
For fluorescence microscopy using 2c2p excitation, the two beams were directed to the back 
port of an inverted epi-fluorescence microscope (IX71, Olympus, Tokyo, Japan) using a 
periscope as shown in Figure 6.14. A fully reflective aluminium mirror inside the microscope 
directed the beams to a UV optimised 40× oil objective lens (UAPON, Olympus, Tokyo, Japan) to 
illuminate the sample with the two beams. The fluorescence was collected via the same 
objective lenses and directed towards the PMT (fast or slow) with a 400 nm dichroic. A UV fused 
silica lens with a 60 mm focal length (L5) focused the light on the PMT cathode and the 
excitation light was blocked using a 360 nm band-pass filter.  
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Figure 6.14: Schematic of setup for fluorescence microscopy using 2c2p excitation. 
 
The spots were overlapped using an 80 nm thick fluorescent polymer film. Alignment in the z-
direction was made possible with a telescope positioned in the 900 nm path. This consisted of 
two lenses (L3, L4) of focal lengths 35 and 63 mm respectively, mounted on separate linear 
stages. To estimate the resolution of the microscope, the two focused spots were imaged 
separately using a CCD camera (Micropublisher 3.3 RTV, QImaging, Surrey, BC, Canada). The 
effective point spread function (PSF) could then be calculated from the product of the intensities 
across the spots as shown in Figure 6.15. The FWHM of 1.04 µm is therefore an estimate of the 
lateral resolution of this system which is suitable for microscopy.  
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Figure 6.15: Effective PSF of 450 and 900 nm beams measured with a thin fluorescent 
polymer film (200 nm). 
  
Images were built up by raster scanning the spots across the sample (in x and y) using a 
motorised stage (ScanIM, Märzhäuser Wetzlar GmbH & Co. KG, Steindorf, Germany). Control of 
the stage and collection of the signal (either from the fast or slow PMT) was performed using 
custom software written in LabView.  
 
6.6.1 Fluorescence intensity imaging with 2c2p excitation 
To test the imaging capability of the system, fluorescence intensity images of tryptophan 
powder on a coverslip were acquired using a slow PMT. For the first region scanned (see Figure 
6.16a), the 450 nm power was 1 mW and the 900 nm power was 48 mW. The fluorescence 
intensity improved 4 fold with the addition of the 900 nm beam. For the second region (see 
Figure 6.16b), the 450 nm power was reduced to 0.33 mW and the 900 nm power was held at 
48 mW. By increasing the ratio of these powers, the 1c2p excitation is suppressed and the 
fluorescence intensity improved 28 fold with the addition of the 900 nm beam. The dashed area 
in Figure 6.16b was then imaged with the same power levels and scanned with a 1 µm step size 
for improved resolution (see Figure 6.16c). Without the 900 nm beam no fluorescence intensity 
was recorded in this area. It should be noted that for all regions no emission was observed when 
the sample was excited by 900 nm alone.  
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Figure 6.16: Fluorescence intensity images of tryptophan powder with 1c2p (left) and 2c2p 
(right) excitation. a) First region with 10 µm step size. Scale bar is 50 µm b) Second region 
with 10 µm step size. Scale bar is 50 µm. c) Scan of dashed area in second region with 1 µm 
step size. Scale bar is 10 µm.  
 
6.6.2 FLIM with 2c2p excitation 
The slow PMT was replaced with a PMT for TCSPC detection. Firstly, FLIM images were taken of 
the tryptophan solution (pH 7.4 PBS buffer) in a well (see Figure 6.17). The FLIM image in 
Figure 6.17a was taken with 1 mW of 450 nm and no 900 nm for 1c2p excitation. Fluorescence 
decays were fitted to a single exponential model generating a mean lifetime of 2.56 ± 0.02 ns. 
The FLIM image in Figure 6.17b shows a 2.5 fold increase in fluorescence intensity with the 
addition of 50 mM of 900 nm radiation.  The fluorescence decays were also fitted to a single 
exponential decay model generating a mean lifetime of 2.50 ± 0.02 ns. The striped effect across 
the images was caused by the laser power instability during the acquisition and could be 
improved by using a faster stage scanner. However, fluorescence lifetime values are not affected 
by non-uniform illumination, and were in agreement with the values obtained from the 
fluorometer setup. The dark pixels in the well are due to small air bubbles. 
450 nm + 900 nm450 nm
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Figure 6.17: FLIM images of tryptophan solution with a) 1c2p excitation and b) 2c2p 
excitation. Scale bar is 0.5 mm.  
 
FLIM images were then taken of skin tissue to demonstrate that autofluorescence could be 
observed using 2c2p excitation. The sample came from mdx dystrophic mice (C57 black 10 
strain) provided by Dr Alessandro Sardini (Institute of Clinical Science, Imperial College 
London). Images were taken ex vivo and the sample was fixed in 4% formalin which is known to 
increase the overall autofluorescence (242).  
 
 
Figure 6.18: FLIM images of unstained mouse tissue. a) 1c2p excitation with a single 
exponential fit. b) 2c2p with a single exponential fit. c) 2c2p excitation with a double 
exponential fit showing ave. Here the arrows indicate collagen. Scale bar is 10 µm and the 
image intensities have been normalised.  
 
The FLIM image shown in Figure 6.18a was acquired with 0.55 mW of 450 nm and no 900 nm at 
a depth of  12 µm from the surface of the skin. This is the outer most layer of the epidermis 
known as the stratum corneum. The bright areas are mostly likely corneocytes and the dark 
areas are hair follicles (243). Decays in this image were fitted to a single exponential model and 
generated a mean fluorescence lifetime of 2.97 ± 0.18 ns over the entire image. The effective 
excitation wavelength was 225 nm and the emission was collected at 360 nm, so the signal is 
mostly likely from tryptophan residues (244). The mean lifetime value is longer than the value 
measured previously for tryptophan in solution, which agrees with the literature (245). In a 
3 ns
2 ns
a) b)
a) b) 3.5 ns
1.5 ns
c)
172 
complex sample such as skin tissue, a fluorescence lifetime distribution is expected due to 
tryptophan in different environments. However, due to low SNR from 1c2p excitation, only a 
single exponential could be fitted to this image. 
 
Figure 6.18b and c show FLIM images of the same region acquired with the addition of 50 mW 
of 900 nm for 2c2p excitation. The fluorescence intensity increased nearly 8 fold with the 
average photon count per pixel increasing from 880 to 6749. These images clearly show that the 
increased SNR eliminates the stripped effect seen in Figure 6.18a. For comparison, Figure 6.18b 
was fitted with a single exponential model which resulted in a mean fluorescence lifetime of 
3.14 ± 0.21 ns over the entire image. This value is comparable to the 1c2p mean fluorescence 
lifetime, which suggests that we are observing autofluorescence from the same fluorophores. It 
should be noted that no autofluorescence was observed from three-photon excitation at 900 
nm. 
 
The increased SNR also allowed the fitting of a double exponential model. This model is more 
appropriate because the corneocytes at the stratum corneum contain keratin which is known to 
have multiple lifetime components (246). The resulting FLIM image using a double exponential 
fit can be found in Figure 6.18c and clearly shows increased fluorescence lifetime contrast 
compared to the single exponential fit. The mean fluorescence lifetime over the entire image 
was 2.14 ± 0.15 ns. The short component had a mean value of 0.73 ± 0.09 ns and the long 
component had a mean value of 3.32 ± 0.14 ns. Because the effective excitation wavelength has 
increased from 225 to 300 nm, autofluorescence from collagen cross-links will also be detected 
(247). Collagen is known to have a short lifetime component of < 1 ns when excited in the deep 
UV (247, 248). Therefore the regions with the largest contribution from the short lifetime 
component (marked with arrows in Figure 6.18c) could be collagen. Other studies have 
reported the detection of collagen in mouse skin between depths of 10 and 20 µm (249).  
 
These results show that the 2c2p excitation provides increased SNR compared to 1c2p 
excitation allowing a double exponential fit for increased fluorescence lifetime contrast. It 
should be noted that the SNR of the 1c2p image could be increased by irradiating the sample at 
higher 450 nm powers. However, this would result in more photodamage to the sample. Less 
photodamage is caused at 900 nm so 2c2p excitation is an excellent candidate for a wide range 
of biomedical applications. Moreover, in highly scattering media such as tissue, IR light scatters 
considerably less than visible light. For thick samples, the loss of visible power due to scattering 
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would be less of a problem as the IR power reaching the sample would remain high. Therefore 
2c2p excitation could be used to excite autofluorescence in deep tissue imaging. 
 
6.7 2c2p excitation of 2-AP in a Y-mixer 
6.7.1 Fluorescence quenching of fluorescein by NaI 
In the final part of this chapter the Y-mixer will be used to extract kinetic constants from the 
UDG-DNA reaction by comparing the experimental and simulated results. It is therefore 
essential that the CFD simulations of this device are verified by experimental data. This was 
achieved using the same approach used to verify the hydrodynamic focusing device in Chapter 
4. Fluorescein and NaI were induced separately in each inlet channel and FLIM images taken as 
the two species diffused across the channel. The spatial distribution of the NaI was then 
calculated from the fluorescence lifetime of the fluorescein and compared to the simulated 
values.  
 
 
Figure 6.19: CFD simulation of fluorescein and NaI mixing in a Y-mixer. The plane at z=0 
shows the concentration of NaI. Fluorescein is introduced in the left hand channel (blue) and 
NaI is introduced in the right hand channel (red). 
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The CFD simulation of the Y-mixer showing the concentration of NaI can be found in Figure 
6.19. The entire device was 2 cm long to allow complete mixing of analytes, but only the first 1 
mm is shown here. Downstream from the junction the fluids begin to diffuse into each other and 
the concentration of NaI decreases. This can be seen from the change in colour from red to to 
yellow. The concentration of fluorescein also decreases as the fluids mix. This can be seen from 
the change in colour from blue to turquoise. 
 
For experimental measurements, the 900 nm beam was scanned at 2 µm steps (with a 1s 
acquisition time per step) across the device at positions 0, 0.25, 0.5 and 2 cm from the junction. 
The 360/35 nm band pass filter was replaced with a 560/25 nm band pass filter to collect 
emission from fluorescein excited with 1c2p light. At each downstream position the beam was 
scanned 5 times for binning purposes. Using the Stern-Volmer equation the concentration of NaI 
was calculated from the fluorescence lifetimes values as described in Chapter 4. For 
comparison, these values were overlaid with the simulation results across the channels as 
shown in Figure 6.20. There is good agreement between the two datasets, particularly at longer 
residence times. Therefore the CFD simulation was producing comparable results to 
experiments and could be used to simulate UDG-DNA diffusion and reaction. The source of the 
differences between the two data sets is most likely due to the differences in channel 
geometries and fabrication deflects that are not simulated. Moreover, the exact flow rates could 
not be simulated due to experimental pressure losses. Measuring the velocity of the fluids using 
µPIV for example could reduce the differences. 
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Figure 6.20: Line profiles of the concentration of NaI obtained from CFD simulations and 
FLIM at positions a) 0 cm, b) 0.25 cm, c) 0.5 cm and d) 2 cm down the Y-mixer. 
 
6.7.2 UDG binding and base flipping 
Prior to use in the Y-mixer, the fluorescence decays of 2AP within 2U were measured in a 
multiwell plate using 2c2p excitation. Any unwanted 1c2p process would result in the excitation 
of the 7 tryptophan and 5 tyrosine residues within UDG. Therefore, the output of the 
Ti:Sapphire laser was tuned to 950 nm resulting in a doubled wavelength of 475 nm from the 
BBO crystal. This would optimise the 2AP excitation as the effective wavelength is moved to 317 
nm. To further suppress any 1c2p excitation, the power at 475 nm was held below 1.5 mW and 
the power at 950 nm was held at 51 mW. A fluorescence decay was collected from 5 µM 2U DNA 
in a well for 60s and then repeated with the addition of UDG at an excess concentration of 25 
µM. The resulting fluorescence decays and fits using a double exponential model can be found in 
Figure 6.21. The average fluorescence lifetime increased with addition of UDG because the 
fluorophore is less quenched when the adjacent base is flipped by the enzyme. This agrees with 
the measurements of 2AP in double stranded DNA excited with a UV laser source (shown 
previously in this Chapter). 
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Figure 6.21: Fluorescence decays and fits of 2AP within 2U a) without UDG and b) with 25 
µM UDG, using 2c2p excitation. 
 
A summary of the fitting parameters is provided in Table 6.2. Without UDG there was a short 
fluorescence lifetime component of 0.33 ns and a longer component of 2.18 ns. When the base 
was flipped by UDG, the shorter component increased to 0.53 ns and the longer component 
increased to 3.23 ns. This meant that the average fluorescence lifetime value increased from 
0.72 ns to 1.64 ns.  These measurements were used to monitor the base flipping reaction 
performed on the microfluidic device. 
 
 [UDG] 
(µM) 
τ1(A1) 
(ns) 
τ2(A2) 
(ns) 
τave 
(ns) 
   
0 0.33 (0.79) 2.18 (0.21) 0.72 1.24 
25 0.53 (0.59) 3.23 (0.41) 1.64 1.19 
Table 6.2. Summary of fluorescence lifetime analysis of 2AP in 2U using a double 
exponential decay model. 
 
10 µM of 2U DNA and 45 µM UDG were then introduced in the Y-mixer at a flow rate of 0.5 
µl/min each. The beams were scanned across the width of the channel (at z=0 to minimise any 
measurements from surface bound DNA) in 1 µm steps at 0, 0.25, 1.5 and 4 cm from the 
junction. This was repeated with filters for HEX and for 2AP. The acquisition time per step was 
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1s for HEX and 10s for 2-AP. At each downstream position the beam was scanned 3 times for 
binning purposes. The experiment was simulated using the same concentrations and flow rates. 
For simulating the reaction of UDG with DNA (shown in Scheme 4), the binding rate (k1) was set 
to 1.54 × 108 M-1s-1 and the base flipping rate (k2) was set to 670 s-1. These values were taken 
from the findings of Bellemy et al. who used the same oligonucleotide but measured the rates 
with stopped-flow analysis (26).  
 
Figure 6.22: Line profiles of the percentage of bound species measured experimentally and 
simulated at a) 0 cm, b) 0.25 cm, c) 1.5 cm and d) 4cm downstream of the Y-junction. 
 
For the analysis of the HEX decays, a double exponential decay model was used with 
fluorescence lifetime values fixed at 3.5 ns and 4.2 ns (the unbound and bound values 
respectively). The percentage of the bound component across the channel width was then 
overlaid with the percentage of bound species concentration from the simulation. The resulting 
line profiles at the four different positions can be found in Figure 6.22 and show good 
agreement between the experimental and simulated results. As with the fluorescein and NaI 
reaction also performed in the Y-mixer, the main source error is most likely the differences in 
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the real and simulated flow rates. Fabricated defects that the simulation could not account for 
would also cause differences in the two data sets. 
 
 
Figure 6.23: Line profiles of the percentage of flipped species measured experimentally and 
simulated at a) 0 cm, b) 0.25 cm, c) 1.5 cm and d) 4cm downstream. 
 
A double exponential model was used to fit the fluorescence decays of 2AP. The lifetime values 
fixed were at 0.72 ns and 1.64 ns; the mean fluorescence lifetime values for the unflipped and 
flipped species measured in bulk. The percentage of the flipped component across the channel 
width was then overlaid with the percentage of flipped species concentration from the 
simulation. Figure 6.23 shows these line profiles which are in good agreement with each other. 
At 0 cm, both data sets reported less than 1 % of the flipped species. At the same position the 
HEX data reported up to 80 % of DNA being bound. This shows that the system was able to 
resolve the binding and base flipping processes at this stage in the reaction. The 2AP data does 
not report 100 % of the flipped species at 4 cm because the reaction is reversible. A more 
complete simulation of the system would include terms for the backward rate constants in 
Scheme 4. This could be the basis for future work. 
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The good agreement between the experiment and simulated line profiles of both the binding 
and flipping processes validates this experimental technique. For this biological application, the 
rate constants were previously measured which allowed them to be used in the simulation. 
However, if another reaction was measured with unknown kinetics, then a series of simulations 
with different rates would have to be performed and the one showing the best agreement with 
the experiment should be considered the correct rate. This method was successfully adopted by 
Matthews et al. to measure the kinetics of a chemical reaction (187).  
 
6.8 Conclusions 
This chapter describes the development of a 2c2p FLIM microscope capable of deep UV 
excitation. The motivation for its construction was to excite the fluorophore 2-AP which reports 
of the base flipping activity of UDG via a change in its fluorescence lifetime. This could then be 
used to image the UDG-DNA reaction in a Y-mixer to obtain the kinetic rate constants of the 
binding and base flipping steps. 
 
In the final application, measurements were taken of 2-AP in ssDNA using 2c2p excitation, but 
measurements were also performed using a time- and polarisation-resolved fluorometer. This 
was made possible using 2-AP in dsDNA which has a red-shifted excitation spectrum; the data 
showed that the average fluorescence lifetime increase from 2.63 to 3.64 ns when the adjacent 
uracil was flipped into the active site of UDG. The increase can be explained by noting that the 
flipping of uracil causes destacking of the bases and therefore decreases the efficiency of the 
charge transfer from the excited 2-AP. dsDNA could not be used in the Y-mixer due to the low 
signal produced from the red-shifted emission. For this reason, an alternative approach for 
exciting 2-AP was explored. 
 
A 2c2p fluorometer was established and measurements were taken of tryptophan in solution to 
observe how the emission intensity varies with different powers of the two beams. The time-
resolved capabilities of the system were demonstrated by measuring the fluorescence lifetime 
of tryptophan in solution. A 2c2p FLIM microscope was then constructed and test images were 
acquired of tryptophan crystals, tryptophan in solution in a well plate and unstained mouse 
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tissue. The results demonstrate that FLIM images can be acquired by exciting intrinsic 
fluorescence in samples using 2c2p excitation. 
 
Finally, the 2c2p fluorometer system was applied to 2-AP in ssDNA and the results showed that 
the mean fluorescence lifetime increased from 0.72 to 1.64 ns with the addition of UDG. These 
lifetime values and the lifetime values of the HEX label (measured in Chapter 5) were then used 
to monitor binding and base flipping processes in a microfluidic mixer with a ‘Y’ shaped 
geometry. The reaction was simulated by CFD using the rate constants from stopped-flow 
analysis and the results were in good agreement with the experimental data, thus confirming 
the approach for enzyme-DNA reactions.  
 
Future work from this chapter will include improvements to the 2c2p setup, such as a second 
beam expander to fill the back aperture of the objective and achieve better excitation intensity. 
This, and the use of scanning mirrors or a piezo stage would allow shorter integration times and 
faster image acquisition. The 2c2p system has the potential for deep tissue imaging since very 
little visible light (which scatters more than IR) is required. Therefore future work will involve a 
study of the depth penetration capabilities with comparison to conventional 1c2p excitation. 
Furthermore, µPIV measurements of the Y-mixer would allow the simulation of the correct flow 
rates and could improve the line profile results. Adding a reverse rate constant in the simulation 
would also improve the data as it would reflect the real system more closely. Finally, the 
technique could be applied to study more DNA substrates (i.e. dsDNA or different base 
sequences). This would provide the opportunity to fit simulated data to the real unknown 
systems to reveal new kinetic rate constants.  
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Chapter 7:  Conclusions and outlook 
This thesis is concerned with the application of MDFI to microfluidic systems. In the first 
application, FLIM is used to map the temperature distribution of microdroplets within a novel 
PCR device. FLIM, together with CFD, is also used to characterise and optimise a hydrodynamic 
focusing mixer. Then using the same mixer design, the kinetics of a submillisecond binding 
reaction between UDG and DNA is measured with polarisation resolved imaging. In the final 
part of thesis, the base flipping activity of UDG is investigated using a home-built 2c2p FLIM 
microscope and a Y-mixer device. 
 
This chapter will summarise and discuss the key results of the thesis. Finally, future 
experiments to better elucidate the results presented here and possible extensions based on 
this project are considered.  
 
7.1 Summary of results 
7.1.1 Temperature mapping of microfluidic channels 
Florescence thermometry measurements were conducted within microfluidic environments. 
The experimental method involved measuring the fluorescence lifetime of rhodamine B at 
different solvent temperatures in bulk to obtain a calibration curve. The curve was then used to 
convert the fluorescence lifetime values in FLIM images to a temperature maps.  
 
To demonstrate the utility of the technique, temperature mapping was performed on a novel 
droplet-based PCR device. The radial design incorporates regions at specific temperatures that 
are controlled by a heated copper rod and a Peltier cooling module. Rhodamine B was 
introduced into the aqueous phase (droplets) and carried around the chip in a continuous oil 
phase. FLIM images were acquired in two regions with a range of heating and cooling 
parameters. The thermal gradient of the droplets between the two regions was also measured 
by taking FLIM images at specific points along the channels. These two experiments allowed 
definition of the optimal conditions for the successful amplification of DNA within the 
microchannels.  
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Thermometry using optical detection suffers from the problem of unwanted background signal 
from dye absorbed into PDMS walls. This was overcome by fitting the FLIM images with a 
double exponential decay model. The signal from the fluid could then be resolved from the 
PDMS as the lifetime of Rhodamine B was significantly longer in the polymer matrix.  
 
Measuring the correct temperature distribution within microfluidic networks is essential for 
performing on-chip reactions that require specific thermal conditions. While other methods 
exist, the aim of this chapter was to strengthen the use of FLIM as an accurate, non-invasive 
approach to temperature mapping. 
 
7.1.2 Characterising a microfluidic mixer with FLIM and CFD 
Fast and efficient solute mixing is a common requirement in many microfluidic systems. 
Therefore a fast, relatively simple way to predict mixing performance is to simulate the device 
before experimental testing. However, the accuracy of any simulation should be verified with a 
reliable experimental technique. 
 
A new method for determining the mixing time of hydrodynamic focusing mixers was 
presented. The mixing of fluorescein and NaI within a hydrodynamic focusing device was 
simulated using CFD. The results were then verified with a 3-D line-scanning FLIM microscope 
by quantitatively measuring the spatial distribution of NaI in a focused fluorescein stream. The 
experimental 3-D results were shown to be in good agreement with the 3-D results generated 
by the simulation. The mixing times for these two methods were also compared and found to be 
in good agreement. Consequently, the flow rates were optimised to achieve a mixing time of 1.3 
± 0.4 ms. 
 
It has therefore been shown that it is possible to verify a CFD simulation of hydrodynamic 
focusing using FLIM. The advantage of this is that the performance of any future designs can be 
predicted using CFD. The best designs can then be tested experimentally with FLIM, saving both 
time and cost of device fabrication.  
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7.1.3 Imaging UDG-DNA interactions in microchannels 
Current stopped-flow techniques are limited by a 1 ms dead time and are therefore not the ideal 
platform for studying the fast kinetics involved when UDG interacts with its substrate DNA. The 
main aim of this chapter was to use the continuous-flow mixing device characterised in Chapter 
4 for kinetic analysis of the initial UDG-DNA binding reaction. 
 
Mutant UDG was expressed in E coli. and purified using ion exchange chromatography. A time- 
and polarisation-resolved fluorometer was used to measure the fluorescence changes of a HEX 
labelled ssDNA binding to UDG. In addition to the increase in anisotropy, an increase of 700 ps 
in the fluorescence lifetime was observed. This provided a novel way of monitoring the binding 
which has not previously been reported. It was then shown that the changes in fluorescence 
could be imaged in a Y-mixer using a confocal microscope.  
 
A simulation of UDG and DNA diffusing in a hydrodynamic focusing device showed that mixing 
times were less than 50 µs; a 20 times improvement on the stopped-flow technique. The binding 
reaction was then observed experimentally using polarisation resolved imaging with a range of 
different UDG concentrations. The on (1.06  108 M-1 s-1) and off (139 s-1) rates obtained agreed 
well with the values in the literature measured by global analysis of stopped-flow data. 
 
This chapter shows how a combination MDFI and microfluidics can analyse fast protein-DNA 
interactions to provide kinetics which are difficult to obtain using conventional analytical 
approaches. With new advances such as integrated illumination and detection modules, 
continuous-flow microfluidic mixers could become a common tool in the biochemistry lab. 
 
7.1.4 2c2p excitation for base flipping observations 
Nucleotide flipping is the mechanism by which DNA repair enzymes can remove the unwanted 
base. Observations of this process can be made using the fluorescent base analogue 2-AP which 
changes its fluorescence lifetime when base stacking is disrupted. However, time-resolved 
measurements are not easy to perform as the excitation maximum of the fluorophore lies in the 
UV spectral region. Time-resolved measurements of 2-AP in dsDNA using 355 nm excitation 
pulses showed a 1 ns increase in the mean fluorescence lifetime upon base flipping, but were 
184 
not practical for imaging purposes. Therefore a 2c2p excitation system was developed which 
could provide pulsed light with an effective excitation wavelength at 317 nm.  
 
The system used works by overlaying pulsed IR and visible radiation in both space and time. 
The beams are focused into a sample to excite with two photons at two different colours, thus 
achieving higher excitation energies than the individual beams. Firstly a 2c2p fluorometer was 
constructed and the enhancement due to the multiphoton process was demonstrated on free 
tryptophan. Up to 7 times more emission intensity could be observed compared to emission 
resulting from 1c2p excitation using visible light. TCSPC detection was also added to the system 
for time-resolved fluorescence measurements. 
 
2c2p microscopy was made possible by introducing the two beams into the back port of a 
microscope. Fluorescence intensity and FLIM images were acquired by stage scanning beams 
across the sample. Test images of tryptophan crystals showed a 28 fold improvement of the 
emission intensity compared to 1c2p excitation imaging. 2c2p FLIM images of unstained mouse 
skin demonstrated the applicability of the system for exciting autofluorescence. The enhanced 
signal allowed fitting of a double exponential to the fluorescence decays which revealed more 
contrast than the single exponential fit. 
 
The fluorescence decays of 2-AP in ssDNA where recorded using 2c2p excitation. Analysis 
showed a 0.9 ns increase in the fluorescence lifetime upon base flipping by UDG. The UDG-DNA 
reaction was then performed in a Y-mixer and line profiles were recorded of the HEX emission 
(for binding) and 2-AP emission (for base flipping). The percentage of bound and flipped species 
could then be compared to the data from a CFD simulation of the reaction at different residence 
times. The two data sets compared well, indicating that the approach could be used for other 
protein-DNA interactions. 
 
Microfluidic reactors have the potential to become as common as conventional analytical 
techniques for determining kinetics. The work presented in Chapters 4, 5 and 6 hopes to 
support the work by other researchers and demonstrates that these techniques can be applied 
to the study of protein-DNA interactions.  
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7.2 Outlook 
7.2.1 Temperature mapping using TR-FAIM 
The rotational diffusion of a fluorophore depends on the temperature of the solvent. While 
steady-state anisotropy imaging has already been used for temperature mapping of 
nanostructures (127), it has not yet been applied to microfluidic systems. Moreover, TR-FAIM 
could, in principle, be used to remove background signals in a similar way to the approach 
adopted in Chapter 3 of this thesis.  This could provide background free temperature mapping 
using almost any fluorescent molecule. 
 
7.2.2 Improvements to the kinetics analysis of UDG-DNA using a Y-mixer 
Whilst the main aims of this project were achieved, there are several improvements that could 
be made to the Y-mixer analysis of UDG-DNA presented in Chapter 6. Monitoring of the UDG 
diffusion across the channel would provide addition information for comparison with 
simulations. This could be achieved by either fluorescent labelling of the enzyme (without 
interfering with the activity) or by monitoring the intrinsic fluorescence from the tryptophan 
and tyrosine residues using the 2c2p system. Moreover, the conformational change to UDG 
autofluorescence could be used to report on the base flipping step of the reaction (41).  
 
Montoring of the HEX and 2-AP fluorescence using the 2c2p FLIM microscope was conducted 
sequentially by changing the filters in front of the PMT. Using an additional dichroic filter and 
PMT, these signals could be measured simultaneously. This might account for any differences in 
the two data sets caused by flow instabilities. Furthermore, adding polarising filters to the PMT 
would allow anisotropy measurements of both the DNA and UDG.  
 
The CFD simulations of the UDG-DNA reaction made the assumption that the individual steps 
were irreversible. Further investigations would benefit from additional terms that include the 
backwards rates. To compensate for the increased computation load, a selective mesh 
refinement technique could be employed that increases the mesh resolution only in areas that 
have a high concentration gradient and decreases it in areas that do not. The symmetry of the 
device could also be taken advantage of by cutting the mesh down the centre and only 
processing one half. 
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7.2.3 Protein folding studies 
The biological application studied in this project was a protein-DNA interaction. The 
hydrodynamic focusing mixer is ideally suited to protein folding studies which also occur on the 
submillisecond time-scale. Mixing times would be drastically reduced as protons, which are 
typically used to unfold the native protein, diffuse very rapidly. Furthermore, the unfolding 
could be monitored with the 2c2p FLIM microscope without any additional fluorescent 
labelling, much closer to the natural biological state. 
 
7.2.4 Applications of 2c2p FLIM 
In Chapter 6 it was demonstrated that the 2c2p FLIM microscope can be used to excite 
autofluorescence in unstained tissue samples. Imaging with high SNR in deep tissue samples is 
essential for diagnostics of skin diseases such as cancer. Multiphoton excitation has the 
advantage of deep tissue penetration as IR light scatters much less than visible light. As 2c2p 
excitation requires relatively small amounts of visible light to reach the sample plane, the 
system has the potential to acquire images at depths that are not currently accessible (237).  
 
More broadly, the system has great potential for cell biology applications. The advantages being 
that no labelling is required and the low power levels of visible light means less photodamage to 
cells.  
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Fluorescence lifetime imaging (FLIM) is used to quantitatively map the concentration of a small molecule in
three dimensions in a microfluidic mixing device. The resulting experimental data are compared with com-
putational fluid-dynamics (CFD) simulations. A line-scanning semiconfocal FLIM microscope allows the full
mixing profile to be imaged in a single scan with submicrometer resolution over an arbitrary channel length
from the point of confluence. Following experimental and CFD optimization, mixing times down to
1.3±0.4 ms were achieved with the single-layer microfluidic device. © 2008 Optical Society of America
OCIS codes: 170.6920, 180.2520.Microfluidic systems are attractive for studying reac-
tion kinetics in fluids because of the potential to re-
duce reagent volumes, time and cost of fabrication,
and mixing speeds [1]. To allow accurate measure
ment of rate constants using a microfluidic mixer, it
is important to obtain a comprehensive understand-
ing of the fluid dynamics within the system. It is
standard practice to simulate a mixing device design
using computational fluid dynamics (CFD) to opti-
mize the microfluidic device and also assist in the in-
terpretation of kinetic data [2]. However, it is nor-
mally extremely challenging to validate the CFD
simulations. Herein we present a method for directly
visualizing fluid dynamics in a microfluidic mixer us-
ing optically sectioned fluorescence-lifetime imaging
(FLIM) and compare these experimentally obtained
results with three-dimensional (3-D) CFD simula-
tions. Previously, steady-state fluorescence has been
employed to monitor the mixing of fluids within hy-
drodynamic focusing devices. These reports have in-
cluded the use of Förster resonance energy transfer
[3], two-photon absorption [4,5], and confocal fluores-
cence imaging [6]. Although such methods have
Fig. 1. (Color online) (a) Schematic of channel layout and
result of the mixing junction, where the scale bar represen
channel edges are outlined with dashed white lines, the ce
tively, and the image has been sliced in the y–z plane down the
0146-9592/08/161887-3/$15.00 ©proven to be successful, intensity imaging is prone to
artefacts associated with fluorophore concentration,
nonuniform illumination, detection efficiencies, the
inner-filter effect, and optical scattering. FLIM has
already been shown to provide a robust means of im-
aging mixing in microfluidic environments [4,7].
Here we demonstrate a novel scheme to provide 3-D
chemical concentration mapping over an extended
cm field of view. This involves a single automated
data-acquisition step that images the (calibrated)
change in lifetime due to the presence of a molecular
quenching agent [8]. We compare the experimental
data to the CFD simulations to validate our tech-
nique.
A schematic of the microfluidic mixer device stud-
ied here is shown in Fig. 1(a) and was made using
soft lithographic techniques [9] that produced chan-
nels of 50 m depth and 67 m width ±3 m. Sub-
sequently the surfaces of the glass and polydimethyl-
siloxane (PDMS) components were treated in an
oxygen plasma for 20 s and left for 24 h to bond. Flu-
ids were delivered from two separate syringe pumps
et) CFD mesh of mixing junction. (b) 3-D CFD simulation
e concentration of NaI within the fluorescein stream. The
l and side channel flow rates are 1 and 6 L/min respec-(ins
ts th
ntracenter of the channel to facilitate inspection of the mixing.
2008 Optical Society of America
1888 OPTICS LETTERS / Vol. 33, No. 16 / August 15, 2008with 1 mL syringes to provide independent flow rates
in the central and side channels. Typical flow rates in
the inlet channels were between 0.1 and 6.0 L/min.
3-D CFD simulations of the mixer were performed
using the finite-volume-based commercial code, CFX
11 (ANSYS, Canonsburg, Pa.). The flow domain, de-
picted on the right in Fig. 1(a), with dimensions cor-
responding to that used in the experiment was dis-
cretized using an unstructured mesh formed of
tetrahedral elements and prismatic elements near
the walls. No slip boundary conditions, u=0 (where u
is the 3-D velocity vector), were used at the domain
walls, and Dirichlet boundary conditions for fixed
normal velocity along with experimental concentra-
tions of sodium iodide (NaI) and fluorescein were set
at the inlets. At the central inlet, fluorescein had a
concentration of 500 M (with no NaI), and at the
side inlets the concentration of NaI was 625 mM
(with no fluorescein). A mixed Dirichlet–Neumann
boundary condition (zero static pressure and zero
normal gradient of velocity and concentration) was
assigned at the outlet. The diffusivities of NaI in wa-
ter DNaI-Wat=210−9 m2 s−1 and fluorescein in wa-
ter DFl-Wat=610−10 m2 s−1 obtained from the clas-
sical Stokes–Einstein equation for dilute liquid
solutions [10] are used in the convection–diffusion
equations of the individual components to solve for
the simultaneous diffusion processes taking place in
the mixer. A study of mesh resolution determined
that a maximum cell length of 2.5 m with an in-
flated boundary, comprising 10 prismatic layers of
5 m thickness, produced consistent results, with
higher-resolution meshes providing no change in the
outcome but requiring more computation. This corre-
sponds to a total of 758,553 volume elements for
which the typical computation time was 30 min on a
dual-core Intel processor.
The microfluidic mixing process was also studied
experimentally using a home-built line-scanning,
semiconfocal, hyperspectral FLIM microscope previ-
ously reported in [11]. Briefly, the microfluidic
channel is illuminated across its width by a line
originating from a frequency-doubled Ti:sapphire
femtosecond laser (Mai Tai, Spectra-Physics, Moun-
tain View, Calif.) tuned to 460 nm and directed to the
sample through an inverted epifluorescence micro-
scope (IX71, Olympus, Tokyo, Japan) with a 60X, 0.8
NA air objective. The resulting line of fluorescence is
relayed through a spectrograph (Specim Imspector
V8E, Oulo, Finland), a gated optical intensifier (HRI,
Kentech Instruments, Wallingford, UK), and finally
an EMCCD camera (iXon DV887, Andor, Belfast,
UK). Using a stage scanner and z stepper (SCAN IM,
Märzhäuser, Wetzlar-Steindorf, Germany), the line is
then scanned down the length of the channel at vari-
ous depths. The result is a five-dimensional data
stack (x, y, z, ,  from the microfluidic channel. For
this study we did not require the spectral resolution
and so integrated over the spectral emission profile to
obtain fluorescence lifetime images. Any scattered ex-
citation light was eliminated by a 515 nm long-pass
filter. A typical acquisition used 90 steps in the y di-
rection and 10 steps in the z direction, sampling thefluorescence decay profiles with seven time gates of
1 ns width, each with a 0.1 s integration time. The
total acquisition time was ~10 min, which is suitable
for imaging laminar flow mixers but is too slow to im-
age turbulent mixing. Fluorescence lifetimes were
analyzed using a single exponential decay model us-
ing custom-written software (LabVIEW, National In-
struments, Austin, Tex.).
To characterize the mixing time of the device,
500 M fluorescein and 625 mM NaI solutions (both
in a 500 mM Tris buffer at pH 8.3) were introduced in
the central and side channels, respectively, so that
the quenching of the fluorescein by iodide ions could
be used to report on the mixing of the two fluids. The
fluorescence lifetime can report quenching ion con-
centration [8] and facilitate imaging of the mixing
process. The fluorescence lifetime is related to the
concentration of quencher Q by the Stern–Volmer
equation, 0 /=1+kq0 Q, where 0 and  are the
fluorescence lifetimes in the absence and presence of
the quencher and kq is the bimolecular quenching
rate coefficient [12]. By measuring  at various Q
values, a linear plot of 0 / against Q was extracted
and a value of 2.7109 M−1 s−1 was obtained for kq.
This value was then used to calculate the concentra-
tion of quencher from the lifetime value.
Figure 1(a) shows a schematic of the channel lay-
out and the corresponding CFD mesh. The inlet
channel has a nozzle at the mixing junction to aid the
focusing [6]. Figure 1(b) shows the results of the CFD
simulation in which the concentration of NaI in the
fluorescein stream at a given finite volume is dis-
played using a color scale. Properties of the fluids
were chosen to match those of iodide ions diffusing
across a focused fluorescein stream. Such simulations
can be invaluable for analyzing and optimizing the
performance of such a microfluidic mixing device but
are not straightforward to verify the accuracy of such
CFD simulations. Figure 2(a) illustrates how a 3-D
map of mixing in the microfluidic device can be ac-
quired experimentally using FLIM. This image was
rendered using Volocity (Improvision, Coventry, UK)
from a stack of optically sectioned concentration
maps calculated from the FLIM maps recorded at
each z position (using the Stern–Volmer equation). It
should be noted that half the image of the focused
fluorescein stream is removed in postprocessing to re-
veal the mixing within. This image is in reasonable
agreement with the CFD simulation in Fig. 1(b). We
note that the length of the channels in the simulation
was truncated to reduce computational load. For a
more quantitative analysis, Fig. 2(b) shows the con-
centration of the second quenching fluid at the center
of the channel from the experimental and simulation
data, both plotted as a function of distance along the
y axis. The differences between the curves are likely
to arise from such experimental factors as pressure
losses and fabrication defects that the simulation did
not take into account.
As noted, fluorescence intensity imaging of fluoro-
phore quenching has been used to assess mixing in a
microfluidic mixer [5]; however, such an approach re-
quires two separate measurements (with and with-
August 15, 2008 / Vol. 33, No. 16 / OPTICS LETTERS 1889out the quenching agent), which could introduce er-
rors resulting from changes in the experimental
conditions between measurements or from the pro-
cessing required to normalize intensities, etc. In con-
trast, the FLIM approach used herein requires only
one measurement after calibration. Moreover, the
fluorescence lifetime is independent of the excitation/
detection efficiency or the fluorescein concentration
and is only effected by the concentration of the
quencher. A particular advantage of the line-
scanning microscope is that the complete mixing pro-
cess can be imaged down an arbitrary channel length
in one acquisition and with high spatial resolution.
This is important for continuous-flow experiments, in
which each y position along the channel corresponds
to a time point during the course of a reaction or mix-
ing process.
Figure 3 compares results from FLIM experiments
and CFD simulations to study how the mixing time of
the device varies as a function of flow rate. The mix-
ing time is defined as the time the concentration
passes from 10% to 90% of the equilibrium concentra-
tion and can be calculated from the mixing profile in
the y direction along the center of the channel to-
gether with the flow rate and channel dimensions.
Figure 3(a) shows how the mixing time depends on
the ratio of the side to central channel flow rates .
Changing  changes the width of the focused stream
and hence the volume through which the quenching
ions have to diffuse to complete mixing [6]. Figure
3(a) indicates that  should be maintained between
8 and 12 to ensure rapid mixing. The increase of
the mixing time at high  values is due to the low
flow rates of the central channel. Values of  above 17
are not achievable in the current system, because at
Fig. 2. (Color online) (a) 3-D concentration map of the mix
6 L/min, respectively. (b) Profiles of Q calculated from th
lation as a function of position in the y direction. The exper
dashed curve.
Fig. 3. (a) Mixing times from experimental and simulated
data as a function of (a)  (side flow rate/central flow rate)
for a fixed total flow rate of 7 L/min and (b) total flow rate
for a fixed  of 6.this point the side stream begins to flow up the cen-
tral channel and focusing is lost. Figure 3(b) shows
how the mixing time varies as the total flow rate is
changed while keeping  constant. It can be seen that
increasing the total flow rate beyond 7 L/min
does not significantly decrease the mixing time.
These figures indicate how well the CFD models the
actual mixing process and reproduces the variation of
mixing time with flow rates. We note that it is often
important to optimize flow rates while achieving
rapid mixing in order to minimize the use of poten-
tially valuable reagents. For the device studied here,
the optimum mixing time was found to be 1.3±0.4 ms
when  was 8.25, and the total flow rate was
7 l /min with the two data sets in reasonable agree-
ment.
We have shown that the use of a line-scanning op-
tically sectioning FLIM microscope is a powerful tool
to image 3-D fluid dynamics in microfluidic devices.
It possesses the ability to preserve high spatial reso-
lution along arbitrary channel lengths during a
single image acquisition. This approach is useful to
validate and provide a confidence level in CFD simu-
lations to analyze the performance and optimization
of such devices.
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We present a high throughput microfluidic device for
continuous-flow polymerase chain reaction (PCR) in
water-in-oil droplets of nanoliter volumes. The circular
design of this device allows droplets to pass through
alternating temperature zones and complete 34 cycles of
PCR in only 17 min, avoiding temperature cycling of the
entire device. The temperatures for the applied two-
temperature PCR protocol can be adjusted according to
requirements of template and primers. These tempera-
tures were determined with fluorescence lifetime imaging
(FLIM) inside the droplets, exploiting the temperature-
dependent fluorescence lifetime of rhodamine B. The
successful amplification of an 85 base-pair long template
from four different start concentrations was demonstrated.
Analysis of the product by gel-electrophoresis, sequenc-
ing, and real-time PCR showed that the amplification is
specific and the amplification factors of up to 5 × 106-
fold are comparable to amplification factors obtained
in a benchtop PCRmachine. The high efficiency allows
amplification from a single molecule of DNA per
droplet. This device holds promise for convenient
integration with other microfluidic devices and adds a
critical missing component to the laboratory-on-a-chip
toolkit.
The polymerase chain reaction (PCR) is one of themost important
tools in modern biology, with applications ranging from forensics to
diagnostics, cloning and sequencing.1 Normally carried out in
laboratory-scale PCR cyclers, it is possible to miniaturize this process
in microfluidic devices,2,3 reducing the cost of fabrication and
consumption of biological sample, but also time of DNA amplification.
Moreover, chip-based microfluidic systems are amenable to integra-
tion with other DNA processing and analysis steps in micro-Total
Analysis Systems (µ-TASs).4-6 In continuous-flow PCR, the reaction
mixture passes through zones of alternating temperature correspond-
ing to denaturation, annealing, and extension. This format avoids
temperature cycling of the entire device and leads to more rapid heat
transfer and faster throughput than batch PCR microfluidic cham-
bers.7 However, interactions of channel walls with polymerases and
templateDNAsomewhatlimitthebiocompatibilityofsuchsystems.2,4,8,9
Furthermore, “-omics” applications, in which large numbers of
distinct individual experiments are scrutinized, are hampered by
potential cross-contamination as a result of deposition of DNA or
proteins on channel walls.6 These problems can be avoided by in
vitro compartmentalization of reactions in microdroplets (typically
femto- to nanoliter volume) surrounded by oil serving as discrete
reactors for chemical and biological reactions.10-12 Such reactors
allow separate handling of members of large combinatorial libraries
in microfluidic devices. Droplets can be formed,13-15 divided,16,17
fused,18-20 incubated, 21-23 and sorted 17,18,24 potentially creating an
integrated system for biological experimentation with a level of
control akin to experiments on the macroscopic scale. Compartmen-
talization of experiments can also improve on those carried out in
the usual fashion. For example, performing PCR in emulsions has
been shown to avoid preferential amplification of short sequences
and of artifactual fragments generated by recombination between
homologous regions of DNA, thus resolving two problems hindering
the amplification of complex mixtures of genes by PCR in solution.25
* To whom correspondence should be addressed. E-mail: fh111@
cam.ac.uk. Phone: +44 1223 766 048. Fax: +44 1223 766 002.
† Department of Biochemistry, University of Cambridge.
‡ Department of Chemistry, University of Cambridge.
§ Current address: School of Pharmacy and Chemistry, Liverpool John Moores
University, Liverpool, U.K.
⊥ Chemical Biology Centre, Imperial College London.
# Department of Physics, Imperial College London.
3 Department of Chemistry, Imperial College London.
(1) Mullis, K.; Faloona, F.; Scharf, S.; Saiki, R.; Horn, G.; Erlich, H. Cold Spring
Harbor Symp. Quant. Biol. 1986, 51, 263–273.
(2) Zhang, C.; Xu, J.; Ma, W.; Zheng, W. Biotechnol. Adv. 2006, 24, 243–284.
(3) deMello, A. J. Nature 2003, 422, 28–29.
(4) Auroux, P.-A.; Koc, Y.; deMello, A.; Manz, A.; Day, P. J. R. Lab Chip 2004,
4, 534–546.
(5) Chen, L.; Manz, A.; Day, P. J. R. Lab Chip 2007, 7, 1413–1423.
(6) Zhang, C.; Xing, D. Nucleic Acids Res. 2007, 35, 4223–4237.
(7) Kopp, M. U.; J.deMello, A. J.; Manz, A. Science 1998, 280, 1046–1048.
(8) Krishnan, M.; Burke, D. T.; Burns, M. A. Anal. Chem. 2004, 76, 6588–
6593.
(9) deMello, A. J. Lab Chip 2001, 1, 24N–29N.
(10) Griffiths, A. D.; Tawfik, D. S. Trends Biotechnol. 2006, 24, 395–402.
(11) Taly, V.; Kelly, B. T.; Griffiths, A. D. ChemBioChem 2007, 8, 263–272.
(12) Kelly, B. T.; Baret, J.-C.; Taly, V.; Griffiths, A. D. Chem. Commun. 2007,
1773, 1788.
(13) Anna, S. L.; Bontoux, N.; Stone, H. A. Appl. Phys. Lett. 2003, 82, 364–366.
(14) Tan, Y.-C.; Cristini, V.; Lee, A. P. Sens. Actuators, B Chem. 2006, 114, 350–
356.
(15) Thorsen, T.; Roberts, R. W.; Arnold, F. H.; Quake, S. R. Phys. Rev. Lett.
2001, 86, 4163–4166.
(16) Link, D. R.; Anna, S. L.; Weitz, D. A.; Stone, H. A. Phys. Rev. Lett. 2004,
92, 054503.
(17) Link, D. R.; Grasland-Mongrain, E.; Duri, A.; Sarrazin, F.; Cheng, Z.;
Cristobal, G.; Marquez, M.; Weitz, D. A. Angew. Chem. 2006, 118, 2618–
2622.
(18) Ahn, K.; Kerbage, C.; Hunt, T. P.; Westervelt, R. M.; Link, D. R.; Weitz,
D. A. Appl. Phys. Lett. 2006, 88, 024104.
(19) Fidalgo, L. M.; Abell, C.; Huck, W. T. S. Lab Chip 2007, 7, 984–986.
Anal. Chem. 2009, 81, 302–306
10.1021/ac802038c CCC: $40.75  2009 American Chemical Society302 Analytical Chemistry, Vol. 81, No. 1, January 1, 2009
Published on Web 12/04/2008
In contrast to emulsion formation in bulk,26,27 the well-defined size
of droplets formed in microfluidics allows quantitative assays.21,23,28-31
Integration of such an assay platform with DNA amplification and in
vitro expression 21,22 would allow the analysis of genomic libraries,
cDNA libraries, and man-made DNA libraries. In addition assays for
medical diagnostics and microbial detection involving DNA amplifica-
tion can be carried out in this manner, with the compartmentalization
of the DNA amplification giving rise to a digital readout that can be
interpreted by statistical analysis.32-34
To achieve the high-throughput necessary for all these potential
applications, continuous processing of droplet reactors is crucial, but
the current set-ups for PCR in microfluidic microdroplets have
involvedthermalcyclingoftheentiredevice,thuslimitingthroughput.33,34
PCR in moving microliter droplets has been described,35,36 but the
use of such large droplets reduces throughput and is not simply
integrated with current microfluidic devices.10-12 PCR has also been
performed in droplets containing paramagnetic particles that can be
moved by magnetic forces, but the throughput of these methods is
again limited.37,38
In this paper we describe a microfluidic device for continuous-
flow PCR in microfluidic water-in-oil nanoliter droplets. The droplets
flow through alternating temperature zones in a radial pattern for
denaturation of the DNA and annealing of the primer/extension of
the template. Temperature measurements inside the droplets con-
firmed that the applied settings are adequate for PCR. Highly efficient
amplification was achieved even at low template concentrations where
most of the droplets either contain no or only one template.
EXPERIMENTAL SECTION
Device Design and Material. Devices with 75 µm deep and
200-500 µm wide channels were used (Figure 1). These were
fabricated by Epigem Ltd. from films of SU-8. The SU-8 substrate
was photocross-linked and non cross-linked areas removed by
chemical developers. The SU-8 substrate was embedded in a PMMA
support matrix to provide structural strength. The resulting channel
network was closed using a thermal bonding protocol developed by
Epigem Ltd. and linked to the tubing by a ferrule-based interface
clamp. The heater consisted of a 1.2 cm wide copper rod with a 100
W cartridge heater (RS components) thermostatically controlled via
a J type thermocouple. External adjustment of thermal gradient was
via an annular Peltier module 15 W (Melcor). The heater was
supported on an aluminum heat sink that was itself cooled by four
thermoelectric heat pumpsmounted with fan-cooled heat exchangers
(Maplin). The contact between the device and the heater was ensured
by a thin film of heat sink compound (RS components).
Device Operation. The solutions were in glass syringes (500
and 1000 µL Hamilton Gastight syringes), and the flow was driven
using Harvard Apparatus 2000 syringe infusion pumps. Typical total
flow rates were around 160 µL/h; the choice of the ratio between
the aqueous and the oil flow rates was guided by the desired droplet
size. Pictures andmovies were recorded with a PhantomV72 camera.
Image analysis to determine the size and frequency of the droplets
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Figure 1. Design of the radial PCR device. The device contains an oil
inlet (A) that joins two aqueous inlet channels (B1 and B2) to form
droplets at a T-junction (C). The droplets pass through the inner circles
(500 µm wide channels) in the hot zone (D) to ensure initial denaturation
of the template and travel on to the periphery in 200 µm wide channels
were primer annealing and template extension occur (E). The droplets
then flow back to the center, where the DNA is denatured and a new
cycle begins. Finally, the droplets exit the device after 34 cycles (F). All
channels are 75 µm deep. The positions of the underlying copper rod
(Ø: 1.2 cm) and the Peltier module (inner Ø: 2.7 cm, outer Ø: 5.5 cm)
are indicated with orange and blue areas, respectively. Devices are made
of SU-8 embedded in PMMA.
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was performed with software written with LabView 8.2.21 The
volumes of the droplets were calculated from the equation V) 4/3πr3
for the volume of a sphere. This was only done for droplets with
a diameter smaller than the channel depth (75 µm). Residence
times of the droplets per cycle and in the entire device were
measured by following droplets by eye and stopping the time.
Two aqueous phases were injected: one containing the poly-
merase, buffer, and bovine serum albumin (BSA), the other contain-
ing the DNA template, primers, deoxynucleotides (dNTPs), MgCl2,
buffer, and BSA.
PCR Reagents. The final PCR mixture contained 0.1 U/µL
BioTaqDNA polymerase (BioLine), BioTaq PCRNH4-based reaction
buffer, 2 mMMgCl2 (BioLine), 0.25 mM dNTPs each (BioLine),
100 µg/mL BSA (New England Biolabs), 2 µM primers (5′-
ACTCACCUCACCCCAGAGCG-3′,5′-ATTTGTTUACCAAGGGT-
GCGGAGG-3′) (Operon) amplifying a 85 bp sequence of the
tyrocidine synthetase 1 gene (P09095) and specified amounts of
template. The carrier fluid was 3% (w/w) ABIL EM90 (Gold-
schmidt GmbH) in light mineral oil (Sigma). All solutions were
filtered (0.2 µm) before use.
Product Analysis. Droplets were collected in a tube until 25
µL of the aqueous phase was collected. The emulsions were
centrifuged for 5 min at 13,000 g and the upper oil phase was
removed. The remaining oil was extracted twice by addition of water-
saturated diethyl ether (1 mL), vortexing the tube, and disposing of
the upper, organic phase. Residual diethyl ether was removed by
centrifuging under vacuum for 5 min at 25 °C.
The amplification factors were determined by RT-PCR on a Rotor-
Gene 6000 (Corbett) using SYBR Green I (Quantace) as detection
dye. DNA amounts were determined relative to a standard ladder.
The amplification factor was calculated by comparing the amount of
DNA in the collected aqueous phase relative to the measured input
value. SensiMix NoRef Kit (Quantace) was used according to the
manufacturer’s instructions. The total reaction volume was 25 µL and
included 2 µL of sample. The same primers as for the amplification
on chip were used at a concentration of 200 nM. The thermal cycling
conditions were 95 °C for 10 min followed by 40 cycles of 15 s at 60
°C, 20 s at 72 °C, and 10 s at 95 °C. Measurements were performed
in triplicates for each sample. The real-time trace, standard ladder
and gel can be found in the Figure S5, Supporting Information.
Sequencing. The 85 bp long product of the PCR performed in
microfluidic microdroplets and in a benchtop PCR machine was
cloned into a pCR4-TOPO vector with a TOPO TA cloning kit for
sequencing (Invitrogen) according to themanufacturer’s instructions.
Ten clones of each cloning reaction were picked, grown as an
overnight culture, and the plasmids were isolated with a miniprep
kit (Sigma). The plasmids were sequenced (Applied Biosystems
3730xl DNA Analyzer, DNA sequencing facility, Department of
Biochemistry, University of Cambridge, U.K.) with the M13 reverse
primer.
FLIM. A 500 µM solution of Rhodamine B in 50 mM Tris/HCl,
pH 6.8 was used to form aqueous droplets in mineral oil containing
3% (w/w) ABIL EM90. The fluorescence lifetime was measured with
a confocal microscope (Leica SP5) using supercontinuum laser
generation as the excitation source39 and time-correlated single
photon counting detection40 over a time of 3 min. The temperatures
were obtained from the fluorescence decay time via a calibration
curve (Figure S3, Supporting Information).
RESULTS AND DISCUSSION
Figure 1 shows the device design for single-copy continuous-flow
PCR in water-in-oil droplets (tunable Ø of 40-150 µm). The device
is made of SU-8 embedded in a poly(methyl methacrylate) (PMMA)
support matrix. Droplets are formed at a T-junction15 and run through
zones of varying temperatures. Our radial design features a central
hot zone (brought about by a heated copper rod; Ø: 1.2 cm) for initial
template denaturation in the three central circular channels. Heating
from the center establishes a natural temperature gradient across
the device. The increasingly lower temperatures experienced as the
droplet travels to the periphery of the device allow annealing of the
primers to the denatured DNA and their extension by the DNA
polymerase. Seven loops increase the residence time of the droplets
in the annealing/extension temperature zone in a two-temperature
PCR protocol.41 The droplets are then led back to the center, to
initiate a new cycle (Movie S1, Supporting Information). By exploiting
the natural temperature gradient across the device there is no need
to thermally isolate different temperature zones to produce an annular
continuous temperature distribution.42 The gradient can be externally
adjusted via an annular Peltier module that can be heated or cooled
according to requirements of the template and primers. The droplets
were stabilized by the addition of 3% ABIL EM90 surfactant to the
mineral oil,21,43 so that they remained intact even at high tempera-
tures (Movies S2, Supporting Information). A previously reported
formulation (4.5% Span 80, 0.4% Tween 80 and 0.05% Triton X-100 in
mineral oil)44 was also tested, but droplets coalesced at high
temperatures. The devices were not susceptible to failure when
heated and run for several days.
Precise temperature control is important for successful DNA
amplification by PCR. To this end fluorescence lifetime imaging
(FLIM) was used to measure the temperature inside the droplets,
exploiting the temperature-dependent fluorescence lifetime of
rhodamine B.45 FLIM can provide robust quantitative temperature
mapping with high spatial resolution by extracting fluidic tempera-
tures from the fluorescence decay time via a single calibration curve
(Figure S3, Supporting Information). Unlike measurements of time-
integrated fluorescence intensity FLIM is independent of experi-
mental parameters such as dye concentration and excitation or
detection efficiency. Rhodamine B was incorporated in the aqueous
droplets (but not in the oil phase) to monitor the temperature inside
moving droplets. FLIMwas undertaken using a confocal microscope
(Leica SP5) with supercontinuum laser generation as the excitation
source39 and time-correlated single photon counting detection.40
Figure 2 illustrates representative FLIM data in the denaturation zone
located in the device center (Figure 2a) and in the annealing/
(39) Dunsby, C.; Lanigan, P. M. P.; McGinty, J.; Elson, D. S.; Requejo-Isidro, J.;
Munro, I.; Galletly, N.; McCann, F.; Treanor, B.; Onfelt, B.; Davis, D. M.;
Neil, M. A. A.; French, P. M. W. J. Phys. D: Appl. Phys. 2004, 37, 3296–
3303.
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Springer: Berlin, 2005.
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931–940.
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Natl. Acad. Sci. U.S.A. 2005, 102, 16368–16373.
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(45) Benninger, R. K. P.; Koc¸, Y.; Hofmann, O.; Requejo-Isidro, J.; Neil, M. A. A.;
French, P. M. W.; deMello, A. J. Anal. Chem. 2006, 78, 2272–2278.
304 Analytical Chemistry, Vol. 81, No. 1, January 1, 2009
extension zone at the periphery (Figure 2b). The device design allows
for adjustment of these temperatures to match specific requirements
of the template and primers by heating the copper rod and cooling
or heating of the Peltier module. The transition from the high
temperature to the lower temperature for annealing/extension is fast
as a temperature profile of the device shows (Figure S4, Supporting
Information).
An 85 bp sequence, a typical amplicon length for quantitative PCR,
was amplified and analyzed by gel electrophoresis. Figure 3a shows
one clear band per lane providing evidence that the PCR produced
only the desired product.
The amplification factor (i.e., the product yield with respect to
the starting concentration) was determined by real-time (RT) PCR.
Figure 3b describes the relationship between the template concentra-
tion (ranging between 0 and 46 pM) and the amplification factor.
The amplification factor increased with decreasing template concen-
tration up to 5 × 106, and a product concentration of 63-167 nM
was reached in droplets. This is 3 orders of magnitude lower than
the theoretical maximal amplification factor of 1.7 × 1010 () 234)
for exponential amplification over 34 cycles. In practice, however,
amplification yields are lower as the amplification is not expo-
nential until the end of the PCR, but reaches a plateau at a
relatively constant level of product that is largely independent of
the starting concentration. A number of experimental factors have
been discussed to contribute to the attenuation in the exponential
amplification, including product inhibition and template rehybridiza-
tion.9,46 For comparison amplification factors achieved in solution
in an Eppendorf thermocycler, were only 9-52 fold higher than the
amplification achieved in microfluidic droplets (Figure 3b).
The integrity of the product was also verified by sequencing. The
product of the PCR performed in microfluidic microdroplets and in
a benchtop PCRmachine was cloned into a pCR4-TOPO vector with
a TOPO TA cloning kit for sequencing. Ten clones of each cloning
reaction were picked, grown as an overnight culture, and the
plasmids were isolated and sequenced. Nine clones originated from
microfluidic microdroplets amplification products were identical with
the template, one clone contained a single point mutation (adenine
to guanine). For the amplification products from the benchtop PCR
(46) Kainz, P. Biochim. Biophys. Acta 2000, 1494, 23–27.
Figure 2. Fluorescence lifetime data from droplets containing 500 µM
rhodamine B and flowing in the channels at total volumetric flow rate of
120 µL/h. (a) Temperatures of droplets determined from FLIM data (using
the calibration curve in Figure S3, Supporting Information) in the
denaturation zone (device center) as a function of the heating copper
rod temperature. The Peltier module was turned off. Inset: false-color-
scale map of the mean fluorescence-decay time measured at 94 °C (304
ps). (b) Temperatures of droplets determined from FLIM data in the
annealing and extension zone (device periphery) as a function of the
voltage for the cooling of the Peltier module. The copper rod was set to
134 °C. Inset: false-color-scale map of the mean fluorescence-decay
time measured at 49 °C (853 ps). Error bars were calculated from the
standard deviation of the fluorescence lifetime. The straight lines
represent linear fits.
Figure 3. Analysis of PCR products. (a) Gel electrophoresis of the
PCR products obtained by continuous-flow PCR in microdroplets. The
85 bp sequence was amplified in droplets of an average diameter of 63
µm and with a calculated volume of 131 pL. A total volumetric flow rate
of 160 µL/h was used resulting in 17 min residence time of the droplets
in the device. The copper rod was set to 134 °C, and the Peltier module
was cooled with 1 V. 104-105droplets were collected at the device outlet,
broken up, and 15 µL of the aqueous phase were run on an ethidium
bromide stained 3% agarose gel. Marker: Hyperladder V (Bioline). (b)
Amplification factors were determined by RT-PCR and plotted against
the starting concentration of DNA template. The corresponding average
number of starting templates per droplet were 0, 0.3, 34, and 3600. The
data obtained in microfluidic microdroplets (9) were compared to
amplification factors achieved in solution in a commercial thermocycler
(b) under identical conditions with a cycling time of 67 min (2 min at 94
°C, followed by 34 cycles of 15 s at 94 °C and 30 s at 55 °C). The
aqueous phases recovered as described above, were diluted 1000-fold,
and the amount of the 85 bp DNA amplicon was determined by RT-
PCR (Figure S5, Supporting Information).
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machine were also nine clones error-free and one clone contained a
one-base (guanine) insertion. This indicates that the error rate of
the Taq polymerase was not increased in microfluidic microdroplets
compared to PCR carried out in solution in a benchtop machine. A
representative sequencing result is shown in Figure S6, Supporting
Information.
The observation that very high amplification could be achieved
suggests that the polymerase remains active during its transit
through the device. In contrast to microfluidics without compart-
mentalization, where adsorption of the polymerase onto the device
walls 2,4,8,9 and chemical inhibition of the PCR by the devicematerial47
are frequently encountered problems, the PCR ingredients are in
direct contact with the device material only for a very short period
prior to droplet formation.
Dilution of DNA template relative to the droplet number showed
that we were able to amplify DNA in droplets containing a single-
copy template: 4.4 fM template concentration corresponds to 0.3
templates per 131 pL droplet, resulting in 74.1% empty droplets, 22.2%
droplets containing one template, and 3.3% droplets containing two
templates according to a Poisson distribution. It has previously been
shown, that DNA inmicrofluidic droplets is Poisson distributed.21,33,34
The proportionate increase of the amplification factor dependent on
the starting concentration (Figure 3b) also suggests that single copies
are amplified as efficiently as if several copies were in a droplet.
The ability to amplify DNA in “monoclonal” droplets is a pivotal
result paving the way for a variety of possible future applications.
These include, for example, digital PCR,32-34,48 once combined with
an online detection system.49 Digital PCR transforms exponential
analog data from conventional PCR to more reliable linear digital
signals that show whether or not amplification has occurred and
hence whether or not the template was present. By using the Poisson
distribution this allows the detection and quantification of very low
concentrations of a sequence in a complex DNA mixture such as
encountered in medical diagnostics and microbial detection. It also
allows for manymore applications such as identification of predefined
mutations32 or cells carrying a particular gene.48 In digital PCR the
limit of detection is defined by the number of compartments,32 so
continuous systems will provide better data than batch methods with
lower throughput.
Preliminary experiments suggest that our system could also be
used to amplify templates long enough to code for small proteins,
although further optimization might be necessary to achieve more
efficient amplification of long templates (Figure S7, Supporting
Information). Currently the 505 bp fragment amplification is about
20-fold less efficient than the amplification of an 85 bp fragment at
the starting concentration tested (1 nM). The ability to adjust
temperatures in droplets via the copper rod and the Peltier module,
as well as the possibility to measure them inside the droplets by
FLIM, will enable optimization of the temperature profile by decreas-
ing the formation of potential side products (e.g., primer dimer) and
improving the current amplification factor for longer templates. In
addition the residence times of the droplets in the different temper-
atures zones can also be straightforwardly adjusted by changing the
flow rates and/or the path length in the different zones.
Amplification of sequences coding for proteins would eventually
be useful for application of a PCR device in directed evolution
experiments in microdroplets10 where a library of different DNA
templates is expressed in vitro and screened for a desired activity.
PCR in droplets will make this process more efficient, as template
amplification results in increased protein expression leading to
increased sensitivity of detection and ultimately to higher recovery
and enrichment rates.
Our device was typically operated at a total volumetric flow rate
of 160 µL/h, resulting in a droplet formation frequency of 15 Hz and
a residence time of 29 s per PCR cycle. The high throughput of 106
droplets per day achieved in this continuous-flow PCR can be
interfaced directly with incubation, sorting, and analysis. By
comparison thermal cycling of stationary droplets on the device 33,34
or collecting microfluidic droplets and subjecting them to thermal
cycling in a benchtop PCR machine50 only allows sampling of a
smaller number of droplets, and integration with downstream
microfluidic elements is far from convenient.
CONCLUSION
Single-copy PCR in droplets as the biomimetic equivalent of
archetypal protocells provides a route for DNA amplification as basic
evolutionary units that combine genotype and phenotype. The ability
to integrate a PCR module adds a critical missing component to the
laboratory-on-a-chip toolkit and provides that the basis for integrated
systems for biological experimentation including a future chip-based
evolution machine and a high-throughput digital PCR device.
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Microfluidic applications such as PCR1 or nanoparticle synthesis2
rely on precise temperature control. To ensure maintenance of
a defined thermal environment, accurate temperature measure-
ments must be made, however this can be problematic due to the
small volumes associated with microfluidic channels. While
thermocouples may be inserted into device substrates, they
provide insufficient spatial resolution.3 NMR thermometry and
other methods also suffer from low spatial resolution.4 A more
effective approach is to use fluorescence microscopy to monitor
fluorescence froma smallmolecule fluorophore (whose intensity is
dependent on temperature) dissolved in the fluid flowing through
the device. This approach has been shown to deliver high spatial
resolution but requires the acquisition of an image at a known
baseline temperature prior to each experiment (for normalisation
purposes).5 This method is also compromised by background
signal from dye absorbed into the PDMS channel walls.
A large proportion of microfluidic devices described in the
literature are now made from PDMS, which is known to absorb
hydrophobic molecules such as rhodamine B. The increasing
amount of rhodamine B absorbed over time provides a signifi-
cant background signal, which reports different thermal char-
acteristics to the aqueous solution, making fluorescence-based
temperature measurements imprecise. The problem is exacer-
bated at higher fluidic temperatures as the rate of absorption into
the PDMS increases, especially if the PDMS is also heated. Glass
microfluidic devices do not absorb dyes and are thereforeaChemical Biology Centre, Imperial College London, Exhibition Road,
London, SW7 2AZ, UK
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This journal is ª The Royal Society of Chemistry 2009preferable for this application; however they take longer to
manufacture and are more expensive. Therefore it is desirable to
find a means of minimising the background fluorescence signal
due to absorption in the PDMS substrate.
It should be noted that a number of approaches to reduce
absorption into PDMS have been proposed. For example the
surface of the PDMS walls within a channel can be oxidised with
an oxygen plasma prior to experiment. This process does reduce
absorption but only for a few hours.6 Alternatively a surfactant
can be introduced into the buffer to dynamically coat the PDMS
walls7 or the PDMS can be coated with a polytetrafluoroethylene
(PTFE) layer prior to use.8 Absorption is inherently reduced in
segmented flow systems as the sample is contained in an aqueous
droplet9,10 but it is not completely eliminated as some dye will be
transferred via the oil phase, especially in mineral oil systems.11A
method recently reported in this journal involves photobleaching
both the sample and substrate before a measurement is made.12
Unfortunately, while this does remove the background signal on
a short timescale, further dye absorption is possible during the
measurement process and more worryingly the high power light
source used to photobleach the sample may result in local heating
of the device, which will lead to inaccuracies in measured
temperatures. Indeed, whilst it is evident that the above methods
may be partially effective in some situations, they do not
completely eliminate absorption artefacts and thus a more
general solution is required.
Herein we describe a direct method for removing unwanted
fluorescence due to dyes absorbed in PDMS substrates using
FLIM. Importantly, we have previously shown that FLIM is
effective in precisely mapping temperature variations in micro-
channels.13 It is a ratiometric technique that does not require
calibration prior to each experiment; with the variation of the
fluorescence lifetime as a function temperature being measured
once or extracted from the literature.14 In the current system, the
fluorescence lifetime of rhodamine B is significantly longer when
absorbed in PDMS than when dissolved in water. Accordingly,
fitting measured fluorescence decay curves to a bi-exponential
model can be used to directly discriminate between absorbed andLab Chip, 2009, 9, 3437–3441 | 3437
free dye. In turn, the fluidic temperature can then be extracted
from the aqueous dye lifetime without interference from the
absorbed dye. We demonstrate this approach using a contin-
uous-flow droplet-based PCR device and show that it is possible
to extract precise fluidic temperature changes even with a large
amount of rhodamine B absorbed into the PDMS channel walls.
To our knowledge this is the first method that completely over-
comes the issue of signal pollution in PDMS devices.
Experimental
FLIM images were acquired using a confocal microscope (SP5,
Leica Microsystems) with time-correlated single photon count-
ing (TCSPC) detection (SPC-830, Becker & Hickl). 530 nm
excitation light was produced by filtering the supercontinuum
generated by pumping a photonic crystal fibre with 120 fs pulses
at 800 nm from a Ti:Sapphire laser (Mai Tai, Spectra-Physics)
using a mirror slit arrangement.15 The sample was illuminated
through a 0.3 NA 10 air objective (Leica Microsystems) to give
a large field of view and fluorescence emission (550–600 nm) was
collected through the same objective, filtered internally in the
confocal microscope and detected with a photon-counting pho-
tomultiplier tube. A schematic of the setup is shown in Fig. 1. A
reference time signal was provided to the TCSPC card from
a photodiode illuminated by a small part of the excitation beam.
FLIM images were analysed using SPCImage (Becker &
Hickl) with the required fluorescence decay model convolved
with the instrument response function (IRF) to provide an
accurate assessment of the molecular decay. Subsequent
temperature maps were calculated from a calibration curve (see
ref. 14 for details of the method) using a MatLab program
written in-house. Typical image acquisition times were 5 minutes
to ensure sufficient signal-to-noise ratios for analysis using a
bi-exponential model.
PDMS microfluidic devices were fabricated using conven-
tional soft lithographic methods as described elsewhere.16
Channels were 75 mm deep and 200–500 mm wide. The aqueous
phase used in all experiments was 500 mMrhodamine B in 50 mM
Tris/HCl at pH 6.8 and the oil phase was 3% ABIL EM 90 (w/w)
in mineral oil. A volumetric flow rate of 2 ml min1 was used and
the device was heated as described by Schaerli et al.14Fig. 1 Experimental setup showing supercontinuum generation, the
confocal microscope and TCSPC detection.
3438 | Lab Chip, 2009, 9, 3437–3441Results and discussion
As described previously, the fluorescence lifetime of rhodamine B
is dependent on both its temperature and the solvent in which it is
dissolved. In a sample with populations of dye in water and in
PDMS, it is therefore possible to resolve two separate fluores-
cence decay components by fitting a bi-exponential model to the
recorded fluorescence decay for each pixel. The shorter lifetime
component originates from the dye in the aqueous phase and its
lifetime value is used to determine the local temperature.
Crucially, this is possible even in the presence of a background
signal (the longer lifetime component) from dye absorbed into
PDMS.
Fig. 2a shows a fluorescence intensity image of a region in
a microfluidic device heated to 90 C through which aqueous dye
solution has been flowing for 10 minutes. Region A is within the
PDMSwall and region B is in the channel. During this period dye
has been absorbed into the PDMS and fluorescence can be seen
in both regions. The pixels from region A were then binned and
analysed using a single exponential decay model as shown in eqn
(1) where I(t) is the intensity at time t, I0 is the intensity at t ¼ 0,
and s is the fluorescence lifetime.
IðtÞ ¼ I0e

 t
s

(1)
The resulting fit and residuals are shown in Fig. 2c. In this region
dye is only present in PDMS and hence the fluorescence is well
fitted by a single exponential decay yielding a lifetime of 3.1 ns.
Without binning the mean lifetime was 3.1  0.5 ns over all the
pixels in region A. In contrast, region B contains signal from both
aqueous dye and that absorbed in PDMS. Accordingly, the bin-
ned pixels from region B were fitted to a bi-exponential model,
shown in eqn (2) where A1 and A2 are pre-exponentials factors
associated with lifetime components s1 and s2 respectively.
IðtÞ ¼ I0 A1e


t
s1
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þ A2e


t
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@
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The fitted decay and residuals are shown in Fig. 2d. It is clear that
two distinct populations of dye are present with the bi-expo-
nential fit yielding a longer lifetime component of 3.2 ns (equal to
that of the dye in PDMS alone with a mean lifetime 3.2  0.4 ns
over all the pixels) and a shorter component of 0.3 ns (repre-
sentative of the dye in aqueous solution with a mean lifetime of
0.3  0.1 ns over all the pixels). A similar image was then
acquired after 40 minutes of operation (Fig. 2b) and the pixels
from region B were again binned and fitted to a bi-exponential
model, as shown in Fig. 2e. This produced lifetime components
of 3.2 ns and 0.3 ns (with mean lifetimes of 3.1  0.2 ns and
0.2 0.1 ns). As expected, more of the dye was absorbed into the
PDMS, which is evident when comparing Fig. 2a and 2b.
Comparing the fits in Fig. 2e and 2d reveals an increase in the
contribution from the long lifetime component (associated with
dye in PDMS) from 64  5% to 77  3%, as calculated by eqn
(3).17 This corresponds to an 88% increase in the number of
rhodamine B molecules absorbed over a 30 minute period.
f2 ¼ A2s
2
2
A1s1 þ A2s2 (3)This journal is ª The Royal Society of Chemistry 2009
Fig. 2 Fluorescence intensity images and decay curves for the microfluidic device. Region A is within the PDMSwall and region B is inside the channel.
(a) Intensity image after 10 minutes of operation. (b) Intensity image of the same region after 40 minutes. (c) Fluorescence decay, single exponential fit
and residuals from region A after 10 minutes (c2 ¼ 1.31). (d) Fluorescence decay, bi-exponential fit and residuals from region B after 10 minutes
(c2 ¼ 1.55). (e) Fluorescence decay, bi-exponential fit and residuals from region B after 40 minutes (c2 ¼ 1.21).Thus, despite the large amount of dye absorbed into the PDMS
and the correspondingly large background fluorescence signal
(which exceeds that of the aqueous dye signal), the time-resolved
fluorescence measurement is able to distinguish the two pop-
ulations and provide an accurate estimate of the channel
temperature of 90  5 C.
To further demonstrate the efficacy of the technique we
applied it to a new device using oil and water to create
a segmented (or droplet) flow. A high-temperature zone for
DNA denaturation and an annealing/extension region in the
PCR device were imaged and the observed fluorescence signals
fitted to a bi-exponential model. The average lifetime, t, was
calculated using eqn (4) and is displayed in the false colour life-
time maps in Fig. 3a.
s ¼ A1s
2
1 þ A2s22
A1s1 þ A2s2 (4)
Inspection of the images of the denaturation and annealing/
extension regions indicates that the longer lifetime value (of the
absorbed dye) is approximately 3.1  0.2 ns in both regionsThis journal is ª The Royal Society of Chemistry 2009whilst the lifetime value of the aqueous dye changes from
0.30  0.01 ns in the denaturation zone to 0.72  0.02 ns in the
annealing/extension region. Importantly, the thermal change
does not affect the PDMS-absorbed lifetime component since the
mobility of the fluorophore is highly restricted inside the PDMS
matrix and thus non-radiative relaxation is less favoured than
when in the fluid state. By plotting only the short lifetime
component, it is possible to remove the unwanted background
signal and the resulting temperature maps are shown in Fig. 3b.
For comparison, if only a single exponential decay model is used
to fit the raw data then the images in Fig. 3c are obtained. It can
be seen that these suggest an ‘artificially’ lower temperature due
to the systematic error arising from the background fluorescence
from dye in the PDMS, illustrating the improvement in accuracy
provided by the use of a bi-exponential fit. The remaining error in
the fitted lifetimes scaled inversely with the square-root of the
pixel binning, which is consistent with random noise on the data.
This could be significantly improved by increasing the acquisi-
tion time to achieve a better signal-to-noise ratio.
Crucially, these data show that by applying a bi-exponential fit
to the fluorescence decay profiles and calculating the temperatureLab Chip, 2009, 9, 3437–3441 | 3439
Fig. 3 Images of the device with droplets. (a) Average fluorescence
lifetime maps calculated using a bi-exponential fit for the denaturation
(left) and the annealing/extension (right) regions of the device. (b)
Temperature maps calculated using the short lifetime component only,
with mean values of 91.7  8 C (left) and 60.1  4 C (right). (c)
Temperature maps calculated using a single exponential fit, with mean
values of 10.5  5 C (left) and 14.1  5 C (right).only from the shorter lifetime component data, we are able to
remove the effect of the background signal (without use of any
additional perturbations) and hence achieve an accurate
measurement of fluidic temperature. If the same calculations had
been performed using only the time-integrated intensity values,
the background fluorescence contribution would lead to a lower
value for the calculated temperature. For example, if only 5% of
the collected photons originate from dye absorbed in PDMS,
a measured temperature of 79 C would result for a ‘real’
temperature of 95 C, whilst for a ‘real’ temperature of 50 C,
a temperature of 46 C would be calculated.
Concluding remarks
We have shown that by using FLIM it is possible to perform
accurate temperature mapping of fluids within PDMS micro-
fluidic devices by removing unwanted background signal (arising
from dye absorbed in the PDMS substrate) through post-pro-
cessing of the analytical signal. This background signal
compromises time-integrated fluorescence measurements, and
necessitates more complex approaches to calibration. Indeed,
our approach is simple to implement and allows the straight-
forward analysis of multiple regions within a microfluidic device.
Moreover, the acquisition times reported here could be signifi-
cantly reduced by analysing the data with maximum likelihood
estimator algorithms.18
We do note that the background signal is partially rejected by
the sectioning strength of the confocal microscope, which can,
in principle, be set to acquire fluorescence from only the central
portion of a microchannel. However, such out-of-focus3440 | Lab Chip, 2009, 9, 3437–3441rejection is not complete and only reduces inversely with
distance from the focal plane for a substrate volume with
uniform dye absorption. Increasing the numerical aperture of
the objective can increase background rejection significantly but
would significantly limit the field of view and imaging depth,
which is inconvenient when working with 200–500 mm wide
channels and thick PDMS substrates. Crucially, the method
described here does not require optically sectioned imaging and
hence can be used with large fields of view and thick PDMS
devices (5 mm thick devices were used herein). We also note that
steady-state fluorescence polarisation anisotropy imaging using
fluorescein has been recently demonstrated for temperature
mapping.19 While this approach also does not require a cali-
bration curve (assuming a constant fluorescence lifetime), it may
still suffer from significant background signals due to absorbed
fluorescein. However, time-resolved fluorescence anisotropy
imaging,17 in principle, would require no calibration curve and
could be used to remove the background signal by fitting
a bi-exponential model to the anisotropy decay in a similar way
to the work presented here.
Finally, although we have described a method for improving
the accuracy of measuring fluidic temperatures when flowing
rhodamine B solutions through PDMS channels, it should be
noted that this technique can be applied more widely to a range
of different substrate materials (and molecular fluorophores),
and to a number of microfluidic applications that require
‘background-free’ fluorescence detection. On-chip drug
screening assays,20 for example, experience protein absorption
that could lead to inaccurate measurement of kinetics and,
whilst methods do exist to reduce protein absorption21 the
bi-exponential decay technique is likely to be more efficient.Acknowledgements
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ABSTRACT
Mismatch uracil DNA glycosylase (Mug) from
Escherichia coli is an initiating enzyme in the
base-excision repair pathway. As with other DNA
glycosylases, the abasic product is potentially
more harmful than the initial lesion. Since Mug is
known to bind its product tightly, inhibiting
enzyme turnover, understanding how Mug binds
DNA is of significance when considering how Mug
interacts with downstream enzymes in the base-
excision repair pathway. We have demonstrated
differential binding modes of Mug between its sub-
strate and abasic DNA product using both band shift
and fluorescence anisotropy assays. Mug binds its
product cooperatively, and a stoichiometric analysis
of DNA binding, catalytic activity and salt-
dependence indicates that dimer formation is of
functional significance in both catalytic activity and
product binding. This is the first report of
cooperativity in the uracil DNA glycosylase super-
family of enzymes, and forms the basis of product
inhibition in Mug. It therefore provides a new per-
spective on abasic site protection and the findings
are discussed in the context of downstream lesion
processing and enzyme communication in the base
excision repair pathway.
INTRODUCTION
DNA glycosylases are the enzymes that initiate
base-excision repair (BER) by recognizing and removing
base lesions. Mono-functional DNA glycosylases remove
the base lesion through cleavage of the N-glycosidic bond,
resulting in an apurinic/apyrimidinic (AP) site (1). The AP
site is a substrate for the next enzyme in the repair
pathway, an AP endonuclease, which cleaves 50 of the
abasic lesion, to leave a 30-OH, enabling completion of
repair by DNA polymerase and ligase.
The Escherichia coli mismatch uracil DNA glycosylase
(Mug) was ﬁrst identiﬁed on the basis of sequence simi-
larity to the core region of the eukaryotic thymine DNA
glycosylase (TDG) (2). It is a mono-functional DNA
glycosylase initially cited as having activity against UG
(2) and TG (3) lesions. Subsequent studies have identiﬁed
ethenocytosine as its primary target, but with good
activity against UG (4,5). It has been reported as
having a broad spectrum of activity against a variety of
lesions (6–9), although for many of these, including TG,
the rates of reaction are unlikely to be of physiological
signiﬁcance (5). In vivo studies have demonstrated that it
is expressed in the stationary phase of cell growth,
although Mug mutants exhibit only a minor mutator
phenotype (10), so its precise role remains something of
an enigma.
One of the notable aspects of BER is that the intermedi-
ate AP lesions are frequently more unstable and thus
*To whom correspondence should be addressed. Tel: +44 20 7594 5288; Fax: +44 20 7584 2056; Email: g.baldwin@imperial.ac.uk
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potentially more damaging than the initial base lesion.
There has thus been a great deal of interest in how the
enzymes in BER are able to coordinate their action to
minimize the escape of unstable intermediates. Several
DNA glycosylases have been noted to have very slow
rates of product dissociation including Mug (5) and
TDG (11), and it has been suggested that this may be a
general protective mechanism, whereby coordination of
enzyme activity in BER is achieved through displacement
of the DNA glycosylase by the downstream AP endo-
nuclease. Numerous DNA glycosylases have now been
cited as having an increased turnover in the presence of
an AP endonuclease (12–21).
Such studies on DNA glycosylase/AP endonuclease
interactions rarely discriminate between possible mechan-
istic models, which could either function via a passive
mode, whereby the DNA glycosylase dissociates and the
AP endonuclease then binds and cleaves the abasic site to
relieve the product inhibition; alternatively an active
mechanism would require the displacement of the
glycosylase by the AP endonuclease, thus actively
facilitating turnover of the DNA glycosylase. Many of
the cited studies use a large excess of AP endonuclease
to observe an effect, which may suggest a passive enhance-
ment, although a recent study of TDG (21) used burst
phase kinetics to demonstrate an active mechanism for
TDG displacement by HAP1.
In light of the possible downstream interactions that
delineate BER pathways, the mode of DNA binding by
glycosylases is of signiﬁcant interest. DNA glycosylases
have generally been assumed to be monomeric functional
enzymes, although cooperative binding has been observed
for O6-alkylguanine-DNA alkyltransferase (22,23). TDG
has also been observed to bind DNA with a 2:1 stoichi-
ometry, although a 1:1 complex is sufﬁcient for activity
(24). Here we investigate the binding of Mug to its abasic
DNA product and of an inactive Mug mutant enzyme to
substrate DNA. We have identiﬁed differential binding
modes between substrate and product and investigated
the effects on catalysis.
MATERIALS AND METHODS
Protein puriﬁcation
The mismatch uracil glycosylase from E. coli (Mug) was
overexpressed and puriﬁed as described earlier (5). The
concentration of the protein was calculated from the
OD280, based on an extinction coefﬁcient of 25 590
M1cm1 after concentration by ultraﬁltration using the
eluent for background correction. This method for
determining protein concentrations was also veriﬁed
using a Bio-Rad protein assay. Glycerol was added to
20% (v/v) based on the mass of glycerol added and its
speciﬁc gravity (1.129 at 25C), and aliquots of the
enzyme were snap-frozen and stored at 20C.
Concentrations were re-measured by spectrometry after
addition of glycerol to both enzyme and the eluent used
for background correction. The N18A catalytic mutant
was made by quick-change mutagenesis and was
expressed, puriﬁed and quantiﬁed as above.
Oligonucleotide synthesis and puriﬁcation
All oligonucleotides were synthesised by Eurogentec S.A.
(Seraing, Belgium) and supplied HPLC puriﬁed, where
necessary they were re-puriﬁed by HPLC as described
earlier (25), but using a Thermo-Electron Surveyor
HPLC system. Abasic and non-speciﬁc oligonucleotides
have the same sequence 50 GCT ATG GAC TAA XAA
TGA CTG CGT G 30 where X is the abasic tetra-
hydrofuran analogue (AP), cytosine (C) or uracil (U).
Both oligonucleotides were labeled with 6-carboxy-
20,4,40,50,7,70-hexachloroﬂuorescein (Hex) on their
50-terminus. Double-stranded substrates were made by an-
nealing the AP, C or U strand with an equimolar amount
of the complementary strand containing a G opposite the
abasic/non-speciﬁc site (50 CAC GCA GTC ATT GTT
AGT CCA TAG C 30). The strands were annealed by
heating to 90C and cooling slowly to room temperature.
The double-stranded substrates are referred to as
HexAPG, HexCG or HexUG. Unlabelled abasic com-
petitor that was used for competition titration experiments
contained the same sequence as HexAPG, except it wasn’t
labelled, and is referred to as APG. Oligonucleotides used
in band shift assays were 50 Hex GAC TAA XAA TGA
CTG CG 30, where X is the abasic furanose analogue,
cytosine or uracil, and annealed to the complementary
strand (50 CGC AGT CAT TGT TAGTC 30), as above,
to give 17–APG, 17–CG and 17-UG, respectively.
17-UG was also used in the glycosylase activity assays,
and uracil was replaced by ethenocytosine in the relevant
assays.
Oligonucleotide concentrations were determined
by OD260 using extinction coefﬁcients based on their
nucleotide composition. Where Hex labels were present
these were included in the calculation using e260
31 580M1 cm1 (Glenn Research). These were
measured as single strands following puriﬁcation to
avoid hyperchromicity changes on formation of
double-stranded DNA.
Equilibrium DNA binding assays
Equilibrium DNA binding assays were performed to
examine the binding of Mug glycosylase to the
50-hexachloroﬂuorescein-labelled oligonucleotides
(HexAPG, HexCG and HexUG). A Fluoromax-3
spectroﬂuorometer, ﬁtted with automated polarization
ﬁlters (Horiba Scientiﬁc) was used to measure ﬂuorescence
anisotropy. Data were recorded using an excitation wave-
length of 535 nm and an emission wavelength of 556 nm.
The binding assays were conducted at 25C in 400 ml
reaction volume in standard Mug binding buffer (50mM
Tris–HCl, pH 8.0, 1mM EDTA and 50mM NaCl), or
with alternative concentrations of NaCl, as indicated.
Small amounts of the enzyme were titrated into 100 nM
of HexAPG, HexCG or HexUG. Five measurements of
anisotropy were made and averaged and each protein ti-
tration repeated at least in duplicate. Data were ﬁtted
using Graﬁt 6 with a Hill equation (Erithacus Software)
or a tight binding equation (26).
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Time-resolved ﬂuorescence anisotropy analysis
Fluorescence decays were collected using a custom built
time-resolved spectroﬂuorometer, incorporating a tunable
picosecond excitation source with spectrally and polariza-
tion resolved detection by time-correlated single photon
counting, as previously described in Manning et al. (27).
Enzyme titrations were performed as described earlier.
Excitation was set to 530 nm with emission collected at
550 nm. Decays were measured at polarizations angles
parallel, perpendicular and at the magic angle to the exci-
tation. Typical acquisition times were 30 s at each polar-
ization setting. An instrument response function was
measured using a scattering solution of LUDOX and a
G-factor was measured using rhodamine B in methanol.
Analysis of the ﬂuorescence anisotropy decays was per-
formed using TRFA data processor (Scientiﬁc Software
Technologies Center, Minsk, Belarus). The data were
ﬁtted using the anisotropy model shown in Equation 1
(28). In this equation m(t) is the polarization intensity
at time t. A is the parameter that accounts for the different
detection efﬁciencies of the system at different polariza-
tion angles and in this case the measured G-factor was
used. j is the pre-exponential associated with the
lifetime value j,  is the polarization angle, r1 is the
limiting anisotropy and k the pre-exponential associated
with the rotational correlation time k.
mðtÞ ¼A
X
j
j exp t=j
 (
 1+ 3 cos2  1  r1+X
k
k expðt=kÞ
 !" #)
ð1Þ
The goodness of ﬁt was judged based on the reduced
2-value and visual inspection of the residuals. The data
were best ﬁtted using two ﬂuorescence lifetime compo-
nents and two rotational correlation times.
Bands shift assays
In a standard assay (50 ml volume), 100 nM Hex-labelled
oligonucleotide duplex was incubated with increasing con-
centrations of either wild-type or N18A Mug in reaction
buffer [50 mM Tris–HCl, pH 8.0, 50mM NaCl, 1mM
EDTA and 0.1mg ml1 bovine serum albumin (BSA)] at
25C for 30min. Prior to loading, samples were mixed
with glycine betaine to a concentration of 1 M, left for
5min and then mixed with 6 loading buffer (0.042%
bromophenol blue) and loaded immediately onto an 8%
polyacrylamide gel, which had been pre-run at constant
40 V in 1 TBE buffer for 60min at 4C. Glycine betaine
has been shown to act as an osmolyte that stabilizes
protein–DNA interactions, which is particularly import-
ant during loading of a native gel (29). PAGE was per-
formed at constant 40 V in 1 TBE buffer for 220min at
4C. The gels were visualized using a Fuji FLA-5000 ﬂuor-
escent image analyzer and band intensities quantiﬁed
using PhoretixTM 1D software. Data were ﬁtted using
GraFit 6 (Erithacus Software).
DNA glycosylase activity assays
In order to determine the optimal Mug:DNA ratio for
maximum glycosylase activity, 200, 400, 600 nM 17-UG
was incubated with increasing amounts of Mug for
15min. The substrate was reacted at 25C with Mug in
reaction buffer (50mM Tris–HCl, pH 8.0, 50mM NaCl,
1mM EDTA and 0.1mg ml1 BSA), or with NaCl con-
centration as indicated. At selected time points, 10 ml
samples were removed and quenched with 10 ml aliquots
of 0.1 M NaOH. The quenched samples were then heated
to 90C for 30min to cleave the abasic site. An equal
volume of formamide loading buffer (95% formamide,
0.02% bromophenol blue and 20mM EDTA) was added
before loading onto a 20% denaturing PAGE. Imaging
and analysis was as above.
RESULTS AND DISCUSSION
Time-resolved measurements of ﬂuorophore in DNA
binding by Mug
The binding of enzymes to ﬂuorescently labelled DNA can
be monitored via ﬂuorescence anisotropy since the binding
of DNA by Mug increases the size of the ﬂuorescent entity
and therefore slows its rotational diffusion (rotational cor-
relation time). This can be conveniently read out by
steady-state ﬂuorescence anisotropy measurements,
which have frequently been used as a convenient means
for measuring DNA binding in free solution (30,31).
Unfortunately, while the steady-state anisotropy varies
with the rotational correlation time, it is also a function
of the ﬂuorescence lifetime, and changes in ﬂuorescence
lifetime upon binding can introduce signiﬁcant ambiguity
into anisotropy measurements (32). Experiments directly
measuring the rotational correlation time are more
rigorous, but also much more time-consuming and
require more complex instrumentation. Here we aim to
monitor DNA binding processes using convenient
steady-state ﬂuorescence anisotropy measurements and
would like also to validate such measurements as well an
estimation of the size of the bound complex from the ro-
tational correlation time.
We used a multidimensional ﬂuorimeter (27) to deter-
mine the variation in rotational correlation time, ﬂuores-
cence lifetime and steady-state anisotropy as a function of
Mug binding to double-stranded 50 Hex labelled oligo-
nucleotides. The DNA molecules either contain an
abasic analogue (AP), or are non-speciﬁc and are simply
composed of normal DNA bases. In the former case the
labelled oligonucleotide with the AP site is annealed to an
unlabelled complementary strand so that the AP site is
opposite a G, and is thus equivalent to the enzymes
reaction product (HexAPG); in the non-speciﬁc DNA a
C in the labelled strand is opposite the same G (HexCG).
Time-resolved ﬂuorescence anisotropy measurements
were made as Mug was titrated into HexAPG DNA
(100 nM) with the magic angle position serving as an
internal control. Analysis of the ﬂuorescence and anisot-
ropy decay proﬁles required that the data were ﬁtted to a
double exponential model resulting in short and long
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rotational correlation times (Supplementary Figures S1
and S2, Table S1). The short rotational correlation time
(0.28±0.08 ns) did not change signiﬁcantly with the
addition of Mug and can be attributed to the fast
rotational diffusion of the Hex about its ﬂexible linker,
which would not be affected by the binding of Mug (31).
The second rotational correlation time increased from
3 to 19 ns (Figure 1A), and was attributed to the
overall rotational diffusion of the enzyme–DNA
complex, which varied as expected with increased Mug
binding. Comparison with calculated values for rotational
correlation times demonstrate that the observed satur-
ation values of 19 ns are in line for what is expected for
two molecules of Mug binding to one molecule of DNA
(18.7–22.6 ns; Supplementary Table S2) and is signiﬁcantly
higher than the calculated value for a single Mug binding
to DNA (7.3–8.8 ns).
While this is a useful and robust readout of Mug
binding, the data acquisition and analysis is time
consuming and steady-state anisotropy measurements
would be more convenient. Figure 1B shows how the cor-
responding steady-state anisotropy calculated from the
same data set varied with Mug binding and it clearly re-
produces the same trend as the long rotational correlation
time (Figure 1A). This suggests that there is not a signiﬁ-
cant change in ﬂuorescence lifetime of the Hex upon Mug
binding and this is conﬁrmed by Figure 1C, which shows
the average lifetime variation is relatively small (5%)
and will thus have only a minor affect on steady-state
anisotropy measurements.
DNA binding by Mug
Having validated the steady-state anisotropy measure-
ments, we used a conventional ﬂuorimeter
(Fluoromax-3) to measure the binding of the Mug
enzyme to labelled oligonucleotides by titrating Mug
into both abasic HexAPG and non-speciﬁc HexCG
DNA molecules. When Mug was titrated against abasic
product DNA, a sigmoidal response, characteristic of co-
operative binding, was observed and the data is shown
with the best ﬁt to the Hill equation, which describes co-
operative binding of multiple ligands (Figure 2A). The
Hill coefﬁcient is a measure of the cooperativity of the
system, it gives a measure of the minimum number of
interacting ligands, although it is not a direct measure of
stoichiometry (33). It should also be noted that the Kd is
an average value of all bound protomers and thus does not
represent a discrete value for binding to the abasic product
site.
When Mug was titrated into the non-speciﬁc HexCG
DNA an increase in anisotropy was observed that was
best ﬁtted to a tight binding equation, with a Kd of
7 nM (Figure 2B). This demonstrates that Mug binds
tightly to the non-speciﬁc DNA, but that it does so in a
non-cooperative manner.
Substrate binding by Mug
The above data clearly indicate a different mode of
binding for product and non-speciﬁc DNA. It is also
valuable to consider how Mug binds its substrate. To
this end we made a mutation in the active site of Mug.
Based on structural homology to the well-characterized
uracil DNA glycosylase enzymes, it has been predicted
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Figure 1. Time-resolved anisotropy measurements of HexAPG DNA
upon binding by Mug. The rotational correlation times were
determined from the ﬂuorescence lifetime decay proﬁles collected with
a vertical excitation polariser, and the emission polariser set at vertical,
horizontal and magic angle positions. The decay of the ﬂuorescence
anisotropy over the lifetime of the ﬂuorophore could then be
determined and ﬁtted to a double-exponential to resolve two rotational
correlation times y1 and y2, which are shown plotted against Mug con-
centration (A). The variation in the corresponding steady-state anisot-
ropy (B) and Hex average ﬂuorescence lifetime (C) have also been
calculated from the same acquired data set. (Supplementary Data).
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that the N18 residue of Mug is an essential catalytic
residue (3,34). Mutation of the equivalent residue TDG
(N140) to alanine effectively abolishes catalytic activity
of the enzyme, but remains proﬁcient in binding both sub-
strate and product (35). We have made the N18A Mug
mutant and determined that it is deﬁcient in catalytic
activity with both UG and ethenocytosineG (eCG) sub-
strates (Supplementary Figure S3).
Initially we examined the binding of N18A Mug to
HexAPG, and a similar response was observed to the
wt enzyme (Figure 2C). With the non-speciﬁc HexCG
the data ﬁtted better to a cooperative equation than the
tight binding equation, although there was clearly a less
pronounced sigmoidal response than for either enzyme
with HexAPG DNA (Figure 2D). With the N18A
enzyme, it was notable that the sigmoidal binding curve
for the abasic DNA was exaggerated and that the
non-speciﬁc binding was slightly weaker, as compared to
wild-type. We cannot exclude the possibility that the
N18A preparation contains a proportion of inactive
enzyme, which would account for these minor differences
from wild-type. However, it is clear from the general trend
that DNA binding properties are similar for both the
wild-type and mutant enzymes.
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Figure 2. DNA binding. Wild-type and N18A Mug were titrated into Hex labelled DNA and the anisotropy of the ﬂuorophore monitored as
described for binding reactions (‘Materials and Methods’ section). Representative data are shown for abasic HexAPG (A and C), HexCG (B and D)
and substrate HexUG (E) oligonucleotides, with the enzyme indicated. In each case 100 nM DNA was used and anisotropy was observed on Mug
titration. Data are shown with the best ﬁt to either the Hill equation or the tight binding equation with the following values: (A) Hill equation,
Kd=187±3nM, nH=3.4±0.2; (B) tight binding, Kd=7±0.9 nM; (C) Hill equation, Kd=260±2nM, nH=5.5±0.2; (D) Hill equation (solid
line), Kd=126±2nM, nH=1.8±0.1; tight binding (dashed line), Kd=17±4nM and (E) Hill equation (solid line), Kd=119±2nM,
nH=1.6±0.04; tight binding (dashed line), Kd=60±3nM.
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When N18A Mug was titrated into HexUG substrate
DNA, a binding isotherm was obtained that was essential-
ly identical to the non-speciﬁc HexCG (Figure 2E). The
degree of cooperativity for the substrate DNA was in fact
slightly less pronounced than for the non-speciﬁc DNA. It
is notable that the overall change in anisotropy is compar-
able for both DNAs, indicating that the overall binding
stoichiometry is similar.
There is clearly a different mode of binding for
wild-type enzyme between non-speciﬁc and product
DNAs, while for the N18A mutant the same is true
when comparing product to substrate and non-speciﬁc
DNAs. It cannot be ruled out that the similarity of
binding for the N18A mutant with substrate and
non-speciﬁc DNA is due to perturbation of the Mug
enzyme by the mutation. However this seems unlikely
given the similarity to the wild-type binding isotherms
with product and non-speciﬁc DNAs. The implication,
therefore, is that cooperative binding of DNA by Mug is
a much more signiﬁcant feature of product binding, rather
than substrate or non-speciﬁc DNA binding.
Salt dependence of DNA binding by Mug
The interactions of proteins and DNA are typically highly
salt dependent, due to the electrostatic interactions with
the phosphodiester backbone. We investigated the binding
of Mug to abasic and non-speciﬁc DNA with increasing
NaCl concentrations to determine the effects on
cooperativity in binding (Supplementary Figure S4).
With non-speciﬁc HexCG DNA, increasing the NaCl
progressively decreased binding afﬁnity: at 150mM Kd is
reduced 3-fold; at 300mM NaCl binding is so weak that
saturation cannot be reached. With abasic HexAPG
DNA increasing NaCl reduced the cooperativity: at
150mM NaCl, nH is reduced to 1.9, suggesting a coopera-
tive interaction between two Mug enzymes, while at
300mM NaCl cooperativity disappears (nH=1) and a
hyperbolic response is observed with a signiﬁcantly
weaker Kd.
Competition binding
To further investigate the stoichiometry of Mug:DNA
binding we performed competition experiments, starting
with a pre-bound mixture of Mug and HexAPG DNA
and competing off the enzyme with increasing concentra-
tions of unlabelled APG. The initial concentration of
HexAPG was at 500 nM, to be above the Kd for the
abasic product and the concentration of Mug in the
initial complex was increased in stoichiometric equivalents
from a 1:1 ratio with the DNA up to 4:1 (Figure 3). With
an initial 1:1 stoichiometry of Mug:HexAPG, the initial
observed anisotropy was very low, and this was readily
competed off with unlabelled competitor APG DNA.
At 2:1 the initial anisotropy was much higher, and this
was competed off directly with unlabelled APG. At
higher stoichiometric equivalents of 3:1 and 4:1, the
starting anisotropy was slightly higher than with 2:1, but
there was a lag before the unlabelled DNA was able to
compete off the labelled Mug:DNA complex.
At low Mug concentration the initial observed anisot-
ropy was very low, indicating that the majority of the
DNA was unbound and that a 1:1 stoichiometry of
Mug:DNA was insufﬁcient to fully bind the abasic
HexAPG. At 2:1 the observed anisotropy was much
higher, consistent with a near-saturated complex. The
relatively small increase in anisotropy observed with
higher Mug concentrations was most likely due to add-
itional non-speciﬁc binding of Mug. The lag observed with
higher enzyme concentrations is consistent with the un-
labelled competitor ﬁrst binding excess free Mug, or
Mug bound in a weak non-speciﬁc manner. Only once
this excess Mug has been bound, does the competitor
begin to compete for Mug bound in a tighter, speciﬁc
complex.
The stoichiometry can be further examined by plotting
the anisotropy versus the stoichiometric balance,
calculated from the stoichiometry of Mug:DNA
minus the stoichiometric equivalents of competitor DNA
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Figure 3. Competition binding experiments. 500 nM Hex-APG was
incubated with 500, 1000, 1500 or 2000 nM Mug in standard Mug
binding buffer at 25C for 15min to reach equilibrium. Increasing
amounts of unlabelled abasic DNA (APG) were titrated in and anisot-
ropy was measured. Representative anisotropy data are shown plotted
(A) versus concentration of competitor DNA and (B) versus the stoi-
chiometric balance, calculated as the stoichiometry of Mug:HexAPG
[(Mug)/(HexAPG)], minus the stoichiometric equivalents of unlabeled
DNA added [(APG)/(HexAPG)].
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added (Figure 3B). Plotting the data in this way clearly
demonstrates that the speciﬁc complex is only competed
off once there is a stoichiometry of 2:1 Mug:HexAPG
remaining. The slight shift to the right of the higher con-
centration curves can be accounted for by additional
non-speciﬁc binding of Mug to HexAPG. The observed
competition data are thus consistent with cooperative
binding of Mug to the abasic DNA product in a speciﬁc
complex with a 2:1 stoichiometry.
Analysis of Mug:DNA complexes
To further our understanding of the complexes formed by
Mug on binding DNA, we performed band-shift assays
with both abasic product DNA and non-speciﬁc DNA.
Band shift assays depend on the change in migration of
DNA upon binding by a protein during non-denaturing
PAGE. It has the advantage that species of different MW,
due to binding of one or more proteins, can be resolved by
a change in mobility. Initial experiments indicated that the
25 bp DNA molecules used in the anisotropy assays gave
rise to multiple bands that complicated the analysis,
further experiments were therefore performed with 17 bp
DNA molecules (17-APG and 17-CG; Supplementary
Figure S5).
When Mug is titrated into 17-APG DNA, a clear
shifted band is formed, while at higher concentrations
a second higher MW band is formed (Figure 4A).
Analysis of this extended titration quantiﬁed the bound
fraction, but a tight-binding equation was unable to ﬁt the
data with a deﬁned DNA concentration of 100 nM,
although ﬁtting the same data to a cooperative equation
provided a good ﬁt to the data with a Kd of 111 nM, and
nH of 1.7 (Figure 4B). The stoichiometry of the complex
was determined by replotting this data against (Mug)/
DNA, where ﬁtting to the tight binding equation gave a
stoichiometry of 2.08 and Kd of 115 nM (Figure 4B, inset).
This analysis concurs with an inspection of the band
shift, where it can be seen that, at 1:1 Mug:DNA
(100 nM Mug), <50% of the DNA is bound, and the
bound complex does not begin to reach saturation until
it approaches a 2:1 stoichiometry at 200 nM Mug.
Therefore, the best interpretation of this data is that the
ﬁrst bound complex corresponds to two molecules of Mug
binding to the abasic DNA product in a cooperative
manner. The formation of the higher retarded complex
is due to the binding of further Mug molecules,
although since this band forms a minor component it
cannot be analysed in detail, but most likely arises from
additional, non-speciﬁc binding.
When band shift assays were performed with the
non-speciﬁc 17-CG DNA, it was notable that there was
a greatly increased level of smearing (Figure 4C). Despite
the tight binding of Mug to non-speciﬁc DNA in the an-
isotropy assays, it is evident that under the conditions of
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Figure 4. Band shift assays. (A) Mug was titrated into 100 nM 17-APG at the concentrations indicated, and bound complexes resolved by native
PAGE (‘Materials and Methods’ section). (B) The above gel was quantitated to determine the percentage bound DNA (PhoretixTM 1D) this is shown
with the best ﬁt to a cooperative equation (solid line) with Kd=111±2nM and nH=1.7±0.06, as well as the best ﬁt to a tight binding equation
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the band shift assay the non-speciﬁc complexes are not as
stable; this is most likely governed by the off-rate of the
complex, which must be higher for non-speciﬁc DNA.
Although the bands are not easy to resolve, examination
of the lane proﬁles demonstrates the presence of two
distinct bands, one migrates faster than the product
complex and the other, better deﬁned complex, migrates
slower (Figure 4C and D). These most likely correspond to
the binding of one or two molecules of Mug to the DNA.
Comparison of the abasic and non-speciﬁc complexes is
revealing, as it is evident that the ﬁrst shifted band with
the abasic DNA is signiﬁcantly more retarded than the
ﬁrst non-speciﬁc complex. This is consistent with the
abasic complex being a dimer of Mug bound to DNA,
but in a more compact enzyme–DNA complex, which
migrates faster than two non-speciﬁcally bound Mug
molecules.
We also performed band shift experiments with N18A
Mug, and with both abasic and non-speciﬁc DNA mol-
ecules identical band shift patterns to the wt enzyme were
observed (Supplementary Figure S6). When band shift ex-
periments were performed with N18A Mug and the same
sequence of DNA containing a UGmismatch (17-UG) in
place of the abasic site, the same banding pattern and
afﬁnity as non-speciﬁc DNA was observed
(Supplementary Figure S6). With both the wild-type and
N18A enzymes and the non-speciﬁc or substrate DNAs,
the higher retarded band is more pronounced suggesting
some degree of cooperativity in these interactions,
although the poor resolution of these complexes prevented
detailed analysis.
Analytical ultracentrifugation
Since we have observed the binding of multiple molecules
of Mug to DNA in both anisotropy and band-shift assays,
we wished to determine whether Mug exists as a monomer
or dimer in free solution. Analytical ultracentrifugation
was therefore performed with Mug. The data provided
an unequivocal analysis that in solution Mug is in a mono-
meric form (Supplementary Figure S7). Further analysis
of Mug:DNA complexes was not possible since band shift
assays clearly demonstrated that it exists in multiple
species. Analysis of multiple components by analytical
ultracentrifugation is very complex and this prevented
further examination of DNA binding by Mug using this
technique.
Activity of Mug: DNA complexes
The data presented above clearly demonstrates higher
order binding complexes of Mug with its abasic product
DNA. However, it does not provide any indication of
whether this has an impact on the catalytic function of
the enzyme. We therefore performed activity assays with
Mug and a Hex labelled oligonucleotide containing a UG
mismatch. Different concentrations of DNA were
incubated with increasing concentrations of Mug under
standard reaction conditions. All reactions were allowed
to proceed for 15min before being quenched with NaOH.
Under saturating conditions, Mug is known to cleave this
substrate fully in 100 s (5), so this reaction provides ample
time for full cleavage of the substrate. Since we have also
established that Mug has very poor turnover kinetics (5)
there will be very few multiple reactions of the enzyme
within this time phase.
The results of these reactions are plotted as the decrease
in substrate against the Mug:DNA ratio (Figure 5). As the
concentration of Mug is increased, the concentration of
substrate decreases in a linear fashion until complete
cleavage is observed. In each case, complete cleavage co-
incides with an enzyme concentration that is double the
DNA concentration (Figure 5). This is consistent with the
2:1 binding stoichiometry observed above (Figure 3).
Salt dependence of Mug activity
We observed above that the interaction of Mug with DNA
was signiﬁcantly affected by NaCl: as NaCl increased Kd
also increased, and with the abasic DNA cooperativity
decreased. Reactions were performed with 100 nM Hex
UG and 5 mM Mug, binding analysis has demonstrated
that this will provide a saturated enzyme–DNA complex
under all salt conditions (Supplementary Figure S4). Each
reaction was sampled at increasing time points and
analysed by denaturing PAGE as before.
At 50mM NaCl the rate of reaction was consistent with
that previously observed under saturating conditions (5).
At 150mM NaCl, the observed rate drops only 4-fold,
whereas at 300mM NaCl the reaction fails to go to com-
pletion after 30min, and the reaction rate is 400-fold
lower than at 50mM NaCl (Figure 6).
CONCLUSIONS
DNA Binding
We have investigated the binding of wild-type and a cata-
lytic mutant of Mug with substrate, product and
non-speciﬁc DNAs. The sigmoidal response of the DNA
binding isotherms with abasic DNA demonstrates a
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Figure 5. Stoichiometric dependence of Mug activity. 200, 400 and
600 nM HexUG was incubated with increasing concentrations of
Mug in reaction buffer at 25C. The reaction was allowed to proceed
for 15min before quenching with NaOH and analysing by denaturing
PAGE. Product formation was analysed (PhoretixTM 1D) and depletion
of substrate plotted against (Mug)/(DNA).
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signiﬁcant degree of cooperativity in product binding by
Mug. This cooperativity can only arise through inter-
actions between molecules of Mug once bound to the
DNA, and analytical ultracentrifugation demonstrates
that Mug is a monomer in solution (Supplementary
Figure S7). Multiple binding of non-interacting proteins
would produce a hyperbolic response with a Kd equal to
the mean value for all bound molecules. The results there-
fore establish a differential binding mode between abasic
product DNA and non-speciﬁc DNA.
The N18A catalytic mutant bound to substrate and
non-speciﬁc DNAs in exactly the same manner.
Although we cannot rule out that the mutant had an
effect on the mutant’s ability to recognize its substrate,
binding of both non-speciﬁc and product DNA closely
resembled wild-type behaviour, suggesting that DNA
binding was not signiﬁcantly altered by the mutation.
Furthermore, structural analysis of the N18 residue
predicts that it has a catalytic role, but is not involved in
substrate recognition (3), and mutation of the equivalent
catalytic residue in the structurally homologous TDG and
uracil DNA glycosylase (Udg) does not affect substrate
recognition (26,35). While there are some indications of
cooperative binding to substrate and non-speciﬁc DNAs,
this is clearly less pronounced than with the abasic DNA.
Both mutant and wild-type data indicate that Mug forms
strongly cooperative interactions when binding to abasic
product DNA.
Stoichiometry of DNA binding and activity
The stoichiometry of the Mug:abasic DNA complexes
were investigated using a number of techniques. Both
competition anisotropy binding and gel shift experiments
indicate that there is a major 2:1 Mug:DNA complex, with
additional non-speciﬁc binding (Figures 3 and 4). The
band shift assays provide a clear perspective on this, and
additionally indicate that the speciﬁc product complex has
a signiﬁcantly faster migration than two Mug enzymes
bound to non-speciﬁc DNA: the faster migration
indicating formation of a tight complex. This conclusion
is supported by the calculation of the rotational correl-
ation time of the bound enzyme-product complex, which
is clearly too long for a monomer complex, but is within
the region expected of a dimeric complex (Figure 1,
Supplementary Table S2).
While these data indicated the formation of a speciﬁc
2:1 complex with product DNA, it was not clear whether
this was of importance for the catalytic activity of the
enzyme, since binding to non-speciﬁc and substrate
DNA is either non-cooperative or only relatively weakly
cooperative (Figure 2). Activity assays with varying
Mug:DNA ratios were performed to address this
question, and clearly demonstrated that a 2:1 ratio was
required for cleavage of the substrate. However, it is
known that the single turnover cleavage rate of Mug is
reasonably slow for an enzyme, at 0.04 s1 for this sub-
strate (5). It is therefore possible that Mug cleaves the
substrate as a monomer, but then cooperative binding to
the abasic product sequesters Mug out of the reaction,
limiting turnover and resulting in the observed 2:1
dependence.
As a further investigation to this we also performed salt
dependent reactions with Mug, as the cooperativity with
the abasic DNA is still present at 150mM NaCl, but
absent at 300mM NaCl (Supplementary Figure S4). The
data exhibited a 4-fold decrease in rate at 150mM NaCl,
but a 400-fold decrease at 300mM NaCl (Figure 6). On
the basis of these two experiments it may be postulated
that the dimeric binding of Mug to DNA facilitates
cleavage, although it does not constitute proof. It would
be difﬁcult to discriminate between models whereby a
second Mug enzyme facilitates cleavage through stabiliza-
tion of the enzyme-substrate complex, and the above men-
tioned product sequestration model. Regardless of the ﬁne
mechanism, cooperative binding has a functional impact
on Mug activity.
Taken together, these results clearly demonstrate the
importance of the 2:1 stoichiometry for product binding
by Mug. Furthermore, the salt dependence of DNA
binding by Mug also indicates a reduction in non-speciﬁc
binding at physiologically relevant salt concentrations
leading to a minimal functional dimer. Although
indirect, this implies that the dimerization is of relevance
to in vivo conditions. DNA glycosylases have generally
been assumed to act as monomers. There has previously
been no report of a member of the uracil DNA glycosylase
superfamily (36) either acting as a dimer, or binding its
product in a cooperative manner. However, there has been
a report that MutY acts as a dimer (37). In addition, the
O6-alkylguanine-DNA alkyltransferase also binds DNA
in a highly cooperative manner and is proposed to form
multimers on DNA (22,23).
Enzyme–DNA complexes
In the ﬁrst reported enzyme–DNA structures of Mug, the
DNA formed an unusual structure, whereby it formed an
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Figure 6. Salt dependence of Mug activity. 100 nM HexUG was
incubated with 5 mM Mug in reaction buffer containing 50mM (solid
circles), 150mM (open circles) or 300mM NaCl (solid triangles) at
25C. The reaction was allowed to proceed for the time shown before
quenching, with analysis as before (Figure 5). Data for the product
formation is shown with the best ﬁt to a single exponential with rates
at 50mM NaCl of 0.062±0.003 s1; at 150mM NaCl of
0.0161±0.002 s1; at 300mM NaCl the rate was calculated by ﬁxing
the end point of the equation to 95% product, which gave a good ﬁt
with a rate of 1.5 x 104±4 106 s1.
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overlapping pseudo-continuous DNA helix with a nick
opposite each abasic site (3). Although this resulted in
mispaired DNA bases, it enabled every Mug enzyme in
the crystal to bind to an abasic DNA site. Intriguingly,
there are contacts between neighbouring pairs of Mug
enzymes on the same extended DNA molecule (PDB,
2RBA). This was not reported in the original paper
since there was no indication that they were anything
other than fortuitous crystal contacts. However, given
the results that we present here, it is possible that this
interaction may be of greater signiﬁcance.
TDG is a homologue of Mug and recent reports of its
crystal structure have demonstrated a very high degree of
structural conservation between the two enzymes.
Interestingly, a recent structure of the TDG catalytic
domain (TDGcat) revealed two TDGcat enzymes simultan-
eously bound to the same DNA molecule (24): one is
bound at an AP site, while the other is bound
non-speciﬁcally, but forms contacts with the speciﬁcally
bound enzyme. The relative positions of the two
enzymes in the Mug crystal are not the same as in the
TDGcat crystal; the relative positionings are also
mutually exclusive, so that both complexes could not
form simultaneously. However, these structures could
provide a starting point to test potential modes of
protein–protein interactions on DNA.
Downstream processing of abasic lesions
The work presented here clearly demonstrates a differen-
tial binding mode for Mug with its abasic product DNA.
The cooperative formation of a speciﬁc dimeric complex is
a new observation within the Udg and Mug superfamily of
DNA glycosylases. It is evident that the slow turnover of
Mug, which has been reported earlier (5), must arise from
this cooperative binding, rather than speciﬁc interactions
with the widowed guanine, which may well be involved in
substrate recognition (3).
It has been widely argued that binding of abasic DNA
lesions by DNA glycosylases could help protect what are
unstable intermediates in the BER pathway. This may be
of particular importance for Mug, since it is established
that Mug is active in the stationary phase of the cell cycle
(10). Under such growth conditions enzymes normally
associated with DNA replication and repair will be less
abundant, so that protection of unstable intermediates
may be of greater importance. In contrast, Udg is
present during exponential cell growth and is known to
remove uracil that arises due to misincorporation, it is
notable therefore that Udg is not a product inhibited
enzyme (26,38).
There has been much interest in the interaction between
DNA glycosylases and their downstream AP endonucle-
ases, which could delineate sub-pathways of BER,
mediated by communication between enzymes in the
BER pathway. It has been suggested that modulation of
DNA glycosylase binding could be achieved through
transmission of structural changes at the
glycosylase-DNA interface induced by binding of the AP
endonuclease (14). Cooperative interactions between
DNA glycosylases and their abasic products could
provide an alternative mechanism by which downstream
repair may be coordinated, since disruption of the pro-
tein:protein interface will facilitate dissociation from the
abasic DNA product.
SUPPLEMENTARY DATA
Supplementary Data are available at NAR Online.
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