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Abstract 
Lenz, H. and G. Ringel, A brief review on Egmont KGhler’s mathematical work, Discrete 
Mathematics 97 (1991) 3-16. 
Most of Egmont Kiihler’s papers are devoted to two main topics: 
(I) Graph theory, in particular the factorization of a graph into isomorphic subgraphs, see 
[l-2, 6, 9-111 where he found the first relevant solutions of the Oberwolfach Problem. 
(II) Design theory, mostly Steiner systems S(t, k; v) with t > 2, and in particular Steiner 
quadruple systems S(3, 4; v) with point transitive automorphism groups, see [3-4, 7-8, 10, 
12-13, 15-17, 19-211. 
1. The Oberwolfach problem 
Egmont Kiihler, abbreviated by EK, was a frequent and very welcome 
participant of the graph theory meetings in Oberwolfach, Germany, which took 
place about every two years. In 1967 he was present when Gerhard Ringel first 
stated the Oberwolfach Problem: A meeting takes place in which there are 
2m + 1 participants. In the dining room there are s round tables, T,, &, . . . , T,, 
where T has exactly ti > 2 seats and 2n + 1 = tI + t2 + * * . + t,. Is it possible to 
choose the seatings for n meals in such a way that each participant is the neighbor 
of every other participant exactly once? The shortened notation of the problem is 
OW(t,, tZ, . . . , f,) or just (tl, t,, . . . , t,). 
The question can be easily reformulated in graph theoretical terms. A graph H 
where each vertex has degree 2 is called a quadratic graph. It consists of a set of 
disjoint circles. H can be uniquely described by the size of these circles, say, tl, 
t . . . ) t,. Now the Oberwolfach problem may be stated as follows. Given a 
$adratic graph H with 2m + 1 vertices, ’ 1s it possible to find an edge disjoint 
decomposition of the complete graph K,,,, into subgraphs HI, Hz, . . . , H,, 
such that each H, is isomorphic to H? 
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(3,4,4,..‘) (Zm+l) 
Fig. 1. 
In 1986, a solution for the special case where s = 1 appeared in a book by 
Lucas, who interpreted the problem geometrically. An example of his solution 
can be seen in the second illustration in Fig. 1. One vertex is located in the center 
of the figure and the others are arranged around a circle. The seating for the first 
meal can now be described as the graph Hi as seen in the figure. The seating H2 
can be obtained by rotating HI, clockwise n/8, H3 can be obtained by rotating HI 
(3.8) 
Fig. 2. 
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rc/4, and so on. This turning trick was later used in other cases by Kohler and 
others. The aforementioned turning trick is used in the illustrations of Fig. 1 and 
the lower illustrations of Fig. 2. A modification of the turning trick is used in the 
top illustrations of Fig. 2. Here the rotation is not by 36”, but by a multiple of 72”. 
Kijhler made many contributions to the Oberwolfach problem and its generali- 
zations. Details of his work will now be given. 
2. Factorisation of graphs 
In his doctoral thesis [l] EK investigates the problem of an edge-disjoint 
decomposition of a graph G into isomorphic subgraphs F,, F2, . _ . , Fk, in symbols 
G=F,ljF,ti.dF, (1) 
with 
l$ = 4 = F for all i, i. 
We abbreviate this by 
F Ik G or simply F 1 G. 
One obviously has the following. 
(2) 
(3) 
Lemmal. ZfFIGandG(H, thenFIH. 
If (3) holds, then EK calls F a factor of G, and the decomposition (1) is called a 
homogeneous factorization or H-factorization. An H-factorization is called 
simultaneous if there is a permutation CJ of the vertices such that 
4+r=a(e) forj=1,2 ,..., k-l. 
EK introduces so-called factorization matrices (‘Zerlegungsmatrizen’), using the 
edge orbits of u. They provide a method for finding all factors of a graph G. 
The main topic of [l] and subsequent papers is the H-factorization into 
m-regular factors. 
If F is an m-regular factor of the complete graph KS, then mn/2 must divide 
n(n - 1)/2, i.e. either 
misodd and n=mu+lwithuodd 
or 
m is even and n = 1 mod m. 
In [l], and again in [6], EK proves that this condition is sufficient for the existence 
of an m-regular factor of KS. 
The Oberwolfach problem [l-2, 111 asks for all quadratic factors of the 
complete graph K,,,. Let us call them OW-graphs. This problem is very 
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difficult. EK obtained solutions for small values of m and some infinite series. An 
OW-graph F is called an OW(t,, t2, . . . , t,) if it is the vertex-disjoint union of 
cycles of lengths tl, tZ, . . . , t,, in symbols 
F = C(t,) ij C(t,) ij . . . ti C(t,). 
In [l-2, 111 EK constructs all conceivable OW-graphs for m c 7 with the 
following exceptions. OW(4,5) does not exist. For OW(3,3,5), OW(3,3,3,4), 
OW(3,4,6), OW(3,5,5), and OW(3, 10) the existence was in doubt, see 
Appendix A. He gives some recursive constructions. 
Lemma2. LetF=E,ijE,ij. ..ijE,I,GandA,IIEifori=l,...,r. Then 
A,ijA2&.ijA,lk,G. (4) 
Corollary. If a resolvable Steiner system RS(2, u; su) (with su odd) exists, then 
OW(u, u, . . . ) u) = OW(s x u) 
exists. If moreover Al, . . . , A, are quadratic graphs with Ai 1 KS for i = 1, . . . , s, 
thenA,ij*. . ij A, is an OW-graph. 
Example. (a) For u odd OW(u x 3) exists. This is equivalent to the existence of 
Kirkman systems of orders 3u. 
(b) OW(pk x p) exists for prime powers p and k E N. 
Remark. Recently the existence of all conceivable OW-graphs OW(u, u, . . . , u) 
(u odd) was established. See Alspach, Schellenberg, Stinson and Wagner [24]. 
Lemma 3. [l, 111. Let K,,, denote the complete bipartite graph with 2m vertices. 
Then, for m, n E N 
K m+l ij A, ij - . . ij A, 1 Kmc2n+lj+l with (5) 
Ai=KK,,, fori=l,..., n. (6) 
Proof. Let V={o}UBoUB,U-* . U Bzn be a partition of the vertex set with 
]Bi( = m for i = 0, . . . , 2n, and let cr be a permutation fixing w such that 
cu(B,) = Bi+i (i < 2n) and (Y(B~“) = BO. Denote by K the complete graph on B,,, 
and by Ai (i = 1, . . . , n) the complete bipartite graph with edges {x, y}, x E Bi 
and y E B,+l_i. Then the complete graph on V is the edge-disjoint union of the 
subgraphs 
o’(KijA,& ..tiA,) j=1,...,2n+l. 0 
Lemma 4. For n E N let A” be the vertex-disjoint union of n graphs isomorphic to 
a graph A. Then 
K;,, (n K,,,,,. (7) 
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Proof. Let M:={O, 1,. . . , m - l} modm, M’:= {0’, l’, . . . , (m - 1)‘) modm, 
and N:={O,l,..., II - 1) mod n. On the vertex set (M x N) U (M’ x N) form 
the graphs A; (i = 0, . . . , n - 1) consisting of the edges {(x, y), (z’, t)} with 
f - y = i mod n. Ai is the vertex-disjoint union of n graphs B, (i = 0, 1, . . . , n - 
1) consisting of the edges {(x, i), (z’, i +i)}. Obviously B, = K,,,, hence all Ai 
are isomorphic to KL,,. 0 
Lemma 5. Let C, denote a cycle on n vertices. Then 
‘A irn K2m.2m. (8) 
Proof. Let M := (0, 1, . . . , 2m - l} and M’ := {0’, l’, . . . , (2m - l)‘}, and form 
the graphs Ai (i = 0, . . . , m - 1) with the edges {x, y’} such that y -x = 2i or 
y-x=2i+lmod2m. ThenAj=CC,,. q 
Corollary. C& Imn K2mn,2mn for m, n E N. 
Proof. This follows from the Lemmata 5, 4, 2, and 1. Cl 
Now Lemma 3 yields a lot of OW-graphs, e.g. 
OW(&+l,r+4s) forr, seN, 
OW(2r + 1, rs + 4) for r, s E N. 
See [l-2]. 
It is suggestive to consider the vertices of an OW-graph as the center o and the 
vertices 0, 1, . . . ,2m - 1 (for exp(kxi/m), k= 0, 1, . . . ,2m - 1) of the regular 
2m-gon. Then almost all the small OW-graphs F which EK constructed in [l-2, 
111, are rotational OW-graphs (briefly ROW-graphs). This means the following. 
Let 6 : w w o, i I+ i + 1 mod 2m be the rotation about x/m. Then either K2m+l is 
the edge disjoint union of the graphs S2k(F); k = 0, 1, . . . , m - 1 or F is centrally 
symmetric, i.e. 8”(F’) = F, and K,,, is the disjoint union of the graphs bk(F), 
k=O,l,..., m - 1. Figures 1 and 2 give examples. 
Some OW-graphs, e.g. the OW(5,8) in Fig. 2, admit l-factorizations (after 
deleting 0). On the other hand, two l-factors of K2,,, may form an OW-graph. 
EK discovered such a construction, using Skolem sequences [9-111. A Skolem 
sequence is a sequence (a,, a2, . . . , a2m) of numbers from (0, 1, . . . , m - l} 
such that 
(I) each i E (0, 1, . . . , m - l} occurs exactly twice, and 
(II) if ai = ai+j = k, then i = k + 1. 
Skolem sequences exist for m = 0 or 1 mod 4. 
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Examples. 
(3,0,0,2,3,1,2,1) for m = 4, 
(0, 0,2,3,4,2,1,3,1,4) for m = 5, 
(5,7,0,0,3,4,5,6,3,7,4,1,2,1,6,2) form=% 
In [9] EK constructs an infinity of Skolem sequences, using the closely related 
Langford sequences. In [ll] he constructs OW-graphs as follows: Label the 
vertices of the regular 2m-gon (m = 0 or 1 mod 4), say clockwise, by the entries of 
a Skolem sequence. Join vertices with the same label by an edge and obtain a 
l-factor F. Then F and the opposite l-factor P(F) = F + m mod 2m form a 
quadratic graph with one diameter doubly counted. On one of these diameters 
insert the ‘center 0’. The result is an OW(3,2t,, . . . , 2t,) with t, + * . . + t, = 
m - 1. 
Thus EK proved the existence of OW(3,4k, 4k) and OW(3,8k) for all k E N. 
The above Skolem sequence for m = 8 yields an OW(3,4,4,6). 
3. Designs, in particular quadruple systems 
In [3] EK constructs resolvable S(2, n; n’)‘s for t E N, if there is an affine plane 
of order it, using a graph theoretic method. This result was already known. In [4] 
EK uses similar reasoning for the construction of a transversal design with line 
size m and point class size IZ, if m is smaller than each prime divisor of n. The 
standard construction uses mutually orthogonal Latin squares. Papers [5,14,18, 
221 fall outside the scope of this review. 
In the important paper [7] EK develops the concept of difference cycles and 
shows how to use them for the construction of t-designs with a cyclic automorph- 
ism group which is regular on the points. For details see [25, p. 367-3721. As an 
example a direct construction of the small Witt design S(4, 5; 11) is given. 
In [15] EK uses his difference cycles for the construction of cyclic Steiner 
quadruple systems S(3, 4; 2~) for some prime powers p, e.g. p = 25, 29, 37, 41, 
89, 101, 113, 137, 149, 233. This paper gave rise to a lot of subsequent research, 
by Kiihler himself [8, 16-17, 191, his disciple Piotrowski [33-341, Siemon [35-371 
and others. In the Zentralblatt review (vol. 407, no. 05016) EK gives the 
correction of some misprints. His fundamental construction of cyclic quadruple 
systems is the following. 
Let v = 2 or 10 mod 24. This condition is necessary for a cyclic quadruple 
system CSQS(v) with all block orbits of length v. In the following a geometric 
description of Kohler’s approach is given which is due to Siemon [35]. As point 
set V we choose the vertices of a regular v-gon, written 0, 1, . . . , v - 1 mod v. 
We put 
(6 :x HX + 1) mod v. (1) 
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The problem is to find a set 9? c (y) of quadrangles’ such that each triangle 
T E (y) is in exactly one B E 93, and 
BE% =, ME& (2) 
#‘(B)=BE% + k=Omodv. (3) 
EK restricted himself to quadrangles with axial symmetry the subtriangles of 
which contain a pair of congruent triangles, i.e. firstly ‘kite quadrangles’ 
{x, y, z, u} with y -x = z - y, x - u = u - z, and secondly isosceles trapezoids, 
briefly trapezoids, {x, y, z, CL} with z -y =x - U, see Fig. 3. 
Each kite quadrangle contains two isosceles triangles and two right-angle 
triangles, and each such triangle is in exactly one kite quadrangle. Note that there 
are no squares as v = 2 mod 4. Now we exclude isosceles and right-angled- 
triangles. 
For any two noncongruent triangles with euclidean side lengths (a, b, c) and 
(a, b, c’), respectively (i.e. c’ # c), there is a unique trapezoid (up to congruence) 
containing them. Now it is easy to define the Kiihler graph. The vertices of the 
Kohler graph KG(u) are the congruence classes A of (non-isosceles and 
non-right-angled) triangles A. Two triangles are joined by an edge iff the 
representative triangles have two side lengths in common. Let A be a triangle 
with lengths a, 6, c, w.1.o.g. c = a + b or a + b + c = IJ. Then there are at most 
three triangle classes Ai such that {A, &} is an edge of KG(V), see Fig. 4. If 
A = {A, B, C}, then 
A1 = {A, A’, B} with A’ - B = C -A, 
A2={B, B’,A} with B’-A=C-B, 
A3={C,C’, B} with C’-B=A-C. 
The triangles Ai (i = 1, 2, 3) may be isosceles or right-angled. 
Example 1. v = low; A = 0, B = 3w, C = W. Then A2 is right-angled and AL3 is 
isosceles. 
1 Only inscribed triangles and quadrangles are considered. 
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Fig. 4. 
Example 2. v = 7w; A = 0, B = 3w, C = w. Then A,, AZ, and A3 are isosceles. 
Theorem 1. Each l-factor 9 of the Kiihler graph gives rise to a CSQS(v). 
Proof. The quadrangles of the desired CSQS are 
(I) all kite quadrangles, 
(II) the trapezoids containing two triangles A, A’ such that A and A’ are 
joined by an edge of 9. 0 
Hence the original question reduces to the following difficult problem. 
Main Problem: Find a l-factor of the Kiihler graph. [15] and many subsequent 
papers deal with this problem or analogous ones. In [8] EK constructs 
CSQS(2p)‘s for p = 53, 173, 197, 293, and 317. In [19] he investigates quadruple 
systems &(3, 4;~) which are invariant under the affine group {x HUX + 
b modp}, where p is a prime. Of course A. must be even. As one result of [19] 
EK shows the existence of affine invariant S,(3, 4;~)‘s for p = 11 up < 100, 
except for p = 13, if the numeral existence conditions for A hold. 
In his doctoral thesis, supervised by Kiihler, Piotrowski [34] studied Steiner 
quadruple systems invariant under the dihedral group D,y of order 2v, and under 
the larger ‘affine’ group {x I+ ax + b} mod v, GCD(a, v) = l}. Some of 
Piotrowski’s results are mentioned (without proof) in Siemon’s paper [36]. In this 
paper, part of Piotrowski’s material was proved quite differently by using EK’s 
orbit graph approach (see below) and a technique which was developed by 
Siemon [36]. Nowadays many infinite series of CSQS(v)‘s are known, most of 
them based on Kiihler’s ideas. 
If v = 0 mod 7, there is no l-factor, as the Kohler graph has a vertex of degree 
0, by Example 2 above. EK developed several ideas towards the solution of the 
above main problem. 
Define KG(d, v) as the subgraph of triangle classes A of triangles A with side 
lengths a, 6, c such that 
GCD(a, 6, c, v) = d. (4) 
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Lemma 2 [15]. KG(V) is the vertex-di.Qoint union of the subgraphs KG(d, v) with 
d 1 v. Let KG,(v) be the subgraph with 
GCD(a, b, c) s i mod 2 (i = 1, 2). (5) 
Again KG(V) = KG,(V) ij KG,(v). 
It is comparatively easy to find a l-factor of KG,(v), see [15, 351. Hence only 
the main problem for KG,(V) remains. 
Now EK had the good idea to introduce a smaller graph, using automorphism 
groups r of KG,(v). The vertices of the new orbit graph are the orbits of r and 
the edges are defined in a natural way. In a new paper of Siemon [37] the 
following theorem is proved. 
Theorem 2. Let G be a graph and r an automorphism group of G such that all 
orbits have equal length. Then, if the orbit graph OG has a l-factor, then G has a 
l-factor. 
In [16] EK generalizes his difference cycles from cyclic to abelian groups. In 
[17] he shows, besides general constructions of t-designs by difference cycles, the 
existence of cyclic &(3, 4; 21)‘s for all even ZJ E 2N\{2}. If v = 2 mod 4 these 
quadruple systems are simple. The general existence problem for simple 
S,(3, 4; v)‘s was only recently settled by Phelps, Stinson and Vanstone [32]. 
The paper [12] deals with infinite Steiner systems S(t, k; 03). EK proves the 
existence of resolvable cyclic S(l, k; t~)‘s for all t, k E N with 1 <t < k. A 
simplified theorem (without resolvability) is included in [25]. 
In [13] EK studies Steiner systems S(t - 1, t; 2t + 1). The existence is only 
known for t = 3 and t = 5. One result of [13] is the following: If an S(t, t + 1; t + 
n) exists, then c + 1 < u for each prime divisor u of n. 
Examples. S(5, 6; 12), S(5, 6; 24), S(5, 6; 48), S(5, 6; 84) are known to exist, cf. 
[25]. An S(5, 6; 60) cannot exist. 
In [20-211 EK uses Mendelsohn’s intersection numbers [31] and a generaliza- 
tion, due to Piotrowski, for non-existence proofs of t-designs satisfying the 
numeral existence conditions 
for i =O, 1,. . . , t - 1. Thus he proves the non-existence of S,(5, 9; 19) [20], 
X,(12, 14; 29), &(25, 28; 56), S,(28, 30, 60), S,(13, 16; 32), S,(26, 28; 58) [21] 
and many more conceivable designs. For &(5, 9; 19) see Appendix A.4. 
For the results of [20] heavy computer work was needed, but not for those of 
[21]. EK restricts himself to simple t-designs. In [21] this is not necessary. 
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The new intersection numbers of Kohler and Piotrowski are defined as follows: 
Given an &(t, k; v), let M be a set of points with t s [MI = m. Then LY, 
(i=O,..., m) is defined as the number of blocks Y with ) Y n M 1 = i. 
Lemma4. ForOcsGt 
(7) 
where AS is the number of blocks containing s given points. 
This follows by counting the pairs (S, Y), where Y is a block and 
SE 
Mfl ( 9 s ’ 
in two ways. 
If M is a block we obtain Mendelsohn’s equations for his intersection numbers. 
EK applies the equations for the analysis of conceivable t-designs S*(t, k; v) with 
small values of k - t; in particular k -t E (2, 3). He derives from (7) the 
following equations (in Kohler’s paper [21] this formula contains a misprint which 
does not affect his non-existence results): 
For t even and s = 0 formula (8) can be written as 
This formula works well for small values of v - 2t 2 2(k - t). For (/I., t, k, v) = 
(3, 10, 13, 29), e.g., this reads 
cue = 38 - (aI1 + llal;? + 66~~~~) 
which is impossible if M is a block, i.e. CY,~ >0. Hence an S,(lO, 13; 29) does not 
exist. Similarly EK proves for any twin primes p, p + 2 the non-existence of 
&(t, k; v) with A = (p + 1)/6, t = 6A - 8, k = 6A - 5, and v = 12n - 7. Then [21, 
Satz 3, p. 1401 he derives lower bounds of A for t-designs with t even, 
k=t+2, v - 2t E {5,6,7} and 
k=t+3, v - 2t E (7, 8, 9}. 
As an example this excludes the existence of &(12, 14; 29) and S,(26, 28; 58). 
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Thus EK gave a new approach to the almost hopeless existence problem for 
t-designs with large values of t. 
Appendix A 
A.l. Piotrowski’s Oberwolfach graphs (1979) 
In an unpublished paper Piotrowski disproved the existence of OW(3,3,5), 
using a computer, and he constructed the following Oberwolfach graphs, left 
open by Kohler. Let 
V:={~}UZ12={~}U{0,1 ,..., ll}mod12, (Al) 
and let u be the permutation 
(a)(1 2 3)(4 5 6)(7 8 9)(10 11 0), (A2) 
moreover, let Gj, Hi (i = 1, 2, 3, 4) be the following quadratic graphs with vertex 
set V, denoted by its cycles: 
G1 := (00 1 4)(2 8 7 10)(3 5 0)(6 9 11) 
HI :=(a, 7 11 lO)(l 3 8)(2 6 0)(4 5 9). (A3) 
G,:=(m 1 3 0 5 4)(2 8 7 10)(6.9 11) 
Hz:= (03 7 11 lO)(l 4 9 5 3 8)(2 6 0). (A4) 
G,:=(w 4 5 0 3 1 8 2 10 7)(6 9 11) 
H,:=(m 1 4 9 5 3 8 7 11 10)(2 6 0). (A5) 
G4:= (00 1 8 7 4)(2 5 0 11 6)(3 9 lo), 
H,:=(m 7 2 4 10)(5 6 8 11 9)(1 3 0). (A6) 
All graphs Gi, Hi are Oberwolfach graphs with 
Gi = H; (i = 1, 2, 3, 4) 
(G;IjH,U(GPIjHPIj(Gi”‘UHP’=K,,, i.e. 
G, 1 K,3 (i = 1, 2, 3, 4). (A7) 
This shows the existence of OW(3,3,3,4), OW(3,4,6), OW(3, lo), and 
OW(3,5,5). 
A.2. Hiiggkvist’s general theory 
In [27] Haggkvist reports on major progress in the problem of Kohler’s 
dissertation, i.e. edge-disjoint decompositions of graphs into isomorphic sub- 
graphs, most of it by Haggkvist himself and his school. A lot of classical results of 
design theory can be considered as special cases of this general problem. 
14 H. Lenz, G. Ringel 
Examples [25]. (a) K3 1 K,, iff 3 6 ZJ = 1 or 3 mod 6 (existence of Steiner triple 
systems). 
@I & % Kxi, K, % Kzw 
(cl KS 1 Ku iff 5 c ZI = 1 or 5 mod 20 (Hanani). 
(d) Kk ) K,, for almost all u E N with u - 1 =O mod(k - 1) and V(V - 
1) = 0 mod k(k - 1). 
(e) u . K3 1 K,, for u odd (existence of Kirkman triple systems). 
(f) Let G = (V, E) b e a graph. Then G(m) (m E N) denotes a graph with 
vertex set {xi: x E V and i E { 1, 2, . . . , k}} and edge set E(m) := {x,Yj: xy E E}. 
Obviously IE(m)l = [El . m2. 
The statement mK, 1 K,(m) means the existence of k - 1 mutually orthogonal 
Latin squares of order m, and is equivalent to Kk+, ( Kk+l(m). 
Haggkvist gave complete solutions of the Oberwolfach problem for K,(2) and 
K 4n,4n instead of K2,,+,. For other interesting edge-disjoint decompositions into 
isomorphic subgraphs, in particular into trees, see [27]. 
A.3. An older application of formula (8). The non-existence of &(3,5; 11) and 
similar 3-designs (Piotrowski [33]) 
For a hypothetical S,(2, k; (” : ‘)) equation (8) reads 
= (k + l)(k + 2) - m(k + 2) + m(m - 1). (10) 
Hence for m = k, if M is a block, 
As CY~ = 1 this implies 
cu, = a3 = . . . = (yk-, = 0. 
Any two blocks intersect in 1 or 2 points. Now choose M = B U {x} where B is a 
block and n $ B. Then 
cu, = 0, (yk = 1, ak+l = 0, 
a;=0 for 4=i<k. 
Now (10) reads 
ff3 + 
= (k + l)(k - 2) 
2 ’ 
a3 = k - 2. (11) 
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Proposition. An &(3, k + 1; (“; ’ ) + 1) with 1 < k - 2 f 0 mod 3 does not exist. In 
particular there is no S43, 5; ll), S,(3, 7, 22), &(3, 10; 46). Note that k & 3 mod 4 
is another necessary existence condition. 
Proof. Let B be a fixed block of a hypothetical S,(3, k + 1; (“t ‘) + 1) with point 
set V and block set B, and choose a point x $ B. Let 9 be the set of triples 
T = {a, b, c} E (f) such that there is a block B’ E 9 with T U {x} c B’. 
For any point a E B there are exactly k - 2 triples T E 9 containing a. This 
follows from (ll), applied to the derived design (V, 9’&. Hence (B, 9) is an 
S,_,(l, 3; k + 1). This implies 
,D, = (k - 2)(k + 1) 
3 ’ 
k-2=Omod3. 0 
A.4. The non-existence of &(S, 9; 19) 
Harnau [28] pointed out a mistake in KShler [20]. He saved EK’s results, 
surprisingly without computer aid. 
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