Although implicitly measured bias was once assumed to be highly stable, subsequent research has shown that it is, in fact, malleable. One technique for altering implicit bias is through counter-prejudicial training. At least two broad mechanisms may drive this effect. First, training people to respond in counter-prejudicial ways may diminish the extent to which biased associations are activated in memory. Second, training may strengthen processes that reduce the influence of biased associations on responses. Participants received either counter-prejudicial, pro-prejudicial, or no training and then completed an implicit measure of bias. Application of the quadruple process model revealed support for both mechanisms: Counter-prejudicial training produced less activation of biased associations as well as enhanced detection of appropriate responses compared with pro-prejudicial or no training. Implications for the development of bias-reduction training are discussed. Copyright © 2013 John Wiley & Sons, Ltd.
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Recent data suggest that a combination of reduced activation of biased associations and enhanced control underlies the effects of training. It is well established that people who are internally but not externally motivated to control prejudice (high IMS/low EMS) show less implicit bias than people who either are unmotivated or are externally motivated (high EMS) to control prejudice (Amodio, Devine, & Harmon-Jones, 2008; Amodio, Harmon-Jones, & Devine, 2003; Devine, Plant, Amodio, Harmon-Jones, & Vance, 2002) . Gonsalkorale, Sherman, Allen, Klauer, and Amodio (2011) examined differences in implicit attitude processes among these groups and found that people who are internally but not externally motivated have both less activation of biased associations and enhanced control over the influence of those associations compared with other respondents.
One prominent account of the development and influence of attitudes among those with high IMS/low EMS is that these individuals train themselves to respond in unbiased ways (e.g., Monteith, Ashburn-Nardo, Voils, & Czopp, 2002) . This training involves learning to identify contexts in which biased responses are likely and learning to replace biased responses with more egalitarian responses. One result is less implicit bias. If externally directed counter-prejudicial training affects implicit bias in a similar fashion to self-training, then external training may also be expected to both reduce the activation of biased associations and enhance the operation of control during the completion of implicit measures of bias. The purpose of the current research was to examine this possibility.
The quadruple process model (quad model; Sherman et al., 2008) is well suited for this kind of process-level investigation. The quad model is a multinomial model (Batchelder & Riefer, 1999; Riefer & Batchelder, 1988 ) that provides a mathematical means to estimate the independent contributions of different processes to implicit task performance. The model proposes that implicit task performance depends jointly on the activation of implicit associations in memory (activation [AC] ), the ability to detect correct responses on the task (detection [D] ), success at overcoming biased associations when they would produce an incorrect response (overcoming bias [OB] ), and the influence of general guessing or response biases that may influence behavior in the absence of other available guides to response (guessing [G] ). Whereas the AC parameter reflects the relatively automatic influence of underlying associations, the D and OB parameters reflect the operation of more controlled processes that may work in opposition to the associations and reduce demonstrated implicit bias (e.g., Sherman et al., 2008) . The quad model has been extensively validated (Conrey, Sherman, Gawronski, Hugenberg, & Groom, 2005; Sherman et al., 2008) .
THE PRESENT STUDY
Research has shown that people with high internal and low external motivations to control prejudice show less implicit bias than others. Gonsalkorale et al. (2011) applied the quad model and showed that this effect was related to less activation of biased associations (AC) and greater levels of detection (D) among high IMS/low EMS participants. If externally directed training influences bias via the same mechanisms as those involving IMS and EMS, then we should expect that participants trained to respond in a counter-prejudicial manner should subsequently demonstrate reduced activation of biased associations (AC) and enhanced detection of correct responses (D). To investigate this possibility, participants received counter-prejudicial training, pro-prejudicial training, or no training and then completed an implicit measure of racial bias.
Method
Two hundred thirty-six undergraduates (144 women) participated for partial course credit. First, participants in the training conditions completed a task in which they responded to a series of pictures of Black and White men paired with positive and negative words. The training procedures were similar to those used by Kawakami et al. (2000) . Participants in the counter-prejudicial condition (N = 67) were trained to affirm Black-positive and White-negative picture pairings by pressing the YES key (the + key) and to disaffirm Blacknegative and White-positive picture pairings by pressing the NO key (the~key). Participants in the pro-prejudicial condition (N = 70) were trained to affirm Black-negative and White-positive picture pairings and to disaffirm Black-positive and White-negative picture pairings. The stimuli consisted of four blocks of 60 trials in which pictures of 10 Black and 10 White men with neutral expressions (taken from Minear & Park, 2004) were randomly paired with 20 positive and 20 negative words. Each 60-trial block consisted of 15 trials of Black/positive, Black/negative, White/positive, and White/ negative pairings. Each picture/word pair remained onscreen until the participant made a correct response. Participants in the no training condition (N = 99) completed no task.
Next, each participant completed an evaluative Implicit Association Test (IAT; Greenwald, McGhee, & Schwartz, 1998) , in which they paired pleasant and unpleasant words with pictures of Black and White men. Participants first completed two 20-trial practice blocks, in which they discriminated pleasant from unpleasant words, and White from Black faces. The third and fourth blocks were critical blocks consisting of 20 and 40 trials, respectively. Participants were instructed to press one key whenever they saw a picture of a White person or a pleasant word, and another key whenever they saw picture of a Black person or an unpleasant word. The keys used to categorize Black and Whites faces were switched in subsequent blocks. The fifth block was a 20-trial practice block in which participants discriminated Black from White faces using the new key assignments. The sixth and seventh blocks were critical blocks consisting of 20 and 40 trials, respectively. Participants were instructed to press one key whenever they saw a picture of a White person or an unpleasant word, and another key when they saw a picture of a Black person or a pleasant word. Participants who respond more quickly when "Black" shares a key with "unpleasant" (commonly referred to as a "compatible" trial) than when it shares a key with "pleasant" (commonly referred to as an "incompatible" trial) are thought to have an implicit preference for Whites relative to Blacks (Greenwald et al., 1998) . Target category and attribute labels remained on the top left and top right of the screen throughout the task, while stimulus pictures and words appeared at the center of the screen. A red "X" appeared whenever participants made an error, and they were required to correct the error before moving onto the next trial. Latencies were recorded to the correct response. Participants were instructed to make their classifications as quickly and accurately as possible.
Pleasant words were always categorized using the "I" key and unpleasant words using the "E" key. Both the pictures and words used in the IAT were different from the ones used in the training task. The words used as stimuli in both the training task and the IAT are reported in the appendix. 
Results

IAT Bias
Implicit Association Test scores were calculated according to the algorithm described by Greenwald, Nosek, and Banaji (2003) . A one-way ANOVA revealed a significant effect of training, F(2, 233) = 12.99, p < .001, 
Modeling
We applied the quad model in order to explore the processes responsible for the differences between training conditions. The structure of the quad model is depicted as a processing tree in Figure 1 . In the tree, each path represents a likelihood. Processing parameters with lines leading to them are conditional on all preceding parameters. For instance, OB is conditional on both AC and D. The conditional relationships described by the model form a system of equations that predicts the numbers of correct and incorrect responses in different conditions (e.g., compatible and incompatible trials). For example, there are three ways in which an incorrect response can be returned on an incompatible trial, in which Black and pleasant share a response key. The first is the likelihood that biased associations are activated (AC), detection succeeds (D), and OB fails (1 À OB), which can be represented by the equation AC Â D Â (1 À OB). The second is the likelihood that the biased associations are activated (AC) and detection fails (1 À D), which can be represented by the equation AC Â (1 À D). The third is the likelihood that biased associations are not activated (1 À AC), detection fails (1 À D), and a bias toward guessing "unpleasant" (1 À G) produces an incorrect response, which can be represented by the equation
As such, the overall likelihood of producing an incorrect response on an incompatible trial is the sum of these three conditional probabilities:
The respective equations for each item category (e.g., Black faces, White faces, pleasant words, and unpleasant words in both compatible and incompatible blocks) are then used to predict the observed proportions of errors in a given data set. The model's predictions are compared with the actual data to determine the model's ability to account for the data. A w 2 estimate is computed for the difference between the predicted and observed errors. To best approximate the model to the data, the parameter values are changed through maximum likelihood estimation until they produce a minimum possible value of the w 2 . The final parameter values that result from this process are interpreted as relative levels of the processes.
For each group, we calculated parameter estimates of AC, D, OB, and G. The G parameter was coded so that higher scores represented a bias toward guessing with the positive (pleasant) key. Two separate AC parameters were estimated: one measuring the extent to which associations between Black and unpleasant (BAC) were activated in performing the task and another measuring the extent to which associations between White and pleasant (WAC) were activated. The overall error rate for the IAT was 11.5% and w 2 for model fit was 26.71, df = 1, p < .001. Tests of model fit are dependent on sample size, such that minute deviations from the model can jeopardize model fit when power is high (Cohen, 1988) . However, the effect size of the difference between the actual data and the model's predicted data was w = 0.03, indicating good fit when controlling for power.
As Table 1 shows, BAC estimates were lower for participants who received counter-prejudicial training (M = 0.09) than for participants who received pro-prejudicial training (M = 0.14), Δw 2 = 6.89, df = 1, p < .01, w = 0.02, or no training (M = 0.13), Δw 2 = 4.33, df = 1, p = .04, w = 0.01. Similarly, WAC estimates were lower for participants who received counter-prejudicial training (M = 0.09) than for participants who received pro-prejudicial training (M = 0.15), Δw 2 = 7.63, df = 1, p < .01, w = 0.02, or no training (M = 0.14), Δw 2 = 6.61, df = 1, p = .01 w = 0.02. Additionally, D estimates were higher for participants who received counter-prejudicial training (M = 0.85) than for participants who received proprejudicial training (M = 0.82), Δw 2 = 4.14, df = 1, p = .04, w = 0.02, or no training (M = 0.81), Δw 2 = 8.33, df = 1, p < .01, w = 0.02. However, OB estimates were not different for participants who received counter-prejudicial training and participants who received either pro-prejudicial training, Δw 2 = 0.64, df = 1, p = .42, w = 0.007 or no training, Δw 2 = 1.59, df = 1, p = .21 w = 0.009. Similarly, G estimates were not different for participants who received counter-prejudicial training and participants who received either pro-prejudicial training, Δw 2 = 0.21, df = 1, p = .65, w = 0.004, or no training, Δw 2 = 0.01, df = 1, p = .92 w = 0.004. None of the parameters differed between the pro-prejudicial training and no training 
DISCUSSION
Previous research has reported that counter-prejudicial training leads to decreased bias. Two competing theoretical accounts have been proposed to explain this effect, and the purpose of the present research was to directly test these explanations. Specifically, we tested whether training decreases the extent to which biased associations are activated, increases control, or both. To test these accounts, we used the quad model to separately estimate the contributions of multiple processes to implicit bias. Results showed that participants who received counter-prejudicial training showed both less activation of biased associations and enhanced detection of appropriate responses compared with participants who received either pro-prejudicial training or no training, providing evidence for both accounts.
These findings expand our understanding of the process of prejudice reduction. Previous research showed that high IMS/ low EMS people demonstrate less implicit bias, and that this effect is related to both reduced activation of biased associations and increased detection of correct responses among these respondents (Gonsalkorale et al., 2011) . However, it is an open question whether high IMS/low EMS individuals have less biased associations because of extensive practice at monitoring and replacing biased responses, if they simply never had biased associations in the first place, or if having less biased associations facilitates the development of effective response monitoring. The results of the present study indicate that extensive practice at monitoring and replacing biased responses can both enhance detection and reduce the activation of biased associations.
Interestingly, extensive practice at affirming biased responses neither increased the activation of biased associations nor affected detection. That biased associations were unaffected by pro-prejudicial training suggests a ceiling effect for bias, or perhaps it is simply harder to strengthen associations than it is to reduce them. Although further research is needed to explore these possibilities, it is encouraging that bias in this case was easier to reduce than enhance. Moreover, the fact that detection was unaffected by proprejudicial training highlights the importance of the content of the training: Detection is not enhanced through practice alone, but rather specifically through practice attending to counter-prejudicial pairings.
It is possible that participants in this experiment may have been aware of the purpose of the training, as they may have been in previous demonstrations of training effects. The goal of this research was to examine the processes through which training-induced reductions in bias are achieved, intentionally or not. We make no strong claim regarding the (un)intentional nature of the reactions to the training and do not view the question of intentionality as central to the research question.
Finally, these findings also expand prior research on biasreduction training. Specifically, the effect of counterprejudicial training on associations and control has implications for the development of bias-reduction interventions. Individuals may display implicit bias either because they have biased associations that are activated or because they are unable to exert control in responding to the task. Presumably, interventions to reduce bias would need to address participants' specific processing deficit (i.e., associations vs. control). However, counter-prejudicial training similar to what was used in this study would appear to be effective at reducing bias both for people who have strongly biased associations and people who have poor control. Readers may be interested in the correlations between the parameter estimates and IAT performance. In the counter-prejudicial training condition, IAT bias correlates with BAC, r = .31, p = .012; and WAC, r = .38, p = .002; but not D, r = À.01, p = .92; OB, r = .21, p = .09; or G, r = .01, p = .98. In the proprejudicial training condition, IAT bias correlates with BAC, r = .55, p < .001; and WAC, r = .33, p = .006; but not D, r = .09, p = .48; OB, r = .17, p = .17; or G, r = .23, p = .06. In the no training condition, IAT bias correlates with BAC, r = .35, p < .001; and WAC, r = .25, p = .02; but not D, r = .12, p = .22; OB, r = .07, p = .52; or G, r = .09, p = .40. The meaning of such correlations is unclear, however, because both quad model parameters and IAT scores (using the improved scoring algorithm: Greenwald et al., 2003) are derived from performance accuracy data. Deriving separate estimates (i.e., quad parameters and IAT scores) from the same data can result in correlated random errors, which may bias the variance/covariance structure that exists between them and thereby complicate any interpretation of correlations between the estimates (Klauer, 2010) . Because subject-level correlations necessarily depend on individual-level parameter estimates, they are especially vulnerable to the biasing effects of correlated random errors. That is, because individual-level parameter estimates are derived from a small number of observations, they are especially vulnerable to this problem (Cohen, Sanborn, & Shiffrin, 2008) . In contrast, aggregation across conditions reduces the impact of random errors, which is why we report only aggregate-level analyses in the body of this paper.Note that these correlations are based on both a different means of estimating IAT bias and a different set of equations for estimating the D parameter in the quad model than those reported by Conrey et al. (2005) . Specifically, the original quad model equations reported in Conrey et al. (2005) for estimating D were based, in part, on the single-category IAT practice items, which was problematic for many reasons. Since then, every paper published by our lab using the quad model has estimated D only from the dualcategory IAT test trials (Sherman et al., 2008 
