Forecasting the risk of extreme losses is an important issue in the management of financial risk. There has been a great deal of research examining how option implied volatilities (IV) can be used to forecasts asset return volatility. However, the impact of IV in the context of predicting extreme risk has received relatively little attention. The role of IV is considered within a range of models beginning with the traditional GARCH based approach. Furthermore, a number of novel point process models for forecasting extreme risk are proposed in this paper. Univariate models where IV is included as an exogenous variable are considered along with a novel bivariate approach where movements in IV are treated as another point process. It is found that in the context of forecasting Value-at-Risk, the bivariate models produce the most accurate forecasts across a wide range of scenarios.
Introduction
Modeling and forecasting extreme losses is a crucially important issue in the management of financial risk. As a result, accurate estimates of risk measures such as Value-at-Risk (VaR) that capture the risk of extreme losses have attracted a great deal of research attention. Techniques for dealing with their tendency to cluster must be applied to model these events.
A number of approaches to deal with the clustering of events have been proposed. McNeil and Frey (2000) develop a two stage method where GARCH models are first applied to model volatility and extreme value theory (EVT) techniques are applied to the residuals. Chavez-Demoulin et al. (2005) propose a Peaks Over Threshold (POT) approach for modelling extreme events. To deal with event clustering they employ a self-exciting marked point process, specifically a Hawkes process. Under the Hawkes specification, the intensity of the occurrence of extreme events depends on the past events and their associated size or marks. Herrera and Schipp (2013) extend the Hawkes-POT framework of Chavez-Demoulin et al. (2005) and utilise a duration based model to explain the clustering in event process.
While they have not been considered in this specific context, option implied volatilities (IV) have been widely used in terms of forecasting volatility. As the volatility of the underlying asset price is an input into option pricing models, option traders require an expectation of this volatility before valuing options.
Therefore, IV should represent a market's best prediction of an assets' future volatility (conditional on observed option prices and an option pricing model).
It is well known that IV indices are negatively correlated with stock market indices and are an important measure of short-term expected risk (see, Bekaert and Wu, 2000; Wagner and Szimayer, 2004; Giot, 2005; Becker et al., 2009; Lin and Chang, 2010; Bekaert and Hoerova, 2014, among others) . In a wide ranging review, Poon and Granger (2003) report that in many studies, IV have been found to be a useful forecast of volatility. Blair et al. (2001) find the inclusion of IV as an exogenous variable in GARCH models to be beneficial in terms of forecasting. While not focusing on forecasting, Becker et al. (2009) show that IV contain useful information about future jump activity in returns, which reflect extreme movements in prices.
Most of these studies have overlooked the complex extremal dependence between IV and equity returns, with only a few studies examining this issue. For instance, Aboura and Wagner (2014) investigate the asymmetric relationship between daily S&P 500 index returns and VIX index changes and show the existence of a contemporaneous volatility-return tail dependence for negative extreme events but not for positives. Peng and Ng (2012) analyse the cross-market dependence of five of the most important equity markets and their corresponding volatility indices. They also find the existence of an asymmetric tail dependence. Hilal et al. (2011) propose a conditional approach to capture extremal dependence between daily returns on VIX futures and S&P500. Their empirical analysis shows that the VIX futures return is very sensitive to stock market downside risk.
In this paper, we move beyond the role of IV in forecasting total volatility and focus on its link to extreme losses and address two main questions.
1. How do extreme shocks in IV index returns relate to extreme events in its respective stock market return?
2. How can the occurrence and intensity of extreme events in IV indices influence the dynamic behavior on stock market returns and vice versa?
To address these issues, an approach is proposed which utilises IV within intensity based point process models for extreme returns. The first model treats IV as an exogenous variable influencing the intensity and the size distribution of extreme events. A novel alternative view is also proposed based on a bivariate Hawkes model. Extreme movements in IV are treated as events themselves, with their impact on extreme events in equity returns captured through a bivariate Hawkes model. Performance of the proposed methods will be analysed in the context of forecasting extreme losses within a Value-at-Risk framework. The benchmark approach follows the earlier forecasting literature in that IV is used as an exogenous variable within the GARCH-EVT framework.
An empirical analysis in undertaken where forecasts of the risk extreme returns are generated for five major equity market indices using their associated IV indices. These forecasts are based on GARCH-EVT, univariate and bivariate Hawkes models, and take the form of VaR estimates at a range of levels of significance. It is found that GARCH based forecasts which include IV are often inaccurate as the breaches of the VaR are incorrect. Univariate Hawkes models where IV is treated as an exogenous variable outperform the GARCH forecasts, though a number of forecast accuracy tabs are rejected. The bivariate Hawkes models where the timing of past extreme increases in IV are treated as a point process lead to the most accurate forecasts of extreme risk. The results of this paper show that while IV is certainly of benefit for forecasting extreme risk in equity returns, the framework within which it is used is important. The superior approach is to treat extreme increases in IV as a point process within a bivariate model for extreme returns.
The paper proceeds as follows. Section 2 outlines the traditional GARCH-EVT framework, and introduces the proposed univariate and bivariate Hawkes point process models. Section 3 describes how VaR forecasts are generated and evaluated. Section 3.1 outlines the equity market indices and associated IV.
Section 4 presents insample estimation results for the full range of models considered along with the results from tests of forecast accuracy. Section 5 provides concluding comments.
Methodology
This section introduces the competing approaches for forecasting extreme losses given VaR predictions.
The first is the benchmark case and follows the classical approach, that IV is used as an exogenous variable in a range of GARCH specifications. The models considered here are the standard GARCH model of Bollerslev (1986) , the GJR-GARCH model of Glosten et al. (1993) , and the exponential GARCH (EGARCH) of Nelson (1991) . The approach proposed utilizes the Hawkes-POT framework introduced in the one-dimensional case by Chavez-Demoulin et al. (2005) . This method has been employed in a range of empirical applications from modeling equity risk in equities to extreme spikes in electricity prices (Chavez-Demoulin and McGill, 2012; Herrera, 2013; Herrera and Gonzalez, 2014) . Here, the one-dimensional approach is extended to include IV as an exogenous variable. A bivariate model is also developed to incorporate the intensity of the occurrence of extreme movements in IV. This approach will uncover potential bi-directional linkages between extreme movements in IV and extreme losses. Results from this analysis will reveal whether using IV itself, or the intensity of its extreme movements lead to more precise prediction of the intensity and size of extreme losses.
Conditional mean and volatility models
The conditional mean of the market returns is specified as an Auto Regressive Moving Average (ARMA)
(1) r t denotes the return on a stock market index at time t, µ the mean, a i and b j describe the autoregressive and moving average coefficients, respectively and ε t denotes the residual term. The residuals are defined
where η t is the standardized residual and h t is the conditional variance. The GARCH specifications considered for the conditional variances which include IV as an exogenous variable are
GJR-GARCH(1,1) :
EGARCH(1,1) :
The GARCH model in (3) corresponds to the standard model of Bollerslev (1986) , where ω > 0, α ≥ 0, β ≥ 0 and γ ≥ 0 so that the conditional variance h t > 0. The model is stationary if |α + β | < 1 is ensured. The GJR-GARCH specification (4) models positive and negative shocks on the conditional variance asymmetrically by means of the parameter δ . Sufficient conditions for h t > 0 are ω > 0, α + δ ≥ 0, β ≥ 0 and γ ≥ 0. Finally, the EGARCH specification (5), for the conditional variance allows for asymmetries in volatility and avoids positivity restrictions. In this model, positive and negative shocks on the conditional variance are captured by means of the parameter δ . To be consistent with the specification of the conditional variance in (5) we also include the IV index in a logarithmic form. These three conditional volatility specifications are estimated under the following two alternative distributions, namely Student-t and Skew Student-t 1 .
Conditional intensity models
Marked point processes (MPP) offer a wide class of conditional intensity models to capture the clustering behavior observed in extreme events. MPP are stochastic processes that couple the temporal stochastic process of events with a set of random variables, the so-called marks associated with each event. In EVT, for example, the interest lies in the intensity of extreme event occurrences as well as the distribution of the exceedances over a pre-determined large or extreme threshold. This paper develops two approaches to investigating the role of IV in explaining the intensity and size of extreme loss events. In doing so, the nature of the extreme loss-IV relationship will be revealed.
Univariate Hawkes-POT model
The first approach is based on a univariate MPP, specifically the Hawkes-POT model introduced by Chavez-Demoulin et al. (2005) and reviewed in Chavez-Demoulin and McGill (2012) . Here, the Hawkes-POT model is generalised by using the IV index as a covariate in the conditional intensity process for extreme loss events.
In this context, let {(X t ,Y t )} t≥1 be a vector of random variables that represent the log-returns of a stock market index and the associated IV derived from options on that index.
For ease of subsequent notation, assume returns are multiplied −1 to determine the conditional intensity of extreme losses we focus on events whose size exceeds a pre-defined high threshold u > 0.
This will define a finite subset of observations {(T i ,W i , Z i )} i≥1 , where T i corresponds to occurrence times, the W i magnitude of exceedances(the marks), and Z i the covariate obtained from the IV index, with W i := X T i − u, and Z i := Y T i . We propose a general MPP N (t) satisfying the usual conditions of right-continuity N (t) := N (0,t] = ∑ i≥1 ½{T i ≤ t, W i = w} with past history or natural filtration
T i < t} that includes times, marks and the covariates.
According to the standard definition of a MPP, it may be characterized by means of its conditional 1 In a preliminary version of the paper a conditional Normal distribution was also considered. However this assumption provided an inferior fit to the data. intensity function
which broadly speaking describes the probability of observing a new event in the next instant of time conditional on the history of the process.
There are two components to the intensity of the MPP, a ground process N g (t) := ∑ i≥1 ½{T i ≤ t} with conditional intensity λ g (t | H t ) which characterizes the rate of the extreme events over time, and the process for the marks, whose density function g (w | H t ,t) is conditional to the history of the process and the time t. Observe that the covariate Z i is not directly entered into the definition of the conditional intensity in equation (6) even though it appears to be another mark in addition to W i contained in the available information set,
Instead, the covariate Z i provides extra information to explain the behaviour of the process without being directly involved in the determination of likelihood in this stochastic process.
The conditional intensity λ g (t | H t ) is characterized by the branching structure of a Hawkes process with exponential decay rate function
where µ ≥ 0 is the background intensity that accounts for the intensity of exogenous events independent of the internal history H t , the branching coefficient η ≥ 0 describes the frequency at which new extreme events arrive, the parameter δ and ρ determine the contribution of the mark W i and covariate Z i to the conditional intensity of the ground process, and γ > 0 is a decay parameter. The exponential functions inside the sum define the kernel function that controls how offspring are generated by first order extreme events which represents the main source of clustering in the model. This process is defined as selfexciting as the occurrence times and marks of past extreme events may make the occurrence of future extreme events more probable through the dependance on the history, H t .
To estimate various risk measures such as VaR, an assumption regarding the probability distribution function of the most extreme return events, W i conditional on the event that X T i exceeds the threshold u > 0 must be made. Motivated by the Pickands-Balkema-de Haan's theorem, 2 the extreme losses are assumed to follow a conditional Generalized Pareto Distribution (GPD) with density function given by
where ξ is the shape parameter and β (w | H t ,t) is a scale parameter specified as a self-exciting function 2 See Pickands (1975) and Balkema and De Haan (1974) .
of the arrival times of new extreme events and their sizes
Under this specification β 0 ≥ 0 represents the baseline rate for the scale, while β 1 ≥ 0 is an impact parameter related to the influence of new extreme event arrivals. The shape parameter is assumed to be constant through time due to the sparsity of events in the tail of the distribution which, makes estimation of time-varying scale challenging (as evident in Chavez-Demoulin et al., 2005; Santos and Alves, 2012; Herrera, 2013) .
Finally, the log-likelihood for the univariate Hawkes-POT model in a set of events
is obtained combining the conditional intensity (6) and the density of the marks (8) as follows
assuming for ease of the exposition that ξ = 0. The resulting estimates are consistent, asymptotically normal and efficient, all properties well known (Ogata, 1978) , while standard errors were obtained via the Fisher information matrix.
Bivariate Hawkes-POT model
The novel bivariate approach proposed here moves beyond simply including IV as an exogenous covariate. The second dimension in the bivariate model addition to the extreme stock market losses, are events conditional on extreme increases in IV which are treated as a second MPP. The link between the intensity of the ground processes for these events and the extreme losses, {(X t ,Y t )} t≥1 reflecting cross-excitation is of interest here. Furthermore, the marks can influence the evolution of its respective ground process and vice versa. Here, the bivariate MPP is defined as a vector of point processes N (t) : {N 1 (t) , N 2 (t)}, where the first point process N 1 (t) is defined through the pairs T 1 i ,W i i≥1 ; the subset of extreme events in the log-returns of the stock market occurring at time T 1 i over a high threshold u 1 > 0, with W i := X T 1 i − u 1 . Similarly, the second point process N 2 (t) is defined by the pairs of events
− u 2 , which also characterizes the subset of extreme events occurring in IV at time T 2 i over a high threshold u 2 > 0.
the combined history over all times and marks. This bivariate MPP includes a bivariate ground process
where µ j ≥ 0 is the background intensity, the branching coefficients η jk ≥ 0 describe the influence that dimension k will have on dimension j, the parameters δ ≥ 0 and ρ ≥ 0 determine the contribution of the mark to the conditional intensity of the ground process, and γ j > 0 is again the decay parameter. The exponential kernel functions account for the mutual and cross excitations.
A key feature of the proposed bivariate MPP is that it only includes a true mark for the point process of the stock market returns, with the distribution of the marks for the IV events are always set to unity, g (z | H t ,t) = 1 implying the conditional intensity for these events is
This assumption is maintained as the focus is on estimating measures of risk for the stock market returns given the behavior of IV at extreme levels (i.e., conditional intensity, occurrence times and size of extreme events in IV). To achieve this, it is not necessary to model the distribution of the extreme IV events and in avoiding this estimation error can be reduced.
Similar to the univariate MPP we also consider a generalized Pareto density for the stock market returns as in (8), but with conditional scale parameter
Under this specification β 12 ≥ 0 is an impact parameter related to the influence of the arrival times and size of extreme events occurring in the IV index.
Given the pair of occurrence observations
and
respectively, the log-likelihood for this bivariate point process is obtained linking the bivariate conditional intensity for the ground process (10) and the density for the marks of the stock market returns (8) with scale parameter defined by (12)
assuming once again for ease of the exposition that ξ = 0.
Generating and evaluating forecasts conditional risk measures
The accuracy of the forecasts of extreme events will be analysed in the context of conditional risk measures. How these risk measures are generated from the various approaches will now be described.
Most financial return series exhibit stochastic volatility, autocorrelation, and fat-tailed distributions limiting the direct estimation of the VaR. For this reason, under the traditional benchmark approach the first stage consists of filtering the returns series with a ARMA-GARCH process such that the residuals are closer to iid observations. Given the assumed dynamics for the conditional mean of returns in (1), and the conditional volatility proposed in (2) the following model for the returns is obtained
The autoregressive specifications for the conditional variances including the GARCH, GJR-GARCH and EGARCH are shown in (3), (4) and (5), respectively. In the second stage, the corresponding VaR at the α confidence level of the assumed distribution of the residuals η t , i.e.,
is used to obtain estimates for the conditional VaR for the returns
Observe that η t are iid, and therefore
ing that (14) can be rewritten as follows
The two (univariate and multivriate) Hawkes-POT models described in Section 2.2 can also be directly used to estimate VaR. The advantage of this approach is that it does not require the filtering of returns or the use of EVT. Observe that the conditional probability of occurrence of an extreme event X t over the high threshold u > 0 following a Hawkes-POT process between the time t i and t i+1 is given by
while the conditional probability of that this event, given that has already exceeded a high threshold u > 0, exceeds an even higher threshold (u + x) > 0 is modeled using a generalized Pareto distribution
where
corresponds to the survival function of the cumulative distribution function of (8). One can demonstrate that for Hawkes-POT models, the VaR at the α confidence level is a solution to the equation
α is the smallest value for which the probability that the next occurrence X t i +1 will exceed x is not more than α, conditional on the filtration H t .
Alternatively,
Thus, given the conditional intensity for the ground process (15) and the distribution for the marks (16), a solution to (17) leads to a prediction of the VaR in the next instant at the α confidence level
Depending on the approach, univariate or bivariate, the ground conditional intensity in (18) is replaced with either (7) or (10). The same occurs for the scale parameter.
To assess the accuracy of the competing approaches for the prediction of VaR at different confidence levels, the following set of statistical tests commonly used in the literature are used. For further details on these test see Herrera (2013) . The first test is the unconditional coverage test (LR uc ) introduced by Kupiec (1995) . In short, this test is concerned with whether or not the reported VaR exceptions are more (or less) frequent than × 100% of the time. The second test examines the independence of the exceptions (LR ind ) using a Markov test. The third test is the conditional coverage test (LR cc ), which is a combination of the last two tests. The key point of this test is that an accurate VaR measure must exhibit both the independence and unconditional coverage property. Finally, the dynamic quantile hit (DQ hit ) test, based on linear regression models where the regressors are the lagged demeaned hits of exceptions is also applied.
Data
The data consists of daily returns for the S&P 500, Nasdaq, DAX 30, Dow Jones and Nikkei stock market indices, and their respective IV indices, VIX, VXN, VDAX, VXD, and VXJ. As the focus is on extreme increase in IV, events will be define on daily log-changes in IV, △IV t = ln (IV t /IV t−1 ) for each market. All data series used here are obtained from Bloomberg. For each pair of stock market index and IV, the longest sample of data available is collected with all series ending December 31, 2013.
The VIX index was the first widely published IV index upon which trading was developed. IV for other U.S. indices (VXN and VXD) and both the European (VDAX) and Japanese markets (VXJ) all follow the same principle as the VIX. The VIX index was developed by the Chicago Board of Options
Exchange from S&P 500 index options to be a general measure of the market's estimate of average S&P 500 volatility over the subsequent 22 trading days. It is derived from out-of-the-money put and call Descriptive statistics for each series are given in Table 1 . It is clear that for all markets, the sample standard deviation of changes in IV are much larger than the corresponding equity index returns. All series exhibit high values of kurtosis, stock market returns are negatively skewed and changes in IV are positively skewed. Indeed, none of the series analysed is normally distributed based on the Jarque-Bera statistic. The Ljung-Box statistics reject the null of no autocorrelation at a lag of 5 trading days for all series. Augmented Dickey-Fuller tests for the presence of unit roots show that all time series are stationary at 1% significance level.
Extreme movements in stock market returns or changes in IV are events for which the probability is small. Here, an extreme event is defined as one that belongs to the 10% of the most negative returns in stock markets, or to the 10% of the most positive log-changes in IV. In Table 1 we offer a statistic of the number of extreme events occurring in stock markets and IV indices, independently and simultaneously.
Observe that the range of comovements in stock and IV markets is around 57 and 49 percent.
In addition, Figure 1 gives an overview of the comovement at extreme levels in stock market returns and IV. The plots in the left column show the market returns, IV, with bars under the IV indicating the occurrence of the most negative extreme returns given the occurrence of a positive extreme change in IV. In a similar fashion to volatility itself, these extreme event tend to cluster through time. Table 1 : Descriptive statistics for the daily stock market returns and IV log-changes. The Ljung-Box statistics are significant for a lag of 5 trading days. *, **, *** represent significance at 1%, 5% and 10% levels, respectively. All the samples end in December 31, 2013.
column of plots shows the relationship between changes in IV and stock market returns. Overall, there is a clear negative relationship between the two series. The occurrence of extreme events, negative market returns and positive changes in IV, which are of central interest here are represented by the black dots.
These patterns reflect the commonly observed asymmetry in the equity return-volatility relationship.
An alternative approach for measuring extremal comovement the extremogram introduced by Davis et al. (2009) . This is a flexible conditional measure of extremal serial dependence, which makes it particularly well suited for financial applications. The plots in the right column in Figure 1 show the sample extremograms for the 10% of the most negative stock returns conditional to the 10% of the most positive log-changes on the IV indices at different lags. The interpretation of the extremogram is similar to the correlogram, given that IV index has experienced an extreme positive change at time t, the probability of obtaining a negative extreme shock in stock market returns at time t + k is reflected by the solid vertical lines in the sample extremogram for each lag k. The grey lines represent the . 975 (upper) and .025 (lower) confidence interval estimated using a stationary bootstrap procedure proposed by Davis et al. (2012) , while the dashed line corresponds to this conditional probability under the assumption that extreme events between both markets occurring indeed independently (for more details on the estimation refer to Davis et al., 2012) . 3 Observe that the speed of decay of the sample extremograms for all five markets is extremely slow, being the S&P500 returns and the VIX log-changes the slowest possible decays.
Empirical results
This section presents both in-sample estimation results in Section 4.1, and comparisons of forecast performance in terms of risk prediction in Section 4.2. Grey lines represent the .975 (upper) and .025 (lower) confidence interval estimated using a stationary bootstrap procedure proposed by Davis et al. (2012) , while the dashed line (blue color) corresponds to this conditional probability under the assumption that extreme events between both markets occur independently.
Estimation results
To begin, Table 2 reports the estimation results for the various GARCH specifications. Results for models using a skew t-distribution are reported, models assuming a conditional normal distribution lead to inferior results and are hence not reported here. Estimates of the GARCH coefficients reveals a number of common patterns. For models that do not include IV as an exogenous regressor, estimates of the β coefficient are in excess of 0.9 indicating a strong degree of volatility persistence. When IV is included, γ is found to be significant and the presence of IV helps explain a degree of the persistence in many of the cases with the estimate of β falling. As is to be expected, estimates of the asymmetry coefficient δ in both the GJR-GARCH and EGARCH models are significant. Conditionally, returns are found to exhibit relatively heavy tails with estimates of the ν falling between 7 and 15. Of the competing models, EGARCH including IV offer the best model fit for all markets.
Three versions of the univariate model in (7) In all markets, Model 2 is found to provide the best fit to the data, where the ground intensities of extreme return (λ 1 g ) and IV (λ 2 g ) events are driven by the size of past return marks and the timing of past return and IV events and the scale is driven by the size of past return marks. The impact of the timing past of IV events on the intensities is evident in the positive estimates of γ 2 which are significant in four of the five markets. The degree of self, or cross-excitation is reflected in the combination of η, δ or ρ, and γ coefficients. Significant estimates of η 11 , γ 1 and δ for Model 2 reveal strong self-excitation in the return events with a similar pattern evident for IV events in terms of η 22 and γ 2 . In terms of cross excitation the results are varied, estimates of γ 1 and γ 2 are nearly always significant and estimates of η 12 and η 21 are somewhat mixed. There appears to be bi-directional cross-excitation in the DAX and Nikkei markets, with single excitation from returns to IV in both the S&P500 and Nasdaq markets.
Forecasting risk
In this section, results of the tests for VaR accuracy discussed in Section 3 are presented. To begin, Table   5 reports insample results for VaR estimates, at α = 0.95, 0.99, 0.995 for all GARCH and MPP models, given the full sample available for each series. These results indicate whether the models adequately account for the behaviour of extreme return events. Results in the column headed Exc. show that in comparison to the GARCH models, the MPP models tend to generate slightly fewer exceptions (r t < forecasts at α = 0.99, 0.995 with few rejections of the fours tests at these levels of significance. However at α = 0.95, all three univariate models produce forecasts that lead to numerous rejections of the LRuc and LRcc tests indicating that at the less extreme α, the univariate models are generating inaccurate forecasts. In contrast, the there is only one rejection of the accuracy of the bivariate Hawkes-POT forecasts across the three models, levels of significance and the five markets considered.
VaR
Overall these results reveal that harnessing information from IV is beneficial. While it is of little use in the context of GARCH models, IV certainly appears to be useful in the context of MPP models.
When IV is included in univariate Hawkes-POT models as an exogenous variable, the resulting forecasts pass most tests of forecast accuracy except at the lower level of significance α = 0.95. While Model 1 dominated n-sample fit, there was little to distinguish between the forecast performance of the three models. However, the most accurate forecasts are produced if IV are treated as a point process itself and the times and magnitudes of its extreme events are incorporated into a bivariate Hawkes-POT model.
Though Model 2 (driven by the size of past return marks and the timing of past return and IV events)
provides the best insample fit, there is once again little to distinguish between the three bivariate model in terms of forecast accuracy. While this is the case, they clearly dominate the GARCH models and also provide more accurate forecasts across wider range of scenarios than the corresponding univariate models.
Conclusion
Modelling and forecasting the occurrence of extreme events in financial markets is crucially important.
While there have been many studies considering the role of implied volatility (IV) for forecasting volatility, this has not been the case when dealing with extreme events. This paper addresses how best to use IV to generate forecasts of the risk of extreme events in the form of Value-at-Risk (VaR).
Traditional GARCH models including IV as an exogenous variable, coupled with extreme value theory form the benchmark set of models. More recent advances in VaR prediction have employed marked point process (MPP) models that treat the points as the occurrence of extreme events and marks their associated size. This paper proposes a number of novel MPP models that include IV. A number of univariate models for extreme return events are developed, where the size and timing of past return events and IV are included. In addition, novel bivariate MPP models are also proposed that move beyond simply including IV as an exogenous covariate. The second dimension in the bivariate models apart from extreme stock market losses are extreme increases in IV which are themselves treated as a second MPP.
The empirical analysis here focuses on a number of major equity market indices and their associated IV indices, where the full range of models are used to generate estimates of VaR. In terms of an insample explanation of extreme events in equity markets, all of the models considered generate accurate VaR estimates that adequately pass a range of tests. However significant differences are observed when moving to 1-day ahead prediction of VaR. GARCH style models that include IV generate inaccurate forecasts of VaR and fail a number of tests relating to the rejection frequency of the VaR predictions.
Univariate MPP models provide more accurate forecasts with shortcomings at less extreme levels of significance. The bivariate models that include the extreme IV events produce the most accurate forecasts of VaR across the full range of levels of significance. These results show that while IV is certainly of benefit for predicting extreme movements in equity returns, the framework within which it is used is important. It is shown that the novel bivariate MPP model proposed here leads to superior forecasts of extreme risk in a VaR context. Table 2 : Estimation results for the volatility models applied to stock markets and their IV indices. For each pair of stock market and IV indice we take the largest sample of data available in order to secure a sufficient number of extreme events, ending in December 31, 2012. The parameters ψ and ν correspond to the skew and shape parameter of a Skew-t distribution function. Log.like corresponds to the loglikelihood value obtained, while the AIC is the Akaike Information Criterion. 
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