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Abstract
The Arctic is warming at a much faster rate than the rest of the globe, with large de-
clines in sea ice, snow cover and permafrost over the last decades. These profound
changes have been proposed to influence the midlatitude atmospheric circulation in
ways that lead to midlatitude extreme weather events that impact millions of peo-
ple. Observational studies to date mostly support the existence of linkages from the
Arctic to midlatitudes, but whether these linkages represent causal relationships is
uncertain. Some modelling studies show that changes within the Arctic can influ-
ence regions outside the Arctic, but it is not clear how applicable these results are
for understanding recent variability and trends in the midlatitudes. This thesis asks
whether Arctic change has already had a noticeable effect on midlatitude circulation,
and investigates the robustness of the proposed underlying mechanisms. It consists
of four papers that employ a variety of tools including causal inference algorithms,
comprehensive climate models and idealized general circulation models to address
these research questions.
We used the Causal Effect Networks approach to test the robustness of a proposed
pathway from autumn Barents-Kara sea ice to the winter North Atlantic Oscillation
(NAO) via the stratospheric polar vortex (Paper I). Results show that the pathway
is highly intermittent and less robust than previously thought. Given the possibil-
ity of an intermittent ice-NAO pathway in the real world, we investigated whether
such a pathway also exists in state-of-the-art climate models (Paper II). Among boot-
strapped samples of long climate simulations, a small number reproduce the ob-
served relationship, but we find no evidence of a causal pathway. These results
suggest that even an intermittent causal pathway is unlikely, and that the observed
relationship is largely the result of internal variability. Taking one step back, the
proposed ice-NAO causal linkage stems from the question of how the atmosphere
adjusts to anomalous surface heating (associated with sea ice loss) in high latitudes.
We performed idealized experiments with imposed surface heating over a range of
latitudes (Paper III). Results show that midlatitude heating tends to generate circu-
lation responses that act to offset the heating perturbation by horizontal advection,
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but high latitude heating does not. Finally, returning to sea ice itself, we investigate
a proposed mechanism where Barents Sea ice retreat is hypothesized to influence
cyclones tracks (Paper IV). The results show that the cyclone tracks are governed by
the large-scale atmospheric flow rather than local sea ice conditions.
Overall, the findings in this thesis clarify the subtle effect of recent changes in the
Arctic on the midlatitude circulation, and highlight the role of strong internal climate
variability in modulating both the observed and simulated linkages.
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The Arctic has experienced profound changes over recent decades, in large part due
to anthropogenic climate change. These changes include surface warming rates of
more than two times that of the global average, as well as significant loss of sea ice,
land ice, snow cover and permafrost. At the same time, the midlatitude continents
of the Northern Hemisphere have experienced a number of severe, cold winters (Co-
hen et al., 2012, 2018a). It has been proposed that these unusually cold winters in the
midlatitudes are caused by the shrinking Arctic sea ice via atmospheric teleconnec-
tions such as the one pictured in Figure 1. Whether this proposed linkage is causal
is a fiercely debated subject among climate scientists. Currently, the literature offers
ample evidence arguing both for and against causal Arctic-to-midlatitude linkages
(see Screen, 2017a; Cohen et al., 2020).
Clarifying the role of Arctic sea ice in influencing atmospheric circulation is impor-
tant because it can potentially improve our ability to simulate and predict midlati-
tude weather over a range of timescales, including extreme weather events that have
significant social-economic impacts. In seasonal climate forecasts, sea ice conditions
in autumn seem to provide predictive skill for temperature and precipitation dur-
ing winter in the North American and European sectors (Scaife et al., 2014; Wang
et al., 2017), which can be useful information for energy or resource management.
In the long term, sea ice will continue to decline in the future (Notz and Commu-
nity, 2020), suggesting the counterintuitive possibility of colder midlatitude winters
under global warming if the proposed linkages exist.
This thesis investigates Arctic-midlatitude linkages, focusing on whether sea ice in-
fluences midlatitude atmospheric circulation and, if so, how to better constrain the
robustness of the physical processes responsible for the linkage. The introduction
2 Preface
(chapter 2) provides readers with some background on the relevant climate concepts
as well as recent research results. Chapter 3 outlines the scientific questions that this
thesis aims to answer. A brief description of the main methods used in my work ap-
pears in chapter 4, and a summary of four papers that address the thesis objectives
appears in chapter 5. An overall summary and discussion of future research avenues
appear in chapter 6.
Figure 1: A schematic showing one proposed pathway where sea ice reduction over
the Barents-Kara Sea drives cold Eurasian winters via changes in the stratospheric po-




2.1 Arctic amplification and sea ice reduction
Earth absorbs solar (shortwave) radiation and emits thermal (longwave) radiation
back to space. When these two types of radiation are in equilibrium, the result is a
stable global average temperature. However, there is currently a disequilibrium.
Greenhouse gas concentrations in the atmosphere have increased rapidly due to
human activity since the Industrial Revolution. This increase in greenhouse gases
traps more thermal radiation around our planet, allowing less to be emitted out to
space. This results in a net radiation input at the top of the atmosphere, which forces
the global average temperature to rise gradually. However, this warming trend is not
uniform over the globe.
The Arctic surface is currently warming at a rate two to three times faster than the
rest of the globe. This phenomenon is known as the Arctic amplification of global
warming (Serreze and Francis, 2006; Serreze et al., 2009; Cohen et al., 2014). Arctic am-
plification is most evident near the surface during the cold seasons, but the warming
is felt throughout the whole of the lower atmosphere, which is known as the tropo-
sphere (Figure 2). Alongside the surface warming, Arctic amplification is also mani-
fest in the widespread loss of Arctic sea ice, land ice, snow cover and permafrost in
the high latitudes.
Arctic sea ice extent and thickness have shown a decreasing trend in all seasons over
the past decades since the late 1970s, and these trends are projected to continue in
the future as greenhouse gases continue to increase (Kwok et al., 2009; Stroeve et al.,
2012; Notz and Stroeve, 2016; Notz and Community, 2020). Figure 3 shows that Arctic
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Figure 2: Trends in zonal-mean air temperature (shading) in reanalysis products (the average
of MERRA, MERRA-2, ERA-Interim, JRA-55, and CFSR) from 1981 to 2015 in (A) DJF winter,
(B) MAM spring, (C) JJA summer and (D) SON autumn. Stippling indicates significant values
at the 5% level. Modified from Cohen et al. (2020).
sea ice in September has experienced a stronger decreasing trend than in March
over the last decades. These two months are always emphasized in sea ice research
because the sea ice reaches its minimum extent in September and maximum extent
in March, climatologically. This is in response to the seasonal cycle of incoming solar
radiation in the Northern Hemisphere (maximum in June, minimum in December)
and involves a lag of several months due to the large thermal inertia of the ocean.
Earlier onset of ice melt in spring and delayed refreezing in autumn has also been
observed (Markus et al., 2009; Stroeve et al., 2014). Geographically, sea ice loss is most
prominent in the Greenland, Barents and Kara Seas in March, and in the Chukchi and
East Siberian Seas in September (Figures 4A and 4B). On top of this decreasing trend,
sea ice also exhibits substantial interannual variability. Regions with the strongest
interannual variability in March and September largely coincide with the regions of
the strongest trends (Figures 4C and 4D).
A combination of local and remote mechanisms contributes to Arctic amplification
and the associated sea ice loss. The warming in the Arctic is amplified by several
local feedback mechanisms. These include longwave and lapse rate feedbacks (Win-
ton, 2006; Bintanja et al., 2011; Pithan and Mauritsen, 2014), cloud and water vapour
feedbacks (Vavrus, 2004; Taylor et al., 2013), and the sea ice albedo feedback (Screen
and Simmonds, 2010). Remote mechanisms include the enhanced heat and moisture
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Figure 3: Time Series of Arctic sea ice area from observations (black lines), historical sim-
ulations (grey lines), and future projections according to three CMIP6 scenarios (blue for
SSP1-2.6; yellow for SSP2-4.5; red for SSP5-8.5) in (A) March and (B) September. Shading in-
dicates one standard deviation around the multi-model mean. Sea ice area is calculated by
multiplying the sea ice concentration with the individual grid-cell area and summing over
the Northern Hemisphere. Modified from Notz and Community (2020).
Figure 4: (A, B) Trends and (C, D) standard deviation of sea ice concentration in (A, C) March
and (B, D) September from ERA5 during the period 1979–2019. Red contours show the
climatological sea ice extent (15% concentration). Hatching indicates non-significant values
at the 5% level.
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transport by atmospheric (e.g., Graversen et al., 2008; Lee, 2014; Woods and Caballero,
2016; Gong et al., 2017) and oceanic (e.g., Holland and Bitz, 2003; Smedsrud et al., 2013;
Nummelin et al., 2017; Tsubouchi et al., 2021) processes. While all of these mechanisms
are known to be important, it is not straightforward to ascertain their relative contri-
butions to observed Arctic amplification (e.g., Pithan and Mauritsen, 2014; Graversen
et al., 2014; Feldl and Roe, 2013; Goosse et al., 2018; Stuecker et al., 2018).
2.2 The coupled ocean-ice-atmosphere system
The ocean is a body of water covering the majority of the Earth’s surface. Sea ice is
the frozen water that forms on the ocean surface in the high latitudes. The atmo-
sphere is a layer of various gases surrounding our planet, in contact with the ice,
the ocean surface or land. Before discussing whether and how sea ice influences the
midlatitude atmosphere, we need to understand the fundamental physics of how
these components communicate with each other.
The first step is to understand the interaction between the ocean surface and the
atmosphere when ice is absent. The ocean surface and atmospheric boundary layer
exchange energy, moisture and momentum via radiative and turbulent processes
and through wind stress. In particular, the surface energy exchange is governed by
the surface energy budget, which relates the surface heat content, radiative (solar or
shortwave and thermal or longwave) and turbulent (sensible and latent heat) fluxes.
The ocean is warmed by incoming solar radiation and downward thermal radiation
from the atmosphere, and cools by emitting thermal radiation. In addition, turbulent
exchanges of sensible and latent heat occur at the ocean surface. In general, the
direction of the turbulent energy fluxes depend on the temperature and moisture
gradients between the ocean surface and atmosphere, while the strength of the fluxes
is also sensitive to surface roughness and wind speed (see review in Taylor et al.,
2018). Upward surface fluxes that cool the ocean are particularly strong in winter,
when the temperature gradients between the relatively warm ocean and relatively
cold atmosphere are strongest.
These interactions are altered when ice is added to the picture. Sea ice has a high
surface reflectivity (high albedo) thus reflects a large portion of incoming solar ra-
diation. Therefore, the Arctic surface cannot be heated up by the sun as efficiently
as darker surfaces like the open ocean in summer. Sea ice also acts as an insulating
layer that minimizes the exchange of energy between the atmosphere and ocean by
inhibiting turbulent processes. In winter, this isolates the cold atmosphere from the
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warm ocean during a time of year when there is very little or no incoming solar ra-
diation, depending on the exact location. However, the ocean can still release some
heat to the atmosphere through leads and polynyas (i.e., small openings in the sea
ice cover), especially in the marginal ice zones (Boisvert et al., 2012). Overall, Arc-
tic sea ice plays an important role in shaping the Arctic climate by modulating the
surface energy budget.
Because turbulent surface fluxes are so sensitive to the presence of sea ice, they can
offer useful insights into drivers of sea ice variability. For example, enhanced oceanic
heat transport can melt the sea ice from below and reduce or remove this insulating
layer, promoting upward surface fluxes from the warm ocean surface to the cold
atmosphere in winter (Figure 5A). Or else a southerly flow can bring warm and
moist air masses into the ice-covered region, reducing or even potentially reversing
the temperature and moisture contrasts at the surface. This can result in anomalous
downward turbulent fluxes from the atmosphere to the ice, melting the ice from
above (Figure 5B). Overall, the direction of surface heat flux anomalies is a good
physical indicator that allows us to infer whether the sea ice is driving (Figure 5A)
or responding to (Figure 5B) the atmospheric variability in any given situation or at
any given point in time (Sorokina et al., 2016; Blackport et al., 2019).
Figure 5: A schematic showing the direction of turbulent heat fluxes (curved red arrows)
associated with a retreat of sea ice due to (A) enhanced ocean heat transport and (B) southerly
advection of a warm, moist air mass (straight red arrows). Blue is the ocean, white is sea ice.
The dotted lines mark the original sea ice extent. Modified from Blackport et al. 2019.
The decline of Arctic sea ice in the last decades has led to a positive trend of upward
turbulent heat fluxes in the cold seasons, especially over the Barents-Kara Sea (Fig-
ure 6A). These enhanced surface heat fluxes help to warm and moisten the Arctic.
It has also been suggested that they have altered the large-scale atmospheric circu-
lation, leading to remote impacts in the midlatitudes (see chapters 2.4 and 2.5). At
the same time, a large area over the Arctic shows a strong positive trend of down-
ward longwave radiation (Figure 6B). This seems to indicate that the atmosphere has
played a role in driving the sea ice reduction during the last few decades (see Lee
et al., 2017; Gong et al., 2017). The flux trends shown in Figure 6 thus indicate that sea
ice appears to have both driven and responded to atmospheric changes over the last
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decades.
Figure 6: DJF trends (shading) of (A) surface turbulent heat flux (positive indicate upwards)
and (B) surface downward longwave radiation (positive indicates downwards) from ERA-
Interim 1979–2018. Hatching indicates non-significant values at the 5% level.
2.3 Midlatitude-to-Arctic linkages
Although the aim of this study is to investigate the Arctic-to-midlatitude linkages,
it is more natural to start with midlatitude-to-Arctic linkages. Going back to the
global energy budget, the top of the atmosphere is nearly in radiative equilibrium,
with incoming solar (shortwave) radiation almost balanced by the emitted thermal
(longwave) radiation. However, there are large imbalances latitudinally. The equator
receives net positive radiation (incoming shortwave is larger than the outgoing long-
wave) while the poles receive net negative radiation (outgoing longwave is larger
than the incoming shortwave), due to the larger solar zenith angle and larger albedo
in the higher latitudes. This results in an energy surplus in the low latitudes and a
deficit in the high latitudes. As a result, a poleward energy transport from low to
high latitudes is triggered in the atmosphere and ocean to offset part of this energy
imbalance.
Poleward energy transport by the atmosphere plays a primary role in setting Arc-
tic climate. In midlatitudes and high latitudes, the atmosphere transport does most
of the work, transporting approximately 3 PW across 60°N compared to 0.5 PW by
the ocean (Figure 7). Part of this is in the form of latent heat transport by atmo-
spheric water vapour. This water vapour, if it accumulates in a certain region, can
warm the surface via the greenhouse effect. Heat transport in the midlatitudes and
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high latitudes is primarily accomplished by atmospheric eddies. Large-scale sta-
tionary eddies are generated by orography and land-sea thermal contrasts, while
synoptic-scale transient eddies such as extratropical cyclones are generated by baro-
clinic instability (an instability arising from the equator-to-pole temperature contrast
itself in a rotating fluid). These extratropical cyclones in particular can transport
a large amount of heat and moisture if they reach the Arctic, influencing surface
temperatures and sea ice conditions (e.g., Sorteberg and Kvingedal, 2006; Sorteberg and
Walsh, 2008; Graham et al., 2019). Together, a variety of types of eddies, from synop-
tic to planetary scale are responsible for the weather and climate of the midlatitudes
and high latitudes.
Figure 7: Oceanic and atmospheric poleward heat transport estimated from reanalysis data.
Source: Global Physical Climatology, Hartmann (2015).
A positive trend in atmospheric poleward energy transport into the Arctic from the
midlatitudes in recent decades is now being reported in the literature (Graversen et al.,
2008; Zhang et al., 2013). This enhanced transport is associated with an increasing
frequency of synoptic moisture intrusions (Woods and Caballero, 2016; Yang and Mag-
nusdottir, 2017) or intense storms entering the Arctic (Boisvert et al., 2016; Kim et al.,
2017), perhaps related to a poleward shift of the storm tracks (Yin, 2005; Tamarin and
Kaspi, 2017). These synoptic systems, which transport both heat and moisture into
the Arctic, are favoured by some large-scale circulation patterns such as the positive
phase of the North Atlantic Oscillation (Figure 8A, Deser et al., 2000) and blocking
over the Urals (Luo et al., 2017). The tropics may also play a role, with convection
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over the Pacific warm pool (the region of warmest sea surface temperatures on the
planet) suggested to be important for poleward moisture transport to the Arctic via
planetary wave propagation (Lee et al., 2011; Lee, 2012). The recent increase in mois-
ture content in the Arctic has intensified downward longwave radiation, which is
thought to have contributed to a significant amount of Arctic sea ice reduction and
local surface warming (Park et al., 2015b,a; Gong and Luo, 2017; Lee et al., 2017). While
a component of the recent circulation changes might be a response to global warm-
ing, some is also due to unforced, chaotic variability intrinsic to the climate system
(e.g., Deser et al., 2012; McKinnon and Deser, 2018).
2.4 Arctic-to-midlatitude linkages
Sea ice loss in recent decades has already been shown to have impacted Arctic cli-
mate, leading to increased warming, more coastal erosion, and an intensification of
the hydrological cycle locally (e.g., Kopec et al., 2016; Moon et al., 2019). However,
the role of Arctic sea ice in remotely influencing the weather of the midlatitudes is
less clear. In the following section, we expand on this question, with a focus on the
impact of sea ice loss in particular (i.e. shallow heating that affects the lower tropo-
sphere). Arctic amplification (which can include deeper heating of the troposphere)
may have different and potentially stronger remote effects (He et al., 2020; Labe et al.,
2020).
Many mechanisms have been proposed linking sea ice reduction to midlatitude
weather during the cold season (Cohen et al., 2020). These include linkages be-
tween autumn/winter Barents-Kara sea ice and the winter North Atlantic Oscilla-
tion (NAO); autumn/winter Barents-Kara sea ice and cold Eurasian winters; winter
Chukchi sea ice and cold North American winters; and winter Greenland sea ice and
cold Northern European winters. This thesis focuses on the Euro-Atlantic sector, and
in particular, the proposed causal linkage between autumn/winter Barents-Kara sea
ice and the wintertime NAO.
The NAO is the leading mode of circulation variability in the North Atlantic sector
(Hurrell, 1995). A positive phase of the NAO is associated with warmer and wetter
(colder and drier) weather across Northern (Southern) Europe (Figure 8A), while
the negative phase of the NAO is associated with the opposite pattern (Figure 8B).
The NAO reflects a large portion of the wider hemispheric circulation variability
captured by the Arctic Oscillation or Northern Annular Mode (Thompson and Wallace,
1998; Wallace, 2000). It is also related to the winter temperatures across Eurasia,
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which is one of the other ice linkages described above. A “cooling” of Eurasian
winters has been observed in recent decades (Outten and Esau, 2012; Cohen et al.,
2012), with a decreasing trend of wintertime surface temperature that is especially
strong in the period 1998-2012. The cooling trend is associated with an anticyclonic
anomaly over the Urals and Western Siberian regions which advects colder Arctic air
to Eurasia. This Eurasian cooling is somewhat related to the negative phase of the
NAO, which is usually associated with cold winters in Northern Europe (Figure 8B).
Figure 8: A schematic showing the weather patterns associated with the (A) pos-
itive and (B) negative phases of the North Atlantic Oscillation (NAO). Source:
https://apollo.nvu.vsc.edu/classes/met130/notes/chapter10/nao.html
A useful conceptual framework introduced by Barnes and Screen (2015) to explore
the role of sea ice in driving in these linkages is: “Can it? Has it? Will it?”. The
answer to “Can it?” is most likely yes. Idealized modelling studies with imposed
high-latitude heating show clear midlatitude atmospheric responses (Butler et al.,
2010; Wu and Smith, 2016; Zhang et al., 2018a; Hell et al., 2020), although not always
consistent with observed variability. The answer to “Will it?” is also likely to be
yes. In the future, sea ice reduction is projected to be more pronounced (Figure
3), which enlarges the midlatitude responses compared to the internal variability.
Sea ice removal experiments in realistic model setups using future sea ice conditions
generate robust responses, such as the equatorward shift of the midlatitude jet (Deser
et al., 2010; Peings and Magnusdottir, 2014; Sun et al., 2015; Deser et al., 2015; Tomas et al.,
2016; Screen, 2017b). However, the effect from greenhouse gas increases in the future
seems to partially offset the effect of sea ice loss alone (Barnes and Polvani, 2015; Zappa
et al., 2018), which complicates the interpretation of such modelling experiments.
The answer to “Has it?” – i.e. has Arctic sea ice reduction in recent decades already
influenced midlatitudes - is the most controversial.
Almost all observational studies demonstrate a correlation between Arctic sea ice
and midlatitude circulation, but correlation does not necessarily indicate a causal
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relationship. Figure 9A shows a significant lagged correlation over the satellite era
between wintertime circulation (represented by the sea level pressure field) and sea
ice conditions during the preceding autumn. Negative NAO conditions tend to fol-
low sea ice reduction in the Barents-Kara Seas, consistent with other studies (Hopsch
et al., 2012; Jaiser et al., 2013; Kim et al., 2014; Kretschmer et al., 2016; Garcı́a-Serrano et al.,
2015; King et al., 2016; Koenigk et al., 2016; Simon et al., 2020). However, the autumn
ice-winter NAO correlation is found to be non-stationary in historical datasets dat-
ing back to the 19th century (Kolstad and Screen, 2019), which raises questions about
whether the relationship identified in the satellite period is causal or not.
Figure 9: Regressions of December-February sea level pressure on the October-November
Barents-Kara sea ice index (standardized and reversed sign) from (A) ERA5 reanalysis
1979/80-2018/19 and (B) a pre-industrial control simulation (499 years) performed using
the CESM2-WACCM model. Hatching indicates non-significant values at the 5% level.
Can we turn to modelling experiments to learn more? Perturbation experiments
can be performed to identify the impact of Arctic sea ice changes. A perturbation
experiment is one where sea ice is removed or forced to melt, and it can be com-
pared to an experiment with normal sea ice or more extensive sea ice to extract the
“response” to reduced sea ice. These experiments show a wide spectrum of midlati-
tude responses to Arctic sea ice loss, casting doubt on the robustness of any specific
causal linkages. The NAO/AO responses to sea ice loss range from positive/neutral
(Singarayer et al., 2006; Strey et al., 2010; Orsolini et al., 2012; Porter et al., 2012; Screen
et al., 2014; Smith et al., 2017; Warner et al., 2020) to negative (Alexander et al., 2004;
Magnusdottir et al., 2004; Deser et al., 2004, 2007; Seierstad and Bader, 2009; Deser et al.,
2010; Screen et al., 2013; Kim et al., 2014; Nakamura et al., 2015; Deser et al., 2015; Jaiser
et al., 2016; Screen, 2017b; Blackport and Kushner, 2017). The negative NAO responses
seem to be a more consistent result in sea ice removal experiments using coupled
models (Screen et al., 2018), which suggests that ocean feedbacks might be impor-
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tant. Despite this, the timing (i.e., autumn ice to late winter NAO) and strength of
the linkage do not match with observations (Smith et al., 2017; Peings, 2019; Blackport
and Screen, 2019). Similarly, modelling studies focusing on the linkage between sea
ice and Eurasian winter temperatures show disparate results: there are studies ar-
guing that it is mainly causal (Honda et al., 2009; Petoukhov and Semenov, 2010; Mori
et al., 2014; Kim et al., 2014; Nakamura et al., 2015; Kug et al., 2015; Zhang et al., 2018b;
Hoshi et al., 2019; Mori et al., 2019) and others arguing that it is not (Sun et al., 2016;
McCusker et al., 2016; Collow et al., 2018; Ogawa et al., 2018; Blackport et al., 2019; Fyfe,
2019; Koenigk et al., 2019; Dai and Song, 2020; Blackport and Screen, 2021). Even when
there is a Eurasian cooling response (shown by studies in the first group), it is much
weaker than in the observations.
The diversity of results found in perturbation experiments might be explained by
the different model and experimental setups used in the various studies. The dif-
ferences in model setups include whether a model has a well-resolved stratosphere
(Sun et al., 2015; Zhang et al., 2018b; De and Wu, 2019) and whether it is coupled to
a dynamical ocean (Deser et al., 2015; Screen et al., 2018). The differences in experi-
mental setups include: the regions where sea ice reduction is prescribed or forced
(Sun et al., 2015; Pedersen et al., 2016; McKenna et al., 2018; Zhang et al., 2018a; De et al.,
2020); the magnitude of sea ice loss (Petoukhov and Semenov, 2010; Chen et al., 2016;
Ringgaard et al., 2020); the timing of sea ice loss (Zhang et al., 2018a; Blackport and
Screen, 2019; Peings, 2019); and how many simulations (ensemble members) are run
(Screen et al., 2014; Chen et al., 2016; Liang et al., 2020). The results may also be sen-
sitive to the background climate state, which differs from model to model and can
also be adjusted by changing the initial conditions of any given simulation (Screen
and Francis, 2016; Smith et al., 2017; Li et al., 2018; Labe et al., 2019). Due to the wide
range of possible setups, coordinated modelling efforts such as GREENICE (Ogawa
et al., 2018) or the Polar Amplification Model Intercomparison Project (PAMIP, Smith
et al., 2019) are useful because they allow for better comparisons.
Finally, standard simulations from coupled climate models may also provide some
insights into ice-driven linkages to the midlatitudes. These include control experi-
ments or historical experiments that are part of the Coupled Model Intercomparison
Project (CMIP, Taylor et al., 2012; Eyring et al., 2016) and “large ensemble” projects
where a simulation is run multiple times with slightly different initial conditions to
produce a multi-member ensemble (Kay et al., 2015; Deser et al., 2020). Studies us-
ing such simulations suggest that atmospheric variability plays an important role
in identifying correlations between sea ice and the NAO or Eurasian cooling. Sea
ice is not perturbed in these simulations. This, and the fully coupled setup, allows
the sea ice to interact with atmospheric variability more realistically. These simula-
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tions can successfully reproduce some of the expected covariability expected from
Arctic-midlatitude linkages, for example, the covariability between Barents-Kara sea
ice and Eurasian cooling seen in observations (Yang and Christensen, 2012; Kug et al.,
2015; Kelleher and Screen, 2018; Blackport et al., 2019; Blackport and Screen, 2021). In-
terestingly, this covariability is mainly associated with anomalous turbulent heat
fluxes from the atmosphere to the ocean (Blackport et al., 2019). This implies that
it is atmospheric variability that drives both the sea ice reduction and the Eurasian
cooling, rather than the sea ice reduction driving an atmospheric response that in-
cludes Eurasian cooling. This implication is further supported by the absence of
such atmospheric responses in the atmosphere-only models, where observed sea ice
is prescribed so that sea ice is not allowed to respond to the atmosphere variability
(Blackport and Screen, 2021). When studying the autumn ice - winter NAO relation-
ship seen in observations, these types of simulations generally show no such rela-
tionship (Figure 9B, Kelleher and Screen, 2018; De and Wu, 2019). This again suggests
that the observed ice-NAO relationship arises from internal variability rather than a
causal relationship.
Overall, this body of work tells us that sea ice variability can generate midlatitude
circulation responses, especially if the sea ice changes are large and potentially in
the right locations. However, it seems quite uncertain whether this is an important
mechanism for understanding observed variability or trends in midlatitude circu-
lation. Recent studies emphasize the role of internal variability in shaping the sea
ice-midlatitude linkages over the past decades (e.g., Sorokina et al., 2016; McCusker
et al., 2016; Sun et al., 2016; Ogawa et al., 2018; Kolstad and Screen, 2019; Koenigk et al.,
2019; Peings, 2019; Warner et al., 2020; Blackport and Screen, 2020, 2021)
2.5 Teleconnection mechanisms
To ground our investigation of Arctic-midlatitude linkages, it is useful to briefly de-
scribe some of the proposed teleconnection mechanisms in the literature, with a focus
on those acting during autumn or winter (also summarized in Figure 10). Readers
are referred to the following review articles for a full overview of the mechanisms:
Cohen et al. (2014); Walsh (2014); Vihma (2014); Hoskins and Woollings (2015); Barnes
and Screen (2015); Francis (2017); Vavrus (2018); Overland and Wang (2018); Cohen et al.
(2018b, 2020).
Rossby wave train
Reduced sea ice over the Barents-Kara-Siberian Sea causes an increase in turbulent
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Figure 10: An overview of proposed Arctic-to-midlatitude mechanisms. From Overland et al.
(2016).
heat fluxes from the ocean to the atmosphere. These fluxes act as a heating perturba-
tion that excites a Rossby wave train with an anomalous ridge over the Urals and an
anomalous trough over northeast Asia (Honda et al., 2009; Kug et al., 2015; Hoshi et al.,
2017). This pathway is proposed to explain the winter Eurasian cooling response to
sea ice loss.
Stratospheric polar vortex
Reduced sea ice over the Barents-Kara Sea causes an increase in turbulent heat
fluxes. This excites waves that constructively interfere with the climatological sta-
tionary wave in the Northern Hemisphere. This results in an increase in the upward
propagation of wave activity from the troposphere to the stratosphere. As these
waves reach the stratosphere, they “break” and weaken the stratospheric polar vor-
tex (Nishii et al., 2009; Smith et al., 2010). Downward coupling from the stratosphere
to the troposphere subsequently produces circulation anomalies that resemble the
negative phase of the NAO or Arctic Oscillation (Baldwin and Dunkerton, 1999). This
pathway is proposed to explain both the autumn-to-winter delay in the sea ice-NAO
and sea ice-Eurasian cooling linkages (Jaiser et al., 2013; Peings and Magnusdottir, 2014;
Kim et al., 2014; Sun et al., 2015; Jaiser et al., 2016; King et al., 2016; Nakamura et al., 2015,
2016; Hoshi et al., 2017; Zhang et al., 2018b; Hoshi et al., 2019; De and Wu, 2019).
Waviness of the midlatitude jet stream
Arctic amplification reduces the meridional temperature gradient, which might be
expected to decelerate the jet stream according to a relationship known as thermal
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wind balance (the vertical shear of the zonal wind is associated with meridional
temperature gradient). It has been proposed that a slower jet could amplify Rossby
waves, resulting in more blocking events and thus more persistent weather condi-
tions in the midlatitudes (Francis and Vavrus, 2012; Liu et al., 2012; Tang et al., 2013;
Francis and Vavrus, 2015). However, studies have presented both observational (Screen
and Simmonds, 2013; Barnes, 2013) and modelling (Hassanzadeh et al., 2014; Screen, 2014;
Blackport and Screen, 2020) evidence that opposes this dynamical pathway.
Urals blocking
Atmospheric blocking is a quasi-stationary high-pressure weather pattern that can
produce extreme events such as heat waves, wildfires and droughts. Blocking often
occurs over the Ural Mountains in winter, and is associated with cold spells. There
are multiple factors that can lead to Urals blocking. The anomalous ridge over the
Urals in the stationary Rossby wave mechanism (mentioned above) can promote
blocking. Alternatively, surface warming over the Barents-Kara Sea weakens the
meridional temperature gradient locally, which can weaken the zonal wind and also
promote blocking over the Urals (Luo et al., 2016). Finally, sea ice retreat moves
the sharp gradients associated with the ice edge out of the Barents-Sea, which may
discourage cyclones from tracking through the region and towards the Urals. The
absence of low-pressure systems results in an anomalous high over the Urals (Inoue
et al., 2012).
While some of these proposed mechanisms are more likely than others to be able to
explain Arctic-to-midlatitude linkages, there is, as yet, no definitive answer. Finding
the answer continues to be a challenge for several reasons. The various proposed
mechanisms are not necessarily independent, and their effects on Eurasian winter
temperatures may reinforce or offset each other. For example, the Rossby wave train
mechanism is also the initial step in setting up the stratospheric pathway (e.g., Kim
et al., 2014; Hoshi et al., 2017). In terms of effects, the warming due to sea ice loss
(i.e., surface heating) would oppose any dynamical midlatitude responses that act to
cool Eurasia (Screen et al., 2015; Screen, 2017b). Finally, internal variability has been
shown to play an important role in shaping Arctic-to-midlatitude linkages. Even if
a causal mechanism exists, strong internal variability can mask the signal, or inject
intermittency into the linkage.
Chapter 3
Objectives
The debate over whether Arctic sea ice decline has had a noticeable effect on mid-
latitude weather over the last few decades has yet to be resolved. However, recent
studies emphasizing the role of internal climate variability indicate a way forward.
(e.g., Sorokina et al., 2016; Peings, 2019; Blackport et al., 2019; Warner et al., 2020; Liang
et al., 2020; Blackport and Screen, 2021). Accounting for the role of internal variability
is clearly important, and might help to reconcile the divergence between observa-
tional studies, which seem to suggest a noticeable effect, and modelling studies,
which mostly show a weak or no causal effect of sea ice.
The work in this thesis considers the role of atmospheric internal variability in inves-
tigating and interpreting the linkages from sea ice to the midlatitudes. Sea ice extent
and large-scale atmospheric variability have been shown to form a tightly coupled
system (e.g., Deser et al., 2000; Strong et al., 2009; Wu and Zhang, 2010). Bearing this in
mind, we hope to gain insight into the causality of observed relationships.
Papers I and II in this thesis focus on an Arctic-to-midlatitude linkage that has re-
ceived much attention: from autumn Barents-Kara sea ice to the winter NAO. Pre-
vious studies have proposed a pathway from low ice conditions in autumn to a
negative NAO in late winter via a weakening of the stratospheric polar vortex (Kim
et al., 2014; King et al., 2016; Kretschmer et al., 2016). Perturbation experiments pro-
vide mixed answers on the existence or strength of this relationship (e.g., Kim et al.,
2014; Peings, 2019; Blackport et al., 2019; Zhang et al., 2018b; Blackport and Screen, 2021),
while coupled climate models largely fail to reproduce it (Boland et al., 2017; Kelleher
and Screen, 2018). Papers I and II address the questions:
• Given that the sea ice-NAO relationship is non-stationary over the 20th century,
how robust are proposed mechanistic pathways during the satellite period of
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observations?
• Can climate models simulate the observed sea ice-NAO relationship if the role
of internal variability is accounted for?
• If climate models can reproduce the observed relationship, does it arise from
the proposed stratospheric pathway?
Part of the reason that it is difficult to identify which of the proposed mechanisms
are most important for creating Arctic-midlatitude linkages is an incomplete funda-
mental understanding of the underlying dynamics (Wallace et al., 2014; Hoskins and
Karoly, 1981). For example, sea ice loss allows the atmosphere to be heated by the
warm ocean during winter. Circulation responses to such a high-latitude thermal
forcing are less well understood than responses to lower latitude forcing. For lower
latitude forcing, idealized numerical experiments have been analyzed using theoret-
ical frameworks that allow the responses to be qualitatively understood in terms of
local circulation signals that attempt to balance the heating perturbation, and remote
signals generated as a result (Hoskins and Karoly, 1981; Ting, 1991). To investigate if
the thermal forcing in the high latitudes can be understood in a similar way, we ex-
tend the work of Hoskins and Karoly (1981) using a general circulation model that is
still quite idealized, but includes simplified moisture effects and an interactive slab
ocean. Paper III addresses the question:
• How and why are the circulation responses to surface thermal forcing in the
high latitudes different from the responses to surface thermal forcing in lower
latitudes?
Finally, returning to the theme of internal atmospheric variability, the last study
provides a more in-depth synoptic view of how this influences Arctic climate. Extra-
tropical cyclones transport heat and moisture from lower latitudes to high latitudes.
Previous studies have shown that cyclones reaching the Arctic can have significant
impacts on Arctic climate, causing surface warming and sea ice melt (Boisvert et al.,
2016; Kim et al., 2017). Therefore, understanding what factors control the path of cy-
clones entering the Arctic is important. On one hand, the retreat of the Barents sea
ice has been suggested to influence the cyclone tracks by reducing the local baroclin-
icity in the Barents Sea (Inoue et al., 2012). On the other hand, circulation patterns
such as the NAO or blocking are known to be important in steering cyclones (Sim-
monds et al., 2008; Luo et al., 2017). Paper IV addresses the question:
• What are the primary factors controlling the path and impact of cyclones en-
tering the Arctic from the North Atlantic?
Chapter 4
Methods
This chapter introduces some of the key methods that are used in the three main
papers of the thesis. These methods were chosen to help identify and explain the
causal linkages that give rise to teleconnection signals in light of the large internal
variability of the climate system.
Bootstrap resampling
Bootstrapping is a statistical technique used to assess the characteristics of a popu-
lation (e.g., mean, spread, standard deviation) based on a limited sampling of that
population. One may think of the sample as a dataset of measurements or observa-
tions of some unknown population. The procedure of bootstrapping is to resample
the dataset many times to create many synthetic samples. These samples build up
a bootstrapped distribution that allows us to infer statistics of the unknown popula-
tion (see Hesterberg, 2015, for details). Some of the advantages of bootstrapping are
that it is straightforward to use and importantly, it does not make any assumptions
about the sampling distribution.
Bootstrapping is used in several different ways in this thesis (Papers I and II). One
use is to assess how stable statistical relationships are in the 40-year satellite pe-
riod of observations. We draw 40 years from the observational record, allowing any
given year to be selected any number of times (this is known as bootstrapping with
replacement), and calculate the statistic of interest (for example, the mean). Repeat-
ing this many times (e.g., 10,000 times, as shown in Figure 11A) produces many
synthetic samples. We can then create a bootstrapped distribution of the mean, al-
lowing us to estimate the uncertainty on the “real” mean of the original record from
the spread among the synthetic samples. Alternatively, we can use bootstrapping
to assess whether a given sample is representative of the population - for example,
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whether a short portion of a record is representative of the full record. Here, we can
bootstrap the full record without replacement to create a collection of many shorter
synthetic records. If the spread of the bootstrapped distribution is large, this can
be a sign that the record exhibits a large amount of low frequency variability. This
approach can be useful for comparing a long model simulation to a shorter observa-
tional record, as shown in Figure 11B. Bootstrapping has been widely used in climate
research, for example, to assess the uncertainties of teleconnections in observations
and models (e.g., Cash et al., 2017; Deser et al., 2018; Michel et al., 2020).
Figure 11: A schematic showing two applications of bootstrap resampling in climate science,
as described in the text. Bootstrapping (A) a 40-year observational record with replacement,
and (B) a 1000-year climate model simulation without replacement. The red arrow indicates
the comparison of interest.
Causal Discovery Algorithms
Identifying causal relationships in the climate system is challenging because of the
complex interactions between various components. Many observational studies rely
on (lagged) correlations to identify linkages. However, correlation by itself does not
imply causation. Figure 12 illustrates three scenarios where a correlation between
two variables does not arise from a causal relationship (see figure caption for expla-
nation). Causal inference tools have been developed to infer causality by eliminating
such spurious correlations (see Runge et al., 2019a). One such tool, Causal Effect Net-
works, has been shown to have higher detection power than others, an especially
important feature for climate applications (Runge et al., 2019b). Because these are
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still statistical tools, albeit quite sophisticated ones, careful interpretation of results
is required to arrive at physically meaningful results. Building on previous studies
(Kretschmer et al., 2016, 2018), we employ this tool to investigate the robustness of
proposed mechanisms behind the ice-NAO linkage (Paper I).
Figure 12: Three scenarios where two variables X and Y are correlated but the relationship is
not causal: (A) apparent correlation due to high autocorrelation of X; (B) indirect chain via
another variable Z; (C) common driver Z. From Kretschmer et al. (2016)
Idealized modelling experiments
Climate models can be broadly classified into two categories: comprehensive and
idealized models. Comprehensive models are Earth System Models (ESM) which
include all the physical, chemical and biological processes to the best of our knowl-
edge. They aim to simulate our past, current and future climates as realistically as
possible. Comprehensive models may not be as valuable as idealized models for
understanding specific aspects of the climate system, due to their complexity and
expensive running costs (Polvani et al., 2017). Idealized models are simplified mod-
els created by leaving out certain components or processes that are included in more
comprehensive models. For example, removing landmasses and sea ice and replac-
ing them with still water results in an aquaplanet model. Further removing moisture
and the water-covered surface results in a dry model governed by primitive equa-
tions, which can be further simplified and linearized to capture just the large-scale
atmospheric circulation (i.e., a quasi-geostrophic model). A series of models with
complexity ranging from low to high creates the model hierarchy (e.g, Maher et al.,
2019). Stripping away components in idealized models allows us to focus on the
remaining parts we are interested in examining so that ascertaining physical pro-
cesses becomes easier. Results from the idealized models can be used to interpret
the results from comprehensive models (Held, 2005).
In paper III, idealized modelling experiments are carried out to ascertain the dynam-
ical responses to high latitude heating. The results provide insight into the dynamics





P. Y. F. Siew, C. Li, S. P. Sobolowski, M. P. King, Intermittency of Arctic–mid-
latitude teleconnections: stratospheric pathway between autumn sea ice and the
winter North Atlantic Oscillation. Weather and Climate Dynamics, 1, 261-275 (2020).
https://doi.org/10.5194/wcd-1-261-2020.
Autumn Barents-Kara sea ice reduction is hypothesized to lead to a negative NAO
in late winter via a pathway that leads from the surface, through the troposphere,
into the stratosphere and back down again. However, the robustness of this pro-
posed pathway during the satellite period of observations is unclear. We examined
the pathway using a causal discovery tool called Causal Effect Networks (CEN). The
CEN detected the full pathway: autumn Barents-Kara sea ice reduction promotes
anomalous turbulent heat fluxes into the atmosphere, increasing the frequency of
Urals blocking, exciting vertical planetary waves into the stratosphere, weakening the
stratospheric polar vortex and eventually influencing the surface weather through a
negative NAO in late winter. However, this pathway is less robust than previously
thought. We resampled the 39-year observational records to create 10,000 synthetic
“historical” realizations. The whole pathway is only detected in 16% of these re-
alizations. The high intermittency is potentially a result of the two-way synoptic
interactions between the sea ice and highly variable atmospheric processes, such as
the moist intrusions from the midlatitudes.
Paper II
P. Y. F. Siew, C. Li, M. Ting, S. P. Sobolowski, Y. Wu, X. Chen, North Atlantic Oscilla-
tion in winter is largely insensitive to autumn Barents-Kara sea ice variability, Science
Advances (in revision).
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Previous literature has shown that the relationship from autumn Barents-Kara sea
ice reduction to the negative NAO in winter is poorly represented in coupled cli-
mate models. Some studies have attributed this to model deficiencies in simulating
key processes. However, we found that coupled models can reproduce the observed
relationship when accounting for the role of internal variability. To show this, we
bootstrapped a long pre-industrial control simulation to create 10,000 synthetic re-
alizations equivalent in length to the 40-year observational record. The distribution
of the sea ice-NAO relationship across these realizations exhibited large spread. A
small number of these realizations captured the observed relationship. The samples
that were most consistent with the observed sea ice-NAO relationship did not exhibit
features that were consistent with proposed stratospheric mechanisms. Overall, this
study suggests that the observed relationship is mostly subject to internal climate
variability, and that the observed relationship is unlikely causal.
Paper III
P. Y. F. Siew, C. Li, S. P. Sobolowski, E. Dunn-Sigouin, Atmospheric response to mid-
latitude and high-latitude surface heating in an idealized moist general circulation
model, Manuscript in preparation.
Atmospheric circulation responses to surface heating in low and midlatitudes have
been previously investigated employing an idealized modelling framework. In this
framework, anomalous surface heating at low and mid latitudes generates particular
circulation responses that act to restore balance to the atmosphere. Given the am-
biguous role of recent Arctic surface heating in influencing atmospheric circulation,
it is natural to apply such a framework to study high latitude heating. To investigate
this, we performed a set of idealized experiments with prescribed surface heating in
the low, mid and high latitudes. Results confirm that midlatitude heating induces
circulation responses that act to balance the heating via horizontal temperature ad-
vection. When the heating is moved to higher latitudes, the circulation responses
that act to balance the heating become weaker, and radiative cooling appears to play
a stronger role for removing the excess heat. This study provides insight into how
the atmosphere adjusts to Arctic surface heating from sea ice loss.
Paper IV
E. Madonna, G. Hes, C. Li, C. Michel, P. Y. F. Siew, Control of Barents Sea Wintertime
Cyclone Variability by Large-Scale Atmospheric Flow. Geophysical Research Letters, 47,
1–11 (2020). https://doi.org/10.1029/2020GL090322.
Previous studies have proposed that Barents-Kara sea ice retreat weakens the local
sea surface temperature gradient and thus surface baroclinicity. This is hypothesized
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to discourage cyclones from tracking into the Barents and Kara Sea, and instead
steers them northwards into the Arctic. This proposed mechanism might result in
an increasing frequency of high latitude cyclones and a concomitant increase in the
transport of heat and moisture into the Arctic. Results show that sea ice conditions
in the Barents Sea exhibit no relationship to cyclone tracks. Rather than sea ice
conditions, atmospheric circulation features such as the position of the jet stream
and blocking play the main role in guiding the cyclones into the Arctic. Cyclones
originating south of 60°N in the North Atlantic carry a significant amount of heat
and moisture into the Arctic and lead to strong Arctic surface warming.
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Chapter 6
Perspectives and outlook
This thesis investigates Arctic-midlatitude teleconnections, with a focus on whether
or not sea ice has influenced midlatitude weather, and the robustness of the physi-
cal processes responsible for the linkage. We have used observation-based reanalysis
datasets, climate model simulations, and idealized modelling experiments to investi-
gate the effect of sea ice loss and the associated heating anomalies on the midlatitude
atmospheric circulation.
The results collectively highlight the subtle role of sea ice in influencing the midlat-
itudes. Paper I shows that although a causal chain of linkages from Barents-Kara
sea ice to midlatitude weather is statistically detectable during the satellite era, the
pathway is highly intermittent. Paper II builds from this, using climate model sim-
ulations and reanalysis data to argue that the sea ice-NAO pathway is subject to
internal climate variability, and that the observed relationship is likely not causal.
Paper III is an idealized modelling study which shows that the atmosphere adjusts
to midlatitude and high-latitude surface heating via different processes, and outlines
a conceptual framework for understanding why. Finally, Paper IV offers a more syn-
optic viewpoint, showing that Arctic cyclones are steered primarily by the large-scale
atmospheric circulation rather than the location of the sea ice edge.
Although our results suggest that sea ice variability itself does not have a systematic
influence on midlatitude weather, we cannot rule out a possibility of a highly inter-
mittent pathway connecting them. In other words, a causal linkage may exist, but it
can be disrupted by midlatitude variability that arises from processes internal to the
atmosphere, such as eddy-mean flow interactions. An extension of this idea is the
possibility of preferred background states that allow ice-to-midlatitude pathways to
operate. Preferred background states characterized by, for example, a certain phase
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of the Quasi-Biennial Oscillation or certain patterns of tropical sea surface tempera-
tures, have been suggested by modelling studies (Smith et al., 2017; Labe et al., 2019),
but it is difficult to see if this holds in observations from the relatively short satel-
lite period. One could imagine investigating whether there are preferred background
states for sea ice-to-midlatitude teleconnections in longer observational datasets such
as the 20th century reanalysis products used in Kolstad and Screen (2019).
There is also further insight to be gained from surface heating experiments using
models with increasing complexity to better connect the idealized world to reality.
Our idealized modelling (Paper III) results show that heating imposed at different
latitudes generates different circulation responses, extending results from classical
studies (Hoskins and Karoly, 1981; Ting and Held, 1990; Ting, 1991) that focused on
tropical to middle latitudes. In the real world, the exact geographic position of the
heating source relative to the zonally asymmetric background flow will also mat-
ter. To test how this may affect our results, land and topography can be added to
the model setup to alter the background flow. It could also be particularly interest-
ing to compare the circulation responses to heating at high latitudes in flows with
strong versus weak zonal winds, because this creates very different wave guides that
could determine whether Rossby wave trains are generated. More complex mois-
ture schemes could also be interesting to test, as cloud feedbacks have been shown
to be important in the Arctic. Step-by-step upgrades in the complexity of the model
are possible using the ISCA modelling framework (Vallis et al., 2018), and should be
straightforward to implement.
Finally, this thesis highlights that Arctic sea ice loss and the associated surface warm-
ing have likely played a minor role in driving midlatitude circulation changes over
the last decades. As sea ice decline continues into the future, the impact of sea ice loss
on the atmospheric circulation may well change, and even become stronger. Thus, a
better understanding of the physical mechanisms connecting sea ice and midlatitude
weather will likely remain a priority in the years to come.
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Abstract
There is an observed relationship linking Arctic sea ice conditions in autumn to mid-
latitude weather the following winter. Of interest in this study is a hypothesized
stratospheric pathway whereby reduced sea ice in the Barents-Kara Seas enhances
upward wave activity and wave-breaking in the stratosphere, leading to a weaken-
ing of the polar vortex and a transition of the North Atlantic Oscillation (NAO) to its
negative phase. The Causal Effect Networks (CEN) framework is used to explore the
stratospheric pathway between late autumn Barents-Kara sea ice and the February
NAO, focusing on its seasonal evolution, timescale-dependence, and robustness. Re-
sults indicate that the pathway is statistically detectable and has been relatively active
over the 39-year observational period used here, explaining approximately 26% of the
interannual variability in the February NAO. However, a bootstrap-based resampling
test reveals that the pathway is highly intermittent: the full stratospheric pathway
appears in only 16% of the sample populations derived from observations, with in-
dividual causal linkages ranging from 46 to 84% in occurrence rates. The pathway’s
intermittency is consistent with the weak signal-to-noise ratio of the atmospheric
response to Arctic sea ice variability in modelling experiments, and suggests that
Arctic-midlatitude teleconnections might be favoured in certain background states.
On shorter time scales, the CEN detects two-way interactions between Barents-Kara
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sea ice and the midlatitude circulation that indicate a role for synoptic variability
associated with blocking over the Urals region and moist air intrusions from the
Euro-Atlantic sector. This synoptic variability has the potential to interfere with the
stratospheric pathway, thereby contributing to its intermittency. This study helps
quantify the robustness of causal linkages within the stratospheric pathway, and
provides insight into which linkages are most subject to sampling issues within the
relatively short observational record. Overall, the results should help guide the anal-
ysis and design of ensemble modelling experiments required to improve physical
understanding of Arctic-midlatitude teleconnections.
1 Introduction
Autumn sea ice is a potential source of skill in predicting the winter North Atlantic
Oscillation (NAO), and hence, European climate (Wang et al., 2017). One proposed
mechanism for the relationship focuses on the Barents-Kara Seas, a region with sea-
sonal ice cover that has exhibited strong negative trends during the cold season over
the last decades (Cavalieri and Parkinson, 2012; Serreze and Stroeve, 2015; Onarheim and
Årthun, 2017). According to this mechanism, reduced Barents-Kara sea ice triggers a
wave response that constructively interferes with the climatological stationary wave
pattern (Peings and Magnusdottir, 2014; Kim et al., 2014; Sun et al., 2015; Nakamura et al.,
2016; Wu and Smith, 2016; Hoshi et al., 2017; Zhang et al., 2018a; De and Wu, 2019),
enhancing upward propagation of planetary waves that weakens the stratospheric
polar vortex (Nishii et al., 2009; Garfinkel et al., 2010; Smith et al., 2010). Downward
coupling from the stratosphere to the troposphere subsequently produces circulation
anomalies that resemble the negative phase of the NAO or Arctic Oscillation (AO)
(Baldwin and Dunkerton, 1999; Polvani and Waugh, 2004), along with its attendant cli-
mate effects (Hurrell, 1995).
A delayed stratospheric pathway linking sea ice and the NAO is suggested by obser-
vations, but its exact nature is somewhat unclear. The observational evidence (e.g.,
Garcı́a-Serrano et al., 2015; King et al., 2016; Koenigk et al., 2016) hinges on lagged cor-
relations such as the one shown in Fig. 1a (similar to Fig. 10c in Garcı́a-Serrano et al.
(2015) and Fig. 6b in King et al. (2016)): less Barents-Kara sea ice in November is
associated with higher polar cap heights in the stratosphere (i.e., polar vortex weak-
ening), and a subsequent downward propagation of the height anomalies into the
troposphere through the winter season, consistent with the appearance of negative
NAO conditions several months later. However, the stationarity and statistical sig-
nificance of this signal has been questioned when using longer records that extend
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back before the satellite era (Hopsch et al., 2012; Kolstad and Screen, 2019). In fact, the
strength and timing of the signal can change when the observational period in Fig.
1a is extended by just several additional winters, showing a statistically insignificant
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Figure 1: Lead-lag correlations (shading) between November Barents-Kara sea ice index
(sign reversed) and polar cap height (70◦N poleward) over the October-to-February cold
season using ERA-Interim reanalysis for two periods: (a) 1979/80-2010/11 and (b) 1979/80-
2017/18. Hatching indicates non-significant values at the 5% level using a two-tailed t-test.
Linear trends and the seasonal cycle have been removed.
Evidence from modelling experiments is even more difficult to interpret because
the relationship between Barents-Kara sea ice and the NAO is not robust in simula-
tions. Some studies find a clear stratospheric signal after removing sea ice, leading
to a weakening of the polar vortex and a negative NAO (Kim et al., 2014; Nakamura
et al., 2015; Sun et al., 2015). A negative NAO response to sea ice loss is also possi-
ble, although much weaker, if the stratospheric pathway is not well represented or
artificially suppressed (Liptak and Strong, 2014; Sun et al., 2015; Wu and Smith, 2016;
Nakamura et al., 2016; Zhang et al., 2018a; De and Wu, 2019). However, other mod-
elling studies show a weak or even positive NAO response when sea ice is reduced
(Singarayer et al., 2006; Strey et al., 2010; Orsolini et al., 2012; Cassano et al., 2014; Screen
et al., 2014), and we lack a comprehensive understanding of why model results are so
different (Screen et al., 2018). One reason may be that the atmospheric response de-
pends on where and when sea ice is removed; for example, some studies have shown
that sea ice loss in the Pacific sector leads to a strengthening of the polar vortex (Sun
et al., 2015; Screen, 2017c; McKenna et al., 2018), and that winter ice loss may be more
influential than autumn ice loss in weakening and shifting the jet stream (Blackport
and Screen, 2019). Other possible reasons include nonlinearities with respect to the
amplitude of sea ice loss (Petoukhov and Semenov, 2010; Semenov and Latif , 2015; Chen
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et al., 2016; Overland et al., 2016), and dependence of the atmospheric response on the
background state (Smith et al., 2017, 2019; Labe et al., 2019).
Overall, isolating the sea ice influence on the midlatitudes remains a challenge in
part because it is a search for causal drivers in a tightly coupled system with large
internal variability (Shepherd, 2016). This internal atmospheric variability itself has
well-known effects on Arctic climate over a range of time scales. Synoptic weather
systems carry heat and moisture poleward from the North Atlantic, and are associ-
ated with moist intrusions that have been shown to warm the Arctic and melt sea
ice (Woods et al., 2013; Park et al., 2015a,b; Gong and Luo, 2017; Kim et al., 2017; Lee
et al., 2017). Feedbacks between sea ice and the NAO acting on intraseasonal time
scales can yield opposite-signed relationships depending on the time lag consid-
ered: anomalously low Barents-Kara sea ice concentrations are favoured by positive
NAO conditions (Fang and Wallace, 1994; Deser et al., 2000), but are also part of an
ice perturbation pattern that has been found to produce negative NAO conditions
(Magnusdottir et al., 2004; Deser et al., 2004; Kvamstø et al., 2004; Strong et al., 2009;
Deser et al., 2010; Wu and Zhang, 2010). The causality problem with respect to sea ice
extends beyond the NAO to other midlatitude phenomena such as Eurasian cool-
ing, for which one finds numerous studies arguing both for (Outten and Esau, 2012;
Mori et al., 2014, 2019) and against (McCusker et al., 2016; Sorokina et al., 2016; Ogawa
et al., 2018; Blackport et al., 2019) sea ice loss being responsible for the recent spate of
extreme winters.
In the present study, we revisit the observed relationship between autumn Barents-
Kara sea ice and the winter NAO with the goal of quantifying the robustness of
the stratospheric linkage. In other words, we ask how systematically the strato-
spheric linkage has appeared during the satellite period. While sampling issues are
unavoidable when using a short observational record with large internal variabil-
ity, our analysis attempts to account for this by exploring the idea that weak but
statistically significant signals may arise from a teleconnection pathway that is only
intermittently active.
We begin with a description of data and methods (section 2), including a Causal
Effect Networks (CEN) approach that provides a statistical framework for assessing
causality (applied to climate problems by studies such as Ebert-Uphoff and Deng, 2012;
Runge et al., 2014; Kretschmer et al., 2016, 2018). Results showing that the pathway is
indeed detectable but exhibits a high level of intermittency are presented in section
3, and the implications for understanding present day Arctic-midlatitude teleconnec-
tions are discussed in section 4. We end with some concluding remarks in section
5.
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2 Data and Methods
2.1 Reanalysis data
The Causal Effect Networks (CEN) approach requires indices (time series) of vari-
ables representing key processes in the dynamical mechanism being studied. In our
study, we use sea ice area fraction, surface sensible heat flux, surface latent heat flux,
sea level pressure, meridional wind, temperature, geopotential height, and down-
ward thermal radiation at the surface. Raw daily data for the period 1979 to 2018
are from the European Center for Medium-Range Weather Forecasts (ECMWF) ERA-
Interim reanalysis (Dee et al., 2011). The seasonal cycle is removed at each grid point
by subtracting the climatological daily mean to obtain anomalies of each variable,
and the data are detrended. The trend is removed through all the days of the year (1
January, 2 January, etc.). The following indices are then calculated from the reanaly-
sis data from September to March:
• Barents-Kara sea ice (ICE): sea ice area fraction averaged over 70◦-80◦N, 30◦-
105◦ E (Fig. 2a)
• Barents-Kara turbulent heat flux (THF): sum of surface sensible and latent heat
flux averaged over 70◦-80◦N, 30◦-105◦ E (Fig. 2b), with positive defined as heat
flux from the ocean to the atmosphere
• stratospheric polar vortex strength (SPV): negative of geopotential height pole-
ward of 60◦N (Fig. 2c) averaged between 10-100 hPa, as defined by Kretschmer
et al. (2016), such that positive values of the index indicate a stronger polar
vortex
• Urals sea level pressure (URALS): sea level pressure averaged over 45◦-70◦N,
40◦-85◦ E (Fig. 2d)
• downward longwave radiation (IR): downward thermal radiation at the surface
averaged over 70◦-90◦N (Fig. 2e)
• poleward eddy heat flux (V*T*): product of V* and T* at 100 hPa averaged over
45◦-75◦N (Fig. 2f), where V and T denote the meridional wind velocity and air
temperature respectively, and the superscript * indicates deviations from the
zonal mean
• North Atlantic Oscillation index (NAO): from the Climate Prediction Cen-
ter, based on Rotated Principal Component Analysis of 500 hPa geopotential
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height, see details at
https://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao.shtml
Finally, the daily indices are averaged up to monthly, half-monthly and pentad
means for the different analyses carried out in this study.
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Figure 2: ERA-Interim (1979-2018) DJF climatologies (shading) of key variables and regions
(black boxes) for computing area-averaged indices: (a) Sea ice area fraction, 70◦-80◦N, 30◦-
105◦ E, (b) Turbulent heat flux, 70◦-80◦N, 30◦-105◦ E, (c) Stratospheric polar vortex, which is
defined by 10-100 hPa geopotential height, 65◦-90◦N, (d) Urals sea level pressure, 45◦-70◦N,
40◦-85◦ E, (e) Downward longwave radiation, 70◦-90◦N, (f) 100 hPa poleward eddy heat flux,
45◦-75◦N. For (b), turbulent heat flux from the ocean to the atmosphere is defined as positive.
2.2 Causal Effect Networks (CEN)
The CEN algorithm is a causal inference framework (Runge et al., 2014, 2019b) aimed
at identifying causal relationships between variables of interest. It was previously
used to study Arctic-midlatitude teleconnections by Kretschmer et al. (2016, 2018).
Essentially, given a set of indices such as the ones described above, a CEN is con-
structed following three steps: 1) identify potential causal drivers of each index (con-
dition selection), 2) identify the causal drivers using these potential causal drivers as
a “conditioning set”, and 3) quantify the strength of the causal relationship. We will
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illustrate the algorithm using January stratospheric polar vortex strength (SPVJan) as
an example. Readers are referred to Kretschmer et al. (2018) and Runge et al. (2019b)
for a full description of the CEN algorithm, also known as PCMCI.
In the first step, we find all possible drivers for SPVJan. A preliminary list of drivers
is generated by calculating the Pearson correlation r between SPVJan and all other
indices (including SPV itself) in the preceding months, up to a maximum lag of 2
months (i.e., November and December for this example). Indices with significant
correlations are retained, where an optimal significance level is determined using
the Akaike information criterion (AIC). The AIC results in the selection of a 20% sig-
nificance level for the case of SPVJan (note that the AIC allows for these rather liberal
significance levels in the first step, but more stringent levels are used later in the sec-
ond step). This leaves us with the following possible drivers: V*T*Dec, URALSDec,
SPVDec and URALSNov. This list is sorted in descending order according to the ab-
solute value of the Pearson correlation coefficient. Next, we test for the conditional
independence of all four possible drivers with SPVJan by calculating partial correla-
tions, controlling for the effect of each driver one at a time starting from the top of
the sorted list. If a driver passes the partial correlation test, it is retained in the list of
possible drivers; if it does not pass, it is removed from the list, meaning it is no longer
in the conditioning set. For example, the partial correlation between URALSNov and
SPVJan controlling for V*T*Dec is, following the notation of Kretschmer et al. (2016):
ρ(URALSNov, SPVJan | V*T*Dec) = −0.274, (1)
where





The partial correlation is significant at the 20% level (p-value = 0.105), therefore,
URALSNov is retained as a possible driver of SPVJan. After going through the
entire list, SPVDec is eliminated, leaving us with three possible drivers of SPVJan:
URALSNov, URALSDec and V*T*Dec.
In the second step, we retest all possible links (for all indices in the preceding two
months, including those rejected in the first step) with SPVJan, controlling for the
combined effect of the possible drivers (conditioning set) identified in the first step.
This step helps account for false positives when working with highly interdependent
time series (as is often the case with climate indices), and enhances detection power
(Runge et al., 2019b). Specifically, the test for SPVJan is:
ρ(X, SPVJan | URALSNov, URALSDec, V*T*Dec), (3)
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where X represents all indices of ICE, THF, URALS, V*T*, SPV and NAO in both
November and December. Any X producing a significant partial correlation in Eq. 3
is regarded as a causal driver of SPVJan. The conditioning set excludes X when X is
being tested, for example:
ρ(V*T*Dec, SPVJan | URALSNov, URALSDec) = −0.453 (4)
which is significant at the 5% level (p-value=0.00629). Testing all X leaves us with
three causal drivers of SPVJan : URALSNov, URALSDec and V*T*Dec. Note that these
are the same causal drivers identified in the first step, meaning that no new drivers
are reintroduced in the second step in this case. As an additional refinement, the
Hochberg-Benjamini false discovery rate (FDR) control may be used to account for
the multiple testing problem (Kretschmer et al., 2018; Runge et al., 2019b).
In the third step, we use a multiple regression equation to quantify the influence of
causal drivers and simultaneous influences on SPVJan:
SPVsJan = β0 + β1 ∗URALSsNov + β2 ∗URALSsDec + β3 ∗V*T*sDec + β4 ∗ YsJan (5)







Jan, and the superscript s indicates a standard-
ized index. The inclusion of Y allows us to check for significant simultaneous rela-
tionships between all indices. By standardizing, the interpretation is that changing a
certain regressor by one standard deviation changes SPVJan by β standard deviations,
provided that all other variables are held fixed.
A two-tailed t-test is used for significance testing. For the AIC in step one, a signif-
icance set of (5%, 10%, 20%) is used. There are no substantial changes to the main
messages when using other significance sets (Fig. S4). A significance level of 5% is
used in the second and third steps.
The above example illustrates how the CEN algorithm identifies and evaluates causal
drivers of SPVJan. In order to construct the complete monthly and half-monthly
CENs, we identify causal drivers for all our chosen indices (ICE, THF, URALS, V*T*,
SPV and NAO) during the extended winter season (NDJFM). September to Decem-
ber (January to March) indices are taken over the period of 1979 to 2017 (1980 to
2018). All Pearson correlations and partial correlations (first and second steps) and
the multiple regressions (third step) are thus based on indices with a sample size
of 39 winter seasons. A similar procedure is used for the pentad CEN, but with a
maximum lag of two pentads to capture processes occurring on synoptic time scales.
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3 Results
This section describes results from our exploration of the ICE-NAO stratospheric
pathway using the CEN framework (section 3.1), including an assessment of its
strength (section 3.2) and intermittency (section 3.3) in the observational record. We
also explore processes occurring on shorter timescales, and discuss how these effects
may reinforce or interrupt the stratospheric pathway (section 3.4).
3.1 Seasonally evolving ICE-NAO pathway
We begin by examining pathways from Barents-Kara sea ice to the NAO proposed by
previous studies. The CEN analysis follows the approach of Kretschmer et al. (2016),
but keeps individual months separate rather than considering the DJF period as a
whole. This allows us to capture the seasonal evolution of pathways through the
cold season.
The CEN (Fig. 3) shows evidence for a stratospheric pathway leading from autumn
sea ice perturbations in the Barents-Kara Seas to a late winter NAO response. This
pathway appears using both monthly (Fig. 3a) and half-monthly (Fig. 3b) averages
as input to the CEN, albeit with slight differences in timing. The half-monthly CEN
in Fig. 3b is displayed such that individual half-monthly linkages (shown in Fig. S2)
are aggregated into full months to allow for direct comparison to Fig. 3a.
Coloured arrows in the network diagrams highlight the ICE-NAO stratospheric path-
way, where red indicates positive relationships and blue indicates negative relation-
ships (the exact values correspond to the beta coefficients in the multiple regression
equation, e.g., Eq. 5). Grey arrows show other linkages that are statistically signif-
icant, including some tropospheric pathways that also contribute to the ICE-NAO
relationship. A figure including all the identified causal linkages and autocorrela-
tions appears in the supplementary material (Fig. S1). For the monthly CEN, the
stratospheric pathway is
↓ ICEOct ⇒ ↑ URALSDec ⇒ ↑ V*T*Dec/Jan ⇒ ↓ SPVJan/Feb ⇒ ↓ NAOFeb/Mar
where we use the notation A⇒ B to indicate index A as a “driver” of index B, and ↓
and ↑ to represent a decrease or increase, respectively, of the indices. The pathway is
described for the case of a negative sea ice perturbation leading to a negative NAO.
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Figure 3: Seasonal evolution of the stratospheric pathway (indicated by coloured arrows)
detected by the (a) monthly and (b) half-monthly CENs. Arrows indicate causal linkages;
vertical lines indicate auto-correlation; horizontal bars indicate simultaneous relationships;
colours show the sign and strength of the linkages as given by the CEN beta coefficients (see
section 2.2). The grey background shows other significant linkages (arrows) and autocorre-
lations (vertical lines), but does not include simultaneous relationships. The half-monthly
CEN in (b) has been aggregated into full months for ease of comparison with (a). See Fig. S2
for unaggregated version.
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For the half-monthly CEN, the pathway may be summarized as:
↓ ICEOct/Nov ⇒ ↑ THFNov ⇒ ↑ URALSDec ⇒
↑ V*T*Dec/Jan ⇒ ↓ SPVDec/Jan/Feb ⇒ ↓ NAOFeb/Mar
Using the finer half-monthly resolution in the CEN prevents shorter timescale pro-
cesses (such as linkages through THF) from being averaged out.
The CEN results illustrate how the stratospheric pathway unfolds through the win-
ter season. The timing is in general agreement with previous observational studies,
suggesting that the involvement of the stratosphere introduces a few months’ delay
in the NAO response to Barents-Kara sea ice variability (Kim et al., 2014; Garcı́a-
Serrano et al., 2015; Jaiser et al., 2016; King et al., 2016; Kretschmer et al., 2016; Yang
et al., 2016). The causal linkages are consistent with the idea that Arctic sea ice re-
duction enhances upward wave activity through constructive interference between
forced Rossby waves and the climatological stationary waves (Garfinkel et al., 2010;
Smith et al., 2010). The resulting increase in wave-breaking in the stratosphere de-
celerates the polar vortex (Charney and Drazin, 1961), which in turn leads to tropo-
spheric circulation anomalies and surface impacts via downward coupling (Baldwin
and Dunkerton, 1999). Some features of the pathway, such as the relatively long
lagged relationship of autumn sea ice to December Urals sea level pressure, are not
well understood, an issue that will be further discussed in section 4.
We will focus on the stratospheric pathway from ICEOct to NAOFeb in the monthly
CEN, as this timing yields the strongest negative ICE-NAO correlation (Fig. S5). The
correlation between ICENov and NAOJan is equally strong, but the causal pathway
goes through the troposphere only (Fig. S1b) and is not a focus of this study. Results
from the half-monthly CEN yield consistent messages, and will be brought into the
discussion where relevant.
3.2 Strength of the pathway
An interesting question is how to assess the strength of the ICE-NAO stratospheric
pathway as a whole, and what insights may be gained by such an assessment.
The CEN analysis yields a set of beta coefficients (colours of the arrows in Fig. 3)
that describe the strength of individual causal linkages in our network. Following
Runge et al. (2015), the total causal effect of the stratospheric pathway from ICEOct to
NAOFeb may be calculated by summing over the product of beta coefficients along
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Table 1: A summary of the casual effect of all ICE-NAO pathways. The ↓ ICEOct ⇒↓ NAOMar
pathway consists of both tropospheric and stratospheric branches.
Pathway Tropospehric Stratospheric Total
↓ ICEOct ⇒↓ NAOFeb N/A 0.0823 0.0823
↓ ICEOct ⇒↓ NAOMar 0.0614 (70%) 0.0258 (30%) 0.0872
↓ ICEJan ⇒↓ NAOMar 0.137 N/A 0.137
the two relevant chains of linkages from Fig. 3a:
↓ ICEOct −0.326====⇒ ↑ URALSDec 0.390===⇒ ↑ V*T*Dec −0.368====⇒ ↓ SPVJan 0.426===⇒ ↓ NAOFeb (0.0199)
↓ ICEOct −0.326====⇒ ↑ URALSDec −0.449====⇒ ↓ SPVJan 0.426===⇒ ↓ NAOFeb (0.0624)
The total causal effect (0.0199 + 0.0624 = 0.0823) tells us that a one-standard deviation
perturbation in ICEOct yields a like-signed response of 8% of one-standard deviation
in February NAO (Runge et al., 2015). One might question the interpretation of the
contemporaneous ↑ URALSDec ⇒↑ V*T*Dec linkage in the first chain as a causal
effect, but the fact that it also shows up in the half-monthly CEN as a linkage from
the first half of the December to the second half (Fig. S2) supports the point.
A comparison between the stratospheric and tropospheric ICE-NAO pathways
shows that the latter are generally stronger in the CEN framework. Table 1 sum-
marizes the causal effect of the three full pathways (Fig. S6). Our main strato-
spheric pathway of interest from ICEOct to NAOFeb is comparable in strength to
the pathway from ICEOct to NAOMar (0.0823 and 0.0872). The latter has both strato-
spheric and tropospheric chains, accounting for 30% (0.0258/(0.0614+0.0258)) and
70% (0.0614/(0.0614+0.0258)) of the total causal effect, respectively. The ↓ ICEJan ⇒↓
NAOMar tropospheric pathway is the strongest in terms of the total causal effect
(0.137), primarily because it involves fewer linkages. Overall, the larger causal effect
of the tropospheric pathways is perhaps unsurprising, given that the stratospheric
pathway may be disrupted by internal variability (noise) from both the troposphere
and the stratosphere.
An alternative view of the pathway strength comes from considering the amount of
February NAO variance explained by the various linkages along the pathway using
a multiple linear regression framework. This gives a sense of the relative importance
of each linkage, and how information passes through the pathway. The full pathway
can be represented by the following regression equation:
NAOFeb = κ0 + κ1 · ICEOct + κ2 ·URALSDec + κ3 ·V*T*Dec + κ4 · SPVJan (6)
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where κ0 is a constant and κ1, κ2, κ3, κ4 are the regression coefficients for the stan-
dardized regressors ICEOct, URALSDec, V*T*Dec and SPVJan, respectively. The impor-
tance of the regressors may be quantified in different ways, for example:
a) cumulative NAOFeb variance explained as regressors are included, calculated






1 · ICEOct + κa2 ·URALSDec + κa3 ·V*T*Dec (7)
b) NAOFeb variance explained by individual regressors, calculated via a simple







c) reduction in NAOFeb variance explained when individual regressors are re-
moved, calculated by removing the term from the regression equation (green





1 · ICEOct + κc2 ·URALSDec + κc4 · SPVJan (9)
Both the blue and green bars in Fig. 4 provide a measure of the contribution of
individual regressors, while comparison of these with the orange bars gives some
indication of whether information from a given regressor is redundant.



















Figure 4: Explanatory power of the stratospheric pathway for the February NAO assessed
via multiple linear regression. Orange bars show the cumulative variance explained when
including each regressor in succession from left to right; blue bars show variance explained
by the individual regressor; green bars show the reduction in total variance explained when
removing that regressor
The stratospheric pathway explains 26% of the variance in the February NAO (Fig.
4). The cumulative variance explained (orange bars) increases from 11% to 26%
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as regressors are added (moving from left to right), indicating that each linkage
in the pathway adds some useful information. This result is consistent with other
estimates from observations, but likely represents an upper limit as the Barents-Kara
sea ice and NAO relationship is shown to be particularly strong during the current
reanalysis period compared to the rest of the twentieth century (Kolstad and Screen,
2019).
While successive linkages in the pathway add explanatory power, they are not inde-
pendent. Comparing the orange and blue bars, we see that the increase of cumulative
explained variance moving from left to right is much less than the explained vari-
ance from each individual regressor. For example, while SPVJan explains the most
NAO variance of any individual regressor (18%), its removal from the full regres-
sion does not have much effect (3% reduction in explained variance), However, we
know that variability in upward wave activity and variability in the polar vortex
are closely related, so in a sense, it is not physically meaningful to consider one in
isolation of the other. Removing both V*T*Dec and SPVJan from the regression equa-
tion results in a 8% reduction (not shown) in explained variance, which is perhaps
a more representative estimate of the stratosphere’s contribution. Sea ice appears to
impart information that cannot be explained by the other three regressors (6% re-
duction in explained NAO variance when removed), but this may also be a result of
atmosphere-ice feedbacks explored in section 3.4.
Overall, these analyses show a role for the stratosphere in connecting autumn ICE
to late winter NAO, but one that accounts for a modest fraction of the total NAO
variance. However, the pathway strength reported here should be considered as an
estimate, as there remain uncertainties associated with analysis choices such as the
time resolution of the input data and the relevant lags to include. In the next section,
we will further explore reasons for this relatively weak ICE-NAO covariability.
3.3 Intermittency of the pathway
The ICE-NAO stratospheric pathway identified by the CEN comprises statistical re-
lationships inferred from a relatively short observational record of only 39 winters.
It is meaningful to ask how robust the pathway is, that is, how systematically the
relevant statistical relationships occur in the record. To assess the robustness, we
perform a bootstrapping test, where bootstrap samples are created by randomly se-
lecting 39 winters with replacement from the entire reanalysis period. The CEN of
each sample is then constructed. This procedure is repeated 10,000 times.
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The bootstrapping results (Fig. 5) indicate that the stratospheric pathway is intermit-
tent. Percentages show the occurrence rate of individual segments in the pathway
within the bootstrap sample population (see Fig. S7 for occurrence rates of other sta-
tistically significant linkages). By this measure, it is clear that individual segments
have varying levels of intermittency, ranging from 46% for the segment ↓ SPVJan ⇒↓
NAOFeb to 84% for the segment ↑ V*T*Dec ⇒↓ SPVJan. The full stratospheric path-
way (the sequence of all four segments) is detected in only 16% of the samples,
suggesting that it does not occur systematically during every winter season. An al-
ternative three-segment pathway ↓ ICEOct ⇒↑ URALSDec ⇒↓ SPVJan ⇒↓ NAOFeb
is slightly less intermittent (22% occurrence rate), but its physical interpretation is
unclear given that there is no linkage through V*T* to the polar vortex, as expected
from theory. These intermittency results are a likely reason why detection of the
pathway is sensitive to the choice of observational period (Fig. 1), and suggests that














Figure 5: Results of a bootstrapping test to assess the robustness of causal linkages within the
stratospheric pathway. Percentages above arrows show the occurrence rate of each linkage
out of 10,000 bootstrap samples. Colours of the arrows (identical to Fig. 3) and the black lines
show observed beta coefficients for each linkage for the reanalysis period. Histograms above
show the corresponding distribution of beta coefficients (absolute value) in the bootstrap
samples. The histogram for the ↑ URALSDec ⇒↓ SPVJan linkage is not shown. Note that the
distributions are composed only of samples in which the linkage is detected.
The existence of intermittency in the stratospheric pathway is consistent with previ-
ous suggestions that internal variability modulates the influence of Arctic sea ice on
the midlatitude circulation (Screen et al., 2014; Overland et al., 2016; Shepherd, 2016). An
examination of where in the pathway the intermittency is strongest provides clues
to its origins. For example, the upward coupling from sea ice to the stratosphere in-
cludes the segments ↓ ICEOct ⇒↑ URALSDec and ↑ URALSDec ⇒↑ V*T*Dec, whose
occurrence rates are 50% and 74%, respectively. The occurrence of these two linkages
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together is seen in about 41% out of 10,000 bootstrap samples, meaning that most of
the time when the ↓ ICEOct ⇒↑ URALSDec linkage is detected, the subsequent link-
age to V*T*Dec follows. Conversely, when the ↑ URALSDec ⇒↑ V*T*Dec linkage is
detected, it is preceded by the ↓ ICEOct ⇒↑ URALSDec linkage in only about half the
cases. An obvious source of the intermittency in both segments (individually and in
terms of their ”combined” occurrence rate) is regional SLP variability over the Urals
related to atmospheric internal variability. Similarly, the downward coupling from
SPV to NAO is vulnerable to both stratospheric and tropospheric internal variability,
leading to a relatively low occurrence rate of 46%. This is consistent with the idea
that not all polar vortex strengthening and weakening events affect the tropospheric
circulation (Karpechko et al., 2017). Most robust is the ↑ V*T*Dec ⇒↓ SPVJan linkage
(84%), which arises from well-known physical processes related to upward plane-
tary wave flux and polar vortex weakening. Sea ice variability can also contribute to
intermittency in the pathway through higher frequency synoptic processes, a topic
we will explore in section 3.4.
The strength of the segments in the pathway also exhibits large variability among
the bootstrap samples. This can be seen in histograms of the beta coefficients for all
segments in the pathway (Fig. 5). While the beta coefficients exhibit ranges of up
to 0.5 for any given segment, the sign is always the same, indicating that the sign
of the relationship between variables is robust. The observed beta coefficients (black
lines) for the reanalysis period itself fall within the spread of the distributions. Note
that the distributions are composed only of samples in which the linkage of interest
is detected by the CEN algorithm (i.e., a beta coefficient can be calculated from
Eq. 5), which is why some of the distributions appear skewed. This is particularly
true for the linkages that are least robust (the first and last segments, for which the
observed beta coefficients are towards the weaker end of the distributions). Overall,
these results indicate that even when the stratospheric pathway is active, there is
substantial interannual variability in how it manifests.
3.4 Synoptic linkages and interactions across times scales
In the monthly CEN analysis, there are simultaneous relationships between Barents-
Kara sea ice, Urals sea level pressure and the NAO (Fig. 6) that point to linkages
through shorter timescale synoptic processes. For example, the NAO shows signif-
icant negative simultaneous relationships with Barents-Kara sea ice (positive NAO
with reduced ice) in December and March, reflecting a well-known pattern of atmo-
spheric forcing on sea ice via anomalies in surface heat fluxes driven by wind and
A Paper I 47
temperature variability (Fang and Wallace, 1994; Deser et al., 2000). Additional simulta-
neous relationships between sea ice, turbulent heat flux, and Urals sea level pressure
are consistent with synoptic features related to cyclones (Boisvert et al., 2016; Wick-
ström et al., 2019) and moist intrusions (Woods et al., 2013; Park et al., 2015b) entering
the Arctic. Moist intrusions in particular appear to occur preferentially during the
positive phase of the NAO (Luo et al., 2017) and have been shown to lead to enhanced
downward longwave radiation, surface warming, and sea ice reductions (Gong and
Luo, 2017; Chen et al., 2018). We explore the possible influences of such events within
the CEN framework by using higher frequency data to capture the relevant synop-
tic processes. The input data are pentad (5-day) means of Barents-Kara sea ice (ICE),
Urals sea level pressure (URALS) and downward longwave radiation (IR). The maxi-
mum lag is set to two pentads (10 days) to isolate the synoptic timescale. The results
are summarized in Fig. 7 by summing the number of times a linkage appears in each
month from Fig. S8. The maximum count for a given linkage in a month is 12 (six
pentads in a month and up to 2-pentad lag considered). Autocorrelation is strong on
these short time scales, and thus is not used to reject causal linkages in the partial
correlation tests.
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Figure 6: Simultaneous relationships between monthly indices in November (N), December
(D), January (J), February (F) and March (M). Colours indicate the sign and strength of the
relationship as given by the CEN beta coefficients.
The CEN detects synoptic-scale influences from the Arctic to the midlatitudes
that reinforce linkages found in the monthly analysis. A linkage from ICE to
URALS appears regularly throughout the winter season (Fig. 7a), both indirectly
through IR and as a direct connection, and in the correct sense to contribute to the
↓ ICEOct/Nov⇒ ↑ URALSDec linkage shown in the monthly and half-monthly CENs
(Fig. 3). The ↓ ICE ⇒ ↑ IR linkage (blue bars, first histogram in Fig. 7a) follows
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from the idea that sea ice retreat exposes open ocean, which is a local evaporative
source for water vapour, leading to a moister, optically thicker atmosphere (Kim and
Kim, 2017; Zhong et al., 2018). The linkage ↑ IR ⇒ ↑ URALS (red bars, second his-
togram in Fig. 7a) is consistent with a suggested mechanism whereby the resulting
surface warming weakens zonal wind locally and promotes blocking over the Urals
(Luo et al., 2016). These synoptic processes, if habitually occurring, can imprint onto
longer timescales, but may also produce interference effects, as seen by the appear-
ance of opposite-signed causal relationships from those described above from time
to time through the winter season.




(a): From the Arctic




(b): To the Arctic
Figure 7: Results of the pentad CEN analysis assessing relationships between downward
longwave radiation (IR), Barents-Kara sea ice (ICE) and Urals sea level pressure (URALS)
aggregated into months (October, November, December, January, February and March from
left to right). The height of each bar is the number of counts. (a) Linkages from the Arctic to
the midlatitudes. (b) Linkages from the midlatitudes to the Arctic. Red (blue) colours denote
positive (negative) relationships. See Fig. S8 for unaggregated version.
At the same time, causal effects from the midlatitudes to the Arctic are also de-
tected, consistent with an influence from moisture transport by cyclones or synoptic
moist intrusions (Fig. 7b). This is represented by the ↑ URALS⇒↑ IR linkage (most
frequently observed in October, January and February) and the ↑ IR ⇒ ↓ ICE
linkage (most frequently observed in November, January and February), which re-
flect the transport of moist air into the dry Arctic atmosphere by the large-scale flow
or by cyclones tracking into the Barents. These midlatitude-to-Arctic linkages have
a uniform sign (all red bars in first histogram, all blue bars in second histogram),
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suggesting that the effect of the relevant processes is rather systematic despite ex-
hibiting month-to-month variability. We also detect a direct linkage from the Urals
to Barents-Kara sea ice that can be of either sign. In the slightly more frequent neg-
ative sense (↑ URALS ⇒↓ ICE), it can be interpreted as a direct effect of warm air
advection and mechanical forcing of the ice cover from enhanced southerlies over the
Barents-Kara region (Sorokina et al., 2016; McCusker et al., 2016). Together, these syn-
optic linkages show how Urals SLP variability, which has a large internally generated
component, can reinforce or interrupt the ICE-NAO stratospheric pathway.
Given that our understanding of Arctic-midlatitude teleconnections must account
for the combined influences of such linkages across regions and time scales, it is no
surprise that we have yet to identify a definitive set of mechanisms. Implications
of such scale interactions and how they relate to viewpoints presented in previous
studies are further discussed in section 4.
4 Discussion
This study quantifies the robustness of atmospheric teleconnections between the Arc-
tic and midlatitudes, documenting their high level of intermittency in the observa-
tional record. In a bootstrapping test, the full stratospheric pathway emerges in only
16% of the sample populations derived from the observations (Fig. 5). The exis-
tence of intermittency is likely why studies using various analytical approaches and
time periods find teleconnections that differ in pattern, timing, robustness and ap-
parent mechanisms (Overland et al., 2016; Francis, 2017; Cohen et al., 2018b; Overland
and Wang, 2018; Cohen et al., 2020). In this section we discuss some of the factors that
may contribute to the intermittency. Of course, anything that influences polar vortex
strength is a potential source of intermittency (including internal variability, anthro-
pogenic forcing, tropical variability, etc.), but we focus the discussion on factors that
are most directly related to our CEN results.
To be more concrete, the intermittency of the stratospheric pathway stems from the
fact that it can be reinforced or interrupted by other processes. For example, rein-
forcement can come from tropospheric pathways also detected by the CEN algorithm
(see Fig. S1a and S1b):
1) ↓ ICEOct ⇒ ↑ THFNov ⇒ ↑ URALSJan ⇒ ↑ URALSFeb ⇒ ↓ NAOMar
2) ↓ ICEJan ⇒ ↑ URALSFeb ⇒ ↓ NAOMar
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3) ↓ ICENov ⇒ ↓ NAOJan
4) ↓ ICEJan ⇒ ↓ NAOMar
All these tropospheric and stratospheric pathways lead from the reduction of sea
ice to a negative NAO, although they differ slightly in timing. The existence of the
tropospheric pathway is supported by sea ice and surface heating perturbation ex-
periments, where negative NAO/AO responses are simulated even when the strato-
spheric pathway is suppressed (Wu and Smith, 2016) or not well represented (Sun
et al., 2015). However, the NAO/AO response is stronger when the stratospheric
pathway is active than when it emerges through the tropospheric pathway alone
(Nakamura et al., 2016; Zhang et al., 2018a,b).
Another example of a factor that may contribute to intermittency is the El Niño
Southern Oscillation (ENSO). El Niño winters are associated with a deepened Aleu-
tian low, which enhances upward propagating waves, weakens the polar vortex, and
favours negative NAO conditions (Domeisen et al., 2019). As such, the stratospheric
pathway may be reinforced if an El Niño develops following a low autumn ice season
(both are associated with a weakened polar vortex, e.g., winter 1986/87 or 2009/10,
Fig. 8); if a La Niña develops instead, the stratospheric pathway may be weakened
(e.g., winter 2007/08 or 2010/11, Fig. 8). The relationship between wintertime ENSO
and the NAO is rather weak (Brönnimann, 2007; Domeisen et al., 2019), consistent with
Fig. 8, which shows high and low Nino3.4 values in both the lower (negative NAO)
and upper (positive NAO) quadrants of the scatter plot. Given that we find no sys-
tematic phasing of ENSO with Barents-Kara sea ice variability during the reanalysis
period, it is likely that ENSO contributes to intermittency in the ICE-NAO pathway.
In terms of reinforcing the stratospheric pathway, blocking over the Urals region
seems to play a particularly important, but not fully understood, role. Enhanced
Urals sea level pressure is closely linked to the Scandinavian pattern in Euro-
Atlantic climate variability and is related, but not directly equivalent, to the oc-
currence of atmospheric blocking. The Urals linkage appears in the monthly CEN
(↓ ICEOct ⇒ ↑ URALSDec ⇒ ↑ V*T*Dec/Jan in Fig. 3a). The latter segment from Urals
sea level pressure to poleward eddy heat flux is fairly systematic (appears in 74%
of the bootstrap samples in Fig. 5) and is grounded in the idea that tropospheric
precursors over the Urals lead polar vortex weakening (Cohen and Jones, 2011; Cohen
et al., 2014a). However, the first segment from Barents-Kara sea ice to Urals blocking
is more intermittent (appears in 50% of the bootstrap samples), and whether it is in
fact a causal linkage has been questioned by a recent modelling study using ensem-
ble nudging experiments (Peings, 2019). Interestingly, not only Barents-Kara sea ice
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Figure 8: Scatter plots between February NAO and late fall (mean of October and November)
Barents-Kara sea ice index for the reanalysis period. Shading indicates the DJF Nino3.4 index.
Red (blue) denotes El Niño (La Niña) events.
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(Fig. 5e in King et al. (2016)) but also ENSO (Figs 5e and 5f in King et al. (2018)) has
been linked to the Scandinavian pattern, which suggests another avenue for ENSO
to contribute to intermittency.
The ICE-URALS relationship highlights the complexity of interactions between at-
mospheric internal variability and Barents-Kara sea ice over a range of time scales.
On synoptic scales, the pentad CEN (Fig. 7) shows linkages from reduced sea ice
to enhanced Urals sea level pressure, but also linkages in the opposite direction
(↑ URALS ⇒↑ IR ⇒↓ ICE), with Urals sea level pressure altering ice cover via
changes in poleward moisture transport that have been tied to synoptic moist intru-
sions (Woods et al., 2013; Luo et al., 2016; Gong and Luo, 2017; Lee et al., 2017). This chain
of linkages can act as a positive feedback on sea ice perturbations, but also provides
a pathway by which blocking variability (internal to the atmosphere) may interrupt
the expected troposphere-stratosphere coupling in response to autumn sea ice (for
example, imagine a case where atmospheric conditions inhibit Urals blocking after
a low-ice autumn). Furthermore, enhanced Urals blocking and moist intrusions can
lead to highly transient perturbations in turbulent heat flux over the Barents-Kara
Seas. Initially, turbulent heat loss from the ocean is suppressed near the sea ice edge
where moist intrusions act to weaken temperature and moisture contrasts between
the atmosphere and ocean (Woods et al., 2013; Gong and Luo, 2017). But the heat flux
anomaly can become positive (enhanced heat loss from the ocean) after the sea ice
melts back in response to the moist intrusion, one to two weeks later (Woods and Ca-
ballero, 2016; Lee et al., 2017). On longer (monthly to seasonal) time scales, there is
evidence that atmospheric variability is the main driver of heat flux variability over
the Barents-Kara Seas both in observations and models (Sorokina et al., 2016; Blackport
et al., 2019). This perhaps explains why turbulent heat flux does not show up in the
monthly CEN (Fig. 3a), but does in the half-monthly CEN (Fig. 3b). Across synoptic
to seasonal timescales, it appears that sea ice is best thought of as an intermediary
rather than a true boundary forcing, as is implied by prescribed sea ice (e.g., AGCM)
experiments.
One outstanding issue involves the mechanisms that have been proposed to explain
the ↓ ICEOct ⇒↑ URALSDec linkage, which act on time scales that are inconsistent
with the 2-month delay found in observations. For example, reduced sea ice may al-
low more heating of the atmosphere by the ocean to produce a Rossby wave train
with an anomalous high over the Urals region (Honda et al., 2009), but this would
be expected to manifest within a matter of days to a week. Alternatively, reduced
ice may reduce local baroclinicity, which discourages cyclones from tracking into the
Barents-Kara Seas and produces an anomalous high due to the relative absence of
low-pressure systems (Inoue et al., 2012). This mechanism could introduce some de-
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lay between the ice perturbation and sea level pressure perturbation, but two months
persistence of such a pattern is unlikely. Finally, reduced ice may increase atmo-
spheric moisture content, leading to increased Eurasian snow cover, diabatic cooling
and anomalously high sea level pressure over the continent (Liu et al., 2012; Cohen
et al., 2014a; Garcia-Serrano and Frankignoul, 2014). Though this would plausibly lead
to persistence on the required time scale, recent observational and modelling studies
do not support a role for Eurasian snow in this teleconnection pathway (Kretschmer
et al., 2016; Peings et al., 2017; Henderson et al., 2018), and we chose not to include it in
our main analyses. Note that these mechanisms may still be responsible for contem-
poraneous forcing of the winter atmospheric circulation by winter sea ice variability,
which has been suggested to be a stronger influence than the forcing by autumn sea
ice variability (Blackport and Screen, 2019).
Lastly, our experience with the CEN offers some cautionary notes about its appli-
cation to climate problems. The CEN approach was designed for hypothesis test-
ing - that is, to test causal pathways that are thought or known to exist, either
from theory or existing evidence. It should not be used as an exploratory data
analysis tool to search for causal pathways because the statistics behind the CEN
do not know whether relationships are physically meaningful. One specific prob-
lem we encountered is that the algorithm may drop an existing causal linkage if
a new variable is added. For example, when we introduce downward longwave
radiation into the monthly CEN, its strong correlation with sea ice overrides the
↓ ICEJan ⇒↑ URALSFeb linkage (see Fig. S9 compared to Fig. S1a). Since many cli-
mate variables are highly correlated, but not necessarily directly related via specific
processes, the CEN’s ability to identify physically meaningful linkages depends crit-
ically on the careful selection of input variables.
5 Concluding remarks
This study uses the Causal Effect Networks (CEN) framework to quantify the ro-
bustness of the stratospheric pathway between late autumn Barents-Kara sea ice and
the February NAO, documenting its high level of intermittency in the observational
record. The pathway has been relatively active over the satellite period, explaining
approximately 26% of the interannual variability in the February NAO. However,
this result is highly sensitive to which winters are included in the analysis. Results
from a bootstrapping test show that the full stratospheric pathway appears in only
16% of the sample populations derived from the observations. The result reflects
the strong internal variability of the midlatitude atmosphere and the likelihood that
54
Arctic-midlatitude teleconnections may require certain background flow conditions.
On synoptic time scales, we identify two-way interactions between Barents-Kara sea
ice and the midlatitude circulation suggesting a role for atmospheric blocking over
the Urals region and moist intrusions, both of which can reduce Barents-Kara sea ice.
These synoptic processes can reinforce or interrupt the stratospheric pathway, con-
tributing to intermittency. Finally, we cannot rule out that the causal linkages found
on longer time scales may be artefacts of averaging over the synoptic processes, or
even the result of entirely different mechanisms (Smith et al., 2017; Hell et al., 2020).
Coupled interactions between sea ice and the midlatitude circulation involve com-
plicated lead-lag feedbacks over a range of time scales. Applying causal inference
frameworks such as the CEN can help clarify some of the important physical pro-
cesses at play, but in the end, models are required to improve our understanding. A
complication is that the fidelity of climate models in representing the relevant pro-
cesses is difficult to ascertain (King et al., 2016; Smith et al., 2017; Mori et al., 2019),
especially those processes at fine spatial and temporal scales and their interactions
across scales. But ways forward are indicated by this study, along with others (Mc-
Cusker et al., 2016; Sun et al., 2016; Peings, 2019), that provide insight into which link-
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'JHVSF 43:Pentadversionof themonthly (Fig.3a,S1a)andhalf-monthly (Fig.
3b,S1b)CENs.A1%significancelevelisusedinthesecondstep(seeDataand
Methods 2.2). A maximum lag of 12 pentads (i.e., 2 months) is allowed.
Autocorrelation is not used to reject causal linkages in the partial correlation
testshere.
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'JHVSF 46: As inFig. 3a, buthighlighting all ICE-NAO strato-sphericand
troposphericpathways.
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'JHVSF 48:Resultsof thepentadCENanalysisassessing relation-shipsbetween
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Abstract
Extratropical cyclones transport heat and moisture into the Arctic, which can pro-
mote surface warming and sea ice melt. We investigate wintertime cyclone variabil-
ity in the Barents Sea region to understand what controls the impacts, frequency
and path of cyclones at high latitudes. Large-scale atmospheric conditions are found
to be key, with the strongest surface warming from cyclones originating south of
60◦N in the North Atlantic and steered northeastwards by the upper-level flow. At-
mospheric conditions also control cyclone variability in the Barents proper: months
with many cyclones are characterized by an absence of high-latitude blocking and
enhanced local baroclinicity, due to the presence of strong upper-level winds and a
southwest-northeast tilted jet stream more than changes in sea ice. This study con-
firms that Arctic cyclones exhibit large interannual variability, and accounting for




Extratropical cyclones play an important role in the global energy budget, redis-
tributing heat and moisture from mid-latitudes to high-latitudes. In the North At-
lantic sector, the bulk of the moisture and heat transport into the central Arctic is
accomplished by transient eddies Peixoto and Oort (1992); Adams et al. (2000); Sorte-
berg and Walsh (2008); Dufour et al. (2016) such as cyclones. Moisture entering the
Arctic can enhance downward infrared radiation and lead to strong surface warm-
ing and sea ice melt Woods et al. (2013); Boisvert et al. (2016); Messori et al. (2018), a
process that is especially important in winter when insolation is weak. Moreover,
winter cyclones can produce intense snowfall that acts as an insulation layer, mod-
ifying the melting and growth rates of sea ice Graham et al. (2019). Cyclones with
strong winds can influence the production and export of sea ice from the Arctic to-
wards mid-latitudes, with the export regions being sensitive to the cyclone’s path
Brümmer et al. (2001); Rogers et al. (2005); Sorteberg and Kvingedal (2006).
The surface impacts of cyclones entering the Arctic can vary widely from case to
case. Already, several studies have shown that seasonal energy transport to the
Arctic is dominated by a few specific transport events Messori and Czaja (2013); Moore
(2016), drawing attention to extreme Arctic cyclones Simmonds and Keay (2009); Sepp
and Jaagus (2011); Rinke et al. (2017); Koyama et al. (2017). For example, the passage
of a single extreme cyclone is thought to be responsible for the unusual warmth
of the entire 2015/2016 winter season Moore (2016); Boisvert et al. (2016); Kim et al.
(2017). Extreme Arctic cyclones are often defined in terms of pressure or depth, but
moisture content is likely as important, if not more, for surface impacts. Because the
uptake and transport of moisture depend on a storm’s formation and propagation
environments (e.g., Sodemann et al., 2008; Aemisegger and Papritz, 2018), discriminating
between cyclones based on their origin and tracks should allow us to better evaluate
their contribution to high-latitude climate variability.
The dynamics of storm tracks in mid-latitude regions is well established, but there
is some uncertainty about which environmental conditions are most important for
controlling the development and path of cyclones at high latitudes. The common un-
derstanding is that cyclones are generated and grow in regions of enhanced baroclin-
icity in the presence of strong horizontal and vertical temperature gradients Hoskins
and Valdes (1990); Chang et al. (2002); Shaw et al. (2016) and move on average eastward
and poleward Klein (1958); Tamarin and Kaspi (2016), steered by the large-scale flow.
Some studies suggest that the large-scale flow also controls high-latitude cyclones
through variability in the North Atlantic/Arctic Oscillation Graversen (2006); Sim-
D Paper IV 105
monds et al. (2008) or the occurrence of blocking over the Ural Mountains Luo et al.
(2017). Other studies suggest that local conditions, such as the location of the sea
ice edge are a more important influence on the track of cyclones Deser et al. (2000);
Inoue et al. (2012). For example, Inoue et al. (2012) proposed that the retreat of Bar-
ents Sea ice weakens the local sea surface temperature gradient and thus the surface
baroclincity. Consequently, cyclones tend not to travel east into the Barents Sea, but
rather turn north, resulting in a poleward shift of the storm track.
The Barents Sea is an ideal testbed for studying the effects of the large-scale flow
versus local conditions on high-latitude cyclones. Situated at the end of the North
Atlantic storm track Chang et al. (2002); Shaw et al. (2016), the Barents Sea is one of
the main corridors for cyclones entering the Arctic, in particular during winter (e.g.,
Adams et al., 2000; Simmonds et al., 2008; Sorteberg and Walsh, 2008). It is also the
region with the largest wintertime sea ice variability Parkinson et al. (1999); Parkinson
and Cavalieri (2008) and has experienced the strongest winter sea ice decline during
the past decades Vihma (2014); Onarheim et al. (2018); Stroeve and Notz (2018).
This study investigates wintertime cyclone variability in the Barents Sea, exploring
the impacts of cyclones from different genesis regions as well as the roles of large-
scale versus local conditions in determining cyclones tracks. A novel aspect of this
study is that we document generalized relationships between the temperature and
moisture signature of cyclones, their strength, and where they travel in their journey
poleward. We also consider longer term trends, accounting for cyclone origin and
path, to provide a complementary view of regional differences in Arctic cyclones.
2 Data and Methods
We use the European Centre for Medium-Range Weather Forecasts reanalysis ERA-
Interim Dee et al. (2011) from 1979 to 2018 with 6-hourly time resolution and interpo-
lated onto a 0.5× 0.5◦ spatial grid. Daily/monthly averages are generated as needed
from the 6-hourly fields. Daily anomalies of 2-meter temperature and moisture (ver-
tically integrated from 1000 to 100 hPa) are obtained by removing the monthly sea-
sonal cycle and any linear trend from the total fields. We focus on winter (December,
January and February, DJF), the season with the strongest North Atlantic cyclone
activity, and on the Barents Sea region, defined as 20-70◦E longitude and 70-80◦N
latitude (see box in Fig. 1).
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2.1 PV-blocking
Atmospheric blocking is a persistent quasi-stationary high-pressure system that ob-
structs the westerly flow. Blocking extends through the whole troposphere and is
characterized by low (or negative) potential vorticity (PV) values consistent with the
anticyclonic circulation. In this study, blocking is detected using the approach of
Schwierz et al. (2004), which identifies negative potential vorticity anomalies (−1.3
pvu, vertically averaged between 500 and 150 hPa) that persist for at least five con-
secutive days. This approach is particularly suitable for higher latitudes (polewards
of 75◦) as it can be applied to any area, and does not require information from spe-
cific latitudinal bands to identify blocks (cf. geopotential height reversal, e.g. Scherrer
et al., 2006). After identifying blocking from the 6-hourly data, monthly fields ob-
tained by averaging the number of blocked time steps at each grid point Sprenger
et al. (2017). A blocking climatology can be found in the supplementary material
(Fig. S1). To calculate the blocking time series, we area-average the monthly block-
ing frequency over the Barents Sea region. Since there are 32 months with zero
blocking density in the Barents Sea, no (high) blocking months are defined as the 32
months with zero (most frequent) blocking.
2.2 Cyclone identification
The Melbourne University algorithm detects and tracks maxima in the Laplacian of
mean sea level pressure (MSLP) in space and time Murray and Simmonds (1991a,b).
We apply the algorithm on 6-hourly MSLP using the same parameters as Uotila et al.
(2009). Only tracks lasting more than two days (9 track points) with genesis during
DJF are kept. This excludes most polar lows and polar mesocyclones Michel et al.
(2018). From these tracks, we generate maps of monthly cyclone track densities (see
climatology in Fig. S1). Finally, we area-average the monthly track density over the
Barents Sea region to produce a monthly time series of cyclone frequency. Similar
to the PV-blocking, we identify the 32 months with highest (lowest) cyclone density,
hence frequent (infrequent) presence of cyclones in the Barents Sea. Simply counting
the number of tracks entering the Barents Sea yields comparable results (Fig. S2).
2.3 Cyclone categories
We categorize the cyclone tracks based on their origins and paths (Fig. 1, top row):
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1. North Atlantic: cyclones entering the Barents Sea from the west with genesis
south of 60◦N (54 tracks)
2. Nordic: cyclones entering the Barents Sea from the west with genesis north of
60◦N (288 tracks)
3. Barents Sea: cyclones with genesis in the Barents Sea (182 tracks)
4. Outside: cyclones travelling from the North Atlantic and crossing 80◦N but not
entering the Barents Sea (84 tracks)
The first three categories make up 74% of the total cyclone tracks present in the
Barents Sea. Of the rest, most enter the Barents Sea from the south (16%), with
a few entering from the north (6%) and east (4%). Since cyclones in all categories
reach 70◦N, we refer to them as Arctic cyclones. For the lag composites, lag 0 is
defined for categories 1-3 as the first timestep when the track is in the Barents Sea
box, while for category 4 it is the first timestep when the track is north of 80◦N. For
the trend analysis, the number of tracks is aggregated for each winter, considering
tracks starting between 1 December and 28 February.
2.4 Eady growth rate
To detect favourable conditions for cyclone development and growth, we compute
the Eady growth rate (EGR). The EGR is a measure of lower-tropospheric baroclinic-














where f is the Coriolis parameter, g the gravitational acceleration, θ700 the potential
temperature at 700 hPa, du/dZ the vertical wind shear, and dθ/dZ the vertical gra-
dient of potential temperature. The vertical gradients are evaluated using 6-hourly
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Figure 1: (First row) Cyclone tracks for the four cyclone categories (as defined in Section 2.3:
1) North Atlantic, 2) Nordic, 3) Barents Sea, and 4) Outside. The total number of tracks for
each category is shown at the bottom right corner of each panel and the Barents Sea region
is marked by the black box. (Four bottom rows) Composites of daily 2-meter temperature
anomalies (shading, in ◦C) and wind speed at 500 hPa (contours, starting at 15 m s−1, 5 m s−1
intervals) shown at time lags -2, 0, 2, 5 days. Lag 0 is defined for categories 1-3 as the first
timestep when the track is in the Barents Sea box, while for category 4 it is the first timestep
when the track is north of 80◦N (see Methods). Regions where the 0◦C value lies within the
30-70th percentile range are marked with grey dots. The dashed grey circle marks the 60◦N
parallel.
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3. Results
The path travelled by a cyclone is of primary importance for its subsequent tem-
perature impact on the Arctic. Composite analyses show that cyclones originating
at lower latitudes (category 1, Fig. 1) are associated with stronger surface warming
than cyclones originating at high latitudes (categories 2 and 3). For cyclones from the
North Atlantic that reach the Barents Sea (category 1), we observe positive tempera-
ture (Fig. 1, up to 8◦C) and moisture (Fig. S3, > 2 g kg−1) anomalies at lag zero. The
positive temperature anomaly persists for a few days (lag 2) before diminishing (lag
5). This warm anomaly is also present before the arrival of the cyclone in the Barents
Sea (lag -2), consistent with the southwest-northeast tilted jet stream (black contours)
that advects warm and moist air from mid-latitudes. The warm anomaly at lag -2
is not linked to blocking, as none is detected at this time at high-latitudes (Fig. S4).
The temperature and moisture anomalies associated with cyclones with genesis at
higher latitudes (category 2, Nordic and category 3, Barents Sea) have smaller mag-
nitude and spatial extent compared to category 1. This is in line with the colder
environment in which the cyclones form.
Cyclones forming in the North Atlantic travelling through the Fram Strait (category
4) lead to comparable temperature and moisture anomalies as those entering the
Barents Sea (category 1). Here, the jet is strongly tilted as it is the case for category
1, especially at lag -2 and 0, which favours warm air advection. The main difference
between categories 1 and 4 is where the warming and moistening maximizes: over
Scandinavia and northwest Russia for category 1, over the Barents Sea and Svalbard
for category 4. The shift in where the impacts maximize is related to the fact that
the warm, moist anomalies are likely situated within the cyclone warm sector (cf.
Wickström et al., 2019), while the cold, dry anomalies to the west result from cold air
advection on the rear side of the cyclone Papritz and Grams (2018).
Since the location of strongest warming depends on the path of a cyclone, the large-
scale flow must play a role in determining surface impacts. In the Barents Sea,
there is a clear relationship between the presence of cyclones and an atmospheric
pattern known as blocking, when a quasi-stationary and persistent high-pressure
system diverts the mean westerly flow. A composite of months with high blocking
(HB) frequency over the Barents Sea (Fig. 2a) shows a reduction of cyclones locally
and an increase in cyclones through the Fram Strait compared to a composite of
months with no blocking (NB) in the Barents Sea (Fig. 2b). The mean cyclone track
density averaged over the Barents Sea area is 2.3 (3.0) tracks per month for high
(no) blocking months (Fig. 2a-b, boxplot). The composites show comparably large
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Figure 2: Composites of the number of cyclone tracks per month (shading) and PV-blocking
(red contours, as % of time, in 5% intervals) based on a) high (HB) and b) no (NB) blocking
frequency and for c) low (LC) and d) high (HC) cyclone density in the Barents Sea. Dots in
a) and b) mark regions where the mean composite cyclone density is less than its standard
deviation (i.e. signal-to-noise ratio < 1). The box-and-whisker plots show the distributions
of cyclones (top, grey) and blocking (bottom, red) frequencies averaged over the Barents Sea
region (black box) for the 32 months used in each composite. The black horizontal line shows
the median, boxes show the interquartile range (IQR), and whiskers represent the median ±
1.5 IQR.
D Paper IV 111
EGR HC
0.6 0.7 0.8 0.9 1.0 1.1 1.2
wind shear HC
20 25 30 35 40 45 50
U@300hPa HC
10 15 20 25 30 35
EGR LC
0.6 0.7 0.8 0.9 1.0 1.1 1.2
wind shear LC
20 25 30 35 40 45 50
U@300hPa LC
10 15 20 25 30 35
EGR (HC - LC)
0.2 0.1 0.0 0.1 0.2
wind shear (HC -LC)
9 6 3 0 3 6 9
U@300hPa (HC -LC)
9 6 3 0 3 6 9
Figure 3: Composites of Eady Growth Rate (EGR, in day−1), wind shear between 500 and
850 hPa (in 10−4 s−1) and zonal wind at 300 hPa (U, in m s−1) for high cyclone frequency
months (HC, first row), low cyclone frequency months (LC, second row) and their difference
(HC - LC, third row). The red (blue) line shows the ice edge (0.15 sea ice area fraction,
undetrended data) for the HC (LC) composite. The dashed grey circle marks the 60◦N
parallel.
month-to-month variability, evident from the overlapping ranges in the HB/NB box-
and-whisker plot. Still, the composite means over the considered regions are larger
than their standard deviations (dots in Fig. 2a-b indicate signal-to-noise ratio < 1).
The link between Barents Sea cyclones and the occurrence of high-latitude blocking
is consistent with findings from previous studies that show more cyclones passing
through the Fram Strait when there is a high-pressure ridge over Scandinavia Michel
et al. (2012); Wickström et al. (2019).
An inverse analysis produces consistent results: months with a low occurrence of cy-
clones (LC) in the Barents Sea are associated with blocking over the Barents Sea (Fig.
2c red contours and boxplot) and also more cyclones entering the Arctic through
the Fram Strait. In addition, months with a high occurrence of cyclones (HC) in
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the Barents Sea show less frequent blocking over the region (Fig. 2d), similar to the
NB composite (Fig. 2b). One notable difference is that the HC composite exhibits
enhanced cyclone frequency over the whole North Atlantic compared to the NB com-
posite. This suggests that the number of cyclones entering the Barents Sea depends
not only on large-scale atmospheric blocking, but also on upstream conditions of the
North Atlantic storm track.
Previous studies have linked cyclone variability in the Arctic to changes in baroclin-
icity Inoue et al. (2012); Koyama et al. (2017); Wickström et al. (2019), with one specific
suggestion that sea ice retreat decreases baroclinicity locally and prevents cyclones
from the North Atlantic or Nordic Seas from travelling eastwards into the Barents
Sea. To test the influence of sea ice on cyclone variability in the Barents Sea region,
we examine composites of the Eady growth rate (EGR) and sea ice area for months
with high (HC) and low (LC) cyclone frequency in the Barents Sea (i.e. the same
months as in Fig. 2c-d). The high-cyclone composite shows higher EGR values over
the Barents Sea than the low-cyclone composite (Fig. 3, first column). However, there
are almost no differences in the location of the sea ice edge between the two compos-
ites (blue and red lines). Moreover, the EGR signals are not confined to the Barents
Sea but extend to the Nordic Seas. We see that the differences in the EGR mainly
result from differences in the vertical wind shear (second column), which are linked
to large-scale flow features such as the extension and tilt of the upper-level jet (third
column). Similar conclusions can be drawn by compositing based on blocking fre-
quency (Fig. S5) rather than cyclone frequency. The role of the jet stream in setting
favourable conditions for cyclone development is also visible when considering cy-
clone categories separately. Regions with enhanced EGR are systematically located
on the poleward side of the jet stream (Fig. S4) and are observed before the cyclones
reach the Arctic (i.e. at lag -2, Fig. S4).
The key elements identified in the composite analysis, including the role of atmo-
spheric blocking, are supported by a case study from the 2015/2016 winter. This win-
ter season saw a major Arctic warming event, with some regions north of Svalbard
registering daily temperatures of 30 ◦C above the wintertime climatology Boisvert
et al. (2016); Moore (2016); Binder et al. (2017); Kim et al. (2017). From 24 to 27 Decem-
ber, prior to the warming event, several cyclones (Fig. 4, blue shading) enter or are
formed in the Barents Sea. On 27 December, a block (red contours) forms north of
Iceland and grows, migrating to a position over the Barents Sea by 29 December. The
block persists for the next six days and is associated with a high-pressure system at
the surface (grey shading). During this time (29 December - 4 January) no cyclones
enter the domain, and cyclones travelling from the North Atlantic instead enter the
Arctic through Fram Strait, most of them accompanied by a strong upper-level jet
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Figure 4: Temporal evolution of mean sea level pressure (MSLP in hPa, shading), sea ice
edge (white line showing 0.15 ice area fraction) and blocked area (enclosed by red contours)
at 12 UTC from 24 December 2015 to 4 January 2016. The black box delimits the Barents Sea
region, while the blue cross marks the cyclone described in Boisvert et al. (2016).
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(Fig. S6). The cyclone entering the Fram Strait on 31 December, marked by a blue
cross in Fig. 4, transported an extremely warm and humid air mass into the Arc-
tic Boisvert et al. (2016); Moore (2016) and likely contributed to the localised thinning
of sea ice over the Barents-Kara Seas region Boisvert et al. (2016); Binder et al. (2017).
Despite the reduction in sea ice thickness, the location of the sea ice edge (white con-
tour), which may influence the low-level baroclinicity, did not change substantially
during the 10-day warming event. Regions with high EGR values (purple contours
in Fig. S6) mainly coincide with strong upper-level winds.
4. Discussion
We have examined cyclone variability in the Barents Sea and demonstrated links
to the large-scale atmospheric conditions. We have also shown that variability in
cyclone frequency and baroclinicity in the Barents Sea reflect variability in the upper-
level flow more than the sea ice edge. Under global warming scenarios, models
studies suggest that the melting of sea ice might impact the atmospheric circulation
(e.g. Butler et al., 2010; Zappa et al., 2018). Given the notable retreat of winter sea ice
in the Barents Sea over recent decades, it is natural to ask if this region exhibits long
term changes in cyclones.
We find no robust trends in cyclone frequency in any of the considered categories
(Fig. 5). This result is at odds with recent studies that reported a decrease in cyclone
frequency in the southeastern Barents Sea during winter Rinke et al. (2017); Zahn
et al. (2018); Wickström et al. (2019). The discrepancy arises in part from differences
in the cyclone tracking schemes or datasets used, but mostly from how significance
of trends is evaluated. In addition to using a t-test, we also use a Theil-Sen estima-
tor, a method that is insensitive to outliers and more appropriate for short, noisy
records. The time series of the number of winter (DJF) cyclones entering the Barents
Sea (categories 1-3, Fig. 5) show large interannual variability, with weakly nega-
tive but non-significant trends based on both the t-test (using a standard significance
level of 0.05) and the Theil-Sen test (uncertainty range includes both positive and
negative slopes). Applying a five-winter running mean (red lines) does not reveal
any particular cyclic behaviour. Considering categories 1-3 together confirms the
general picture of a slight and non-significant decrease in cyclones in the Barents
Sea (not shown). These results agree with the studies of Koyama et al. (2017), who
found no link between changes in cyclone frequency and sea ice loss, and Vessey et al.
(2020), who found no trend in winter Arctic cyclone frequency and characteristics.
The “outside” category shows a positive but non-robust trend in cyclone frequency.































































































Figure 5: Spatial distribution of cyclone tracks (first row), time series of the number of
cyclone tracks (second row) and MSLP at lag 0 (third row) for the four categories as defined
in section 2.3 during DJF winter. First row: For cyclones with genesis in the Barents Sea
(category 3), cyclogenesis locations are shown instead of cyclone tracks. Both track and
genesis locations are colour-coded by year. The total number of tracks in each category
is shown at the bottom right corner of each panel. Second row: Linear regression slopes
(p-value in the top left corner) are shown in blue. Theil-Sen median slope is shown in
grey (dashed line), and the corresponding 95% confidence interval is indicated by the grey
shading. A five-winter moving average is shown in red (dashed line). Year labels correspond
to the January and February, such that 1980 is the winter season from December 1979 to
February 1980. Third row: Histograms of MSLP (normalized frequency in %) at lag 0 for the
four categories. Median value (in hPa) is shown by the black dashed line.
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In addition to the number of cyclones, the path of cyclones also shows large interan-
nual variability. Inoue et al. (2012) suggested that cyclone tracks shift northwards as
sea ice retreats. Such a northward (or more generally, poleward) shift is expected un-
der global warming (Yin, 2005; Harvey et al., 2014; Shaw et al., 2016; Tamarin-Brodsky
and Kaspi, 2017), but most of the proposed mechanisms involve changes in the upper-
level temperature gradient. Whether such changes are already detectable in the ob-
servational period is questionable. We do not observe any clear poleward shift of
cyclone tracks with time (Fig. 5, coloured tracks, first row), consistent with the re-
sults of Koyama et al. (2017). Furthermore, for cyclones with genesis in the Barents Sea
(Fig. 5), the spatial distribution shows no systematic shift over the last four decades.
Wickström et al. (2019) suggested that decreasing cyclone frequency in the Barents
Sea is linked to changes in the large-scale flow. They documented an increase in
the frequency of the Scandinavian pattern, an anticyclonic circulation anomaly over
Scandinavia and western Russia. This pattern might be linked to Barents Sea block-
ing, which we showed to be important for determining the path of cyclones. There
is an apparent increase in the blocking time series, but again this trend is not robust
over the observational period (Fig. S7). The other pattern of interest in this region
is the North Atlantic Oscillation (NAO). As expected, when the NAO is positive
the jet stream has a strong southwest-northeast tilt, steering more cyclones towards
the high-latitudes (Fig. S8). However, the NAO index and frequency of cyclones is
poorly correlated (correlations below 0.4) for all categories, on both seasonal and
monthly time scales (Fig. S8).
Cyclones with the strongest surface warming are not necessarily the most extremes.
Extreme cyclones are often defined using a MSLP threshold Rinke et al. (2017); Chang
et al. (2012); Vavrus (2013). Figure 5 (third row) shows cyclone MSLP at lag 0 for
the four Arctic cyclone categories. Each category exhibits large variability in MSLP.
The North Atlantic cyclones have lower MSLP values (median of 977 hPa) than the
others. Outside cyclones have the same MSLP median (987 hPa) as the Nordic but
show much stronger temperature and moisture anomalies (c.f. lag 0 in Fig. 1 and S3).
This suggests that not all cyclones producing strong surface warming are extreme in
MSLP.
Cyclones are just one of several phenomena that give rise to sea ice variability in the
Barents Sea. The impact of cyclones on sea ice depends on their characteristics and
spans from surface warming to mechanical ice break-up Graham et al. (2019). Other
factors influencing wintertime sea ice variability are the inflow of warm Atlantic
water into the Barents Sea driven by local wind forcing (e.g. Årthun et al., 2012;
Smedsrud et al., 2013; Alexeev et al., 2017; Akperov et al., 2020), as well as the pre-
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conditions at the end of the melting season. Also, marine cold air outbreaks Papritz
(2020) and high-latitude blocking Pfahl and Wernli (2012); Gong and Luo (2017); Papritz
(2020) influence Arctic temperatures.
5. Conclusions
In this study, we investigate Arctic cyclones to understand what influences variabil-
ity in their frequency, path and impacts. Surface warming associated with Arctic
cyclones depends not only on their strength (Fig. 5) but most importantly on their
origin and the path they take towards the Arctic (Fig. 1). The path of Arctic cyclones
is controlled by the large-scale flow, just as for mid-latitude cyclones. The upper-level
jet is more important than sea ice for enhancing baroclinicity and creating favourable
conditions for cyclone growth (Fig. 3). Cyclones travel north through the Fram Strait
when there is blocking over the Barents Sea (Figs. 2 and 4). Interannual variability is
large for all Arctic cyclone categories and no robust trends in frequency are observed
(Fig. 5). While a single extreme cyclone can affect sea ice cover, the link on seasonal
and longer timescales is more complicated and might change with global warming
as the sea ice thins and easily breaks up and drifts.
Supplementary figures


















Figure S1. Wintertime (DJF) climatologies of cyclone density (shading, unit: cyclone number
per month) and PV-blocking frequency (red contours, interval: 5% of the time). The black
box denotes the Barents Sea region (20-70 N longitude and 70-80 E latitude). In winter in the
Barents Sea, there are on average 2 to 4 cyclones per month and the PV-blocking has a frequency
of about 5%. The highest cyclone density and blocking frequency are located on the western side
of the Barents Sea.
September 30, 2020, 7:28am
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Figure S2. Scatterplot of monthly count of cyclones entering or forming in the Barents sea
(unit: number of cyclones per month) versus cyclone density averaged over the Barents Sea
region (70-80 N/20-70 E). The two time series are strongly correlated (R2=0.76). The majority
of the months (24/25 out of 32) with high/low cyclone density (red/blue circles) correspond to
the months with high/low cyclone counts (red/blue dots). High and low categories include 32
months, 32 being the number of months with no blocking in the Barents Sea (see details in
Method). We do not expect a perfect agreement between the two times series as the cyclone
count is a time series of integers, while the cyclone density is not.
September 30, 2020, 7:28am
D Paper IV 119
: X - 5
Figure S3. Composite of daily wind speed at 500 hPa (black contours, starting at 15 m s 1,
5m s 1 intervals) and specific humidity anomalies (shading, in g kg 1) shown at time lags -2,
0, 2, 5 days for the four cyclones categories (as defined in Section 2.3): 1) North Atlantic, 2)
Nordic, 3) Barents Sea, and 4) Outside. The grey circle denotes the 60 N parallel.
September 30, 2020, 7:28am
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Figure S4. Composites of daily wind speed at 500 hPa (black contours, starting at 15 m s 1,
5m s 1 intervals), blocking frequency (red contours starting at 10% of the time, in 10% intervals)
and Eady Growth Rate anomalies (shading, in 1/day), shown at time lags -2, 0, 2, 5 days for the
four cyclones categories. The grey circle denotes the 60 N parallel.
September 30, 2020, 7:28am
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Figure S5. Composites of Eady Growth Rate (EGR, in day 1), wind shear between 500 and
850 hPa (10 4 s 1) and zonal wind at 300 hPa (U, in m s 1), as Figure 4 in the manuscript, but
for no blocking months (NB), high blocking months (HB) and their di↵erence (NB - HB, third
row). The red (blue) line shows the ice edge (0.15 ice area fraction) for the NB (HB) composite.
The grey circle denotes the 60 N parallel.
September 30, 2020, 7:28am
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Figure S6. Temporal evolution of the upper-level wind (shading, wind speed at 500 hPa, in
m s 1), sea ice edge (white line showing 0.15 ice area fraction), high Eady Growth Rate values
(> 1.3 day 1,enclosed by purple contours) and mean sea level pressure (MSLP, blue contours,
10 hPa intervals, shown only for values below 1000 hPa) at 12 UTC from 24 December 2015 to 4
January 2016.
September 30, 2020, 7:28am
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Figure S7. Winter (DJF) time series of Barents Sea blocking. The linear regression slope
(p-value in the top left corner) is shown in blue. Theil-Sen median slope is shown in grey
(dashed line), and the corresponding 95% confidence interval is indicated by the grey shading.
The blocking frequency is obtained by taking the monthly mean of the 6-hourly binary blocking
masks and area-averaging them over the Barents Sea box. No robust trends are observed in
the Barents Sea (positive and negative slopes are possible). We do not consider the number of
blocking events nor their duration, but just the frequency of the blocked area.
September 30, 2020, 7:28am
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Figure S8. Relationship between the NAO index and the number of cyclones for the 4 di↵er-
ent categories and their sum for (top row) winter (DJF) and (bottom row) monthly (December,
January and February) means. Correlation coe cients (r) are shown in each panel and the “*”
denotes values that are statistically significant at the 0.05 level. The NAO index was down-
loaded from https://climatedataguide.ucar.edu/climate-data/hurrell-north-atlantic
-oscillation-nao-index-pc-based.
September 30, 2020, 7:28am
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