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Dynamics Simulations with Spin-Flip Time-Dependent Density
Functional Theory: Photoisomerization and Photocyclization
Mechanisms of cis-Stilbene in ππ* States
Abstract
On-the-fly dynamics simulations were carried out using spin-flip time dependent density functional theory
(SF-TDDFT) to examine the photoisomerization and photocyclization mechanisms of cis-stilbene following
excitation to the ππ* state. A state tracking method was devised to follow the target state among nearly
degenerate electronic states during the dynamics simulations. The steepest descent path from the
Franck–Condon structure of cis-stilbene in the ππ* state is shown to reach the S1-minimum of
4,4-dihydrophenanthrene (DHP) via a cis-stilbene-like structure (referred to as (S1)cis-min) on a very flat
region of the S1-potential energy surface. From the dynamics simulations, the branching ratio of the
photoisomerization is calculated as trans:DHP = 35:13, in very good agreement with the experimental data,
trans:DHP = 35:10. The discrepancy between the steepest descent pathway and the significant trans-stilbene
presence in the branching ratio observed experimentally and herein computationally is clarified from an
analysis of geometrical features along the reaction pathway, as well as the low barrier of 0.1 eV for the pathway
from (S1)cis-min to the twisted pyramidal structure on the S1-potential energy surface. It is concluded that
ππ*-excited cis-stilbene propagates primarily toward the twisted structural region due to dynamic effects, with
partial branching to the DHP structural region via the flat-surface region around (S1)cis-min.
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ABSTRACT: On-the-ﬂy dynamics simulations were carried out using spin-
ﬂip time dependent density functional theory (SF-TDDFT) to examine the
photoisomerization and photocyclization mechanisms of cis-stilbene following
excitation to the ππ* state. A state tracking method was devised to follow the
target state among nearly degenerate electronic states during the dynamics
simulations. The steepest descent path from the Franck−Condon structure of
cis-stilbene in the ππ* state is shown to reach the S1-minimum of 4,4-
dihydrophenanthrene (DHP) via a cis-stilbene-like structure (referred to as
(S1)cis‑min) on a very ﬂat region of the S1-potential energy surface. From the
dynamics simulations, the branching ratio of the photoisomerization is
calculated as trans:DHP = 35:13, in very good agreement with the
experimental data, trans:DHP = 35:10. The discrepancy between the steepest
descent pathway and the signiﬁcant trans-stilbene presence in the branching
ratio observed experimentally and herein computationally is clariﬁed from an
analysis of geometrical features along the reaction pathway, as well as the low barrier of 0.1 eV for the pathway from (S1)cis‑min to
the twisted pyramidal structure on the S1-potential energy surface. It is concluded that ππ*-excited cis-stilbene propagates
primarily toward the twisted structural region due to dynamic eﬀects, with partial branching to the DHP structural region via the
ﬂat-surface region around (S1)cis‑min.
I. INTRODUCTION
1,2-Diphenylethylene (stilbene) and its derivatives play many
roles in both science and everyday life. The combination of
tunable photophysical properties and high thermal and
chemical stability have led to a wide variety of research and
practical applications of stilbenoids. Stilbene and its derivatives
are commonly used as optical brightening agents, molecular
probes, and gain mediums in blue dye lasers for both
spectroscopic and laser medicine purposes. Stilbenoids absorb
light in the UV (usually 340−370 nm) region, and re-emit light
in the blue region (typically 420−470 nm). These tunable
photophysical properties have been utilized to make stilbenoid
whitening agents, which enhance the appearance of fabric and
paper by causing a “whitening” eﬀect. These additives make
materials look less yellow by increasing the relative amount of
blue light reﬂected. Stilbenoids are naturally present in some
plants, such as the presence of the phytoalexin agent 3,5,4′-
trihydroxystilbene (reservatrol) in groundnuts, raspberries, and
blackberries. Humans have taken advantage of stilbenoid
biological properties to produce medicine, such as the
traditional “Puag-Haad” natural extract, which contains an
abundance of oxyresveratrol, used to treat tapeworm infections
in Southeast Asia.
Stilbene is a widely studied molecule that undergoes
photoisomerization.1−3 There are two isomers in the ground
state of stilbene, i.e., cis and trans-forms; cis-stilbene can
undergo photocyclization to produce 4,4-dihydrophenanthrene
(DHP). Due to interest in the reaction mechanism of
photoexcited molecules, the photoisomerization mechanism
of cis-stilbene has been examined extensively both exper-
imentally4−36 and theoretically.31,36−50 It is known5,7,13,15,17
that photoexcited cis-stilbene can lead to all three of the
structures as shown in Figure 1. In early experimental research,
the quantum yield for the photoreaction of the ππ* excitation
of cis-stilbene is reported to be 0.10 for DHP, 0.35 for trans-
stilbene, and 0.55 for the cis-stilbene.5,7,13 The observation of
three photoreaction products indicates that reaction channels
for both trans-stilbene and DHP are open in the ππ* state of
cis-stilbene. Experimental time-resolved studies report that the
lifetime of cis-stilbene after excitation to the ππ* state is very
short,8,10,12,14,18−21,24−26,28,29,32,33,35 and that the photoreaction
process proceeds rapidly following photoexcitation. The ring
formation mechanism of cis-stilbene, i.e., cyclization to DHP, is
important when considering diarylethene derivatives for
photoswitching molecule applications.51−53 Several experimen-
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tal studies have examined the cis-DHP cyclization of
stilbene.4,5,7,13,15,23
Two important optical experiments were performed very
recently by Tahara and co-workers in which both time-resolved
Raman spectra31 and femtosecond time-resolved ﬂuorescence
spectra were performed.35 From the Raman spectra, it is shown
that stilbene exhibits a vibrational mode frequency downshift
from 239 cm−1 (0.3 ps) to 224 cm−1 (1.2 ps) to 215 cm−1 (2.0
ps) after an initial upshift from 231 cm−1 (0.0 ps) to 239 cm−1
(0.3 ps). The authors assign the vibrational mode to twisting
about the CC bond based on both the steepest descent path
in the excited state and vibrational analyses along the path.
They conclude that the gradual downshift of the experimental
frequency corresponds to gradual twisting of the central CC
bond, which accompanies the pyramidalization of carbon atoms
in the central CC bond. Based on the ﬂuorescence spectra,35
it is shown that the decay of cis-stilbene is biexponential,
corresponding to a 0.23 ps fast process and a 1.2 ps slow
process with oscillator strengths of 0.32 and 0.21 respectively.
The fast ﬂuorescence component (0.23 ps) is attributed by the
authors to the cis*A state, which is reached just prior to the
twisting of the CC bond but after the initial elongation of the
central CC bond. The slow ﬂuorescence component (1.2 ps)
is attributed to the cis*B state in which the central CC bond
has twisted substantially around a shallow S1 potential energy
minimum. In addition, it was concluded that the observed
oscillator strengths indicate that the population branching
selection to either trans-stilbene or DHP occurs in a very early
stage of the photoreaction process of cis-stilbene.
The cis−trans photoisomerization process has been widely
examined in many theoretical studies.31,37−50 A major focus has
been to clarify both geometric and electronic structures along
the relaxation paths including the conical intersection (CI)
region corresponding to the decay channel from the excited
state to the ground state (S1/S0).
38,40,45,47,49,50 It is generally
accepted that the relaxation of cis-stilbene in the ππ* state
involves a twisting motion about the central CC
bond,37,38,40,45,47,49,50 and that the S1/S0-CI region exists near
the twisted minimum of the ππ* state.38,40,45,47,49,50 The
molecular motion of the cis−trans photoisomerization has been
predicted to be a “hula-twist” motion, in which the central C
C bond rotates out of plane; the C−H bonds remain out of the
plane, while the other atoms reorient to remain coplanar.27
With regard to the cyclization process from cis-stilbene to DHP
(denoted cis-DHP), Bearpark was the ﬁrst to report the
location of the conical intersection corresponding to DHP
formation with a hybrid molecular mechanics-valence bond
method (MMVB).38 Very recently, the detailed potential
energy surfaces (PES) for both photoreactions of cis-stilbene
were examined using spin-ﬂip (SF) time-dependent density
functional theory (TDDFT)47 and extended multiconﬁguration
quasi-degenerate second order perturbation theory
(XMCQDPT2).50 It was reported that the twisting motion
about the central CC bond, i.e., cis−trans isomerization,
appears to be preferred in a ππ* state of cis-stilbene, rather than
the ring closing motion, i.e., cis-DHP cyclization. One MMVB
study38 draws the opposite conclusion.
There have been two reports of dynamics simulations of the
photoreaction in cis-stilbene. Berweger employed singly excited
conﬁguration interaction (CIS) with the 6-31G basis set to
study dynamics simulations on a three-dimensional constrained
PES which was obtained by an interpolation scheme.39 The
authors were unable to consider the S1/S0-crossing regions due
to their limited dimensional PES. However, they reported that
the dihedral angle of the central CC torsion changes from 0°
to 180° along the trajectories in the stilbene excited state,
corresponding to the cis−trans isomerization. Dou et al.43,44,46
performed a semiclassical electron-radiation-ion dynamics
(SERID) simulation on the excited state of cis-stilbene. They
reported three diﬀerent trajectories in three papers, cis−trans
isomerization,44 cis−cis (no isomerization),43 and cis-DHP
cyclization.46 Based on the cis−trans isomerization trajectory,44
they reported that the excitation from the highest occupied
molecular orbital (HOMO) to the lowest unoccupied
molecular orbital (LUMO) of cis-stilbene rapidly leads to the
formation of DHP at 0.2 ps, and that a subsequent cis−trans
photoisomerization occurs via a twisted pyramidal CI, which
has an intermediate dihedral angle (90°) about the central C
C bond. For the cis−cis trajectory,43 they reported that stilbene
passes through twisted pyramidal CI regions, which are similar
to those in the cis−trans photoisomerization. For the cis-DHP
trajectory,46 they proposed that a new chemical bond is formed
between two phenyl rings at 0.6 ps via the trans-isomer
(dihedral angle =180° about the central CC bond). These
reports by Dou et al. indicate very interesting stilbene
phenomena, since DHP-trans and trans-DHP reactions in the
excited state were observed in the trajectories of the cis−trans
and cis-DHP reactions, respectively. To date there has been no
report of ab initio dynamics simulations dealing with full
dimensional motions for cis-stilbene, possibly due to both the
prohibitive computational cost and the diﬃculties of accurately
describing the CI region discussed below. There has also been
no report about the photoreaction branching mechanism, i.e.,
the comparison of trajectories, between cis−trans and cis-DHP
in the ππ* state.
The main focus of the present study is to clarify the
photoreaction branching mechanism of stilbene from cis-
stilbene to both trans-stilbene and DHP by utilizing on-the-
ﬂy dynamics simulations. Also, the time scale of the
photoreaction is examined based on comparisons with
experimental results, and the origin of the experimental spectra
is discussed by considering the predicted molecular motions.
Dynamics simulations have become a powerful tool for
examining the mechanisms of chemical reactions. Computa-
tional advances now allow for practical on-the-ﬂy dynamics
simulations for photochemical reactions that occur in the
subpicosecond time frame. Such simulations can provide
insights that cannot currently be obtained experimentally.
These dynamics simulations generally use classical trajectories
in combination with some level of electronic structure theory.
Many chemical reaction mechanisms have been clariﬁed using
on-the-ﬂy dynamics simulations.54−56
Figure 1. Schematic of the photoisomerization and photocyclization
branching of cis-stilbene after ππ* excitation. The quantum yields
reported in the experimental study13 are shown as percentages.
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When studying photochemical reactions with dynamics
simulations, there are several issues that occur in the study of
nonadiabatic transitions through CI regions.57−64 One issue is
how to deal with intersystem crossing in nonadiabatic regions.
Since nonadiabatic transitions cannot be considered within the
Born−Oppenheimer approximation, wavepacket methods or
semiclassical approximations must be employed to treat
nonadiabatic transitions. The other diﬃculty is that multi-
conﬁgurational eﬀects and dynamic correlation are usually
necessary to correctly and quantitatively describe excited state
PESs in CI regions. Thus, the computational methods
employed must be chosen carefully to accurately describe the
excited state dynamics.
For dynamics simulations in excited states, multiconﬁgura-
tional methods such as the complete active space self-consistent
ﬁeld (CASSCF) method are commonly used to describe CI
regions. To include dynamic correlation, one must build upon
the CASSCF wave function in the form of multireference
perturbation theory (MRPT),65−67 or multireference conﬁg-
uration interaction (MRCI).68,69 This requirement can be a
signiﬁcant obstacle when performing excited state dynamics,
because application of multireference methods can have
prohibitively high computational cost, and because of the
possibility that the most appropriate active space may change
along a PES. Analytic gradients are not universally available for
post-CASSCF methods, which further contributes to the high
computational cost of including dynamic correlation.
In the present study, TDDFT is used for the excited-state
dynamics simulations. TDDFT often provides reasonable
results for excited electronic states, at a relatively low cost.
TDDFT has been employed extensively to describe PESs of
excited states, and most functionals incorporate dynamic
correlation. The computational cost of TDDFT is much
lower than that of multireference methods, such as MRPT and
MRCI, especially for large molecules.70−72 TDDFT also avoids
the active space decisions that are frequently necessary for
multireference methods. However, the usual linear response
TDDFT (LR-TDDFT) calculations have some disadvantages
for the study of excited-state mechanisms.73 The most serious
problem is that TDDFT provides a discontinuous PES at the
crossing point between the reference ground state and the ﬁrst
excited state (S1), as the reference state becomes the excited
state following an intersystem crossing. In dynamics simulations
of ultrafast photodecay processes in which CI regions are very
important, LR-TDDFT is not a good choice. Furthermore, LR-
TDDFT within the adiabatic approximation cannot describe
conﬁgurations corresponding to doubly excited states. This
limitation can be important for rotations about double bonds,
because the ground state and the doubly excited state can cross
during such rotations.
To overcome the aforementioned drawbacks to LR-TDDFT,
spin-ﬂip (SF) TDDFT was developed.47,71,74−82 In SF-
TDDFT, the lowest energy high spin triplet state is used as
the reference state, and both the ground state (S0) and S1 are
treated as response states following a single electron spin ﬂip.
Therefore, the reference state does not change at S0/S1 crossing
points, and the PES is continuous in the crossing region. Also,
the HOMO−LUMO doubly excited state can be described by
SF-TDDFT as discussed in Section II below. Shao et al.
developed the SF-TDDFT analytic gradient.74 Minezawa and
Gordon implemented the SF-TDDFT analytic gradient in the
GAMESS program package,76 so it is possible to optimize the
minimum energy S0/S1−CI SF-TDDFT geometries.
47,76 Also,
analytic derivative couplings at the SF-TDDFT level have been
developed.83 Very recently, an automated search for minimum
energy SF-TDDFT S0/S1−CI geometries has been reported.81
In the present study, the interface of the SF-TDDFT method
with excited state dynamics simulations is described. Several
problems must be addressed. The primary issue is the
description of states by the SF-TDDFT method. Since the
SF-TDDFT solutions are not spin eigenstates, multiple
undesired states appear in the solutions with signiﬁcant spin
contamination. Additionally, identiﬁcation of the target state
during dynamics simulations is complex since state ordering
and orbital switching can both occur. To date, no method has
been reported that successfully tracks the target state during
SF-TDDFT dynamics simulations. In Section II, these issues
are discussed, and the crossing regions among the SF-TDDFT
states are also carefully examined.
II. METHODOLOGY
The SF-TDDFT method can describe all of the excited states
that are expressed as linear combinations of Slater determinants
obtained by one-electron transitions from the reference state.
The spin-ﬂip methodology is also successfully exploited in wave
function methods.85−88 As shown in Figure 2a, the reference
SF-TDDFT state is the high spin triplet state. Response states
are generated by the spin-ﬂip of an electron from α to β. Thus,
SF-TDDFT can only treat four states correctly, i.e., the ground
state, the HOMO−LUMO doubly excited state, and the open
shell singlet and triplet states of the singly occupied molecular
orbitals (SOMOs), as shown in Figures 2b−d, respectively. The
other states cannot be described correctly in the SF-TDDFT
framework, because several of the required determinants cannot
Figure 2. Complete set of conﬁgurations considered in SF-TDDFT.
Panel a depicts the conﬁguration of the reference triplet state. In
panels b−e, all possible Slater determinants obtained by the one-
electron spin-ﬂip excitation of the reference triplet state are depicted
without blue slashes, and the missing conﬁgurations are depicted with
blue slashes: (b) the singlet ground state, (c) the [SOMO1(s) →
SOMO2(s)] doubly excited state, (d) the open shell singlet and triplet
states of [SOMO1 → SOMO2], and (e) the excited states involving
excitations corresponding to the occupied orbitals (o) and the virtual
orbitals (v).
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be generated by a single spin ﬂip. The missing determinants are
indicated by gray crosses in Figure 2e. These unphysical states
appear as mixed states of singlet, triplet, and quintet spins.
To accomplish SF-TDDFT dynamics simulations, a method
is needed that can follow a target state throughout a wide swath
of the PES. A trajectory might pass through a crossing region
between the target state and some undesired state, such as a
mixed state (Figure 2e) or a triplet state. These undesired states
should be ignored in crossing regions, but unequivocal
identiﬁcation of the target state at each dynamics step is not
straightforward. It was reported that ⟨S2⟩ values for singlet
states are commonly 0.0−0.2 at local minima or minimum
energy CI coordinates,79 while ⟨S2⟩ for the triplet state and the
mixed states is normally ∼2.0 and ∼1.0, respectively. However,
due to the SF-TDDFT spin contamination problem noted
above, ⟨S2⟩ can deviate considerably from the exact values and
can vary signiﬁcantly during a simulation. Therefore, it is not
feasible to identify the target states by monitering only ⟨S2⟩
values. Although the use of approximate spin projection
formulas may be useful for this problem,89−92 they cannot
easily be applied, because of the possible existence of many
undesired states. Previous authors have discussed this issue in
some detail.79,81 Various spin adaptation techniques have been
considered as a solution to the spin-contamination issues of SF-
TDDFT.78,87,88,93 For the purpose of the present study, a
method to distinguish the target state automatically based on
properties other than ⟨S2⟩ values is considered.
Figure 3a schematically illustrates the state tracking method
that follows the target state during the SF-TDDFT dynamics
simulations. In Figure 3, black circles indicate the target state,
and the black triangles indicate the SF-TDDFT undesired
states. The present method monitors several types of data at
every point along trajectories: the energies of the states, the
eigenvectors of the states (the CI coeﬃcients), the ordering of
the MOs, and the ⟨S2⟩ values of the states. The ﬁrst criterion of
the state tracking method is that the target state is selected as
long as each value is continuous between the previous step and
the present step. However, the monitored values sometimes do
not provide meaningful information especially in the crossing
region as discussed below, and the state tracking sometimes
fails.
The ordering of the MOs is maintained at each step by using
a built-in GAMESS option. By ﬁxing the ordering of the MOs,
the ordering of the eigenvectors is also maintained, and the
comparison from step to step becomes much easier. One
possible approach is to calculate the dot product of the
eigenvectors of the states. However, this strategy sometimes
does not work well, because the signs of the elements in the
eigenvectors of the states frequently change. Thus, such a
method can misread the target state. This sign change is caused
by the solution of the LR SF-TDDFT equations and is diﬃcult
to control. Thus, two additional eigenvector properties are
monitored, as shown in eqs 1 and 2 below. The CI coeﬃcients
of two successive eigenvectors, n and n+1, are represented by
the terms labeled ci.
∑= | |+V c c
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(2)
The target state is chosen as the state that has the largest Va and
smallest Vd values in the present method. By using Va and Vd,
the method can almost always identify the target state correctly.
Figure 3b shows a typical SF-TDDFT crossing region of the
PES. The nature of the two crossing states always changes in
the crossing region (indicated by the white squares in Figure
3b), and the crossing PESs resemble an avoided crossing.
Consequently, it is very diﬃcult in the crossing region to
distinguish the target state based only on the eigenvectors and
the ⟨S2⟩ value. Likewise, it is diﬃcult to distinguish the target
state based on the energies and the gradient vector due to the
nature of the avoided crossing. In the present scheme, when the
target state is well isolated from the adjacent states in energy,
the eigenvectors of the previous step are compared with those
of the present step. In mixing regions, the last step of the
previous stable region (k in Figure 3b) and the present step are
compared. After the trajectory passes through the mixing
region, the method updates the reference eigenvectors. This
strategy works well in most SF-TDDFT dynamics simulations.
In the present study, nonadiabatic transitions are not
considered, because the calculation of nonadiabatic coupling
matrix elements (NACME) within the SF-TDDFT formalism is
not yet available in GAMESS. The energy diﬀerence threshold
between S1 and S0 for the termination of the trajectories is
deﬁned as 0.1 eV or less.
Due to the current lack of nonadiabatic transition
probabilities, the lifetime of the excited state and the quantum
yield of the photoisomerization cannot be discussed quantita-
tively. However, the qualitative time relationship between the
Figure 3. Schematic pictures of a state tracking method. In both
pictures, the target states of the dynamics simulation are indicated by
black circles, while the undesired states, i.e., a triplet state or a mixed
state, are indicated by black triangles. Panel a illustrates the concept of
the state tracking method. The target state is selected from all of the
states, as the character of the target state is continuous between the
previous step and the present step. Panel b depicts a crossing region of
the PES along a SF-TDDFT trajectory. The region in which the
characters of the two states mix is indicated by dashed lines, and the
states in the crossing region in which the target state and an undesired
state mix are indicated by white squares. The state tracking method
does not update the reference eigenvectors in the mixing region. The
state tracking method compares the eigenvector of the last step before
the crossing region (indicated by k) to the eigenvector in the mixing
region, and updates the information after passing through the mixing
region (indicated by l).
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experimental decay time and the statistical time in which the
trajectories reach the crossing region from the Franck−Condon
(FC) region are summarized, and the mechanism of the
photoreaction branching in the excited state is discussed.
The present method does not work well in two situations.
First, consider a case in which the trajectory remains in a mixing
region for more than ∼10 fs. Then, the comparison of the
eigenvectors becomes meaningless, since the molecular
coordinates are very diﬀerent from those of the last step in
the stable region. Although the trajectories pass through the
crossing region in less than 1 fs in most cases in the present
study, the occurrence of trajectories lingering in the crossing
region is not negligible due to the large number of crossings
along dynamics simulations. Second, diﬃculties occur when the
absolute values of the molecular orbital coeﬃcients for the open
shell triplet and the open shell singlet SOMOs are too similar.
Since the elements of Va and Vd are likely to be very similar in
this situation, it is diﬃcult to distinguish these states. To
improve the treatment for the latter situation, the two values
are scaled by the energy diﬀerence between the calculated state
and the target state, and only states within ±1 eV from the
target state are considered in the present state tracking method.
The main purpose of the present study is to clarify the
photoreaction branching mechanism of cis-stilbene using the
SF-TDDFT dynamics simulation method. An advantage of the
proposed dynamics method is that relatively accurate and low-
cost excited state dynamics simulations become possible with
SF-TDDFT, while also avoiding the need to choose active
spaces.
III. COMPUTATIONAL DETAILS
The dependence of SF-TDDFT predictions on the chosen
functional and basis set was analyzed by performing single point
energy calculations at several previously reported stilbene
geometries.47 Based on benchmarking of a variety of density
functionals on stilbene and basis sets, the BHHLYP functional
with the 6-31G(d) basis set was chosen for all of the stilbene
excited state dynamics simulations and reaction path
calculations. The SF-TDDFT cis-stilbene vertical excitation
energies are compared with both experiment and ab initio
theoretical predictions reported in previous studies.37,45,47,50
The vertical excitation energy was also calculated with
CASPT2(2,2)/cc-pVDZ in order to isolate the eﬀect of
dynamic correlation. The (2,2) active space includes the
HOMO(π) and the LUMO(π*). The ground state calculations,
including equilibration, were performed at the DFT-
(BHHLYP)/6-31G(d) level.
To understand the dominant decay pathway after the vertical
excitation of cis-stilbene, a SF-TDDFT(BHHLYP)/6-31G(d)
steepest descent path calculation in the ππ* state was
performed, starting from the Franck−Condon (FC) structure
of cis-stilbene. A minimum energy conical intersection (MECI)
was located by using the penalty function method76 with SF-
TDDFT(BHHLYP)/6-31G(d). The description of conical
intersections by several electronic structure methods has been
discussed extensively, and the SF-TDDFT method was shown
to give the correct shapes of conical intersections.84 Also, a
transition state (TS) and corresponding intrinsic reaction
coordinate (IRC) path in the ππ* state have been determined
with SF-TDDFT(BHHLYP)/6-31G(d).
In order to sample initial conditions for the excited state
dynamics simulations, an equilibration dynamics simulation in
the ground state of cis-stilbene was performed for 5 ps, followed
by a 20 ps production run. In the equilibration dynamics
simulation, the bath temperature was set to 300 K by a Nose-
Hoover thermostat.94 The initial coordinates and velocities for
the excited state dynamics were taken once every 400 fs from
the equilibration dynamics simulation in the ground state; i.e.,
50 trajectories were calculated. The excited state dynamics
simulations were started upon excitation to the lowest ππ*
singlet state. Each trajectory in the excited state was terminated
if the trajectory reached the S1/S0-crossing region, or if the
simulation time reached 1.5 ps (with respect to a 1.2 ps
experimental lifetime) in order to manage the computational
cost. Recall that the statistical treatment of nonadiabatic
transitions is beyond the scope of this work.
All of the DFT and MP2 calculations were performed with
the GAMESS program package,95,96 while the CASPT2
calculations were performed with the MOLPRO2010 program
package.97
IV. RESULTS AND DISCUSSION
In Table 1, the lowest vertical excitation energies of cis-stilbene
obtained by both experimental and theoretical studies are
summarized. The experimental vertical excitation energy varies
from 4.0 to 4.7 eV,8,16,18,20,23,29,30,33−35 but based on the most
recent experiments,23,29,30,33−35 the vertical excitation energy of
cis-stilbene is ∼4.6 eV. CASSCF generally predicts excitation
energies that are more than 1 eV higher than experimental
results. The addition of dynamic correlation via CASPT2
provides reasonable agreement with experiment for the
relatively small active spaces. The same is true for SF-
TDDFT, as long as a hybrid functional is used. If one uses
GGA functionals, the agreement is much worse as shown in
Table 1. The failure of GGA functionals for excited states has
been noted in a recent benchmarking survey.98 It is concluded
that dynamic correlation is important to accurately describe the
ππ* state of stilbene.
To examine the SF-TDDFT basis set dependence, single-
point energies at several stilbene geometries were calculated
with the BHHLYP functional and a variety of basis sets. In
Table 2, all of the (S0)trans‑min reported geometries were
optimized using the indicated basis set; the remaining single
point energies in the table were calculated at the geometries
reported by Minezawa et al.47 As shown in Table 2, the SF-
Table 1. Vertical Excitation Energies of cis-Stilbene from the
Ground State
level ΔE [eV]
experiment 4.6a
CASSCF(2,2)/6-31G(d,p) 6.07b
CASPT2(2,2)/cc-pVDZ 4.23c
XMCQDPT2(14,14)/cc-pVDZ 4.43d
TDDFT(PBE0)/6-311+G(2d,2p) 4.09e
SF-TDDFT(BHHLYP)/DH(d,p) 4.78f
SF-TDDFT(B3LYP)/6-31G(d) 3.86c
SF-TDDFT(BHHLYP)/6-31G(d) 4.96c
SF-TDDFT(PBE0)/6-31G(d) 4.02c
SF-TDDFT(BLYP)/6-31G(d) 6.64c
SF-TDDFT(BOP)/6-31G(d) 6.66c
SF-TDDFT(PBE)/6-31G(d) 6.66c
aReference 35. bReference 45. cComputed values in the present study.
All vertical excitation energies were calculated at the MP2/cc-pVTZ
geometry. dReference 50. eReference 37. fReference 47.
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TDDFT basis set dependence is very small. This small basis set
dependence is an advantage of SF-TDDFT, because the
computational cost can be lowered by choosing a relatively
small basis set without a signiﬁcant loss of accuracy.
In Figure 4, the deﬁnitions of the structural parameters used
in the present study are summarized. Five structural parameters
are deﬁned to describe the photoisomerization mechanism of
cis-stilbene, i.e., rC1C2, rC1C3, rC13C14, aC1C2C4, and dC3C1C2C4. rij
indicates the distance between two atoms, aijk indicates the
angle that connects three atoms ijk, and dijkl indicates the
dihedral angle between the two planes formed by atoms ijk and
jkl. Each structural parameter of the optimized geometries for
(S0)cis‑min is summarized in Table 3. The experimental values
measured by X-ray analysis are also shown. The optimized
geometries obtained with each method in Table 3 show good
agreement with the experimental values.99 This led to the
consistent choice of DFT(BHHLYP)/6-31G(d) for the
equilibration dynamics simulation in the ground state of cis-
stilbene.
In the present study, two diﬀerent S1/S0-crossing regions
were found during the dynamics simulations. Two twisted-
pyramidalized MECI structures, (S1/S0)twist‑I and (S1/S0)twist‑II,
were located. As shown in Figure 5, (S1/S0)twist‑II has a larger
dC3C1C2C4 dihedral angle than (S1/S0)twist‑I. (S1/S0)twist‑I and (S1/
S0)twist‑II correspond to the MECI structures previously reported
in refs 47,50 and refs 45,49, respectively.
Figure 6a shows the variations of structural parameters along
the SF-TDDFT(BHHLYP)/6-31G(d) steepest descent paths
from the FC structure of cis-stilbene in the ππ* state (denoted
(S1)FC). (S1)FC and (S0)cis‑min indicate the same geometries, but
diﬀerent electronic states. rC13C14 and dC3C1C2C4 were plotted to
develop an understanding of the photoreaction mechanism of
cis-stilbene in the ππ* state. The minima in the ground state are
indicated as black circles. DHP in the ground state (S0)DHP‑min
has a short rC13C14 distance and a small dC3C1C2C4 angle, while
trans-stilbene in the ground state (S0)trans‑min has a long rC13C14
and a large dC3C1C2C4 angle. Therefore, these two parameters
that correspond to the axes in Figure 6a can eﬃciently
diﬀerentiate the photoreaction branching mechanisms from cis-
Table 2. SF-TDDFT(BHHLYP)/6-31G(d) Relative Energies (eV) of the Ground State and the First Excited ππ* States of
Stilbenea
state 6-31G 6-31G(d) 6-31+G(d) cc-pVDZ cc-pVTZ DH(d,p)b
(S0)trans‑min S0 0.00 0.00 0.00 0.00 0.00 0.00
S1 4.70 4.62 4.48 4.53 4.48 4.45
(S0)cis‑min S0 0.20 0.19 0.16 0.21 0.24 0.21
S1 5.22 5.11 4.92 5.04 4.99 4.99
(S0)DHP‑min S0 2.05 1.84 1.80 1.84 1.93 1.75
S1 5.17 4.93 4.79 4.88 4.93 4.75
(S1)twist‑min S0 3.18 3.11 3.06 3.09 3.15 3.07
S1 4.27 4.12 4.00 4.05 4.10 4.05
(S1)cis‑min S0 1.05 1.05 1.02 1.06 1.12 1.04
S1 4.28 4.19 4.05 4.13 4.13 4.08
(S1)DHP‑min S0 2.69 2.64 2.61 2.66 2.74 2.60
S1 3.92 3.79 3.73 3.78 3.84 3.72
(S1/S0)twist‑I S0 4.34 4.19 4.13 4.17 4.24 4.16
S1 4.52 4.23 4.15 4.18 4.26 4.18
(S1/S0)DHP S0 4.04 3.93 3.89 3.93 4.01 3.87
S1 4.13 3.96 3.91 3.95 4.02 3.89
aAll trans isomers are optimized in the ground state with the indicated basis set; the reference energies are the energies of the ground state
equilibrium structure of trans-stilbene, (S0)trans‑min, for each basis set. The other single-point energies were calculated at the geometries reported by
Minezawa et al.47 The names of the structures are deﬁned in ref 47. Since there is another, twisted-pyramidalized, conical intersection as (Figure 5a),
the reported structure of (S1/S0)pyr is denoted (S1/S0)twist‑I to distinguish the two MECIs. (S1)cis‑min is not a true minimum due to the constrained
optimization.47 bReference 47.
Figure 4. Deﬁnitions of the numbering of the atoms and deﬁnitions of
the internal coordinates. Five structural parameters were deﬁned to
discuss the mechanism of cis-stilbene, i.e., rC1C2, rC1C3, rC13C14, aC1C2C4,
and dC3C1C2C4. rC1C2, rC1C3, and rC13C14 indicate the distances between
two atoms, aC1C2C4 indicates the angle connecting three atoms,
C1C2C4, and dC3C1C2C4 indicates the dihedral angle of two planes,
C3C1C2 and C1C2C4.
Table 3. Optimized Structural Parameters in the Ground
State of cis-Stilbenea
method rC1C2 rC1C3 rC13C14 aC1C2C4 dC3C1C2C4
X-rayb 1.334 1.489 --- 129.5 ---
MP2/cc-pVTZc 1.348 1.469 3.127 127.0 5.9
SF-TDDFT(BHHLYP)/
6-31G(d)c
1.336 1.472 3.236 129.5 6.3
DFT(BHHLYP)/6-
31G(d)c
1.335 1.473 3.249 129.6 6.4
aThe three distances, rC1C2, rC1C3, and rC13C14, are shown in Å, and the
angle and dihedral angle, aC1C2C4 and dC3C1C2C4, are shown in degrees.
The numbering of the atoms is deﬁned in Figure 4. The experimental
values measured by X-ray structure analysis99 are also shown.
bReference 99. cThe present study.
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stilbene to both trans-stilbene and DHP. The same plots are
used to discuss the trajectories of the dynamics simulations in
Figure 7a−d.
As shown in Figure 6a, the steepest descent path from (S1)FC
leads to a cis-stilbene-like structure (referred to as (S1)cis‑min) in
the ﬁrst stage, where movements of two hydrogen atoms are
dominant, resulting in a geometry consisting of two near-planar
structures of H−C−C6H5.
31 This cis-stilbene-like structure is
reported to be a true minimum on the S1-PES in several
studies,31,37−39,45,50 although some studies indicate other-
wise.36,47,50 At the present SF-TDDFT(BHHLYP)/6-31G(d)
level of theory, the steepest descent path goes through a very-
ﬂat region of the PES in the range s = 4.0−5.0 bohr amu1/2
around (S1)cis‑min, with a large reaction-path curvature as shown
in Figure 6b, and eventually reaches (S1)DHP‑min. This result is
interesting because previous studies predict that the reaction
pathway leading from the FC region of cis-stilbene to the
twisted structure is preferred.5,7,13 It is suggested that branching
for the twisted structure and the DHP structure occurs in this
sharply curved region, and that dynamic eﬀects may be
important in determining the branching ratio of the products. It
is also noted that the molecule should stay at this very-ﬂat
region around (S1)cis‑min for some length of time. Although
(S1)cis‑min does not correspond to a true minimum, it sits in a
very ﬂat region of the PES.
To clarify the photoreaction dynamics of cis-stilbene in the
ππ* state, 50 trajectories were calculated using SF-TDDFT-
(BHHLYP)/6-31G(d). Trajectories going toward both the
DHP and twist directions are sampled by the dynamics
simulations. Sixty-four percent of the trajectories reach the S1/
S0-crossing region near (S1/S0)DHP, (S1/S0)twist‑I, or (S1/S0)twist‑II
within t = 1.5 ps, while the remaining trajectories linger on the
S1−PES. Based on the rC13C14 and dC3C1C2C4 values at the
terminal points of the respective trajectories, the 50 trajectories
are divided into three groups: 13 trajectories (26%) lead to the
formation of DHP, 35 trajectories (70%) undergo rotation via
the torsion of the C1C2 bond, and two trajectories (4%) ﬁrst
began torsional rotation, and then change to DHP. As
mentioned in Section II, quantum yields of the photoreaction
cannot be discussed from the present dynamics simulations in a
rigorous way, because the trajectories branch into three
structures, i.e., DHP, cis-stilbene and trans-stilbene, after
relaxing to the ground state. However, the calculated branching
ratio (trans-stilbene: DHP = 35:13) is in good agreement with
experimental data (trans-stilbene: DHP = 35:10), and indicates
that the dynamics simulations qualitatively reproduce the
experimental quantum yield.
Figure 7a−c shows examples of typical trajectories which
pass through each of three S1/S0-crossing regions. The
structural parameters along each trajectory and the S1/S0-
crossing geometries that the trajectories pass through are also
shown. The blue squares indicate the terminal points where the
energy diﬀerences between S1 and S0 becomes 0.1 eV or less. It
should be noted that the terminal points of the respective
trajectories are not exactly the same as the S1/S0-MECI points;
the S1/S0-crossing regions are distributed around the S1/S0-
MECI points in conﬁguration space. All of the trajectories from
the FC region of cis-stilbene move in the direction of (S1)cis‑min
in the early stage of the photodecay process, and all but two of
the trajectories remain on a single path toward either DHP or
one of the two twisted MECIs. Thus, it is expected that DHP
and the twisted region in the ππ* state are separated by a
barrier between (S1)cis‑min and (S1)twist‑min. Although the
trajectories were not terminated by following the termination
criteria described above, the S1/S0 energy diﬀerences of the two
trajectories decreased to <0.15 eV one time.
The barrier height on the SF-TDDFT(BHHLYP)/6-31G(d)
IRC path from (S1)DHP‑min to (S1)twist‑min via (S1)TS was
calculated to be only 0.1 eV, as shown in Figure 6a. This TS
was also reported in a previous study.47,50 As indicated in
Figure 6c, the energy variation along the IRC path is very ﬂat
around the region s = −12 ∼ −2 bohr amu1/2, which should
include the (S1)cis‑min structure. Thus, it is expected that the
photoreaction branching in the ππ* state of cis-stilbene occurs
in (S1)cis‑min where the steepest descent path from (S1)FC curves
dramatically and the PES is very ﬂat.100
The calculated population decay of cis-stilbene in the ππ*
state is shown as a black line in Figure 8. To calculate the
population of the ππ* state, the trajectories terminated by
reaching S1/S0-crossing regions are regarded as the trajectories
decaying from S1 to S0. Twenty-eight trajectories reached the
S1/S0-crossing region before 1.0 ps. As a consequence, as
shown in Figure 8, the population of the ππ* state at t = 0 is
1.0, i.e., all the trajectories are in the ππ* state, and the
population decreases to 0.44 at 1.0 ps. As mentioned before,
the lifetimes cannot be discussed rigorously, because non-
adiabatic coupling calculations were not performed. However,
the time scale of the calculated population decay for the ππ*
state is in good agreement with the experimental decay of 1.2
ps.35 The calculated population decay of the ππ* state is also
plotted for the trajectories leading to the twist-side (35
trajectories) and for the trajectories leading to DHP-side (13
trajectories), separately, in Figure 8. It is clearly shown that the
lifetime for the DHP-side is relatively longer than that for the
twist-side. This diﬀerence can be understood by considering the
Figure 5. Geometries of two SF-TDDFT S1/S0-MECIs. (a) (S1/S0)twist‑I was optimized with SF-TDDFT(BHHLYP)/DH(d,p).
47 (b) (S1/S0)twist‑II
was optimized with SF-TDDFT(BHHLYP)/6-31G(d). (S1/S0)twist‑II corresponds to the MECI reported by Quenneville.
45 The angle and the
dihedral angle corresponding to the twisted-pyramidalized structures, i.e., aC1C2C4 and dC3C1C2C4 deﬁned in Figure 4, are also shown.
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initial atomic motions for ππ* excited cis-stilbene. Since the
steepest descent path starting at (S1)FC denotes a direction with
increasing torsional angle, dC3C1C2C4, the torsional motion will
receive kinetic energy in the early stage. The direction is related
to a structural transformation toward the twist side, while it is
almost perpendicular in the direction leading to the DHP-side,
indicating that the molecule should reach the (S1/S0)twist region
faster than the (S1/S0)DHP region. As shown in Figure 7c, the
trajectory exhibits strong ﬂuctuations and stays around
(S1)cis‑min for a relatively long time before reaching the (S1/
S0)DHP region, while the trajectories in Figure 7a,b reach the
(S1/S0)twist region more smoothly.
As mentioned in Section I, evidence from femotosecond
time-resolved ﬂuorescence spectra led to the proposal that the
photoreaction process of cis-stilbene is a two-step mechanism.35
Experimental results include measurements of the oscillator
strengths for the initial 0.23 ps fast step (0.32), and that of the
1.2 ps second step that follows (0.21).35 Based on the energy
variations of the S0 and S1 states along the IRC in Figure 6c,
ﬂuorescence can only be observed when the molecule stays
around the (S1)cis‑min region. This is because the observed
ﬂuorescence wavelength, 420 nm,35 nearly coincides with the
energy diﬀerence between the S0 and S1 states, 3.1 eV, for
(S1)cis‑min in Figure 6c, while the energy diﬀerence between the
S0 and S1 states in other regions along the IRC is too small to
be observed. Thus, it is suggested that both the fast step and the
second ﬂuorescence decay in the experiment35 indicate an
escape of the molecule from the (S1)cis‑min region. Therefore,
the fast decay may correspond to an escape of the molecules
going to the twist-side, while the second decay may correspond
to an escape of the molecules headed to the DHP-side. This
attribution is consistent with the decay times of the twist and
DHP sides shown in Figure 8. It is also interesting that the
larger oscillator strength of the fast decay mode corresponds to
the major product, i.e., twist-side, while the second decay with
smaller oscillator strength corresponds to the DHP-side.
Finally, consider the photoreaction branching mechanism of
cis-stilbene in the ππ* state. As mentioned above, there are
three types of related results: the experimental quantum yields
of the photoreaction,5,7,13 the steepest descent path, and the
trajectories of the dynamics simulation. From the experimental
results, the cis-trans isomerization is preferred to the cis-DHP
cyclization in the ππ* state, although the steepest descent path
connects (S1)FC and (S1)DHP‑min directly. Also, since the cis-trans
photoisomerization proceeds more favorably than the cis-DHP
photocyclization in dynamics simulations, dynamic eﬀects are
important as mentioned above.
The branching mechanism in the ππ* state can be explained
based on the nature of the PES around (S1)cis‑min−(S1)TS−
(S1)twist‑min and around (S1)FC. As mentioned above, since the
energy barrier between (S1)cis‑min and (S1)TS is only 0.1 eV even
though the path-length is relatively long, the PES is very ﬂat in
the region of (S1)cis‑min−(S1)TS−(S1)twist‑min. Thus, it is easy to
pass through the barrier between DHP- and the twist-side. In
the FC region of cis-stilbene, the steepest descent direction
promotes a slight increase of the torsional angle, dC3C1C2C4. The
torsional motion receives kinetic energy in the early stage of the
photodecay process of cis-stilbene. If the kinetic energy
corresponding to the torsional motion is not suﬃcient to
overcome the barrier between (S1)cis‑min and (S1)twist‑min, the
trajectory will follow the steepest descent path and may lead to
(S1/S0)DHP. On the other hand, if the molecule can overcome
the barrier between (S1)cis‑min and (S1)twist‑min, then it should
Figure 6. SF-TDDFT(BHHLYP)/6-31G(d) steepest descent path
and the IRC path in the ππ* state of stilbene. The reference for the
relative energies is the energy of the ground state equilibrium structure
of cis-stilbene, (S0)cis‑min. (a) The structural parameters in the two-
dimensional plot along the steepest descent paths from the Franck−
Condon (FC) region of cis-stilbene (denoted (S0)FC), and the IRC
path via the TS between (S1)DHP‑min and (S1)twist‑min (denoted (S1)TS).
The structural parameters of the minima in the ground state, the
minima in the ππ* state, and the S1/S0-MECIs are shown. The x and y
axes correspond to rC13C14 and dC4C2C1C3, respectively, deﬁned in
Figure 4. The red solid line corresponds to the SF-TDDFT-
(BHHLYP)/6-31G(d) steepest descent path, and the blue dot line
indicates the SF-TDDFT(BHHLYP)/6-31G(d) IRC path via (S1)TS.
The black circles indicate the minima in the ground state, the red
circles indicate minima in the ππ* state, the red triangle indicates
(S1)TS, and the red crosses indicate the S1/S0-MECIs. The geometry of
(S1/S0)twist‑II was optimized with SF-TDDFT(BHHLYP)/6-31G(d) in
the present study, and the other MECI and S1-minimum geometries
are calculated with SF-TDDFT(BHHLYP)/DH(d,p).47 Note that the
(S1)cis‑min is not a true minimum due to the constrained optimization.
47
The relative energies of the indicated geometries are shown in eV.
(b,c) The values of the energies along the steepest descent path from
(S1)FC and the IRC path via (S1)TS, respectively. The black solid line
indicates the energy of the ground state, and the red solid line
indicates the energy of the ππ* state.
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reach (S1/S0)twist‑I or (S1/S0)twist‑II. This means that the
molecular motion in the early stages following photoexcitation
determine the photoreaction branching of cis-stilbene. Also, it is
clear that the low barrier between (S1)cis‑min and (S1)twist‑min
plays an important role in the branching ratio of the
photoreaction of cis-stilbene. This is the ﬁrst report that
discusses the full photoreaction mechanism for cis-stilbene,
involving both cis-DHP cyclization and cis−trans isomerization
based on on-the-ﬂy excited state dynamics simulations.
V. CONCLUSIONS
This is the ﬁrst attempt to examine the photoreaction process
of cis-stilbene by full-dimensional on-the-ﬂy dynamics simu-
lations, in order to examine the photoreaction branching
mechanism of cis-stilbene in the ππ* state. In SF-TDDFT
calculations, the characters of nearly degenerate electronic
states mix with each other, which makes it diﬃcult to follow a
target state along a trajectory in a simple way. To solve this
problem, a state tracking method is newly proposed to follow
the target state along trajectories, in which reference
eigenvectors are used to distinguish states from one another.
In the cis-stilbene ππ* state the steepest descent path is shown
to lead to (S1)DHP directly from (S1)FC, although the cis−trans
isomerization is preferred to the cis-DHP cyclization in
experiments. Although nonadiabatic coupling calculations
were not performed, the branching ratio calculated from
dynamics simulations (trans: DHP = 35:13) qualitatively
reproduces the experimental quantum yield very well. This
Figure 7. Variations of geometric parameters along three typical types of trajectories (a, b, c) and a rare trajectory (d), with SF-TDDFT(BHHLYP)/
6-31G(d). x and y axes correspond to rC13C14 and dC4C2C1C3, respectively, deﬁned in Figure 4. (a−c) Trajectories that reach S1/S0-crossing regions
corresponding to (S1/S0)twist‑I, (S1/S0)twist‑II, and (S1/S0)DHP, respectively. (d) Trajectory that ﬁrst goes to the twist-side and then crosses over to the
DHP-side (this trajectory did not reach the S1/S0-crossing until 1.5 ps). Black solid lines indicate the geometric parameters along the trajectories, and
blue squares indicate the S1/S0-crossing points at which the trajectories were terminated as discussed in Section II. Black circles indicate minima in
the ground state, and red circles indicate minima in the ππ* state; the red triangle indicates (S1)TS, and red crosses indicate the S1/S0-MECIs
denoted in Figure 6a.
Figure 8. Calculated population decay of the ππ* state for 50
trajectories (black), with the 35 trajectories of the twist-side in blue and
the 13 trajectories of the DHP-side in red. All trajectories started in the
ππ* state at t = 0, and the population is 1.0 at t = 0.
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result indicates that dynamic eﬀects play a signiﬁcant role in the
photoreaction branching mechanism of cis-stilbene. The
hopping time from the ππ* state to the ground state in
dynamics simulations is in good agreement with the decay time
of the femotosecond time-resolved ﬂuorescence spectra (∼1.2
ps).35
The branching mechanism for ππ*-excited cis-stilbene is
analyzed in a two-dimensional coordinate space of rC13C14
(related to cis-DHP cyclization) and dC4C2C1C3 (related to
cis−trans isomerization). Three relevant MECIs have been
located between the ground and ππ* states of stilbene. Directly
following photoexcitation, trajectories starting from the FC
region of cis-stilbene go downhill in the direction of (S1)cis‑min,
and then bifurcate toward DHP or twisted geometries. It is
shown that 64% of the trajectories reach the S1/S0-crossing
region near (S1/S0)DHP, (S1/S0)twist‑I, or (S1/S0)twist‑II within t =
1.5 ps, while the remaining trajectories linger on the S1-PES.
The exploration of the S1-PES clariﬁes that there is a very-low
barrier from (S1)cis‑min to (S1)twist‑min (∼0.1 eV), and the PES is
very ﬂat around the (S1)cis‑min region where the branching
should occur. The downhill direction at (S1)FC corresponds to a
rotational motion about the central CC bond, and the barrier
height for the path from (S1)cis‑min to (S1)twist‑min is very low
compared with the kinetic energy of the torsional motion. As a
consequence, the cis−trans photoisomerization is preferred to
cis-DHP photocyclization in the ππ* state of cis-stilbene, and
dynamic eﬀects decide the branching rate.
Finally, it should be mentioned that an additional improve-
ment in the state tracking method is required in order to apply
SF-TDDFT dynamics simulations to general photoreactions.
However, SF-TDDFT is clearly a feasible method for
performing excited-state dynamics simulations with a qualitative
accuracy and low-cost, and applications of the method to large
chemical systems would be of interest.
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