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Abstract
Let Sh denote the usual shape category of metric compacta. In the paper one defines a new category
S∗, whose objects are all metric compacta, and one defines a functor S∗ : Sh → S∗, which preserves
objects. In shape fibrations over a metric continuum fibers need not have the same shape, but they
are isomorphic objects of S∗. Various shape invariant classes of compacta, like FANR’s and movable
continua, are also S∗-invariant classes, i.e., if X and X′ are isomorphic objects in S∗ and X is an
FANR (is movable), then so is X′. Compact ANR’s are isomorphic in S∗ if an only if they have the
same homotopy type.
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1. Introduction
In 1977 D. Coram and P.F. Duvall [2] introduced and studied an important class of map-
pings between compact metric ANR’s p :E → B , called approximate fibrations. Approxi-
mate fibrations have many shape-theoretic properties analogous to homotopy properties of
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S. Mardešic´, N. Uglešic´ / Topology and its Applications 153 (2005) 448–463 449fibrations. In particular, if the base space B is connected, all the fibers of an approximate
fibration have the same shape [2, Theorem 2.12]. In 1978 S. Mardešic´ and B.T. Rushing
[7] generalized approximate fibrations to shape fibrations allowing E and B to be arbi-
trary metric compacta. Important examples of shape fibrations are inverse limits p of level
mappings p : E → B between inverse sequences E = (Ei, uii+1), B = (Bi, vii+1), which
consist of compact ANRs Ei and Bi and of fibrations pi :Ei → Bi .
It is natural to ask whether the fibers of a shape fibration over an arbitrary metric con-
tinuum B have the same shape. In 1979 J. Keesling and S. Mardešic´ gave a negative
answer [5]. Shortly afterwards, K.R. Goodearl and T.B. Rushing proved that the fibers
of the Keesling–Mardešic´ shape fibration belong to 2ℵ0 different shape types [3]. Prior
to those negative results, S. Mardešic´ introduced an equivalence relation between metric
compacta, called S-equivalence, and he proved a positive result, i.e., all fibers of a shape fi-
bration over a metric continuum B are S-equivalent (see [6, Theorem 3]). Shape equivalent
compacta are always S-equivalent, i.e., the classification of metric compacta induced by
the S-equivalence is coarser than the shape classification. Mardešic´ also proved that some
shape invariant classes of compacta, like FANR’s and movable compacta, are actually S-
invariant [6].
In the present paper we consider an equivalence relation between metric compacta,
called S∗-equivalence, which is also coarser than shape equivalence, but it is finer than
S-equivalence. Therefore, S-invariant classes of compacta, like the class of FANR’s and
the class of movable compacta, are also S∗-invariant classes (see Theorem 4). Moreover,
all fibers of a shape fibration over a metric continuum are S∗-equivalent (see Theorem 5).
In 1976 K. Borsuk introduced another relation between metric compacta, called quasi-
equivalence [1], which is also coarser than shape equivalence, but fibers of a shape fibration
over a continuum need not be quasi-equivalent (see Theorem 8). It is still an open question
whether Borsuk’s quasi-equivalence is indeed an equivalence relation (see Problem 7.13 in
Borsuk’s paper [1]).
By definition, two metric compacta X and Y are shape equivalent, denoted by sh(X) =
sh(Y ), if they are isomorphic objects of the shape category of metric compacta Sh [8]. One
of the results of the present paper is an analogous assertion for S∗-equivalent compacta, i.e.,
there exists a category S∗, whose objects are all metric compacta, and two metric compacta
X and Y are S∗-equivalent, denoted by S∗(X) = S∗(Y ), if and only if they are isomorphic
objects of S∗ (see Theorem 2). Moreover, there is a functor S∗ : Sh → S∗, which preserves
objects. i.e., S∗(X) = X, for every metric compactum X. Consequently, if S∗(X) = S∗(Y )
and X belongs to an S-invariant class of compacta (e.g., to the class of FANR’s or movable
compacta), then Y also belongs to that class.
2. The category S∗
In the shape theory of metric compacta the following category Sh plays an impor-
tant role. The objects of the category are inverse sequences of metric compacta X =
(Xi,pii′ ,N), N = {1,2, . . .}. To define the morphisms one first considers homotopy map-
pings f : X → Y = (Yj , qjj ′ ,N). By definition, f consists of an increasing unbounded
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n ∈ N, such that the following diagram commutes up to homotopy.
Xf(1)
f1
Xf(2)
f2
· · · Xf(j)
fj
· · ·
Y1 Y2 · · · Yj · · ·
(1)
The identity mapping 1 : X → X consists of the identity function 1 :N → N and
of the identity mappings 1j :Xj → Xj . The composition of two homotopy mappings
f = (f,fj ) : X → Y and g = (g, gk) : Y → Z = (Zk, rkk′N) is the homotopy mapping
h = (h,hk) = gf, where h = fg and hk = gkfg(k). Two homotopy mappings f, f′ : X → Y
are said to be homotopic, f  f′, provided there exists an increasing function σ :N → N,
σ  f,f ′, called the shift function for f  f′, such that, for all j ∈ N,
fjpf (j)σ (j)  f ′jpf ′(j)σ (j). (2)
It is readily seen that homotopy is an equivalence relation on the set of homotopy mappings
f : X → Y. The equivalence class of f is called the homotopy class of f and is denoted by
[f].
The category Sh has as objects inverse sequences of metric compacta X and has as
morphisms homotopy classes [f] of homotopy mappings f. It is readily seen that f  f′ and
g  g′ implies gf  g′f′. Therefore, composition in Sh is well defined by putting [g][f] =
[gf]. The identity morphisms are defined as the homotopy classes [1].
We will now define a more sophisticated category S∗, whose objects are also inverse
sequences of metric compacta.
Definition 1. An S∗-mapping f : X → Y consists of an increasing unbounded function
f :N → N and of a collection of mappings f nj :Xf(j) → Yj , n ∈ N, j ∈ N, such that there
exists an increasing unbounded function γ :N → N, called the commutativity radius for f,
which has the property that, for every n ∈ N, the following (finite) diagram is commutative
up to homotopy (the diagram consisting of a single mapping f n1 is also considered to be
commutative).
Xf(1)
f n1
Xf(2)
f n2
· · · Xf(γ (n))
f n
γ (n)
Y1 Y2 · · · Yγ (n)
(3)
Clearly, if γ is a commutativity radius for f, then every increasing unbounded function
γ ′ such that γ ′  γ is also a commutativity radius for f.
The identity mapping 1 : X → X, which consists of the identity mapping 1 :N → N
and of the identity mappings 1nj :Xj → Xj is an S∗-mapping. In this case any increasing
unbounded function γ :N → N is a commutativity radius. The following lemma shows
how to compose S∗-mappings f : X → Y and g : Y → Z.
Lemma 1. If f = (f,f nj ) and g = (g, gnk ) are S∗-mappings, then the function h = fg and
the mappings hn = gnf n form an S∗-mapping h = gf : X → Z. Moreover, if γ and γ ′ arek k g(k)
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that γ ′′(n) γ ′(n), for all n ∈ N, and g(γ ′′(n)) γ (n), for all but finitely many n ∈ N.
Proof. If γ (n) < g(1), we put γ ′′(n) = 1. If g(1) γ (n), we define γ ′′(n) as the largest
integer m  1 such that m  γ ′(n) and g(m)  γ (n). The function γ ′′ is increasing.
Indeed, in the first case γ ′′(n) = 1  γ ′′(n + 1). In the second case, γ ′′(n)  γ ′(n) 
γ ′(n + 1) and g(γ ′′(n)) γ (n) γ (n + 1). Since in this case, g(1) γ (n) γ (n + 1),
we see that γ ′′(n + 1) is the largest integer m′  1 for which m′  γ ′(n + 1) and
g(m′) γ (n+1). Consequently, γ ′′(n+1) = m′  γ ′′(n). The function γ ′′ is unbounded,
because for every k  1 there is an n ∈ N so large that γ ′(n) k and γ (n) g(k) g(1)
and thus, γ ′′(n) k.
The function γ ′′ is a commutativity radius for h. Indeed, if 1  k < k + 1  γ ′′(n),
then gnk qg(k)g(k+1)  rkk+1gnk+1, because γ ′′(n)  γ ′(n). Moreover, f ng(k)pfg(k)fg(k+1) 
qg(k)g(k+1)f ng(k+1), because 1 g(k) < g(k + 1) γ (n). Consequently,
hnkph(k)h(k+1) = gnk f ng(k)pfg(k)fg(k+1)  gnk qg(k)g(k+1)f ng(k+1)
 rkk+1gnk+1f ng(k+1) = rkk+1hnk+1.  (4)
The commutativity radius constructed in the proof of Lemma 1 has the property that
g(γ ′′(n))  γ (n), for all but finitely many n. Exceptional n are those for which γ (n) <
g(1)). In those cases γ ′′(n) = 1.
Definition 2. Two S∗-mappings f, f′ : X → Y are said to be homotopic, f  f′, provided
there exists an increasing function σ :N → N, σ  f,f ′, called the shift function for f, f′,
and there exists an increasing unbounded function χ :N → N ∪ {0}, called the homotopy
radius for f, f′, σ such that, for every n ∈ N and every 1 j  χ(n),
f nj pf (j)σ (j)  f ′nj pf ′(j)σ (j). (5)
It is readily seen that homotopy is an equivalence relation on the set of all S∗-mappings
f : X → Y. Indeed, if f  f′ with shift function σ and homotopy radius χ and if f′  f′′ with
shift function σ ′ and homotopy radius χ ′, then f  f′′ with shift function σ ′′ = max{σ,σ ′}
and homotopy radius χ ′′ = min{χ,χ ′}. We will denote the homotopy class of f by [f].
Lemma 2. Let f, f′ : X → Y and g,g′ : Y → Z be S∗-mappings. If f  f′ and g  g′, then
gf  g′f′.
Proof. It suffices to prove that f  f′ implies gf  gf′ and g  g′ implies gf  g′f. We first
consider the case when f  f′, h = gf and h′ = gf′. Let σ and χ be the shift function and
the homotopy radius for f, f′ and σ , respectively. Clearly, σ ′ = σg is an increasing function
σ ′ :N → N such that σ ′  fg,f ′g. Let χ ′ :N → N∪{0} be the function defined by putting
χ ′(n) = 0, if χ(n) < g(1), and χ ′(n) = m, if g(1) χ(n), where m is the maximal integer
m 1 such that g(m) χ(n). It is readily seen that χ ′ is an increasing function. Indeed, if
χ(n+1) < g(1), then also χ(n) < g(1) and thus, χ ′(n) = 0 = χ ′(n+1). Now assume that
g(1) χ(n+1) and thus, χ ′(n+1) = m′, where m′ is the maximal integer m′  1 such that
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χ(n) g(1), then χ ′(n) = m, where m 1 and g(m) χ(n) χ(n + 1). Consequently,
by the definition of m′, one concludes that mm′, i.e., χ ′(n) χ ′(n+1). The function χ ′
is unbounded. Indeed, for an arbitrary k ∈ N, there exists an n ∈ N such that g(k) χ(n).
Therefore, χ ′(n) k. Clearly, σ ′ is a shift function for h,h′. Moreover, χ ′ is a homotopy
radius for h,h′, σ ′. Indeed, for 1  j  χ ′(n), one has 1  g(j)  g(χ ′(n))  χ(n) and
thus, by (3), f ng(j)pfg(j)σg(j)  f ′ng(j)pf ′g(j)σg(j). Consequently,
hnjph(j)σ ′(j) = gnj f ng(j)pfg(j)σg(j)  gnj f ′ng(j)pf ′g(j)σg(j) = h′nj ph′(j)σ ′(j). (6)
We now consider the case when g  g′, h = gf and h′ = g′f. Let σ be the shift
function for g,g′ and let γ be the commutativity radius for f. Let σ ′ :N → N be the in-
creasing unbounded function σ ′ = f σ . Note that σ ′  fg,fg′. Let χ ′ :N → N ∪ {0}
be the function defined by putting χ ′(n) = 0, if σ(1) > γ (n) or χ(n) = 0, and putting
χ ′(n) = m, if σ(1)  γ (n) and 1  χ(n), where m is the maximal integer m  1 such
that σ(m)  γ (n) and m  χ(n). It is readily seen that χ ′ is an increasing function. In-
deed, if γ (n + 1) < σ(1), then also γ (n) < σ(1) and thus, χ ′(n) = 0 = χ ′(n + 1). If
χ(n + 1) = 0, then also χ(n) = 0 and thus again χ ′(n) = 0 = χ ′(n + 1). Now assume
that σ(1)  γ (n + 1) and 1  χ(n + 1). Then χ ′(n + 1) = m′, where m′ is the max-
imal integer m′  1 such that σ(m′)  γ (n + 1) and m′  χ(n + 1). If γ (n) < σ(1),
then χ ′(n) = 0 and thus, χ ′(n) < 1  m′ = χ ′(n + 1). Similarly, if χ(n) = 0, then also
χ ′(n) = 0 < 1  m′ = χ ′(n + 1). If σ(1)  γ (n) and 1  χ(n), then χ(n) = m, where
m 1, σ(m) γ (n) γ (n + 1) and m χ(n) χ(n + 1). Consequently, by the defini-
tion of m′, one concludes that mm′, i.e., χ ′(n) χ ′(n+ 1). Note that χ ′(n) χ(n), for
all n ∈ N.
The function χ ′ is unbounded. Indeed, for an arbitrary k ∈ N, there exists an n ∈ N
such that σ(k)  γ (n) and k  χ(n). Therefore, χ ′(n)  k. Clearly, σ ′ is a shift func-
tion for h,h′. Moreover, χ ′ is a homotopy radius for h,h′, σ ′. Indeed, for 1 j  χ ′(n),
one has 1  j  χ(n), because χ ′  χ . Consequently, gnj qg(j)σ (j)  g′nj qg′(j)σ (j). On
the other hand, g(j)  σ(j) and σ(j)  σ(χ ′(n))  γ (n) and thus, qg(j)σ (j)f nσ(j) 
f ng(j)pfg(j)f σ (j). Similarly, qg′(j)σ (j)f
n
σ(j)  f ng′(j)pfg′(j)f σ (j). It now readily follows that
hnjph(j)σ ′(j) = gnj f ng(j)pfg(j)f σ (j)  gnj qg(j)σ (j)f nσ(j)
 g′nj qg′(j)σ (j)f nσ(j)  g′nj f ng′(j)pfg′(j)f σ (j) = h′nj ph′(j)σ ′(j).  (7)
Lemma 4 enables us to define the desired category S∗.
Definition 3. The objects of the category S∗ are all inverse sequences of metric compacta.
The morphisms X → Y are homotopy classes [f] of S∗-mappings f : X → Y. The identity
morphism X → X is the homotopy class [1] of the identity S∗-mapping 1 : X → X. Compo-
sition of morphisms is defined by composing representatives, i.e., by putting [g][f] = [gf].
We will now describe a functor S∗ : Sh → S∗ which preserves objects, i.e., S∗(X) = X.
To describe morphisms, associate with every homotopy mapping f = (f,fj ) : X → Y the
S∗-mapping S∗(f) = (f,f n) : X → Y, where f n = fj , for every n ∈ N. A comparison ofj j
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for S∗(f) = (f,f nj ). Moreover, S∗(gf) = S∗(g)S∗(f) and S∗(1) = 1. Furthermore, if f  f′,
then S∗(f)  S∗(f′). Consequently, we can define S∗ on morphisms by putting S∗[f] =
[S∗(f)].
To define the category S∗ of metric compacta we first recall the definition of the
shape category of metric compacta Sh. Its objects are metric compacta. In order to de-
fine morphisms F :X → Y , one chooses for X and Y inverse sequences of compact
ANR’s X = (Xi,pii′,N) and Y = (Yj , qjj ′ ,N) with inverse limits p = (pi) :X → X and
q = (qj ) :Y → Y. Then F is given by any morphism [f] : X → Y of Sh. More precisely, if
p′ :X → X′ and q′ :Y → Y′ are limits of other inverse sequences of compact ANR’s, then
there are unique isomorphisms [i] : X → X′ and [j] : Y → Y′ of Sh such that [i][p] = [p′]
and [j][q] = [q′]. One views morphisms [f] : X → Y and [f′] : X′ → Y′ as equivalent if
[j][f] = [f′][i]. A shape morphism F :X → Y determined by [f] is just the equivalence
class of [f]. The identity morphism 1 :X → X is determined by [1] : X → X. If F :X → Y
is determined by [f] : X → Y and G :Y → Z is determined by [g] : Y′ → Z, then the com-
position H = GF :X → Z is determined by [h] = [g][j][f].
We now define the category S∗, using the category S∗ in the same way as we used the
category Sh to define Sh.
Definition 4. The objects of S∗ are metric compacta. Morphisms F :X → Y are equiva-
lence classes of morphisms [f] : X → Y of the category S∗, where p :X → X and q :Y → Y
are limits of inverse sequences of compact ANR’s. Morphisms [f] and [f′] : X′ → Y′ are
considered equivalent if [S∗(j)][f] = [f′][S∗(i)]. The identity morphisms and the composi-
tion of morphisms are induced by the identity and the composition in Sh.
We now define the functor S∗ : Sh → S∗ using the functor S∗ : Sh → S∗.
Definition 5. By definition, the functor S∗ : Sh → S∗ keeps objects fixed, i.e., S∗(X) = X,
for every metric compactum X. If F :X → Y is a morphism from Sh, given by a morphism
[f] : X → Y from Sh, where X and Y are inverse sequences of compact ANR’s with limits
X and Y , respectively, then S∗(F ) :X → Y is the morphism of S∗, given by the morphism
S∗[f] : X → Y from S∗.
Theorem 1. If X is a metric compactum and Y is a compact ANR, then the morphisms
F :X → Y of S∗ are characterized by sequences ([φ1], [φ2], . . .) of homotopy classes of
mappings φn :X → Y .
Proof. If Y is a compact ANR, consider the ANR-sequence Y = (Yj , qjj ′ ,N), which
consists of copies Yj of Y and of identity mappings qjj ′ = 1. Let F :X → Y be a mor-
phism of S∗, given by the homotopy class [f] of an S∗-mapping f = (f,f nj ) : X → Y. Put
φn = f n1 pf (1) :X → Y . The homotopy class [φn] depends only on the homotopy class
of f. Indeed, if f  f′ = (f ′, f ′nj ) and σ is a shift function for f  f′, then f n1 pf (1)σ (1) 
f ′n1 pf ′(1)σ (1), and thus, φn = f n1 pf (1)σ (1)  φ′n. In this way we have associated with F
a sequence (F) = ([φ1], [φ2], . . .) of homotopy classes of mappings φn :X → Y , which
all factor through the same term Xi∗ of X, where i∗ = f (1).
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φn :X → Y , which all factor through a single term Xi∗ of X. Let f :N → N be an in-
creasing unbounded function such that f (1) = i∗. Let f n1 :Xi∗ → Y be a mapping such
that f n1 pf (1)  φn. Then put f nj = f n1 pf (1)f (j), for j ∈ N. The function f and the map-
pings f nj :Xf(j) → Yj form an S∗-mapping f : X → Y. Indeed, for 1 j , f nj pf (j)f (j+1) =
f n1 pf (1)f (j)pf (j)f (j+1) = f n1 pf (1)f (j+1) = f nj+1 and thus, any unbounded increasing
function γ :N → N can serve as a commutativity radius for f = (f,f nj ). Now con-
sider another mapping f ′n1 :Xf(1) → Y having the property that f ′n1 pf (1)  φn. Putting
f ′nj = f ′n1 pf (1)f (j) one obtains a new S∗-mapping f′ = (f,f ′nj ) : X → Y. Since p :X → X
is a limit, there is a σ(1) f (1) such that f n1 pf (1)σ (1)  f ′n1 pf (1)σ (1). Let σ :N → N be
an increasing function, σ  f . Then, for 1  j , f n1 pf (1)σ (j)  f ′n1 pf (1)σ (j) and thus,
f nj pf (j)σ (j) = f n1 pf (1)f (j)pf (j)σ (j) = f n1 pf (1)σ (j)  f ′n1 pf (1)σ (j)  f ′nj pf (j)σ (j). Con-
sequently, f  f′, where one can use any increasing unbounded function χ :N → N as a
homotopy radius for f, f′ and σ . In this way we have associated with every sequence of
homotopy classes [φn], which factor through the same term of X, a homotopy class [f],
and thus, a morphism F = F([φ1], [φ2], . . .) :X → Y of S∗. Finally, it is easy to verify
that  ◦ F and F ◦ are identities. 
Recall that in the shape category Sh a morphism F :X → Y of a metric compactum X
to a compact ANR Y is given by a single homotopy class φ :X → Y .
3. The S∗-equivalence
We begin this section by defining S∗-equivalence between inverse sequences of metric
compacta.
Definition 6. Two inverse sequences of metric compacta X = (Xi,pii′ ,N) and Y =
(Yi, qii′,N) are S∗-equivalent, denoted by S∗(X) = S∗(Y), provided
(∀j1 ∈ N)(∃i1 ∈ N)(∀i′1  i1)(∃j ′1  j1)(∀j2  j ′1)(∃i2  i′1) . . .
(∀i′k−1  ik−1)(∃j ′k−1  jk−1)(∀jk  j ′k−1)(∃ik  i′k−1) . . . (8)
and for every n ∈ N, there exist mappings f nk :Xik → Yjk , k = 1, . . . , n, and mappings
gnl :Yj ′l → Xi′l , l = 1, . . . , n − 1, which make the following diagram commutative up to
homotopy
Xi1
f n1
Xi′1 Xi2
f n2
· · · Xi′n−1 Xin
f nn
Yj1 Yj ′1
gn1
Yj2 · · · Yj ′n−1
gnn−1
Yjn
(9)
Note that the integers j1, i1, i′1, j ′1, j2, i2, . . . , i′k−1, j ′k−1, jk, ik, . . . do not depend on n,
but the mappings f n1 , g
n
1 , f
n
2 , . . . , g
n
n−1, f nn do depend. That the S∗-equivalence is indeed
an equivalence relation follows from Theorem 2. This can also be proved directly by an
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alence relation.
Definition 7. Metric compacta X, Y are S∗-equivalent, denoted by S∗(X) = S∗(Y ), pro-
vided there are limits p :X → X, q :Y → Y of inverse sequences X, Y consisting of
compact ANR’s such that S∗(X) = S∗(Y).
It is easy to see that S∗(X) = S∗(Y ) implies S∗(X) = S∗(Y), for any choice of compact
ANR-sequences with limits X and Y . It is also easy to see that S∗-equivalence of metric
compacta is indeed an equivalence relation. Both assertions also follow from the following
theorem.
Theorem 2. Two inverse sequences of metric compacta X and Y are S∗-equivalent if and
only if they are isomorphic objects of S∗.
Theorem 2 shows that S∗-equivalence characterizes isomorphic pairs of objects of S∗.
Proof. Sufficiency. Let f = (f,f mj ) : X → Y and g = (g, gmi ) : Y → X be S∗-mappings
such that gf  1 and fg  1. We will construct, by induction on k, integers i1, j ′1, i2, . . . ,
ik−1, j ′k−1, ik, . . . as required by Definition 6. Let σ ′ be a shift function for gf,1 and let
χ ′ be a homotopy radius for gf,1, σ ′. Let σ ′′ and χ ′′ play the analogous role for fg  1.
Let γ ′ and γ ′′ be the commutativity radii for the S∗-mappings f and g, respectively. We
begin by putting i1 = f (j1), where j1 ∈ N is an arbitrary integer. Assuming that we have
already constructed integers i1, . . . , ik−1, k  2, we put j ′k−1 = max{σ ′′(jk−1), g(i′k−1)},
where i′k−1 is an arbitrary integer  ik−1. Then we put ik = max{σ ′(i′k−1), f (jk)}, where
jk is an arbitrary element  j ′k−1.
Let us now show that, for an arbitrary n ∈ N, there exist mappings f ′nk :Xik → Yjk ,
k = 1, . . . , n, and mappings g′nl :Yj ′l → Xi′l , l = 1, . . . , n − 1, such that diagram (9) (with
f nk replaced by f
′n
k and g
n
k replaced by f
′n
k ) commutes up to homotopy. Choose an integer
m 1 so large that jn  γ ′(m),χ ′′(m) and in  γ ′′(m),χ ′(m). Such an m exists because
the increasing functions γ ′, χ ′, γ ′′, χ ′′ are not bounded. Now, for 1 k  n, we put f ′nk =
f mjk
pf (jk)ik and, for 1 l  n− 1, we put g′nl = gmi′l qg(i′l )j ′l .
Let us show that f ′nk piki′k g
′n
k  qjkj ′k , for 1  k  n, and g′nl qj ′l jl+1f ′nl+1  qjkj ′k , for
1  l  n − 1, and thus, (9) commutes up to homotopy. To prove the first relation note
that f mjk g
m
f (jk)
qgf (jk)σ ′′(jk)  qjkσ ′′(jk). Composing with qσ ′′(jk)j ′k , we see that f mjk gmf (jk) ×
qgf (jk)j ′k  qjkj ′k . Since qgf (jk)j ′k = qgf (jk)g(i′k)qg(i′k)j ′k , we see that f mjk gmf (jk)qgf (jk)j ′k =
f mjk
gmf (jk)
qgf (jk)g(i′k)qg(i′k)j ′k  fmjk pf (jk)i′k gmi′k qg(i′k)j ′k , because g
m
f (jk)
qgf (jk)g(i′k)  pf (jk)i′k ×
gm
i′k
. Since pf (jk)i′k = pf (jk)ikpiki′k , we see that f mjk gmf (jk)qgf (jk)j ′k  fmjk pf (jk)ikpiki′k gmi′k ×
qg(i′k)j ′k = f ′nk piki′k g′nk . A similar argument proves the other relation.
Necessity. Let X and Y be S∗-equivalent inverse sequences. We define S∗-mappings f =
(f,f nj ) : X → Y and g = (g, gni ) : Y → X as follows. Define integers j1, i1, i′1, j ′1, j2, . . .
by induction, using Definition 6. We begin by putting j1 = 1 and choosing i1  1 as in
Definition 6. Then we put i′ = i1 +1 and we choose j ′  j1 as in Definition 6. Next we put1 1
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with the construction. In particular, if we have already defined ik  i′k−1, we put i′k = ik +1
and we choose j ′k in accordance with Definition 6. For every n ∈ N, there exist mappings
f ′n1 , . . . , f ′nn and g
′n
1 , . . . , g
′n
n−1 for which diagram (1) (with f nk replaced by f ′nk and gnk
replaced by f ′nk ) commutes up to homotopy. Note that limk ik = limk jk = ∞. We now
define functions f,g :N → N as follows. For u ∈ N, and ju−1 < t  ju, we put f (t) = iu.
Similarly, for i′v−1 < s  i′v , we put g(s) = j ′v . Clearly, f and g are unbounded increasing
functions. For a given n ∈ N we now define mappings f nt :Xf(t) → Yt and gns :Yg(s) → Xs
as follows. For ju−1 < t  ju, 1 u n, we put f nt = qtjuf ′nu and we choose for t > jn
arbitrary mappings f nt . Similarly, for i′v−1 < s  i′v , we put gns = psi′v g′nv and for s > i′v ,
we choose for gns arbitrary mappings.
Let us now verify that f nt−1pf (t−1),f (t)  qt−1t f nt , for 1  t  jn, and also gns−1 ×
qg(s−1),g(s)  ps−1sgns , for 1 s  i′n−1. Since limn i′n−1 = limn jn = ∞, it will follow that
f = (f,f nt ) and g = (g, gns ) are S∗-mappings f : X → Y and g : Y → X with commutativity
radii γ and γ ′, where γ (n) = jn and γ ′(n) = i′n−1. Indeed, if ju−1 < t −1 < t  ju, u n,
then f nt−1pf (t−1)f (t) = qt−1juf ′nu = qt−1t f nt . If t − 1 = ju−1 < t  ju, u n, then
f nt−1pf (t−1)f (t) = qt−1ju−1f ′nu−1piu−1iu = qt−1,ju−1f ′nu−1piu−1i′u−1pi′u−1iu
 qt−1,ju−1f ′nu−1piu−1i′u−1gu−1qj ′u−1juf ′u  qt−1,ju−1qju−1j ′u−1qj ′u−1juf ′nu
= qt−1juf ′nu = qt−1t qtjuf ′nu = qt−1t f nt . (10)
A similar argument proves the assertion concerning g.
Let us now verify that fg  1. For 1  u  n and ju−1 < t  ju, we have f (t) =
iu and f nt = qtjuf ′nu . If i′u−1 < iu, then g(iu) = j ′u and gniu = piui′ug′nu . Consequently,
f nt g
n
f (t)qgf (t)j ′n = qtjuf ′nu piui′ug′nu qj ′uj ′n  qtjuqjuj ′uqj ′uj ′n = qtj ′n . If i′u−1 = iu, then g(iu) =
g(i′u−1) = j ′u−1 and g(i′u) = j ′u  jn. Therefore, f nt gnf (t)qgf (t)j ′n = f nt gniuqg(iu)g(i′u)qg(i′u)j ′n f nt piui′ugni′uqg(i′u)j ′n , because g
n
iu
qg(iu)g(i′u)  piui′ugni′u . Since f nt = qtjuf ′nu and g
n
i′u
=
g′nu , we see that f nt piui′ug
n
i′u
qg(i′u)j ′n = qtjuf ′nu piui′ugni′uqg(i′u)j ′n  qtjuqjug(i′u)qg(i′u)j ′n = qtj ′n .
Putting σ(n) = j ′n and χ(n) = jn, we see that σ and χ are the shift ant the homotopy
radius for fg  1. A similar argument proves that gf  1. 
Corollary 1. Two metric compacta X and Y are S∗-equivalent if and only if they are
isomorphic objects of S∗.
In [6] S-equivalence of inverse sequences of metric compacta and S-equivalence of
metric compacta were defined as follows.
Definition 8. Inverse sequences X = (Xi,pii′ ,N) and Y = (Yi, qii′,N) are S-equivalent,
denoted by S(X) = S(Y), provided for every n ∈ N,
(∀j1 ∈ N)(∃i1 ∈ N)(∀i′1  i1)(∃j ′1  j1)(∀j2  j ′1)(∃i2  i′1) . . .
(∀i′n−1  in−1)(∃j ′n−1  jn−1)(∀jn  j ′n−1)(∃in  i′n−1) (11)
such that there exist mappings f nk :Xik → Yjk , k = 1, . . . , n, and mappings gnl :Yj ′l → Xi′l ,
l = 1, . . . , n− 1, which make diagram (9) commutative up to homotopy.
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there are limits p :X → X, q :Y → Y of inverse sequences X, Y consisting of compact
ANR’s such that S(X) = S(Y).
Note that S(X) = S(Y ) implies that S(X) = S(Y), for any choice of compact ANR-
sequences with limits X and Y (see [6, Remark 2]).
Since for any statement of the form A(i,n), the statement (∀i)(∀n)A(i, n) ⇐⇒
(∀n)(∀i)A(i, n) and (∃i)(∀n)A(i, n) ⇒ (∀n)(∃i)A(i, n), a comparison of the definitions
of S∗-equivalence (Definition 6) and S-equivalence (Definition 8) immediately yields the
following lemma.
Lemma 3. For inverse sequences X,Y, S∗(X) = S∗(Y) implies S(X) = S(Y). For metric
compacta X,Y , S∗(X) = S∗(Y ) implies S(X) = S(Y ).
It is an immediate consequence of Lemma 3 that various results proved in [6] for S-
equivalence also hold for S∗-equivalence. In particular, Theorems 4–7 of [6] yield the
following theorem.
Theorem 3. Properties Pk , k = 1, . . . ,7, listed below are S∗-invariant, i.e., if X and Y are
metric compacta, S∗(X) = S∗(Y ) and X has property Pk , then also Y has property Pk :
P1: X is connected,
P2: sh(X) = 0,
P3: The fundamental dimension FdX  n,
P4: X is n-shape connected,
P5: X is movable,
P6: X is n-movable,
P7: X is an FANR.
Remark 1. In the proof of the S-invariance of properties Pk , given in [6], we did not use
the assumptions of Definition 3 for all n. In fact, for properties P1, . . . ,P4, we used only
the case n = 1. For P5 and P6, we used the case n = 2 and for P7, we used the case n = 3.
Clearly, for various n, one can define an appropriate Sn-equivalence relation, using dia-
gram (9) as well as the symmetric diagram obtained by interchanging X and Y. Clearly,
Sn-equivalence is coarser than Sn+1-equivalence and than S-equivalence. We do not have
examples showing that S∗, S and Sn-equivalences are actually different equivalence rela-
tions. Moreover, for the S-equivalence and the Sn-equivalence, we do not have categories
whose isomorphisms induce the corresponding equivalence relation.
The following theorem is an immediate consequence of Lemma 3 and Theorem 7′ of [6].
Theorem 4. Let X and Y be metric compacta such that S∗(X) = S∗(Y ). If X is an FANR,
then sh(X) = sh(Y ). In particular, if X and Y are ANR’s, then X and Y have the same
homotopy type.
458 S. Mardešic´, N. Uglešic´ / Topology and its Applications 153 (2005) 448–463Theorem 3 of [6] asserts that all fibers in a shape fibration over a continuum are S-
equivalent. Analyzing the proof, it is readily seen that the construction of the indices
j1, i1, i
′
1, j
′
1, j2, etc. does not depend on n and can be continued to infinity. Therefore,
the proof really yields the following result.
Theorem 5. Let p :E → B be a shape fibration between metric compacta. If B is con-
nected, then all the fibers are S∗-equivalent.
The following corollaries are immediate consequences of Theorems 3 and 4.
Corollary 2. Let p :E → B be a shape fibration between metric compacta and let B be
connected. If some fiber has property Pk , from Theorem 3, k ∈ {1, . . . ,7}, then all fibers
have that property.
Corollary 3. Let p :E → B be a shape fibration between metric compacta and let B be
connected. If some fiber is an FANR, then all fibers have the same shape.
4. Two S∗-equivalent continua having different shape
In [5] Keesling and Mardešic´ have constructed examples of metric continua X,Y , for
which sh(X) = sh(Y ), but S(X) = S(Y ). Compacta X and Y were fibers of a shape fi-
bration p :E → B over the diadic solenoid B and Y depended on a sequence of integers
n1 < n2 < · · · . Therefore, using Theorem 5, we see that X and Y are also S∗-equivalent.
That sh(X) = sh(Y ) was proved in [5] by proving that the ˇCech cohomology groups
Hˇ 1(X;Z) = Hˇ 1(Y ;Z). X was the direct product of the 1-sphere S1 with the diadic
solenoid, while Y was a 2-torus-like continuum. We will now describe Y explicitly in the
case when nk = k and we will give a direct proof that S∗(X) = S∗(Y ), but sh(X) = sh(Y ).
This proof will also show that X and Y are not quasi-equivalent in the sense of Borsuk,
which implies that quasi-equivalence does not have the property of S∗-equivalence stated
in Theorem 5.
Let S1 denote the multiplicative group of complex numbers z ∈ C of norm |z| = 1
and let e :R → S1 denote the universal covering mapping (exponential mapping), given by
e(t) = e2πit ∈ S1, for t ∈ R. Then the 2-torus T 2 = S1×S1 is a compact connected Abelian
group, whose universal covering mapping e2 :R2 → T 2 maps (t1, t2) ∈ R2 = R × R to
(e2πit1 , e2πit2) ∈ T 2. Every homomorphism h :T 2 → T 2 lifts to a unique homomorphism
h˜ :R2 → R2 such that e2h˜ = he2. It follows that h˜(Ker(e2)) ⊆ Ker(e2) = Z × Z = Z2
and thus, h˜|Z2 is a homomorphism Z2 → Z2, given by a unique integral (2 × 2)-matrix
H . Conversely, every such matrix determines a homomorphism h˜|R2 → R2. Since H is
an integral matrix, h˜(Z2) ⊆ Z2 and thus, it induces a homomorphism h :T 2 → T 2. Since
we have thus established a bijection between homomorphisms h :T 2 → T 2 and integral
(2 × 2)-integral matrices H , we will denote the latter also by h.
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(T 2,pii′ ,N) and Y = (T 2, qii′ ,N). To describe the bonding mapping pii+1 and qii+1, we
need the matrices
u =
(
1 0
0 2
)
, v =
(
1 0
1 1
)
. (12)
Note that v has an inverse with integral entries
v−1 =
(
1 0
−1 1
)
. (13)
By definition, pii+1 = u, for all i ∈ N. The first bonding mapping q12 = vu, then follow
two bonding mappings q23 = q34 = u, next come three bonding mappings equal to vu,
followed by four bonding mappings equal to u, etc.
The following useful formulas are easily proved by induction on s ∈ Z and l  0, re-
spectively.
uvs = v2su, ulvs = v2l sul . (14)
The composition qii+l = qii+1qi+1,i+2 . . . qi+l−1,i+l of l  1 consecutive bonding map-
ping is of the form vrul , where r is an integer  0. Indeed, it is a consequence of (14) that
qii+1qi+1,i+2 . . . qi+l−1,i+l = vrus , for some r  0, s  1. Since detu = 2 and detv = 1,
we see that det(vu) = 2. Consequently, det(qk,k+1) = 2, regardless of whether qk,k+1 = u
or qk,k+1 = vu. Therefore, det(qii+1qi+1,i+2 . . . qi+l−1,i+l ) = 2l . Since det(vrus) = 2s , we
see that qii+1qi+1,i+2 . . . qi+l−1,i+l = vrus implies 2l = 2s , which yields s = l.
Theorem 6. For the above described inverse sequences X, Y and their limits X,Y , one has
S∗(X) = S∗(Y) and S∗(X) = S∗(Y ).
Proof. It suffices to prove the first assertion. To do it, we must first construct a se-
quence of integers i1, j ′1, i2, j ′2, . . . as in Definition 6. For a given j1, we put i1 = j1,
for any i′1  i1, we put j ′1 = i′1. Proceeding in this way we put i2 = j2, j ′2 = i′2, etc.
For an arbitrary n ∈ N, we now construct mappings f n1 :Xj1 → Yj1 , gn1 :Yi′1 → Xi′1 ,
f n2 :Xj2 → Yj2 , . . . , gnn−1 :Yi′n−1 → Xi′n−1 , f nn :Xjn → Yjn . The construction is by induc-
tion, beginning with the last of the functions, for which we put f nn = vt , where t ∈ Z is
any integer. Now assume that we have already defined the mappings f nn , gnn−1, . . . , f
n
k , for
k  n, in such a way that the corresponding part of diagram (9) commutes and each of the
mappings is an integral power of v. In particular, f nk :Xjk → Yjk is of the form f nk = vs ,
for some s ∈ Z. If jk − j ′k−1 = ik − i′k−1 = l, then qj ′k−1,jk = vrul , for some r  0 and
pi′k−1,ik = ul . Since, by (14), ulvs = v2
l sul , we see that qj ′k−1,jk f
n
k = vrulvs = vrv2
l sul .
Consequently, if we put gnk−1 = vt , where t = −r − 2ls, we obtain the desired conclusion
gnk−1qj ′k−1,jk f
n
k = ul = pi′k−1,ik . Let us now construct f nk−1 :Xjk−1 → Yjk−1 . If i′k−1 − ik−1 =
j ′k−1 − jk−1 = l′, then qjk−1,j ′k−1 = vr
′
ul
′
, for some r ′  0 and pik−1,i′k−1 = ul
′
. Since, by
(14), ul′vt = v2l′ t ul′ , we see that pi ,i′ gn = ul′vt = v2l
′
t ul
′
. Consequently, if we putk−1 k−1 k−1
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′−2l′ t
, we obtain the desired relation f nk−1pik−1,i′k−1g
n
k−1 = vr
′
ul
′ = qjk−1,j ′k−1 .
This completes the proof of the induction step. 
To prove that sh(X) = sh(Y ), it suffices to prove that the sequences X and Y are not
isomorphic in the category Sh. This is an easy consequence of the following lemma (cf.
Claim 3 concerning Example 5 in [10]).
Lemma 4. Let f :N → N be an unbounded increasing function and let fj :T 2 → T 2,
j = 1,2, . . . , be mappings, given by integral (2 × 2)-matrices
fj =
(
aj bj
cj dj
)
. (15)
If the bonding mappings pii′ , qjj ′ used in defining X and Y and the mappings fj form a
commutative diagram, i.e., if qjj+1fj+1 = fjpf (j)f (j+1), for all j ∈ N, then aj = cj = 0,
for all j ∈ N.
Proof. Let js be the sth index  1 such that qjs−1,js = vu and qjs,js+1 = u, e.g., j1 = 2,
j2 = 7. It is easy to see, by induction on s  0, that js+1 = 2s2 + 3s + 2. Indeed, assuming
that this formula holds for s + 1 and s, we conclude that js+1 − js = 2s + (2s + 1), which
shows that qjs+1−1,js+1 is followed by 2s + 2 consecutive bonding mappings equal to u,
then come 2s + 3 bonding mappings equal to vu, followed by a sequence of bonding
mappings u. Consequently, js+2 = js+1 + 2s + 2 + 2s + 3 = 2s2 + 7s + 7 = 2(s + 1)2 +
3(s + 1)+ 2.
Putting f (j + 1)− f (j) = lj , we see that
fjpf (j)f (j+1) =
(
aj bj
cj dj
)(
1 0
0 2lj
)
=
(
aj 2lj bj
cj 2lj dj
)
. (16)
If qjj+1 = vu,
qjj+1fj+1 =
(
1 0
1 2
)(
aj+1 bj+1
cj+1 dj+1
)
=
(
aj+1 bj+1
aj+1 + 2cj+1 bj+1 + 2dj+1
)
. (17)
Comparing (14) with (13), one readily concludes that
aj+1 = aj , bj+1 = 2lj bj ,
2cj+1 = cj − aj , 2dj+1 = 2lj (dj − bj ). (18)
If qjj+1 = u,
qjj+1fj+1 =
(
1 0
0 2
)(
aj+1 bj+1
cj+1 dj+1
)
=
(
aj+1 bj+1
2cj+1 2dj+1
)
. (19)
Comparing (19) with (16), one readily concludes that
aj+1 = aj , bj+1 = 2lj bj , 2cj+1 = cj , 2dj+1 = 2lj dj . (20)
Using formulae (18) and (20), depending on qjj+1 being equal to vu or to u, one can
now deduce the following formulae for yjs+1 . Since j1 = 2 and q12 = vu, (18) applies
and yields cj = c2 = (c1 − a1)/2. Since q23 = q34 = u, (20) shows that c3 = c2/2 and1
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and thus, (18) apply. Since all aj = a1, we see that c5 = (c4 − a1)/2 = ((c1 − a1)/23 −
a1)/2 = (c1 − (1 + 23)a1)/24. Similarly, c6 = (c1 − (1 + 23 + 24))a1)/25 and cj2 = c7 =
(c1 − (1+23 +24 +25))a1)/26. To write the formula, for an arbitrary s  0, we put α0 = 1,
α1 = 23 + 24 + 25 and
αr =
k=2r2+3r∑
k=2r2+r
2k = 22r2+3r+1 − 22r2+r , r  1. (21)
Then
cjs+1 = (c1 − βsa1)/22s
2+3s+1, (22)
where
βs = α0 + α1 + · · · + αs. (23)
For s = 0 or s = 1, we obtain the above stated formulae for cj1 and cj2 . To make the
induction step from s + 1 to s + 2, note that the bonding mapping qjs+1−1,js+1 is followed
by 2s + 2 copies of u and 2s + 3 copies of vu. Therefore, we must first use 2s + 2 times
formula (18) and then 2s + 3 times formula (20). The first of these operations yields
cjs+1+2s+2 = (c1 − βsa1)/22s
2+5s+3 (24)
and the second of these operations yields
cjs+1+(2s+2)+(2s+3) =
(
c1 − (βs + αs+1)a1
)
/22s
2+7s+6, (25)
which coincides with the value obtained from formulae (21) and (22), when one replaces
s by s + 1.
We will now show that
lim
s→∞ cjs+1 = −a1. (26)
In view of (22), it suffices to show that
lim
s→∞βs/2
2s2+3s+1 = 1. (27)
By (23) and (21),
βs = 1 +
(
r=s−1∑
r=1
22r
2+3r+1
)
+ (22s2+3s+1)−
(
r=s∑
r=1
22r
2+r
)
. (28)
Replacing r by r − 1, we see that the first sum in (26) equals ∑r=sr=2 22r2−r . Since
0 <
r=s∑
r=2
22r
2−r <
r=s∑
r=1
22r
2+r <
r=22s2+s∑
k=1
2k = 22s2+s+1 − 2 (29)
and 22s2+s+1/22s2+3s+1 = 1/22s tends to 0 when s tends to ∞, we see that both sums in
(28), divided by 22s2+3s+1, also tend to 0. Hence, (28) implies (27).
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−a1 − 12 < cjs < −a1 +
1
2
. (30)
Since −a1 is the only integer in the interval 〈−a1 − 12 ,−a1 + 12 〉, one concludes that cjs =−a1, for all s  s0. In particular,
cjs0
= cjs0+1 = −a1. (31)
We will now show that (31) implies a1 = 0. Indeed, between Yjs0 and Yjs0+1 there
are 2s0 consecutive bonding mappings qjj+1 equal to u, followed by 2s0 + 1 bonding
mappings qjj+1 equal to vu. Therefore, applying formula (20) 2s0 times, we see that
cjs0+2s0 = −a1/22s0 and then, applying formula (18) 2s0 + 1 times, we obtain
cjs0+1 = −
(
1 + 22s0 + 22s0+1 + · · · + 24s0)a1/24s0+1
= −(1 + 24s0+1 − 22s0)a1/24s0+1. (32)
Since cjs0+1 = −a1, we see that (31) implies(
22s0 − 1)a1 = 0 (33)
and thus, a1 = 0. However, by (18), this implies that aj = a1 = 0, for all j . Now both
formulae (18) and (20) yield 2cj+1 = cj . Since every cjs = 0, s  s0, and lim js = ∞, we
argue by induction that all cj = 0. 
Theorem 7. For the above described inverse sequences X,Y and their limits X,Y , X is not
dominated by Y and Y is not dominated by X in Sh and thus, X and Y are not isomorphic
in Sh. Consequently, X is not shape dominated by Y , Y is not shape dominated by X and
sh(X) = sh(Y ).
Proof. Assume that X is dominated by Y in Sh. Then there exist homotopy mappings
f = (f,fj ) : X → Y and g = (g, gi) : Y → X such that gf  1. It is well known (see
[9,4]) that every homotopy class between compact connected Abelian groups contains
a unique homomorphism. Therefore, there is no loss of generality in assuming that
f = (f,fj ) and g = (g, gj ) are commutative mappings and gjfg(j)qgf (j)σj = qjσj , for
some σj  j, gf (j) and every j . Therefore, det(gj )det(fg(j))det(qgf (j)σj = det(qjσj ).
By Lemma 4, det(fg(j)) = 0 and thus, det(qjσj ) = 0, which is a contradiction, because
detqjj ′ is a power of 2. An analogous argument shows that Y is not dominated by X in
Sh. Clearly, X and Y cannot be isomorphic in Sh. The statements for Sh are an immediate
consequence of the statements for Sh. 
We now state the definitions of quasi-domination and quasi-equivalence (in N. Uglešic´’s
formulation (see [10]).
Definition 10. Let X and Y be inverse sequences of metric compacta. The sequence X
is quasi-dominated by the sequence Y provided, for every n ∈ N, there are homotopy
mappings fn = (f n, f n) : X → Y and gn = (gn, gn) : Y → X such that gnfn n 1, i.e., forj i
S. Mardešic´, N. Uglešic´ / Topology and its Applications 153 (2005) 448–463 4631 j  n, there is an ij  f ngn(j), j such that gnj f nf ngn(j)ij  qjij . The sequences X and
Y are quasi-equivalent provided, for every n ∈ N, there are homotopy mappings fn : X → Y
and gn : Y → X such that gnfn n 1 and fngn n 1.
Definition 11. Let X and Y be metric compacta and let p :X → X, q :Y → Y be limits of
inverse sequences X, Y consisting of compact ANR’s. X is quasi-dominated by Y if X is
quasi-dominated by Y. X and Y are quasi-equivalent if X and Y are quasi-equivalent.
Using Lemma 4 as in the proof of Theorem 7, one obtains the following result.
Theorem 8. For the above described inverse sequence X,Y and their limits X,Y , the
sequence X is not quasi-dominated by Y and Y is not quasi-dominated by X and thus, X
and Y are not quasi-equivalent. Consequently, X is not quasi-dominated by Y , Y is not
quasi-dominated by X and X and Y are not-quasi-equivalent.
This theorem shows that a shape fibration over a metric continuum can have fibers which
are not quasi-equivalent. It also shows that S-equivalence and S∗-equivalence are different
from quasi-equivalence.
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