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Abstract. In this paper, we propose two novel non-stationary first-order primal-dual algorithms
to solve nonsmooth composite convex optimization problems. Unlike existing primal-dual schemes
where the parameters are often fixed, our methods use pre-defined and dynamic sequences for pa-
rameters. We prove that our first algorithm can achieve O (1/k) convergence rate on the primal-dual
gap, and primal and dual objective residuals, where k is the iteration counter. Our rate is on the
non-ergodic (last-iterate) sequence of the primal problem and on the ergodic (averaging) sequence
of the dual problem, which we call semi-ergodic rate. By modifying the step-size update rule, we
can obtain a faster o (1/k) best-iterate convergence rate on the primal objective residual. When
the problem is strongly convex, we develop a second primal-dual algorithm that exhibits O (1/k2)
convergence rate on the same three types of guarantees. Again by modifying the step-size update
rule, we can obtain a faster o
(
1/k2
)
best-iterate convergence rate on the primal objective residual.
Our primal-dual algorithms are the first ones to achieve such fast convergence rate guarantees under
mild assumptions compared to existing works, to the best of our knowledge. As by-products, we ap-
ply our algorithms to constrained convex problems and prove the same convergence rate guarantees.
Surprisingly, we still obtain O (1/k2) and o (1/k2) rates even when the problem is semi-strongly
convex. We verify our theoretical results via two well-known numerical examples.
Keywords: Non-stationary primal-dual method; non-ergodic convergence rate; fast convergence
rates; composite convex minimization; constrained convex optimization.
AMS subject classifications. 90C25, 90C06, 90-08
1. Introduction.
Problem statement. In this paper, we develop new first-order primal-dual algo-
rithms to solve the following classical composite convex minimization problem:
(1) F ? := min
x∈Rp
{
F (x) := f(x) + g(Kx)
}
,
where f : Rp → R ∪ {+∞} and g : Rn → R ∪ {+∞} are two proper, closed, and
convex functions, and K : Rp → Rn is a given general linear operator. Associated
with the primal problem (1), we also consider its dual form as
(2) G? := min
y∈Rn
{
G(y) := f∗(−K>y) + g∗(y)
}
,
where f∗ and g∗ are the Fenchel conjugates of f and g, respectively. We can combine
the primal and dual problems (1) and (2) into the following min-max setting:
(3) min
x∈Rp
max
y∈Rn
{
L˜(x, y) := f(x) + 〈Kx, y〉 − g∗(y)
}
,
where L˜(x, y) can be referred to as the Lagrange function of (1) and (2), see [2].
A brief overview of primal-dual methods. The study of first-order primal-dual
methods for solving (1) and (2) has become extremely active in recent years, ranging
from algorithmic development and convergence theory to applications, see, e.g. [2, 12,
28, 30]. This type of methods has close connection to other fields such as monotone
inclusions, variational inequalities, and game theory [2, 29]. They also have various
direct applications in image and signal processing, machine learning, statistics, and
engineering, see, e.g. [11, 18, 27].
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2 Q. TRAN-DINH AND Y. ZHU
In our view, the study of first-order primal-dual methods for convex optimization
can be divided into three main streams. The first one is algorithmic development with
numerous variants using different frameworks such as fixed-point theory, projective
methods, monotone operator splitting, Fenchel duality and augmented Lagrangian
frameworks, and variational inequality, see, e.g. [9, 14, 15, 18, 27, 31, 34, 39, 54, 64,
65, 67, 68]. Among different primal-dual variants for convex optimization, the general
primal-dual hybrid gradient (PDHG) method proposed in [11, 27, 53, 68] appears to
be the most general scheme that covers many existing variants, as investigated in
[12, 32, 51]. Using an appropriate reformulation of (1), [51] showed that the general
PDHG scheme is in fact equivalent to Douglas-Rachford’s splitting method [2, 26, 38],
and, therefore, to ADMM in the dual setting. Extensions to three operators and three
objective functions have also been studied in several works, including [6, 19, 24, 62].
Other extensions to Bregman distances, multi-objective terms, and stochastic variants
have been also intensively investigated, see, e.g. in [2, 10, 46, 59, 66].
The second stream is convergence analysis. Existing works often use a gap func-
tion to measure the optimality of given approximate solutions [11, 46]. This approach
usually combines both primal and dual variables in one and uses, e.g. variational
inequality frameworks to prove convergence, see, e.g. [26, 34, 41, 42]. An algorithmic-
independent framework to characterize primal-dual gap certificates can be found in
[25]. Together with asymptotic convergence and linear convergence rates, many re-
searchers have recently focused on sublinear convergence rates under weaker assump-
tions than strong convexity and smoothness or strongly monotone-type and Lipschitz
continuity conditions, see [5, 6, 13, 21, 23, 34, 35, 41, 42, 57] for more details. We
emphasize that in general convex setting, such convergence rates are often achieved
via averaging sequences on both primal and dual variables, which are much faster and
easier to derive than the sequence of last iterates.
The third stream is applications, especially in image and signal processing, see,
e.g. [11, 12, 16, 17, 28, 50]. Recently, many primal-dual methods have also been
applied to solving problems from machine learning, statistics, and engineering, see,
e.g. [12, 30]. While theoretical results have shown that primal-dual methods may
suffer from slow sublinear convergence rates under mild assumptions, their empirical
convergence rates are much better on concrete applications [11, 27].
Motivation. In many applications, the desired solutions often have special struc-
tures such as sharp-edgedness in images, sparsity in signal processing and model
selection, and low-rankness in matrix approximation. Such structures can be mod-
eled using regularizers, constraints, or penalty functions, but unfortunately can be de-
stroyed by algorithms that use ergodic (averaging) sequences as outputs, which is one
of the reasons why many algorithms eventually take the non-ergodic (last-iterate)
sequence as output while ignoring the fact that their convergence rate guarantee is
proved based on the ergodic sequence. In addition, as observed in [24], the last-iterate
sequence often has fast empirical convergence rate (e.g. up to linear). This mismatch
between theory and practice motivates us to develop new primal-dual algorithms that
return the last iterates as outputs with rigorous convergence rate guarantees. While
non-ergodic convergence guarantees have recently been discussed in [20, 23], it did
not achieve the optimal rate. This paper develops two new first-order primal-dual
schemes to fill in this gap by using dynamic step-sizes, which leads to non-stationary
methods, where the term “non-stationary” is coined in [37].
Whereas O (1/k) convergence rate appears to be optimal under only convexity
and strong duality assumptions when k ≤ O(p), faster convergence rate for k > O(p)
in primal-dual methods seems to not be known yet, especially in non-ergodic sense.
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Recently, [1] showed that Nesterov’s accelerated method can exhibit up to o
(
1/k2
)
convergence rate when k is sufficiently large compared to the problem dimension p.
This rate can only be achieved if g has Lipschitz continuous gradient. This motivates
us to consider such an acceleration in first-order primal-dual methods by adopting
the approach in [1]. We show o (1/k) best-iterate convergence rate on the objective
residual sequence, i.e. the rate on
{
min0≤i≤k[F (xi)− F ?]
}
without any smoothness
or strong convexity-type assumption. Such type of rate is also proved in [21, 23], with
o(1/
√
k) rate under the same assumption as ours, and o (1/k) rate under additional
assumption of strong convexity or smoothness (ours is o
(
1/k2
)
in this case).
Our contributions. Our contributions are summarized as follows:
(a) We develop a new first-order primal-dual scheme, Algorithm 1, to solve primal
and dual problems (1) and (2). We prove the O (1/k) optimal convergence rate on
three criteria: primal-dual gap, primal objective residual, and dual objective residual
under only convexity and strong duality assumptions. The convergence guarantee
is achieved in semi-ergodic sense, i.e. non-ergodic in primal variable and ergodic in
dual variable. For sufficiently large k (i.e. k > O (p)), by modifying the parameter
update rules, we can show that our algorithm can be boosted up to o (1/k) best-iterate
convergence rate on the primal objective residuals.
(b) If we apply Algorithm 1 to nonsmooth constrained convex optimization prob-
lems, then we can prove the same O (1/k) and o (1/k) convergence rates on the primal
objective residual and the feasibility violation.
(c) If f in (1) is strongly convex (or equivalently, f∗ is L-smooth), then we
propose a second first-order primal-dual algorithm, Algorithm 2, which achieves the
O (1/k2) optimal convergence rate on the same three criteria as of Algorithm 1. When
k is sufficiently large, by modifying the parameter update rules of Algorithm 2, we
achieve o
(
1/k2
)
best-iterate convergence rate.
(d) If we modify Algorithm 2 to solve the constrained convex problem (37), where
the objective is semi-strongly convex (i.e. one objective term is strongly convex while
the other term is non-strongly convex), then we prove the same O (1/k2) and o (1/k2)
convergence rates for the primal objective residual and the feasibility violation.
Comparison. We highlight some key differences between our algorithms and exist-
ing methods in terms of approach, algorithmic appearance, and theoretical guarantees.
First, unlike existing augmented Lagrangian-based methods, we view the augmented
term as a smoothing term for the indicator of linear constraints in the constrained re-
formulation (6) of (1). Next, we apply Nesterov’s accelerated scheme to minimize this
smoothed Lagrange function and simultaneously update the smoothness parameter
(i.e. the penalty parameter) at each iteration in a homotopy fashion.
Second, Algorithm 1 has similar structure as Chambolle-Pock’s method [11, 13,
51], a special case of PDHG, but it possesses a three-point momentum step depending
on the iterates at the iterations k, k − 1, and k − 2, and makes use of dynamic
parameters and step-sizes. Algorithm 2 uses two proximal operators of the primal
objective to obtain a non-ergodic convergence rate.
Third, unlike existing works where the best convergence rates known are often
obtained via ergodic sequences, see, e.g. [13, 20, 23, 34, 35, 41, 42], our methods
achieve the optimal convergence rates in non-ergodic sense. The O (1/k) ergodic
optimal rate of primal-dual methods for solving (1) is not new and has been proved
in many papers. Its non-ergodic rate is just recently proved, e.g. in [55, 56, 57, 61].
More precisely, [56, 57] utilize the Nesterov’s smoothing technique in [49] and only
derive primal convergence rates. [55] only handles constrained problems by applying
the quadratic penalty function approach. [61] relies on the well-known Chambolle-
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Pock scheme in [11] by adding inertial correction terms and adapting the parameters to
achieve non-ergodic rates.1 Nevertheless, our algorithm in this paper uses a completely
different approach and achieves the O (1/k) rate on three criteria.
Finally, in addition to the O (1/k) non-ergodic rate on the primal objective resid-
ual, we also prove its o (1/k) best-iterate rate. In comparison, [20] provides an inten-
sive analysis of convergence rates for several methods to solve a more general problem
than (1). However, [20] does not provide new algorithms, and its convergence rate
if applied to (1) would become o(1/
√
k), slower than our o (1/k) rate. Other related
works include [21, 22, 23, 24]. Table 1 non-exhaustively summarizes the known best
convergence rates of first-order primal-dual methods for solving (1), where we high-
light that this paper contributes the fastest rates under corresponding assumptions.
Table 1
State-of-the-art results and our contributions to convergence rates of the primal objective resid-
ual sequence {F (x)− F ?} of first-order primal-dual algorithms for solving (1). Here, f and g are
convex and possibly nonsmooth, and g is Lipschitz continuous. In addition, we consider the assump-
tion where f is strongly convex.
Assumption Convergence type Convergence rate References
general f and g
ergodic O (1/k) [7, 11, 20, 21, 22, 33, 40, 41, 42, 52], etc.
non-ergodic O (1/k) [55, 56, 57, 58, 61] and this work
non-ergodic o(1/
√
k) [20, 21, 22]
best-iterate o (1/k) this work
strongly convex f or g∗
ergodic O (1/k2) [11, 33, 40, 41, 52], etc.
non-ergodic O (1/k2) [55, 56, 57, 58, 61] and this work
best-iterate o (1/k) [21, 23]
best-iterate o
(
1/k2
)
this work
Paper organization. The rest of this paper is organized as follows. Section 2
reviews some preliminary tools used in the sequel. Section 3 develops a new algorithm
for general convex case, investigates its convergence rate guarantees, and applies it
to solve constrained problems. Section 4 studies the strongly convex case with a
new algorithm and its convergence guarantees. It also presents an application to
constrained problems under semi-strongly convex assumption. Section 5 provides two
illustrative numerical examples. For the sake of presentation, all technical proofs of
the results in the main text are deferred to the appendices.
2. Basic Assumption and Optimality Conditions.
Basic notation. We work with standard Euclidean spaces Rp and Rn equipped
with standard inner product 〈·, ·〉 and norm ‖·‖. For any nonempty, closed, and convex
set X in Rp, ri (X ) denotes the relative interior of X and δX (·) denotes the indicator
of X . For any proper, closed, and convex function f : Rp → R ∪ {+∞}, dom(f) :=
{x ∈ Rp | f(x) < +∞} is its (effective) domain, f∗(y) := supx{〈x, y〉 − f(x)} denotes
the Fenchel conjugate of f , ∂f(x) := {w ∈ Rp | f(y)−f(x) ≥ 〈w, y−x〉, ∀y ∈ dom(f)}
stands for the subdifferential of f at x, and ∇f is the gradient or subgradient of f .
A function f is called Mf -Lipschitz continuous on dom(f) with a Lipschitz con-
stant Mf ∈ [0,+∞) if |f(x) − f(y)| ≤ Mf‖x − y‖ for all x, y ∈ dom(f). If f is
differentiable on dom(f) and ∇f is Lipschitz continuous with a Lipschitz constant
Lf ∈ [0,+∞), i.e. ‖∇f(x) − ∇f(y)‖ ≤ Lf‖x − y‖ for x, y ∈ dom(f), then we say
that f is Lf -smooth. If f(·) − µf2 ‖ · ‖2 is still convex for some µf > 0, then we say
that f is µf -strongly convex with a strong convexity parameter µf . We also denote
1Note that our first preprint https://arxiv.org/abs/1903.05282 of this paper was online in March
2018, a month before [61] first posted (April, 2018; https://arxiv.org/abs/1804.08736).
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proxf (x) := arg miny{f(y) + 12‖y − x‖2} the proximal operator of f . For any ρ > 0,
we have the following Moreau’s identity [2]:
(4) proxf/ρ(x) + ρ
−1proxρf∗(ρx) = x.
We use O (·), o (·), and Ω (·) to denote the order of complexity bounds as usual.
Our algorithms rely on the following assumption imposed on the problem (1):
Assumption 2.1. The functions f and g in (1) are proper, closed, and convex.
The solution set X ? of (1) is nonempty, and 0 ∈ ri (dom(g)−Kdom(f)).
Assumption 2.1 is fundamental and required in any primal-dual method for the-
oretical convergence guarantees. Since X ? is nonempty, under Assumption 2.1, the
strong duality holds, thus we have F ? +G? = 0, and the solution set Y? of the dual
problem (2) is also nonempty.
Optimality conditions. The optimality conditions of (1) and (2) are
primal: 0 ∈ ∂f(x?) +K>∂g(Kx?) or dual: 0 ∈ −K∂f∗(−K>y?) + ∂g∗(y?).
These two conditions can be written into the following primal-dual optimality condi-
tion, which can also be derived from the min-max form (3):
primal-dual: 0 ∈ K>y? + ∂f(x?) and 0 ∈ −Kx? + ∂g∗(y?).
Gap function. Let L˜(x, y) := f(x) + 〈Kx, y〉− g∗(y) be defined by (3) and X and
Y be given nonempty, closed, and convex sets such that X ? ∩X 6= ∅ and Y? ∩Y 6= ∅.
We define a gap function GX×Y(·) as follows:
(5) GX×Y(x, y) := sup
(xˆ,yˆ)∈X×Y
{
L˜(x, yˆ)− L˜(xˆ, y)
}
= sup
yˆ∈Y
L˜(x, yˆ)− inf
xˆ∈X
L˜(xˆ, y).
Then, we immediately have
GX×Y(x, y) ≥ L˜(x, y?)− L˜(x?, y) ≥ L˜(x?, y?)− L˜(x?, y?) = 0,
where (x?, y?) ∈ X ?×Y? is a primal-dual solution of (1) and (2), i.e. a saddle-point of
L˜. Moreover, a point (x?, y?) is a saddle-point in X×Y if and only if GX×Y(x?, y?) = 0.
Thus, this gap function can be considered as a measure of optimality.
Constrained reformulation and merit function. The primal problem (1) can be
reformulated into the following equivalent constrained setting:
(6) F ? := min
x∈Rp, r∈Rn
{
F (x, r) := f(x) + g(r) s.t. Kx− r = 0
}
.
Let L(x, r, y) := f(x) + g(r) + 〈Kx − r, y〉 be the Lagrange function associated with
(6), where y ∈ Rn is the corresponding Lagrange multiplier, and L˜(x, y) := f(x) +
〈Kx, y〉−g∗(y) be defined by (3). Since g∗(y) := supr∈Rn {〈y, r〉 − g(r)}, we can show
that, for any r ∈ Rn, we have
(7) L˜(x, y) ≤ f(x) + g(r) + 〈Kx− r, y〉 = L(x, r, y).
Moreover, L˜(x, y) = L(x, r, y) if and only if y ∈ ∂g(r) or equivalently, r ∈ ∂g∗(y).
Together with L, we define an augmented Lagrangian Lρ as
(8) Lρ(x, r, y) := L(x, r, y) + ρ
2
‖Kx− r‖2 = f(x) + g(r) + φρ(x, r, y),
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where φρ(x, r, y) := 〈Kx − r, y〉 + ρ2‖Kx − r‖2 and ρ > 0 is a penalty parameter.
Note that the term ρ2‖Kx − r‖2 can be viewed as a smoothed approximation of
δ{(x,r)|Kx−r=0}(x, r), the indicator of {(x, r) | Kx− r = 0}. The function Lρ will serve
as a merit function to develop our algorithms in the sequel.
3. A New Primal-Dual Algorithm for General Convex Case. In this
section, we develop a novel primal-dual algorithm to solve (1) and its dual form (2)
with fast convergence rate guarantees, where f and g are both merely convex .
3.1. Algorithm derivation and one-iteration analysis. Our main idea is to
combine four techniques in one: alternating direction, linearization, acceleration, and
homotopy. While each individual technique is classical, their entire combination is
new . At the iteration k ≥ 0, given xk, x˜k, rk, and y˜k, we update
(9)

xˆk := (1− τk)xk + τkx˜k,
rk+1 := proxg/ρk
(
y˜k/ρk +Kxˆ
k
)
,
xk+1 := proxβkf
(
xˆk − βk∇xφρk(xˆk, rk+1, y˜k)
)
,
x˜k+1 := x˜k + 1τk (x
k+1 − xˆk),
y˜k+1 := y˜k + ηk
[
Kxk+1 − rk+1 − (1− τk)(Kxk − rk)
]
.
We now explain each step of the scheme (9) as follows:
• Line 2 and line 3 of (9) alternatively minimize the merit function Lρ w.r.t. r
and x to obtain rk+1 and xk+1, respectively. However, since the subproblem
in xk+1 is difficult to solve, we linearize the coupling term ρ2‖Kx− r‖2 as
ρk
2 ‖Kx− rk+1‖2 ≈ ρk2 ‖Kxˆk − rk+1‖2
+ ρk2 〈∇x‖Kxˆk − rk+1‖2, x− xˆk〉+ 12βk ‖x− xˆk‖2,
so that we can simply use the proximal operator of f as in line 3.
• Line 1 and line 4 update xˆk and x˜k+1, respectively, to accelerate the primal
iterates using Nesterov’s acceleration strategy [47].
• Line 5 updates the dual variable y˜k+1 as in augmented Lagrangian methods.
All the parameters τk ∈ (0, 1], ρk > 0, βk > 0, and ηk > 0 will be updated in a
homotopy fashion. We will explicitly provide update rules for these parameters in
Algorithm 1 based on our convergence analysis.
The following lemma provides a key estimate on the difference Lρk−1(xk, rk, y)−
L(x, r, y¯k) to prove Theorems 2 and 5. The proof is deferred to Appendix B.1.
Lemma 1. Let (xk, xˆk, x˜k, rk, y˜k) be updated by (9) with ρk > ηk and y¯
k+1 :=
(1− τk)y¯k + τk
[
y˜k + ρk(Kxˆ
k − rk+1)]. Then, for any (x, r, y) ∈ Rp × Rn × Rn,
(10)
[Lρk(xk+1, rk+1, y)− L(x, r, y¯k+1)] ≤ (1− τk) [Lρk−1(xk, rk, y)− L(x, r, y¯k)]
+
τ2k
2βk
(‖x˜k − x‖2 − ‖x˜k+1 − x‖2)+ 12ηk (‖y˜k − y‖2 − ‖y˜k+1 − y‖2)
− 12
(
1
βk
− ρ2k‖K‖2ρk−ηk
)
‖xk+1 − xˆk‖2 − (1−τk)[ρk−1−(1−τk)ρk]2 ‖Kxk − rk‖2.
3.2. The complete algorithm. To transform our scheme (9) into a primal-dual
format, we first eliminate rk and rk+1. By Moreau’s identity (4), we have
(11) rk+1 = 1ρk
(
y˜k + ρkKxˆ
k − yk+1) where yk+1 := proxρkg∗(y˜k + ρkKxˆk).
NON-STATIONARY FIRST-ORDER PRIMAL-DUAL ALGORITHMS 7
Now, from the definition of φρ in (8), we can write
∇xφρk(xˆk, rk+1, y˜k) = K>
(
y˜k + ρkKxˆ
k − ρkrk+1
)
= K>yk+1.
Substituting this expression into line 3 of (9), we can eliminate rk+1. Next, we
combine line 1 and line 4 of (9) to obtain xˆk+1 = xk+1 + τk+1(1−τk)τk (x
k+1 − xk).
Finally, substituting rk using (11) into the line 5 of (9), we can express y˜k+1 as
(12)
y˜k+1 = y˜k + ηkK
(
xk+1 − xˆk − (1− τk)(xk − xˆk−1)
)
− ηkρk (y˜k − yk+1) +
ηk(1−τk)
ρk−1
(y˜k−1 − yk).
In addition to (9), we also update y using the following weighted averaging scheme:
(13) y¯k+1 := (1− τk)y¯k + τkyk+1,
where yk+1 is defined in (11). This is consistent with the condition in Lemma 1.
For the parameters, as guided by Lemma 1, we propose the following update:
(14) τk :=
c
k + c
, ρk :=
ρ0
τk
, βk :=
γ
‖K‖2ρk and ηk := (1− γ)ρk,
where c ≥ 1, γ ∈ (0, 1), and ρ0 > 0 are given.
In summary, we describe the complete primal-dual algorithm as in Algorithm 1.
Algorithm 1 (New Primal-Dual Algorithm for (1) and (2): General Convex Case)
1: Initialization: Choose x0 ∈ Rp, y0 ∈ Rn, ρ0 > 0, c ≥ 1, and γ ∈ (0, 1).
2: Set τ0 := 1, x
−1 := xˆ0 := x0, and y˜−1 := y˜0 := y¯0 := y0.
3: For k := 0, 1, · · · , kmax do
4: Update ρk :=
ρ0
τk
, βk :=
γ
‖K‖2ρk , ηk := (1− γ)ρk, and τk+1 := ck+c+1 .
5: Update the primal-dual step:
yk+1 := proxρkg∗
(
y˜k + ρkKxˆ
k
)
,
xk+1 := proxβkf
(
xˆk − βkK>yk+1
)
,
xˆk+1 := xk+1 + τk+1(1−τk)τk (x
k+1 − xk).
6: Update the dual variable:
y˜k+1 := y˜k + ηkK
[
xk+1 − xˆk − (1− τk)(xk − xˆk−1)
]
+ (1− γ)
[
yk+1 − y˜k − τk−1(1−τk)τk (yk − y˜k−1)
]
.
7: Update the dual averaging step: y¯k+1 := (1− τk)y¯k + τkyk+1.
8: EndFor
Let us highlight the following features of Algorithm 1.
• Algorithm 1 updates its parameters at Step 4 dynamically. The update of τk is
often seen in Nesterov’s accelerated-based schemes. The penalty parameter ρk
is not fixed, but is updated in a homotopy fashion and also different from the
dual step-size ηk. The dual update at Step 6 is completely new and depends on
three consecutive iterations. All these properties are fundamentally different
from existing primal-dual and augmented Lagrangian-based methods.
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• We use two parameters γ ∈ (0, 1) and ρ0 > 0 to balance the primal term
‖x0 − x?‖2 and dual term ‖y0 − y?‖2 in the bound (15) of Theorem 2 below.
Note that our update leads to ρkβk‖K‖2 = γ < 1, which is the same as the
parameter condition in the Chambolle-Pock primal-dual method [11].
• The per-iteration complexity of Algorithm 1 is essentially the same as in
existing primal-dual methods. It requires one proxρkg∗ , one proxβkf , one Kx,
and one K>y. The matrix-vector multiplication at Step 6 can be eliminated
if we store Kxk and Kxk+1, and use the last line of Step 5 to compute Kxˆk.
3.3. Convergence analysis. The following theorem states convergence guar-
antees of Algorithm 1 under Assumption 2.1 with c = 1 without any smoothness or
strong convexity assumption. Its proof is given in Appendix B.2.
Theorem 2 (O (1/k) convergence rates when c = 1). Let {(xk, y¯k)} be the
sequence generated by Algorithm 1 with c := 1, and L˜ be defined by (3). Then, under
Assumption 2.1, the following bound is valid for any given x, x0 ∈ Rp and y, y0 ∈ Rn:
(15) L˜(xk, y)− L˜(x, y¯k) ≤ 1
2k
[
ρ0‖K‖2
γ
‖x0 − x‖2 + 1
(1− γ)ρ0 ‖y
0 − y‖2
]
.
Furthermore, the following statements hold:
(a) (semi-ergodic convergence on the primal-dual gap). The gap function GX×Y
defined by (5) satisfies the following bound for all k ≥ 1:
(16) GX×Y(xk, y¯k) ≤ 1
2k
sup
(x,y)∈X×Y
[
ρ0‖K‖2
γ
‖x0 − x‖2 + 1
(1− γ)ρ0 ‖y
0 − y‖2
]
.
Hence, the primal-dual gap sequence
{GX×Y(xk, y¯k)} converges to zero at
O (1/k) rate in semi-ergodic sense, i.e. non-ergodic in xk and ergodic in y¯k.
(b) (non-ergodic convergence on the primal objective). If g is Mg-Lipschitz con-
tinuous on dom(g) and x? is an optimal solution of (1), then, for all k ≥ 1,
the primal objective value based on the last-iterate sequence
{
xk
}
satisfies:
(17) F (xk)− F ? ≤ 1
2k
[
ρ0‖K‖2
γ
‖x0 − x?‖2 + 1
(1− γ)ρ0D
2
Y
]
,
where D2Y := sup
{‖y0 − y‖2 | ‖y‖ ≤Mg}. Hence, {F (xk)} converges to the
primal optimal value F ? of (1) at O (1/k) rate in non-ergodic sense.
(c) (ergodic convergence on the dual objective). If f∗ is Mf∗-Lipschitz continu-
ous on dom(f∗) and y? is an optimal solution of (2), then, for all k ≥ 1, the
dual objective value based on the averaging sequence {y¯k} satisfies:
(18) G(y¯k)−G? ≤ 1
2k
[
ρ0‖K‖2
γ
D2X +
1
(1− γ)ρ0 ‖y
0 − y?‖2
]
,
where D2X := sup
{‖x0 − x‖2 | ‖x‖ ≤Mf∗}. Hence, {G(y¯k)} converges to the
dual optimal value G? of (2) at O (1/k) rate in ergodic sense.
Remark 3 (optimal rate). It was shown in [36, 63] that, under Assumption 2.1,
the rate O (1/k) is optimal, in the sense that for any algorithm A for solving (1),
in order to achieve the bound F (xk) − F ? ≤ ε, there exists an instance of f and g
with their arguments’ dimensions p and n dependent on ε, such that A makes Ω (1/ε)
queries to the first-order oracle of f and g (e.g. f(x), ∇f(x), or proxρf (x)). In other
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words, the convergence rate of A can not exceed O (1/k) rate under Assumption 2.1
when the problem dimension p is much larger than the number of iterations k, i.e.
k ≤ O (p). Consequently, Algorithm 1 indeed achieves optimal convergence rate.
Remark 4 (symmetry). Since the primal-dual problems (1) and (2) are symmetric,
to obtain a non-ergodic convergence rate on the dual problem (2), we could apply
Algorithm 1 to the dual-primal pair instead of the primal-dual pair.
If we choose c > 1, then Algorithm 1 still converges. In fact, it achieves the
same O (1/k) and a faster o (1/k) convergence rate on the primal objective residual,
as shown in the following theorem, whose proof is given in Appendix B.3.
Theorem 5 (O (1/k) and o (1/k) convergence rates when c > 1). Let {xk} be
the sequence generated by Algorithm 1 with c > 1. Let L˜ be defined by (3) and y? be
an optimal solution of (2). Then, under Assumption 2.1, for any k ≥ 0, we have
(19) 0 ≤ L˜(xk, y?)− F ? ≤ R
2
0
k + c− 1 and lim infk→∞ (k+ c− 1)
[L˜(xk, y?)− F ?] = 0,
where R20 := (c− 1)
[
F (x0)− F ?]+ c2 [ρ0‖K‖2γ ‖x0 − x?‖2 + 1(1−γ)ρ0 ‖y0 − y?‖2].
Moreover, if g is Mg-Lipschitz continuous on dom(g), then the primal last-iterate
sequence {xk} satisfies the following statements for all k ≥ 0:
(20) F (xk)− F ? ≤ R
2
1
k + c− 1 and lim infk→∞ (k + c− 1)
[
F (xk)− F ?] = 0,
where R21 := R
2
0 +
√
2c/ρ0(‖y?‖ + Mg)R0. Hence, {F (xk)} converges to the primal
optimal value F ? of (1) at O (1/k) rate in non-ergodic sense, and {F k} converges to
F ? at o (1/k) rate in best-iterate sense, where F k := min
{
F (xi) | 0 ≤ i ≤ k}.
Remark 6. The o (1/k) rate does not contradict our discussion in Remark 3, since
our problem dimensions p and n are fixed, while k can be sufficiently large. The o (·)
rate has been studied for Nesterov’s accelerated methods in, e.g. [1], and for several
other splitting methods in, e.g. [20, 21, 23], where a o
(
1/
√
k
)
rate, much slower than
ours, was established under the same assumptions as in Theorem 5.
3.4. Application to constrained problems. In this subsection, we apply Al-
gorithm 1 to solve the following nonsmooth constrained convex optimization problem:
(21) F ? := min
x∈Rp
{
F (x) := f(x) + ψ(x) s.t. Kx = b
}
,
where f and K are defined as in (1), ψ is proper, closed, and convex, and b ∈ Rn.
This problem is a special case of (1) where the original f is replaced by f + ψ,
and g(u) := δ{b}(u), the indicator of {b}. In this case, g∗(y) = 〈b, y〉, and the last
condition of Assumption 2.1 reduces to the Slater condition: ri (dom(f) ∩ dom(ψ)) ∩
{x | Kx = b} 6= ∅. In addition, we require the following assumption on the new
objective term ψ:
Assumption 3.1. The function ψ in (21) is Lψ-smooth.
We specify Algorithm 1 to solve (21) and its dual problem as follows:
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(22)

yk+1 := y˜k + ρk(Kxˆ
k − b),
xk+1 := proxβkf
(
xˆk − βk
[
K>yk+1 +∇ψ(xˆk)]) ,
xˆk+1 := xk+1 + τk+1(1−τk)τk (x
k+1 − xk),
y˜k+1 := y˜k + ηk
[
K
(
xk+1 − (1− τk)xk
)− τkb] ,
y¯k+1 := (1− τk)y¯k + τkyk+1,
where all the parameters are updated as in Algorithm 1 with a small modification
βk := γ/(‖K‖2ρk + γLψ). Its convergence guarantee is summarized in the following
corollary, whose proof is given in Appendix B.4.
Corollary 7. Let
{
(xk, y¯k)
}
be generated by scheme (22) to solve (21) and its
dual problem under Assumptions 2.1 and 3.1. Let (x?, y?) be a pair of primal-dual
optimal solution of (21), where y? 6= 0. If we choose c := 1, then we have the following
primal convergence rate guarantee for all k ≥ 1:
(23) |F (xk)− F ?| ≤ R
2
0
2k
and ‖Kxk − b‖ ≤ R
2
0
2k‖y?‖ ,
where R20 :=
ρ0‖K‖2+γLψ
γ ‖x0 − x?‖2 + 1(1−γ)ρ0 (2‖y?‖ + ‖y0‖)2. Hence, the objective
residual and the feasibility violation both converge to zero at O (1/k) non-ergodic rate.
If, in addition, dom(F ) is bounded, then we have the dual convergence guarantee:
(24) G(y¯k)−G? ≤ 1
2k
[
(ρ0‖K‖2 + γLψ)D2X
γ
+
‖y0 − y?‖2
(1− γ)ρ0
]
,
where DX := sup
{‖x− x0‖ | x ∈ dom(F )} < +∞.
If we choose c > 1 in the variant of Algorithm 1 for solving (21), then the O (1/k)
non-ergodic rate bounds on |F (xk)− F ?| and ‖Kxk − b‖ still hold, and
(25) lim inf
k→∞
(k + c− 1)|F (xk)− F ?| = 0, and lim inf
k→∞
(k + c− 1)‖Kxk − b‖ = 0.
Hence, the objective residual and feasibility violation sequences both converge to zero
at optimal O (1/k) non-ergodic rate and o (1/k) best-iterate rate.
Remark 8. TheO (1/k) rate results of Corollary 7 are similar to [55, 58]. However,
[55] studied only primal methods for constrained convex problems using quadratic
penalty framework and alternating minimization techniques without updating dual
variables, and thus does not have convergence guarantee on the dual problem. The
other work [58] relies on a different approach called smoothing techniques and exces-
sive gap framework introduced in [48].
4. A New Primal-Dual Method for Strongly Convex Case. In this sec-
tion, we consider a special case of problem (1), where f is strongly convex. More
precisely, we impose the following assumption.
Assumption 4.1. The function f in (1) is strongly convex with a strong convexity
parameter µf > 0, but not necessarily smooth.
4.1. Algorithm derivation and one-iteration analysis. We follow the same
diagram as in Section 3, but replacing Nesterov’s accelerated step [4] by Tseng’s
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scheme [60], which allows us to achieve a O (1/k2) non-ergodic convergence rate.
With this modification, we now describe our primal-dual scheme for solving (1)-(2):
(26)

xˆk := (1− τk)xk + τkx˜k,
rk+1 := proxg/ρk(y˜
k/ρk +Kxˆ
k),
x˜k+1 := prox(βk/τk)f
(
x˜k − βkτk∇xφρk(xˆk, rk+1, y˜k)
)
,
xk+1 := proxf/(ρk‖K‖2)
(
xˆk − 1ρk‖K‖2∇xφρk(xˆk, rk+1, y˜k)
)
,
y˜k+1 := y˜k + ηk
[
Kxk+1 − rk+1 − (1− τk)(Kxk − rk)
]
.
The parameters τk, ρk, βk, and ηk will be specified later based on our analysis.
We first analyze one iteration of the primal-dual scheme (26) in the following
lemma to obtain a recursive estimate. Its proof can be found in Appendix C.1.
Lemma 9. Let (xk, xˆk, x˜k, rk, y˜k) be generated by (26), and y¯k+1 := (1− τk)y¯k +
τk
[
y˜k + ρk(Kxˆ
k − rk+1)]. Assume that ρk > ηk and ρkβk‖K‖2 < 1. Then, for any
(x, r, y) ∈ Rp × Rn × Rn, it holds that
(27)
[Lρk (xk+1, rk+1, y)− L(x, r, y¯k+1)] ≤ (1− τk)[Lρk−1(xk, rk, y)− L(x, r, y¯k)]
+
τ2k
2βk
‖x˜k − x‖2 − τk(τk+βkµf )2βk ‖x˜k+1 − x‖2 + 12ηk
(‖y˜k − y‖2 − ‖y˜k+1 − y‖2)
− ρk2
(
1− ρkβk‖K‖2 − ηkρk−ηk
)
‖K(xk+1 − xˆk)‖2
− (1−τk)[ρk−1−(1−τk)ρk]2 ‖Kxk − rk‖2.
4.2. Parameter update and complete algorithm. As before, we can elimi-
nate rk and rk+1 in (26) following the same lines as in Section 3.2, in order to transform
(26) into a primal-dual form. We also add an averaging sequence
{
y¯k
}
as in Lemma
9. Furthermore, as guided by Lemma 9, we propose the following parameter update:
(28) ρk :=
ρ0
τ2k
, βk :=
Γ
ρk‖K‖2 , and ηk := (1− γ)ρk,
where γ ∈ ( 12 , 1) and Γ := 2− 1γ ∈ (0, 1) are given. For the choice of ρ0 and the update
of τk, we provide two cases:
(29) Case 1: ρ0 ∈
(
0,
Γµf
2‖K‖2
]
and τk+1 :=
τk
2
(√
τ2k + 4− τk
)
, where τ0 := 1,
or
(30) Case 2: ρ0 ∈
(
0,
c(c− 1)Γµf
(2c− 1)‖K‖2
]
and τk :=
c
k + c
, where c > 2 is given.
Now, we can describe our second first-order primal-dual algorithm as in Algorithm
2, and highlight the following features.
• Since we aim at obtaining non-ergodic convergence rate, Algorithm 2 requires
one additional proxf/(ρk‖K‖2)(·) compared to Algorithm 1. We could replace
this proximal step by an averaging step: xk+1 := (1 − τk)xk + τkx˜k+1, but
the convergence rate would no longer be non-ergodic in
{
xk
}
.
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Algorithm 2 (New Primal-Dual Algorithm for (1) and (2): Strongly Convex Case)
1: Initialization: Choose y0 ∈ Rn, x0 ∈ Rp, and γ ∈ ( 12 , 1). Set Γ := 2− 1γ .
2: Set ρ0 and τ0 according to (29) or (30).
3: Set x−1 := xˆ0 := x0 and y˜−1 := y˜0 := y¯0 := y0.
4: For k := 0, 1, · · · , kmax do
5: Update ρk :=
ρ0
τ2k
, βk :=
Γ
ρk‖K‖2 , and ηk := (1− γ)ρk.
6: Update τk+1 according to (29) or (30), consistent with the update in Step 2.
7: Update the primal-dual step:
yk+1 := proxρkg∗(y˜
k + ρkKxˆ
k),
x˜k+1 := prox(βk/τk)f (x˜
k − βkτkK>yk+1),
xk+1 := proxf/(ρk‖K‖2)
(
xˆk − 1ρk‖K‖2K>yk+1
)
,
xˆk+1 := (1− τk+1)xk+1 + τk+1x˜k+1.
8: Update the momentum step:
y˜k+1 := y˜k + ηkK
[
xk+1 − xˆk − (1− τk)(xk − xˆk−1)
]
+ (1− γ)
[
yk+1 − y˜k − τk−1(1−τk)τk (yk − y˜k−1)
]
.
9: Update the dual averaging step: y¯k+1 := (1− τk)y¯k + τkyk+1.
10: EndFor
• At each iteration, Algorithm 2 requires one proxρkg∗ , one proxβkf , one
proxf/(ρk‖K‖2), one Kx, and one K
>y, which incur one more proximal oper-
ation than in existing primal-dual methods. Again, the matrix-vector multi-
plication at Step 8 can be eliminated by storing vectors Kxk and Kxk+1.
• Due to the symmetry between (1) and (2), if g∗ is µg∗ -strongly convex with
µg∗ > 0 (or equivalently, g is Lg-smooth with Lg := 1/µg∗), then we can
apply Algorithm 2 to the dual-primal pair instead of the primal-dual pair.
4.3. Convergence analysis. We state the convergence of Algorithm 2 under
Case 1, i.e., (29), in the following theorem, whose proof is in Appendix C.2.
Theorem 10 (O (1/k2) convergence rates under Case 1). Let {(xk, y¯k)} be the
sequence generated by Algorithm 2 using the update (29), and L˜ be defined by (3).
Then, under Assumptions 2.1 and 4.1, for any x, x0 ∈ Rp and y, y0 ∈ Rn, we have
(31) L˜(xk, y)− L˜(x, y¯k) ≤ 2
(k + 1)2
[
ρ0‖K‖2
Γ
‖x0 − x‖2 + 1
(1− γ)ρ0 ‖y
0 − y‖2
]
,
Moreover, the following statements hold:
(a) (semi-ergodic convergence on the primal-dual gap). The primal-dual gap
function GX×Y defined by (5) satisfies the following bound for all k ≥ 1:
(32) GX×Y(xk,y¯k)≤ 2
(k+1)2
sup
(x,y)∈X×Y
[
ρ0‖K‖2
Γ
‖x0−x‖2 + 1
(1−γ)ρ0 ‖y
0 − y‖2
]
.
Hence, the primal-dual gap sequence
{GX×Y(xk, y¯k)} converges to zero at
O (1/k2) rate in semi-ergodic sense, i.e. non-ergodic in xk and ergodic in y¯k.
NON-STATIONARY FIRST-ORDER PRIMAL-DUAL ALGORITHMS 13
(b) (non-ergodic convergence on the primal objective). If g is Mg-Lipschitz con-
tinuous on dom(g) and x? is an optimal solution of (1), then the primal
objective value based on the last-iterate sequence {xk} satisfies:
(33) F (xk)− F ? ≤ 2
(k + 1)2
[
ρ0‖K‖2
Γ
‖x0 − x?‖2 + 1
(1− γ)ρ0D
2
Y
]
,
where D2Y := sup
{‖y0 − y‖2 | ‖y‖ ≤Mg}. Hence, {F (xk)} converges to the
primal optimal value F ? of (1) at O (1/k2) rate in non-ergodic sense.
(c) (ergodic convergence on the dual objective). If f∗ is Mf∗-Lipschitz continu-
ous on dom(f∗) and y? is an optimal solution of (2), then the dual objective
value based on the averaging sequence {y¯k} satisfies:
(34) G(y¯k)−G? ≤ 2
(k + 1)2
[
ρ0‖K‖2
Γ
D2X +
1
(1− γ)ρ0 ‖y
0 − y?‖2
]
,
where D2X := sup
{‖x0 − x‖2 | ‖x‖ ≤Mf∗}. Hence, {G(y¯k)} converges to the
dual optimal value G? of (2) at O (1/k2) rate in ergodic sense.
Remark 11 (optimal rate). As shown in [63, Theorem 2], the O (1/k2) con-
vergence rate of Algorithm 2 is optimal in the sense of Remark 3. Moreover, by
Assumption 4.1, we can show that
{‖xk−x?‖2} converges to zero at O (1/k2) rate.
If we update the parameters using Case 2, i.e. (30), then Algorithm 2 achieves the
same O (1/k2) and a faster o (1/k2) rate on the primal objective residual, as shown
in the following theorem, whose proof is given in Appendix C.3.
Theorem 12 (O (1/k2) and o (1/k2) convergence rates under Case 2). Let {xk}
be the sequence generated by Algorithm 2 using the update rule (30). Let L˜ be defined
by (3) and y? be an optimal solution of (2). Then, under Assumptions 2.1 and 4.1,
(35) 0 ≤ L˜(xk, y?)−F ? ≤ R
2
0
(k + c− 1)2 and lim infk→∞ (k + c− 1)
2
[
L˜(xk, y?)− F ?
]
= 0,
where R20 := (c−1)
[
F (x0)−F ?]+ c−12 [ (c−1)ρ0‖K‖2Γ +cµf ]‖x0−x?‖2+ c22(1−γ)ρ0 ‖y0−y?‖2.
Moreover, if g is Mg-Lipschitz continuous on dom(g), then the primal last-iterate
sequence {xk} satisfies
(36) F (xk)− F ? ≤ R
2
1
(k + c− 1)2 and lim infk→∞ (k + c− 1)
2 [
F (xk)− F ?] = 0,
where R21 := R
2
0 +
√
2c2/ρ0(‖y?‖ + Mg)R0. Hence, {F (xk)} converges to the primal
optimal value F ? of (1) at O (1/k2) rate in non-ergodic sense, and {F k} converges
to F ? at o
(
1/k2
)
rate in best-iterate sense, where F k := min
{
F (xi) | 0 ≤ i ≤ k}.
Remark 13. Under Assumptions 2.1 and 4.1, the convergence rate shown in [21,
23] is only o (1/k), which was the best rate available until this paper. Again, the
o
(
1/k2
)
convergence rate stated in Theorem 12 is attained for sufficiently large k.
This does not conflict with the optimal upper bound stated in Remark 11, where the
number of iterations k ≤ O (p) with p being the dimension of the problem.
4.4. Application to constrained problems with semi-strongly convex
objective. Consider the following constrained convex optimization problem:
(37) F ? := min
x∈Rp, w∈Rq
{F (x,w) := f(x) + ψ(w) s.t. Kx+Bw = b} ,
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where f : Rp → R ∪ {+∞} and ψ : Rq → R ∪ {+∞} are proper, closed, and convex,
K ∈ Rn×p, B ∈ Rn×q, and b ∈ Rn. Different from (21), we assume that:
Assumption 4.2. The first objective term f is strongly convex with a modulus
µf > 0, but the second one ψ is not necessarily strongly convex.
Note that problem (37) is not necessarily strongly convex due to the separability of
variables x and w in f and ψ, respectively.
We modify Algorithm 2 as follows to solve (37):
(38)

wk+1 := argmin
w
{
ψ(w) + 〈B>y˜k, w〉+ ρk
2
‖Kxˆk +Bw − b‖2 + ν0
2
‖w − wˆk‖2
}
,
yk+1 := y˜k + ρk(Kxˆ
k +Bwk+1 − b),
x˜k+1 := prox(βk/τk)f
(
x˜k − βkτkK>yk+1
)
,
xk+1 := proxf/(ρk‖K‖2)
(
xˆk − 1ρk‖K‖2K>yk+1
)
,
xˆk+1 := (1− τk+1)xk+1 + τk+1x˜k+1,
wˆk+1 :=wk+1 + τk+1(1−τk)τk (w
k+1 − wk),
y˜k+1 := y˜k + ηk
[
(Kxk+1 +Bwk+1 − b)− (1− τk)(Kxk +Bwk − b)
]
.
Here, the parameters τk, ρk, βk, and ηk are updated as in Algorithm 2.
In (38), we combine Algorithm 2 and an alternating strategy between x and w,
but we do not linearize the wk+1-subproblem to avoid imposing strong convexity on
ψ. When necessary, we add a proximal term ν02 ‖w − wˆk‖2 to guarantee that the
wk+1-subproblem always has optimal solution. Note that if B is invertible, then (37)
reduces to (1) with g(Kˆx) := ψ(−B−1(Kx− b)), where Kˆ := −B−1K. In this case,
we could apply accelerated proximal gradient methods in [1, 3] to the dual problem
(2) and using the strategy in [44, 45] to recover a primal approximate solution, but
the optimal rate would no longer be non-ergodic. Our method is accelerated on the
primal problem instead of the dual one as in [44, 45].
Finally, we state the convergence of our new scheme (38) to solve (37) in the
following corollary, whose proof is given in Appendix C.4.
Corollary 14. Let {(xk, wk, y¯k)} be generated by (38) to solve (37) and its dual
problem under Assumptions 2.1 and 4.2. Let (x?, w?, y?) be a triple of primal-dual
optimal solution, where y? 6= 0. If we update the parameters as in (28) and (29), then
(39) |F (xk, wk)− F ?| ≤ 2R
2
0
(k + 1)2
and ‖Kxk +Bwk − b‖ ≤ 2R
2
0
‖y?‖(k + 1)2 ,
where R20 :=
ρ0‖K‖2
Γ ‖x0 − x?‖2 + ν0‖w0 −w?‖2 + 1ρ0(1−γ) (2‖y?‖+ ‖y0‖)2. Hence, the
objective residual and the feasibility violation both converge to zero at O (1/k2) rate
in non-ergodic sense.
If we update the parameters as in (28) and (30), then the O (1/k2) non-ergodic
convergence rate bounds on |F (xk, wk)− F ?| and ‖Kxk +Bwk − b‖ still hold, and
(40) lim inf
k→∞
(k+c−1)2|F (xk, wk)−F ?|=0 and lim inf
k→∞
(k+c−1)2‖Kxk+Bwk−b‖ = 0.
Hence, the objective residual and feasibility violation sequences both converge to zero
at optimal O (1/k2) non-ergodic rate and o (1/k2) best-iterate rate.
Remark 15. To the best of our knowledge, Corollary 14 presents the first o
(
1/k2
)
convergence result for general constrained convex problem (37) under the semi-strong
convexity assumption, i.e. f is strongly convex, but ψ is non-strongly convex.
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5. Numerical illustrations. We verify the theoretical statements in this paper
through two well-known examples. Our code is implemented in MATLAB (R2014b)
on a MacBook Pro with 2.7 GHz Intel Core i5 and 16GB memory, and available at
https://github.com/quoctd/PrimalDualCvxOpt.
5.1. Ergodic vs. non-ergodic convergence rates. We consider the following
nonsmooth composite convex minimization problem:
(41) F ? := min
x∈Rp
{
F (x) := f(x) + ‖Kx− b‖1
}
,
where K ∈ Rn×p, b ∈ Rn, and f(x) is a regularizer. This problem fits template (1)
with g(r) := ‖r − b‖1. We compare Algorithm 1 with two well-established methods:
Chambolle-Pock’s method (CP) [11] and ADMM [8]. When f is strongly convex, we
compare Algorithm 2 with the strongly convex variant of CP (CP-scvx) [11, 13].
Case 1 (General convex case). We choose f(x) := λ ‖x‖1 in (41) with a regu-
larization parameter λ = 0.05. We generate the entries of K from N (0, 1), and set
b := Kx\ + e, where x\ is an s-sparse vector, and e is a sparse Gaussian noise with
variance σ2 := 0.01 and 10% nonzero entries. The problem size is (n, p) = (2000, 640).
We run two variants of Algorithm 1 with c = 1 and c = 2. Since CP and ADMM
both have O (1/k) convergence rate on only the ergodic sequence of the relative objec-
tive residual F (x¯
k)−F?
max{1, |F?|} , we compare this sequence with the non-ergodic sequence of
Algorithm 1, so that all algorithms under comparison have some theoretical guarantee.
Here, F ? is computed by Mosek [43] with the highest precision.
For Algorithm 1, we use ρ0 := 5 ·
(
γ
1−γ
)1/2 · ‖y0−y?‖‖K‖‖x0−x?‖ with γ := 0.999 as
guided by Theorems 2 and 5. For CP method, we choose the step-sizes ρ := ρ0
and β := γ‖K‖2ρ . To be fair, we also try step-sizes 0.1ρ0 and 10ρ0. For ADMM, we
reformulate (41) into the constrained problem (6) by introducing r := Kx−b. Similar
to the CP method, we tune the penalty parameter for ADMM and find that three
different values ρ := 0.5ρ0, 10ρ0, and 30ρ0 represent the best range for ρ.
The relative objective residuals are plotted in Figure 1 (left) for the non-ergodic
(last-iterate) sequence of Algorithm 1 and for the ergodic (averaging) sequence of CP
and ADMM. All algorithms achieve O (1/k) rate. The ergodic sequences of CP and
ADMM, while having theoretical convergence guarantees, are slower than ours.
Case 2 (Strongly convex case). We choose f(x) := λ‖x‖1 + µf2 ‖x‖2 in (41) with
λ := 0.05 and µf := 0.1, and generate problem instances the same way as in Case 1
but with 50% correlated columns in K.
Since f is µf -strongly convex, we test Algorithm 2 on (41). If we use (29) to
update parameters, then we choose γ = 0.999 and ρ10 :=
Γµf
2‖K‖2 . We also run a variant
with ρ1+0 :=
5Γµf
2‖K‖2 since it leads to empirically better performance, suggesting that
our analysis in Theorem 10 may not be tight. If we use (30) to update parameters,
we choose c := 4, γ = 0.75, and ρ20 :=
c(c−1)Γµf
(2c−1)‖K‖2 . For comparison, we implement CP-
scvx in [11] with penalty parameter ρCP := 1‖K‖ as suggested in convergence analysis
in [13]. We also test its variants with 0.01ρCP, 0.75ρCP and 5ρCP.
The convergence behavior of this test is plotted in Figure 1 (right). Both Al-
gorithm 2 and CP-scvx show O (1/k2) convergence rate as predicted by the theory.
Algorithm 2 using the update (30) with c = 4 is the fastest. CP-scvx, on the other
hand, is sensitive to the parameter choice, and even its best variant underperforms
variants of Algorithm 2 with parameters ρ1+0 and ρ
2
0.
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Fig. 1. Convergence behavior of algorithmic variants on (41) with K of size (n, p) = (2000, 640).
Left: Case 1 (general convex) with 8 variants; Right: Case 2 (strongly convex) with 7 variants.
5.2. Primal-dual methods vs. smoothing techniques. Consider the fol-
lowing matrix min-max game problem studied, e.g. in [49]:
(42) F ? := min
x∈∆p
{
F (x) := max
y∈∆n
〈Kx, y〉
}
,
where K ∈ Rn×p, ∆p := {x ∈ Rp+ |
∑p
j=1 xj = 1} and ∆n :=
{
y ∈ Rn+ |
∑n
i=1 yi = 1
}
are two standard simplexes in Rp and Rn, respectively. This problem can be cast into
our template (3) with f(x) := δ∆p(x) and g
∗(y) := δ∆n(y), where ∆ is the indicator
function. In our experiment, the problem size is (n, p) = (1000, 2000), and K is 10%-
sparse with nonzero entries generated from Uniform(−1, 1) distribution, then K is
normalized such that ‖K‖ = 1.
We compare Algorithm 1 and Nesterov’s smoothing technique in [49]. They both
achieve the same theoreticalO (1/k) convergence rate, but the performance of smooth-
ing techniques depends on the choice of accuracy, as illustrated [49].
For Algorithm 1, we choose γ := 0.5 and ρ0 :=
1
‖K‖ = 1 to balance the upper
bound in Theorem 2. We also update τk with c := 1 and c := 2 to obtain two variants.
For Nesterov’s smoothing technique, since ‖K‖ = 1, we use Euclidean distance to
smooth F (x) := maxy∈∆n〈Kx, y〉 as Fµ(x) := maxy∈∆n{〈Kx, y〉− µ2 ‖y−yc‖2}, which
gives a better complexity bound than entropy proximity functions [49, (4.11)]. Here
µ > 0 is the smoothness parameter and yc := (1/n, · · · , 1/n)> is the center of ∆n.
As suggested in [49, (4.8)], once the accuracy ε > 0 is fixed, we accordingly set the
number of iterations kmax :=
4‖K‖
ε
[
(1− 1n )(1− 1p )
]1/2
and the smoothness parameter
µ := ε2(1−1/n) . We also run this algorithm with 5µ and µ/5 to observe its sensitivity
to the choice of µ.
We run Algorithm 1 and Nesterov’s smoothing method using the above configu-
rations. If we test two cases with ε1 = 10
−3 and ε2 = 10−4, then the corresponding
numbers of iterations are kmax, 1 := 3, 997 and kmax, 2 := 39, 970, respectively. The
duality gap F (xk) + G(y¯k) of this test is plotted in Figure 2, where we observe that
all algorithms indeed follow the O (1/k) convergence rate. However, the performance
of Nesterov’s smoothing method crucially depends on the choice of smoothness pa-
rameter µ. Algorithm 1 with c = 2 outperforms all other methods in both cases.
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Appendix A. Some elementary results. We recall some useful facts that will
be used in the proof of our main results.
Lemma 16. The following statements hold:
(a) Let φρ(x, r, y) :=
ρ
2‖Kx − r‖2 + 〈y,Kx − r〉 be defined in (8) for ρ > 0.
Then, ∇xφρ(x, r, y) = K>(y+ρ(Kx− r)) and ∇rφρ(x, r, y) = ρ(r−Kx)−y.
Furthermore, for any x, x′ ∈ Rp and r, r′, y ∈ Rn, we have
φρ(x
′, r′, y) = φρ(x, r, y) + 〈∇xφρ(x, r, y), x′ − x〉
+ 〈∇rφρ(x, r, y), r′ − r〉+ ρ2‖K(x′ − x)− (r′ − r)‖2.
(b) For any u, v, w ∈ Rp and α1, α2 ∈ R, α1 + α2 6= 0, it holds that
α1‖u−w‖2+α2‖v−w‖2 = (α1+α2)‖w− 1α1+α2 (α1u+α2v)‖2+ α1α2α1+α2 ‖u−v‖2.
(c) If a sequence {uk} ⊆ [0,+∞) satisfies
∑∞
i=0 uk <∞, then lim infk→∞ kuk = 0.
Proof. The statements (a) and (b) are trivial. We only prove (c). Since uk ≥ 0 and
the lim inf of a lower bounded sequence always exists, we set u¯ := lim infk→∞ kuk ≥ 0.
Suppose that u¯ > 0. Then, by definition, for any  > 0 such that u¯ −  > 0, there
exists an integer k > 0 such that for any k ≥ k, we have kuk ≥ u¯− . This leads to
+∞ >
∞∑
k=0
uk ≥
∞∑
k=k
uk ≥
∞∑
k=k
u¯− 
k
= (u¯− )
∞∑
k=k
1
k
= +∞,
which is a contradiction. Hence, we must have u¯ = 0.
Appendix B. Technical proofs in Section 3: General convex case. This
appendix provides the full proof of technical results in Section 3.
B.1. The proof of Lemma 1: One-iteration analysis. First, we write down
the optimality conditions of xk+1 and rk+1 in (9) as follows:
(43)
{
0 ∈ ∂g(rk+1) + ρk(rk+1 −Kxˆk)− y˜k ≡ ∂g(rk+1) +∇rφρk(xˆk, rk+1, y˜k),
0 ∈ ∂f(xk+1) +∇xφρk(xˆk, rk+1, y˜k) + 1βk (xk+1 − xˆk).
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By convexity of f and g, and the above optimality conditions, we can derive
(44)

g(rk+1) ≤ g(r)+〈∇g(rk+1), rk+1−r〉 (43)= g(r)+〈∇rφρk(xˆk, rk+1, y˜k), r−rk+1〉,
f(xk+1) ≤ f(x) + 〈∇f(xk+1), xk+1 − x〉
(43)
= f(x) + 〈∇xφρk(xˆk, rk+1, y˜k), x− xk+1〉+ 1βk 〈xk+1 − xˆk, x− xk+1〉,
where ∇f(xk+1) ∈ ∂f(xk+1) and ∇g(rk+1) ∈ ∂g(rk+1).
Next, using Lemma 16(a) twice, we can derive
(45)

φρk(x
k+1, rk+1, y˜k) = φρk(xˆ
k, rk+1, y˜k) + 〈∇xφρk(xˆk, rk+1, y˜k), xk+1 − xˆk〉
+ ρk2 ‖K(xk+1 − xˆk)‖2,
φρk(x, r, y˜
k) = φρk(xˆ
k, rk+1, y˜k) + 〈∇xφρk(xˆk, rk+1, y˜k), x− xˆk〉
+ 〈∇rψρk(xˆk, rk+1, y˜k), r − rk+1〉+ ρk2 ‖K(x− xˆk)− (r − rk+1)‖2.
Combining the two expressions in (45), we get
(46)
φρk(x
k+1, rk+1, y˜k) = φρk(x, r, y˜
k) + 〈∇xφρk(xˆk, rk+1, y˜k), xk+1 − x〉
+ 〈∇rφρk(xˆk, rk+1, y˜k), rk+1 − r〉+ ρk2 ‖K(xk+1 − xˆk)‖2
− ρk2 ‖K(x− xˆk)− (r − rk+1)‖2.
Summing up (44) and (46) and using (8), we arrive at
(47)
Lρk(xk+1, rk+1, y˜k) ≤ Lρk(x, r, y˜k) + 1βk 〈xk+1 − xˆk, x− xˆk〉 − 1βk ‖xk+1 − xˆk‖2
+ ρk2 ‖K(xk+1 − xˆk)‖2 − ρk2 ‖K(x− xˆk)− (r − rk+1)‖2.
Since (47) holds for any x and r, we can substitute (x, r) := (xk, rk) to obtain
(48)
Lρk (xk+1, rk+1, y˜k) ≤ Lρk(xk, rk, y˜k) + 1βk 〈xk+1 − xˆk, xk − xˆk〉
− 1βk ‖xk+1 − xˆk‖2 +
ρk
2 ‖K(xk+1 − xˆk)‖2 − ρk2 ‖K(xk − xˆk)− (rk − rk+1)‖2.
Multiplying (47) by τk and (48) by 1 − τk, summing up the results, then utilizing
xˆk = (1− τk)xk + τkx˜k from (9), we get
(49)
Lρk (xk+1, rk+1, y˜k) ≤ (1− τk)Lρk(xk, rk, y˜k) + τkLρk(x, r, y˜k)
+ τkβk 〈xk+1 − xˆk, x− x˜k〉 − 1βk ‖xk+1 − xˆk‖2 +
ρk
2 ‖K(xk+1 − xˆk)‖2
− τkρk2 ‖K(xˆk − x)− (rk+1 − r)‖2 − (1−τk)ρk2 ‖K(xk − xˆk)− (rk − rk+1)‖2.
By the definition of y˜k+1 from (9), we have
(50)
Lρk (xk+1, rk+1, y)− (1− τk)Lρk(xk, rk, y) = Lρk(xk+1, rk+1, y˜k)
− (1− τk)Lρk(xk, rk, y˜k) + 12ηk
[‖y˜k − y‖2 − ‖y˜k+1 − y‖2 + ‖y˜k+1 − y˜k‖2] .
Substituting the expression (50) into (49), we get
(51)
Lρk(xk+1, rk+1, y) ≤ (1− τk)Lρk(xk, rk, y) (=: T1)
+ τkLρk(x, r, y˜k)− τkρk2 ‖Kxˆk − rk+1 − (Kx− r)‖2 (=: T2)
+ τkβk 〈xk+1 − xˆk, x− x˜k〉 − 12βk ‖xk+1 − xˆk‖2 (=: T3)
− 12βk ‖xk+1 − xˆk‖2 + 12ηk
[‖y˜k − y‖2 − ‖y˜k+1 − y‖2 + ‖y˜k+1 − y˜k‖2]
+ ρk2 ‖K(xk+1 − xˆk)‖2 − (1−τk)ρk2 ‖K(xk − xˆk)− (rk − rk+1)‖2.
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Now, we estimate three terms T1, T2, and T3 in (51) as follows. First, we have
(52) T1 = (1− τk)
[
Lρk−1(xk, rk, y) + ρk−ρk−12 ‖Kxk − rk‖2
]
.
By the definitions of y¯k+1 in Lemma 1 and of L, we can show that
(53) T2 = L(x, r, y¯k+1)− (1− τk)L(x, r, y¯k)− τkρk
2
‖Kxˆk − rk+1‖2.
Moreover, by the update x˜k+1 := x˜k + 1τk (x
k+1 − xˆk) in (9), we can further derive
T3 = τ
2
k
2βk
(‖x˜k − x‖2 − ‖x˜k+1 − x‖2) .
Substituting these three terms T1, T2, and T3 back into (51), we obtain
Lρk(xk+1, rk+1, y) ≤ (1− τk)Lρk−1(xk, rk, y) + (1−τk)(ρk−ρk−1)2 ‖Kxk − rk‖2
+ L(x, r, y¯k+1)− (1− τk)L(x, r, y¯k)− τkρk2 ‖Kxˆk − rk+1‖2
+
τ2k
2βk
(‖x˜k − x‖2 − ‖x˜k+1 − x‖2)− 12βk ‖xk+1 − xˆk‖2
+ 12ηk
(‖y˜k − y‖2 − ‖y˜k+1 − y‖2)+ 12ηk ‖y˜k+1 − y˜k‖2
+ ρk2 ‖K(xk+1 − xˆk)‖2 − (1−τk)ρk2 ‖K(xk − xˆk)− (rk − rk+1)‖2,
which after rearrangement becomes
(54)
Lρk (xk+1, rk+1, y)− L(x, r, y¯k+1) ≤ (1− τk)
[Lρk−1(xk, rk, y)− L(x, r, y¯k)]
+
τ2k
2βk
(‖x˜k − x‖2 − ‖x˜k+1 − x‖2)− 12βk ‖xk+1 − xˆk‖2 + ρk2 ‖K(xk+1 − xˆk)‖2
+ 12ηk
(‖y˜k − y‖2 − ‖y˜k+1 − y‖2)+ 12ηk ‖y˜k+1 − y˜k‖2 + T4,
where
(55)
T4:= (1−τk)(ρk−ρk−1)2 ‖Kxk − rk‖2 − τkρk2 ‖Kxˆk − rk+1‖2
− (1−τk)ρk2 ‖K(xk − xˆk)− (rk − rk+1)‖2
=−ρk2 ‖(Kxˆk− rk+1)− (1− τk)(Kxk − rk)‖2− (1−τk)[ρk−1−(1−τk)ρk]2 ‖Kxk−rk‖2.
Using Lemma 16(b) with u := Kxk+1−rk+1, v := Kxˆk−rk+1, w := (1−τk)(Kxk−rk),
α1 := ηk/2 and α2 := −ρk/2, and y˜k+1 from (9) with ρk > ηk, we can show that
(56)
1
2ηk
‖y˜k+1− y˜k‖2− ρk
2
‖(Kxˆk−rk+1)−(1−τk)(Kxk−rk)‖2 ≤ ρkηk
2(ρk − ηk)‖K(x
k+1− xˆk)‖2.
Substituting this estimate and (55) into (54), we finally arrive at (10).
B.2. The proof of Theorem 2: O (1/k) convergence rates when c = 1.
Using the parameter update rule (14) with c := 1, we can easily verify that
τ2k
βk
=
(1− τk)τ2k−1
βk−1
,
1
ηk
=
1− τk
ηk−1
,
1
βk
− ρ
2
k‖K‖2
ρk − ηk = 0, and ρk−1 − (1− τk)ρk = 0.
Applying these conditions to (10) of Lemma 1, we can simplify it as
Lρk (xk+1, rk+1, y)− L(x, r, y¯k+1) + τ
2
k
2βk
‖x˜k+1 − x‖2 + 12ηk ‖y˜k+1 − y‖2
≤ (1− τk)
[
Lρk−1(xk, rk, y)− L(x, r, y¯k) + τ
2
k−1
2βk−1
‖x˜k − x‖2 + 12ηk−1 ‖y˜k − y‖2
]
.
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By induction, this inequality implies
Lρk−1 (xk, rk, y)− L(x, r, y¯k) ≤
[∏k−1
i=1(1− τi)
]
×[
(1− τ0)
(Lρ−1(x0, r0, y)− L(x, r, y¯0))+ τ202β0 ‖x˜0 − x‖2 + 12η0 ‖y˜0 − y‖2] .
If c = 1, then τ0 = 1, β0 = γ/
(‖K‖2ρ0), and η0 = (1 − γ)ρ0. We also have
Πk−1i=1 (1− τi) = 1k , x˜0 = x0, and y˜0 = y0. Thus the last estimate can be simplified as
(57) Lρk−1(xk, rk, y)− L(x, r, y¯k) ≤
1
2k
[
ρ0‖K‖2
γ ‖x0 − x‖2 + 1(1−γ)ρ0 ‖y0 − y‖2
]
.
Now, let r ∈ ∂g∗(y¯k). Then, by (7), we easily get
(58) L˜(xk, y)− L˜(x, y¯k) ≤ L(xk, rk, y)− L(x, r, y¯k).
Combining (57), (58), and L(xk, rk, y) ≤ Lρk−1(xk, rk, y), we finally get (15).
(a) The estimate (16) directly follows from (15) and the definition of GX×Y in (5).
(b) By Mg-Lipschitz continuity of g, we have
(59)
F (xk)− F ? ≤ f(xk) + g(rk) +Mg‖Kxk − rk‖ − F ?
= f(xk) + g(rk) + 〈y˘,Kxk − rk〉 − F ? with y˘ := Mg(Kxk−rk)‖Kxk−rk‖
≤ Lρk−1(xk, rk, y˘)− L(x?, r?, y¯k),
where we have used L(xk, rk, y˘) = f(xk) + g(rk) + 〈Kxk − rk, y˘〉 ≤ Lρk−1(xk, rk, y˘)
and F ? = L(x?, r?, y¯k) in the last inequality. Substituting (x, r, y) := (x?, r?, y˘) and
y¯0 := y0 into (57), we have
F (xk)− F ? ≤ 1
2k
[
ρ0‖K‖2
γ
‖x0 − x?‖2 + 1
(1− γ)ρ0 ‖y
0 − y˘k‖2
]
.
By the definition of y˘ in (59), we have ‖y0 − y˘‖2 ≤ supy
{‖y0 − y‖2 | ‖y‖ ≤Mg}.
Using this estimate into the last inequality, we obtain (17).
(c) For any x ∈ Rp and r ∈ Rn, we have
L(x, r, y¯k) = f(x)− 〈−K>y¯k, x〉+ g(r)− 〈y¯k, r〉
≥ − supx
{〈−K>y¯k, x〉 − f(x)}− supr {〈y¯k, r〉 − g(r)}
= −f∗(−K>y¯k)− g∗(y¯k) = −G(y¯k).
Let x˘ ∈ ∂f∗(−K>y¯k) and r˘ ∈ ∂g∗(y¯k). Then, it is clear that the above inequality
holds as equality with (x, r) := (x˘, r˘). We further have
G(y¯k)−G? = F ? − L(x˘, r˘, y¯k) ≤ L(xk, rk, y?)− L(x˘, r˘, y¯k),
since F ? +G? = 0 and F ? ≤ L(xk, rk, y?). Combining this inequality and (57) yields
G(y¯k)−G? ≤ ρ0‖K‖
2
2γk
‖x0 − x˘‖2 + 1
2(1− γ)ρ0k ‖y
0 − y?‖2.
If f∗ is Mf∗ -Lipschitz continuous, then ‖x˘ − x0‖2 ≤ supx
{‖x0 − x‖2 | ‖x‖ ≤Mf∗}.
Substituting this estimate into the last inequality, we prove (18).
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B.3. The proof of Theorem 5: O (1/k) and o (1/k) convergence rates
when c > 1. Let us first abbreviate a2k :=
ρ0
2 ‖Kxk − rk‖2, b2k := ρ0‖K‖
2
2γ ‖x˜k − x?‖2 +
1
2(1−γ)ρ0 ‖y˜k − y?‖2, and G˜k := L(xk, rk, y?) − L(x?, r?, y¯k). Since (x?, r?, y?) is a
saddle-point of L, we have G˜k ≥ 0. Using the update rules of parameters at Step 4 of
Algorithm 1, we can derive from (10) of Lemma 1 that
G˜k+1 + k + c
c
a2k+1 ≤
k
k + c
(
G˜k + k + c− 1
c
a2k
)
+
c
k + c
(b2k − b2k+1)−
(c− 1)k
c(k + c)
a2k.
Rearranging this estimate, we obtain
(60)
(c− 1)
(
G˜k + k+c−1c a2k
)
≤ (c− 1)
(
G˜k + 2k+c−1c a2k
)
≤
[
(k + c− 1)G˜k + (k+c−1)
2
c a
2
k + cb
2
k
]
−
[
(k + c)G˜k+1 + (k+c)
2
c a
2
k+1 + cb
2
k+1
]
.
Clearly, the estimate (60) implies
(k + c)G˜k+1 + (k + c)
2
c
a2k+1 + cb
2
k+1 ≤ (k + c− 1)G˜k +
(k + c− 1)2
c
a2k + cb
2
k.
By induction and the definition of G˜k, we can easily show from the last estimate that
(61)
L˜(xk, y?)− F ? ≤ L(xk, rk, y?)− F ? = G˜k
≤ 1k+c−1
[
(c− 1)G˜0 + (c−1)
2
c a
2
0 + cb
2
0
]
=
R20
k+c−1 .
By the definition of R20 in the statement of Theorem 5, and the fact that Kx
0−r0 = 0
from the initialization step of Algorithm 1, we have proved the first assertion of (19).
Summing up (60) from i = 0 to k, we get
(62)
(c− 1)∑ki=0 [G˜i + (i+c−1)c a2i ] ≤ [(c− 1)G˜0 + (c−1)22 a20 + cb20]
−
[
(k + c)G˜k+1 + (k+c)
2
c a
2
k+1 + cb
2
k+1
]
≤ (c− 1)G˜0 + (c−1)
2
c a
2
0 + cb
2
0 < +∞.
Since c− 1 > 0 and G˜i ≥ 0, applying Lemma 16(c) to (62), we can show that
(63) lim inf
k→∞
(k + c− 1)G˜k = 0 and lim inf
k→∞
(k + c− 1)2a2k = 0.
In particular, since 0 ≤ L˜(xk, y?) − F ? ≤ L(xk, rk, y?) − F ? = G˜k, we have proved
lim infk→∞(k + c− 1)
[
L˜(xk, y?)− F ?
]
= 0, which is the second assertion of (19).
Analogous to (61), we can show that
(64) ‖Kxk − rk‖ ≤
√
2c/ρ0R0
k + c− 1 .
By the Mg-Lipschitz continuity of g, similar to (59), we can show that
(65) F (xk)− F ? ≤ L(xk, rk, y?)− F ? + (‖y?‖+Mg)‖Kxk − rk‖.
Combining (61), (64), and (65), we get the first assertion of (20). Furthermore, using
the limits (63) in (65), we obtain the second assertion of (20).
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B.4. The proof of Corollary 7: Constrained problems. From (22), we can
write down the optimality condition of xk+1 as
(66) 0 ∈ ∂f(xk+1) +K>yk+1 +∇ψ(xˆk) + 1βk (xk+1 − xˆk).
By convexity of f and Lψ-smoothness of ψ, for any x ∈ Rp, we have
(67) ψ(xk+1) ≤ ψ(x) + 〈∇ψ(xˆk), xk+1 − x〉+ Lψ
2
‖xk+1 − xˆk‖2.
Combining (44), (46), (66), and (67) with r = rk+1 = b, for any x ∈ Rp, we can derive
Lρk(xk+1, y˜k) = f(xk+1) + ψ(xk+1) + 〈y˜k,Kxk+1 − b〉+ ρk2 ‖Kxk+1 − b‖2
≤ Lρk(x, y˜k) + 1βk 〈xk+1 − xˆk, x− xˆk〉 − 1βk ‖xk+1 − xˆk‖2
+ ρk2 ‖K(xk+1− xˆk)‖2 − ρk2 ‖K(x− xˆk)‖2 + Lψ2 ‖xk+1 − xˆk‖2.
Analogous to the proof for Lemma 1 but using the last estimate, we can show that
(68)
Lρk (xk+1, y)− L(x, y¯k+1) ≤ (1− τk)
[Lρk−1(xk, y)− L(x, y¯k)]
+
τ2k
2βk
(‖x˜k − x‖2 − ‖x˜k+1 − x‖2)+ 12ηk (‖y˜k − y‖2 − ‖y˜k+1 − y‖2)
− 12
(
1
βk
− Lψ − ρ
2
k‖K‖2
ρk−ηk
)
‖xk+1 − xˆk‖2 − (1−τk)[ρk−1−(1−τk)ρk]2 ‖Kxk − rk‖2.
Using the update (14) with c := 1 and βk := γ/(‖K‖2ρk + γLψ), for any x ∈ Rp and
y ∈ Rn, we follow the same lines as in the proof of Theorem 2 to derive
(69) Lρk−1(xk, y)−L(x, y¯k)≤
1
2k
[
(ρ0‖K‖2 + γLψ)
γ
‖x0 − x‖2+ 1
ρ0(1− γ)‖y
0 − y‖2
]
,
which implies
F (xk) + 〈y,Kxk − b〉+ ρk−1
2
‖Kxk − b‖2 − F ? ≤ R
2
0(y)
2k
, ∀y ∈ Rn,
where R20(y) :=
(ρ0‖K‖2+γLψ)
γ ‖x0 − x?‖2 + 1ρ0(1−γ)‖y0 − y‖2. For any λ > 0, the last
inequality leads to
F (xk)− F ? + λ‖Kxk − b‖+ ρk−1
2
‖Kxk − b‖2 ≤ 1
2k
sup
{
R20(y) | ‖y‖ ≤ λ
}
=:
R20
2k
.
On the other hand, we have F (xk)− F ? ≥ 〈y?,Kxk − b〉 ≥ −‖y?‖ ‖Kxk − b‖. Com-
bining these expressions, we obtain
(
λ− ‖y?‖)‖Kxk − b‖+ ρk−12 ‖Kxk − b‖2 ≤ R202k ,
−‖y?‖ ‖Kxk − b‖ ≤ F (xk)− F ? ≤ R202k .
Choosing λ := 2 ‖y?‖, and noting that sup{‖y0 − y‖2 | ‖y‖ ≤ λ} = (λ + ‖y0‖)2 =(
2 ‖y?‖+ ‖y0‖)2, we obtain (23) from the last expression.
Next, let x˘ ∈ ∂F ∗(−K>y¯k), we have
G(y¯k)−G? = supx
{〈−K>y¯k, x〉 − f(x)− ψ(x)}+ 〈b, y¯k〉+ F ?
= L(xk, y?)− f(x˘)− ψ(x˘)− 〈Kx˘− b, y¯k〉 = L(xk, y?)− L(x˘, y¯k).
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Since dom(F ) is bounded, we have ‖x˘−x0‖2 ≤ sup{‖x− x0‖2 | x ∈ dom(F )} =: D2X .
Plugging these two last inequalities in (69), we finally obtain (24).
For c > 1, from the proof of Theorem 5, we have F (xk) − F ? + 〈y?,Kxk − b〉 =
L(xk, rk, y?)− F ? =: G˜k ≥ 0. Moreover, F (xk)− F ? ≥ −‖y?‖‖Kxk − b‖. Combining
these inequalities, we can show that |F (xk) − F ?| ≤ G˜k + ‖y?‖‖Kxk − b‖. Since
lim infk→∞(k + c − 1)G˜k = lim infk→∞(k + c − 1)‖Kxk − b‖ = 0, the last inequality
implies that lim infk→∞(k+ c− 1)|F (xk)−F ?| = 0. Consequently, we obtain (25).
Appendix C. Technical proofs in Section 4: Strongly convex case. This
appendix provides the full proof of technical results in Section 4.
C.1. The proof of Lemma 9: One-iteration analysis. First, we write down
the optimality conditions of rk+1 and x˜k+1 in (26) as
(70)
{
0 ∈ ∂g(rk+1) +∇rφρk(xˆk, rk+1, y˜k),
0 ∈ ∂f(x˜k+1) +∇xφρk(xˆk, rk+1, y˜k) + τkβk (x˜k+1 − x˜k).
Let us denote x˘k+1 := (1 − τk)xk + τkx˜k+1. Then, by convexity of g and µf -strong
convexity of f , we can derive
(71)

g(rk+1) ≤ (1− τk)g(rk) + τkg(r) + 〈∇g(rk+1), rk+1 − (1− τk)rk − τkr〉,
f(x˘k+1) ≤ (1− τk)f(xk) + τkf(x) + τk〈∇f(x˜k+1), x˜k+1 − x〉
− τkµf2 ‖x˜k+1 − x‖2 − τk(1−τk)µf2 ‖x˜k+1 − xk‖2,
where ∇g(rk+1) ∈ ∂g(rk+1) and ∇f(xk+1) ∈ ∂f(xk+1).
Next, using Lemma 16(a) three times by setting (x′, r′) as (xk, rk), (xk+1, rk+1), and
(x, r), and (x, r) as (xˆk, rk+1), similar to (45), we can eventually derive
(72)
φρk(x
k+1, rk+1, y˜k) = (1− τk)φρk(xk, rk, y˜k) + τkφρk(x, r, y˜k)
+ 〈∇xφρk(xˆk, rk+1, y˜k), xk+1 − (1− τk)xk − τkx〉
+ 〈∇rφρk(xˆk, rk+1, y˜k), rk+1 − (1− τk)rk − τkr〉+ ρk2 ‖K(xk+1 − xˆk)‖2{
− (1−τk)ρk2 ‖Kxˆk − rk+1− (Kxk−rk)‖2 − τkρk2 ‖Kxˆk − rk+1− (Kx− r)‖2
}
[T1]
,
where we define the last line as T1.
Combining (70), (71), and (72), we get
(73)
Lρk(xk+1, rk+1, y˜k) = f(xk+1) + g(rk+1) + φρk(xk+1, rk+1, y˜k)
(70)−(72)
≤ (1− τk)
[
g(rk) + φρk(x
k, rk, y˜k)
]
+ τk
[
g(r) + φρk(x, r, y˜
k)
]
+ T1
+ ρk2 ‖K(xk+1 − xˆk)‖2 + 〈∇xφρk(xˆk, rk+1, y˜k), xk+1 − xˆk〉
+ f(xk+1) + 〈∇xφρk(xˆk, rk+1, y˜k), xˆk − (1− τk)xk − τkx〉
}
=: T2.
To estimate T2, notice that by the optimality condition of the xk+1-update in (26)
and the µ-strong convexity of f , we can show that
(74)
f(xk+1) + ρk‖K‖
2
2 ‖xk+1 − xˆk‖2 + 〈∇xφρk(xˆk, rk+1, y˜k), xk+1 − xˆk〉
≤ f(x˘k+1) + ρk‖K‖22 ‖x˘k+1 − xˆk‖2 + 〈∇xφρk(xˆk, rk+1, y˜k), x˘k+1 − xˆk〉
− ρk‖K‖2+µf2 ‖x˘k+1 − xk+1‖2.
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Using the above inequality as well as (70) and (71), we can upper bound
(75)
T2
(74)
≤ f(x˘k+1) + ρk‖K‖22 ‖x˘k+1 − xˆk‖2 − ρk‖K‖
2+µf
2 ‖x˘k+1 − xk+1‖2
+ 〈∇xφρk(xˆk, rk+1, y˜k), x˘k+1 − (1− τk)xk − τkx〉
(70)−(71)
≤ (1− τk)f(xk) + τkf(x) + τ
2
k
βk
〈x˜k+1 − x˜k, x− x˜k+1〉
+ 〈∇xφρk(xˆk, rk+1, y˜k), x˘k+1 − (1− τk)xk − τkx˜k+1〉
− ρk‖K‖22 ‖x˘k+1 − xˆk‖2 − (ρk‖K‖
2+µf )
2 ‖x˘k+1 − xk+1‖2
− τkµf2 ‖x˜k+1 − x‖2 − τk(1−τk)µf2 ‖x˜k+1 − xk‖2
= (1− τk)f(xk) + τkf(x) + τ
2
k
2βk
‖x˜k − x‖2 − τk(τk+βkµf )2βk ‖x˜k+1 − x‖2
−(1−ρkβk‖K‖2)2βk ‖x˘k+1−xˆk‖2−
(ρk‖K‖2+µf )
2 ‖x˘k+1−xk+1‖2− τk(1−τk)µf2 ‖x˜k+1−xk‖2,
where we have used x˘k+1 − xˆk = τk(x˜k+1 − x˜k). Substituting (75) into (73), we have
(76)
Lρk (xk+1, rk+1, y˜k) ≤ (1− τk)Lρk(xk, rk, y˜k) + τkLρk(x, r, y˜k) + T1
+
τ2k
2βk
‖x˜k − x‖2 − τk(τk+βkµf )2βk ‖x˜k+1 − x‖2 −
τk(1−τk)µf
2βk
‖x˜k+1 − xk‖2
− (1−ρkβk‖K‖2)2βk ‖x˘k+1 − xˆk‖2 −
(ρk‖K‖2+µf )
2 ‖x˘k+1 − xk+1‖2.
By the definition of y˜k+1 from (26) and that of y¯k+1, the equations (50), (52), and
(53) still holds. Substituting them into (76), and using the expression of T1, we get
(77)
Lρk(xk+1, rk+1, y)− L(x, r, y¯k+1) ≤ (1− τk)
[Lρk−1(xk, rk, y)− L(x, r, y¯k)]
+ (1−τk)(ρk−ρk−1)2 ‖Kxk − rk‖2 − τkρk2 ‖Kxˆk − rk+1‖2
− (1−τk)ρk2 ‖Kxˆk − rk+1 − (Kxk − rk)‖2 + 12ηk ‖y˜k+1 − y˜k‖2
}
=: T3
− (1−ρkβk‖K‖2)2βk ‖x˘k+1 − xˆk‖2 −
(ρk‖K‖2+µf )
2 ‖x˘k+1 − xk+1‖2 =: T4
+
τ2k
2βk
‖x˜k − x‖2 − τk(τk+βkµf )2βk ‖x˜k+1 − x‖2 −
τk(1−τk)µf
2βk
‖x˜k+1 − xk‖2
+ 12ηk
(‖y˜k − y‖2 − ‖y˜k+1 − y‖2) .
Since ρk > ηk, using the same lines as (55)-(56) in the proof of Lemma 9, we have
(78) T3 ≤ ρkηk
2(ρk − ηk)‖K(x
k+1 − xˆk)‖2 − (1− τk)[ρk−1 − (1− τk)ρk]
2
‖Kxk − rk‖2.
Applying Lemma 16(b) on T4 with α1 := ρkβk‖K‖
2
2βk
and α2 :=
ρk‖K‖2+µf
2 , we can
further show that
(79) T4 ≤ − α1α2
α1 + α2
‖xk+1 − xˆk‖2 ≤ −ρk
2
(1− ρkβk‖K‖2)‖K(xk+1 − xˆk)‖2.
Substituting (78) and (79) into (77), we finally arrive at (27).
C.2. The proof of Theorem 10: O (1/k2) convergence rates. By the pa-
rameter update rule (28), we can easily verify that
τ2k
2βk
≤ (1−τk)τk−1(τk−1+βk−1µf )2βk−1 , 12ηk = 1−τk2ηk−1 ,
1− ρkβk‖K‖2 − ηkρk−ηk =
(1−τk)[ρk−1−(1−τk)ρk]
2 = 0.
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Applying these conditions to Lemma 9, we can simplify (27) as
Lρk(xk+1, rk+1, y) −L(x, r, y¯k+1) + τk(τk+βkµf )2βk ‖x˜k+1 − x‖2 + 12ηk ‖y˜k+1 − y‖2
≤ (1− τk)
[
Lρk−1(xk, rk, y)− L(x, r, y¯k)
+
τk−1(τk−1+βk−1µf )
2βk−1
‖x˜k − x‖2 + 12ηk−1 ‖y˜k − y‖2
]
.
By induction, the above inequality implies
Lρk−1(xk, rk, y)− L(x, r, y¯k)≤
[
k−1∏
i=1
(1− τi)
] [
(1− τ0)
(Lρ−1(x0, r0, y)− L(x, r, y¯0))
+
τ20
2β0
‖x˜0 − x‖2 + 12η0 ‖y˜0 − y‖2
]
= τ2k−1
[
τ20
2β0
‖x˜0 − x‖2 + 12η0 ‖y˜0 − y‖2
]
≤ 4
(k+1)2
[
ρ0‖K‖2
2Γ ‖x0 − x‖2 + 12(1−γ)ρ 0‖y
0 − y‖2
]
,
where we have used 1−τk = τ2k/τ2k−1, τk ≤ 2/(k+2), and the parameter initialization
(29). The remaining conclusions of Theorem 10 follows the same lines as the proof of
Theorem 2, thus we omit the details here.
C.3. The proof of Theorem 12: O (1/k2) and o (1/k2) convergence rates.
Similar to the proof of Theorem 5, we abbreviate a2k :=
ρ0
2 ‖Kxk − rk‖2, b2k :=
ρ0‖K‖2
2Γ ‖x˜k−x?‖2, d2k := 12(1−γ)ρ0 ‖y˜k−y?‖2, and G˜k := L(xk, rk, y?)−L(x?, r?, y¯k) ≥ 0.
We can rewrite (27) in Lemma 9 as follows:
G˜k+1 +
(
k+c
c
)2
a2k+1 ≤ kk+c
[
G˜k +
(
k+c−1
c
)2
a2k
]
+ (b2k − b2k+1)− cΓµf(k+c)ρ0‖K‖2 b2k+1
+
(
c
k+c
)2
(d2k − d2k+1)− kc2(k+c)
[
(k + c− 1)2 − k(k + c)
]
a2k.
Multiplying both sides of this estimate by (k+ c)2 and rearranging the result, we get
(80)
R2k+1 := (k + c)
2G˜k+1 + (k+c)
4
c2 a
2
k+1 +
[
(k + c)
2
+
c(k+c)Γµf
ρ0‖K‖2
]
b2k+1 + c
2d2k+1
≤ k(k + c)G˜k + k
2(k+c)2
c2 a
2
k + (k + c)
2
b2k + c
2d2k.
If c > 2 and 0 < ρ0 ≤ c(c−1)Γµf(2c−1)‖K‖2 , then the above right-hand-side is bounded by R2k,
and we have
(81)
(c− 2)
[
(k + c− 1)G˜k + (k+c−1)
3
c2 a
2
k
]
≤
[
(c− 2)k + (c− 1)2
]
G˜k + 1c2
[
(k + c− 1)4 − k2(k + c)2
]
a2k
≤
[
(k + c− 1)2G˜k + (k+c−1)
4
c2 a
2
k +
(
(k + c− 1)2 + c(k+c−1)Γµfρ0‖K‖2
)
b2k + c
2d2k
]
−
[
(k + c)
2G˜k+1 + (k+c)
4
c2 a
2
k+1 +
(
(k + c)
2
+
c(k+c)Γµf
ρ0‖K‖2
)
b2k+1 + c
2d2k+1
]
=R2k −R2k+1.
By induction and the definitions of G˜k and R2k, we can show that
(82) L˜(xk, y?)− F ? ≤ L(xk, rk, y?)− F ? = G˜k ≤ R
2
k
(k + c− 1)2 ≤
R20
(k + c− 1)2 .
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By the initialization of Algorithm 2, we have proved the first assertion of (35).
Summing up (81) from i = 0 to k, we get
(c− 2)
k∑
i=0
[
(i+ c− 1)G˜i + (i+ c− 1)
3
c2
a2i
]
≤ R20 −R2k ≤ R20 < +∞.
Since c− 2 > 0, applying Lemma 16(c) to the last expression, we obtain
lim inf
k→∞
(k + c− 1)2G˜k = 0 and lim inf
k→∞
(k + c− 1)4a2k = 0.
Since L˜(xk, y?)− F ? ≤ G˜k, we have proved the second assertion of (35).
The remaining statements of Theorem 12 can be proved in a similar manner as
of Theorem 5, thus we omit the details here.
C.4. The proof of Corollary 14: Constrained problems. The augmented
Lagrangian associated with problem (37) is Lρ(x,w, y) := f(x) + ψ(w) + 〈y,Kx +
Bw − b〉 + ρ2‖Kx + Bw − b‖2. Let w˜k+1 := 1τk
[
wk+1 − (1− τk)wk
]
. The optimality
condition of the wk+1-update in (38) and the convexity of ψ imply for every w ∈ Rq,
ψ(wk+1) ≤ (1− τk)ψ(wk) + τkψ(w)
+ τk〈B>(y˜k + ρk(Kxˆk +Bwk+1 − b) + ν0(wk+1 − wˆk), w − w˜k+1〉.
Using this estimate, we follow the same lines as the proof of Theorem 10 to derive
(83)
Lρk (xk+1, wk+1, y)− L(x,w, y¯k+1) ≤ (1− τk)
[Lρk−1(xk, wk, y)− L(x,w, y¯k)]
+
τ2k
2βk
‖x˜− x‖2 − τk(τk+βkµf )2βk ‖x˜k+1 − x‖2 +
τ2kν0
2
(‖w˜k − w‖2 − ‖w˜k+1 − w‖2)
+ 12ηk
(‖y˜k − y‖2 − ‖y˜k+1 − y‖2)− (1−τk)[ρk−1−(1−τk)]2 ‖Kxk +Bwk − b‖2
− ρk2
(
1− ρkβk‖K‖2 − ηkρk−ηk
)
‖K(xk+1 − xˆk)‖2 − νk2 ‖wk+1 − wˆk‖2.
Plugging the parameter updates (28) and (29) into (83), we can derive (39) following
the same arguments as in the proof of Corollary 7.
If we plug the parameter updates (28) and (30) into (83), then we can derive (40)
following the same arguments as in the proof of Theorem 12. We omit the details.
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