Abstract-Inferring the sentiment of social media content, for instance blog posts and forum threads, is both of great interest to security analysts and technically challenging to accomplish. This paper presents a new method for estimating social media sentiment which addresses the challenges associated with Web-based analysis. The approach formulates the task as one of learningbased text classification, models the data as a bipartite graph of documents and words, and provides accurate sentiment estimation using only a small lexicon of words of known sentiment orientation; in particular, good performance is obtained without the need for labeled training documents. This capability for effective learning without (labeled) exemplar documents is realized by 1.) exploiting the information present in unlabeled documents and words, which are abundant online, and 2.) appropriately smoothing the sentiment polarity estimates for documents and words in the bipartite graph data model. The utility of the proposed algorithm is demonstrated through implementation with a "standard" sentiment analysis task involving online consumer product reviews. Additionally, we illustrate the potential of the method for security informatics by inferring regional public opinion regarding the Egyptian revolution via analysis of Arabic, Indonesian, and Danish blog posts.
INTRODUCTION
There is increasing recognition that the Web represents a valuable source of security-relevant intelligence and that computational analysis offers a promising way of dealing with the problem of collecting and analyzing data at Web scale [e.g., [1] [2] [3] [4] [5] [6] . As a consequence, tools and algorithms have been developed which support various security informatics objectives [5, 6] . To cite a specific example, we have recently shown that blog network dynamics can be leveraged to provide reliable early warning for extremist-related, real-world protest events [7] .
Monitoring social media to spot emerging issues and trends and to assess public opinion concerning topics and events is of considerable interest to security professionals; however, performing such analysis is technically challenging. The opinions of individuals and groups are typically expressed as informal communications and are buried in the vast, and largely irrelevant, output of millions of bloggers and other online content producers. Although useful computational analytics have been derived for traditional forms of written content, less has been done to develop techniques that are well-suited to the particular characteristics of the content found in social media. Consequently, effectively exploiting online data requires the development of new methods of analysis [5, 6] .
This paper considers one of the central problems in the new field of social media analytics: deciding whether a given document, such as a blog post or forum thread, expresses positive or negative opinion toward a specific topic. The informal nature of social media content poses a challenge for languagebased sentiment analysis. While statistical learning-based methods often provide good performance in unstructured settings like this [e.g., [8] [9] [10] [11] [12] [13] , obtaining the required "labeled" instances of data, such as a collection of exemplar blog posts of known sentiment polarity, is usually an expensive and time-consuming undertaking. Of particular interest in security applications is the capability to conduct agile analysis, enabling sentiment estimation for a new class of documents (e.g., written in an unfamiliar language or about a novel emerging topic) without the need to collect and label documents from the new domain in order to retrain the analysis algorithm [e.g., 13].
In this paper we present a new computational method for inferring sentiment orientation of social media content which addresses these challenges. The method formulates the task as one of learning-based text classification, models the problem data as a bipartite graph of documents and words, and assumes that the sentiment classifier must be learned using only a small lexicon of words of known sentiment orientation; in particular, it is supposed that no labeled documents are available for training. The proposed algorithm achieves good sentiment estimation accuracy in this setting by 1.) leveraging the information present in unlabeled documents and words, which are abundant online, and 2.) appropriately smoothing the sentiment polarity estimates for the documents and words in the bipartite graph data model. Because the proposed approach eliminates the need to collect and label exemplar documents and to retrain the classifier each time a new domain is encountered, it is substantially more agile than existing techniques. The utility of the approach is demonstrated with a "standard" task of inferring the sentiment polarity of online consumer product reviews. Additionally, we illustrate the potential of the methods for security informatics through a case study in which sentiment analysis of Arabic, Indonesian, and Danish (language) blogs is used to estimate regional public opinion regarding aspects of the Egyptian revolution.
II. PRELIMINARIES
We approach the task of estimating the sentiment orientations of a collection of documents as a text classification problem. Each document of interest is represented as a "bag of words" feature vector x |V| , where the entries of x are the frequencies with which the words in the vocabulary set V appear in the document (perhaps normalized in some way [9] ). We wish to obtain a vector c |V| such that the classifier orient  sign(c , and c i  0 if i is not in either lexicon; thus this classifier simply sums the positive and negative sentiment words in the document and assigns document orientation accordingly. While this "lexicon-only" scheme can yield acceptable performance in certain settings, it is not agile -it is usually labor-intensive to build lexicons which are sufficiently complete to enable useful sentiment classification.
Alternatively, learning-based methods attempt to generate the classifier vector c from examples of positive and negative sentiment. To obtain a learning-based classifier, one can begin by assembling a set of n l labeled documents {(x i , d i )}, where d i {1, 1} is the sentiment label for document i. The vector c then can be learned through "training" with the set {(x i , d i )}, for instance by using Naïve Bayes statistical inference [e.g., 9]. Learning-based classifiers have the potential to improve their performance and to adapt to new situations. However, standard methods for realizing these capabilities require that large training sets of labeled documents be obtained, and this limits how quickly analysis can be initiated in a new domain.
Sentiment analysis of social media content for security informatics applications is often characterized by the existence of only modest levels of prior knowledge regarding the domain of interest, reflected in the availability of a few labeled documents and small lexicon of sentiment-laden words, and by the need to rapidly learn and adapt to new domains. Consequently, standard knowledge-based and learning-based sentiment analysis methods are typically ill-suited for security informatics. To address this challenge, we propose in [13] an algorithm which leverages an additional source of data which is abundant online: unlabeled documents and words. More specifically, the algorithm assumes the existence of a corpus of n documents, of which n l  n are labeled, and a modest lexicon of sentimentladen words, and combines these labeled data with the information present in the n  n l unlabeled documents via semisupervised learning. In the present work we extend this result, deriving a sentiment classifier which provides good performance in settings where no labeled documents are available.
The development of sentiment classifiers which effectively combine information contained in labeled and unlabeled data is facilitated by modeling the problem data as a bipartite graph G b of documents and words (see Figure 1) . It is easy to see that the adjacency matrix for the graph G b is given by
where the matrix X n|V| is constructed by stacking the document vectors as rows, and each '0' is a matrix of zeros. This bipartite graph model permits labeled and unlabeled data to be integrated by exploiting the relationships between documents and words encoded in G b via the clustering hypothesis: it is assumed that positive (labeled or unlabeled) documents tend to be connected to positive (labeled/unlabeled) words, and analogously for negative documents and words.
III. SENTIMENT ANALYSIS ALGORITHM
We now derive a new sentiment estimation algorithm for social media content. It is assumed that only limited prior knowledge is available about the way sentiment is expressed in the domain of interest, in the form of a small lexicon of words for which sentiment labels are known, but that abundant unlabeled documents can be collected (e.g., through Web crawling). In this setting it is natural to adopt a semi-supervised learning approach, in which labeled and unlabeled data are combined and leveraged in the analysis process. We begin with a brief summary of the sentiment estimation method given in [13] , which uses small sets of labeled words and documents, and then show how to extend the semi-supervised approach so that sentiment classification is performed without any labeled documents.
In [13] it is assumed that the initial problem data consists of a corpus of n documents, of which n l  n are labeled, and a modest lexicon V l of sentiment-laden words; this label information is encoded as vectors d nl and w |Vl| , respectively, where V l V  V  is the sentiment lexicon and the entries of w are set to 1 or 1 according to the polarity of the corresponding words. We let d est  n denote the vector of estimated sentiment orientations for the documents in the corpus and define an "augmented" classifier c aug
T  n|V| which estimates the polarity of both documents and words. The quantity c aug is introduced for notational convenience and is not directly employed for classification. More specifically, in the methodology proposed in [13] , c aug , and therefore c, is learned by solving an optimization problem involving labeled and unlabeled training data, and then c is used to estimate the sentiment of any new document of interest with the simple linear classifier orient  sign(c T x). We assume for ease of notation in subsequent discussions that the words in the vocabulary V are indexed so the first |V l | elements of c correspond to the labeled data.
The algorithm derived in [13] learns an augmented classifier c aug with three properties: 1.) if a document is labeled, then the corresponding entry of d est is close to this 1 label; 2.) if a word is in the sentiment lexicon, then the corresponding entry of c is close to this 1 sentiment polarity; and 3.) if there is an edge X ij of G b that connects a document x and a word vV and X ij possesses significant weight, then the estimated polarities of x and v are similar. These objectives are encoded in the following minimization problem:
where L  D  A is the graph Laplacian matrix for G b , with D the diagonal degree matrix for A (i.e., D ii   j A ij ), and  1 ,  2 are nonnegative constants. Minimizing (2) enforces the three properties delineated above, with the second and third terms penalizing "errors" in the first two properties. To see that the first term enforces the third property, observe that this expression is a sum of components of the form X ij (d est,i  c j ) 2 .
We now turn to the problem of learning c aug , and therefore c, without requiring that any labeled documents be available for training (i.e., n l = 0). One approach to this problem would be to simply modify the objective function (2) to reflect this supposed lack of labeled documents:
Unfortunately, this naïve formulation performs poorly. Briefly, in cases where very little labeled data is available, the optimization produces many isolated like-polarity clusters surrounding the labeled instances on the graph G b , resulting in "over-fitted" solutions with little power for generalization [14] .
It is shown in the Appendix of this paper that this difficulty can be resolved by replacing L in (3) with a power L n k of the normalized Laplacian L n D 1/2 LD 1/2 (where k is a positive integer). More precisely, the derivation given in the Appendix demonstrated that replacing L with L n k serves to "smooth" the polarity estimates assigned to the vertices of G b , thereby reducing the possibility for over-fitting and increasing the capability for generalization.
Consider, then, the optimization problem
The c aug which minimizes the objective function in (4) can be obtained by solving the following set of linear equations: (5) where the L ij are matrix blocks of L n k of appropriate dimension and I |Vl| denotes the |V l ||V l | identity matrix. The system (5) is sparse because the data matrix X is sparse, and therefore largescale problems can be solved efficiently.
We summarize this discussion by sketching an algorithm for learning the new semi-supervised (SS) sentiment classifier.
Algorithm SS:
1. Construct the set of equations (5). 2. Solve equations (5) The utility of Algorithm SS is now examined through two case studies, the first involving a standard sentiment estimation task and the second illustrating the potential of the approach for security informatics applications.
IV. CASE STUDY ONE: PRODUCT REVIEWS
This case study examines the performance of Algorithm SS for the task of estimating the sentiment of online consumer product reviews. The data used in the study is a collection of 2000 reviews for electronics products, 1000 positive and 1000 negative, archived at the website [15] . The Lemur Toolkit [16] was employed to construct the data matrix X from these reviews. A lexicon of 150 domain-independent sentiment-laden words was assembled manually and used to form lexicon vector w. (Note that, given the existence of numerous publicly-available sentiment lexicons (see e.g. [13] ), constructing vector w is easy.)
This study compares the product review sentiment classification accuracy of Algorithm SS with that of two other classifiers: a "lexicon-only" (LO) strategy and a structural correspondence learning (SCL) classifier [8] . Algorithm SS is implemented with the following parameter values:   0.5 and k  10. The LO strategy is a knowledge-based scheme which estimates the sentiment orientation of a document x according to the formula orient  sign(w T x), where w is the 150 word lexicon vector described above. To ensure an informative comparison, the SCL sentiment estimator is implemented exactly as described in [8] , where it was tuned for the identical electronics reviews data set used here. Observe that the SCL algorithm requires labeled documents for training; in this case study the training/testing procedure consists of training on a random sample of 1600 labeled product reviews and then testing on the remaining 400 "held-out" reviews. Because the SCL method has been shown to outperform other classifiers [8] and has access to information unavailable to Algorithm SS, the SCL algorithm can be viewed as a "gold standard" for this task.
Sample results from this study are displayed in Figure 2 . Each accuracy value reported in the plot represents the average of ten trials. It is seen that the average accuracies for Algorithm SS, the LO strategy, and the SCL classifier are 83.1%, 70.8%, and 84.4%, respectively. Thus Algorithm SS, which uses the same labeled information as the LO method, performs nearly as well as the gold standard SCL classifier (which requires 1600 labeled reviews for training). It is expected that the ability of Algorithm SS to provide good sentiment estimation accuracy using only a small lexicon of sentiment-laden words and no labeled documents will be of substantial value in security informatics applications.
V. CASE STUDY TWO: EGYPTIAN REVOLUTION
Beginning on 25 January 2011, a popular uprising swept across Egypt in the form of massive demonstrations and rallies, labor strikes in various sectors, and violent clashes between protestors and security forces, ultimately leading to the resignation of Egyptian President Hosni Mubarak on 11 February. National security analysts and officials have expressed interest in understanding public sentiment regarding the Egyptian revolution generally and Mubarak specifically, especially 1.) in the weeks before the protests and 2.) for different regions of the globe.
To enable a preliminary assessment along these lines, we collected three sets of (randomly selected) blog posts which are related to Egyptian unrest and Mubarak and were posted during the two week period immediately before the protests began on 25 January: 1.) 100 Arabic posts, 2.) 100 Indonesian posts, and 3.) 100 Danish posts. We manually translated into the appropriate language the generic sentiment lexicon used in Case Study One for implementation in this study. Observe that this approach to constructing a sentiment lexicon is far from perfect, and therefore affords a test of the robustness of the proposed algorithm to (inevitable) errors in data sources. This study also offers the opportunity to explore the utility of a very simple approach to multilingual sentiment analysis: translate a small lexicon of sentiment-laden words into the language of interest and then apply Algorithm SS directly within that language (treating words as tokens). The capability to perform automated, multilingual content analysis is of substantial interest in many security-related applications.
We used Algorithm SS to estimate the sentiment expressed in the three sets of blog posts noted above, classifying the posts as either 'negative' or 'positive/neutral'. The analysis reveals that, while the sentiment expressed by the bloggers toward Mubarak is largely negative, the fraction of negative posts varies by post language (and thus possibly by geographic region). In particular, as shown in Figure 3 , Arabic language posts are the most negative, followed by Indonesian posts, with the Danish posts in our sample actually being slightly more positive/neutral than negative. Manual inspection of a random subset of the posts confirms the results provided by Algorithm SS.
VI. SUMMARY
This paper presents a new semi-supervised sentiment estimation algorithm which is accurate and also "agile", in that it requires no labeled exemplars of positive and negative sentiment for implementation. The performance of the method is demonstrated through two case studies, one involving a standard sentiment estimation task and the other illustrating the potential of the approach for security informatics applications. Future work will include: 1.) developing practical computational criteria that identify when it is beneficial to smooth the sentiment polarity estimates on bipartite graph G b (by replacing L with L n k in Algorithm SS), and 2.) more thorough explorations of the potential of the approach for multi-lingual sentiment analysis. Results for consumer product reviews case study. The bar chart shows that the sentiment classification accuracy of the LO method, Algorithm SS, and the SCL classifier are 70.8%, 83.1%, and 84.4%, respectively. Thus the accuracy of Algorithm SS is almost as high as that of the SCL method despite the fact that the latter requires much more labeled information for training. 
