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ABSTRACT
Taylor-Couette flow between in a gap of two coaxial cylinders is studied using a
combination of particle image velocimetry (PIV) experimental data and computational
fluid dynamics (CFD). Wavy vortex flow and modulated wavy vortex flow which are two
flow regimes of Taylor-Couette flow are investigated using the PIV technique and power
spectral density. In addition, the turbulent Taylor-Couette flow is studied by means of
Reynolds-average Navier-Stokes (RANS) simulations and stereo-PIV. Two main turbu-
lence models of Reynolds-average Navier-Stokes simulations are used in the investigation
and verified with the PIV experimental data. The investigations provide in-depth eval-
uation of the simulation schemes.
This work shows that computational fluid dynamics in combination with PIV data is
an excellent tool to study turbulent structures in the Taylor-Couette flow. Furthermore,
this work demonstrates the in-depth evaluation of RANS simulation.
1CHAPTER 1. INTRODUCTION
Taylor-Couette flow is a canonical flow geometry that has long been a subject of
interest in the fluid mechanics community. The study of Taylor-Couette flow is useful in
many research and industrial applications, such as water purification and desalination
(Dutta and Ray, 2004; Sengupta etc al., 2001; Wereley and Lueptow, 1998), and bisectors
(Bo and Vigil, 2013; Curran and Black, 2005; Haut etc al., 2003).
General Introduction
The flow in a gap of two coaxial cylinders, when inner one is rotating and outer one is
at rest, called Taylor-Couette flow, is a classical and important subject in fluid mechanics.
Over one hundred years ago, Maurice Couette, a French physicist, designed an apparatus
consisting of two coaxial cylinders, with the space between the cylinders being filled
with a viscous fluid and the outer cylinder being rotated at angular velocity ω. The
purpose of this experiment was to deduce the viscosity of the fluid from measurements
of the torque exerted by the fluid on the inner cylinder. When ω is not too large,
the fluid flow is nearly laminar, and the method of Couette becomes very useful for
measuring viscosity because the torque is then proportional to ν · ω where ν is the
kinematic viscosity of the fluid. If ω is increased beyond a transition point, the flow
will eventually become turbulent. The Taylor-Couette flow system exhibits a series of
instabilities, both laminar and turbulent, as the rotating velocity of the inner cylinder
is increased. Many researchers had made significant contributions to the understanding
2of flow transitions and turbulence by studying this canonical flow system (Taylor, 1923;
Davey, 1962; Coles, 1965; Gollub and Freilich, 1976; Walden and Donnelly, 1979; Gorman
and Swinney, 1979, 1982; Berland et al., 1986; Wereley and Lueptow, 1994; Smith and
Matsoukas, 1998).
Because of its interest in the fluid mechanics community, Taylor-Couette flow has
been studied over a 100 years. The study of Taylor Couette flow began as early as
the year 1890 and still continues on today due to its importance to various areas of
fundamental and applied research. Before the development of laser-based measurement
techniques, the flow was studied by visual observations such as Couette (1890) described
a series of experiments in which he measured the viscosities of water and air using the
concentric cylinder apparatus of his own design, Taylor (1923) used ink visualization and
presented for the first time measurements of patterns in the unstable flow, and Taylor
(1936) reported the a series of measurements of the torque on the cylinder of Couette
flow apparatus due to the rotation of the other for a variety of radius ratios and Reynolds
numbers, and by intrusive electrical measurements such as Taylor (1936) described the
velocity profile of Taylor-Couette flow observed and measured by Pitot tube where the
outer cylinder rotated and the inner cylinder was fixed, Wendt (1933) reported mea-
surements of velocity and pressure distributions inside the gap between the inner and
outer cylinders of Taylor-Couette flow apparatus, Bagnold (1954) designed a Couette
rheometer to measure the shear and normal forces on the inner cylinder and described
the relationship between the shear and normal stresses, Hollis-Hallett and W.J. Heikkila
(1955) adapted the Hollis-Hallet’s viscometer to study the Taylor-Couette flow at very
low Reynolds number, and Coles (1965) used hot-wire measurement in air to investigate
the transition in Taylor-Couette flow and showed ‘patterns of alternating laminar and
turbulent flow’. The development of laser Doppler velocimetry was a big advantage in
the study of Taylor-Couette flow as it allowed for the non-intrusive measurement of ve-
locity. Over the past two decades, with the advancement of Particle Image Velocimetry
3(PIV) and Planar Laser-Induced Fluorescence (PLIF) which have provided the ability
to measure instantaneous velocity and concentration fields and have thus become very
popular experimental techniques for the study of unsteady and turbulent flows. Com-
pared to Laser Doppler Velocimetry which is a point-wise measurement technique, flow
field data measured by PIV can be simultaneously collected at a large number of points
over a two-dimensional or even three-dimensional domain.
Gollub and Swinney (1975) investigated the time-dependent local radial velocity in
Taylor-Couette flow with Light-scattering measurements. Three flow regimes, TVF,
WVF, and MWVF, were observed as the Reynolds number increased. Walden and
Donnely (1979) investigated Taylor-Couette flow in a reactor in which length-gap aspect
ratio could change using both visual observations and electrical measurements. Electrical
measurements were made with collectors attached to the gold-plated brass outer cylinder.
In their research, they observed and reported the WVF regime and the disappearance
of the azimuthal waves in the Taylor-Couette flow. They also reported a unexplained
reemergence of a sharp peak in their power spectrum study. However, they claimed that
the reemergence was only for a large aspect ratio system. Lueptow (1992) performed
electrical measurements using a photodiode to investigate Taylor-Couette flow. A wide
range of different flow regimes was observed in this research which was basically an
observational study of Taylor-Couette flow.
Non-intrusive measurements of velocity have been widely used in the study of Taylor-
Couette flow. For example, Fenstermacher et al. (1979) used Laser Doppler velocimetry
(LDV) to measure the local radial velocity in a chaotic Taylor vortex flow. The mea-
surements were limited to a radial component passing through the vortex centers. Their
measurements ranged from relative Reynolds number 5.4 to 45. Power spectra were
calculated and used to analyze the experiment results which indicated the increasing
small scale structure in the flow and the disappearance of the azimuthal waves with
increasing Reynolds number. Takeda et al. (1999, 2008) used laser doppler velocimetry
4to measure axial and radial velocities and also used particle tracking velocimetry (PTV)
to investigate azimuthal velocity. Their research focused mainly on WVF, MWVF, and
the reappearance of azimuthal waves. Wereley and Lueptow (1994, 1998, 1999) used
laser Doppler velocimetry to measure the azimuthal velocity and PIV to measure time-
resolved axial and radial velocities in a meridional plane for both wavy and non-wavy
vortex flow. Axial flow was found winding around the vortices for both non-wavy and
wavy vortices. In wavy vortex flow, the vortices were found to translate along with the
axial flow at low Reynolds number and be more random in character at higher Reynolds
number. Akonura and Lueptow (2003) measured the azimuthal and radial velocities in
latitudinal planes perpendicular to the axis of rotation using particle image velocime-
try for the Taylor-Couette flow. Their measurements focused in the WVF. Azimuthal
momentum was found to be transported radially by vortical motion and axially by the
axial exchange of fluid between vortices in wavy vortex flow, and these effects were also
found to strengthen. Wang et al. (2005) used PIV to investigate the reappearance of
azimuthal waves in Taylor vortex flow. However, in his experiments, Wang only mea-
sured two component velocity data, the axial and radial velocities. In these previous
experimental investigations, the different techniques (LDV and PIV) used to investigate
Taylor-Couette flow only provided one or two components of velocity data, and the re-
searchers were primarily focused on the transition from WVF through MWVF to the
onset of TVF.
In the present work, stereoscopic particle image velocimetry is used to collect all
three velocity components, axial, radial, and azimuthal velocities, simultaneously in a
two-dimensional field in Taylor-Couette flow. A wide range of relative Reynolds numbers
have been selected in the current work, ranging from 6 to 200 and including flow regimes
from WVF through MWVF to highly TTVF. Three component velocity field data over
this large range of Reynolds numbers can provide detailed information for investigating
Taylor-Couette flow. The velocity fields from the PIV measurements provide visualiza-
5tion of WVF, MWVF, TTVF, and transitions between the various flow regimes. The
PIV data for turbulent Taylor-Couette flow are also used for the validation of numerical
simulation models in this work for all three mean velocity components, turbulence kinetic
energy, and dissipation rate.
The numerical study of Taylor-Couette flow has also developed rapidly in recent
decades with increases in computer technology. These advances have led to different
turbulent modeling methods of Computational Fluid Dynamics (CFD) to be performed
on Taylor-Couette flows. Same examples are the various Reynolds-Averaged Navier-
Stokes (RANS) methods which are the most common CFD method for turbulent flows
due to their being less expensive than more computationally intensive techniques such
as Large-Eddy simulation (LES) and Direct Numerical simulation (DNS). However, the
accuracy of CFD models must be tested, and one important role of experiments is to
validate the predictions of CFD.
Numerical simulation in Taylor-Couette flow has been the focus of study of many
researchers. Some simulation studies have used RANS simulations. For example, Wild
et al. (1996) used a RANS simulation with the k−ε model to predict the Taylor-Couette
reactor torque and compared the results to experimental torque measurements, Batten
et al. (2002) performed RANS simulations using a low Reynolds number k − ω model
to study the transition to turbulent flow in Taylor-Couette reactor at low Reynolds
numbers. Both of these studies used steady-state simulations. Friess et al. (2013)
simulated a Taylor-Couette-Poiseuille flow using both a hybrid RANS/LES model and
pure RANS model. In their research, the RANS simulations were performed on a 1D
grid using only the azimuthal velocity in the Taylor-Couette flow.
Most simulations of Taylor-Couette flow have been done using LES and DNS. For
example, Liao et al. (1999) used DNS to investigate a Taylor-Couette flow system with a
semi-implicit projection method to solve the unsteady, three-dimensional Navier-Stokes
equations in a cylindrical coordinate system. Flow patterns were obtained in the simula-
6tion of laminar Taylor-Couette flow at low Reynolds numbers. The numerical code was
proved to accurately simulate the unsteady Taylor-Couette flow. Bilson and Bremhorst
(2007) investigated the Taylor-Couette flow for a Reynolds number of 3200 with direct
numerical simulation. In their simulation, secondary near-wall vortex pares and weaker
evidence of secondary vortices were observed. The mean velocity, velocity fluctuation
intensities, Reynolds stress budgets, and visualization of the instantaneous velocity fluc-
tuation field were compared with experiments. Farnik and Kozubkova (2006) presented a
simulation study of laminar Taylor-Couette flow in counter rotating concentric cylinders
using DNS. Taylor-Couette flow was simulated over a wide range of flow regimes, includ-
ing TVF, WVF, MWVF, and TTVF. Velocity and flow statistics from the simulation
were compared with experiments and proved to be accurate for simulating the nonlin-
ear cases for Taylor vortices. Pirro and Quadrio (2007) performed DNS simulations to
investigate turbulent Taylor-Couette flow. Their code was validated by computing sev-
eral physical quantities available from previous DNS or experiments in the laminar and
transitional regimes. Almost constant angular momentum, the numerical value of which
was compared with experiment result, was revealed by their simulation. Dong (2007,
2008) investigated the dynamical and statistical features of turbulent TaylorCouette
flow through three-dimensional direct numerical simulations (DNS) at Reynolds num-
bers ranging from 1000 to 8000. In their investigation, with increasing Reynolds number,
Go¨rtler vortices concentrated at the outflow boundaries of Taylor vortex cells and the pre-
vailing structure in the flow were azimuthal vortices. Standard Taylor-Couette and the
counter rotating systems were compared in the simulation to demonstrate the profound
effects of the Coriolis force on the mean flow and other statistical quantities. Though
the simulation of Taylor-Couette flow performed with LES and DNS has been proved
to be accurate, interest of the accuracy of Reynolds-averaged Navier-Stokes simulations
of the Taylor-Couette flow drives the numerical study with RANS in this work, because
RANS simulations, which model all the turbulence are much faster and less expensive
7compared to other simulation methods. Simulation works that have been done in the
previous researches and the current work for different flow regimes can be found in the
Table 1.1.
Table 1.1 Numerical simulation works of Taylor-Couette flow
Flow Regimes Investigator Simulation Method
TVF
Liao et al. (1999) DNS
Battern et al. (2002) RANS
Farnik and Kozubkova (2006) DNS
Pirro and Quadrio (2007) DNS
WVF
Farnik and Kozubkova (2006) DNS
Dong (2008) DNS
Present work RANS (k − ε and k − ω models)
MWVF
Friess (2013) hybrid RANS/LES model & RANS
Dong (2008) DNS
Farnik and Kozubkova (2006) DNS
TTVF
Wild et al. (1996) RANS
Bilson and Bremhorst (2007) DNS
Farnik and Kozubkova (2006) DNS
Pirro and Quadrio (2007) DNS
Dong (2007) DNS
Present work RANS (k − ε and k − ω models)
Velocity profiles of all three velocity components in Taylor-Couette flow as well as
turbulent kinetic energy and dissipation rate have also been collected for comparison in
the present work. Simulation results are validated with the PIV data to investigate the
accuracy of the RANS simulations. In this work, unsteady simulations are performed in
order to capture any unsteady bulk motions in the flow.
Turbulence models are required to close the RANS equations. In this work, two
commonly used two-equations turbulence models, the k− ε model and the k−ω model,
are investigated. Since these two models are the most commonly used RANS turbulence
model, once RANS simulations using these two turbulence models are validated to be ac-
curate, the models can be confidently transferred to other applications using simulations
of Taylor-Couette flow, such as heat transfer and mass transfer.
8Power Spectral Density is a tool to describe how the power of a signal or time series
is distributed over different frequencies. It is one of the most widely used methods of
data analysis of time-varying signals and can be regarded as the analysis of the variance
of time series using sinusoids. Power spectral density is a powerful tool to study and
analyze the various flow regimes and transitions in Taylor-Couette flow. Since the spatial
and temporal nature of the PIV data presented in this work allows the identification and
characterization of vortex structures, the presented experimental and numerical studies of
Taylor-Couette flow are focused on the flow structure of Taylor-Couette with particular
emphasis on using the power spectral density function to investigate the various flow
transitions.
Dissertation Organization
The reminder of this thesis is organized as follows: In Chapter 2, velocity fields in a
meridional plan are measured using Particle Image Velocimetry (PIV). Vortex character-
istics and flow transitions were examined using the Power Spectral Density (PSD) func-
tion. The results of the power spectral density and investigation of the vortex structures
revealed the spatio-temporal character for different flow regimes in the Taylor-Couette
flow. A computational investigation of Taylor-Couette flow is presented in Chapter
3. Computational fluid dynamics (CFD) simulations using Reynolds-Averaged Navier-
Stokes (RANS) equation using the kappa-epsilon turbulence model were performed and
the flow field predictions were validated with the PIV experimental data. The power
spectral density function results were compared between CFD and experiment to ver-
ify the precision of computational model. Next, the kappa-omega turbulence model
was used in RANS simulations to compare with the experimental results and previous
kappa-epsilon simulation, and results are presented in Chapter 4. Finally, summary and
conclusions are given in Chapter 5. Some future work is also briefly discussed.
9CHAPTER 2. POWER SPECTRUM ANALYSIS IN
TAYLOR-COUETTE FLOW
A paper in preparation
Abstract
Experimental research was performed by acquiring time-dependent, three-component
velocity field data for Taylor-Couette flow in the annular gap between an inner rotating
cylinder and a stationary concentric outer cylinder using high-speed stereoscopic Particle
Image Velocimetry (PIV). Flow regimes corresponding to wavy vortex flow, modulated
wavy vortex flow, and turbulent Taylor vortex flow were investigated with data which
were collected over a large range of rotational Reynolds numbers. The velocity fields
were analyzed for the different Reynolds numbers spanning the different flow regimes
in Taylor-Couette flow. In particular, the characteristics of travelling azimuthal waves
were investigated. The wavy motion was found to weaken and disappear as the Reynolds
number increased to R=17, and then reappeared at a higher frequency when Reynolds
number increased beyondR=17 before weakening and disappearing forR>24. The Power
Spectral Density (PSD) function was used to analyze the wavy motion in the Taylor-
Couette flow. The magnitude of the peak frequency in the PSD which corresponded to
strength of the travelling azimuthal waves at that frequency and was used as a measure of
the wavy motion in the flow. The magnitude of this peak decreased from a maximum at
R=6 as the Reynolds numbers increased until reaching a minimum at R=17. This agreed
the results observed in the velocity fields that showed the wavy motion diminished with
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increasing Reynolds number and the azimuthal waves disappeared at R=17. As Reynolds
number increased beyond R=17, a new peak appeared in the PSD at a higher frequency,
and the flow again showed periodic motion before the new peak also decreased with
increasing Reynolds number and disappeared again in the PSD.
Introduction
The flow in the gap between two coaxial cylinders, when inner one is rotating and
outer one is at rest, is called Taylor-Couette flow which is one of the canonical flow fields
in fluid mechanics. The Taylor-Couette flow system exhibits a series of instabilities, in
both the laminar and turbulent regimes, as the rotational velocity of the inner cylinder
is increased, Fig. 2.1. Due to the complex series of instabilities that arises in this flow,
many researches have studied Taylor-Couette flow using theoretical, computational, and
experimental techniques for more than a century.
The behavior of a Newtonian fluid confined in the annulus (with a stationary outer
cylinder) can be characterized by the rotational Reynolds number,
Re =
ωri (ri − ro)
ν
(2.1)
where ω is the inner cylinder angular velocity, ri and ro are the radii of the inner and
outer cylinders, respectively, and ν is the kinematic viscosity of the fluid. When Re is
increased above but very close to a critical point, Rec, it is found that the laminar flow
is unstable with respect to axisymmetric perturbations with wavenumber in the range
bounded by the neutral stability curve and Taylor vortices appear in the flowfield. The
critical Reynolds number of the onset of Taylor vortices depends on the radius ratio of the
cylinders η = ri/ro. (Coles, 1965; Eagles, 1974) The initial bifurcation from the laminar
state is characterized by the appearance of toroidal vortices positioned about the axis of
the cylinder in pairs of opposite circulation. This vortex state is known as Taylor vortex
flow (TVF) (Taylor, 1923). Taylor investigated theoretically and experimentally the
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stabilities of azimuthal Couette flow with both cylinders rotating. He studied in detail
only the onset of axisymmetric Taylor vortices. Several limited measurements of the
velocity in Taylor vortex flow have been made using Laser Doppler Velocimetry (LDV).
(Heinrichs et al., 1988; Gollub and Freilich, 1976; Berland et al., 1986; Wereley and
Lueptow, 1994) These measurements were collected at various location in the flowfield
for each of one velocity component (the radial velocity (vr), the axial velocity (vz), or the
azimuthal velocity (vθ)). Later, Particle image velocimetry (PIV) was used to measure
vr and vz in a meridional plane for laminar vortex flow by Wereley and Lueptow (1998).
All these measurements confirmed the validity of Davey’s perturbation expansion of
the NavierStokes equations about the cylindrical Couette flow solution (Davey, 1962),
particularly that the vortices strengthen with increasing rotational Reynolds number.
Upon further increasing Re above the critical value, the system exhibits a sequence of
distinct time-dependent instabilities and flow regimes before the onset of turbulence.
These secondary instabilities occur when TVF gives way to a wavy vortex flow (WVF).
Wavy vortex flow in a cylindrical Couette device is characterized by travelling azimuthal
waves superimposed on the inflow and outflow boundaries of the Taylor vortices is more
complex than non-wavy flow. The vortex centers, which are defined as the points within
a vortex where the axial and radial velocities vanish in a meridional plane, display radial
undulations in addition to moving axially. Compared to non-wavy Taylor vortex flow,
the flow field of wavy vortex flow is unsteady and fully three-dimensional, with three
components of velocity and three nonzero gradients of velocity.
As Re is increased even higher, the amplitude of the azimuthal waves begins to vary
with time, giving rise to a quasiperiodic regimes known as modulated Wavy Vortex flow
(MWVF), which has been characterized in detail by Gorman and Swinney (1982). Mod-
ulated Wavy Vortex flow involves non-axisymmetric vortices described by two temporal
frequencies. Coughlin et al. (1991) reported that there are two different modes for
MWVF, and that for some parameter ranges they coexist. The two-traveling-wave flows
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studied by Gorman and Swinney (1979,1982) and Shaw et al. (1985) extends the inves-
tigation of two modes in MWVF with spectrum analysis. Moreover, the ‘non-traveling
modulation’ discovered by Zhang and Swinney (1985) appears near the outflow region
with a higher phase speed inducing the appearance of a ripple on the roll. On further in-
creasing Re, many researchers have observed that the azimuthal waves disappear at some
critical Re, beyond which the flow is turbulent, even though the Taylor vortex structure
remains. (Colse, 1965; Walden and Donnelly, 1979; Fenstermacher et al., 1979; Burkhal-
ter and Koschmieder, 1973). This flow is called turbulent Taylor vortex flow (TTVF).
This turbulent Taylor vortex flow becomes increasingly complex as Re increases until the
vortex structures eventually become indiscernible (Smith and Matsoukas, 1998).
Particle image velocimetry (PIV) is a whole-flow-field technique that provides instan-
taneous velocity vector field measurements in a planar region of a flow. In regular PIV,
two velocity components are measured, but using a stereoscopic approach permits all
three velocity components to be measured, resulting in instantaneous three-component
velocity vectors for the entire measurement area. In recent years, PIV has been applied
to Taylor-Couette flow. Wereley and Lueptow (1998) measured the radial and axial
velocities in a meridional plane for both wavy and nonwavy Taylor vortex flow using
PIV and were able to calculate the azimuthal component of the velocity field for this
axisymmetric flow. Akonur and Lueptow (2003) used PIV to measure the azimuthal and
radial velocity components in the latitudinal planes perpendicular to the axis of rotation
of wavy Taylor-Couette flow. Wereley et al. (2002) studied fluid velocity fields in Taylor-
Couette flow containing particles in the rotating filtration of a suspension using PIV and
particle tracking velocimetry. All these previous studies focused on low Reynolds number
and wavy vortex flow. Also, the particle image velocimetry satem used in these studies
were regular 2D PIV systems.
Power Spectral Density (PSD) describes how the power of a signal or time series is
distributed over frequencies. In Taylor-Couette flow, there is a traveling azimuthal flow
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in WVF and MWVF, so a PSD can be performed and used as a method to analyze these
wavy Taylor-Couette flows in a efficient way. It will be demonstrated that PSD is very
useful for identifying traveling azimuthal waves in Taylor-Couette flow. In the present
work, we present a study on Taylor-Couette flow using high speed PIV measurements
and power spectral density analysis of Taylor vortex flow for a range of reduced Reynolds
numbers corresponding to WVF, the transition to MWVF, and TTVF.
Experiment Apparatus and Procedure
Experiment Apparatus
The Taylor-Couette flow apparatus used in present work was fabricated using two
concentric Plexiglas cylinders and is shown schematically in Fig. 2.2. The diameters of
the rotating inner cylinder and the fixed outer cylinder are 2ri = 6.985 cm and 2ro =
9.525 cm, respectively, resulting in a gap width of d = 1.27 cm and a radius ratio of η
= ri/ro = 0.733. The inner cylinder is driven by a compumotor control system (Parker
Hannifin Corporation) and has acrylic end caps fitted with stainless steel drive shafts
on the central axis. The length of the cylinder is 43.2 cm resulting in a cylinder aspect
ratio, τ , of 34. Leakage paths between stationary components are sealed with o-rings.
Two o-rings are used as a mechanical seal to block the leakage path between the rotating
and stationary interface of the driving shaft.
In order to eliminate optical distortion, a working fluid was chosen that has a refrac-
tive index matched to that of the Plexiglas (Parker and Merati, 1996). This working
fluid was a mixture of water, glycerol, sodium iodide, and small quantities of sodium
thiosulfate. The outer cylinder was enclosed in a square Plexiglas box and this enclosure
was also filled with the working fluid. To create the working fluid, sodium iodide and
trace amounts of sodium thiosulfate were added into a mixture of water (90% by volume)
and glycerol (10% by volume) until the solution was saturated. Then, additional 90%
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water-glycerol mixture was added to the solution until the refractive index of the fluid
matched the refractive index of Plexiglas (1.4905).
Silver-coated hollow glass beads (Potters Industries, NJ) were added into the solution
as PIV seed particles in a weight concentration of approximately 8.2 × 10−6. The seed
particles had a density of 1.6 g/cm3 and a mean diameter of 13 µm. This density made
the seed particles nearly neutrally buoyant in the working fluid, which was found to
be 1.85 g/cm3. The temperature of the working fluid and the room was kept at 24 ◦C
and varied by no more than 0.1 ◦C over the course of an experimental run. The nominal
kinematic viscosity of the fluid was measured as 1.71 × 10 −6 m2/s using a Canon-Fenske
viscometer.
The flow velocities were measured using a LaVison Inc. high speed stereoscopic
Particle Image Velocimetry (PIV) system. A schematic of the apparatus and stereo
PIV system is shown in Fig. 2.3. Two high-resolution, high-speed CCD cameras set
to an oblique angle to the laser sheet were used to capture the particle images in a
plane illuminated in the middle of the reactor through the outer cylinder by a laser
light sheet. The laser beam from a high-speed laser was formed into a thin sheet by a
spherical plano-convex lens followed by a cylindrical planoconcave lens and then reflected
by a mirror towards the test section. The laser sheet had a thickness of 0.5mm in the
measurement area. The laser sheet was carefully aligned in the meridional plane to avoid
a possible anomalous apparent radial velocity component caused by the azimuthal path
of the particles through the laser sheet. LaVison Davis 7.0 software was used to control
the laser pulses, image acquisition, and analysis of resulting images. For each of the
Reynolds number investigated, 2048 image pairs measuring 1024 pixels axially and 1024
pixels radially were captured. Velocity vectors were calculated using a cross-correlation
technique and an interrogation region measuring 32×32 pixels with 50% overlap between
adjacent interrogation regions. This resulted in a velocity vector spacing of 0.4 mm. The
velocity measurements had an experimental uncertainty of approximately 2% (Prasad
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et al., 1992). In all the PIV images presented in this work, the top boundary of image
represents the inner cylinder wall and the bottom boundary of image represents the outer
cylinder wall.
Before the PIV measurements were carried out, a calibration was performed in order
to convert the measured velocities from pixels to millimeters. The calibration was done
by placing a three dimensional calibration plate in the object plane. As the separation
between two points in the calibration plate was known, these known positions could be
used to calibrate the PIV images.
Experimental Procedure
The critical Reynolds number for the onset of LVF for a Taylor-Couette system occurs
near Rec = 99.53 (Taylor, 1923). Using this value of Rec, a Reynolds number ratio can
be calculated,
R =
Re
Rec
(2.2)
In this work, R was varied between 6 and 200, spanning from Wavy Vortex flow (WVF)
to turbulent Vortex flow (TVF).
The uncertainty in the Reynolds number due to the variation in the inner cylinder
velocity, fluid viscosity and other factors was less than 4%. The uncertainty in the
velocity measurements depends on the ability of seed particles to follow the flow and the
accurate measurement of the particles’ average displacement between PIV images.
It is well know that hysteresis effects may play an important role in Taylor vortex
formation (Park et al., 1981; Anderec et al., 1986). In this experiment to ensure a con-
sistent number of Taylor vortices in the flowfield, one must carefully avoids a sudden
acceleration to a high value of R or data acquiring shortly after start-up or before reach-
ing a quasi-steady state. Also, in order to further ensure that the number of vortices
were identical for each R, all experiments were performed using the following startup
protocol. First, the inner cylinder was accelerated from rest to R=55 at a constant
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angular acceleration of 0.314 rad/s2. The inner cylinder rotation rate was then main-
tained at this angular velocity for half an hour, resulting in a flow state consisting of 14
vortex pairs, as confirmed by visual observation. Then, the rotation rate of the inner
cylinder was increased at a constant angular acceleration of 0.314 rad/s2 or reduced at
a constant angular acceleration of 0.126 rad/s2 until the desired value of R was reached.
Then the number of vortex pairs at this new angular velocity was counted to make sure
the desired 14 Taylor vortex were obtained. After the desired value of R was reached,
the inner cylinder was maintained at the desired angular velocity for approximately 10
minutes before PIV data were collected.
Example PIV velocity fields
Figure 2.4 shows some examples of PIV velocity fields for different Reynolds numbers
in Taylor Couette flow. Figure 2.4-a is an example velocity field at R=6, which is just
beyond the transition to wavy vortex flow. The vortexes are in rectangular shape, and
the inflow and outflow boundaries of the vortexes can be clearly seen extending from
the top and bottom walls (i.e., the inner and outer cylinder walls). Figure 2.4-b is
the velocity field for R=17, the Reynolds number at which the wavy motion reaches a
minimum. The structure of velocity field at this R is similar to the structure at R=6,
except for the absence of the azimuthal waves. Figure 2.4-c shows the velocity field at
R=50, which is beyond the transition to turbulent Taylor vortex flow. The inflow and
outflow exhibit “waviness” of their own, an indication that the flow at these boundaries
is becoming turbulent. Also, it can be seen that small vortexes are beginning to appear
inside the larger vortex structure a further indication of the transition to turbulence. At
even higher R, such as R=80 as shown in Figure 2.4-d, the flow is even more turbulent.
The inflow and outflow boundaries are more difficult to discern due to the turbulence in
these regions. More small vortexes are visible inside the large vortex structure.
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Data analysis
The power spectral density (PSD) describes how the power of a time series is dis-
tributed over various frequencies. In this project, PIV is used to measure instantaneous
velocity fields by tracing the movement of fluid particles in the Taylor-Couette flow.
In the PIV experiments, 2047 images were taken at equally spaced time intervals for
each individual set of experiments. Multiple sets of 2047 images were obtained for each
Reynolds number in the Taylor-Couette flow.
In order to calculate the power spectral density, the Fourier transform of the original
data series must be calculated first. The Fourier transform decomposes a function of
time into the frequencies that compose it. Fourier transformation is formally an analytic
process which uses integral calculus. In our experiments, however, the integrand is a set
of discrete experimental data, and the integration is necessarily done computationally.
Thus, the Discrete Fourier Transform (DFT) is introduced and used in the present work.
The discrete Fourier transform is the equivalent of the continuous Fourier Transform for
signals known only at N instants separated by constant sample times. Since there are
only a finite number of input data points, the DFT treats the data as if it were periodic.
Direct computation of the Discrete Fourier Transform (DFT) for a single N sequence
requires N−1 complex additions and N complex multiplications. Thus, direct computa-
tion of all N points requires N(N−1) complex additions and N2 complex multiplications,
which can be a prohibitive burden for large values of N . The practical implementation
of the DFT on a computer usually uses the Fast Fourier Transform algorithm, which can
the compute the DFT indirectly and reduce the computational complexity to the order
of N logN2 . The fast Fourier transform computes the DFT and yields nearly the same
results as evaluating the DFT directly, but the fast Fourier transform is much faster and
less computationally intensive. Thus, the fast Fourier transform will be used instead of
the DFT in calculating the power spectral density.
18
The input data sequences used for the calculation of Power Spectral Density are the
fluid velocity components in each instantaneous velocity field realization obtained in the
time series for each case in the Taylor-Couette flow. In each realization, the velocity
field is calculated using the interrogation windows representing small area of the PIV
images. The velocity data in each image are then recorded in a matrix form (x, y) over
the recording area. In order to calculate the Power Spectral Density in one image, all
the velocity data in the x array and y array are used and are exported as the input data,
using a 2 dimension Fourier transform process.
The 2D Fourier transforms are calculated using a number of one dimensional Fourier
transforms. First, a complex function h(x, y) is a defined over a two-dimensional grid, 0
6 x 6 N1 -1, 0 6 y 6 N2 -1, and its two-dimensional discrete Fourier transform can be
defined as a complex function H(n1, n2), defined over the same grid,
H(n1, n2) =
N1−1∑
x=0
N2−1∑
y=0
e−2piixn1/N1e−2piiyn2/N2h(x, y), (2.3)
and its inverse transform is then
h(x, y) =
1
N1 ·N2
N1−1∑
n1=0
N2−1∑
n2=0
e2piixn1/N1e2piiyn2/N2H(n1, n2) (2.4)
Considering all 2047 images taken in a time series, the Fourier transform for two
dimensions in time can be used. The generalization of the Fourier transform to more
than two dimensions, for example to L-dimensions, is represented by
H(n1, ..., nL) =
N1−1∑
x1=0
· · ·
NL−1∑
xL=0
e−2piix1n1/N1 · · · e−2piixLnL/NLh(x1, · · ·, xL), (2.5)
In order to use the fast Fourier transform, all N1 to NL should be a power of 2,
which is an efficient length for an computing fast Fourier transform. In the most general
situation a 2D Fourier transform consists of a complex array. However, the most common
application of the fast Fourier transform is for image processing, where each value in the
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array represents a scalar value at one pixel; therefore, the real value is the scalar value
and the imaginary value is 0. If N is not a power of 2, the fast Fourier transform
algorithm cannot be applied directly to the original data sequence. In this project, each
velocity components at each array location is a real value, and zero padding is used to
pad 0 into the array as the imaginary value.
After the original data sequence is zero padded, the PSD can be computed using
the Danielson-Lanczos Lemma which is the most common fast Fourier transform algo-
rithm. The PSD is calculated for velocity fluctuations around average values. With the
Danielson-Lanczos Lemma, the structure of an fast Fourier transform algorithm has two
sections. The first section sorts the data into bit-reversed order. The Fourier transform
can be split into one sum over the even order and one over the odd order. The second
section has an outer loop that is executed log2N times and calculates the transforms.
The definition of power spectral density, P (f), of an N -point sequence x(t), can be
expressed as
P =
1
N
|H(x)|2 0 < f <∞ (2.6)
which means the estimation of a PSD can be found by calculating the Discrete Fourier
Transform (DFT)of a time series. However, before performing this calculation, it is found
that the time series in this project (i.e., the temporal velocity field data) used as the
inputs have a non-zero average. This average will show up in the resulting spectrum and
may possibly have a low-frequency contribution. Hence, in the first step of calculating
the PSD, the average is removed from the signal before starting the DFT processing by
computing the average of the whole time series and subtracting that average from all
data points.
In this work, the input data sequences used for the calculation of Power Spectral
Density are the velocity components in different images taken for each case in the Taylor-
Couette flow, which means the number of image is equal to 2047 for each case. Because
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one image is a 2D data set, a series of images taken in a period of time could be treated
as a 3D data set, where the third “axis” is time. In order to find the distribution of
the power of each image over frequencies, which is the power spectral density, a three
dimensional Fourier transform and a series of two dimensional inverse Fourier transforms
of the data series should be done. For the calculation of PSD, all the velocity data at
every vector position in the image series were normalized by the linear velocity of inner
cylinder, subtracted the non-zero mean velocities, and loaded into the matrix. After zero
padding the imaginary values into the data matrix which transform the data into a power
of 2, a three dimensions Fourier transform based on the previous equation, Equation 2.5,
and methodology was done for the whole data series. In order to find the power spectrum
of each image in the frequency domain, a 2D inverse Fourier transform was performed in
each image based on the 3D Fourier transform result. The total power spectrum in each
image was then calculated using previous step results by applying Equation 2.6, which is
ratio of the sum of the square of the value at every vector location for all three velocity
components and vector numbers. Frequencies were defined using the image numbers and
the time of image capturing, and then normalized by the angular velocity of the inner
cylinder.
Results and Discussion
Figure 2.5 shows a sequence of six instantaneous velocity fields for R=6 (which falls
within the laminar wavy vortex flow regime). The time interval between the vector fields
in each of the sequences is 1.2s. It can be seen that both the inflow and outflow bound-
aries in the WVF move periodically along the reactor axis, and the vortices expand and
contract following the same cycle as the boundary movements due to the superimposed
azimuthal waves on the toroidal vortices. The expansion and contraction of the middle
vortex is made clear by the motion of the arrows indicating the position of outflow and
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inflow boundaries. In addition to the expansion and contraction of the vortex, the vor-
tex position which is shown by the center of the vortex also moves periodically along
the axis. The expansion and contraction and the oscillation of the position of vortex
are due to the effects of azimuthal waves superimposed on the flow. In Taylor vortex
flow, Taylor vortices are time-independent toroidal vortices. Viscous forces dissipate the
centrifugal force resulting from the circular motion. As the flow transiting to WVF,
the azimuthal waves in the Taylor-Couette flow cause periodic motions of the inflow
and outflow boundaries along the cylinder axis and the expansion and contraction of
the vortices. The expansion and contraction are mainly due to fluid transfer between
neighboring vortices due to the traveling azimuthal waves. When the fluid transfer is
into the middle vortex from the two side vortices, the middle vortex expands, while the
contraction is due to fluid transfer in the opposite way. The driving force of the circular
motion overpowers the viscous force which leads to the complexity of WVF. Gollub and
Swinney (1975) reported the similar findings, a periodic state occurring once Reynolds
number rises above a critical value of relative Reynolds number, R∗=0.064 which is
around Reynolds number of 160, in their experiment facility. Compard to Gollub and
Swinney’s work, the velocity fields presented in present work provide clear visualization
of the wavy motions in the flow with the help of the PIV technique. Other researchers
have also observed the same phenomenon. (Lueptow, 1992; Wereley and Lueptow, 1998,
1999; Takeda, 1999; Akonura and Lueptow, 2003). Since the critical value of R is highly
dependent on the facility parameters, the Reynolds number of the onset of wavy vortex
flow varies between experiments.
The power spectral density (PSD) calculated from the instantaneous velocity fields
for R=6 is shown in Fig. 2.6. The sharp peak in the frequency component in the PSD is
due to the periodic motion of the azimuthal waves passing the point of observation. This
is confirmed by observing the sequence of instantaneous velocity fields and noting that
the motion of the inflow and outflow boundaries occurs of the same frequency as this peak
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in the PSD. The magnitude of this sharp frequency peak is a measure of the power of the
waviness corresponding to the motion caused by the azimuthal waves. Peaks at this same
frequency for other values of R in the WVF regime correspond to the presence of these
same azimuthal waves. In Fig. 2.6, the total power spectral density is calculated based
on all three velocity components, i.e. u, v, and w. The horizontal axis of the figure is
the normalized frequency of the power spectral density, defined as the frequency over the
angular velocity of inner cylinder at current Reynolds number, f/ω. This normalization
makes it possible to identify similar features the PSD at different values of R. The peak
magnitude is a relative magnitude in that all presents PSDs in this work are normalized
by the maximum peak magnitude observed at R=6. As a result, the relative magnitude
in Fig. 2.6 is 1.0, and the peak in the PSD at this frequency represents the motion
induced by the azimuthal waves in the TC flow. There is a second smaller peak in Fig.
2.6 at a normalized frequency of 0.14 that represents that corresponds to the modulation
observed in modulated wavy vortex flow. Compared to the primary peak in the figure,
the magnitude of modulated wavy movement is less than 10 percents of the primary wavy
movement. As a result, for R=6 the modulation is very weak, and the flow at this R
appears as WVF. Previous researchers have also used power spectra to investigate WVF,
such as Coles (1965), Takeda (1999), and Gollub and Swinney (1975). In these works,
one single peak was observed in the power spectral density which indicates the same
result in the present work represented the WVF regime. However, the power spectra in
the previous studies were mostly calculated using only one velocity component of the
Taylor-Couette flow. In the present work, the power spectral density is calculated using
all three velocity components, which is helpful in the capturing of traveling azimuthal
waves and the identification of different flow regimes, especially for MWVF as will be
discussed later. Just as was mentioned for the previous figure, the Reynolds number of
the onset of WVF varies based on different experiment facilities, and leads to different
peak frequency of the peak observed in the power spectral density.
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As Reynolds number is increased to R=11, it can be seen in the instantaneous ve-
locity fields (Figure 2.7) that the inflow and outflow boundaries still move periodically
along the reactor axis, and expansions and contractions of vortex also follow the same
cycle as was observed at R=6. However, the periodic motion of the inflow and outflow
boundaries appears to be relatively weaker than at the lower Reynolds number. This
suggests that the superimposed azimuthal waviness still play an important role at R=11,
but the azimuthal waves and wavy motion are becoming weaker than at R=6. As can
be seen in the PSD (Fig. 2.8) at R=11, there is still one dominant peak in the PSD.
However, the relative magnitude of the dominant peak is less than half of the magnitude
observed at R=6. Thus, the PSD also shows that the wavy motion at R=11 is weaker
than the wavy motion at R=6 which corresponds to the result observed in Fig. 2.7. The
normalized frequency of the dominant peak is same as the normalized frequency found
at R=6. Since the frequency of the peak represents the frequency of the azimuthal wave
motion in the flow, the normalized same peak frequency observed at different Reynolds
numbers indicates that same fundamental instability is responsible for the azimuthal
waves observed at the different Reynolds numbers. A second peak can also be seen in
the Fig. 2.8. Compared to the second peak, primary peak is still more than 7 times
larger than the secondary one indicating that the TC flow at R=11 is still primarily
in the regime WVF. However, modulated wavy motion is becoming more significant as
R increases. Note that just as for the primary peak, the normalized magnitude of the
secondary peak also becomes smaller with the increasing of Reynolds number. However,
the ratio of primary to secondary peak strength becomes relatively more significant. This
trend of weaker azimuthal waves was also observed and reported by other researchers.
(Lueptow, 1992; Wereley and Loeptow, 1998, 1999; Takeda, 1999; Andereck et al., 1986;
Wang et al., 2005). In these investigations, WVF , MWVF, and the transition between
the flow regimes were of primary interest. Wavy motion intensity in WVF was briefly
reported in the analysis of the power spectrum. However, the visualization of the disap-
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pearance of wavy motion with increasing the Reynolds number in Taylor-Couette flow,
as in the present work, were lacking in the previous investigations. The mechanism of
this reduced strength of wavy motion was not determined in the previous work. Since
the wavy motion originates from the balance of viscous force and centrifugal force, one
could would assume that this balance of forces varies as the Reynolds number increases
leading to variations in the axial flow and azimuthal flow and result in the weakening of
traveling azimuthal waves.
Figure 2.9 shows a sequence of six instantaneous velocity vector fields for R=15. It
can be seen in the figure that the inflow and outflow boundaries and the center of the
vortex still move along the reactor axis, and there are still expansion and contraction
of the vortex. However, the boundary motion vortex expansion and contraction are
even weaker than those observed in the instantaneous velocity fields at R=11. This
indicates that while there are still traveling azimuthal waves at this Reynolds number,
the influence of traveling azimuthal waves is much smaller than before and the wavy
vortex flow appears to be disappearing. The PSD shows the same trends as the velocity
fields (Fig. 2.10). There is one dominant peak with the same normalized frequency as in
the previous Reynolds numbers, and this peak represents the same traveling azimuthal
waves superimposed upon the Taylor-Couette flow. At R=15 the flow is still in the WVF
regime, but the relative magnitude of the primary peak is only about two-thirds of the
magnitude of the primary peak at R=11 illustrating that the wavy motion observed at
this Reynolds number is weaker and the flow is undergoing the same weakening of the
WVF that was observed when R was increased from 6 to 11. The relative magnitude
of the secondary peak also further decreased with increasing Reynolds number, (indeed,
the secondary peak has nearly disappeared) meaning that both azimuthal wavy motion
and modulated wavy motion are disappearing with increasing Reynolds number.
A sequence of six instantaneous velocity fields for R=17 is shown in Fig. 2.11. The
locations of the inflow and outflow boundaries and the vortex centers remain nearly
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constant over this sequence of velocity fields, and the vortex contraction and expansion
have virtually disappeared. This suggests that traveling azimuthal waves have weakened
to the point of having a negligible effect on the Taylor vortices. This feature is also
observed in the power spectral density at R=17. In Fig. 2.12, the axis of relative
magnitude of the PSD has been scaled down in order to see the power at this R clearly.
It can be seen in the figure that the relative magnitude of the peak at the normalized
frequency corresponding to the wavy motion is less than four percent of the primary
peak magnitude that was observed at R=6 indicates that for R=17, the wavy motion
has all but disappeared since the peak at the normalized frequency corresponding to the
azimuthal waves is just above the background noise. Also, the same feature is observed
in the secondary peak corresponding to the modulation. Its normalized value is less than
0.02 at R=17.
In Figs. 2.13 through 2.16, contour plots of the azimuthal velocities for R=6, 11, 15,
and 17 are presented. It can be seen in the contour plots that vortex center moves peri-
odically which agrees with the results in both instantaneous velocity fields and PSD, and
similar results to those previously observed can be seen in the expansion and contraction
of the vortexes in the figures. As the relative Reynolds number R increases from 6 to 17,
the amplitude of oscillation of the vortex decreases. At R=17, the shapes of the contour
plots are almost unchanged with time, indicating that the periodic behavior associated
with the presence of azimuthal waves is nearly absent.
Fig. 2.17 and 2.18 represent the first and second peak in the PSD at different Reynolds
numbers from 6 through 17. The vertical axis is still the relative magnitude which is
normalized by the maximum peak magnitude observed at R=6. It can be seen in Fig.
2.17, that the relative magnitude of the dominant peak decreases with the increasing of
Reynolds number before reaching the minimum, R=17. The wavy motion induced by
the azimuthal wave becomes weaker and disappears when R increases from 6 to 17. Same
trend can be found in Fig. 2.18 for the second peak in the PSD at different Reynolds
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numbers. The relative magnitude of the second peak decreases which represents the
modulated wavy motion disappears in the Taylor-Couette flow. As shown in the figures,
the comparison between the relative magnitude of the second peaks and the first peaks
proves that the WVF dominates the flow.
As the Reynolds number of the Taylor-Couette flow increases, the wavy motion that
was observed to decrease and reach a minimum at R=17 may be expected to remain
small at higher R. However, Fig. 2.20, which represents the PSD at R=19, shows a
sudden rise in the relative magnitude of a peak at a normalized frequency of 0.15, which
is the frequency observed that corresponded to wave modulation. To allow for easy
comparison with the peak observed at a normalized frequency of 0.05 at lower R, the
magnitude of this 0.15 peak is also normalized by the magnitude of the primary peak
observed at R=6. It can be observed in Fig. 2.20 that the peak at the 0.05 normalized
frequency remains small as the Reynolds number increased to 19 while the peak at the
frequency representing modulated wavy motion is now the larger peak. The appearance
of this new primary peak at higher frequency indicates the reappearance of azimuthal
waves at R=19, but at a higher frequency than observed at lower R. Figure 2.19 shows
a sequence of six instantaneous velocity vector fields at R=19. It can be seen that
the inflow and outflow boundaries once again move (although the motion is small) and
the center of vortices also move in the same cycle as the boundaries. The movements
are due to the reappearance of the azimuthal waves in the Taylor-Couette flow with
a normalized frequency of 0.15. This reappearance of the traveling azimuthal waves
was first reported by Walden and Donnelly (1979). In their research, the reappeared
azimuthal waves were found in a power spectrum analysis of velocity data. They briefly
reported on the reappearance without any specific investigation and argued that the
reappearance only occurred in large aspect ratio reactors. The work of Takeda (1999)
was the first detailed investigation of the reappearance of azimuthal waves. In Takeda’s
experiments, the reactor had a relatively short aspect ratio, below the threshold reported
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by Walden and Donnelly, and experimental data were analyzed using Fourier and proper
orthogonal decomposition. Takeda reported the reappearance of a frequency peak in
Fourier analysis at R=23 after the disappearance of this flow mode at R=21. Since
the experiment facilities in present work are different from Takeda’s experiments, the
Reynolds number is expected to be different. However, the range of disappearance and
reappearance of the traveling azimuthal waves in the present work agrees with Takeda’s
results. Furthermore, since the experimental results in the present work are collected by
high speed PIV with high speed cameras, velocity fields which are capable of capturing
the weak wavy motion of the reappeared azimuthal waves can provide good visualization
of the reappearance in addition to the power spectrum analysis.
At R=21, a sequence of instantaneous velocity fields are shown in Fig. 2.21, and the
inflow and outflow boundaries near periodic movements and expansion and contraction of
the vortex can still be observed, even though they are weaker than all previous results.
This indicates the reappeared azimuthal waves are still present in the Taylor-Couette
flowat this Reynolds number. Figure 2.22 is the PSD result for the flow at R=21. In this
figure, the relative magnitude of this new primary weak peak decreases from 0.08 to 0.04
as the Reynolds number increases from 19 to 21. This follows the previous observations
at lower R that the wavy motion decreases as R is increased.
Figure 2.23 shows a sequence of instantaneous velocity fields at R=24. Unlike at
R=19 and 21, there is hardly any movements can be observed in the vortex boundaries or
center. The inflow and outflow boundaries of the vortex stay nearly fixed in one position,
and the vortex size does not vary over time. These results suggest that the reappeared
azimuthal waves are in the process of disappearing again in the Taylor-Couette flow. In
the PSD result shown in Fig. 2.24, the relative magnitude of the reemerged peak at a
normalized frequency of 0.15 has dropped to 0.02, which is a further indication of the
decay of the reemerged azimuthal waves in the flow. This also corresponds to the finding
in Fig. 2.23.
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As the Reynolds number increases further, the wavy motions continues to decay in
the Taylor-Couette flow. Figure 2.25 is a sequence of instantaneous velocity fields at
R=30. In this figure, no periodic movements of inflow and outflow boundaries or the
Taylor vortices are observed. However, small scale turbulent structures appear in the
velocity field which represents the Taylor-Couette flow transiting to turbulence. In Fig.
2.26, which is the PSD result at R=30, the magnitude of the peak of a normalized
frequency of 0.15 is no longer present indicating that the reemerged azimuthal waves
have disappeared.
Summary and Conclusion
In the Taylor-Couette reactor described in this work, the presence and characteristics
of azimuthal waves were investigated over a range of Reynolds numbers spanning the
wavy vortex regime, the modulated wavy vortex regime, and the transition to turbulence.
These regimes were studied using stereo PIV to obtain time-resolved three-component
velocity field data in a meridional plane of a device and the application of a Power
Spectral Density analysis method to the collected velocity fields.
The Wavy Vortex flow and Modulated Wavy Vortex flow regimes were characterized
by travelling azimuthal waves. As the flow underwent transition from laminar WVF to
MWVF then TTVF, the azimuthal waves were observed to first weaken, then disappear,
and then reappear again at a higher frequency. In the power spectral density analysis,
power spectra obtained at a fixed position for a WVF shows an isolated primary peak
which corresponds to the oscillations caused by this azimuthal wave. A second weak
peak appears in the power spectral which can be attributed to a modulated frequency of
the fundamental azimuthal wave. As the flow began to transition to TTVF no obvious
peak dominated in the power spectral and there was a rise in the background “noise”
level, indicating a broadband transition to turbulence. It was difficult to observe the
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modulated wavy vortex flow in this reactor by visual observation of the flow or in the
PIV velocity data, a phenomenon which has also been noted in other studies (Takeda
et al., 1994; Wereley and Lueptow, 1994; Wang et al., 2005). However, using the power
spectral density analysis method, one can detect the MWVF by observing the secondary
peak in power spectral density function. Thus, it was found that the power spectral
density analysis described here is an efficient and valid method for investigating flow
transitions in Taylor Couette flow.
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Figure 2.1 Example flow regimes of Taylor-Couette flow: (a) TVF (b) WVF (c) MWVF
(d) TTVF (Fenstermacher et al., 1979)
Figure 2.2 Apparatus of experiment: Cylinder Length: 43.18cm; Inside Cylinder Di-
ameter: 6.985cm; Outside Cylinder Diameter: 9.525cm
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Figure 2.3 Schematic of experiment setup
Figure 2.4 Example of PIV velocity fields
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Figure 2.5 PIV velocity fields for R=6
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Figure 2.6 Power Spectral Density for R=6
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Figure 2.7 PIV velocity fields for R=11
0.00 0.05 0.10 0.15 0.20
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
R
e
la
tiv
e
 
M
a
gn
itu
de
Normalized Frequency (f/? )
Figure 2.8 Power Spectral Density for R=11
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Figure 2.9 PIV velocity fields for R=15
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Figure 2.10 Power Spectral Density for R=15
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Figure 2.11 PIV velocity fields for R=17
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Figure 2.12 Power Spectral Density for R=17
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Figure 2.13 Contour plot of axial velocity for R=6
Figure 2.14 Contour plot of axial velocity for R=11
37
Figure 2.15 Contour plot of axial velocity for R=15
Figure 2.16 Contour plot of axial velocity for R=17
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Figure 2.17 First Peak in PSD of R from 6 through 17
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Figure 2.18 Second Peak in PSD of R from 6 through 17
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Figure 2.19 PIV velocity fields for R=19
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Figure 2.20 Power Spectral Density for R=19
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Figure 2.21 PIV velocity fields for R=21
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Figure 2.22 Power Spectral Density for R=21
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Figure 2.23 PIV velocity fields for R=24
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Figure 2.24 Power Spectral Density for R=24
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Figure 2.25 PIV velocity fields for R=30
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Figure 2.26 Power Spectral Density for R=30
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CHAPTER 3. NUMERICAL INVESTIGATION OF
TAYLOR-COUETTE FLOW WITH k − ε MODEL
A paper in preparation
Abstract
Unsteady Reynolds-averaged Navier-Stokes (RANS) simulation were performed over
a range of Reynolds numbers for a Taylor-Couette flow with the fixed outer cylinder and
rotating inner cylinder and compared in detail with stereoscopic particle image velocime-
try (PIV) measurements. A finite-volume Computational Fluid Dynamics (CFD) library,
OpenFOAM, was used to discretize and solve the filtered Navier-Stokes equation. The
effects of grid resolution on the results of the RANS simulation using the k-ε turbulence
model results were investigated for both 2D and 3D computational grids. Model valida-
tion was performed by comparing RANS results for velocity statistics such as the axial,
radial, and azimuthal velocities and turbulent kinetic energy with the stereo PIV data. In
addition, the power spectral density (PSD) of the RANS simulation were computed and
compared with PIV data to determine if the unsteady RANS simulations could capture
the instabilities and periodic motions due to that instabilities. Excellent agreement was
observed leading to the conclusion that the RANS with k-ε model accurately captures
the important characteristics of all the turbulent and unsteady features present in the
Taylor-Couette flow. The 2D and 3D simulations yield similar results, suggesting the 2D
simulation provides a precise and and economical method for simulating the turbulent
Taylor-Couette flow.
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Introduction
Couette flow was first investigated in the viscosity research of Mourice Couette (1890).
Later, in 1923, Geoffrey I. Taylor discovered and described the cellular motion that de-
velops with the rotation of the cylinder. A fluid which is confined between two concentric
cylinders with inner and perhaps the outer cylinder rotating along the concentric axis
is called Taylor-Couette flow. Taylor-Couette flow is a classic and important flow in
fluid mechanics and has been studied for more than a hundred years. For a fixed outer
cylinder, the flow undergoes a series of transitions from purely laminar flow, to vortex
flow, to turbulent vortex flow as the inner cylinder increases rotation velocity from rest.
The behavior of a Newtonian fluid confined in the annulus can be characterized by the
rotational Reynolds number.
Re =
ωri (ri − ro)
ν
(3.1)
where ω is the inner cylinder angular velocity, ri and ro are the radii of the inner and
outer cylinders, respectively, and ν is the kinematic viscosity of the fluid.
As a canonical flow in fluid mechanics, Taylor-Couette flow has been studied widely
by many researchers. As the rotation velocity of inner cylinder increases pass a critical
value, the laminar flow between the gap of inner and outer cylinder develops a series of
instabilities. For low Reynolds numbers, the flow which develops is called Taylor vor-
tex flow (TVF) and has time-independent and axisymmetric vortices. If the Reynolds
number is increased above a critical value, the vortices in the flow begin to oscillate in
position, size, and shape due to the emergence of azimuthal waves and the flow becomes
Wavy vortex flow (WVF). Based on spectral analysis, this state can be described by one
temporal frequency (Coles, 1965; Andereck et al., 1986). The value of the Reynolds num-
ber at this critical value of the rotation velocity is defined as Rec, where Rec depends on
the radius ratio of the cylinders, η. In this paper, all the Reynolds numbers presented are
the relative Reynolds number, which is defined as the ratio of actual Reynolds number
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to the critical Reynolds number, R = Re/Rec. When the Reynolds number is increased
further, the flow turns transitions to modulated Wavy vortex flow (MWVF). MWF still
involves non-axisymmetric vortices, but vortices are described by two temporal frequen-
cies (Gorman and Swinney, 1982; Swinney, 1983; Andereck et al., 1986). As the Reynolds
number is further increased, non-periodic spatial structure appears in the flow, and the
flow states in the Taylor-Couette flow transition to chaotic wavy vortex flow (CWF)
(Brandstater and Swinney, 1987)and then finally turbulent Taylor vortex flow (TTVF)
(Gollub and Swinney, 1975). In the turbulent regime, power spectral density analysis
on Taylor vortex flow has some limitations due to a broadband spectrum in the PSD
representing the turbulent nature of the flow making it difficult to isolations due to wavy
motion.
Computational Fluid Dynamics (CFD) is the analysis of systems involving fluid
flow, heat transfer and associated phenomena such as chemical reactions by means of
computer-based simulation. The technique is very powerful and spans a wide range of in-
dustrial and non-industrial application areas. CFD has been developed and widely used
in the investigation of turbulent flow in the recent decades. Different techniques have
been developed for simulating turbulent flows, including Direct Numerical Simulation
(DNS), Large Eddy Simulation (LES), and Reynolds-averaged Navier-Stokes (RANS)
simulation. DNS is the most accurate method in which the turbulence is not modeled at
all, but it is prohibitively very expensive. In LES, only the smallest scales of turbulence
are modeled, which can reduce computational costs; however, LES is still computation-
ally expensive. Reynolds-averaged Navier-Stokes (RANS) simulations model all of the
turbulence, making them the least expensive. However, the accuracy of RANS models
must be validated when it is applied. In the present study, we seek to investigate the
accuracy of using RANS to model this Taylor-Couette flow over a large range of Reynolds
numbers. Both 2D and 3D unsteady RANS simulations are investigated, and compared
with stereo PIV results.
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Compared quantities include mean velocities and turbulent kinetic energies. A PSD
analysis is also performed to determine if the RANS simulations can capture the insta-
bilities that cause the azimuthal waves to appear in the flow.
Experimental Section
Experiment Apparatus
The inner cylinder of the Taylor-Couette reactor in present work had a diameter of
6.985cm while the outer cylinder had a diameter of 9.525cm, resulting in an annular gap
width between the cylinders of 1.27cm. Both cylinders were made of Plexiglas, and the
outer cylinder was enclosed in a square Plexiglas box. The length of the cylinders was
43.2cm. The inner cylinder was driven by a compumotor control system with digital
controller.
The working fluid in the apparatus was a mixture which had its refractive index
matched with that of the Plexiglas (1.4905). The mixture contained water (90% by
volume) and glycerol (10% by volume) with sodium iodide and small quantities of sodium
thiosulfate. The mixture was created by beginning with a saturated solution of sodium
iodide in water and glycerin until the index of refraction matched that of water. Silver-
coated hollow glass spheres with a density of 1.6 g/cm3 and an average diameter of 13
µm were used as the PIV seed particles. The density of working fluid was 1.85 g/cm3,
and the viscosity of the working fluid was 1.71× 10 −6 m2/s. For this apparatus, the
critical value of Reynolds number was Rec = 99.53.
PIV Measurement
The PIV system used in present work was a Lavison Inc. high speed stereoscopic
PIV system. A thin laser sheet which was formed by the combination of spherical plano-
convex lens and cylindrical planoconcave lens was reflected by a mirror and then passed
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through the outer cylinder to illuminate a thin region of the annulus. The laser sheet was
carefully aligned in the meridional plane to avoid a possible anomalous apparent radial
velocity component caused by the azimuthal path of the particles through the laser sheet.
The images were captured in the illuminated plane at the different investigate Reynolds
numbers, and the images measured 1024 pixels axially and 1024 pixels radially. An
interrogation region of 32×32 pixel with 50% overlap between adjacent interrogation
regions was used to calculate the velocity vectors in the images resulting in an in-plane
velocity vector spacing of 0.4mm.
At the beginning of each experimental measurement, the inner cylinder was acceler-
ated from rest to R = 55 at a constant angular acceleration of 0.314rad/s2. The inner
cylinder angular velocity was maintained constant at this velocity for half an hour be-
fore increasing to higher velocity at a constant angular acceleration of 0.314rad/s2 or
reducing to a lower velocity at a constant angular acceleration of 0.126rad/s2. In order
to ensure the number of vortices had maintained a steady state, the inner cylinder was
maintained at the desired angular velocity for approximately 10 minutes before PIV data
were collected.
CFD Methodology
Governing Equations
The general Navier-Stokes equations and conservation of mass are expressed as:
∂ρ
∂t
+∇ · (ρV ) = 0 (3.2)
ρ(
∂V
∂t
+ V · ∇V ) = −∇P +∇ · T + f (3.3)
where V is the fluid velocity vector, ρ is the fluid density, P is the pressure, T is the
stress tensor, and f represents body forces acting on the fluid.
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The pseudo-random nature of a turbulent flow make a statistical approach to describ-
ing the turbulence in the flow a useful strategy. Accordingly, Reynolds decomposition
can be used to describe the turbulent field such that
u(t) = u¯+ u′(t) (3.4)
That is, velocity is decomposed into a steady mean value of velocity u¯ with a fluctuating
component u′(t) superimposed on it. Turbulent flow can then be characterized in term of
mean values of fluid properties and some statistical properties of their fluctuation. Using
Reynolds decomposition, the effects of fluctuations on the mean flow can be investigated.
Similar to the velocity, the flow variables P can be replaced by the sum of a mean
and fluctuating component. Then an ensemble average is taken for both the continuity
equation and the momentum equations in the Navier-Stokes equation for the mean flow.
This yields the Reynolds-averaged Navier-Stokes equations.
∂ρ
∂t
+∇V = 0 (3.5)
∂u¯
∂t
+∇ · (u¯V ) = −1
ρ
∂P
∂x
+ ν∇·∇u¯+ 1
ρ
[
∂(−ρu′2)
∂x
+
∂(−ρu′v′)
∂y
+
∂(−ρu′w′)
∂z
] (3.6)
∂v¯
∂t
+∇ · (v¯V ) = −1
ρ
∂P
∂x
+ ν∇·∇v¯ + 1
ρ
[
∂(−ρu′v′)
∂x
+
∂(−ρv′2)
∂y
+
∂(−ρv′w′)
∂z
] (3.7)
∂w¯
∂t
+∇ · (w¯V ) = −1
ρ
∂P
∂x
+ ν∇·∇w¯ + 1
ρ
[
∂(−ρu′w′)
∂x
+
∂(−ρv′w′)
∂y
+
∂(−ρw′2)
∂z
] (3.8)
where V is the mean flow velocity vector, ρ is the flow density, and P is the pressure. The
term in the square bracket on the right hand side of the equation represents the additional
apparent stress as that results from the velocity fluctuations. These additional apparent
stresses are called Reynolds stresses. Since no additional equations are available to solve
these extra unknown quantities, it is necessary to develop turbulence models to predict
the Reynolds stresses and the scalar transport terms and close the system of mean flow
equations in order to be able to analyze turbulent flows using the RANS equations.
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Turbulence Model
A large number of models exist to model the turbulence and thus have closure in the
RANS equations (Kolmogorov, 1942; Saffman, 1970; Wilcox and Alber, 1972; Wilcox,
1988; Spalart, 1992). Among these models, the two-equation models are presently the
most widely used and validated be far. There are many two-equation models for en-
gineering and environmental flows have been used in practice. Among them is the
kappa-epsilon (k − ε) model, which has been most widely used RANS closure model.
The k − ε model focuses on the mechanisms that affect the turbulent kinetic energy.
The turbulent kinetic energy is the energy contained in the velocity fluctuations and can
be calculated as k=1
2
(u′2 + v′2 + w′2) The standard two-transport-equation k − ε model
solves for turbulent kinetic energy and turbulent dissipation, where turbulent dissipation
is the rate at which velocity fluctuations dissipate due to viscous effects in the flow. The
transport equations contain coefficients empirically derived and typically are valid for
fully turbulent flows only.
In order to develop a mathematical description of the turbulent stress, Boussinesq
introduced the concept of an eddy viscosity analogous to the fluid viscosity such that
Reynolds stresses would be proportional to mean rates of deformation. Using the suffix
notation, the turbulent stresses in the Boussinesq model can be expressed as
τij = 2µtSij − 2
3
ρkδij (3.9)
where k is the turbulent kinetic energy per unit mass, µt is the turbulent (or eddy)
viscosity, and Sij is the mean strain-rate tensor. In the standard k − ε model, the eddy
viscosity is determined using a single turbulence length scale, and thus the calculated
turbulent diffusion is that which occurs only at this specified scale. Of course, this is a
simplification, because in reality all scales of motion will contribute to the turbulent dif-
fusion. The k-ε model then uses the gradient diffusion hypothesis to relate the Reynolds
stresses to the mean velocity gradients and the turbulent viscosity. The standard k − ε
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model (Launder and Spalding, 1974) has two model equations, one for k and one for ε.
Applying dimensional analysis, the eddy viscosity can be found to be:
µt = ρCµ
k2
ε
(3.10)
where Cµ is a dimensionless constant. The standard k-ε model then uses the following
transport equations for k and ε:
ρ
∂k
∂t
+ ρuj
∂k
∂xj
= τij
∂ui
∂xj
− ρε+ ∂
∂xj
[(µ+ µt/σk)
∂k
∂xj
] (3.11)
ρ
∂ε
∂t
+ ρuj
∂ε
∂xj
= Cε1
ε
k
τij
∂ui
∂xj
− Cε2ρε
2
k
+
∂
∂xj
[(µ+ µt/σε)
∂ε
∂xj
] (3.12)
with closure coefficients: Cε1 = 1.44, Cε2 = 1.92, Cµ = 0.09, σk = 1.00, σε = 1.3, and
auxiliary relations: ω = ε/(Cµk) and l = Cµk
3/2/ε.
Since there are inevitably regions close to solid walls and other interfaces where the
local Reynolds number of turbulence is so small that viscous effects predominate over
turbulent ones, the wall-function-method of accounting for these regions is widely used
in the k − ε model. The wall-functions provide for a correction to the k − ε model in
these more viscous, less turbulent regions, because recall the k − ε model is valid only
for fully turbulent flows. At high Reynolds number, the standard k− ε model avoids the
need to integrate the model equations right through to the wall by making use of the
universal behavior of near-wall flows. Using the assumption that the rate of turbulence
production equals the rate of dissipation and incorporating the eddy viscosity formula,
the wall-functions are developed as follow, which relate the local wall shear stress to the
mean velocity, turbulence kinetic energy, and rate of dissipation.
u+ =
1
κ
ln(Ey+) k =
µ2τ
2
√
Cµ
ε =
µ3τ
κy
(3.13)
where Von Karman’s constant, κ = 0.41 and the wall roughness parameter E = 9.8 for
smooth walls.
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Method of Solution
The CFD simulation of the Taylor-Couette flow was performed using the OpenFOAM
software package. OpenFOAM is an open source CFD software package that consists
of customized numerical solvers, and pre- and post-processing utilities for the solution
of computational fluid dynamics. OpenFOAM includes a large range of solvers each de-
signed for a specific class of problem. The equations and algorithms differ from one solver
to another so that the selection of a solver involves the user making some initial choices on
the modeling for particular case. In the OpenFOAM package, the RANS methodology is
included in the software as one of the turbulence models for incompressible/compressible
flow. Turbulence models to close the RANS equations are also provided in OpenFOAM.
In present work, both 2D and 3D meshes were generated by the OpenFOAM package.
Figure 3.1 shows the 3D mesh generated by the package.
The precision of RANS simulations and the economy of the computations are strongly
dependent on the grid resolution. Thus, a series of pre-simulations were performed to
determine the optimal choice of grid needed to accurately capture the flow physics of
the Taylor-Couette flow while keeping computational costs as small as possible. A grid-
resolution study for both 2D and 3D simulations using the linear (second order central)
scheme for interpolation and Gaussian integration for the velocity gradient was per-
formed. The effect of increasing grid resolution was investigated. A series of simulations
with progressively finer grid resolutions were performed, with the final two grid resolu-
tions in 2D simulations being: 50 × 1400 and 75 × 2100. In the 3D simulations, the
final two grids consisted of a total of 946400and 4258800 cells. In order to test the grid
convergence, velocity profiles for the 2D and the 3D simulations for different Reynolds
numbers were compared.
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Grid Resolution Comparison
Figure 3.2 compares profiles for the three velocity components (radial, axial, az-
imuthal) in Taylor-Couette flow for the two finest grid resolutions in the 2D simulations.
The coarser resolution contains a total of 70000 cells, while the number of cells in the
finer resolution is 157500. It can be seen from the figure that the results from both grid
resolutions are in close agreement in all the three velocity components, demonstrating
that both grid resolutions yield similar simulation results. Since the finer grid requires
more computational time than the coarse grid while providing the same results, the
coarse grid was selected as a better choice for the 2D simulations in this investigation.
The same three velocity profiles for the two finest 3D grid resolutions are compared in
Fig. 3.3. The coarse grid in the 3D simulations contains 946400 cells, while the finer grid
consists of 4258800 cells. In this figure, all three velocity profiles for both grid resolutions
are nearly an exactly match with each other indicating that same simulation results can
be achieved from both grid resolutions and thus the results are converged. The coarse
grid saves much time and computational sources compared to the finer grid for the 3D
simulations, and thus using the coarse grid is a better choice than using the finer one in
these simulations.
In the following section, the presented computational results are found using 70000
cells in the 2D simulations and 946400 cells in the 3D simulations.
Results and Discussion
In this section, the results of the 2D and 3D RANS simulations are compared with
the stereo PIV experiments to determine how accurately both RANS models predict the
mean velocities, the turbulent velocity statistics turbulent dissipation, and the power
spectral density of the turbulent flow. For these comparisons, the RANS simulations run
for sufficiently long time to allow for the flow to reach a dynamic steady state.
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Velocity Statistics Comparison
Comparisons between the RANS simulations and stereo PIV data have been made
for the turbulent Taylor-Couette flow at different Reynolds numbers. The comparisons
are most easily made using profile plots of the mean velocity and turbulent statistics.
Note that for the 2D simulations, the simulation plane was used for comparison with the
PIV data, while for the 3D simulations a single plane was sampled from the simulation
volume to compare with the PIV data. When creating the profiles, two different profile
locations were chosen. One was chosen along the centerline of the gap, while the other
was chosen near the inner cylinder one-eighth of the gap width from the inner cylinder.
The profile locations are shown in Fig. 3.4.
A comparison of 2D RANS simulation with PIV data along the gap centerline con-
taining the mean velocity profiles for axial, radial, and azimuthal velocity as well as
Turbulent Kinetic Energy (TKE) at R = 60 is shown in Fig. 3.5. As in all of the com-
parison plots, the RANS data in Fig. 3.5 are represented by symbols, and the PIV data
are presented using lines. As can be seen in the Fig. 3.5, the axial and radial velocity
profiles of simulation match with the PIV data well except for a small difference in the
radial velocity at the outflow boundary. In the azimuthal velocity profile comparison, the
basic shape and magnitude for both the simulation and PIV data agree with each other.
Some small variations in the shape do appear in the comparison of simulation with PIV
result. This is because the azimuthal velocity, being the out-of-plane velocity component
is relatively more difficult to capture in the experiment. However, the azimuthal velocity
also compares well, and thus overall, the mean velocities show remarkable agreement. In
the TKE comparison, the simulation agrees very well with the PIV data. These results
demonstrate that at this Reynolds number the 2D RANS method using the k− ε model
is very accurate in simulating the Taylor-Couette flow.
As the rotation velocity increases, the azimuthal velocity will increase as a result.
In Fig. 3.6, the Reynolds number is increased to R = 80. The peak absolute value of
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azimuthal velocity in the profiles increases with Reynolds number which corresponds to
the increasing angular velocity of rotating inner cylinder. However, the magnitudes of
the axial and the radial velocity barely change, suggesting that increasing the rotating
velocity of inner cylinder affects mainly the azimuthal velocity and not the axial and
radial velocities. The RANS results for all three mean velocity profiles compare well
with the PIV data with only the same small difference in radial velocity observed at
the outflow boundary. It can also be seen in Fig. 3.6, that the mean magnitude of the
TKE increases with the angular velocity of the inner cylinder which represents the flow
becoming more turbulent at higher Reynolds number. In the figure, the TKE of the
simulation and of the PIV results also agree well with each other, demonstrating the
simulation is accurate at this Reynolds number.
In Fig. 3.7, the three mean velocity profiles are compared for R=130 between PIV
and simulation. The simulation results once again agree with the PIV data well. The
magnitudes of azimuthal velocity and TKE continue changing with the increasing of
Reynolds numbers while the other two mean velocities barely change.
For Reynolds number R = 160, Fig. 3.8 shows that the absolute magnitude of the
peak azimuthal velocity profile increases still higher (as expected) with the increase in
Reynolds number, while the velocity profiles in other two directions remain unchanged,
and TKE magnitude also continues to rise. As for the lower Reynolds numbers, the
RANS simulation predicted the same shape, magnitude, and trends in the profile plots
as the PIV data.
As the Reynolds number is increased to R = 190, the same trends of increasing
magnitude of azimuthal velocity and TKE appear, as shown in Fig. 3.9. The simulation
results also have good agreement with the PIV data. In fact, compared with the previous
cases, the velocity profiles of the simulation actually agree better with PIV for this highest
Reynolds number. This is not unexpected, as the k − ε model assumes high Reynolds
number, fully developed turbulence, and R=190 is the case that most closely approaches
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this assumption. Also at R = 190, the highly turbulent flow leads to multiple peaks
in the experimental TKE plot, while the RANS simulation generates only a single peak
corresponding to the unsteady (not turbulent) motion in the flow.
Figures 3.10 through 3.14 are the mean velocity profiles for the axial, radial, and
azimuthal velocities and the TKE comparison between PIV and simulation results near
the inner cylinder wall (1/8 of the gap distance from the wall). As can be seen in the
figures, all the mean velocity and TKE results of the simulation match with the PIV data
well. The azimuthal mean velocity and TKE magnitudes also follow the same trends as
the comparisons made at the center of the gap.
In addition to the 2D simulations, the three mean velocity profiles and the TKE of
the 3D simulations are also compared with PIV data for R=60 in Fig. 3.15. It can
been in the figure that all the simulation velocity profiles and TKE compare well with
PIV data except for a variation in the radial velocity magnitude. Based on the velocity
statistics comparison for cases at different Reynolds numbers, the 2D and 3D simulations
with RANS method are accurate in the study of flow. However, since the 2D simulations
yield nearly the same results as the 3D simulations and they consume much less time
computing the simulation results, the 2D simulation were deemed a better choice in the
simulation of Taylor-Couette flow, and thus were used for most of the investigations
presented in this thesis.
In addition to the mean velocity profiles and TKE, turbulence dissipation rates have
also been compared between PIV and simulation results at the center of the gap at
different Reynolds numbers in Figs. 3.16-3.20, and near the wall (1/8 of the gap distance
from the wall) in Figs. 3.21-3.25). The peak in the dissipation rate for both PIV and
CFD increases as the Reynolds number increases which, of course, is expected since the
k − ε model balances TKE and dissipation. There is a mismatch in the locations of the
peaks in TKE and dissipation. The TKE peaks very close to the vortex centers, while
the dissipation peaks close to the vortex boundaries (but not at the boundaries), where
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velocity gradients are the highest. The shape and magnitude of simulation results are
very close to those of the PIV data, demonstrating that the simulations accurately predict
the turbulence dissipation rate. The same trend and agreement between simulation and
experiment are observed in the dissipation rate comparisons near the cylinder wall.
Reynolds stress Results
Because the PIV results include all three components of instantaneous velocity, it is
possible to directly compute Reynolds stresses from these data (the simulation results
yields only TKE, not the individual Reynolds stresses). Figs. 3.26-3.28 are the normal
stresses along the gap centerline at different Reynolds numbers, and Figs. 3.29-3.31 are
the shear stresses along the gap centerline. In these plots, axial position equal to zero
is located at outflow boundary. The normal stresses and shear stresses are normalized
using the rotating velocity of the inner cylinder. The magnitude of the normalized normal
stresses u′u′ and w′w′ decreases as the Reynolds number increases, while the other normal
stress, v′v′, increases with increasing Reynolds number. All three normal stresses become
more homogeneous with increasing R, suggesting that the Taylor vortex structure in the
flow become less pronounced with increasing R. The normalized shear stresses of u′v′
and u′w′ follow the same trend, with the magnitude decreasing with increasing Reynolds
number. However, the shear stress v′w′ increases with the inner cylinder accelerating.
These shear stresses also become more homogeneous with increasing Reynolds numbers.
Reynolds stresses contribute to the momentum flux transferred in the different direc-
tions in the turbulent flow. For example, u′u′ represents the u momentum flux transferred
in the u direction and u′v′ represents the u momentum flux transferred in the v direction.
In turbulent Taylor-Couette flow, streamwise momentum flux is mainly transited by the
flow structure of the Taylor vortex. As Reynolds number increases, the flow becomes
highly turbulent and breaks the structures of toroidal vortices into small turbulent vortex
structures which causes the advection of streamwise momentum flux becoming less pro-
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nounced in the turbulent Taylor-Couette flow. This explains the phenomenon that both
the normal and shear stress in the Taylor-Couette flow appear to be more homogenous
with increasing Reynolds number.
The other profile plane, one eight of the gap distance from the inner cylinder wall is
the same as the previous velocity profiles investigation, is used in the study of Reynolds
stress. Figures 3.32-3.34 are the normalized normal stress at this location, and Figures
3.35-3.37 are the normalized shear stresses at this location. All these results present the
same trends as the gap center profiles discussed above.
Power Spectral Density Results
The Power Spectral Density (PSD) describes how the power of a signal or time series is
distributed over frequencies. It is useful in analyzing the Taylor-Couette flow, especially
for low Reynolds number because it makes it easy to identify and describe unsteady
periodic motion in the flow. When the flow becomes turbulent, the power spectrum
of the experimental data includes broadband turbulence, making it difficult to identify
the contribution due to unsteady motion. The results of the unsteady simulation do not
contain turbulence contribution in the PSD, and only contain unsteady flow contributions
of the turbulent Taylor-Couette flow.
First, a comparison between the simulation and PIV power spectral densities at
Reynolds number R = 17 is made in Fig. 3.38. In the previous chapter, where the power
spectrum was found from the experimental data, the Reynolds number R = 17 was found
to be the special case where the traveling azimuthal waves all but disappear in the flow
resulting in very weak peaks in the PSD results. The “relative magnitude” in Fig. 3.38
is the ratio between magnitude of the PSD at R = 17 to the dominant peak magnitude
at R = 6, (this is the same normalization used in chapter 2). The result of 2D RANS
simulation using k − ε model agrees well with the PIV power spectrum. The flow at
R=17 is mostly laminar, but RANS simulations were performed at this R to determine
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if the RANS simulations were sensitive enough to capture the instabilities that lead to
the azimuthal wave motion. Both plots have no sharp peaks and two small rises at the
same normalized frequency regime which represents the previously found result that the
traveling azimuthal waves in the flow at this rotation velocity are extremely weak.
At higher rotational velocities, Taylor-Couette flow becomes turbulent. Figure 3.39
shows the comparison between the PSD of the PIV and simulation results at a Reynolds
number of 50. It can be seen in the figure that there are multiple peaks in the PIV plot
which results difficulties in defining the wavy motions in turbulent flow. This also is
a consequence of the limited amount of PIV data used in this plot. The experimental
PSD plot is generated by averaging by together the PSD for individual PIV experiment
runs at each Reynolds number, but experimental constraints limit the number of runs
available for analysis. In the simulation plot, there is only one dominant peak in the
power spectrum which represents an unsteady wavy motion in the turbulent Taylor
Couette flow. The normalized frequency of this peak corresponds to the first peak in the
PIV results and can be used to help interpret the PIV data. There is also a broadband
component due to small scale turbulence in the PIV power spectral density result which
does not appear in the simulation results since the turbulence in the simulation is not
resolved.
Figure 3.40 presents the comparison between simulation and PIV results at Reynolds
number R =55. The peak power spectrum magnitude of the dominant peak both the PIV
and simulation results was lower than at R=50 indicating that the unsteady wavy motion
is weaker in this case. The one dominant peak which the k−ε model predicts captures the
wave length of the unsteady wave motion and can be observed in the simulation result,
while multiple peaks appear in the PIV data. The peak in the simulation corresponds
to the first sharp peak in the PIV result. When Reynolds number is further increased to
increases to R = 60, as shown in Fig. 3.41, the unsteady wave motion captured by the
simulation peak once again corresponds to the first peak in the PIV data. If the Reynolds
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number is increased still further to R = 65 and 70, the power magnitude of the peak
in the PSD decreases still further as Reynolds number rises as seen in Figs. 3.42 and
3.43. Here as well, the Power spectral of the simulation still has a single dominant peak
representing the unsteady motion, while the broadband turbulent spectrum in the PIV
results are not observed in the simulation results. The dominant peak power magnitude
increases again following the rise of Reynolds number from 75 to 80 as seen in Figs.
3.44 and 3.45. Just as before, the simulation captured the wave length of the unsteady
wavy but not the modeled turbulence. Notice that at each of the Reynolds number,
the normalized frequency of the dominant peak in the simulations is 0.07, which was
the normalized frequency of the waves that appeared at lower Reynolds numbers in the
wavy Taylor vortex regime.
After Reynolds number exceeds 80, the peak in the power magnitude of power spec-
trum decreases until it reaching a minimum and stays at that level, as can be seen in
the Figs. 3.46 to 3.52. For these high Reynolds number cases, the simulation results
still capture unsteady wavy motion as can be seen in the power spectral density. All the
peaks of the unsteady wave in the simulation match the first sharp peak in the PIV data,
and all the turbulent spectrum observed in the PIV results is unresolved in the simula-
tion. Based on all the different Reynolds number cases, 2D RANS simulation using k−ε
model compares well with the unsteady peaks in the PIV data PSD analysis, indicating
the RANS method accurately models the unsteady motion in the Taylor-Couette flow.
PSD results for 3D RANS simulations using k−ε model are compared with PIV data
at R = 60 and R= 80 in Figs. 3.53 and 3.54. Just as in the 2D simulations, the 3D
results also have one dominant peak which captures the wave length of the slow unsteady
waves in the turbulent Taylor Couette flow, while the turbulent spectrum is modeled in
the simulation and not resolved. The 3D simulation PSD results are compared with
2D simulation PSD results at Reynolds number 60 and 80, as shown in the Figs. 3.55
and 3.56. It can be seen in these comparisons that at the different Reynolds numbers,
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the 2D and 3D power spectral density results are almost identical to each other except
a very small difference in the magnitude of the dominant peak. Since 3D simulations
require much more time and computational sources, the 2D simulation is a better option
to analyze the Taylor Couette flow since it inexpensive and faster to solve.
Summary and Conclusion
Reynolds-averaged Navier-Stokes equation simulations using k − ε model were per-
formed for turbulent Taylor-Couette flow, where the outer cylinder is fixed and the inner
cylinder rotates. Particle image velocimetry experiments were performed in an exper-
imental apparatus of the same geometry as the simulations in order to both provide
detailed velocity statistics that were used to validate the accuracy of the RANS models
used in this investigation. The effects of grid resolution on the velocity statistics using
second order central schemes for interpolation and second order Gaussian integration,
and explicit non-orthogonal correction as the gradient scheme were studied in order to
determine the effect of these parameters on the accuracy of the simulation results. Differ-
ent grid resolutions were tested for both the 2D and 3D simulations, and the differences
observed at the higher resolutions compared to the resolution chosen for the presented
simulation were small, demonstrating that grid independence was achieved. The 2D and
3D RANS simulations with the two equations model k − ε model, and wall-function,
using the standard values for the constants at different Reynolds numbers was found to
compare very well with velocity statistics for the PIV data, including mean axial, radial,
and azimuthal velocities, turbulent kinetic energy, and dissipation rate.
A comparison of the power spectral density over a range of Reynolds numbers showed
the RANS simulations appeared to accurately model the unsteady motion. The power
spectral density of the RANS simulations displayed the same trends as the PIV data with
the changing rotational velocity. The 3D simulation results for power spectral density
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were also compared with the 2D results to test the agreement between the different
simulation methods. In the comparison, very little difference in the 3D simulation could
be found, indicating the 2D simulations were sufficient for capturing the unsteadiness.
The excellent agreement observed between both the velocity statistics and the power
spectral density of the simulations and the PIV data demonstrate that RANS using
the k − ε model is able to accurately capture the important characteristics in turbulent
Taylor-Couette flow. Finally, the excellent agreement between the results of 2D and 3D
simulations indicates that 2D RANS with the k − ε model is a precise and economical
method for simulating turbulent Taylor-Couette flow, since the 3D simulations require
much more time and computational resources while providing the same outcomes.
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Figure 3.1 3D Mesh generated for RANS simulation
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Figure 3.2 Grid resolution comparison of 2D: (a) Axial Velocity (mm/s), (b) Radial
Velocity (mm/s), (c) Azimuthal Velocity (mm/s)
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Figure 3.3 Grid resolution comparison of 3D: (a) Axial Velocity (mm/s), (b) Radial
Velocity (mm/s), (c) Azimuthal Velocity (mm/s)
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Figure 3.4 Example of simulation mean velocity field. (a) Full mean velocity profile
of 2D simulation, (b) Mean velocity profile measurement domain. The ax-
ial coordinate is defined such that 0 location corresponds to the outflow
boundary.
Figure 3.5 2D Velocity Profile and TKE Comparison at R = 60: (a) Axial Velocity
(mm/s), (b) Radial Velocity (mm/s), (c) Azimuthal Velocity (mm/s), (d)
Normalized TKE
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Figure 3.6 2D Velocity Profile and TKE Comparison at R = 80: (a) Axial Velocity
(mm/s), (b) Radial Velocity (mm/s), (c) Azimuthal Velocity (mm/s), (d)
Normalized TKE
Figure 3.7 2D Velocity Profile and TKE Comparison at R = 130: (a) Axial Velocity
(mm/s), (b) Radial Velocity (mm/s), (c) Azimuthal Velocity (mm/s), (d)
Normalized TKE
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Figure 3.8 2D Velocity Profile and TKE Comparison at R = 160: (a) Axial Velocity
(mm/s), (b) Radial Velocity (mm/s), (c) Azimuthal Velocity (mm/s), (d)
Normalized TKE
Figure 3.9 2D Velocity Profile and TKE Comparison at R = 190: (a) Axial Velocity
(mm/s), (b) Radial Velocity (mm/s), (c) Azimuthal Velocity (mm/s), (d)
Normalized TKE
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Figure 3.10 2D Velocity Profile and TKE Comparison near wall (1/8 gap distance from
cylinder wall) at R = 60: (a) Axial Velocity (mm/s), (b) Radial Velocity
(mm/s), (c) Azimuthal Velocity (mm/s), (d) Normalized TKE
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Figure 3.11 2D Velocity Profile and TKE Comparison near wall (1/8 gap distance from
cylinder wall) at R = 80: (a) Axial Velocity (mm/s), (b) Radial Velocity
(mm/s), (c) Azimuthal Velocity (mm/s), (d) Normalized TKE
Figure 3.12 2D Velocity Profile and TKE Comparison near wall (1/8 gap distance from
cylinder wall) at R = 130: (a) Axial Velocity (mm/s), (b) Radial Velocity
(mm/s), (c) Azimuthal Velocity (mm/s), (d) Normalized TKE
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Figure 3.13 2D Velocity Profile and TKE Comparison near wall (1/8 gap distance from
cylinder wall) at R = 160: (a) Axial Velocity (mm/s), (b) Radial Velocity
(mm/s), (c) Azimuthal Velocity (mm/s), (d) Normalized TKE
Figure 3.14 2D Velocity Profile and TKE Comparison near wall (1/8 gap distance from
cylinder wall) at R = 190: (a) Axial Velocity (mm/s), (b) Radial Velocity
(mm/s), (c) Azimuthal Velocity (mm/s), (d) Normalized TKE
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Figure 3.15 3D Velocity Profile and TKE Comparison at R = 60: (a) Axial Velocity
(mm/s), (b) Radial Velocity (mm/s), (c) Azimuthal Velocity (mm/s), (d)
Normalized TKE
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Figure 3.16 Normalized Turbulence Dissipation Rate Comparison between PIV and
Simulation at R=60
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Figure 3.17 Normalized Turbulence Dissipation Rate Comparison between PIV and
Simulation at R=80
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Figure 3.18 Normalized Turbulence Dissipation Rate Comparison between PIV and
Simulation at R=130
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Figure 3.19 Normalized Turbulence Dissipation Rate Comparison between PIV and
Simulation at R=160
-50 -40 -30 -20 -10 0 10 20
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
D
is
si
pa
tio
n
 
R
a
te
Axial Position
 PIV
 Simulation
Figure 3.20 Normalized Turbulence Dissipation Rate Comparison between PIV and
Simulation at R=190
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Figure 3.21 Normalized Turbulence Dissipation Rate Comparison near wall (1/8 gap
distance from cylinder wall) between PIV and Simulation at R=60
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Figure 3.22 Normalized Turbulence Dissipation Rate Comparison near wall (1/8 gap
distance from cylinder wall) between PIV and Simulation at R=80
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Figure 3.23 Normalized Turbulence Dissipation Rate Comparison near wall (1/8 gap
distance from cylinder wall) between PIV and Simulation at R=130
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Figure 3.24 Normalized Turbulence Dissipation Rate Comparison near wall (1/8 gap
distance from cylinder wall) between PIV and Simulation at R=160
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Figure 3.25 Normalized Turbulence Dissipation Rate Comparison near wall (1/8 gap
distance from cylinder wall) between PIV and Simulation at R=190
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Figure 3.26 Normalized Normal stress (u’u’) of PIV data at different Reynolds numbers
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Figure 3.27 Normalized Normal stress (v’v’) of PIV data at different Reynolds numbers
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Figure 3.28 Normalized Normal stress (w’w’) of PIV data at different Reynolds numbers
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Figure 3.29 Normalized Shear stress (u’v’) of PIV data at different Reynolds numbers
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Figure 3.30 Normalized Shear stress (u’w’) of PIV data at different Reynolds numbers
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Figure 3.31 Normalized Shear stress (v’w’) of PIV data at different Reynolds numbers
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Figure 3.32 Normalized Normal stress (u’u’) near wall (1/8 gap distance from cylinder
wall) of PIV data at different Reynolds numbers
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Figure 3.33 Normalized Normal stress (v’v’) near wall (1/8 gap distance from cylinder
wall) of PIV data at different Reynolds numbers
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Figure 3.34 Normalized Normal stress (w’w’) near wall (1/8 gap distance from cylinder
wall) of PIV data at different Reynolds numbers
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Figure 3.35 Normalized Shear stress (u’v’) near wall (1/8 gap distance from cylinder
wall) of PIV data at different Reynolds numbers
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Figure 3.36 Normalized Shear stress (u’w’) near wall (1/8 gap distance from cylinder
wall) of PIV data at different Reynolds numbers
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Figure 3.37 Normalized Shear stress (v’w’) near wall (1/8 gap distance from cylinder
wall) of PIV data at different Reynolds numbers
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Figure 3.38 2D RANS Power Spectral Density for R=17
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Figure 3.39 2D RANS Power Spectral Density for R=50
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Figure 3.40 2D RANS Power Spectral Density for R=55
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Figure 3.41 2D RANS Power Spectral Density for R=60
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Figure 3.42 2D RANS Power Spectral Density for R=65
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Figure 3.43 2D RANS Power Spectral Density for R=70
 PIV
Figure 3.44 2D RANS Power Spectral Density for R=75
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Figure 3.45 2D RANS Power Spectral Density for R=80
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Figure 3.46 2D RANS Power Spectral Density for R=130
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Figure 3.47 2D RANS Power Spectral Density for R=145
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Figure 3.48 2D RANS Power Spectral Density for R=155
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Figure 3.49 2D RANS Power Spectral Density for R=160
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Figure 3.50 2D RANS Power Spectral Density for R=170
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Figure 3.51 2D RANS Power Spectral Density for R=185
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Figure 3.52 2D RANS Power Spectral Density for R=190
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Figure 3.53 3D RANS Power Spectral Density for R=60
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0.00E+000
5.00E+007
1.00E+008
1.50E+008
2.00E+008
2.50E+008
M
a
gn
itu
de
Normalized Frequency
 Simulation
 PIV
Figure 3.54 3D RANS Power Spectral Density for R=80
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Figure 3.55 2D vs 3D RANS Power Spectral Density for R=60
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Figure 3.56 2D vs 3D RANS Power Spectral Density for R=80
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CHAPTER 4. NUMERICAL INVESTIGATION OF
TAYLOR-COUETTE FLOW WITH k − ω MODEL
A paper in preparation
Abstract
The k − ω turbulence model was used in 2D and 3D Reynolds-Averaged Navier-
Stokes (RANS) Computational Fluid Dynamics (CFD) simulation for a Taylor-Couette
flow with a fixed outer cylinder and a rotating inner cylinder. Programs from a finite-
volume CFD library, OpenFOAM, were used to discretize and solve the filtered Navier-
Stokes equation for unsteady 2D and 3D simulations. The effects of grid resolution
were investigated for both the 2D and 3D RANS methods to determine the optimal grid
for use in the study. Mean velocities and turbulent kinetic energy predicted using the
k − ω model were compared with stereoscopic particle image velocimetry (stereo PIV)
measurements to validate the accuracy of the simulations. Calculation and comparison
of the power spectral density demonstrated that the simulation with the k − ω model
accurately captured the important instabilities that lead to azimuthal wave motion in
the Taylor-Couette flow. Finally, results using the k−ω model and the k−ε model were
compared to investigate the differences between the turbulent models in modeling this
Taylor-Couette flow.
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Introduction
The fluid flow filled in the gap between two concentric cylinders, with either or both
cylinder rotating, is known as Taylor-Couette flow. At low velocities, the flow simply
circles about the inner cylinder. If the velocity of the rotating cylinder exceeds a certain
critical value which is expressed in terms of the Reynolds number (Re = ωri (ri − ro) /ν,
the ratio of inertial forces to viscous forces), in stabilities form, resulting in the formation
of a vortex flow regime. This flow is called Taylor vortex flow and is of great interest
since the gentle mixing motion of the vortices provides high values of mass transfer
coefficients, which makes Taylor-Couette flow important in many industrial application.
For example, investigators have explored the utility of using Taylor-vortex devices as
bioreactors, for the cultivation of algae, for membrane separation, and for filtration.
Previous research has shown that as the Reynolds number increases from lower to
higher values, the Taylor-Couette flow becomes increasingly complex. With increasing
Reynolds number, the flow undergoes a series of transitions first from circular Couette
flow to Taylor vortex flow (TVF), then to the state of wavy vortex flow (WVF), progress-
ing to modulated wavy vortex flow (MWVF), and finally to turbulent Taylor vortex flow
(TTVF). Because of the complexities that arise in this seemingly simple flow, Taylor-
Couettte flow has been studied for over a century. Initially, Taylor-Couette flow was
investigated by simple visual observation. AS technology progressed, electric measure-
ments (Davey, 1962; Coles, 1964; Walden and Donnelly, 1979) and then laser Doppler
velocimeter (LDV) (Fenstermacher et al., 1979; Brandstater and Swinney, 1987) were
used in the measurements resulting in a major advance in the study of the flow. In recent
years, Particle Image Velocimetry (PIV) has become a widely-used technology in fluid
measurement, because it provides both visual and analytical information in turbulent
flows, as PIV can simultaneously measure velocity field data at a large number of points
over a two-dimensional or even three-dimensional domain (Wereley and Lueptow, 1998;
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Wang et al., 2005; Dutcher and Muller, 2009). By comparison, Laser Doppler velocime-
try provides only pointiest data. In chapter two of this thesis, experimental research
work was described where stereo PIV was used to investigate the present Taylor-Couette
flow. These experimental results are also used for comparison to CFD results in the
present chapter.
Computational Fluid Dynamics (CFD) is the analysis of systems involving fluid
flow, heat transfer and associated phenomena such as chemical reactions by means of
computer-based simulation. The technique is very powerful and spans a wide range of
industrial and non-industrial application areas. The numerical study of Taylor-Couette
flow has developed rapidly a computer technology has improved in recent decades. Dif-
ferent modeling methods of computational fluid dynamics (CFD) have been developed
to study turbulent flows (Swift et al., 1982; Moser et al., 1983; Marcus, 1984; Salhi et al.,
2012). Compared to other methods, such as Large Eddy Simulation (LES) where only the
smallest turbulent scales are modeled, and Direct Numerical Simulation (DNS) where all
the scales of turbulence are directly computed (Kravchenko and Moin, 1997; Liao et al.,
1999; Dong, 2007, 2008; Friess et al., 2013), Reynolds-averaged Navier-Stokes (RANS)
which models all of the turbulence, consumes less time and computational resources
which makes the RANS method the most common and economic method when appli-
cable. Compared to experimental studies, numerical investigations of Taylor-Couette
flow in the highly turbulent regimes are lacking. In the present work, turbulent Taylor-
Couette flow is investigated using a RANS CFD simulation.
The Power Spectral Density function describes how the power of a signal or time
series is distributed over the different frequencies. It is one of the most widely used
methods in signal analysis and can be regarded as the analysis of the variance of a time
series using sinusoids. The power spectral density can be a powerful tool to study and
analyze the various flow regimes and transitions in Taylor-Couette flow. There have been
very few numerical studies of Taylor-Couette flow using power spectral density analysis.
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Power spectral density analysis of the unsteady CFD simulations for highly turbulent
Taylor-Couette flow is presented in this work.
Finally, there are numerous turbulent models that can be used in the RANS method-
ology. In the previous chapter, the k − ε was investigated. Another powerful and com-
monly used two-equation turbulence model used in RANS simulation is the k−ω model.
In order to investigate the difference between two turbulent models of RANS in the
simulation of Taylor-Couette flow, simulation results generated using both models are
compared in this chapter.
Experimental Section
Experiment Apparatus
The experiments were described in detail in chapter two, so only a brief summary of
the experiments is presented here for completeness. The inner cylinder of the Taylor-
Couette flow in present work had a diameter of 6.985cm while the outer cylinder had a
diameter of 9.525cm, resulting in an annular gap width between cylinders was 1.27cm.
Both cylinders were made of Plexiglas, and the outer cylinder was enclosed in a square
Plexiglas box. The length of the cylinders was 43.2cm. The inner cylinder was driven
by a compumotor control system with digital controller.
The working fluid in the apparatus was a mixture which had a refractive index
matched with that of the Plexiglas (1.4905). The mixture contained water (90% by vol-
ume) and glycerol (10% by volume) with sodium iodide and small quantities of sodium
thiosulfate added into the mixture. Silver-coated hollow glass spheres with a density of
1.6 g/cm3 and an average diameter of 13 µm were used as the PIV seed particles. The
density of the working fluid was 1.85 g/cm3, and the kinematic viscosity of the working
fluid was 1.71× 10 −6 m2/s. For this apparatus, the critical value of Reynolds number
was Rec = 99.53.
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PIV Measurement
The PIV system used in present work was a LaVison Inc. high speed stereoscopic
PIV system. A thin laser sheet which was formed by the combination of a spherical
plano-convex lens and a cylindrical planoconcave lens was reflected by a mirror and then
passed through the outer cylinder in the center. The laser sheet was carefully aligned in
the meridional plane to avoid a possible anomalous apparent radial velocity component
caused by the azimuthal path of the particles through the laser sheet. PIV image pairs
were captured in the illuminated plane at different Reynolds numbers. The images
which measured 1024 pixels axially and 1024 pixels radially. The images was divided
into interrogation regions measuring 32×32 pixels with 50% overlap between adjacent
interrogation regions, and these interrogation regions were used to calculate the velocity
vectors in the images. The velocity vector spacing in the resulting velocity fields was
0.4mm.
At the beginning of experimental measurement, the inner cylinder was accelerated
from rest to R=55 at a constant angular acceleration of 0.314rad/s2, and then maintained
constant at this velocity for half an hour before increasing to higher velocity at a constant
angular acceleration of 0.314rad/s2 or reducing at a constant angular acceleration of
0.126rad/s2. In order to avoid hysteresis effects, the inner cylinder maintained at the
prescribed angular velocity for approximately 10 minutes before PIV data were collected.
CFD Methodology
Governing Equations
The general Navier-Stokes equation can be expressed as:
∂ρ
∂t
+∇ · (ρV ) = 0 (4.1)
ρ(
∂V
∂t
+ V · ∇V ) = −∇P +∇ · T + f (4.2)
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where V is the fluid velocity vector, ρ is the fluid density, P is the pressure, T is stress
tensor, and f represents body forces acting on the fluid.
Since the pseudo random nature of a turbulent flow precludes an economical simula-
tion of the turbulent velocity field through direct numerical solution of the Navier-Stokes
equations (except in the limit of lower Reynolds number turbulent flow), Reynolds de-
composition is often used to describe turbulent velocity.
u(t) = u¯+ u′(t) (4.3)
Velocity is decomposed into a steady mean value of velocity u¯ with a fluctuating com-
ponent u′(t) superimposed on it. Using Reynolds decomposition, turbulent flow can be
characterized in term of mean values of fluid properties, and some statistical properties
of their fluctuation and the effects of fluctuations on the mean flow can be investigated.
Similarly, the flow variables P can be represented as the sum of a mean and a fluctuating
component. The ensemble average is then taken for both the continuity equation and
the momentum equations in Navier-Stokes equation resulting in equations for the mean
flow. This yields the Reynolds-averaged Navier-Stokes equations, as follows
∂ρ
∂t
+∇V = 0 (4.4)
∂u¯
∂t
+∇ · (u¯V ) = −1
ρ
∂P
∂x
+ ν∇·∇u¯+ 1
ρ
[
∂(−ρu′2)
∂x
+
∂(−ρu′v′)
∂y
+
∂(−ρu′w′)
∂z
] (4.5)
∂v¯
∂t
+∇ · (v¯V ) = −1
ρ
∂P
∂x
+ ν∇·∇v¯ + 1
ρ
[
∂(−ρu′v′)
∂x
+
∂(−ρv′2)
∂y
+
∂(−ρv′w′)
∂z
] (4.6)
∂w¯
∂t
+∇ · (w¯V ) = −1
ρ
∂P
∂x
+ ν∇·∇w¯ + 1
ρ
[
∂(−ρu′w′)
∂x
+
∂(−ρv′w′)
∂y
+
∂(−ρw′2)
∂z
] (4.7)
where V is the mean flow velocity vector, ρ is the flow density, and P is the pressure.
The terms in the square brackets on the right hand side of the momentum equations
represents the additional turbulent apparent stress as which result from the velocity
fluctuations. These extra turbulent stresses are called the Reynolds stresses. Since no
additional equations are available to solve the extra unknown quantities that is, the
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Reynolds stresses. it is necessary to develop turbulence models to predict the Reynolds
stresses and the scalar transport terms and close the system of mean flow equations in
order to be able to compute turbulent flows with the RANS equations.
Turbulence Model
The two-equation models are presently by far the most widely used and validated
in the RANS methodology. There are many two-equation models for engineering and
environmental flows that are used in practice. Among them are the k − ε and k − ω
models, which are the two most widely used models. In the k − ε model the kinematic
eddy viscosity νt is expressed as the product of a velocity scale ϑ = k and a length
scale l = k3/2/ε. The rate of dissipation of turbulence kinetic energy ε is not the only
possible length scale determining variable. Kolmogorov (Kolmogorov, 1942) introduced
the first complete model of turbulence, a two-transport-equation k−ω model solving for
kinetic energy k and turbulent frequency ω. In addition to having a modeled equation
for the kinetic energy contained in the turbulent fluctuations, k, he introduced a second
parameter ε that he referred as ”the rate of dissipation of energy in unit volume and
time”. The reciprocal of ε serves as a turbulence time scale. The most prominent
alternative to the k − ε model is the k − ω model proposed by Wilcox (Wilcox, 1988,
1993, 1994), which uses the turbulence frequency ω = ε/k (dimensions s−1) as the second
variable. In the k − ε model, the eddy viscosity is given by:
µt = ρk/ω (4.8)
As in the k − ε model that was described in the previous chapter, the Reynolds stresses
are calculated as usual for two-equation models by using the Boussinesq expression:
τij = 2µtSij − 2
3
ρkδij (4.9)
where k, same as in the k − ε model, is the turbulent kinetic energy per unit mass, µt
is the turbulent (or eddy) viscosity, ρCµ
k2
ε
, and Sij is the mean strain-rate tensor. The
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standard k − ω model (Wilcox, 1988), which is used in OpenFOAM, uses the following
transport equations for k and ω:
ρ
∂k
∂t
+ ρuj
∂k
∂xj
= τij
∂ui
∂xj
− β∗ρkω + ∂
∂xj
[(µ+ σ∗µt)
∂k
∂xj
] (4.10)
ρ
∂ω
∂t
+ ρuj
∂ω
∂xj
= α
ω
k
τij
∂ui
∂xj
− β∗ρω2 + ∂
∂xj
[(µ+ σµt)
∂ω
∂xj
] (4.11)
with closure coefficients: α = 5/9, β = 3/40, β∗ = 0.09, σ = 1/2, σ∗ = 1/2, and auxiliary
relations: ε = β∗ωk.
The differences between the first equation in each model, the k-equations, are gen-
erally small. It does not matter whether one is using the k − ε model or the k − ω
model; both include a production term, a destruction term, and a turbulent and a vis-
cous diffusion term. However, the differences between the second transport equation in
the 7 formulations of the k − ε and k − ω models are quite significant. The k − ε model
is generally thought of as the more general model, with good predictions for both free
shear flows and wall bounded flows. However, it typically performs poorly for complex
flows involving severe pressure gradients, boundary layer separation, and strong stream-
line curvature. The k − ω model on the other hand, performs better in wall-bounded
flows, especially those with adverse pressure gradients. The basic two equations models,
the k − ε and the k − ω model, are not the exactly same turbulence models, and their
accuracy is case-dependent. Just as for the k − ε model, the “tunability” of the k − ω
model is limited to coefficients and damping functions.
Method of Solution
In the present work, the OpenFOAM (Open Source Field Operation and Manipula-
tion) software package, which is an open source CFD software package for the develop-
ment of customized numerical solvers, containing pre- and post-processing utilities for
the implementation of computational fluid dynamics, is used in the CFD simulation of
Taylor-Couette flow. OpenFOAM includes a large range of solvers each designed for a
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specific class of problem. The equations and algorithms differ from one solver to another
so that the selection of a solver involves the user making some initial choices on the
modeling for the particular case of interest. RANS algorithms and codes are part of the
OpenFOAM software package as are various turbulence models for incompressible and
compressible flows. Users can choose the turbulent models in the package to use to close
the RANS equations.
In present work, both 2D and 3D meshes were generated using the OpenFOAM pack-
age. In order to optimize the precision and computation economy of RANS simulations,
which are strongly dependent on grid resolution, a pre-simulation was carried out to
determine the optimal choice of grid resolution for the 2D and 3D simulations of the
Taylor-Couette flow. A grid-resolution study for both the 2D and 3D simulations using
the linear (second order central) scheme for interpolation and Gaussian integration for
velocity gradient was performed. The two finest grid resolutions for case that 2D were
investigated were 50 × 1400 and 75 × 2100, and the finest grid sizes for 3D case that
were investigated contained 946400 and 4258800 cells. The power spectral density was
calculated using the same method as was described in chapter two. In order to compare
the difference between the predictions for the k − ε and k − ω models, comparison of
power spectral density for two models is presented and investigated in the present work.
Grid Resolution Comparison
Three velocity profiles for the Taylor-Couette flow, representing the axial, radial, and
azimuthal velocity components for the coarse (a cell number which equals to 70000) and
the fine (a cell number which equals to 157500) 2 dimensional simulation grid resolutions
are compared with each other in Fig. 4.2. It can be seen from the figure that profiles for
all three velocity components, different grid resolutions all agree well with each other.
This demonstrates that the coarse grid resolution provides the same simulation result
as the finer grid resolution. Performing the simulation with the finer grid would con-
102
sume much more time and computer resources than the coarse grid while providing the
same result. Based on these comparison, the coarse grid is the better choice for the 2D
simulation investigation.
Three profiles at different 3D simulation grid resolutions for the radial, axial, az-
imuthal velocities are compared in Fig. 4.3. In this 3D simulation grid comparison, two
grid resolutions were compared, a coarse grid which had 946400 cells, and a finer grid
which had 4258800 cells. All three velocity profiles for the coarse grid resolutions exactly
matched with the finer grid results, demonstrating that the same simulation results can
be achieved from both grid resolutions. Just as for the 2D simulation, the coarse grid
saves time and computational sources compared to the finer grid, so using the coarse
grid is a better choice than using the finer one.
Based on the grid resolution study, the coarse grids for both the 2D (with 70000 cells)
and the 3D (with 946400 cells) simulations were chosen for simulations performed in the
present work.
Results and Discussion
In this section, mean velocities, turbulence statistics, and the power spectral density
results of the RANS simulations using the k−ω model are compared with the results from
PIV experiments to determine how accurately the RANS model predicts the turbulent
Taylor-Couette flow. Then, the difference between the power spectral density results for
the k − ω model and the k − ε model reported in Chapter 3 are compared. For all of
these comparisons, the RANS simulations were run for sufficiently long times to allow
for the flow to reach a dynamic steady state.
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Mean Velocity and Velocity Statistic Results
In this section, mean velocities and velocity statistics for turbulent Taylor-Couette
flow at different Reynolds numbers are compared between the RANS simulations and PIV
data. Velocities and turbulent statistics are compared along in a line segment located
at the center of the gap between the cylinders. In 2D simulations, the simulation plane
was the one captured in the PIV data, while for 3D simulation a plane was cut from the
simulation results to match the PIV data.
The mean velocity profiles for axial, radial, and azimuthal velocity components and
Turbulent Kinetic Energy (TKE) along the gap centerline at Reynolds number, R =
60, are compared bewteen the 2D RANS simulation using the k − ω model and the
PIV data, in Fig. 4.4. It can be seen in the figure that the axial and radial velocity
profiles of simulation, which were represented by symbols, matched very well with the
PIV data, which were presented using lines, except for very small variations in the
axial velocity near the outflow boundary. Excellent agreement is also seen between
simulation and experiment for the azimuthal velocity (which is more difficult to measure
experimentally). In general, at R = 60 velocity profiles predicted by the k − ω model
agreed with the experimental data better than those predicted by model the k−ε model
that were presented in the last chapter. In the TKE comparison, the k−ω model agreed
with the PIV data at R = 60 except for a small underprediction in the peak magnitude.
At Reynolds number 60, it is apparent that the 2D RANS method with the k−ω model
accurately simulates the turbulent Taylor-Couette flow.
In order to more generally verify the accuracy of the k−ω model, the rotation velocity
of inner cylinder was increased to test the k − ω model at higher Reynolds numbers. In
Fig. 4.5, comparisons are made for R = 80. As the rotational velocity increases, the
magnitude of the azimuthal velocity that is directly driven by the angular velocity of
the rotating inner cylinder is seen to increase while the magnitudes of the axial and
radial velocities remain unchanged. The k − ω model results for all three mean velocity
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profiles compare well with the experiment data. In the comparison of turbulent kinetic
energy, the magnitude of the TKE had the same trend as was mentioned in the last
chapter, namely that it increases with increasing angular velocity of the inner cylinder
demonstrating that the flow becomes more turbulent with higher Reynolds number. The
TKE of the simulation and the PIV results agree well, and demonstrate the simulation’s
accuracy at this Reynolds number.
In Fig. 4.6, the mean velocity profiles are compared at R=130 between PIV and
simulation. Once again, the simulation results agree with the PIV data well. Also, the
magnitude of the azimuthal velocity and the TKE increase with increasing of Reynolds
numbers, while the other two mean velocities barely change.
As Reynolds number is increased even higher to R = 160 and R = 190, the k − ω
simulation results continue to have good agreement with the experiment data, as shown
in Figs. 4.7 and 4.8. The same trends of increasing magnitude of azimuthal velocity
and TKE are observed, while the velocity profiles for the other two components remain
almost unchanged. The RANS simulation results capture the same shape, magnitude,
and trends as the PIV data. Compared with lower Reynolds numbers cases, the velocity
profiles for the simulation actually matched better with experiment for the high Reynolds
numbers, especially in the azimuthal velocity profile. In the previous chapter, the velocity
profiles results for the k− ε model at high Reynolds numbers had some small variations
in the azimuthal velocity profile compared with PIV. The k−ω model did a better job in
simulating the velocity statistics of turbulent Taylor-Couette flow than the k − ε model
at higher Reynolds numbers.
For both low and high Reynolds numbers, the k−ω model presents a better simulation
of the Taylor-Couette flow than the k − ε model. This is not surprising since the k − ω
model has several advantages compared to the k− ε model for this flow. In the region of
low turbulence when both k and ε approach to zero, the k−ε model has difficulty dealing
with this situation. In Equation 3.12, the rate of dissipation of the ε term includes ε2/k.
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Thus as k goes to zero, numerical problems appear even if ε also goes to zero. In the
turbulent flow, k and ε should go to zero in this ratio at low Reynolds number. However,
there is no such problem in the k−ω model. It can be seen in the k−ω model equations,
if k goes to zero the turbulent diffusion term simply goes to zero. The k − ω model also
achieves higher accuracy for boundary layers with adverse pressure gradient. Pressure
gradient plays an important role in interpreting the instabilities in the Taylor-Couette
flow (Karman, 1934). Higher accuracy in the presence adverse pressure gradients in
the boundary layers results in an advantage of the k − ω model in simulating turbulent
Taylor-Couette flow.
Figures 4.9 through 4.13 are the mean velocity profiles for axial, radial, and azimuthal
velocity and TKE with comparison between PIV and simulation results near the inner
cylinder wall (1/8 of the gap distance from the wall). As can be seen in the figures, all the
mean velocities and TKE results for the simulation agree well with the PIV data. Just as
at the gap center, the azimuthal and TKE magnitudes follow the same trend where they
increase as Reynolds number is increased, while the axial and radial velocities remain
unchanged.
In Fig. 4.14, profiles of the mean axial, radial, and azimuthal velocity and TKE
along the gap center for the 3D simulation using the k − ω model are compared with
experiment results at R = 60. All the simulation mean velocity profiles and the TKE
profile agreed well with PIV data with only very small discrepancies. Based on the mean
velocity statistics and velocity comparisons at different Reynolds numbers, both the 2
dimensional and the 3 dimensional simulations using the k − ω model are accurate in
the modelling of turbulent Taylor-Couette flow (TTVF). As mentioned in the previous
chapter, the 2D simulations require much less time and computer resources in computing
the flowfield while yielding almost the same results as the 3D simulations. For this reason,
the 2D simulations in present work are a better choice for modelling turbulent Taylor-
Couette flow.
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In addition to the mean velocity profiles and TKE, turbulence dissipation rates in the
flow can also be compared between the PIV and simulation results. These are presented
for profiles at the center of the gap for different Reynolds numbers in Figs. 4.15-4.19,
and for profiles near the wall (1/8 of the gap distance from the wall) in Figs. 4.20-
4.24. The peak in the dissipation rates for both the PIV and CFD results increases
as the Reynolds number increases just as the TKE increases. This is expected since
the k − ω model balances TKE production and dissipation. The shape and magnitude
of simulation results are very close to those of the PIV data, demonstrating that the
simulations accurately model the turbulence dissipation rate. The same trends and
agreement between simulation and experiment are found in the dissipation rate results
near the inner cylinder wall.
Power Spectral Density Study
The Power Spectral Density (PSD) is one of the most widely used methods in data
analysis and can be regarded as the analysis of the variance of a time series using sinu-
soids. PSD can be helpful in analyzing Taylor-Couette flow. As presented in chapter
two, if the flow becomes turbulent, unsteady features in the PSD can be difficult to
identify if they become overwhelmed by the broadband turbulent spectrum. However,
the results in chapter three indicated that analysis of data from the RANS simulation
could provide a better case for using PSD to identify unsteady features in the turbulent
Taylor-Couette flow since the turbulence is modelled, not resolved. In this section, the
k−ω model is used in the RANS simulations to verify if the k−ω model is adequate to
model unsteady motions in turbulent Taylor-Couette flow.
First, the PSD is used to analyze the simulation results at Reynolds number R =
17, where the traveling azimuthal waves all but disappear in the flow, and the resulting
peaks in the PSD are very small. The reults from the RANS simulations and PIV data
are plotted in the Fig. 4.25. The relative magnitudes in Fig. 4.25 are the ratio between
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power spectrum magnitude at R = 17 and the dominant peak magnitude that occurs
at R = 6. It can be seen in the figure that the result using the k − ω model is same as
the PIV power spectrum. No sharp peak was found in the plot, suggesting no strong
traveling azimuthal waves are present in the flow at this rotation velocity, and all the
small peaks that are observed at the same normalized frequency in the simulations and
the experiments.
Figure 4.26 shows the comparison between the PSD of PIV data and simulation at
Reynolds number 50. In the PIV result, there were several peaks which made it difficult
to define the wavy motions in turbulent flow. Only one dominant peak occurs in the
power spectrum of the simulation which represents an unsteady wavy motion in the
turbulent flow. In Fig. 4.26, the dominant peak of the simulation corresponds to the
first peak of the PIV result.
The power spectral density of flow at Reynolds numbers R = 60, 70, and 80 were
shown in Figs. 4.27, 4.28, and 4.29 respectively. The results of the simulation have the
same trends that were observed in the PSDs of the simulations using the k − ε model
that were presented in the last chapter. The power magnitude decreases as Reynolds
number increases to 70 before increasing following the rise of Reynolds number to 80.
One dominant peak is observed in the k − ω model results that agrees well with the
first peak seen in the PIV results. In the simulation results, the turbulent spectrum was
modeled and not resolved and thus only unsteady motion contributes to the PSD. Thus,
in the simulations of the Taylor-Couette flow, the changes in the unsteady wavy motion
with changes in Reynolds number could be identified with the help of power spectral
density analysis, and these results could be used to help interpret the PIV results.
As Reynolds number is increased still higher, the peak power magnitude decreased
from the value at R=80 before remaining at a lower level as shown in Figs. 4.30 through
4.33. For these high Reynolds number cases, the simulation results using the k − ω
model still captured an unsteady wavy motion in the power spectral density represented
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by one dominant peak, which matched with the first sharp peak in the PIV data, and
the turbulent spectrum in PIV was of course, unresolved in the simulation. In summary,
the 2D RANS simulations using the k−ω model did suggest that unsteady wave motion
exists in turbulent Taylor-Couette flow, as shown in the power spectral density analysis.
In Fig. 4.34, the results from the 3D RANS simulation using the k − ω model was
compared with PIV data at R = 60. The 3D results also had one dominant peak that
captured the wave length of the unsteady waves in the turbulent Taylor Couette flow.
The turbulent spectrum was modeled in the simulation and not resolved, just as in the
2D simulations. A comparison between the 3D and 2D power spectral density results
at Reynolds number 60 is presented in the Fig. 4.35. The shapes of power spectral
density were the same in the 2D and 3D results. Only a very small difference in the
magnitude of the peak was observed. Since the 2D simulations take much less time and
computational resources than the 3D, 2D simulations are a better option to analyze the
turbulent Taylor Couette flow, since they are inexpensive and faster to solve.
Comparison between k − ω and k − ε model in the Power Spectral Density
Study
The results from the k − ω and k − ε model simulations were compared using power
spectral density analysis. In Fig. 4.37, the two models are compared at Reynolds number
R = 60. It can be seen in the figure that both models have the same PSD shape, with
a single dominant peak in the power spectrum. There was no difference between two
models in the normalized frequency corresponding to the dominant peak location in the
PSD. The only variation was in the power magnitude of the dominant peak, but the
difference was small. A comparison of the two models at Reynolds number R = 70 is
presented in Fig. 4.38. The shapes of the PSD for both simulations are were still identical
to each other, while a small variation in the power magnitude of the dominant peak is
still observed. However, the normalized frequencies corresponding to the dominant peak
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were different. When compared with Fig. 4.28 (the PSD of the experiment data at R
= 70), it can be seen that the peak using the k − ω model is closer to the first peak in
the PIV results. This suggests that the k − ω model is more accurate than k − ε model
in this case. For R = 80, the same observation, as R = 70 is found that is the k − ω
model and k − ε model results have identical shapes and magnitudes, and a difference
in the peaks normalized frequencies. Using Fig. 4.39 as a reference, the k − ω model
is a the better choice in this case since its peak matched exactly with the first peak
of the PIV data. At Reynolds number 130, the k − ω and k − ε model had the same
power spectrum shape and peak frequency, but a variation in the peak magnitude. Figs.
4.41, 4.42, and 4.43 are compared at Reynolds numbers 145, 160, and 190, respectively.
All the figures show similar features, with the same shape and magnitude of the power
spectrum, and difference in the dominant peaks normalized frequency. When compared
with PIV results, although the difference between two models was small, the k−ω model
had an advantage in the power spectrum calculation.
Summary and Conclusion
In this chapter, Reynolds-averaged Navier-Stokes equation simulations using the k−ω
model turbulence model were performed for turbulent Taylor-Couette flow, and compared
with particle image velocimetry experiments data which were captured in an experimen-
tal apparatus of the same geometry as the simulations. The k − ε model and the k − ω
model are the most common turbulent models used in RANS simulations. The k − ε
model was validated in the previous chapter, and shown to be accurate in simulating
velocity statistics and power spectral density for turbulent Taylor-Couette flow. In order
to test the k−ω model, all the same procedures are done in this chapter as were done for
the k − ε model. The effect of different grid resolutions on the velocity statistics using
second order central schemes for interpolation and second order Gaussian integration,
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and explicit non-orthogonal correction as the gradient scheme were studied in order to
determine the effect of these parameters on the accuracy of the simulations. A coarse
grid and a finer grid were investigated for both 2D and 3D simulations in order to find
the appropriate resolution for using the investigation. The low resolution grid showed
both efficiency and accuracy when compared with the high resolution grid results. Using
the coarse grid, mean velocity profiles for the axial, radial, and azimuthal components
and the turbulent kinetic energy using the k − ω model were compared with PIV data.
The comparison showed both the 2D and 3D RANS methods using the k − ω model
accurately simulated the turbulent Taylor-Couette flow.
A study of power spectral density was also presented for the k − ω model. 2D PSD
results had the same trends as those found for the k − ε model and agreed well with
PIV results. 3D results were compared with 2D results and PIV data and showed the
similar accuracy as the 2D simulations, demonstrating that the 2D simulation was a good
option since it was inexpensive and fast compared to the 3D simulations while yielding
similar results. The good comparison of both velocity statistics and power spectral
density between the simulations and PIV data indicated that RANS with the k − ω
model was able to accurately capture the important characteristics of all the turbulent
Taylor-Couette flow.
In the end, a comparison of the PSD results for the k−ω model and the k− ε model
was made to find which was the better choice in predicting the PSD. Power spectral
density results of the k − ω model and k − ε model were almost identical to each other,
except for small differences in the normalized frequency which corresponded to the single
dominant peak. Since the k−ω model peaks in PSD matched with PIV data better than
the k− ε model peaks, the k−ω model was deemed the better option for PSD analysis.
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Figure 4.1 Vortex formation of Taylor-Couette Flow ( c©2000, Mike Minbiole and
Richard M. Lueptow)
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Figure 4.2 Grid resolution comparison of 2D: (a) Axial Velocity (mm/s), (b) Radial
Velocity (mm/s), (c) Azimuthal Velocity (mm/s)
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Figure 4.3 Grid resolution comparison of 3D: (a) Axial Velocity (mm/s), (b) Radial
Velocity (mm/s), (c) Azimuthal Velocity (mm/s)
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Figure 4.4 2D Velocity Profile and TKE Comparison at R = 60: (a) Axial Velocity
(mm/s), (b) Radial Velocity (mm/s), (c) Azimuthal Velocity (mm/s), (d)
Normalized TKE
Figure 4.5 2D Velocity Profile and TKE Comparison at R = 80: (a) Axial Velocity
(mm/s), (b) Radial Velocity (mm/s), (c) Azimuthal Velocity (mm/s), (d)
Normalized TKE
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Figure 4.6 2D Velocity Profile and TKE Comparison at R = 130: (a) Axial Velocity
(mm/s), (b) Radial Velocity (mm/s), (c) Azimuthal Velocity (mm/s), (d)
Normalized TKE
Figure 4.7 2D Velocity Profile and TKE Comparison at R = 160: (a) Axial Velocity
(mm/s), (b) Radial Velocity (mm/s), (c) Azimuthal Velocity (mm/s), (d)
Normalized TKE
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Figure 4.8 2D Velocity Profile and TKE Comparison at R = 190: (a) Axial Velocity
(mm/s), (b) Radial Velocity (mm/s), (c) Azimuthal Velocity (mm/s), (d)
Normalized TKE
Figure 4.9 2D Velocity Profile and TKE Comparison near wall (1/8 gap distance from
cylinder wall) at R = 60: (a) Axial Velocity (mm/s), (b) Radial Velocity
(mm/s), (c) Azimuthal Velocity (mm/s), (d) Normalized TKE
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Figure 4.10 2D Velocity Profile and TKE Comparison near wall (1/8 gap distance from
cylinder wall) at R = 80: (a) Axial Velocity (mm/s), (b) Radial Velocity
(mm/s), (c) Azimuthal Velocity (mm/s), (d) Normalized TKE
Figure 4.11 2D Velocity Profile and TKE Comparison near wall (1/8 gap distance from
cylinder wall) at R = 130: (a) Axial Velocity (mm/s), (b) Radial Velocity
(mm/s), (c) Azimuthal Velocity (mm/s), (d) Normalized TKE
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Figure 4.12 2D Velocity Profile and TKE Comparison near wall (1/8 gap distance from
cylinder wall) at R = 160: (a) Axial Velocity (mm/s), (b) Radial Velocity
(mm/s), (c) Azimuthal Velocity (mm/s), (d) Normalized TKE
Figure 4.13 2D Velocity Profile and TKE Comparison near wall (1/8 gap distance from
cylinder wall) at R = 190: (a) Axial Velocity (mm/s), (b) Radial Velocity
(mm/s), (c) Azimuthal Velocity (mm/s), (d) Normalized TKE
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Figure 4.14 3D Velocity Profile and TKE Comparison: (a) Axial Velocity (mm/s), (b)
Radial Velocity (mm/s), (c) Azimuthal Velocity (mm/s), (d) Normalized
TKE
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Figure 4.15 Normalized Turbulence Dissipation Rate Comparison between PIV and
Simulation at R=60
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Figure 4.16 Normalized Turbulence Dissipation Rate Comparison between PIV and
Simulation at R=80
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Figure 4.17 Normalized Turbulence Dissipation Rate Comparison between PIV and
Simulation at R=130
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Figure 4.18 Normalized Turbulence Dissipation Rate Comparison between PIV and
Simulation at R=160
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Figure 4.19 Normalized Turbulence Dissipation Rate Comparison between PIV and
Simulation at R=190
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Figure 4.20 Normalized Turbulence Dissipation Rate Comparison near wall (1/8 gap
distance from cylinder wall) between PIV and Simulation at R=60
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Figure 4.21 Normalized Turbulence Dissipation Rate Comparison near wall (1/8 gap
distance from cylinder wall) between PIV and Simulation at R=80
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Figure 4.22 Normalized Turbulence Dissipation Rate Comparison near wall (1/8 gap
distance from cylinder wall) between PIV and Simulation at R=130
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Figure 4.23 Normalized Turbulence Dissipation Rate Comparison near wall (1/8 gap
distance from cylinder wall) between PIV and Simulation at R=160
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Figure 4.24 Normalized Turbulence Dissipation Rate Comparison near wall (1/8 gap
distance from cylinder wall) between PIV and Simulation at R=190
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Figure 4.25 2D RANS with k − ω Power Spectral Density for R=17
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Figure 4.26 2D RANS with k − ω Power Spectral Density for R=50
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Figure 4.27 2D RANS with k − ω Power Spectral Density for R=60
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Figure 4.28 2D RANS with k − ω Power Spectral Density for R=70
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Figure 4.29 2D RANS with k − ω Power Spectral Density for R=80
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Figure 4.30 2D RANS with k − ω Power Spectral Density for R=130
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Figure 4.31 2D RANS with k − ω Power Spectral Density for R=145
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Figure 4.32 2D RANS with k − ω Power Spectral Density for R=160
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Figure 4.33 2D RANS with k − ω Power Spectral Density for R=190
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Figure 4.34 3D RANS with k − ω Power Spectral Density for R=60
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Figure 4.35 2D vs 3D RANS with k − ω Power Spectral Density for R=60
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Figure 4.36 Power Spectral Density comparison between k − ω and k − ε model for
R=50
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Figure 4.37 Power Spectral Density comparison between k − ω and k − ε model for
R=60
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Figure 4.38 Power Spectral Density comparison between k − ω and k − ε model for
R=70
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Figure 4.39 Power Spectral Density comparison between k − ω and k − ε model for
R=80
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Figure 4.40 Power Spectral Density comparison between k − ω and k − ε model for
R=130
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Figure 4.41 Power Spectral Density comparison between k − ω and k − ε model for
R=145
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Figure 4.42 Power Spectral Density comparison between k − ω and k − ε model for
R=160
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Figure 4.43 Power Spectral Density comparison between k − ω and k − ε model for
R=190
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CHAPTER 5. CONCLUSION AND FUTURE DIRECTIONS
In this chapter, important findings and the conclusions from this thesis work are
drawn from the data and are summarized. Future directions for experimental and com-
putational investigation of the Taylor-Couette flow are also identifieds.
Summary and Discussion
Analysis of Taylor-Couette flow with the power spectral density method
Experiments using stereoscopic PIV were designed to investigate Taylor-Couette flow.
The results confirm that wavy vortex flow first appears once the Reynolds number in-
creases above the critical value, followed by modulated wavy vortex flow as Reynolds
number is increased. As the rotating velocity of inner cylinder accelerates causing the
Reynolds number of the flow to increase, the Taylor-Couette flow transitions to turbulent
vortex flow. Travelling azimuthal waves cause the wavy motion in the Taylor-Couette
flow. Velocity field results from the PIV experiments indicate that the azimuthal wavy
motion in the wavy vortex flow becomes weaker as the Reynolds number increases before
disappearing completely at R= 17. The travelling azimuthal wave then reappear in the
flow if the rotating velocity further increases beyond R=17. The reappearance of the
azimuthal wave is not easy to identify in the instantaneous velocity fields obtained by
PIV, so a power spectral density technique has been developed to assist in the analysis.
Power spectral density can be used as an analysis method for the azimuthal wave
since it describes how the power of a signal or time series is distributed over frequencies.
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PSD is calculated based on the velocity data for all three components captured by PIV.
The analysis of the power spectrum results in the same findings for azimuthal waves in
wavy vortex flow as was observed in the PIV velocity fields; the intensity of the traveling
azimuthal waves gets weaker with increasing Reynolds number.
In the PSD plots, a single dominant peak corresponds to the azimuthal wave; the
magnitude of the peak represents the intensity of the wave, and the normalized frequency
of the peak is used to identify the wave. For the special case, R = 17, where no move-
ment of the vortex boundaries and the vortex center were observed in the velocity fields,
the single dominant peak in the PSD disappears, meaning no azimuthal waves exist in
the flow, a finding that corresponds to the observation in the PIV. At higher Reynolds
number, the single peak reappears in the PSD indicating the reappearance of the az-
imuthal waves in the Taylor-Couette flow. Unlike the PIV results, in which it is difficult
to identify the reappeared wavy motion and its intensity, the power spectrum can easily
identify the reappeared azimuthal wave.
Based on the PSD analysis, the reappearance of the wavy motion differs from the
original waviness. The peak in the PSD has a fixed normalized frequency location in
the wavy vortex flow until disappearing, indicating the same traveling azimuthal wave
phenomenon affects the flow. Also, in the modulated wavy vortex flow the original peak
keeps diminishing while a new peak arises at another higher frequency. The new peak
that is attributed to a modulated frequency of the fundamental azimuthal wave had the
same trend as the original one, the magnitude of peak decreases with increasing Reynolds
number. The azimuthal waves that reappear beyond R=17 appear at the normalized
frequency corresponding to the earlier observed modulation.
Reynolds number R = 24 is another case where the single dominant peak disap-
pears once again. This suggests that the reappeared traveling azimuthal waves vanishes
as Reynolds number increases and the flow becomes turbulent. In the turbulent flow
regime, the power spectral density of the PIV data has multiple peaks and a broadband
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background spectrum. The turbulent velocity data captured by PIV show many turbu-
lent structures in the flow which makes the power spectral density method less useful to
identify highly azimuthal waves in turbulent Taylor-Couette flow.
Reynolds-averaged Navier-Stokes simulation of Taylor-Couette flow
The Reynolds-averaged Navier-Stokes (RANS) technique was used to simulate tur-
bulent Taylor-Couette flow using two of the most commonly used turbulence models, the
k − ε model and the k − ω model.
k − ε model used in turbulent Taylor-Couette flow simulation
The k−ε model is the most common turbulent model used in RANS simulations. 2D
and 3D unsteady RANS simulations using the k−ε model were performed for the Taylor-
Couette flow. Particle image velocimetry experiments were performed in an experimental
apparatus of the same geometry as the simulations in order to provide detailed velocity
statistics that could be used to validate the accuracy of the RANS models used in this
investigation. The effects of grid resolution on the velocity statistics using second order
central schemes for interpolation and second order Gaussian integration, and explicit non-
orthogonal correction as the gradient scheme were studied in order to determine the effect
of these parameters on the accuracy of simulation results. Two final grid resolutions,
a coarse grid and a finer grid, were tested for both the 2D and 3D simulations. Since
the improvement using the higher resolution compared to the resolution chosen for the
presented simulation is rather small, the grid was considered converged. 2D and 3D
RANS simulations with the two equations model, the kε model, and wall-functions,
using the standard values for the constants at different Reynolds numbers was found
to compare very well with the velocity statistics for PIV data, including axial, radial,
and azimuthal velocities, turbulent kinetic energy, and turbulent dissipation. The 2D
simulation was found to be highly accurate based on the comparison.
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A comparison of power spectral density over a range of Reynolds numbers shows ex-
cellent agreement between RANS and PIV results for both 2D and 3D simulation. Note
that the PSD for the simulations show only unsteady fluctuation, because the turbulence
is modeled and not resolved in the simulations. Power spectral density of the RANS sim-
ulations shows the same trends as the PIV data in that with the changing of rotation
velocity, the magnitude of the peak changes with increasing the Reynolds number. The
3D results of the power spectral density are also compared with the 2D results to in-
vestigate the accuracy between different simulation methods. In the comparison, very
little improvement in using the 3D simulation could be found which indicated 2D power
spectrum results are sufficient for the investigation. The excellent agreement observed
between both the velocity statistics and the power spectral density of the simulation and
PIV data demonstrates that RANS with the k − ε model is able to accurately capture
the important characteristics of the turbulent Taylor-Couette flow. Also, the outstand-
ing comparison between the results of 2D and 3D methods indicates that 2D RANS
with the k − ε model is an accurate and economical method for simulating turbulent
Taylor-Couette flow, since the 3D simulation requires much more time and computa-
tional sources while provides the same outcomes.
k − ω model used in turbulent Taylor-Couette flow simulation
The k − ω model is another common turbulent model used in RANS simulations.
2D and 3D unsteady RANS simulations using the k − ω model were performed for
the turbulent Taylor-Couette flow. The simulation results were compared with particle
image velocimetry data which are captured in an experimental apparatus of the same
geometry. The k−ω model was validated to be accurate in simulating velocity statistics
and power spectral density for both 2D and 3D simulations. In order to test the k − ω
model, all same procedures are repeated for the k − ω model as were done for the k − ε
model. The effect of different grid resolutions on the velocity statistics using second order
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central schemes for interpolation and second order Gaussian integration, and explicit non-
orthogonal correction as the gradient scheme were studied in order to determine the effect
of these parameters on the accuracy of the simulations. A coarse grid and a finer grid are
investigated for both 2D and 3D methods in order to find the appropriate resolution for
study. The higher grid resolution, the finer grid, showed relatively small improvement
compared to the resolution of the coarse grid, which was chosen for the rest of study.
Using the coarse grid, velocity profiles for the axial, radial, and azimuthal components
and turbulent kinetic energy turbulent dissipation using the k−ω model were compared
with PIV data. The comparison showed both the 2D and 3D RANS simulations using
the k−ω model were precise in simulating the turbulent Taylor-Couette flow. However,
the 2D simulation can save time and computer resources compared to the 3D simulation,
so it is a better option.
The same study of the power spectral density was presented for k−ω model. A com-
parison of the power spectral density over a range of Reynolds numbers shows excellent
agreement between the RANS and PIV results for both the 2D and 3D simulation. The
2D PSD results have the same trend as those for the k − ε model and the PIV results
with the change of rotation velocity. 3D results are compared with 2D results and PIV
data and show very little improvement over the 2D simulation, which suggests that the
2D simulation was the better option since it requires much less time and resources to
get the same results. Good comparison of both velocity statistics and power spectral
density between simulation and PIV data indicated that RANS simulations using the
kω model were able to accurately capture the important characteristics of the turbulent
Taylor-Couette flow.
Since the k − ε model and the k − ω model are the most common turbulent models
used with the RANS method, it is important to compare the two models. A comparison
between the k − ω model and the k − ε model was made to find the difference between
the two models and the better turbulent model choice in the RANS simulations. Power
141
spectral density results of the k− ω model and the k− ε model are compared with each
other. The shapes of the PSD at different Reynolds numbers are almost identical to each
other except some variations in the magnitude for some Reynolds number cases. The
main differences between two models are variations in the normalized frequency which
corresponds to the single dominant peak. Although the variations in the frequency are
relatively small, the k − ω model peaks in the PSD matched with PIV data slightly
better than the k − ε model, suggesting that the k − ω model would be a better option
in simulations.
Future Directions
First, to investigate strongly turbulent Taylor-Couette flow, PIV data for higher
Reynolds number cases are needed for both experimental and computational study. As
can be seen in the turbulent Taylor vortex flow, small vortex structures appear near
inner and outer cylinder walls. More higher Reynolds number cases would be helpful to
analyze and understand the behavior and characteristic of these small vortex structures.
Also, the simulation velocity profiles matches better with PIV data for the high Reynolds
numbers cases. This is true for the k − ω model. Moreover, a larger range of Reynolds
numbers with PIV data is useful in the future to study different simulation methods and
models.
The RANS method with the k − ε model and the k − ω model were used in the
present thesis for computational study. More turbulence models can be investigated in
the numerical investigation of Taylor-Couette flow. The two models used in this thesis
are the two most common two-equation models of linear eddy viscosity models which are
derived from Boussinesq approximation. Some other linear eddy viscosity models, such
as one-equation model and the k − ω SST model, are important and useful in the study
of simulation of Taylor-Couette flow. Also, the Reynolds stress model (RSM) is another
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important turbulence model for RANS that closes the Reynolds-averaged Navier-Stokes
equations by solving transport equations for the Reynolds stresses, together with an
equation for the dissipation rate. It would beneficial for future studies to investigate the
using the RSM in Taylor-Couette flow.
Third, the RANS methodology used in the thesis is the the oldest approach to tur-
bulence modeling, but not most accurate method. RANS is inexpensive and easy. But
it also has some disadvantages compared to other CFD methods. Large eddy simulation
(LES) in which the smallest scales of the flow are removed through a filtering operation,
and their effect modeled using subgrid scale models, and Direct numerical simulation
(DNS) that resolves the entire range of turbulent length scales are two other simulation
methods widely used in CFD. These two simulation methods can provide more precise
results than RANS, although they are much more expensive. DNS is extremely expen-
sive, while LES requires greater computational resources than RANS methods, but is
far cheaper than DNS. In the present thesis, the RANS method has been proved to be
accurate in the simulation of Taylor-Couette flow. However, some small variations be-
tween simulation and experiment in velocity statistics and power spectrum can still be
observed. Thus, a thorough computational study of Taylor-Couette flow should investi-
gated the different CFD turbulence models. In the future, simulations using LES and
DNS methods are needed. Based on the comparison between PIV data and different
simulation outputs, conclusions can be drawn as to if the RANS method is the most
appropriate method for simulating Taylor-Couette flow with the consideration of time
and resources cost.
Finally, in Taylor vortex flow the motion of individual particle needs to be investigated
in detail. With the help of PIV experimental data, CFD simulations of Taylor-Couette
flow could be used in the study of particle tracking for wavy vortex and fully turbulent
flow. RANS, LES, and DNS methods can be used in the simulation of particle tracking
in order to investigate the accuracy and influence of different turbulence models.
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