Vesicle suspensions appear in many biological and industrial applications. These suspensions are characterized by rich and complex dynamics of vesicles due to their interaction with the bulk fluid, and their large deformations and nonlinear elastic properties. Many existing state-of-the-art numerical schemes can resolve such complex vesicle flows. However, even when using provably optimal algorithms, these simulations can be computationally expensive, especially for suspensions with a large number of vesicles. These high computational costs can limit the use of simulations for parameter exploration, optimization, or uncertainty quantification. One way to reduce the cost is to use low-resolution discretizations in space and time. However, it is well-known that simply reducing the resolution results in vesicle collisions, numerical instabilities, and often in erroneous results.
Introduction
Vesicle suspensions are deformable capsules filled with and submerged in an incompressible fluid. Their simulation plays an important role in many biological applications [31, 56] , such as biomembranes [55] and red blood cells (RBCs) [19, 29, 38, 41, 47] .
Here we discuss the numerical simulations of vesicle suspensions; specifically, algorithms that enable stable and accurate simulations at low-resolution spatio-temporal discretization. Although many algorithmically optimal methods exist (see below), the costs remain prohibitively expensive for large vesicle suspensions. So, the basic question we try to address in this paper is the following. What is the minimum resolution required to recover different quantities of interest in the context of boundary integral equation methods for vesicle suspensions?
Understanding and improving low-resolution simulations will enable parametric studies and optimization (e.g., phase diagrams and design of microfluidic devices). Also many boundary integral equation codes use the empirical corrections we investigate here because convergence studies and high-resolution simulations are not possible. Further understanding these corrections and reducing the number of simulation parameters will be valuable for the community.
In our group, we have capability for both 2D and 3D simulations [49, 53] . We have opted to study twodimensional Stokesian suspensions since convergence studies in three dimensions for suspensions with a large number of vesicles can be extremely expensive [53] . In addition, two dimensional simulations are valuable on their own since they can reproduce experimentally observed flow physics in many regimes (e.g., motion of red blood cells in microchannels [13, 29] , margination of white blood cells in blood flow [12, 13, 17] , and sorting of rigid particles and RBCs using deterministic lateral displacement technique [52, 61, 62] ).
Background. Vesicle flows are characterized by large deformations, local inextensibility of a vesicle's membrane, conservation of enclosed area due to the incompressibility of the fluid inside the vesicle, and stiffness related to tension and bending forces. These features make suspensions at low resolutions a challenging problem. In line with our previous work [49, 50, 53, 57, 58] , and work of others [16, 18, 37, 54, [63] [64] [65] [66] , we use an integral equation formulation for the viscous interfacial flow [48] . Our previous results for simulating high-concentration vesicle suspensions in two dimensions [49, 50] focus on accurate quadrature and highorder semi-implicit time stepping. The results in those papers rely on sufficient resolution and provide a robust framework for simulations. For example, vesicles do not collide because all hydrodynamic interactions are resolved with spectral accuracy. Thus, there is no need to introduce artificial repulsion forces between vesicles. We can accurately resolve long time horizon simulations for concentrated suspensions with roughly 96 or 128 points per vesicle. But in three dimensions such a resolution is prohibitively expensive. For example, a similar resolution using the 3D version of these algorithms [36] would require over 10,000 points per vesicle. Therefore, there is a need to use some empirical fixes to maintain stability in simulations, all the while accurately capturing the statistics of the underlying flow using as coarse discretization as possible. To measure the accuracy of the physics and statistics, we develop the algorithms in two dimensions so that we can compare with "ground truth" simulations performed at an adequate resolution. Demonstrating the effectiveness of these algorithms at low resolutions is the first step towards extending them to three dimensions.
Contributions. Low-resolution simulations of vesicle suspensions can become unstable as a result of spurious oscillations in vesicles' shapes due to computing nonlinear terms, non-physical changes in vesicles' areas and arc-lengths, and vesicle collisions. We address these issues and develop a robust method by implementing some standard techniques and also introducing new schemes. We calibrate the parameters for these algorithms heuristically. We, then, investigate accuracy of our low-resolution simulations compared to the ground truth solutions. We also report the self-convergence of the low-resolution simulations without the ground truth. The numerical experiments help us develop a black-box solver that can capture underlying physics accurately using as coarse discretization as possible without having to adjust parameters other than the spatial and temporal resolution.
We summarize these contributions and our conclusions as follows:
• We introduce an efficient algorithm for determining an upsampling rate that is sufficient for controlling the aliasing errors caused by nonlinear terms, but not too large so that the computational costs are not unnecessarily inflated. Additionally, we formulate the reparametrization algorithm in [58] into two dimensions, which is necessary for low-resolution stability.
• Our previous adaptive time stepping work [51] relied on asymptotic assumptions of the truncation error, which are not valid at the low resolutions. Since this result breaks down, we present a new variation of this scheme that can be used at all resolutions.
• A vesicle's area and arc-length are invariant in two-dimensional vesicle simulations (their counterparts are volume and surface area in the three-dimensional simulations). However, at low resolutions the errors can be extensive and hence result in unstable and non-physical flows in time scales much shorter than the target time horizons. Therefore, we present an efficient scheme to correct those errors without modifying the governing equations.
• Near-field (lubrication like) hydrodynamic interactions cannot be resolved accurately at low resolutions. This leads to non-physical collisions between vesicles. We detect collisions with spectral accuracy [49] and implement a short range repulsion force [23, 60] to keep vesicles sufficiently separated. Unlike many other repulsion models requiring two parameters, our scheme is parameter-free, i.e., the repulsion length scale is set beforehand based on numerical experiments and the strength of the force is adaptive that guarantees no collision.
• We calibrate all the parameters of the LRCA heuristically and thereby develop a black-box solver with a single parameter. We test the solver in a real-world application of a microfluidic cell sorting device.
Summary of conclusions:
• Corrections: All empirical fixes (anti-aliasing, reparametrization, repulsion, adaptive time stepping, area-length correction) are necessary to stabilize low-resolution simulations. Dropping one can result in failure.
• Parameters: The main parameters are the spatial resolution N , the temporal resolution ρ AL , and a time budget T comp so the solver can automatically set the minimum time steps. Overall, the simulations are quite sensitive to time-discretization.
• Failure modes: If T comp is not sufficient the code will terminate early. This is because the required time-step size is too small or equivalently the time per time step is too large (for example, the suspensions has too many vesicles).
• Convergence: We don't have a way to guarantee convergence. Goal-oriented error estimation requires adjoints and we don't have this capability. The only way to check for convergence is to start with a coarse N and ρ AL and refine until the results do not change significantly. Notice that this is also true for the fine-resolution simulations. Notice even in this scenario in which we compare simulations at different resolutions, the error metric matters a lot. If we're interested in convergence of individual trajectories, very refined simulations are necessary, especially for dense suspensions. But for error metrics that look at average quantities, (e.g., effective viscosity) convergence is faster and less sensitive to the details of the simulation.
Limitations. One limitation is that our results are entirely empirical. In general, there is very little work on theoretical results for general vesicles. Indeed the only results are for vesicles that are small perturbations of a disc and thus resemble rigid spheres. Another limitation is that the methods are implemented in two dimensions. However, the algorithms can be naturally extended to three dimensions: e.g. local area and length correction can be extended to a volume and surface area correction [36] , and a surface reparameterization has already been implemented in three dimensions [36, 54, 58] . Another limitation is that our methods do not allow for spatial adaptivity. However, upsampling is utilized to avoid aliasing that would otherwise be unavoidable at low frequencies.
Our methods allow for a viscosity contrast between the interior and exterior of the vesicles, and several numerical examples are presented. But the methods are not directly applicable to suspensions in which the bulk fluid is non-Newtonian or inertial flows.
Related work. This paper is an extension of our work for high-concentration suspensions [49] and for highorder adaptive time stepping with spectral deferred correction (SDC) [51] . That's why, we refer the reader to [49, 51] for the review of the literature on the numerical methods for Stokesian particulate flows. Here, we only review the literature on anti-aliasing techniques, surface reparametrization algorithms, area-length correction methods, repulsion models, and error measures for vesicle dynamics and rheology.
Anti-aliasing. Classical works in aliasing include [10, 32, 45] . In [42] and [43] , if the discretization is with N points, the nonlinear terms are computed at the higher resolution 1.5N and filtered back to N points. While this removes aliasing errors due to quadratic operations, the nonlinearities in the vesicle model, such as roots and inverses, are much stronger. Therefore, it is essential to find appropriate upsampling rates. In [54] , an algorithm that automatically adjusts the upsampling rate for differentiation is based on the mean curvature of the three-dimensional vesicles; our upsampling scheme is similar. It efficiently determines the sufficient upsampling rate for each vesicle to compute the force due to bending while we always upsample to N 3/2 to compute the layer potentials. Reparametrization. By using reparametrization, the grid quality of the vesicle membrane is preserved and this also helps control aliasing errors. An algorithm for distributing grid points equally in arc-length for two-dimensional membranes is presented in [5] and implemented in [24, 37] . Additionally, [54, 58] present a reparametrization scheme for three-dimensional vesicles which redistributes points so that highfrequency components of the spectral discretization are minimized. Our reparametrization scheme is based on the latter works and smooths vesicle shapes by penalizing its high frequencies. We have observed that this provides better grid quality than equally spacing the points in arc-length.
Local correction to area and arc-length. Despite the local inextensibility and incompressibility conditions, errors in the area and length of a vesicle can become large because of error accumulating at each time step. This not only results in non-physical vesicle shapes, but can also lead to instabilities. In [37] , this issue is addressed by performing an area-length correction after each time step. The length is corrected by adding a correction term to the inextensibility condition and the area correction requires solving a quadratic equation. In [1, 6, 9] , area and length errors are corrected by adding artificial forces. Unlike those techniques, our area-length correction scheme does not modify the governing equations. We correct area and length after each time step by solving a constrained optimization problem. This scheme is also extended to three-dimensions in [36] .
Repulsion. There is extensive work on repulsion force models for avoiding collisions in particulate flows [14, 15, 20, 44] . These models are in either polynomial or exponential form. They have two parameters: One is the repulsion length scale where the force is non-zero and the other is the strength of the force. However these two parameters are set a priori and the cannot be adapted during the simulation. In our scheme we employ a state-of-the-art scheme from computer graphics [23, 60] . This model is in a polynomial form which performs well in dense suspension simulations because it is developed for simulations with objects coming close frequently with low velocities in the context of contact mechanics. The length scale is the only parameter of the model, which we calibrate heuristically. The strength of the repulsion is determined adaptively, therefore, no vesicle collision is guaranteed.
Error measures. A significant question that arises in these low-resolution calculations is an appropriate definition of the error. Obviously one has to give up on capturing individual trajectories accurately and look at appropriate statistics that should depend on the particular application in dense suspensions. By contrast, there are applications such as cell sorting in which the trajectories are of interest. Since we do not have a particular goal in mind and we consider this coarsening problem generically, we quantify the error in terms of individual trajectories in dilute suspensions and of upscaled quantities or statistics in dense suspensions.
The dynamics and rheology of vesicle suspensions have been investigated widely and various error measures have been introduced. For dilute suspensions, local error measures such error in the vesicles' inclination angles, centers and proximity to other vesicles are frequently used. In [28, 30, 34] , the error is quantified using the vesicles' inclination angles and centers in dilute suspensions. In [53] distance between two vesicles in a shear flow, i.e. error in proximity. For dense suspensions, it is typical to consider collective dynamics rather than the behavior of each vesicle. For instance, effective viscosity of a suspension is an upscaling measure which is equivalent to the viscosity of a homogeneous Newtonian fluid having the same energy dissipation as the suspension [26, 53] . Additionally, in [11, 35] , the so-called shear-induced diffusion, that is, the evolution of probability distributions of vesicles' centers is investigated. This phenomenon 4 is studied both computationally [39, 40] and experimentally [46] . We also studied mixing in vesicle suspension in [27] , where we need accurate averages of velocity field. In this study, we quantify the error based on those quantities of interest.
Outline of the paper. In Section 2 we summarize the formulation of our problem. In Section 3 we introduce the LRCA including anti-aliasing, a new adaptive time stepping method, area-length correction, reparametrization, repulsion and alignment of shapes. In Section 4 we test the stability of the low-resolution simulations with the LRCA in various confined and unconfined flows, and we report accuracy in terms of different error measures.
Formulation
In this section, we summarize the formulation and discretization algorithm from [49] (see [48] for a detailed derivation).
Governing equations
In the length and velocity scales of vesicle flows, the inertial forces are often negligible so we use the quasi-static incompressible Stokes equations. The dynamics of the flow is fully characterized by the position of the interface x(s, t) ∈ γ i , where s is arc-length, t is time, and γ i is the membrane of the i th vesicle.
Given M vesicles, we define γ = M i=1 γ i . The interior of the i th vesicle is denoted by ω i , and we define
Let Ω be the m-ply connected domain containing the vesicles, and Γ = Γ 0 ∪ Γ 1 ∪ · · · ∪ Γ m be its boundary. The interior connected components of Γ are Γ i , i = 1, . . . , m, and Γ 0 is the connected component containing all other connected components. See Figure 1 for the schematic. A vesicle suspension in a Couette apparatus. Ω is the fluid domain between the walls (both inside and outside the vesicles), its boundary is denoted by Γ, γi is the boundary of the i th vesicle whose interior is ωi, ω = i ωi is the red area, and γ = i γi.
Let µ and µ i be the viscosities of the bulk fluid and the interior fluid of the i th vesicle, respectively. The position of the vesicle is determined by the moving interface problem modeling the mechanical interactions between the viscous incompressible fluids and the vesicles' boundaries. The equations governing the motion of vesicles are
no-slip boundary condition.
Here T = −pI + µ ∇u + ∇u T is the Cauchy stress tensor and n is the outward normal vector to the membrane γ at point x. · denotes the jump across the interface, x s is arc-length derivative of x, κ b is bending stiffness of a membrane, and σ is tension of a membrane. Here, the right-hand side of (1e) is the interfacial force applied by the membrane to the fluid due to bending and tension. U is velocity on the boundary Γ.
There exist several methods for solving interface evolution equations similar to (1) . In line with our previous work [49-51, 53, 57, 58] , we use an integral equation formulation which naturally handle the piecewise constant viscosity and the discontinuity along the interface.
Integral equation formulation
We present an integral equation formulation of (1) with a viscosity contrast ν p = µ p /µ between the interior fluid with viscosity µ p and the exterior fluid with viscosity µ. The single and double layer potentials for Stokes flow (S pq and D pq , respectively) denote the potential induced by hydrodynamic densities of the interfacial force f and velocity u on vesicle q and evaluated on vesicle p:
where r = x − y and ρ = r 2 . Let S p := S pp and D p := D pp denote vesicle self-interactions. We, then, define
For confined flows, we use the completed double layer potential due to a density function η defined on the solid walls
The Stokeslets and rotlets are
where c q is a point inside ω q , r = x − c q , and r ⊥ = (r 2 , −r 1 ). The size of the Stokeslets and rotlets are
If x ∈ Γ 0 , we add the rank one modification N 0 [η](x) = Γ0 (n(x) ⊗ n(y)) η(y)ds y to B to remove a onedimensional null space. Finally, by expressing the inextensibility constraint in operator form as
the integral equation formulation of (1) is
(
Since the velocity u = dx/dt and the interfacial force f depend on σ and x, (3) is a system of integrodifferential-algebraic equations for x, σ, and η.
Temporal discretization
We discretize (3) in time with a first-order IMEX [4] time stepping method. We linearize (3) and treat the stiff terms, such as the bending, implicitly, while treating nonlinear terms, such as the layer potential kernel, explicitly. In particular, an approximation for the position x and tension σ of vesicle p at time n + 1 is computed by solving
where α p = (1 + ν p )/2, and operators with a superscript n are discretized at x n . Although (4) is fully coupled, it is more stable method than methods that treat vesicle-vesicle and vesicle-boundary interactions explicitly [49] .
Spatial discretization
Let x(θ), θ ∈ (0, 2π] be a parametrization of the interface γ p , and let{x(θ k ) = 2kπ/N } N k=1 be N uniformly distributed discretization points. Then, a spectral representation of the vesicle membrane is given by
We use the fast Fourier transform to computex, and arc-length derivatives are computed pseudospectrally. Nearly singular integrals are computed with an interpolation scheme [49] . Finally, we use a Gausstrapezoid quadrature rule [2] with accuracy O(h 8 log h) to evaluate the single layer potential and the spectrally accurate trapezoid rule for the double layer potential.
We build and factorize a block-diagonal preconditioner introduced in [49] . This preconditioner removes the stiffness due to the self-interactions of vesicles but does nothing for the inter-vesicle and inter-wall interactions. As a result, the number of preconditioned GMRES iterations depends mostly on the magnitude of the inter-vesicle interactions which is a function of the vesicles' proximity. As we will see later, we upsample vesicles' boundaries to avoid aliasing. Thus, we construct the preconditioner on the upsampled grid. Although this increases the cost of building the preconditioner, the cost is offset by a significant reduction in the number of GMRES iterations.
Algorithms for low-resolution simulations
In this section, we present our low-resolution correction algorithms (LRCA) for simulations of vesicle suspensions: anti-aliasing in Section 3.1, adaptive time stepping in Section 3.2, local correction to area and length in Section 3.3, reparametrization in Section 3.4, alignment of shapes in Section 3.5, and repulsion force in Section 3.6. In Algorithm 1, we list the order that these algorithms are called in conjuction with the advancing the vesicles forward one time step. Algorithm 1 Ves2D: Main stages in one time step of vesicle flows
Solve the system of equations (4) [accept, ∆t new ] = newTimeStepSize(x n+1 , x n , ∆t n , T CPU )
Choose the new time step size if accept then
If solution is accepted
Correct errors in area and length of vesicles
Reparametrize vesicles' membranes
Align reparametrized shapes with the original ones
Set the time step size for the next time step
else
If solution is not accepted
Reject solution and try again with smaller time step
Set the new time step size for the subsequent attempt
end if
At every time step, we solve (4) with our anti-aliasing algorithm to update the vesicles' position x, tension σ, and density function η (if the flow is confined). After solving the evolution equation, given a tolerance ρ AL newTimeStepSize determines if the solution x n+1 is accepted or rejected, and chooses a new time step size, ∆t new . If the solution x n+1 is accepted, we correct the errors in area and length of every vesicle. We, then, reparametrize the vesicles' boundaries to redistribute points such that high frequency components of the surface parametrization are minimized. The reparametrization and the area-length correction cause vesicles to translate and rotate, so we align their centers and inclination angles with those of the original ones. Finally, if we detect that too much error has been committed, then the solution x n+1 is rejected and a time step is taken with a smaller time step size.
We list and comment on the parameters required by the algorithms under the pertinent sections. As a result of numerical experiments we heuristically decide on the values of these parameters. There are two main parameters setting resolution of a simulation: Spatial resolution is determined by numbers of points per vesicle N and per wall N wall and the tolerance for the error in area and length at each time step, ρ AL , sets the temporal resolution. [51] introduced new higher-order adaptive time integrators based on spectral deferred corrections (SDC). The number of SDC sweeps n sdc determines the time stepping order of accuracy. At low resolutions, we have observed that SDC does not achieve high-order accuracy unless a very small time step is taken meaning that a small tolerance ρ AL is requested. Since we are not interested in taking small time step sizes, we do not use SDC sweeps for low-resolution simulations, but they are used for our ground truth high-resolution simulations.
We propose a black-box solver using Algorithm 1 which requires a single parameter: allocated CPU time T CPU in which a simulation is desired to be completed. Our experiments in Section 4 show that the temporal resolution ρ AL required for accurate and efficient simulations does not vary much at low spatial resolutions. The low-resolution simulations can be successfully completed using ρ AL = 1E-2 or 1E-3. Since the errors in area and length are large at the coarse spatial resolutions, the smaller temporal resolutions result in excessive computing times at the coarse spatial resolutions, i.e. N ≤ 24. This renders the lowresolution simulations impractical. Therefore, we do not require the temporal resolution to be defined in our solver and instead use the tolerances we consider workable at low resolutions.
Our solver starts with a coarse spatial discretization N = 8 points per vesicle and a high tolerance ρ AL = 1E-2. Then it indicates possible refinement of the resolutions to provide an accurate physics or to avoid the 8 failure of the simulation due to a computation time going beyond the allocated time T CPU . We summarize the scheme as follows:
1. First, the solver runs the simulation with N 0 = 8 and ρ AL = 1E-2 and monitors on-the-fly if the simulation can be completed within T CPU .
2. If the estimated CPU time goes beyond the allocated time T CPU , the solver terminates the simulation and increases the temporal resolution, first. The next simulation is run with ρ AL = 1E-3.
3. If the estimated CPU time again exceeds the allocated time T CPU , it increases the spatial resolution to 1.5N 0 and uses ρ AL = 1E-2 for the next simulation.
4. The last two steps are repeated until the simulation is completed within T CPU . If this is not possible, it seems that T CPU is not achievable at the low resolutions.
5. Once the solver finds a resolution N and ρ AL , it then checks the accuracy of the simulation. To do so, it runs two more simulations: one with 1.5N and 0.1ρ AL , and the other with 2N and 0.1ρ AL .
6. The self-error is computed with respect to these higher resolution simulations in terms of the quantity of interest. If the self-convergence is achieved, the simulation is terminated. If not, then the procedure above is repeated.
This scheme can guarantee the accuracy of the physics in terms of the quantity of interest using as coarse discretization as possible. But it may not find the simulation which takes the shortest CPU time. However, it is expected to be faster than to simulate using some high spatial and temporal resolutions at which it is still unknown if the simulation is stable or not beforehand. Additionally, another simulation of a similar CPU time is still needed to estimate the accuracy of that solution. We test the proposed solver with an example of a microfluidic device for cell sorting in Section 4.7.
Anti-aliasing
When representing periodic functions at N grid points, only N frequencies can be represented. Therefore, if a certain operation such as the multiplication of two periodic functions is performed, new highfrequency components are formed and can not be represented with N points. These newly introduced high-frequency components are identical to one of the low-frequency components, and the result is that the high-frequency components are aliased as one of the N frequencies.
In vesicle suspensions, two operations that result in aliasing errors, especially at low resolutions, are computing the traction jump −κ b x ssss + (σx s ) s , and computing the single and double layer potentials (2) . The bending term x ssss is especially susceptible to aliasing errors since it requires multiplication by the Jacobian four times. We control the aliasing error by upsampling (uniformly). But how much should we upsample? We adjust the upsampling rate using the decay of the spectrum of x ssss . First, we upsample the N point vesicle to 16N points and compute the fourth derivative of this upsampled shape. Then, we systematically compare the high-frequency and low-frequency energy using a growing number of points of this upsampled shape. We start by considering the first 1.5N Fourier modes. If the low-frequency energy exceeds the high-frequency energy, then we use 1.5 as the upsampling rate. Otherwise, we continue by comparing the low-frequency and high-frequency energy of the first 2N Fourier modes. This algorithm is continued until the low-frequency energy exceeds the high-frequency energy, or the maximum upsampled rate of 16 is reached. The algorithm is outlined in Algorithm 2.
While the upsampling rate may be as large as 16, the vesicle shape is only tracked at the low resolutions with N points. Therefore, the additional cost of computing the traction jump with our anti-aliasing algorithm is proportional to the upsampling rate. In addition, our numerical examples never required an upsampling rate larger than 10, and, at most time steps, they do not exceed 3.
In Figure 2 we use Algorithm 2 to compute the aliasing error in the traction jump of a single elliptical vesicle. To compute the error, we first compute a reference traction jump with 1024 points. Then, we ] for all four values of N ; in contrast, when no upsampling is applied, the error decays in the low frequencies as N is increased, but remains large in the high frequencies. Finally, even when a high resolution such as N = 32 is used, we see that it is important to upsample by at least 1.5 to control the aliasing error.
For the layer potentials, applying Algorithm 2 is too expensive. Even if we used a low resolution such as N = 12, this would require a dense matrix-vector multiplication with 192 points. Therefore, we simply fix an upsampling rate that is used at all resolutions. We have experimented with upsampling by a factor of 2 and upsampling by a factor of √ N . We use the latter value since we have found that the additional cost is offset by the number of rejected time steps in some of our numerical examples. In Figure 3 , we plot aliasing errors with and without upsampling, again for an ellipse, and the density function is the vesicle shape. By upsampling to N 3/2 , the error is controlled at all frequencies for all the resolutions. Moreover, the upsampling rate used is less than 6 for the four small values of N that we will be considering.
Adaptive time stepping
In [50, 51] , we presented an adaptive high-order time stepping method for vesicle suspensions. The scheme uses the errors in the vesicles' area and length to estimate the local truncation error. This is possible since the area and length are invariant by the incompressibility and inextensibility conditions, respectively. The major advantage is that this estimate can be computed with spectral accuracy, basically for free, and, in contrast to many adaptive time stepping methods [22] , only one numerical solution is formed. High order accuracy can be achieved through spectral deferred correction (SDC) sweeps [51] .
This algorithm poses two issues that need to be addressed in the context of the present study. One issue is that the original proposed algorithm [51] uses asymptotic estimates of the error, so it assumes that the temporal error dominates the spatial error, and that ∆t is sufficiently small. The time stepping error does not always dominate in low-resolution simulations, and even if it does, it is possible that a very small ∆t is necessary to be in the asymptotic regime. Therefore, before adjusting the time step size, we check if we are in the asymptotic regime. If we are, we use the method proposed in [51] , and if not, then we simply increase or decrease the time step size by a constant factor. Moreover, we do not expect to achieve secondor higher-order accuracy in time, and this must be accounted for when adjusting the time step size. The second issue is that the algorithm assumes accumulation of errors in area and length. However, to maintain stability, we will be correcting these errors at every time step. This is easily resolved by specifying a error tolerance for each time step rather than for the time horizon as done in [51] . In Algorithm 3, we describe our new scheme that uses errors in area and length to accept or reject a solution and selects a new time step size. Let ρ AL be the user-defined tolerance for errors in each vesicle's area and length. The area A and length L of a vesicle at time t whose boundary is x(θ, t) = (x(θ, t), y(θ, t)) is
Shortly we will require dA/dt and dL/dt to adjust the time step. The time derivatives are given by
where u = dx dt and v = dy dt . We approximate the velocities with
Suppose we compute the solution at time t + ∆t with the first-order time stepping scheme and the solution x(t + ∆t) has area A(t + ∆t) and length L(t + ∆t). The errors in area and length are
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Assuming A > L (the same argument holds if the situation is reversed), we either accept or reject the solution and choose a new time step size for a single vesicle (we take the maximum errors over all vesicles if we have multiple vesicles) as follows:
1. We, first, check for any collisions between different vesicles and between vesicles and solid walls using the technique presented in [49] . If there is a collision, we reject the solution and decrease the time step size by a factor of two.
2. We define an interval [ρ min , ρ AL ] where ρ min = 0.5ρ AL . We accept the solution if ρ min ≤ A ≤ ρ AL , and the time step size is not changed. This step helps reduce the number of rejected time steps since it does not increase the time step size when the error is close to the tolerance ρ AL .
3. If A < ρ min , we check if the time step size is in the asymptotic regime. This is done by examining the Taylor series of the area
We check if the right-hand side in (6) is dominated by the first two terms by defining
Then, we say that ∆t is in the asymptotic regime if
and the new time step size is
If condition (7) is not satisfied, then we increase the time step size by a constant factor β up . Finally, we do not allow the time step size to exceed the maximal value ∆t max , which can be determined based on the length L and velocity U scales of a flow, i.e. ∆t max ∝ L/U .
If
A > ρ AL , we reject the solution and decrease the time step size. Again, we first check if the time step size is in the asymptotic regime. If
then the new time step size is chosen as in (8) . Otherwise, we decrease the time step size by a constant factor β down .
5. Once the time step size is chosen, we compute the average of the last 10 time step sizes ∆t. Then assuming that we will keep taking time steps of size ∆t we compute the number of remaining time steps to reach the time horizon m = (T h − T current )/∆t. We also compute the average of the CPU times it took in the last 10 time steps, t CPU . Then assuming that each remaining time step will take t CPU on average we estimate the remaining CPU time and the total CPU time the simulation will take, T CPU . If the total estimated CPU time T CPU exceeds the allocated time T CPU , we terminate the simulation.
At low resolutions, collisions are likely as the hydrodynamic forces may not have been resolved sufficiently. In addition to the collision detection [49] in this scheme, we introduce a repulsion force in Section 3.6 to handle the collisions. However, an imminent collision might require small time step sizes which result in a computing time exceeding the allocated time T CPU . This usually occurs when the vesicles get too close due to large time steps taken before the repulsion force is activated and once they are too close, the repulsion force introduces stiffness which requires very small time step sizes. In those cases we terminate the simulation and take a finer temporal resolution or maybe a finer spatial resolution so that the simulation can be completed within the allocated time. In summary, we have several parameters in our scheme. First, we have a tolerance ρ AL to decide whether the solution is acceptable. If it is acceptable, then we need to decide if we should increase the time step size. We do this by comparing the error with a tolerance ρ min . The tolerance ρ AL might be an input but we observe from our experiments that it should not be less than 1E-3 at low resolutions to result in reasonable computing times. The tolerances lower than that requires very small time step sizes which are needed to keep the errors in area and length below those tolerances at coarse spatial resolutions. If we are to increase the time step size, then we need the tolerance ρ up in (7) to determine if we can use the asymptotic assumption to adjust the the time step size using (8) . If the asymptotic assumption is not valid, then we need a constant factor β up by which we increase the time step size. If the solution is not acceptable, then we need to decrease the time step size. Similarly, we decide if the asymptotic assumption is valid using a tolerance ρ down . If it is not valid, then we need a constant factor β down by which we decrease the time step size. We list the parameters of the adaptive time stepping and their values in Table 1 . Here, L and Tolerance for using the asymptotic assumption to increase time step size 10 −3 ρ down Tolerance for using the asymptotic assumption to decrease time step size 10 −2 ∆t max Maximum time step size ∝ L/U U are length and velocity scales of a flow. We want to be aggressive in decreasing the time step size but cautious in increasing it. Therefore, we choose ρ up < ρ down . The other parameters are chosen by running a few experiments and choosing values that minimize the total number of rejected time steps. The parameter values in Table 1 work very well for a variety of problems we have tested. We apply the proposed adaptive time stepping scheme to a confined and unconfined suspension in Figure 4 . We demonstrate how the time step size varies in a stenosis flow (left) and a shear flow (right). Open circles indicate the times when a time step size is rejected. In both simulations, vesicles are discretized with N = 16 points, and the tolerance is ρAL = 10 −2 . In the stenosis flow, the outer wall is discretized with N wall = 256 points. There are 12 rejected and 64 accepted time steps in the stenosis flow, and 2 rejected and 110 accepted time steps in the shear flow.
Local corrections to area and length
The incompressibility and inextensibility conditions guarantee that the area and length of each vesicle are constant. However, long time horizon simulations suffer from the accumulation of errors in area and length which often leads to instabilities or non-physical simulations. Therefore, area-length correction is 
Compute area of x n+1 and xn end if return ∆t new , accept essential in long time horizon simulations at low resolutions. One way is to add a correction term to the inextensibility condition to correct the length and solve a quadratic equation to correct the area [37] . Another way is to add a forcing term to the inextensibility condition [1, 6, 9] . Here, we introduce a postprocessing technique that maintains the errors in area and length below a prescribed tolerance without modifying the governing equations. This is done with a constrained optimization problem where the constraints require the vesicle's area and length to be fixed.
Suppose that a vesicle initially has area A 0 and length L 0 , and that x(t) is the solution at time t. We make a local correction to the vesicle's shape by applying sequential quadratic programming (SQP) to
to obtain a new shapex. Equation (9) is solved iteratively with a MATLAB built-in function, fmincon, which is used for minimum constrained algebraic equations (see Algorithm 4 and Algorithm 5). The function requires tolerances for the objective function ρ fun and for the constraints ρ con . In our low-resolution simulations, both tolerances are 10 −3 . After correcting the area and length, it is possible that vesicles are closer than a minimum distance set by our repulsion force (see Section 3.6). Since we will be treating repulsion explicitly, the result would be a stiffer system and a smaller time step size would be required. To avoid this issue, we only correct the vesicles shape if the correction does not result in the distance between any two vesicles decreasing below the repulsion length scale.
We demonstrate the effectiveness of the local correction in Figure 5 . We consider a single vesicle of reduced area 0.65 in a shear flow with no viscosity contrast. The vesicle tilts to a certain inclination angle and then undergoes a tank-treading motion. We discretize the vesicle with N = 12 points and reparametrize (see Section 3.4) its boundary at every time step. We take a time horizon of T = 30 so that the vesicle tank-treads approximately 1.5 times. We run the simulation with various tolerances for errors in area and length ρ AL . We plot the maximum of the errors in area and length without the correction (top row), snapshots of the vesicle configurations without (middle row) and with (bottom row) the local correction to the vesicle's shape. Without correction, the error grows to O(10 −1 ) at the time horizon, and it is still growing. However, the simulations remains stable and accurate, even with large tolerances, when the vesicle's shape is corrected.
Reparametrization
When a vesicle is discretized at low resolutions, time stepping can quickly distort the point distribution. This introduces high frequency components into the boundary parametrization which leads to aliasing errors and numerical instabilities. Therefore, it is essential to redistribute points so that high-frequency components are minimized. The reparametrization algorithm is presented in our previous work [54, 58] for three-dimensional vesicles. In Algorithm 6 we mimic this algorithm for two-dimensional vesicles 1 . Let γ be the boundary of a vesicle that is parameterized as x(s) where s is arc-length. Let F : R 2 → R denote an implicit representation of the surface such that F (γ) = 0 and ∇F does not vanish. We seek a surface parametrization y(s) which minimizes the quality measure E(y) := N k=1 a k |ŷ k | 2 :
where a k are attenuation coefficients. By introducing the Lagrangian E(y) + γ λF (y), the optimality condition is obtained by taking the variation of E with respect to y and λ (see [58] ):
We introduce a parameter τ and use pseudo-transient continuation to solve (10). The discretized equation using an explicit scheme is
Letting g = − (I − n(y) ⊗ n(y)) ∇E(y), the iteration is continued until the change in y or the gradient g is sufficiently small. The parameters ρ y and ρ g in Algorithm 6 set this stopping criteria. Since the goal of reparametrization is to smooth the boundary γ, the attenuation coefficients a k should be small for low frequencies and grow for high frequencies. We choose a k = k 4 resulting in ∇E(y) = N k=1 k 4ŷ k e ikα . We have also experimented with a k = k 2 , but we found that the resulting shapes could still have undesirable high frequencies (see Figure 6 ). 
Algorithm 4 correctShape(x,
Compute area and arc-length of current shape z Figure 6 (a-1) Figure 6 : We reports results for two different choices of the attenuation coefficient a k . We reparametrize the original shape (red) discretized by N = 12 points in Figure 6 (a-1) with a k = k 2 (black) and a k = k 4 (green). The corresponding shapes are in Figure 6(a-1) . Figure 6(a-2) shows the absolute values of the shapes' energies. While the arc-length spacing turns out to be almost uniform with a k = k 2 , the additional reduction in the high frequencies from using a k = k 4 results in smoother vesicles and stabler simulations.
In Figure 7 , we compare the simulation of two vesicles in a shear flow with and without reparametrization. The vesicles are discretized with N = 12 points. We use our new adaptive time stepping scheme (Section 3.2) with a tolerance of ρ AL = 10 −2 and we correct the area and length of the vesicles after each time step (Section 3.3). The top row does not use reparametrization while the bottom row does. The grey vesicles are from the ground truth. The shapes with reparametrization are significantly smoother and closer to the ground truth. The number of required time steps when we reparametrize is reduced; there are 94 accepted, 4 rejected time steps with reparametrization and 108 accepted, 11 rejected time steps without reparametrization. Here, the vesicles are discretized with N = 12 points and we set ρAL = 10 −2 . The top row does not use reparametrization while the bottom row does. The grey vesicles are the ground truth solution, which is computed using the high-fidelity version of the code.
Algorithm 6 reparametrize(x)
Require: ρ y , ρ g , ∆τ ,i max // We choose ρ y = 10 −3 ∆x and ρ g = 10 −3 , where ∆x = u∆t; and i max = 200 // We use a line search to find ∆τ at every iteration for stability y 0 ← upsample x Upsample to the anti-aliasing frequency 
Alignment of shapes
Locally correcting (Section 3.3) and reparametrizing (Section 3.4) the vesicle shape often results in translations and rotations. To remove these errors, we apply a rigid body motion to the vesicle shapex = (x,ỹ) after each of the algorithms so that the corrected and reparametrized shape aligns with the original shape. Given a single vesicle, the rigid body motion fromx to x is
where R is a rotation matrix (R T R = I) and t is a translation vector [8] . To compute R, first let cx and c x be the centers of the shapes, and then define the 2 × 2 matrix
where x i are the discretization points of the vesicles. By computing the singular value decomposition of H = U ΣV T , we obtain the rotation matrix R = V U T . The translation operator t is, then,
The new shape is x new = Rx + t which, in addition to having the correct area, length, and a smooth boundary, has the same center and inclination angle as the shape prior to these local corrections. Therefore, this algorithm helps minimize the artificial effects of the correction algorithms on the dynamics given by the governing equations.
Repulsion
While hydrodynamic forces do not allow vesicles to cross, these forces are often not accurately resolved in simulations with low spatial resolutions, and vesicles may collide. We introduce a repulsion force to handle collisions. We use discrete penalty layers to penalize close proximity between discretization points on vesicles. The form of the repulsion we use has been introduced for contact mechanics [23, 60] . Letting h max be the maximum arc-length spacing and d min a repulsion length scale, the repulsion force applies on the points of the vesicles' membranes when they get closer than d min = δ min h max . We define a gap function for discrete layer between two discretization points x ∈ γ p and y ∈ γ q , p = q
where r = x − y . The gap function measures the proximity of two points on the vesicles (γ p and γ q ). When g < 0, the points are in the proximity of the layer . The repulsion force to penalize being in the proximity of the th discrete layer is
where W is the repulsion strength. The penalty force can be considered as placing a spring between approaching vesicles. If there is a single spring between them, the spring will compress fully and eventually fail for sufficiently large relative velocity. However, having penalty forces as a function of the active discrete layers as in (11) can be considered as placing an infinite number of springs between approaching vesicles. This guarantees that two vesicles do not collide, which makes the method robust. Although this guarantee is independent of the repulsion strength W , performance of the method and error in physics depend on the choice of W .
The total number of activated discrete layers, L, is the largest integer less than dmin r . Hence, the total penalty force on point x ∈ γ p due to point y ∈ γ q is
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In Figure 8 we plot the total number of discrete layers activated L and the total penalty force of two approaching points. We show each L in Figure 8 (a-1) and the corresponding total penalty force F in Figure 8 (a-2) with the same color. As the points approach to each other, the number of activated layers L increases and the color of the curves showing L and F simultaneously change. Finally, the repulsion force at a point x ∈ γ p due to all other vesicles is formed by summing (12) over all discretization points y / ∈ γ p . We treat the repulsion force explicitly. That is, single layer potentials of the repulsion forces are computed and placed on the right hand side of the linear system. That can introduce stiffness when the vesicles suddenly come too close. Here we take two approaching points and compute the total number of activated discrete layers L and the total penalty force F (see (12) ). We choose dmin = 0.06 and W = 1. We show each L on the left and magnitude of the corresponding total penalty force F on the right with the same color. The repulsion force increases as the points approach each other.
Remark. In order to choose the repulsion length scale d min , we place two vesicles of reduced area 0.65 symmetrically about the origin in an extensional flow. This simulation is done at a low resolution with N = 12 points. We examine the energy in the six lowest frequencies relative to the total energy of the vesicles' velocities. This ratio is used to heuristically set d min . In this example, when the vesicle separation is less than 0.3h max , this ratio drops significantly and high-frequency components appear. Therefore, we set the repulsion length scale to d min = 0.3h max implying that the minimum distance between two points on the vesicles is d min = 0.3h max after which the repulsion force is non-zero. However, in our experiments we observed that the vesicles got so close that an imminent collision required very small time step sizes in some cases and d min = 0.5h max performs better in those cases. Therefore, we set the repulsion length scale to d min = 0.5h max and never adjusted it again. We set the repulsion strength W so that the velocity induced by the repulsion force is 10% of the velocity due to all hydrodynamic forces in the example above. While vesicles can approach one another in various ways, this example represents one of the worse case scenarios since the proximity between the vesicles decreases for all time, and we have successfully used this length scale parameter for all of our experiments in Section 4.
Numerical experiments
In this section, we demonstrate with various examples that the low-resolution correction algorithms (LRCA) introduced in Section 3 are necessary to maintain stability and to increase accuracy at low spatial resolution. We discuss the accuracy of the low-resolution simulations in terms of different error measures. The error measures are discussed in Section 4.1, and a summary of the numerical experiments are in Section 4.2.
Error measures
We examine the convergence of the method to a ground truth, where the ground truth is formed at high resolutions with small error tolerances. We also report self-error of a low-resolution simulation with respect to another low but higher resolution simulation. We denote the error with respect to a ground truth with g and the self-error with s . In our previous work [49, 51, 53, 58] , we use the errors in the area and length of the vesicles to measure the accuracy. However, since we correct the area and length of vesicles at each time step, this error measure becomes obsolete. We present two new sets of error measures, one for dilute suspensions and one for dense suspensions.
For dilute suspensions, we are interested in the accuracy of the vesicle configuration. We summarize the error measures for dilute suspensions in Table 2 , and then discuss details of each measure. 
Symbol Definition Formulation center
Error in the center of a vesicle (13) prox Error in the proximity of two vesicles (14) IA Error in the inclination angle of a vesicle (15) Letx k and x k , k = 1, . . . , m, denote the position of m vesicles formed with a high-resolution simulation (either ground truth or another low-resolution simulation) and with a low-resolution simulation, respectively. Ifĉ k and c k are the centers of the vesicles, then the error over all time of the center of vesicle k, and the maximum of this error over all vesicles are
where ε is MATLAB's floating point relative accuracy eps. The error in proximity is used for examples with two vesicles. Letting d = c 1 − c 2 andd =ĉ 1 −ĉ 2 , the error in proximity of the two vesicles is prox = max
The inclination angle (IA) is the angle between the x-axis and the principal axis corresponding to the smallest principal moment of inertia [53] . The moment of inertia tensor is
where r = x − c, and c is the center of the vesicle. Then the error over all time of the inclination angle of the k th vesicle, and the maximum over all vesicles are
For dense suspensions, the error in the vesicles' configurations at low resolutions is large and irrelevant. However, depending on the purpose of the simulation, low-resolution simulations can provide significant information with a considerably low computational cost. We consider upscaling measures such as errors in statistics and space-time averages of physical quantities. A list of error measures for dense suspensions are in Table 3 . Table 3 : List of error measures for dense suspensions.
Symbol Definition Formulation v
Error in the space-time average of a velocity field (16) , (17) V Error in the time average of the L 2 norm of a velocity field (18), (19) µ eff
Error in the effective viscosity of a suspension (20) , (21), (22) The velocity field of the fluid bulk plays an important role in many applications. For instance, in [27] we study mixing in a Couette apparatus containing vesicles (see Figure 19) . We model transport with an advection-diffusion equation, so capturing the correct averages of the velocity field is crucial. We consider the error in space-time average of the velocity field and the error in time average of the L 2 norm of the velocity field.
The space and space-time averages of a velocity field V(x, t) are
respectively. Letting v and v denote the space-time averages of velocity fields given by a high-resolution simulation and its corresponding low-resolution simulations, the error is
Additionally, the L 2 norm of the velocity field and the time average of this quantity are
respectively. The error in the time average of the L 2 norm of a velocity field is
Another error measure is based on a numerical homogenization for suspension rheology. The effective viscosity of a suspension is the viscosity of a homogeneous Newtonian fluid having the same energy dissipation per macroscopic volume element. For vesicle suspensions, it is given by [53] 
where
Here, µ 0 is viscosity of the bulk fluid, φ is the volume fraction of vesicles, σ p is the spatial average of the perturbation in stress σ due to the presence of vesicles, κ b is the bending stiffness, κ is the curvature, n, t are the unit normal and tangent vectors, and u is the velocity. Lettingμ eff and µ eff be effective viscosities of a suspension obtained from a high-and a low-resolution simulation, the error in effective viscosity of a suspension is
For dense suspensions in a Couette apparatus, we also report probability distribution functions of the location of each vesicle's center and the magnitude of the velocity at certain radii.
We report the self-convergence of the solutions within the low-resolution simulations in addition to the convergence to a ground truth solution. The self-convergence is useful to estimate the accuracy of a lowresolution simulation when a ground truth solution is not available. In the following sections, the self-errors s are reported in a way that they are computed with respect to the simulation which is reported in one row below on the same table.
Summary of numerical experiments
We perform numerical experiments of both dilute and dense vesicle suspensions in bounded and unbounded domains. We use our adaptive time stepping in all runs except when forming the ground truth. Then, we compare the simulations with and without the LRCA introduced in Section 3. We report timings and the (self-) errors defined in Tables 2 and 3 • One vesicle in a stenosis flow (Section 4.4): We simulate a single vesicle of reduced area 0.65 and without viscosity contrast ν = 1 in a constricted tube (stenosis) with a parabolic flow profile at the intake and the outtake. In these experiments, the vesicle's initial height is 3.5 times larger than the constriction size. As a result of that it highly deforms and gets close to the tube's boundary as it passes the constriction. Here, we show that the LRCA are essential to avoid the vesicle-solid boundary collisions.
• Four vesicles in a Taylor-Green flow(Section 4.5): We simulate four vesicles of reduced area 0.65 with viscosity contrasts of ν = 1 and ν = 10 in a periodic Taylor-Green flow. The vesicles cover approximately 50% of the area of a periodic cell (0, π) 2 making vesicle interactions stronger and the problem more complicated than the previous examples. Here we demonstrate that although the simulations do not converge in terms of the local error measures such as center , the convergence in the upscaling measures can be achieved at low resolutions.
• Couette apparatus (Section 4.6): We simulate vesicles of reduced area 0.65 without viscosity contrast in a Couette apparatus. Simulations with volume fractions φ = 20% and φ = 40% are performed. For these examples, we report errors in the upscaled quantities (see Table 3 ) and statistics. Similar to the experiment with a Taylor-Green flow, many vesicle interactions result in large local errors. However, the low-resolution simulations are 100× faster while capturing the upscaled quantitites and statistics accurately.
• Microfluidic device (Section 4.7): We simulate the separation of a healthy red blood cell (RBC) in a microfluidic device using deterministic lateral displacement (DLD) technique [25] . The device we consider here leads the RBC to show no net lateral displacement, which is confirmed by the actual and numerical experiments [7, 33] . The purpose of this experiment is to show the ability of our black-box solver to deliver the accurate physics using as coarse discretization as possible.
Remark. For all runs, we fix the bending stiffness to κ b = 10 −1 and the GMRES tolerance to ρ GMRES = 10 −10 . Ground truth solutions computed with the high-fidelity version of the code are illustrated as grey vesicles. Additionally, since we use our adaptive time stepping scheme, simulations are compared at different, but comparable times. Table 4 .
Shear flow

Results.
We investigate the necessity of the LRCA to maintain stability and we quantify their effect on the error in the proximity of the vesicles, prox . This problem is particularly difficult because the hydrodynamic force is inaccurate at low resolutions, and this can cause vesicles to collide. We report the (self-) errors in proximity, the number of accepted and rejected time steps, and the CPU times.
In Table 5 , we summarize the simulations of two vesicles of reduce area 0.65 with ν = 1 (top) and ν = 10 (bottom). For almost all the simulations, the LRCA are not necessary to maintain stability. However, the error in the proximity of the vesicles is decreased when the LRCA are used for all runs except N = 32 with ν = 1, and for the two highest resolutions with ν = 10. In these cases where the simulations with the LRCA have greater errors in the proximity than the original simulations, the resolution is sufficient for stability without the LRCA and the effects of the LRCA do not vanish yet, i.e. the decay of the repulsion length scale does not let the effects of the repulsion vanish yet at those high resolutions. That's why, the original simulations are more accurate than the ones with the LRCA. In addition, as expected, the CPU time is increased when the algorithms are used, but the payoff is additional stability and accuracy in almost all the examples. We also increase the temporal resolution while keeping the spatial resolution the same for N = 12 and N = 16. By doing so, the errors in the proximity become less than the ones delivered by the two highest spatial resolutions in shorter CPU times. However, lowering the tolerances at the coarse spatial resolutions might significantly increase the number of time steps taken and hence the CPU time because it requires small time steps to keep the errors in area and length below those low tolerances. Therefore, it is not always efficient to refine the temporal resolution only. For example, in the shear flow of two vesicles with RA = 0.65 and ν = 1 decreasing the tolerance from ρ AL = 1E-2 to ρ AL = 1E-3 with N = 12 leads to a sixfold increase in the CPU time (see Table 5 ). Yet increasing the spatial resolution from N = 12 to N = 16 while decreasing the tolerance only triples the CPU time and results in a smaller error. Figure 10 shows snapshots of the simulation without viscosity contrast at one resolution both with and without our algorithms, and it is clear that the LRCA are necessary to maintain physical vesicle shapes. In Figure 11 the two vesicles with ν = 10 are illustrated at three different resolutions with the LRCA. Here we see convergence towards the ground truth and self-convergence within the low-resolution simulations when the spatio-temporal resolution is increased. Table 5 : The (self-) errors in the proximity of two vesicles of RA = 0.65 with viscosity contrast ν = 1 (top) and ν = 10 (bottom) in a shear flow with and without the LRCA in Section 3 (see Figures 10 and 11) . The self-errors are computed with respect to the simulation in one row below. Also reported are the number of accepted and rejected time steps and the CPU time. The dash "-" is put on the table for the simulations which break without the LRCA because the vesicle collisions cannot be handled. The ground truth simulations of ν = 1 and ν = 10 take 17 and 61 hours, respectively. Both simulations have N = 96 and ∆t = 5E-4.
Accepts Rejects Time (sec) The error tolerance is ρAL = 10 −2 and the grey vesicles are the ground truth. In the top row, the LRCA are used, and in the bottom row, they are not. The error metric we are using seems to be underestimating the error. Although the error in proximity can be considered reasonable, the original simulation has non-physical vesicles. Finally, we present results for the vesicles of reduced area 0.99 with the two different viscosity contrasts in Table 6 . Here, vesicles do not come as close as those of reduced area 0.65. At all the resolutions we consider, not using the LRCA delivers more accurate results in terms of the vesicles' proximity with less CPU time. However if the algorithms are not used at the resolutions N ≤ 16, the errors in area and length of the vesicles are O(10 −1 ). This leads the vesicles to have non-physical shapes at the time horizon (see Figure 12 and Figure 13 ). Table 6 : The (self-) errors in the proximity of two vesicles of RA = 0.99 with viscosity contrast ν = 1 (top) and ν = 10 (bottom) in a shear flow with and without the LRCA in Section 3 (see Figure 12 and Figure 13 for frames of the simulations at the coarsest resolution). The self-errors are computed with respect to the simulation in one row below. Also reported are the number of accepted and rejected time steps and the CPU time. The ground truth simulations of ν = 1 and ν = 10 take 16 and 36 hours, respectively. Both simulations have N = 96 and ∆t = 5E-4. CPU time 22 hours Table 7 : Parameters of the ground truth of a stenosis flow.
Setup. We consider a single vesicle of reduced area 0.65 passing through a constricted tube (stenosis) without viscosity contrast ( Figure 14) . The flow is driven by a parabolic flow profile at the intake and the outtake and the vesicle's initial height is 3.5 times larger than the size of the constriction. We choose a time horizon T = 12 so that the vesicle passes through the constriction. We simulate this example with N = 12, 16, 24, 32 points on the vesicle and N wall = 256 points on the wall with and without the LRCA. The ground truth solution is formed with the parameters in Table 7 .
Results. We again investigate the stability of our scheme with and without the LRCA. In this example, reparametrization is necessary since the vesicle becomes highly deformed, which results in high frequencies in the shape that need to be removed. Time adaptivity and repulsion are necessary for the vesicle to pass through the constriction without crossing the outer boundary. In Figure 15 plots of the vesicle passing through the constriction at different resolutions with the LRCA are qualitatively compared with the ground truth (grey vesicle). Even at the lowest resolution, the vesicle passes through the constriction, and the vesicle shape and center agree quite well with the ground truth. Whereas vesicle-wall collisions cannot be handled without the LRCA and the simulations break at these resolutions (i.e. N ≤ 24).
We report the (self-) errors in the center, the number of accepted and rejected time steps, and the CPU time, both with and without the LRCA in Table 8 . We see that without the algorithms, the low-resolution simulations are not stable with N ≤ 24. At these resolutions, even with a very small time step, the dynamics when the shape is close to the solid wall can not be resolved. However, with the help of the LRCA, the simulations are stable and deliver acceptably accurate results in short CPU times. Even with N = 32 where the algorithms are unnecessary for stability, using them reduces the total number of time steps resulting in a computationally faster method. Additionally, the self-error in vesicle's center decreases as the resolution increases. Table 8 : The (self-) error in the center of the vesicle in a stenosis flow with and without the LRCA in Section 3 (see Figure 15 for frames of these simulations using the algorithms). The self-errors are computed with respect to the simulation in one row below. Also reported are the number of accepted and rejected time steps and the CPU time. The original simulations break when N ≤ 24 because the vesicle-wall collisions cannot be handled. The ground truth simulation takes 22 hours with N = 128 and ∆t = 1E-3. Time step size ∆t (ν = 10) 10
LRCA
Number of SDC sweeps n sdc 1 CPU time (ν = 1) 71.1 hours CPU time (ν = 10) 76.4 hours Table 9 : Parameters of the ground truth of a Taylor-Green flow.
Setup. We consider four large vesicles of reduced area 0.65 in the periodic cell (0, π) 2 with the background Taylor-Green flow u = (sin x cos y, − cos x sin y). The vesicles occupy about 55% of the periodic cell (see Figure 16 ). We color each vesicle for tracking purposes. The time horizon is T = 20 and we perform simulations with viscosity contrasts ν = 1 and ν = 10. We simulate these examples with N = 12, 16, 24, 32, 48 points per vesicle, the error tolerances ρ AL = 10 −1 , 10 −2 , 10 −3 , 10 −4 , 10 −5 , with and without the LRCA. A ground truth solution for these examples is formed with the parameters in Table 9 . We also demonstrate the convergence of the ground truth solution for the example with no viscosity contrast in Figure 17 . Table 10 for the details of the simulation with N = 64.
Results. This example is more complex than the previous examples since there are interactions between multiple vesicles. Therefore, we expect that the LRCA are essential for the stability at low resolutions. We summarize the results of the vesicles with ν = 1 in Table 10 with and without the LRCA. We report the errors in the vesicles' centers, inclination angles, and effective viscosity, as well as the number of accepted and rejected time steps, and the total CPU time. The self-error is measured in terms of the effective viscosity only. Also, in Figure 18 we plot snapshots of the vesicle shapes at four different resolutions and superimpose the ground truth solution. We see that the LRCA result in stability at much lower resolutions, but the errors in the center and inclination angle of the vesicles are large (i.e. O (1)). The reason for that is this example has more vesicle-vesicle interactions than the previous two and the near collisions lead to more chaotic flows [3, 40] . Convergence in terms of the local error measures such as the error in center and inclination angle requires fine resolutions (i.e. at least N = 64 for the no viscosity contrast case, see Figure 17) . Figure 18 shows that the centers and inclination angles of vesicles in the low-resolution simulations are close to those of the ground truth over a short time. As the vesicles interact more, the errors accumulate and result in diverging long-term behavior of an individual vesicle. However, the error of the effective viscosity is satisfactory. In contrast, without the LRCA, stability is not achieved until N = 32 due to vesicle-vesicle collisions which cannot be handled. Smaller errors can be achieved without the LRCA, but this requires a resolution of N = 48. At the two lowest resolutions, we increase the temporal resolution without changing the spatial resolution. While using the LRCA the errors decrease further with increasing temporal resolutions and the CPU times are still shorter than those with higher spatial resolutions, these simulations are not stable without the LRCA. We repeat these experiments with viscosity contrast ν = 10 and we report the results in Tables 11. Again, we see that with the LRCA, the errors in the center and inclination angle are large and the error in the viscosity contrast is small. Without the LRCA, stability requires N = 32 points, and smaller errors than than the those with our algorithms requires N = 48 points. The maximum errors in the vesicles' centers, inclination angles, and the effective viscosity of four vesicles in a TaylorGreen flow with no viscosity contrast ( Figure 18 ) and with the LRCA. The self-errors in terms of the effective viscosity are computed with respect to the simulation in one row below. Also reported are the number of accepted and rejected time steps and the CPU time. The dash "-" is put on the table for the simulations which break without the LRCA because the vesicle collisions cannot be avoided. The ground truth simulation takes 71.1 hours with N = 96 and ∆t = 2E-4. Setup. We consider two Couette flows with volume fractions φ = 20% (75 vesicles) and φ = 40% (150 vesicles) without viscosity contrast (see Figure 19 ). The inner boundary has radii R 1 = 10 and is rotating with constant angular velocity while the outer boundary has radii R 2 = 20 and is stationary. We choose a time horizon T = 100 which results in the inner cylinder completing approximately 16 rotations. We simulate these cases with N = 16, 24 points per vesicle, N wall = 128 points per wall, error tolerances ρ AL = 10 −2 , 10 −3 , and the LRCA. The ground truth solution for these examples use the parameters in the caption of Figure 19 .
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Results.
A Couette apparatus is often used to investigate properties of suspensions such as shear-induced diffusion [46] and effective viscosity. High volume fraction suspensions are of particular importance since red blood cells make up approximately 45% of human blood [21] . In addition, long time horizons are required for statistical analysis. Therefore, there are a large number of interactions between vesicles and walls, near collisions, and highly deformed vesicles. The interactions and shapes can be resolved with fine resolutions, but at a significant computational cost.
We are interested in the errors of upscaled variables. We report the (self-) errors in effective viscosity, space-time average and time average of the L 2 norm of a velocity field in Table 13 for φ = 20% and in Table 14 for φ = 40%. We also present the frames from the simulations of the suspension at φ = 20% in Figure 20 and the suspension at φ = 40% in Figure 21 at various resolutions. As in the previous example, the vesicle trajectories are not captured by the simulations with the LRCA. However, the errors in the upscaled quantities are at an acceptable level of O(10 −2 ) even with N = 16 points on each vesicle. In addition, the computation speedup is significant; the low-resolution runs required no more than a little over a day (φ = 20%) and less than a week (φ = 40%). In contrast, the ground truth simulations required 3 weeks (φ = 20%) and a month (φ = 40%). Cell-Free Layer. Next, we investigate how accurately the low-resolution simulations can capture the statistics of the vesicle locations. In this setup, vesicles are known to migrate away from the walls resulting in a so-called cell-free layer near the walls [35] . This layer is captured by our coarse spatial but fine temporal resolution simulations, i.e. low error tolerances ρ AL (see Figures 20 and 21 ), but at the high error tolerances the cell-free layer is thicker than the ground truth (first and third columns). To further demonstrate this point, we plot the probability distribution functions of distances of the vesicles' centers to the origin throughout the simulations in Figure 22 . The figure shows that the simulations with the error tolerance ρ AL = 10 −3 estimate the cell-free layer accurately at both spatial resolutions, while with tolerance ρ AL = 10 −2 , the cell-free layer is larger than the ground truth. This suggests that although the local errors are too large in the simulations of dense suspensions at low resolutions, the upscaled quantities and statistics are rather insensitive to the local errors and can be accurately captured by the low-resolution simulations. Statistics of the velocity field. We also use simulations of vesicle suspensions in a Couette apparatus to infer mixing properties of the suspensions [27] . For this reason, it is important to estimate the velocity field accurately. We compute the error in the space-time averages of the velocity field discussed above. In Figure 23 we present statistics of the magnitude of the velocity field, V , at points equally distributed in the azimuthal direction at three different radii ( r−R1 R2−R1 = 0.2, 0.5, 0.8). Then we plot the probability distribution function of V in Figure 23 . In the absence of vesicles, V is only a function of the radial position in a Couette flow. However, the presence of vesicles perturbs the velocity field. The low-resolution simulations with the error tolerances ρ AL = 10 −3 estimate the statistics of the velocity field closely. Similar to the statistics to capture the cell-free layer (Figure 22 ), higher temporal resolutions provide more accurate velocity statistics while the spatial resolution does not significantly affect the results (see Figure 23 ). Snapshots of zig-zagging RBCs from our low-resolution (the first three) and the ground truth (at the bottom) simulations of the microfluidic device. The regular alternation between blue and red RBCs represents sequential frames with variable time intervals. The device uses the technique called deterministic lateral displacement (DLD) to separate cells based on their deformability. Our DLD device consists of arrays of circular pillars (shown in black) and an exterior wall (not shown). The suspension flows from left to right (aligned with the horizontal axis). We impose a parabolic velocity at the intake and the outtake that causes a healthy red blood cell to cross the inclined rows of pillars. This crossing is called "zig-zagging" and has also been observed experimentally [7] . In the ground truth simulation we can see that just before the last two columns of pillars, the cell goes around the pillar and crosses rows, thus, it "zig-zags". If a cell does not zig-zag, we say that the cell displaces (laterally) along a row of pillars.
Deterministic lateral displacement (DLD) is a microfluidic technique to separate particles depending on their sizes and deformability without using any external force [25] . A DLD device consists of matrix of pillars, where the rows are arranged at an angle with the x-axis (horizontal) and the imposed velocity profile (or pressure difference) is aligned with the x-axis. When a particle (e.g., rigid particles, vesicles, or red blood cells) enters the device it typically exhibits two modes of motion. Either it "displaces" or it "zig-zags". These two terms are explained in Figure 24 . The basic idea is that if we want to separate particles, we design a DLD device in which one set of particles displaces and the other zig-zags. The experimental study [7] shows that the technique can be used to separate red blood cells depending on their deformability. Follow up numerical studies [33, 52, 59, 61, 62] systematically analyzed the separation of red blood cells using DLD and successfully reproduced the results of the experiments. Among these numerical studies [52, 61, 62] are two-dimensional and [33, 59] are three-dimensional. Here, we want our 2D model to reproduce these numerical and experimental results using as coarse discretization as possible.
Setup. The DLD device we consider here consists of circular pillars with a diameter of 15 µm bounded by an exterior wall (not shown). We impose a Poiseuille flow as a velocity boundary condition at the intake and the outtake, and hence the velocity between two laterally adjacent pillars is parabolic. We consider a healthy red blood cell which has a reduced area of 0.65 and a viscosity contrast ν = 10. The lengths of the long and short axes of the RBC are 8 µm and 3 µm. The inclination angle of the device is 0.17 rad and the center-to-center distance between the pillars is 25 µm. The setup of this DLD device (geometry and imposed velocity) are such so that the cell zig-zags (see Figure 24) .
We discretize the exterior wall with N wall = 3712 points, the pillars with N pillar = 64 points. In our convergence study we do not change these resolutions. The repulsion length scale we use here is d min = 0.5h max . We start with N = 8 points per vesicle and ρ AL = 1E−2. If the simulation can be completed within the allocated CPU time T CPU , we perform a self-convergence test to determine the accuracy of the lowresolution solution. For this purpose we run another simulation of the example with a higher resolution N = 16 and ρ AL = 1E − 3. This "ground truth" solution is performed using N = 64 points per vesicle and ρ AL = 1E − 4. For reference, the ground truth simulation requires 5.6 hours (on a single workstation) and our ground truth solution is in agreement with the experimental results reported in [7] (at the botton in Figure 24 we depict the trajectory of a cell using our ground-truth simulation).
Results. We are interested in capturing the true motion of the cells, i.e., displacement vs zig-zag and the correct point of zig-zagging so we can properly characterize the behavior of the device. We report a qualitative error metric (zig-zagging or not, and the pillar in which zig-zagging takes place). We also report two quantitative errors, one highly sensitive to the accuracy of the calculation and one less sensitive one. The first one (sensitive) is the error in the vesicle's center center , specifically, its maximum over all time steps in Table 15 . The second error (less sensitive to numerical errors) is in the time it takes for the RBC to travel to the end of the device. We denote this error measure by T . In terms of computational efficiency, we also report the number of accepted and rejected time steps, and the total CPU time. For both quantitative error metrics we report the "self-error" (as in a self-convergence study) without a ground truth using the superscript "s", and the error with respect the ground truth using the superscript "g".
Our black-box solver took us to an accurate solution as follows: the simulation with N = 8 and ρ AL = 1E-2 was completed within 3 hours. Then in order to estimate its accuracy we performed another simulation with N = 16 and ρ AL = 1E-3, which took slightly longer than 2 hours. The self-error of the first simulation in the vesicle's center turned out to be s center = 2.8E+0, which is a close estimate of the error in the vesicle's center compared to the ground truth g center = 3.2E+0 and not acceptable. The self-error in the travel time is also large, i.e. s T = 2.5E-1. So another simulation with a higher resolution (N = 24, ρ AL = 1E-4) was performed to measure the accuracy of the second simulation with N = 16 and ρ AL = 1E-3. The self-error in the center still remains large but the self-error in the travel time decreases to O(1E-2). Since this flow has several vesicle-wall interactions, the error in the center might be large at the low resolutions as in the Taylor-Green flow and the Couette apparatus examples. Therefore, if the quantity of interest is the travel time or the pillar in which zig-zagging takes place, N = 16 and ρ AL = 1E-3 seem to be sufficient for the accurate physics. We performed one more simulation with N = 32 and ρ AL = 1E-4. This and the previous simulations had two times the CPU times of the first two runs. Additionally, the error in the vesicle's center or in the travel time did not improve further. So the self-convergence is achieved. The (self-) errors in the vesicle's center center and the vesicle's travel time to the end of the device T for the simulations of the microfluidic device with the LRCA. The superscript "s" indicates self-convergence errors (that is error with respect the next finer solution) and the superscript "g" indicates errors with the ground truth. "Accepts" and "Rejects" refer to the steps accepted or rejected in the time marching algorithm. The self-convergence errors are computed with respect to the simulation in one row below. Also reported are the number of accepted and rejected time steps and the CPU time. The ground truth simulation takes 5.6 hours with N = 64 and ρAL = 1E-4. In conclusion, the scheme correctly identifies the necessary resolution to resolve the quantities of interest. In this example N = 16 is sufficient to capture the correct zig-zagging behavior. All the simulations exhibit zig-zagging but the N = 8 case is completely off (see the top figure in Figure 24 ). As we discuss, the simulation was run without changing any parameters, other than N and ρ AL .
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Conclusions
We have addressed issues with simulations of vesicle suspensions at low discretization resolutions. We have developed a robust method by introducing new schemes and implementing some standard techniques. An efficient scheme to determine an upsampling rate is used for computing the nonlinear terms without introducing spurious oscillations. A surface reparametrization algorithm smooths out vesicles' boundaries by penalizing their high-frequency components. The area and arc-length of the vesicles are corrected at each time step to allow for long-time scale simulations without changing the governing equations. A new reliable adaptive time-stepping scheme that works for all resolutions is used to choose the optimal time step size. Finally, a repulsion force between vesicles eliminates any chance of an non-physical collision. All these algorithms require certain parameters, and these were set heuristically. So that our solver can be used as a black-box. We show the capabilities of the solver in a real-world example of a microfluidic cell sorting technique which is studied experimentally and numerically. The solver leads to a solution with an accurate physics.
We have discussed separate error measures for dilute and dense suspensions, and performed a systematic error analysis to investigate the accuracy of our low-resolution simulations. The low-resolution correction algorithms we have presented are essential for stable simulations and dropping one of them results in failure. Furthermore, by using these algorithms we are able to accurately capture the statistics of the underlying flow accurately with a coarse discretization. One of the most impressive examples is the Couette flow. Its low-resolution simulation, which takes less than a week, estimates accurately the upscaled quantities such as effective viscosity and statistics computed by the high-fidelity simulation, which takes more than a month.
