In this paper, we show the existence of Hopf bifurcation of a delayed single population model with patch structure. The effect of the dispersal rate on the Hopf bifurcation is considered. Especially, if each patch is favorable for the species, we show that when the dispersal rate tends to zero, the limit of the Hopf bifurcation value is the minimum of the "local" Hopf bifurcation values over all patches. On the other hand, when the dispersal rate tends to infinity, the Hopf bifurcation value tends to that of the "average" model.
Introduction
To understand the variation of the population densities in ecology, various models described by delayed differential equations or delayed partial differential equations have been built and analyzed. For example, the following classical Hutchinson's equation was used to model the growth of a single species: u = u(m − u(t − r)), t > 0, (1.1) where u represents the population density in time t, m is the intrinsic growth rate, and r represents the maturation time. It is well known that large time delay r could induce oscillation through Hopf bifurcation, see [24] .
The effect of spatial environment was not considered in model (1.1) . If space is regarded as a continuous variable, one can obtain the following diffusive Hutchinson's equation:
Here the dispersal is completely random, and there exist extensive results on the stability and Hopf bifurcation of model (1.2) if m(x) ≡ m for m > 0. For the homogeneous Neumann boundary condition, Memory [31] and Yoshida [43] obtained the stability of the spatially homogeneous steady state and the existence of Hopf bifurcation. For the homogeneous Dirichlet boundary condition, the positive steady state of model (1.2) is spatially heterogeneous. Busenberg and Huang [6] firstly studied the Hopf bifurcation near such spatially heterogeneous positive steady state, and the implicit function theorem and some perturbation arguments were used to show the existence of Hopf bifurcation. This method could also be used to study the Hopf bifurcation for some other population models under the homogeneous Dirichlet boundary conditions, see [9, 12, 17, 18, 19, 22, 35, 36, 41, 42] and the references therein. If m(x) is spatially heterogenous, the effect of spatial heterogeneity on model (1.2) was investigated in [28] for τ = 0, and delay induced Hopf bifurcation was considered in [32] . Moreover, the advection term, which indicates movements towards better quality habitat or refers to unidirectional bias of movements, was also taken into consideration for model (1.2) by many researchers. The dynamics of model (1.2) with the advection term could be found in [4, 7, 13, 25, 29, 30, 34, 38, 39, 47] and the references therein for τ = 0, and delay induced Hopf bifurcation could be found in [8, 11] .
In a discrete spatial setting, one could obtain the following patch model:
d jk u k + u j (m j − u j (t − r)), t > 0, j = 1, . . . , n,
where n ≥ 2, u = (u 1 , . . . , u n ) T and d jj = − k =j d kj for any j = 1, . . . , n. Here u j denotes the population density in patch j and time t; d > 0 represents the dispersal rate of the population; m j is the intrinsic growth rate in patch j, m j > 0 if the patch j is favorable for the species, and m j ≤ 0 if the patch j is unfavorable for the species;
r ≥ 0 represents the maturation time of the population; d jk (j = k) ≥ 0 denotes the degree of the movements from patch k to patch j, and d jj denotes the outgoing degree of the movements of patch j. In this paper, we will consider the existence of Hopf bifurcation of model (1.3) . The following two assumptions are imposed throughout the paper:
(A 1 ) The connectivity matrix D := (d jk ) n×n is symmetric, irreducible and quasipositive;
(A 2 ) H + = {j ∈ 1, . . . , n : m j > 0} = ∅.
Here the symmetry assumption of D could mimic the random diffusion of species, which means that the per capita rate of individuals entering patch j from patch k is equal to that entering patch k from patch j. Then d jj = − k =j d kj = − k =j d jk for any j = 1, . . . , n. Lett = dt, denoting λ = 1/d, and τ = dr, and dropping the tilde sign, model (1. 3) can be transformed as the following equivalent model:
d jk u k + λu j (m j − u j (t − τ )), t > 0, j = 1, . . . , n,
(1.4)
When τ = 0, the effect of the dispersal on total biomass for (1.3) was studied extensively, see [2, 3, 15, 44] . For τ > 0, delay induced Hopf bifurcation of model (1. 3) (or equivalently, (1.4)) was investigated for n = 2. For this case, the characteristic equation has two transcendental terms, and the conditions that yield purely imaginary roots to the characteristic equation could be obtained thoroughly, see [27] . However, this method cannot be applied to the case of n > 3, where more transcendental terms exist. In this paper, we will consider a general case of n ≥ 2 for model (1.3) (or equivalently, (1.4)), and the method is also motivated by [6] . We would like to point out that there are also many results on stability and bifurcations for other patch models, see [1, 5, 16, 23, 26, 37, 40, 45] and references therein.
Throughout the paper, we use the following notations. For n ≥ 2,
(1.5)
Let A be an n × n real-valued matrix. We denote the spectral bound of A by s(A) := max{Reµ : µ is an eigenvalue of A}.
Let u = (u 1 , . . . , u n ) T and v = (v 1 , . . . , v n ) T be two vectors. We write u ≥ v if u i ≥ v i for any i = 1, . . . , n; u > v if u i ≥ v i for any i = 1, . . . , n, and there exists i 0 such that u i 0 > v i 0 ; and u v if u i > v i for any i = 1, . . . , n. Let the complexification of a linear space Z be Z C := Z ⊕ iZ = {x 1 + ix 2 | x 1 , x 2 ∈ Z}, and denote the domain of a linear operator T by D(T ), the kernel of T by N (T ), and the range of T by R(T ). Moreover, the inner product for C n we choose is u, v = n j=1 u j v j , and for any u ∈ C n ,
The rest of the paper is organized as follows. In Section 2, we consider the existence of Hopf bifurcation when the dispersal rate d is large or near some critical value, and
show the asymptotic profile of the Hopf bifurcation value when d tends to infinity or some critical value. In Section 3, we consider the case that d is small, and show the asymptotic profile of the Hopf bifurcation value when d tends to zero. In Section 4, some numerical simulations are given to illustrate our theoretical results.
In this section, we will consider the existence of Hopf bifurcation of model ( 
Some preliminaries
In this subsection, we mainly give some preliminaries on the properties of the spectrum bound s(λQ + D), where Q = diag(m i ), and the asymptotic profile of the steady states of model (1.4) . It follows directly from the Perron-Frobenius theorem that: s(D) = 0 is a simple eigenvalue of D with an eigenvector η 0, where η = (η 1 , . . . , η n ) T , and η j = 1 n for any j = 1, . . . , n.
(2.1)
Moreover, there exists no other eigenvalue with a nonnegative eigenvector. Then we have the following result.
Lemma 2.1. Suppose that assumptions (A 1 ) and (A 2 ) are satisfied. Let Q = diag(m j ) be a diagonal matrix. Then the following two statements hold.
2)
then s (λQ + D) > 0 for any λ > 0.
(ii) If δ < 0, then there exists λ * > 0 such that s (λQ + D) < 0 for λ < λ * , s (λQ + D) > 0 for λ > λ * , and s (λQ + D) = 0 for λ = λ * . Moreover,
Proof. Since λQ + D is quasi-positive and irreducible, we see that s(λ) is a simple eigenvalue of λQ + D with an eigenvector w = (w 1 , . . . , w n ) T 0. Without loss of generality, we assume that n j=1 w j = 1 for any λ > 0.
d jk w j for any j = 1, . . . , n.
(2.4)
Differentiating (2.4) with respect to λ, we have
d jk w j for any j = 1, . . . , n. (2.5)
d jk w j w j for any j = 1, . . . , n.
(2.6)
Summing (2.7) over all j, and noticing that (d jk ) n×n is symmetric, we have
Clearly, when λ = 0, s(λ) = 0 and w j = 1/n for j = 1, . . . , n, and consequently
To show the properties of function s(λ), we need to analyze the second derivative of s(λ). Then differentiating (2.5) with respect to λ, we have
Multiplying (2.10) by w j gives
Plugging (2.4) and (2.7) into (2.11), we have
Summing (2.12) over all j and noticing that (d jk ) n×n is symmetric, we have
Then it follows from (2.13) that s (λ) ≥ 0 for any λ > 0. Moreover, s (λ) = 0 if and
which implies that w j = cw j for any j = 1, . . . , n. It follows from (2.3) that n j=1 w j = 0 for any λ > 0. Then c = 0, and consequently w j = 0 for any λ > 0 and j = 1, . . . , n.
This, combined with (2.5), implies that m j = s (λ) for any j = 1, . . . , n.
Therefore s (λ) ≥ 0 and the equality holds if and only if m 1 = m 2 = · · · = m n .
If δ = n j=1 m j > 0, then s (0) > 0 from (2.9). This, combined with the fact that s (λ) ≥ 0, implies that s (λ) > 0 for any λ > 0. If δ = 0, we see from assumption (A 2 ) that s (λ) > 0, which also implies that s (λ) > 0 for any λ > 0. Therefore, if δ ≥ 0, s(λ) is strictly monotone increasing for λ > 0, and consequently s(λQ + D) = s(λ) > 0 for any λ > 0. This completes the proof of (i).
If δ < 0, then s (0) < 0, and s (λ) > 0 for any λ > 0 from assumption (A 2 ). It follows from [ 
Then s(λ) > 0 for sufficiently large λ. This, combined with the fact that s (0) < 0 and s (λ) > 0, implies that (ii) holds.
Then we consider the global dynamics of model (1.4) when τ = 0, which has been investigated in [10] . Here we include it for completeness, and mainly show the effect of parameter λ on the global dynamics. (i) If δ ≥ 0, where δ is defined as in (2.2), then system (1.4) admits a unique positive equilibrium u λ = (u λ,1 , . . . , u λ,n ) T 0, which is globally asymptotically stable.
(ii) If δ < 0, then the trivial equilibrium 0 = (0, . . . , 0) T of (1.4) is globally asymptotically for λ ∈ (0, λ * ], and for λ > λ * , system (1.4) admits a unique positive equilibrium u λ = (u λ,1 , . . . , u λ,n ) T 0, which is globally asymptotically stable,
where λ * is defined as in Lemma 2.1.
Proof. Let Ψ t be the corresponding flow of (1.4) for τ = 0, and let g(u) = (g 1 (u), . . . , g n (u)) T be the vector field of (1.4), where
Note that L is irreducible and quasi-positive from (A 1 ). Then it follows from [33, Theorem B.3] that Ψ t is strongly positive and monotone. For any give α ∈ (0, 1) and u 0, g j (αu) − αg j (u) = αλu 2 j (1 − α) > 0 for any j = 1, . . . , n, which implies that g(u) is strictly sublinear. Note that the solution of (1.4) is bounded.
Then we see from [46, Corollary 3.2] that the global dynamics of model (1.4) for τ = 0 is determined by s(λQ + D), where Q = diag(m i ). That is, for τ = 0, (i) if s(λQ + D) ≤ 0, then the trivial equilibrium 0 = (0, . . . , 0) T is globally asymptotically stable;
(ii) if s(λQ + D) > 0, then system (1.4) admits a unique positive equilibrium u λ = (u λ,1 , . . . , u λn,n ) T 0, which is globally asymptotically stable.
This, combined with Lemma 2.1 implies that, for τ = 0, (i) if δ ≥ 0, then system (1.4) admits a unique positive equilibrium u λ , which is globally asymptotically stable;
(ii) if δ < 0, then the trivial equilibrium 0 = (0, . . . , 0) T of (1.4) is globally asymptotically for λ ∈ (0, λ * ], and for λ > λ * , system (1.4) admits a unique positive equilibrium u λ , which is globally asymptotically stable.
To show the existence of Hopf bifurcation for model (1.4) , we need to show the asymptotic profile of u λ . Clearly, u λ satisfies n k=1 d jk u k + λu j (m j − u j ) = 0, j = 1, . . . , n.
(2.15) Then we have the following result. be the positive equilibrium of (1.4) (or respectively, positive solution of (2.15)).
(i) If δ > 0, then u λ is continuously differentiable for λ ∈ (0, ∞). Moreover, define
16)
and then u λ is continuously differentiable for λ ∈ [0, ∞).
(ii) If δ < 0, then there exist α λ and ξ λ , which are continuously differentiable for λ ∈ [λ * , ∞), such that u λ has the following form
where α λ > 0,η = (η 1 , . . . ,η n ) T 0 ( n j=1η j = 1) is the eigenvector of λ * Q+D associated with eigenvalue s(λ * Q + D) = 0, and
19)
and ξ λ * = (ξ λ * ,1 , . . . , ξ λ * ,n ) T is the unique solution of the following equation
Proof. We first prove (i). Clearly, u λ is continuously differentiable for λ ∈ (0, ∞).
Then we will show that u λ is continuously differentiable for λ ∈ [0, ∞), if u 0 is defined as in (2.16).
Let
where c ∈ R, η is defined as in (2.1), and w ∈ X 1 , and substituting it into (2.15), we see that
where w = (w 1 , . . . , w n ) T ∈ X 1 . Then we see that (λ, u) solves (2.15), where λ > 0 and u ∈ R n , if and only if h(λ, c, w) = 0 is solvable for some value of λ > 0, c ∈ R and w ∈ X 1 .
Clearly, h(0, c, 0) = 0 for any c ∈ R. A direct computation implies that
where δ = n j=1 m j is defined as in (2.2), it follows that there exists a unique v * ∈ X 1 such that
and consequently,
Then we calculate that
If it is not true, then there exists (σ,v) such that n k=1 d jkvk +σ δ n m j − δ n = m j n − 2δ n 2 for any j = 1, . . . , n.
This implies that
which contradicts the fact that n j=1 m j − 2δ = −δ = 0.
Therefore, Eq. (2.23) holds, and we see from the Crandall-Rabinowitz bifurcation theorem [14] that the solutions of h(λ, c, w) = 0 near (0, δ, 0) consist precisely by the 
The uniqueness of the positive equilibrium of (1.4) implies that u λ =û λ for λ ∈ (0, λ 1 ].
Therefore, letting u 0 = (u 0,1 , . . . , u 0,n ) T , we obtain that u λ is continuously differentiable we see that ξ λ * is also well defined.
Now we prove (ii). Since
Then (λ, u) solves (2.15) if and only if p(λ, α, ξ) = 0. Clearly, p(λ * , α λ * , ξ λ * ) = 0, and the Fréchet derivative of p with respect to (α, ξ) at (λ * , α λ * , ξ λ * ) is
is bijective from R ×X 1 to R n . Then from the implicit function theorem, there exist
such that p(λ,α λ ,ξ λ ) = 0, andα λ = α λ * andξ λ * = ξ λ * for λ = λ * . The uniqueness of the positive equilibrium of (1.4) implies that α λ =α λ and ξ λ =ξ λ for λ ∈ (λ * , λ * ].
Therefore, α λ and ξ λ are continuously differentiable for λ ∈ [λ * , ∞).
The eigenvalue problem
In this section, we consider the eigenvalue problem associated with the positive equi-
It follows from [21] that the infinitesimal generator A τ (λ) of the solution semigroup of (2.24) is defined by
(2.26) Therefore, A τ (λ) has a purely imaginary eigenvalue µ = iν (ν > 0) for some τ ≥ 0, iff
is solvable for some value of ν > 0, θ ∈ [0, 2π), and ψ( = 0) ∈ C n . Note from Lemma 2.3 that the properties of u λ are different for δ > 0 and δ < 0, where δ = n j=1 m j is defined as in Eq. (2.2). Then the following discussion is divided into two cases:
Case I: δ > 0, Case II: δ < 0.
Case I: δ > 0
In this subsection, we consider the stability/instability of the unique positive equilibrium u λ of system (1.4) and the associated Hopf bifurcation near u λ for the case of δ > 0. It follows from Lemma 2.3 that u λ is continuously differentiable for λ ∈ [0, ∞),
We firstly give an estimate for solutions of Eq. (2.27).
Proof. Substituting (ν λ , θ λ , ψ λ ) into (2.27) and multiplying it by ψ λ,1 , . . . , ψ λ,n , we
which implies that
where · ∞ is defined as in (1.6) . This completes the proof.
The following result is similar to Lemma 2.3 of [6] and we omit the proof here.
For λ ∈ (0, λ 1 ], ignoring a scalar factor, ψ in Eq. (2.27) can be represented as
where η and X 1 are defined as in (2.1) and (2.21), respectively. Clearly,
Then, substituting the first equation of (2.28) and ν = λh into Eq. (2.27), we see that
, if and only if the following system:
has a solution (z, β, h, θ), where z ∈ (X 1 ) C , β ≥ 0, h > 0 and θ ∈ [0, 2π). Define G : (X 1 ) C × R 4 → C n × R by G = (g 1 , g 2 ) T . We firstly show that G(z, β, h, θ, λ) = 0 has a unique solution for λ = 0.
Lemma 2.6. The following equation
has a unique solution (z 0 , β 0 , h 0 , θ 0 ), where
32)
and z 0 = (z 0,1 , . . . , z 0,n ) T ∈ (X 1 ) C is the unique solution of n k=1 d jk z k + m j − δ n 1 n = 0, j = 1, . . . , n.
(2.33)
Proof. Clearly, g 2 (z, β, 0) = 0 if and only if β = β 0 = 1. Noticing that
where δ is defined as in Eq. (2.2), and substituting β = β 0 into g 1 (z, β, h, θ, 0) = 0, we see that
This yields
Substituting h = h 0 and θ = θ 0 into Eq. (2.34), we see that z = z 0 .
Then, we show that G(z, β, h, θ, λ) = 0 has a unique solution (z, β, h, θ) of z ∈ (X 1 ) C , β ≥ 0, h > 0 and θ ∈ [0, 2π) for small λ.
Theorem 2.7. There exist λ 2 > 0 and a continuously differentiable mapping λ →
Proof. Denote the Fréchet derivative of G with respect to (z, β, h, θ) at (z 0 , β 0 , h 0 , θ 0 , 0)
where χ = (χ 1 , . . . , χ n ) T ∈ (X 1 ) C , and T is a bijection from (X 1 ) C × R 3 to C n × R.
It follows from the implicit function theorem that there exist λ 2 > 0 and a continu-
Then we show the uniqueness of the solution of (2.35). Actually, we only need to 
This, combined with Lemma 2.5, implies that there exist positive constants M 1 and
where γ 2 is defined as in Lemma 2.5. Therefore, for sufficiently small λ 2 , {z λ } is bounded in C n for λ ∈ [0, λ 2 ]. Then, for any subsequence {λ n } ∞ n=1 satisfying lim n→∞ λ n = 0, there exists a subsequence {λ n k } ∞ k=1 such that
Taking the limit of the equation
as k → ∞, we see that (z * , β * , h * , θ * ) satisfies (2.31), which yields (z * , β * , h * , θ * ) = (z 0 , β 0 , h 0 , θ 0 ).
This completes the proof.
Then from Theorem 2.7, we obtain that:
Theorem 2.8. Let ∆(λ, µ, τ ) be defined as in (2.26) . Then for λ ∈ (0, λ 2 ], (ν, τ, ψ)
if and only if 
which implies that there exists a constant a such that
Then we see thaṫ
(2.37)
The first equation of (2.37) yields
(2.38)
Then, plugging (2.38) into the second equation of (2.37), we have
(2.39)
Multiplying (2.39) by (ψ λ,1 , . . . , ψ λ,n ) gives
and we see from Lemma 2.6, Theorems 2.7 and 2.8 that θ λ → π/2, λτ l → π 2 + 2lπ n δ , and ψ λ,j → 1/n, u λ,j → δ/n for any j = 1, . . . , n as λ → 0, where δ is defined as in (2.2). Then we obtain that lim λ→0 S l (λ) = 1 n 1 + i π 2 + 2lπ = 0, which implies that a = 0. Therefore, for any l = 0, 1, 2, . . . ,
and consequently, iν λ is a simple eigenvalue of A τ l (λ) for l = 0, 1, 2, . . . .
It follows from Theorem 2.9 that µ = iν λ is a simple eigenvalue of A τ l . Then we see from the implicit function theorem that there are a neighborhood O n × D n × H n of (τ l , iν λ , ψ λ ) and a continuously differential function (µ(τ ), ψ(τ )) : O n → D n × H n such that µ(τ l ) = iν λ , ψ(τ l ) = ψ λ , and for each τ ∈ O n , the only eigenvalue of A τ (λ) in D n is µ(τ ), and
41)
A direct calculation can lead to the transversality condition.
dRe[µ(τ l )] dτ > 0, l = 0, 1, 2, · · · .
Proof. Differentiate (2.41) with respect to τ at τ = τ l , we have
(2.42)
Multiplying (2.42) by (ψ λ,1 , . . . , ψ λ,n ), we have
where S n (λ) is defined as in (2.40). Then
It follows from Lemma 2.6, Theorems 2.7 and 2.8 that θ λ → π/2, λτ l → π 2 + 2lπ n δ , ν λ λ → δ n , and ψ λ,j → 1/n, u λ,j → δ/n for any j = 1, . . . , n as λ → 0, where δ is defined as in (2.2). Therefore, lim λ→0 1 λ 2 dRe[µ(τ l )] dτ > 0, l = 0, 1, 2, · · · , and this completes the proof.
Finally, from Theorems 2.8, 2.9 and 2.10, we obtain the stability/instability of the positive steady state u λ , and the existence of the associated Hopf bifurcation. 
Hereř is also the first Hopf bifurcation value for the following model:
Therefore, in some sense, the large dispersal rate d may dilute the effect of the connectivity between patches, and when the dispersal rate tends to infinity, the first Hopf bifurcation value of model (1.3) tends to that of the "average" model (2.43).
Remark 2.14. By the similar arguments as that in [11] , we can compute that the direction of the Hopf bifurcation at r = r 0 is forward and the bifurcating periodic solution from r = r 0 is orbitally asymptotically stable. Here we omit the details.
Case II: δ < 0
In this subsection, we consider the case of δ < 0. In this case, u λ exists and has the form of (2.17) for λ > λ * , where λ * is defined as in Lemma 2.1. The arguments are similar as that in the case of δ > 0, and therefore we only provide the main results without proof.
We also give an estimates for solutions of Eq. (2.27) for this case. 
where λ * is defined as in Lemma 2.1. Then | ẑ,Dẑ | ≥γ 2 ẑ 2 2 , where · 2 is defined as in (1.6), and −γ 2 (< 0) is the second largest eigenvalue of matrixD.
Assume that (ν λ ,θ λ ,ψ λ ) solves (2.27) for λ ∈ (λ * ,λ 1 ], whereλ 1 > λ * . Then ignoring a scalar factor,ψ in Eq. (2.27) can be represented aŝ
whereη andX 1 are defined as in Lemma 2.3. Note that
where α λ and ξ λ are defined as in Lemma 2.3. Then we see that (ν,θ,ψ) solves Eq.
(2.27), whereν > 0,θ ∈ [0, 2π) andψ ∈ C n ( ψ 2 2 = η 2 2 ), if and only if the following system:
has a solution (ẑ,β,ĥ,θ), whereD is defined as in (2.44),ẑ ∈ (X 1 ) C ,β ≥ 0,ĥ > 0 and θ ∈ [0, 2π). Then we defineĜ : (X 1 ) C × R 4 → C n × R byĜ = (ĝ 1 ,ĝ 2 ) T . For this case, we will firstly show thatĜ(ẑ,β,ĥ,θ, λ) = 0 has a unique solution for λ = λ * . 
This, combined with (2.50), implies that θ =θ λ * = π/2,ĥ =ĥ λ * .
Substitutingĥ =ĥ λ * andθ =θ λ * into Eq. (2.51), we see thatẑ =ẑ λ * .
Then, we can also show thatĜ(ẑ,β,ĥ,θ, λ) = 0 has a unique solution by virtue of the implicit function theorem.
Theorem 2.18. There existλ 2 > λ * and a continuously differentiable mapping λ →
It follows from Theorem 2.18 that:
Theorem 2.19. Let ∆(λ, µ, τ ) be defined as in (2.26) . Then for λ ∈ (λ * ,λ 2 ], (ν,τ ,ψ)
if and only if ν =ν λ = (λ − λ * )ĥ λ ,ψ = aψ λ ,τ =τ l =θ λ + 2lπ ν λ , l = 0, 1, 2, · · · , (2.53)
whereψ λ =β λη + (λ − λ * )ẑ λ , a is a nonzero constant, and (ẑ λ ,β λ ,ĥ λ ,θ λ ) is defined as in Theorem 2.18.
We can also show that iν λ is simple and the transversality condition holds as in the case of δ > 0. Then the stability and the existence of Hopf bifurcation can be summarized as follows. Then, for the equivalent model (1.3), we have the following results. 
which implies that lim d→d * r 0 = ∞. This case is different from the case of δ > 0.
Remark 2.23. By the similar arguments as that in [8] , we can also compute that the direction of the Hopf bifurcation at r =r 0 is forward and the bifurcating periodic solution from r =r 0 is orbitally asymptotically stable. Here we omit the details.
Small dispersal rate
In Section 2, we show the existence of Hopf bifurcation of model (1.3) when the dispersal rate d is large (respectively, d is near d * = 1/λ * ) for δ > 0 (respectively, δ < 0). In this section, we consider the case that d is small. Here we need another assumption:
(A 3 ) m j = 0 for any j = 1, . . . , n.
Without loss of generality, (A 2 ) and (A 3 ) can be replaced by the following assumption:
(A 3 ) m j > 0 for j = 1, . . . , p, and m j < 0 for j = p + 1, . . . , n, where 1 ≤ p ≤ n.
Therefore, we assume that (A 1 ) and (A 3 ) hold throughout this section. It follows from ∈ (0,d) , whered is defined as in (3.1).
Then lim d→0 u d j = (m j ) + for any j = 1, . . . , n. Moreover, let
and u d is continuously differentiable for d ∈ [0,d).
Proof. Define Therefore, D u F (0, u * ) is invertible. It follows from the implicit function theorem that there exist d 1 > 0 and a continuously differentiable mapping
Taking the derivative of F (d,ũ(d)) = 0 with respect to d at d = 0, we have As in Section 2, linearizing (1.3) at u d , we have
Then the infinitesimal generatorÃ r (d) of the solution semigroup of (3.2) is defined bỹ
and the domain ofÃ r (d) is
where C C = C([−r, 0], C n ) and C 1 C = C 1 ([−r, 0], C n ). Then, µ ∈ C is an eigenvalue of A r (d) iff there exists ψ = (ψ 1 , . . . , ψ n ) T ( = 0) ∈ C n such that∆(d, µ, r)ψ = 0, wherẽ
Therefore,Ã r (d) has a purely imaginary eigenvalue µ = iν (ν > 0) for some r ≥ 0, iff
is solvable for some value of ν > 0, θ ∈ [0, 2π), and ψ( = 0) ∈ C n .
As in Section 2, we also give an estimate for solutions of Eq. (3.5). Proof. Substituting (ν d , θ d , ψ d ) into (3.5) and multiplying it by ψ d 1 , . . . , ψ d n , we have
Using the similar arguments as in the proof of Lemma 2.4, we obtain that
where · ∞ is defined as in (1.6). Then we see from Lemma 3.1 that ν d is bounded
Now we consider the solution of (3.5) for d = 0. where H(d, ν, θ, ψ) is defined as in (3.5) . Moreover, for any q = 1, . . . , p, S q = {cψ 0 q : c ∈ C}, where ψ 0 q = (ψ 0 q1 , . . . , ψ 0 qn ), ψ 0= 1 and ψ 0 qj = 0 for j = q.
Proof. Note that
Therefore, if there exists ψ = 0 such that H(0, ν, θ, ψ) = 0, then p j=1 (m j e −iθ + iν) n j=p+1 (m j − iν) = 0, which implies that ν = ν 0 q = m q , θ = θ 0 q = π/2 for q = 1, . . . , p. Since m i = m j for any i = j and 1 ≤ i, j ≤ p, it follows that S q = {cψ 0 q : c ∈ C}. This completes the proof.
Then we show that: Lemma 3.4. Assume that (A 1 ) and (A 3 ) hold, m i = m j for any i = j and 1 ≤ i, j ≤ p, and d ∈ (0,d), whered is sufficiently small. Then there exist exactly p pairs of
8)
where H(d, ν, θ, ψ) is defined as in (3.5) . Moreover, for any q = 1, . . . , p, S d q = {cψ d q : c ∈ C}, and
where ψ 0 q is defined as in Lemma 3.3.
Proof. We firstly show the existence. For simplicity, we will only show the existence of
, and the others could be obtained similarly. Let
. , x n ) T ∈ C n : x 1 = 0}, and consequently C n = span{ψ 0 1 } ⊕ Y 1 . Let
A direct computation implies that H 1 (0, ν 0 1 , θ 0 1 , 0) = 0, and
where χ = (χ 1 , . . . , χ n ) ∈ Y 1 , and D (ν,θ,ξ) H 1 (0, ν 0 1 , θ 0 1 , 0) is the Fréchet derivative of H 1 with respect to (ν, θ, ξ 1 ) at (0, ν 0 1 , θ 0 1 , 0). Note that D (ν,θ,ξ) H 1 (0, ν 0 1 , θ 0 1 , 0) is a bijection.
It follows from the implicit function theorem that there exist a constant δ > 0, a neighborhood N 1 of (ν 0 1 , θ 0 1 , 0) and a continuously differentiable function
such that for any d ∈ [0, δ), the unique solution of H 1 (d, ν, θ, ξ) = 0 in the neighborhood This implies that H(0, ν * , θ * , ψ * ) = 0, and consequently we see from Lemma 3.3 that there exist 1 ≤ q 0 ≤ p and a constant c q 0 such that ν * = ν 0 q 0 and θ * = θ 0 q 0 , ψ * = c q 0 ψ 0 q 0 . Without loss of generality, we assume that q 0 = 1. Then for sufficiently large k,
which yields
This is a contradiction. Therefore, there exist exactly p pairs of (v d q , θ d q ) ∈ R + × [0, 2π] such that (3.8) holds.
Then we see from Lemma 3.4 that: Theorem 3.5. Assume that (A 1 ) and (A 3 ) hold, m i = m j for any i = j and 1 ≤ i, j ≤ p, and d ∈ (0,d), whered is sufficiently small. Then (ν, τ, ψ) solves
if and only if there exists 1 ≤ q ≤ p such that
10)
where ν d q , θ d q , and ψ d q are defined as in Lemma 3.4.
Finally, we show the existence of Hopf bifurcation. Using the similar arguments as in the proof of Theorems 2.9 and 2.10, we see that when r = r q * 0 , (3.4) has a pair of simple eigenvalue ±im q * , and the transversality condition holds. Therefore, when r = r q * 0 , system (1.3) occurs Hopf bifurcation at u d . This completes the proof. where m q * = max 1≤j≤p m j . Herer q * is also the first Hopf bifurcation value for the following model:
where m q * = max 1≤j≤p m j .
Remark 3.8. By the similar arguments as that in [8] , we can also compute that the direction of the Hopf bifurcation at r =r 0 is forward and the bifurcating periodic solution from r =r 0 is orbitally asymptotically stable. Here we also omit the details.
Discussion
In this section, we summarize the connection between the Hopf bifurcation of the patch model (1.3) and that of the "local" model:
For simplicity, we only show the case that m j > 0 for any j = 1, . . . , p, and m i = m j for any i = j. That is, each patch is favorable for the species. A direct computation implies that for each j, the first Hopf bifurcation value of model (4.1) isr j = π 2m j . We call it the "local" Hopf bifurcation value. Then it follows from Remark 3.7 that when the dispersal rate d tends to zero, the first Hopf bifurcation of the patch model (1.3) tends to the minimum value of the "local" Hopf bifurcation value over all patch j. On the other hand, we see from Remark 2.13 that the large dispersal rate d may dilute the effect of the connectivity between patches, and the first Hopf bifurcation value of model (1.3) tends to that of the "average" model (2.43) when the dispersal rate d tends to infinity. For model (1.2), we see from [32] that when d is large or near some critical value, delay r could induce Hopf bifurcation, and similar results could also be found in [8, 9, 11, 12, 17, 18, 19, 22, 35, 36, 41, 42] for other delayed reaction-diffusion models. It is of interest to consider whether Hopf bifurcation could occur for model (1.2) when d is small. In this paper, we give an answer to this question in a discrete spatial setting, and show that when the dispersal rate d is small, large delay could induce Hopf bifurcation, and periodic solutions could occur for model (1.3).
Now we
give two examples to illustrate the theoretical results obtained in Sections 2 and 3. Firstly, suppose that there are n = 9 patches arranged and connected as in Figure 1 . We choose the symmetric connectivity matrix D = (d ij ) and (m j ) as follows: (10, 8, 16, 20, 24, 12, 18, 6, 14) . when the dispersal rate d is small. We conjecture that these curves could intersect when d increases from zero, and consequently double Hopf bifurcation could occur and quasi-periodic solutions may arise. In fact, we numerically show the existence of such quasi-periodic solutions, see Figure 3 . Now we increase the patch numbers, and assume that there are n = 100 patches arranged and connected as in Figure 4 . Following [20, 37] , we plot the solution of each path in one figure to show the spatiotemporal patterns. There exist strip-typed inhomogeneous periodic solution and check-typed inhomogeneous periodic solution, see 
