In this paper, we write the time-varying parameter regression model involving K explanatory variables and T observations as a constant coefficient regression model with T K explanatory variables. In contrast with much of the existing literature which assumes coefficients to evolve according to a random walk, this specification does not restrict the form that the time-variation in coefficients can take. We develop computationally efficient Bayesian econometric methods based on the singular value decomposition of the T K regressors. In artificial data, we find our methods to be accurate and much faster than standard approaches in terms of computation time. In an empirical exercise involving inflation forecasting using a large number of predictors, we find our methods to forecast better than alternative approaches and document different patterns of parameter change than are found with approaches which assume random walk evolution of parameters.
Introduction
Time-varying parameter (TVP) regressions and Vector Autoregressions (VARs) have shown their usefulness in a range of applications in macroeconomics (e.g. D'Agostino et al., 2013; Cogley and Sargent, 2005; Primiceri, 2005) .
Particularly when the number of explanatory variables is large, Bayesian methods are typically used since prior information can be essential in overcoming over-parameterization concerns. These priors are often hierarchical and ensure parsimony by automatically shrinking coefficients. Examples include Belmonte et al. (2014) , Kalli and Griffin (2014) , Huber et al. (2019) and . Approaches such as these have two characteristics that we highlight so as to motivate the contributions of our paper. First, they use Markov Chain Monte Carlo (MCMC) methods which can be computationally demanding. They are unable to scale up to the truly large data sets that macroeconomists now work with. Second, the regression coefficients in these TVP models are assumed to follow random walk or autoregressive (AR) processes. In this paper, we develop a new approach which is computationally efficient and scaleable. Furthermore, it allows for more flexible patterns of time variation in the regression coefficients.
We achieve the computational gains by writing the TVP regression as a static regression with a particular, high dimensional, set of regressors. Using the singular value decomposition (SVD) of this set of regressors along with conditionally conjugate priors yields a computationally fast algorithm which scales well in high dimensions. One key feature of this approach is that no approximations are involved. This contrasts with other computationally-fast approaches to TVP regression which achieve computational gains by using approximate methods such as variational Bayes (Koop and Korobilis, 2018) , message passing (Korobilis, 2019) or expectation maximization (Rockova and McAlinn, 2018) .
Our computational approach avoids large-scale matrix operations altogether and exploits the fact that most of the matrices involved are block diagonal and thus (band) sparse. In large dimensional contexts, this allows fast MCMC-based inference and thus enables the researcher to compute highly non-linear functions of the time-varying regression coefficients while taking parameter uncertainty into account. Compared to estimation approaches based on forward-filtering backward-sampling (FFBS, see Carter and Kohn, 1994; Frühwirth-Schnatter, 1994) algorithms, the computational burden is light. In particular, we show that it rises quadratically in the number of covariates and linearly in the number of observations. For quarterly macroeconomic datasets that feature a few hundred observations, this allows us to estimate and forecast, exploiting all available information without using dimension reduction techniques such as principal components.
Computational tractability is one concern in high dimensional TVP regressions. The curse of dimensionality associated with estimating large dimensional TVP regressions is another. To solve over-parameterization issues and achieve a high degree of flexibility in the type of coefficient change, we use a sparse finite mixture representation (see Malsiner-Walli et al., 2016) for the time-varying coefficients. This introduces shrinkage on the amount of time variation by pooling different time periods into a (potentially) small number of clusters. We also use shrinkage priors which allow for the detection of how many clusters are necessary. Shrinkage towards the cluster means is then introduced by specifying appropriate conjugate priors on the regression coefficients. We propose two different choices for this prior. The first of these is based on Zellner's g-prior (Zellner, 1986) . The second is based on the Minnesota prior (Doan et al., 1984; Litterman, 1986) .
We investigate the performance of our methods using two applications. Based on synthetic data, we first illustrate computational gains if K and T become large. We then proceed to show that our approach effectively recovers key properties of the data generating process. In a real-data application, we model US inflation dynamics.
Our approach provides new insights on how the relationship between unemployment and inflation evolves over time.
Moreover, in an extensive forecasting exercise we show that our proposed set of models performs well relative to a wide range of competing models. Specifically, we find that our model yields precise point and density forecasts for one-step-ahead and four-step-ahead predictions. Improvements in forecast accuracy are especially pronounced during recessionary episodes.
The remainder of the paper is structured as follows. Section 2 introduces the static representation of the TVP regression model while Section 3 shows how the SVD can be used to speed up computation. Sections 4 and 5 provide an extensive discussion of our prior setup and briefly sketch the MCMC algorithm used. The model is then applied to synthetic data in Section 6 and real data in Section 7. Finally, the last section summarizes and concludes the paper and an appendix provides additional details on computation and further empirical findings.
A Static Representation of the TVP Regression Model
Let {y t } T t=1 denote a scalar response variable 1 that is described by a TVP regression given by
where x t is a K-dimensional vector of regressors, β t is a set of K time-varying regression coefficients and σ 2 is the error variance. For now, we assume homoskedastic errors, but will relax this assumption later.
The TVP regression can be written as a static regression model as follows:
.
(2) Equation 2 implies that the dynamic regression model in Equation 1 can be cast in the form of a standard linear regression model with KT predictors stored in a T × KT -dimensional design matrix Z. Notice that the rank of Z is equal to T and inverting Z Z is not possible. We stress that, at this stage, we are agnostic on the evolution of β t over time.
The researcher may want to investigate whether any explanatory variable has a time-varying coefficient or a constant coefficient or a zero coefficient. In such a case, it proves convenient to work with a different parameterization of the model which decomposes β into a time-invariant (γ) and a time-varying part (β):
with X = (x 1 , . . . , x T ) denoting a T × K matrix of stacked covariates and β = γ +β.
The t th equation is given by Giordani and Kohn (2008) , and allows the model to decide the points in time when it is necessary to allow for parameter change.
In the theoretical discussion which follows, we will focus on the time-varying part of the regression model y = y − Xγ = Zβ + ση, since sampling from the conditional posterior of γ (under a Gaussian shrinkage prior and conditional on Zβ)
is straightforward. In principle, any shrinkage prior can be introduced on γ. In our empirical work, we use a hierarchical Normal-Gamma prior of the form:
where γ j is the j th element of γ for j = 1, . . . , K. We set ϑ = 0.1 and a 0 = a 1 = 0.01. We use MCMC methods to learn about the posterior for these parameters. The relevant posterior conditionals are given in Griffin and Brown (2010) and Appendix A.
3 Fast Bayesian Inference using SVDs 3.1 The Homoskedastic Case
In static regressions with huge numbers of explanatory variables, there are several methods for ensuring parsimony that involve compressing the data. Traditionally principal components or factor methods have been used, see Stock and Watson (2011) . Random compression methods have also been used with TVP models, see Koop et al. (2019) .
In this paper, we use the SVD to do the data compression and show that this has some attractive properties.
The SVD of our matrix of explanatory variables, Z, is
whereby U and V are orthogonal matrices and Λ denotes a diagonal matrix with the singular values, denoted by λ, of Z as diagonal elements.
The usefulness and theoretical soundness of the SVD to compress regressions is demonstrated in Trippe et al.
(2019). They use it as an approximate method in the sense that, in a case with K regressors, they only use the part of the SVD corresponding to the largest M singular values, where M < K. In such a case, their methods become approximate. 2 In our case, we can exploit the fact that rank(Z) = T (T KT ) and utilize the SVD of Z as in Trippe et al.
(2019). But we do not truncate the SVD using only the M largest singular values, but use all T of them. 3 But since the rank of Z is T ( KT ), our approach translates into an exactly low rank structure. In this particular setting, with rank(Λ) = rank(Z), applying the SVD on the full matrix Z implies that on the t th position of λ we have the eigenvalue of x t .
Thus, using the SVD we can exactly recover the big matrix Z. The reason for using the SVD instead of Z is that we can exploit several convenient properties of the SVD that speed up computation. To be specific, if we use a Gaussian prior, this leads to a computationally particularly convenient expression of the posterior distribution ofβ which avoids complicated matrix manipulations such as inversion and the Cholesky decomposition of highdimensional matrices. Thus, computation is fast.
We assume a conjugate prior of the formβ
with D 0 = I T ⊗ Ψ being a KT -dimensional diagonal prior variance-covariance matrix, where I T denotes a Tdimensional identity matrix and Ψ a K × K-dimensional diagonal matrix that contains covariate-specific shrinkage parameters on its main diagonal. Our prior will be hierarchical so that Ψ will depend on other prior hyperparameters θ to be defined later.
Using textbook results for the Gaussian linear regression model with a conjugate prior (conditional on the time-invariant coefficients γ), the posterior is
In conventional regression contexts, the computational bottleneck is typically the KT ×KT matrix Vβ. However, with our SVD regression, Trippe et al. (2019) , show this to take the form: 4
Crucially, the matrix Ξ = diag (λ λ) −1 + V D 0 V −1 is a diagonal matrix and thus trivial to compute. The main computational hurdle boils down to computing V ΞV , but it is a block-diagonal matrix. The resulting computation time, conditional on a fixed T , rises linearly in K because most of the matrices involved are (block) diagonal. The key feature of our algorithm is that we entirely avoid inverting a full matrix. The only inversion involved is the inversion of Ξ which can be carried out in O(T ) steps. This implies that efficient algorithms can be employed to further speed up computation and thus sampling from N(µβ, σ 2 Vβ) is computationally simple. 5 In this sub-section, we have described computationally efficient methods for doing Bayesian estimation in the homoskedastic Gaussian linear regression model when the number of explanatory variables is large. They can be used in any Big Data regression model, but here we are using them in the context of our TVP regression model written in static form as in (3). These methods involve transforming the matrix of explanatory variables using the SVD. If the matrices of prior hyperparameters, b 0 and D 0 , were known and if homoskedasticity were a reasonable assumption, then textbook, conjugate prior, results for Bayesian inference in the Gaussian linear regression model are all that are required. Analytical results are available for this case and there would be no need for MCMC methods. This is the case covered by Trippe et al. (2019) . However, in macroeconomic data sets homoskedasticity is often not a reasonable assumption. And it is unlikely that the researcher would be able to make sensible choices for b 0 and D 0 in this high-dimensional context. Accordingly, the next two sub-sections of this paper will develop methods for adding stochastic volatility and propose a hierarchical prior for the regression coefficients. 4 More precisely, Trippe et al . (2019) derive the posterior moments under the prior σ 2 I. In this case, the resulting quantities take an even simpler form. 5 One could imagine an apparently similar strategy using all of the principal components of X. But in our TVP context the posterior covariance matrix forβ would not simplify as it does here and it would be difficult if not impossible to invert it. On the other hand, if the TVP aspect were added through a state equation (e.g. specifying random walk behavior) then the problems caused by the large number of state equations would be enormous.
Adding Stochastic Volatility
Stochastic volatility typically is an important feature of successful macroeconomic forecasting models (e.g. Clark, 2011) . We incorporate this by replacing σ 2 in (3) with Σ = diag(σ 2 1 , . . . , σ 2 T ) ⊗ I K . This implies that the prior oñ
Note that the prior in a specific time period is given bỹ
with b 0t being the relevant block associated with the t th period. Thus, it can be seen that the degree of shrinkage changes with σ 2 t , implying less shrinkage in more volatile times.
We assume that h t = log(σ 2 t ) follows an AR(1) process:
In our empirical work, we follow Kastner and Frühwirth-Schnatter (2014) and specify a Gaussian prior on the unconditional mean µ h ∼ N(0, 10), a Beta prior on the (transformed) persistence parameter ρ h +1 2 ∼ B(25, 5) and a non-conjugate Gamma prior on the process innovation variance σ 2 h ∼ G(1/2, 1/2). Bayesian estimation of the volatilities proceeds using MCMC methods and, in particular, the algorithm of Kastner and Frühwirth-Schnatter (2014).
A Hierarchical Prior for the Regression Coefficients

General Considerations
With hierarchical priors, where b 0 and/or D 0 depend on unknown parameters, MCMC methods based on the full conditional posterior distributions are typically used. In our case, we would need to recompute the enormous matrix
Vβ and its Cholesky factor at every MCMC draw. This contrasts with the non-hierarchical case with fixed b 0 and D 0 where Vβ is calculated once. Due to this consideration, we wish to avoid using MCMC methods based on the full posterior conditionals.
Many priors, including the two introduced here, have D 0 depending on a small number of prior hyperparameters.
These can be simulated using a Metropolis Hastings (MH) algorithm. With such an algorithm, updating of Vβ (and computing its Cholesky decomposition) only takes place for accepted draws (in our forecasting exercise roughly 30% of draws are accepted). We find that this leads to vastly reduced computation time and adopt this strategy in our empirical work.
The Prior Covariance Matrix for the Regression Coefficients
In this paper, we consider two different hierarchical priors forβ. Since our empirical application centers on forecasting inflation, the design matrix x t will be structured as follows x t = (y t−1 , . . . , y t−p , d t−1 , . . . , d t−p , 1) , with d t denoting a set of N exogenous regressors and p is the maximum number of lags to include.
The first prior is inspired by the Minnesota prior (see Litterman, 1986) . It captures the idea that own lags are typically more important than other lags and, thus, require separate shrinkage. It also captures the idea that more distant lags are likely to be less important than more recent ones. Our variant of the Minnesota prior translates these ideas to control the amount of time-variation, implying that coefficients on own lags might feature more time-variation while parameters associated with other lags feature less time-variation. The same notion carries over to coefficients related to more distant lags which should feature less time-variation a priori.
This prior involves two hyperparameters to be estimated: θ = (ζ 1 , ζ 2 ) . These prior hyperparameters are used to parameterize Ψ to match the Minnesota prior variances:
on the coefficients associated with y t−l (l = 1, . . . , p) ζ 2 2 l 2σ 2 ŷ σ 2 j on the coefficients related to d jt−l ζ 2 2 on the intercept term.
Here, we let [Ψ] ii denote the (i, i) th element of Ψ, d jt refers to the j th element of d t ,σ 2 y ,σ 2 j denotes the OLS variance obtained by estimating an AR(p) model in y t and d jt , respectively. The hyperpriors on ζ 1 and ζ 2 follow a Uniform distribution:
The second prior we use is a variant of the g-prior involving a single prior hyperparameter: θ = ξ. This specification amounts to setting Ψ = ξ × Ω, where Ω is a diagonal matrix with the (i, i) th element being defined as
[Ω] ii =σ 2 y /σ 2 j . For reasons outlined in Doan et al. (1984) , we depart from using the diagonal elements of (X X) −1 to scale our prior and rely on the OLS variances of an AR(p) model as in the case of the Minnesota-type prior.
Similar to the Minnesota prior we use again a Uniform prior:
ξ ∼ U(s 0 , s 1 ).
Since we aim to infer ξ, ζ 1 and ζ 2 from the data we set s 0 = s 0,1 = s 0,2 = 10 −10 close to zero and {s 1 , s 1,1 , s 1,2 } is specified as follows:
Here, κ is a constant being less or equal than unity to avoid excessive overfitting in light of large K and T . Since large values of κ translate into excessive time variation inβ t , we need to select κ carefully. In the empirical application, we infer κ over a grid of values and select the κ that yields the best forecasting performance in terms of log predictive scores. Further discussion of and empirical evidence relating to κ is given in Appendix C.
The methods developed in this paper will hold for any choice of prior covariance matrix, D 0 , although assuming it to be diagonal greatly speeds up computation. In this sub-section, we have proposed two forms for it which we shall (with some abuse of terminology) refer to as the Minnesota and g-prior forms, respectively, in the following material.
The Prior Mean of the Regression Coefficients
As for the prior mean, b 0 , it can take a range of possible forms. The simplest thing is to set it to zero. After all, from (3) it can be seen thatβ t measures the deviation from the constant coefficient case which, on average, is zero.
This is what we do with the Minnesota prior. 6 However, it is possible that we can gain estimation accuracy through pooling information across coefficients by adding extra layers to the prior hierarchy. In this paper, we do so using a sparse finite location mixture of Gaussians and adapt the methods of Malsiner-Walli et al . (2016) to the TVP regression context. We refer to these two treatments of the prior mean as non-clustered and clustered, respectively, below. With the g-prior, we consider both clustered and non-clustered approaches.
We emphasize that both of these specifications for the prior mean are very flexible and let the data decide the form that the change in parameters takes. This contrasts with TVP regression models, where it is common to assume that the states evolve according to random walks. This implies that the prior mean of β t is β t−1 .
With the clustered approach, we assume that eachβ t has a prior of the following form:
where f N denotes the density of a Gaussian distribution and w are component weights with G g=1 w g = 1 and w g ≥ 0 for all g. µ g (g = 1, . . . , G) denotes G component-specific means with G being a potentially large integer that is much smaller than T (i.e. G T ).
An equivalent representation, based on auxiliary variables δ t , is
with P rob(δ t = g) = w g being the probability thatβ t is assigned to group g. Before proceeding to the exact prior setup, it is worth noting that the mixture model is not identified with respect to relabeling the latent indicators.
In the forecasting application, we consider functions of the states which are not affected by label switching. Thus, we apply the random permutation sampler of Frühwirth-Schnatter (2001) to randomly relabel the states in order to make sure that our algorithm visits the different modes of the posterior. In what follows, we define m t = µ g if δ t = g. Using this notation, the prior mean is given by b 0 = (m 1 , . . . , m T ) .
For the weights w = (w 1 , . . . , w G ) , we use a Dirichlet prior:
w|π ∼ Dir(π, . . . , π).
Here, π denotes the intensity parameter that determines how the model behaves in treating superfluous components.
If π ≤ K/2, irrelevant components are emptied out while if π > K/2, the model tends to duplicate component densities to handle overfitting issues. This implies that careful selection of π is crucial since it influences the number of breaks inβ t . The literature suggests different strategies based on using traditional model selection criteria or reversible jump MCMC algorithms to infer π from the data. Our approach closely follows Malsiner-Walli et al.
(2016) and uses a shrinkage prior on π. The prior we adopt follows a Gamma distribution with π ∼ G(a, aG), with a = 10 being a hyperparameter that determines the tightness of the prior. This prior choice is based on simulation evidence discussed in Malsiner-Walli et al. (2016) . Notice that this prior choice implies that E(π) = 1/G and V(π) = 1/(aG 2 ).
To assess which elements in µ g determine the group membership, we use yet another shrinkage prior on the component means:
The prior on υ j (j = 1, . . . , K) follows a Gamma distribution,
translating into the Normal-Gamma prior of Griffin and Brown (2010) . In the empirical application we set c 0 = c 1 = 0.6, with c 0 < 1 being crucial for pushing the idiosyncratic group means µ g strongly towards the common mean µ 0 (Malsiner-Walli et al., 2016) . For µ 0 , we use an improper Gaussian prior with mean set equal zero and infinite variance.
This location mixture model is extremely flexible in the types of parameter change that are possible. It allows us to capture situations where the breaks in parameters are large or small and frequent or infrequent. It can effectively mimic the behavior of break point models, standard time-varying parameter models, mixture innovation models and many more. In addition, notice that the presence of stochastic volatility implies that the mixture components share a common variance factor that implicitly affects the tightness of the prior.
Posterior Computation
We carry out posterior inference using a relatively straightforward MCMC algorithm. Most steps involved are standard and the exact forms for each conditional posterior are given in Appendix A. In this section, we briefly summarize the main steps of the algorithm. After specifying appropriate starting values, we repeat the following steps 30, 000 times and discard the first 10, 000 draws as burn-in. 
Illustration Using Artificial Data
In this section we illustrate our modeling approach that utilizes the g-prior and clustering by means of synthetic data simulated from a simple data generating process (DGP).
We begin by illustrating the computational advantages arising from using the SVD, relative to a standard Bayesian approach to TVP regression which involves random walk evolution of the coefficients and the use of FFBS. Figure 1 In panel (a), we fit a quadratic (cubic) trend on the empirical estimation times of the SVD (FFBS) approach.
This implies that while the computational burden is cubic in the number of covariates K for the FFBS approach, our technique based on using the SVD suggests that runtimes increase quadratically in K. Notice that the figure clearly suggests that traditional algorithms based on FFBS quickly become infeasible in high dimensions. Up to K ≈ 50, our algorithm is slightly slower while the computational advantage increases remarkably with K, being more than twice as fast for K = 100 and almost six times as fast for K = 400.
Panel (b) of the figure shows that, for fixed K, computation times increase linearly in T for both approaches used. It is noteworthy, however, that the slope of the line referring to FFBS is much steeper. This reflects the fact that one needs to perform a filtering (that scales linearly in T ) and smoothing step (that is also linear in T ).
This brief discussion shows that the SVD algorithm scales well and renders estimation of huge dimensional models feasible.
We now assume that y t is generated by the following DGP:
Theβ t s evolve according to the following law of motion:
Analyzing this stylized DGP allows us to illustrate how our approach can be used to infer the number of latent clusters that determine the dynamics ofβ t . In what follows, we simulate a single path of y t and use this for estimating our model. We estimate the model using the g-prior with clustering and set G = 12. In this application, we show quantities that depend on the labeling of the latent indicators. This calls for appropriate identifying restrictions and we introduce the restriction that µ 1 < · · · < µ G . This is not necessary if interest centers purely on predictive distributions and, thus, we do not impose this restriction in the forecasting section of this paper.
Before discussing how well our model recovers the true state vectorβ t , we show how our modeling approach can be used to infer the number of groups G. Following Malsiner-Walli et al. (2016), the number of groups is estimated during MCMC sampling as follows:
denoting the number of observations in cluster g for the j th MCMC draw and I(•) being the indicator function. This yields a posterior distribution for G 0 . Its posterior mode can be used as a point estimate of G.
In Table 1 , we report the posterior probability of a given number of regimes by simply computing the fraction of This indicates that our algorithm successfully selects the correct number of groups, since the mode of the posterior distribution equals four. It is also worth noting that the posterior mean of π is very small at 0.09, suggesting that our mixture model handles irrelevant components by emptying them instead of replicating them (which would be the case if π becomes large). Notice, however, that G 0 = 5 also receives some posterior support. We have a probability of about 26 percent associated with a too large number of regimes. In the present model, this slight overfitting behavior might be caused by additional noise driven by the shocks to the statesβ t , with our mixture model trying to fit the noise. Next, we assess whether our model is able to recoverβ t and m t . Figure 2 . It is estimated using a standard FFBS algorithm. We refer to this model as TVP-RW-FFBS.
In Figure 2 the red lines denotes the true value ofβ t and m t , respectively. Panel (a) clearly shows that our model successfully detects major breaks in the underlying states, with the true value ofβ t almost always being located within the credible intervals. Our modeling approach not only captures low frequency movements but also successfully replicates higher frequency changes. By contrast, the posterior distribution of the TVP-RW-FFBS specification is not capable of capturing abrupt breaks in the latent states. Instead of capturing large and infrequent changes, the TVP-RW-FFBS approach yields a smooth evolution ofβ t over time, suggesting that our proposed approach performs comparatively better in learning about sudden breaks in the regression coefficients.
Considering panel (b) of Figure 2 yields a similar picture. Our approach yields credible sets that include the actual outcome of m t for all t. This discussion shows that our model also handles cases with infrequent breaks in 
An Application to US Inflation
In this section, we investigate the performance of our methods in an inflation forecasting exercise. In the empirical work we use the popular large dimensional quarterly US data set described in McCracken and Ng (2016) . Sub-section 7.1 provides details on model specification, the dataset and shows some selected in-sample features. Sub-section 7.2 presents the forecasting results.
Selected in-sample features
Modeling and forecasting inflation is of great value for economic agents and policymakers. In most central banks, inflation is the main policy objective. Across several major central banks, the workhorse forecasting model is based on some version of the Phillips curve. In general, the relationship of inflation with the real economy constitutes a fundamental building block of modern macroeconomics. The practical forecasting of inflation is, however, difficult (see Stock and Watson, 2007) , and the persistence of low inflation in the presence of a closing output gap in recent years has led to a renewed debate about the usefulness of the curve as a policy instrument in the United States (see, e.g., Ball and Mazumder, 2011; Coibion and Gorodnichenko, 2015) .
There are three main issues when forecasting inflation. A first problem is that the theoretical literature relating to the Phillips curve and the determination of inflation includes a large battery of very different specifications, emphasizing domestic vs. international variables, forward vs. backward looking expectations or including factors such as labour market developments. The overall number of potential predictors can be quite large (see Stock and Watson, 2008) . Second, within each econometric specification there is considerable uncertainty about which indicator should be used to proxy for the economic cycle (see Moretti et al., 2019) . Third, there are structural breaks that make different variables and specifications more or less important at different times. The Great Recession, for example, is universally considered as a structural break that requires appropriate econometric techniques. Inflation persistence has also changed over time (see Watson, 2014) . Even the link between inflation and the economic cycle seems to have weakened after 2008, making inflation difficult to forecast ex ante and to explain ex post. In general, the relevant predictors for inflation have been found to change over time (see Koop and Korobilis, 2012) .
Expectations are difficult to measure empirically, and their importance varies over time (e.g. Moretti et al., 2019) .
The mainstream literature has dealt with the curse of dimensionality which arises in TVP regressions with many predictors in several ways. Until recently, the two main approaches included principal components or strong For the reasons above, inflation forecasting is an ideal empirical application in which we can investigate the performance of our methods. An important criterion is the capacity of our approach to generalize over standard TVP models, which are less flexible because they are based on random walk or autoregressive specifications to determine the evolution of the states. A second challenge is the correct detection of well-known structural breaks.
In addition, we assess the forecasting performance of our methods relative to alternative approaches.
Following Stock and Watson (1999) , we define the target variable as follows
with P t+h denoting the price level (CPIAUCSL) in period t + h. Using this definition, we estimate a generalized Phillips curve involving 50 covariates that cover different segments of the economy. Further information on the specific variables included and the way they are transformed is provided in Appendix B. The design matrix X t includes p = 2 lags and an intercept and thus features K = 101 covariates.
Before we use our model to perform forecasting, we provide some information on computation times, illustrate some in-sample features of our model and briefly discuss selected posterior estimates of key parameters. Table 2 shows empirical runtimes (in minutes) for estimating the different models for this large dataset. As highlighted in the beginning of Section 6, our approach starts improving upon FFBS-based algorithms in terms of computation time if K exceeds 50, with the improvements increasing non-linearily in K. Hence, it is unsurprising that, for our present application with K = 101, our algorithm (without clustering) is more than three times faster than using FFBS. If clustering is added, our approach is still almost twice as fast. The additional computational complexity from using the clustering prior strongly depends on G. If G is close to T (which typically does not occur in practice), then the computation time increases and the advantage of using the SVD is diminished. This arises since estimating the location parameters of the mixtures becomes the bottleneck in our MCMC algorithm.
It is worth noting that one key advantage of our approach is that it is relatively easy to implement. In R, sparse implementation of FFBS-based algorithms (which we use throughout the paper) often calls for using low-level computing environments such as C++ or Java.
To further illustrate the properties of the estimated parameters in our SVD approach using the g-prior with clustering we now turn to a small-scale model. In this case, the number of coefficients is relatively small and features such as multipliers with an economic interpretation can be easily plotted. This model is inspired by the New Keynesian Phillips curve (NKPC). The dependent variable is inflation and the right hand side variables include two lags of unemployment and inflation. We set G = 30, thus allowing for a relatively large number of clusters. is what the NKPC would lead us to expect. However, for SVD this negative effect remains for most of the time after the financial crisis whereas for TVP-RW-FFBS it vanishes and the NKPC relationship breaks down. Another difference between the two approaches can be seen in many recessions where the estimated effect changes much more abruptly using our approach than with TVP-RW-FFBS. This illustrates the great flexibility of our approach in terms of the types of parameter change allowed for. And this flexibility does not cost us much in terms of estimation precision in the sense that the credible intervals for the two approaches have similar width. It is worth stressing that these statements hold for the small NKPC model. For the large model with K = 101, we find the number of clusters to be even smaller. In this case the posterior mode is eight clusters. This inverse relationship between K and G 0 is to be expected. That is, as model size increases more of the variation over time can be captured by the richer information set in X t , leaving less of a role for time variation in coefficients.
Our clustering algorithm automatically adjusts to this effect.
Forecasting evidence
The forecasting design adopted is recursive. We consider an initial estimation period from 1965Q1 to 1999Q4. The remaining observations (2000Q1 to 2018Q4) are used as a hold-out period to evaluate our forecasting methods. After obtaining h ∈ {1, 4}-step-ahead predictive distributions for a given period in the hold-out, we include this period in the estimation sample and repeat this procedure until we reach the end of the sample. In order to compute longer horizon forecasts, we adopt the direct forecasting approach (see e.g. Stock and Watson, 2002) . To assess forecasting accuracy, we use root mean square forecast errors (RMSEs) for point forecasts and log predictive likelihoods (LPLs, these are averaged over the hold-out period) for density forecasts. We evaluate the statistical significance of the forecasts relative to random walk (RW) forecasts using the Diebold-Mariano test.
We compare three variants of our SVD approach (i.e. the Minnesota prior and the g-prior with and without two lags of all 50 of them (labelled FULL in the tables), none of them as well as some specifications which contain a subset of them. To be specific, we present results for all these models using the NKPC specification discussed in the preceding sub-section (labelled NKPC in the tables). We also have versions of the model where the intercept is the only explanatory variable, thus leading to an unobserved components model (labeled UCM in the tables). 9
In addition, we include some simple benchmarks that have been used elsewhere in the literature. These include a constant coefficient AR(2) model, a TVP-AR(2) and an AR(2) augmented with the first three principal components of X t (this is labeled PCA3). We also present forecasts for a TVP-RW-FFBS model where the explanatory variables are the first three principal components. All models considered include stochastic volatility. Table 3 contains our main set of forecasting results. Note first that, with some exceptions, the FULL models do best, indicating that there is information in our K = 50 variables useful for inflation forecasting. If we focus on results for the FULL models, it can be seen that, for h = 1 all of the approaches forecast approximately as well as each other. But for h = 4 there are substantial improvements provided by our SVD approaches relative to TVP-RW-FFBS. At this forecast horizon, it is interesting to note that the very parsimonious UCM version of the TVP-RW-FFBS provides point forecasts that are almost as good as those provided by the FULL SVD approaches. However, the density forecasts provided by the UCM are appreciably worse than those provided by the Asterisks indicate statistical significance for each model relative to a random walk at the 1 ( * * * ), 5 ( * * ) and 10 ( * ) percent significance levels.
SVD approaches. The FULL SVD approaches are also beating PCA approaches, even if we allow for time-variation in the coefficients on the PCAs.
With two different forecast horizons and two different forecast metrics, we have four possible ways of evaluating any approach. For three of these, the FULL SVD approach using the g-prior with clustering performs best. The only exception to this is for MSFEs for h = 1, although even here FULL SVD with g-prior is the second best performing approach. The improvements relative to our other SVD approaches which do not involve clustering are small, but are consistently present. This indicates the benefits of the clustering prior.
In general, the TIV approaches do well (for h = 4 even better than TVP-RW-FFBS) in terms of point forecasts, but the density forecasts produced by our SVD approaches are slightly better. This suggests there is only a small amount of time-variation in this data set, but that our SVD approach (particularly when we add the hierarchical clustering prior) is effectively picking it out in a manner that the random walk evolution of the TVP-RW-FFBS cannot. Figure 5 provides evidence of forecast performance over time for the main models used in this forecasting exercise.
The lines in this figure are cumulated log predictive Bayes factors relative to a random walk.
One pattern worth noting is that the benefits of using the FULL model increase after the beginning of the financial crisis. This is true not only for our SVD models, but also for the TIV model. However, notice that during the crisis, the slope of the line associated with the FULL SVD approach becomes steeper, indicating that the model strongly outperforms the RW for that specific time period. This potentially arises from the fact that during recessions, we typically face abrupt structural breaks in the regression parameters and our approach is capable of detecting them.
To examine in more detail forecast performance in the Great Recession, it is worthwhile to keep in mind that inflation was fairly stable through 2008Q3. 2008Q4 and 2009Q1 were the periods associated with a substantial fall in inflation. Subsequently, inflation became more stable again. Accordingly, it is particularly interesting to look at 2008Q4 and 2009Q1 as periods of possible parameter change. We find that the FULL SVD approach performs comparable to a no-change benchmark model. The simple RW model can be expected to handle a one-off structural break well in the sense that it will forecast poorly for the one period where the break occurs and then immediately adjust to the new lower level of the series. Our FULL SVD approach handles the 2008Q4 and 2009Q1 period about as well as the RW. Subseqeuently, its forecasts improve relative to a RW. This improvement occurs in the middle of the Great Recession for h = 1 and a bit later for h = 4. In contrast, the TVP-RW-FFBS model with the large data set experiences a big drop in forecasting performance at the beginning of the Great Recession and tends not to outperform the random walk after 2010. However, it does well in later 2009. We conjecture that this pattern of performance of the TVP-RW-FFBS reflects two things. First, similarly to our SVD based models, it does allow for structural breaks, but is slow to adjust to them. Second, it overfits the data and, thus, provides a wide predictive distribution. In the latter half of 2009, after the structural break had occured, when there was still uncertainty about the new pattern in inflation, having this wider predictive distribution benefitted forecast performance.
It can also be seen that our SVD approaches tend to perform similarly to one another and never forecast very poorly. This contrasts with the TVP-RW-FFBS models which sometimes forecast well, but sometimes forecast very poorly (see, e.g., results for h = 4 using the NKPC data set).
Overall, we are finding the our SVD approaches, and in particular the version that uses the clustering prior, to exhibit the best forecast performance among a set of popular benchmarks. And it is worth stressing that they are computationally efficient and, thus, scaleable. The reason this application uses K = 100 explanatory variables as opposed to a much larger number is due to our wish to include the slower TVP-RW-FFBS approach so as to offer a comparison with the most popular TVP regression model. If we were to have omitted this comparison, we could have chosen K to be much larger. 
Conclusions
In many empirical applications in macroeconomics, there is strong evidence of parameter change. But there is often uncertainty about the form the parameter change takes. Conventional approaches to TVP regression models have typically made specific assumptions about the form of parameter change (e.g. random walk or structural break). In the specification used in this paper, no restriction is placed on the form that the parameter change can take. However, our very flexible specification poses challenges in terms of computation and surmounting over-parameterization concerns. We have addressed the computational challenge through using the SVD of the high-dimensional set of regressors. We show how this leads to large simplifications since key matrices become diagonal or have banded forms. The over-parameterization worries are overcome through the use of hierarchical priors and, in particular, through the use of a sparse finite mixture representation for the time-varying coefficients.
In artificial data, we demonstrate the speed and scaleability of our methods relative to standard approaches. In an inflation forecasting exercise, we show how our methods can uncover different forms of time-variation in parameters than other approaches. Furthermore, they forecast well.
low-rank data approximations. arXiv preprint arXiv:1905.07499 Watson M (2014) Inflation persistence, the NAIRU, and the Great Recession. American Economic Review 104 (5) Hereby, we let θ * and θ (a) denote the proposed and previously accepted value of θ, respectively. Moreover, σ θ is a scaling factor that is specified such that the acceptance rate of the MH algorithm is between 20 and 40%. This is achieved by adjusting σ θ over the first 25% of the burn-in stage.
With the clustering prior, the algorithm becomes slightly more complicated and the following steps need to be added.
The posterior distribution of the mixture probabilities follows a Dirichlet distribution:
w|δ ∼ Dir(π 1 , . . . , π G ), ( A.5) with π g = π + T g , where T g denotes the number ofβ t s assigned to group g, and δ = (δ 1 , . . . , δ T ) .
It can be shown that the regime indicators δ t (t = 1, . . . , T ) follow a Multinomial distribution with
The full conditional posterior of µ = vec(µ 1 , . . . , µ G ) follows a multivariate Gaussian distribution with diagonal variance-covariance matrix:
where the posterior variance and mean are given by, respectively:
We let Q denote a T × G matrix with t th row given by Q t = (I(δ t = 1)/σ t , . . . , I (δ t = G)/σ t ),β * is simplyβ normalized by dividing through σ t , and ι G is a G-dimensional vector of ones. Notice that it is straightforward to sample from (A.7) because all involved quantities are easily vectorized.
Similarly, the full conditional posterior distribution of the common mean µ 0 follows a Gaussian:
The full conditional posterior distribution of the elements υ 1 , . . . , υ K of the common variance-covariance is defined as a GIG distribution Our priors are hierarchical and involve few prior hyperparameters which must be selected by the researcher. For most of these, we can draw upon existing papers such as Malsiner-Walli et al. (2016) to provide suggestions for sensible benchmark values. However, the choice of the prior hyperparameter κ defined in equation (6) does not fall into this category and, hence, it is worth offering some additional discussion of prior robustness relating to κ in this appendix. This hyperparameter determines the upper bound of the grid for the parameters which enter the prior covariance matrix.
We repeat our forecasting exercise using the SVD approach using our three priors and three different model sizes, but allow a range of values for κ. Results are given in Table 3 . Note first that for κ = 1, which is the largest value we considered, no results are given for the FULL or NKPC models. For these cases, κ = 1 led to severe over-fitting problems and resulting poor forecast performance (e.g. LPLs of minus infinity). Clearly this value does not induce adequate shrinkage in larger models and care must be taken to avoid such regions of the hyperparameter space.
However, provided κ is kept small, we find a high degree of prior robustness. If we consider point forecast performance, we find that as long as the upper bound is specified between 0.01 and 0.1, point forecasts are only slightly affected by the choice of κ. No clear patterns emerge. For one-step-ahead forecasts using the FULL model estimated using the g-prior, relative RMSEs seem to be inversely related to κ. But this does not carry over to the four-steps-ahead horizon. For longer-run forecasts, we observe that accuracy is largest if κ is set equal to 0.05. For the NKPC model, a similar U-shaped pattern arises, indicating that the optimal value of κ should be between 0.005 and 0.05. The only model that strongly profits from using a larger scaling paramater is the UCM. Here, we find that the best forecasting performance is obtained if κ = 1, a choice that seriously distorts predictive accuracy for larger models. In the case of the Minnesota prior, the specific choice of κ plays a limited role, with point forecasts of the full model being indistinguishable from each other for the one-quarter-ahead horizon and quite similar for the one-year-ahead horizon.
When the full predictive distribution is considered, we also find only limited differences in predictive accuracy for varying values of κ. For the large-scale model and all priors, differences are typically quite small. This suggests that the precise value of κ, as long as it is not specified too large, plays only a minor role in impacting forecasting accuracy. Notice, however, that this does not carry over to smaller models. Interestingly, we find that for the NKPC model, using a smaller κ improves LPLs for both priors and forecast horizons. We conjecture that in this small-dimensional setting, the Uniform prior on the hyperparameters of the Minnesota and the g-prior translate into an overfitting model and this, in turn, hurts forecast accuracy. κ then simply acts as an additional shrinkage parameter that pushes θ to zero for both priors.
When we consider the performance of the UCM models based on the full predictive density, we find that forecast accuracy appreciably increases with κ. This contrasts with the findings for the other models. This is due to the fact that with small values of κ, it becomes increasingly difficult to control for unobserved heterogeneity and the resulting model approaches a white noise specification. Note that all the red lines are similar to one another. Note too, the increasingly good performance of the FULL models after the financial crisis for h = 4. For the smaller data sets and, in particular, the UCM model there is much more sensitivity to the choice of κ. For the UCM model, it is interesting to note that the deterioration in forecast performance associated with poor choices of κ occurs largely after the financial crisis.
For the NKPC specifications, when h = 1 some choices of κ lead to poor forecast performance. But for h = 4, with the NKPC specification, we are finding much more robustness.
To sum up this discussion, we find that the precise value of κ plays only a limited role for forecasting accuracy when the large model is adopted, provided we avoid large values of κ which clearly lead to over-fitting problems. In contrast, in smaller models, the precise value of κ has a bigger impact on forecasting accuracy and the researcher needs to carefully select this hyperparameter. 
