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ABSTRACT
Cloud﻿computing﻿has﻿emerged﻿as﻿a﻿dominant﻿platform﻿for﻿computing﻿for﻿the﻿foreseeable﻿future.﻿A﻿
key﻿factor﻿in﻿the﻿adoption﻿of﻿this﻿technology﻿is﻿its﻿security﻿and﻿reliability.﻿Here,﻿this﻿article﻿addresses﻿
a﻿key﻿challenge﻿which﻿is﻿the﻿secure﻿allocation﻿of﻿resources.﻿The﻿authors﻿propose﻿a﻿security-based﻿
resource﻿allocation﻿model﻿for﻿execution﻿of﻿cloud﻿workloads﻿called﻿STARK.﻿The﻿solution﻿is﻿designed﻿
to﻿ensure﻿security﻿against﻿probing,﻿User﻿to﻿Root﻿(U2R),﻿Remote﻿to﻿Local﻿(R2L)﻿and﻿Denial﻿of﻿Service﻿
(DoS)﻿attacks﻿whilst﻿the﻿execution﻿of﻿heterogeneous﻿cloud﻿workloads.﻿Further,﻿this﻿paper﻿highlights﻿
the﻿promising﻿directions﻿for﻿future﻿research.
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1. INTRODUCTION
The﻿ fast﻿ developments﻿ in﻿ Information﻿ and﻿Communication﻿Technology﻿ (ICT)﻿ have﻿ enabled﻿ the﻿
emerging﻿of﻿the﻿“cloud”﻿as﻿a﻿successful﻿paradigm﻿for﻿conveniently﻿storing,﻿accessing,﻿processing,﻿
and﻿sharing﻿information﻿(Varghese﻿&﻿Buyya﻿2017).﻿With﻿its﻿significant﻿benefits﻿of﻿scalability﻿and﻿
elasticity,﻿the﻿cloud﻿paradigm﻿has﻿appealed﻿companies﻿as﻿well﻿as﻿individuals,﻿which﻿are﻿more﻿and﻿
more﻿resorting﻿to﻿the﻿multitude﻿of﻿available﻿providers﻿for﻿storing﻿and﻿processing﻿data.﻿Unfortunately,﻿
such﻿convenience﻿comes﻿at﻿the﻿price﻿of﻿owners’﻿loss﻿of﻿control﻿over﻿their﻿data,﻿and﻿consequent﻿security﻿
threats,﻿which﻿can﻿limit﻿the﻿potential﻿widespread﻿adoption﻿and﻿acceptance﻿of﻿the﻿cloud﻿computing﻿
paradigm﻿(Singh﻿et﻿al.,﻿2017).﻿Figure﻿1﻿shows﻿the﻿different﻿types﻿of﻿attacks﻿for﻿cloud﻿services﻿such﻿
as﻿software,﻿platform,﻿application﻿and﻿infrastructure.
On﻿ the﻿one﻿hand,﻿cloud﻿providers﻿can﻿be﻿assumed﻿ to﻿employ﻿basic﻿security﻿mechanisms﻿for﻿
protecting﻿data﻿ in﻿storage,﻿processing,﻿and﻿communication,﻿devoting﻿resources﻿ to﻿ensure﻿security﻿
that﻿many﻿individuals﻿and﻿companies﻿may﻿not﻿be﻿able﻿to﻿afford.﻿On﻿the﻿other﻿hand,﻿data﻿owners,﻿as﻿
well﻿as﻿users﻿of﻿the﻿cloud,﻿lose﻿control﻿over﻿data﻿and﻿their﻿processing.﻿Currently,﻿cloud﻿services﻿are﻿
provisioned﻿and﻿scheduled﻿according﻿to﻿resources’﻿availability﻿without﻿ensuring﻿the﻿required﻿security﻿
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(Singh﻿et﻿al.,﻿2017).﻿The﻿cloud﻿provider﻿should﻿evolve﻿its﻿ecosystem﻿to﻿meet﻿security﻿requirements﻿of﻿
each﻿cloud﻿component﻿(Pietro﻿et﻿al.,﻿2016)﻿and﻿specifically,﻿deploy﻿mechanisms﻿to﻿ensure﻿the﻿secure﻿
and﻿autonomic﻿management﻿of﻿resources.
In﻿this﻿research﻿paper,﻿we﻿have﻿proposed﻿a﻿conceptual﻿model﻿for﻿security-aware﻿allocation﻿of﻿
cloud﻿resources﻿called﻿STARK,﻿which﻿provides﻿protection﻿against﻿security﻿threats﻿during﻿resource﻿
management﻿for﻿workload﻿execution.﻿This﻿work﻿(STARK)﻿is﻿an﻿extension﻿of﻿our﻿previous﻿research﻿
work﻿i.e.﻿STAR﻿(Singh﻿et﻿al.,﻿2017).﻿The﻿rest﻿of﻿paper﻿is﻿structured﻿as﻿follows.﻿Section﻿2﻿presents﻿
proposed﻿security-aware﻿resource﻿management﻿model.﻿Thereafter,﻿we﻿present﻿a﻿set﻿of﻿future﻿research﻿
directions﻿and﻿conclude﻿the﻿paper﻿in﻿Section﻿3.
2. STARK: SECURITy BASED RESOURCE ALLOCATION 
MODEL FOR CLUSTERED wORKLOADS
As﻿the﻿scale﻿of﻿mobile﻿networks﻿and﻿the﻿population﻿of﻿mobile﻿users﻿increases,﻿the﻿applications﻿of﻿
cloud﻿computing﻿have﻿emerged﻿where﻿social﻿users﻿can﻿use﻿their﻿mobile﻿devices﻿to﻿exchange﻿and﻿share﻿
contents﻿with﻿each﻿other﻿(Qu﻿et﻿al.,﻿2010).﻿The﻿security﻿resource﻿is﻿needed﻿to﻿protect﻿mobile﻿social﻿big﻿
data﻿during﻿the﻿delivery.﻿However,﻿due﻿to﻿the﻿limited﻿security﻿resource,﻿how﻿to﻿allocate﻿the﻿security﻿
resource﻿becomes﻿a﻿new﻿challenge.﻿Existing﻿security-based﻿resource﻿management﻿techniques﻿only﻿
focuses﻿on﻿homogenous﻿cloud﻿workloads﻿and﻿provide﻿protection﻿against﻿Denial﻿of﻿Service﻿(DoS)﻿
attack﻿(Wailly﻿et﻿al.,﻿2012;﻿Singh﻿&﻿Chana﻿2013;﻿Bittencourt﻿et﻿al.,﻿2017).﻿To﻿solve﻿this﻿problem,﻿
there﻿is﻿the﻿need﻿for﻿a﻿new﻿solution,﻿which﻿can﻿protect﻿the﻿cloud﻿against﻿different﻿types﻿of﻿security﻿
attacks﻿during﻿the﻿autonomic﻿execution﻿of﻿cloud﻿workloads.
We﻿ propose﻿ “Security-based﻿ resource﻿ allocation﻿model﻿ for﻿ clustered﻿workloads﻿ in﻿ cloud﻿
environment”﻿(STARK).﻿Our﻿proposed﻿solution﻿provides﻿protection﻿against﻿the﻿following﻿four﻿main﻿
types﻿of﻿security﻿attacks﻿including﻿probing,﻿User﻿to﻿Root﻿(U2R),﻿Remote﻿to﻿Local﻿(R2L)﻿and﻿Denial﻿
of﻿Service﻿(DoS),﻿which﻿occur﻿whilst﻿the﻿heterogenous﻿cloud﻿workloads﻿are﻿executed.﻿STARK﻿works﻿
through﻿four﻿main﻿stages﻿including﻿monitoring,﻿analysis,﻿planning﻿and﻿execution﻿inspired﻿by﻿of﻿an﻿
IBM﻿autonomic﻿model.﻿In﻿fact,﻿STARK﻿continuously﻿monitors﻿for﻿security﻿attacks﻿and﻿analyses﻿any﻿
alert﻿triggered﻿due﻿to﻿an﻿attack,﻿it﻿then﻿plans﻿an﻿action﻿to﻿handle﻿the﻿identified﻿threat﻿and﻿executes﻿
a﻿ set﻿ of﻿ actions﻿ to﻿ ensure﻿ the﻿ security﻿ of﻿ the﻿ cloud.﻿This﻿ section﻿discusses﻿ the﻿ architecture﻿ of﻿ a﻿
proposed﻿ conceptual﻿model,﻿which﻿offers﻿ self-protection﻿ against﻿ security﻿ attacks﻿with﻿minimum﻿
Figure 1. Different types of attacks for cloud services
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human﻿intervention.﻿The﻿architecture﻿of﻿STARK﻿is﻿shown﻿in﻿Figure﻿2﻿and﻿its﻿main﻿components﻿are﻿
discussed﻿below:
•﻿ Resource﻿management﻿in﻿STARK﻿is﻿done﻿at﻿two﻿levels:﻿global﻿and﻿local.﻿At﻿global﻿level,﻿workloads﻿
or﻿applications﻿are﻿submitted﻿for﻿execution﻿along﻿with﻿Service﻿Level﻿Agreement﻿(SLA)﻿pertaining﻿
QoS﻿requirements.﻿Execution﻿of﻿workload﻿or﻿application﻿is﻿divided﻿into﻿sub﻿tasks﻿or﻿small﻿levels﻿
called﻿local﻿levels.﻿The﻿actual﻿execution﻿of﻿workload﻿or﻿application﻿is﻿performed﻿at﻿local﻿level﻿
after﻿verification﻿of﻿availability﻿of﻿resources;
•﻿ The﻿knowledge﻿pool﻿stores﻿the﻿predefined﻿rules﻿defined﻿by﻿system﻿administrator﻿and﻿rules﻿will﻿
be﻿updated﻿time﻿to﻿time﻿based﻿on﻿new﻿polices﻿of﻿resource﻿allocation;
•﻿ Aim﻿of﻿resource﻿allocation﻿is﻿to﻿allocate﻿appropriate﻿resources﻿to﻿the﻿suitable﻿workloads﻿on﻿time,﻿
so﻿that﻿applications﻿can﻿utilize﻿the﻿resources﻿effectively;
•﻿ Resource﻿discovery﻿is﻿able﻿to﻿find﻿the﻿adequate﻿(with﻿minimum﻿cost﻿and﻿execution﻿time)﻿resource﻿
for﻿workload﻿or﻿application﻿based﻿on﻿Quality﻿of﻿Service﻿(QoS)﻿requirements﻿through﻿composition;
•﻿ Composition﻿is﻿able﻿to﻿determine﻿the﻿best﻿resource﻿workload﻿pair﻿for﻿execution;
•﻿ Resource﻿monitor﻿monitors﻿whether﻿the﻿conditions﻿are﻿being﻿fulfilled﻿as﻿specified﻿in﻿policy﻿and﻿
ensures﻿that﻿all﻿the﻿resources﻿are﻿provided.﻿All﻿the﻿inputs﻿received﻿from﻿monitors﻿are﻿analyzed﻿
and﻿actions﻿are﻿taken﻿according﻿to﻿the﻿alert﻿generated﻿by﻿QoS﻿monitor;
•﻿ QoS﻿monitor﻿is﻿used﻿to﻿verify﻿whether﻿all﻿the﻿QoS﻿attributes﻿defined﻿in﻿SLA﻿are﻿fulfilled﻿or﻿not﻿
by﻿using﻿Adaptation.﻿If﻿not,﻿then﻿QoS﻿monitor﻿generates﻿an﻿alert﻿to﻿provide﻿more﻿resources﻿to﻿
fulfill﻿the﻿current﻿demand﻿of﻿application;
•﻿ Adaptation﻿ function﻿ is﻿ able﻿ to﻿maintain﻿ the﻿ effective﻿ execution﻿ in﻿ case﻿of﻿ sudden﻿change﻿ in﻿
QoS﻿conditions.﻿Based﻿on﻿QoS﻿requirements﻿and﻿policy﻿of﻿system,﻿resources﻿are﻿provisioned﻿to﻿
workload﻿or﻿application﻿and﻿resource﻿provisioning﻿information﻿is﻿sent﻿to﻿user﻿for﻿verification;
Figure 2. STARK architecture (Singh et al., 2017)
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•﻿ After﻿successful﻿verification﻿by﻿user,﻿ the﻿autonomic﻿security﻿manager﻿protects﻿execution﻿
of﻿workloads;
•﻿ Resource﻿executor﻿performs﻿the﻿final﻿step﻿of﻿resource﻿execution﻿and﻿completes﻿the﻿execution﻿
within﻿specified﻿deadline﻿and﻿system﻿continues﻿for﻿other﻿workloads﻿or﻿applications;
•﻿ For﻿QoS﻿assessment,﻿the﻿QoS﻿manager﻿calculates﻿the﻿execution﻿time﻿of﻿workload﻿and﻿finds﻿the﻿
approximate﻿workload﻿completion﻿time;
•﻿ Resource﻿manager﻿maintains﻿resource﻿details﻿which﻿includes﻿the﻿number﻿of﻿CPU﻿used,﻿size﻿of﻿
memory,﻿cost﻿of﻿resources,﻿type﻿of﻿resources﻿and﻿number﻿of﻿resources.﻿It﻿contains﻿the﻿information﻿
about﻿the﻿available﻿resources﻿and﻿reserved﻿resource﻿along﻿with﻿resource﻿description﻿(resource﻿
name,﻿ resource﻿ type,﻿ configuration,﻿ availability﻿ information,﻿usage﻿ information﻿ and﻿price﻿of﻿
resource)﻿as﻿provided﻿by﻿cloud﻿provider;
•﻿ Based﻿on﻿SLA﻿information,﻿the﻿SLA﻿manager﻿prepares﻿SLA﻿document﻿which﻿contains﻿information﻿
about﻿SLA﻿Violation﻿Rate﻿(maximum﻿and﻿minimum﻿violation﻿and﻿penalty﻿rate﻿in﻿case﻿of﻿SLA﻿
violation)﻿and﻿accordingly﻿urgent﻿cloud﻿workloads﻿would﻿be﻿placed﻿in﻿priority﻿queue﻿(workload﻿
with﻿urgent﻿deadline﻿in﻿execution﻿state)﻿for﻿earlier﻿execution;
•﻿ The﻿service﻿manager﻿manages﻿the﻿whole﻿service﻿of﻿the﻿system﻿in﻿a﻿controlled﻿manner.﻿Based﻿on﻿
SLA﻿information,﻿QoS﻿information,﻿workload﻿information﻿and﻿resource﻿information,﻿the﻿resource﻿
workload﻿mapper﻿maps﻿the﻿workloads﻿to﻿the﻿appropriate﻿resource﻿by﻿taking﻿care﻿of﻿both﻿SLA﻿
and﻿QoS.﻿Resource﻿scheduler﻿is﻿further﻿used﻿to﻿schedule﻿the﻿workloads﻿after﻿mapping﻿of﻿the﻿
workloads﻿with﻿available﻿resources﻿and﻿generates﻿the﻿workload﻿schedule.﻿Resource﻿scheduler﻿uses﻿
minimum﻿number﻿of﻿resources﻿to﻿execute﻿the﻿workloads﻿within﻿specified﻿budget﻿and﻿deadline.﻿
STARK﻿protects﻿the﻿execution﻿of﻿clustered﻿workloads﻿(Singh﻿et﻿al.,﻿2017)﻿from﻿security﻿attacks.
The﻿main﻿aim﻿of﻿self-protecting﻿in﻿STARK﻿is﻿to﻿protect﻿the﻿system﻿from﻿intentional﻿attacks.﻿In﻿
essence,﻿STARK﻿works﻿by﻿tracking﻿the﻿doubtful﻿activities﻿and﻿respond﻿accordingly﻿to﻿maintain﻿the﻿
working﻿of﻿system﻿without﻿any﻿disruption.﻿The﻿system﻿should﻿be﻿trained﻿to﻿differentiate﻿between﻿
legitimate﻿and﻿malicious﻿behaviour﻿in﻿order﻿to﻿enforce﻿protection﻿properly.﻿As﻿mentioned,﻿STARK﻿is﻿
designed﻿to﻿protect﻿a﻿cloud﻿against﻿DoS,﻿R2L,﻿U2R﻿and﻿Probing﻿attacks﻿(Vance﻿&﻿Siponen,﻿2012).﻿In﻿
DoS﻿(Denial﻿of﻿Service)﻿attacks,﻿a﻿large﻿amount﻿traffic﻿is﻿generated﻿by﻿attackers﻿to﻿cause﻿damage﻿by﻿
flooding﻿the﻿victim’s﻿network﻿(Gill﻿&﻿Buyya,﻿2019).﻿It﻿includes﻿SMURF﻿(to﻿create﻿denial﻿of﻿service,﻿
attackers﻿use﻿ICMP﻿(Internet﻿Control﻿Message﻿Protocol)﻿echo﻿request﻿by﻿pointing﻿packets﻿towards﻿
broadcast﻿IP﻿address),﻿LAND﻿(Local﻿Area﻿Network﻿Denial)﻿(when﻿source﻿and﻿destination﻿address﻿is﻿
same,﻿then﻿attackers﻿send﻿spoofed﻿SYN﻿packet﻿in﻿TCP/IP﻿network)﻿and﻿SYN﻿Flood﻿(attackers﻿sending﻿
IP-spoofed﻿packets﻿which﻿can﻿crash﻿memory).﻿In﻿Remote﻿to﻿Local﻿(R2L),﻿attackers﻿access﻿the﻿system﻿
locally﻿without﻿authorization﻿to﻿destroy﻿the﻿network﻿by﻿executing﻿their﻿commands﻿(Benkhelifa﻿&﻿
Welsh,﻿2014).﻿It﻿includes﻿attacks﻿like﻿IMAP﻿(Internet﻿Message﻿Access﻿Protocol),﻿Guess﻿password﻿
and﻿SPY﻿(Singh﻿&﻿Buyya,﻿2019).﻿In﻿User﻿to﻿Root﻿(U2R),﻿attackers﻿get﻿root﻿access﻿of﻿the﻿system﻿to﻿
destroy﻿the﻿network.﻿It﻿includes﻿attacks﻿like﻿buffer﻿overflow﻿and﻿rootkits﻿(Gill﻿et﻿al.,﻿2019).﻿In﻿Probing,﻿
attackers﻿use﻿programming﻿language﻿to﻿steal﻿the﻿private﻿information.﻿It﻿includes﻿attacks﻿like﻿port﻿
sweep﻿and﻿NMAP﻿(Network﻿MAPper).
STARK﻿provides﻿security﻿during﻿execution﻿of﻿user﻿workloads﻿automatically.﻿During﻿the﻿execution﻿
of﻿workloads,﻿security﻿is﻿monitored﻿continuously﻿using﻿a﻿sub-unit﻿performance﻿monitor﻿to﻿maintain﻿
the﻿efficiency﻿of﻿STARK﻿that﻿generates﻿alert﻿in﻿case﻿of﻿security﻿attack﻿(Paul﻿2015).﻿STARK﻿provides﻿
self-protection﻿and﻿ensures﻿the﻿secure﻿communication﻿among﻿autonomic﻿elements﻿during﻿resource﻿
execution﻿(Gill﻿&﻿Buyya﻿2018).﻿STARK﻿comprises﻿of﻿six﻿components﻿of﻿autonomic﻿model:﻿sensor,﻿
monitor,﻿analyze,﻿plan,﻿execute﻿and﻿effector.﻿Sensors﻿get﻿the﻿information﻿about﻿performance﻿of﻿current﻿
state﻿nodes﻿in﻿terms﻿of﻿a﻿QoS﻿parameter﻿i.e.﻿Intrusion﻿Detection﻿Rate﻿(Somani﻿et﻿al.,﻿2017).﻿Firstly,﻿the﻿
updated﻿information﻿coming﻿from﻿processing﻿nodes﻿is﻿transfer﻿to﻿manager﻿node﻿then﻿manager﻿node﻿
transfers﻿this﻿information﻿to﻿monitors.﻿Updated﻿information﻿includes﻿information﻿about﻿security﻿threats.
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For﻿the﻿monitoring﻿module,﻿security﻿agents﻿are﻿installed﻿on﻿all﻿the﻿processing﻿nodes,﻿which﻿are﻿
used﻿to﻿trace﻿the﻿unknown﻿and﻿known﻿attacks.﻿Based﻿on﻿the﻿existing﻿database﻿in﻿the﻿system,﻿new﻿
anomalies﻿are﻿captured﻿in﻿STARK.﻿STARK﻿captures﻿an﻿anomaly﻿by﻿detecting﻿system﻿intrusions﻿
and﻿misuse﻿of﻿system﻿by﻿using﻿its﻿monitor﻿and﻿classifying﻿it﻿as﻿either﻿normal﻿or﻿anomalous﻿by﻿
comparing﻿its﻿properties﻿with﻿data﻿in﻿existing﻿database.﻿New﻿anomalies﻿are﻿captured﻿by﻿security﻿
agent﻿and﻿information﻿about﻿anomalies﻿is﻿stored﻿in﻿database﻿(knowledge﻿base).﻿STARK﻿protects﻿
the﻿system﻿from﻿various﻿attacks﻿as﻿discussed﻿earlier﻿such﻿as﻿DoS﻿[Smurf,﻿LAND,﻿SYN﻿Flood﻿and﻿
Teardrop],﻿R2L﻿[SPY,﻿Guess﻿password,﻿ IMAP],﻿U2R﻿[Rootkits,﻿Buffer﻿Overflow]﻿and﻿Probing﻿
[Ports﻿sweep﻿and﻿NMAP].﻿SNORT﻿anomaly﻿detector﻿(Gai﻿et﻿al.,﻿2017)﻿is﻿used﻿to﻿protect﻿the﻿system﻿
from﻿attacks.﻿We﻿have﻿used﻿detection﻿engine﻿to﻿detect﻿the﻿attacks﻿and﻿maintain﻿the﻿log﻿about﻿attack.﻿
Detection﻿engine﻿detects﻿the﻿pattern﻿of﻿every﻿packet﻿transferring﻿through﻿the﻿network﻿and﻿compares﻿
with﻿the﻿pattern﻿of﻿packets﻿existing﻿in﻿database﻿to﻿find﻿the﻿current﻿value.﻿Alert﻿will﻿be﻿generated﻿
if﻿current﻿value﻿is﻿out﻿of﻿range﻿[Range﻿(Min,﻿Max)].﻿State﻿Vector﻿Machine﻿(Gill﻿et﻿al.,﻿2018)﻿[7]﻿
is﻿used﻿in﻿STARK﻿to﻿make﻿a﻿network﻿profile﻿for﻿attack﻿detection,﻿which﻿is﻿designed﻿based﻿on﻿the﻿
training﻿data﻿to﻿detect﻿and﻿recognize﻿input﻿(user﻿data)﻿and﻿based﻿on﻿the﻿closed﻿match﻿to﻿the﻿data﻿
defined﻿in﻿classes,﻿output﻿is﻿produced.
For﻿analyzing﻿and﻿planning﻿module,﻿the﻿analyzing﻿unit﻿starts﻿analyzing﻿the﻿log﻿information﻿of﻿
attacks﻿after﻿alert﻿is﻿generated﻿by﻿security﻿agent﻿to﻿generate﻿signature﻿(Gill﻿et﻿al.,﻿2019).﻿STARK﻿
performs﻿the﻿following﻿functions﻿to﻿generate﻿signatures:
•﻿ Collect﻿all﻿the﻿new﻿alerts﻿generated﻿by﻿the﻿autonomic﻿manager;
•﻿ Use﻿Java﻿utility﻿to﻿perform﻿parsing﻿to﻿get﻿URL,﻿port,﻿and﻿payload﻿detail;
•﻿ Categorize﻿data﻿based﻿on﻿URL,﻿port,﻿and﻿payload;
•﻿ Find﻿the﻿largest﻿common﻿substring﻿apply﻿longest﻿common﻿subsequence﻿(LCS);
•﻿ Construct﻿a﻿new﻿signature﻿by﻿using﻿payload﻿string﻿identified﻿by﻿LCS.
For﻿the﻿executing﻿module,﻿SNORT﻿(Caswell﻿&﻿Beale﻿2004)﻿can﻿be﻿used﻿to﻿refine﻿the﻿signature﻿
received﻿from﻿analyzer﻿for﻿Intrusion﻿Defense﻿Systems﻿(IDS)﻿and﻿Intrusion﻿Prevention﻿Systems﻿(IPS)﻿
sensors﻿and﻿compares﻿new﻿signatures﻿with﻿existing﻿signature﻿in﻿SNORT﻿database.﻿If﻿signatures﻿are﻿new,﻿
then﻿they﻿are﻿added﻿to﻿SNORT﻿database﻿(knowledge﻿base)﻿and﻿if﻿signatures﻿are﻿existing﻿then﻿they﻿are﻿
merged.﻿Effector﻿is﻿acting﻿as﻿an﻿interface﻿between﻿autonomic﻿units﻿to﻿exchange﻿updated﻿information﻿
and﻿it﻿is﻿used﻿to﻿transfer﻿the﻿new﻿policies,﻿rules﻿and﻿alerts﻿to﻿other﻿nodes﻿with﻿updated﻿information.
3. CONCLUSION AND FUTURE RESEARCH DIRECTIONS
In﻿this﻿paper,﻿we﻿propose﻿STARK,﻿which﻿is﻿a﻿secure﻿resource﻿allocation﻿model﻿for﻿the﻿execution﻿of﻿
cloud.﻿STARK﻿efficiently﻿schedules﻿the﻿provisioned﻿cloud﻿resources﻿for﻿the﻿execution﻿of﻿heterogenous﻿
cloud﻿workloads﻿and﻿maintains﻿the﻿security﻿of﻿cloud﻿services.﻿In﻿the﻿future,﻿STARK﻿will﻿be﻿verified﻿
in﻿a﻿cloud﻿environment﻿to﻿evaluate﻿it﻿in﻿practice.﻿The﻿impact﻿of﻿security﻿on﻿QoS﻿will﻿also﻿be﻿analyzed.
Figure﻿3﻿shows﻿the﻿future﻿research﻿directions﻿ in﻿security-aware﻿cloud﻿resource﻿management,﻿
which﻿are﻿discussed﻿below:
•﻿ User Data Breaches:﻿With﻿sensitive﻿data﻿(online﻿banking﻿transactions)﻿being﻿stored﻿online﻿rather﻿
than﻿on﻿premise,﻿is﻿the﻿cloud﻿inherently﻿less﻿safe?
•﻿ Hijacking of User Accounts:﻿Attackers﻿now﻿have﻿the﻿ability﻿to﻿use﻿cloud﻿user’s﻿login﻿information﻿
to﻿ remotely﻿ access﻿ sensitive﻿data﻿ stored﻿on﻿ the﻿ cloud;﻿ additionally,﻿ attackers﻿ can﻿ falsify﻿ and﻿
manipulate﻿information﻿through﻿hijacked﻿credentials;
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•﻿ Malware Injections:﻿ During﻿workload﻿ execution,﻿malicious﻿ code﻿ can﻿ be﻿ injected﻿ into﻿
cloud﻿services﻿and﻿viewed﻿as﻿part﻿of﻿the﻿software﻿or﻿service﻿that﻿is﻿running﻿within﻿the﻿cloud﻿
servers﻿themselves;
•﻿ Data Loss:﻿Data﻿on﻿cloud﻿services﻿can﻿be﻿lost﻿through﻿a﻿malicious﻿attack,﻿natural﻿disaster,﻿or﻿
a﻿data﻿wipe﻿by﻿the﻿service﻿provider.﻿Losing﻿vital﻿information﻿can﻿be﻿devastating﻿to﻿businesses﻿
that﻿don’t﻿have﻿a﻿recovery﻿plan;
•﻿ Shared Vulnerabilities:﻿Cloud﻿ security﻿ is﻿ a﻿ shared﻿ responsibility﻿between﻿ the﻿provider﻿ and﻿
the﻿client.﻿This﻿partnership﻿between﻿client﻿and﻿provider﻿requires﻿the﻿client﻿to﻿take﻿preventative﻿
actions﻿to﻿protect﻿their﻿data.﻿While﻿major﻿providers﻿like﻿Box,﻿Dropbox,﻿Microsoft,﻿and﻿Google﻿
do﻿have﻿standardized﻿procedures﻿to﻿secure﻿their﻿side,﻿fine﻿grain﻿control﻿is﻿up﻿to﻿you,﻿the﻿client;
•﻿ Software Defined-Cloud:﻿Software﻿Defined-Cloud﻿can﻿be﻿used﻿to﻿provide﻿secure﻿communication﻿
among﻿cloud﻿nodes.﻿Transport﻿Layer﻿Security﻿(TLS)/Secure﻿Sockets﻿Layer﻿(SSL)﻿encryption﻿
techniques﻿ can﻿ also﻿ be﻿ used﻿ to﻿ provide﻿ secure﻿ communications﻿ between﻿ controller(s)﻿ and﻿
OpenFlow﻿switches,﻿the﻿configuration﻿is﻿very﻿complex,﻿and﻿many﻿vendors﻿do﻿not﻿provide﻿support﻿
of﻿TLS﻿in﻿their﻿OpenFlow﻿switches﻿by﻿default.﻿Software﻿Defined﻿Network﻿(SDN)﻿security﻿is﻿
critical﻿since﻿threats﻿can﻿degrade﻿the﻿availability,﻿performance﻿and﻿integrity﻿of﻿the﻿network.
Figure 3. Future research directions in security-aware cloud resource management
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