I . The tonic responses of angular-position-sensitive afferents in the metathoracic chordotonal organ of the locust leg exhibit much hysteresis. For a given joint angle, the ratio of an afferent's tonic firing rate after extension to its firing rate after flexion (or vice versa) is typically between 1.2: 1 and 3: 1 but can be as large as 10: 1. Spiking local interneurons, that receive direct inputs from these afferents, can, by contrast, exhibit much less hysteresis (between 1.1: 1 and 1.2: 1). We tested the hypothesis that presynaptic inhibitory interactions between afferent axons reduces the hysteresis of postsynaptic interneurons by acting as an automatic gain control mechanism.
I . The tonic responses of angular-position-sensitive afferents in the metathoracic chordotonal organ of the locust leg exhibit much hysteresis. For a given joint angle, the ratio of an afferent's tonic firing rate after extension to its firing rate after flexion (or vice versa) is typically between 1.2: 1 and 3: 1 but can be as large as 10: 1. Spiking local interneurons, that receive direct inputs from these afferents, can, by contrast, exhibit much less hysteresis (between 1.1: 1 and 1.2: 1). We tested the hypothesis that presynaptic inhibitory interactions between afferent axons reduces the hysteresis of postsynaptic interneurons by acting as an automatic gain control mechanism.
2. We used two kinds of neural models to test this hypothesis: 1) an abstract nonspiking neural model in which a multiplicative, shunting term reduced the "firing rate" of the afferent and 2) a more realistic compartmental model in which shunting inhibition presynaptically attenuated the amplitude of the action potentials reaching the afferent terminals.
3. The abstract neural model demonstrated the automatic gain control capability of a network of laterally inhibited afferent units. A postsynaptic unit, which was connected to the competitive network of afferents, coded for joint angle without saturating as the strength of the afferent input increased by two orders of magnitude. This was possible because shunting inhibition exactly balanced the increase in the excitatory input. This compensatory mechanism required the sum of the excitatory and inhibitory conductances to be much larger than the leak conductance. This requirement suggested a graded weighting scheme in which the afferent recruited first (i.e., at a small joint angle) received the largest inhibition from each of the other afferents because of the lack of active neighbors, and the afferent recruited last (i.e., at a large joint angle) received the least inhibition because all the other afferents were active.
4. The compartmental model demonstrated that presynaptic shunting inhibition between afferents could decrease the average synaptic conductance caused by the afferents onto the spiking interneuron, thereby counterbalancing the afferents' large average firing rates after movements in the preferred direction Therefore the total postsynaptic input per unit time did not differ much between the preferred and nonpreferred directions. Hysteresis in the response of the modeled postsynaptic interneuron was thereby reduced from ratios as high as 2.5: 1 to < 1 :l. In addition, shunting inhibition prevented the modeled interneuron from saturating and from failing to fire. A local, lateral interaction shunting scheme in which an afferent is shunted only by its nearest neighbors (i.e., those afferents that are recruited at similar angles) reduced hysteresis and maintained the dynamic range of the spiking interneuron better than a global interaction scheme, where all afferents are presynaptically connected to each other.
5. The results of these simulations demonstrate a potential role for the established presynaptic inhibitory interactions between proprioceptive afferent terminals. In addition, these results allow us to make several testable predictions. First, if lateral shunting inhibition between afferent terminals can be selectively blocked pharmacologically, hysteresis in the tonic response of the spiking local interneuron should increase. Second, presynaptic shunting inhibition should exist between afferents with similar recruitment thresholds, if not between all afferents that innervate the same spiking interneuron. Finally, we should expect a graded synaptic weighting scheme such that presynaptic inhibitory conductances are greater onto the afferents that are recruited early.
INTRODUCTION
Hysteresis is a widespread nonlinear phenomenon of most mechanosensory systems in which the activity of a neuron depends not only on the current state of the system but also on its recent history. In the cat it has been observed in the responses of muscle-spindle afferents and joint receptors (Kostyukov and Cherkassky 1992; Lennerstrand 1968) , gravity-sensitive receptors in the vestibular system (Vidal et al. 197 1)) Pacinian corpuscles (Alvarez Buylla and Ramirez de Arellano 1953)) and, in primates, at joint receptors (Grigg and Greenspan 1977) . Hysteresis has also been observed in the activity of neurons that respond to head orientation in the lateral vestibular nucleus (Fujita et al. 1968 ) and in the thalamus for joint position of the limbs (Mountcastle et al. 1963) . In invertebrates, hysteresis has been seen in the responses of the stretch receptors of the crayfish (Brown and Stein 1966; Chaplain et al. 197 1; Segundo and Diez Martinez 1985) , the propodite-dactylopodite joint proprioceptor of decapod crustaceans (Mill and Lowe 1972) , the chordotonal afferents of the legs of the locust (Burns 1974; Matheson 1990 Matheson , 1992 , and nonspiking local interneurons of the locust (Siegler 198 1 ).
Hysteresis presents a problem to the nervous system because proprio-and mechanoreceptors should transmit information faithfully about the current state of the periphery. Hysteresis distorts this transmission by making the firing rate of an afferent dependent on past events so that it does not code unambiguously for the current state. A given joint angle could be represented by many different firing rates, depending on the past movement of the joint. How does the nervous system overcome this problem, if at all?
We have studied this problem by focusing on hysteresis in the responses of afferents in the metathoracic chordotonal organ of the locust that signal the position of the femorotibial joint of the hind leg (Matheson 1990 (Matheson , 1992 . Neurons with a maximum tonic response at flexed joint angles show a higher tonic firing rate for a given angle of the femorotibial joint if this angle is reached via flexion than via extension.
The reverse holds for afferents whose maximum tonic response occurs at extended joint angles. The property that the tonic activity of an afferent is larger after a movement in the direction of maximum response is actually quite common (Burns 1974; Kostyukov and Cherkassky 1992; Mill and Lowe 1972) . On the basis of the published results of Matheson ( 1990 Matheson ( , 1992 , the ratio of tonic responses in the two directions ranges from 1.2: 1 to 3: 1 but can on occasion be as large as 10: 1 near the middle of their response range (Matheson 1992) . The tonic responses of afferents differ from each other in the joint angles at which they are recruited and the angles at which their tonic firing rates saturate.
The origin of this hysteresis could be mechanical, neuronal, or both. Mechanical hysteresis is a property of many nonlinear viscoelastic systems (Chaplain et al. 197 1) o The metathoracic femoral chordotonal organ lies in the distal region of the femur and is mechanically connected to the femorotibial joint by an elastic apodeme that buckles to form a loop when relaxed (i.e., when the femorotibial joint is extended) (Shelton et al. 1992) . As the femorotibial joint is flexed, the apodeme is stretched, and the size of the loop is reduced. The size of the loop exhibits hysteresis, and the polarity of this hysteretic effect is consistent with the polarity of the hysteretic response of the chordotonal afferents. The stretching of the apodeme complex at a given joint angle is greater after a movement in the direction of greater tension, i.e., flexion.
Hysteresis could also result from membrane properties of the afferent neurons. Intracellular recordings from the receptor region of these neurons have not been made in conditions where current stimulation is used instead of mechanical stretching. It is thus, at this time, impossible to estimate the relative contributions of membrane and mechanical mechanisms.
Spiking local interneurons in the metathoracic ganglion are the primary integrators of incoming mechanosensory signals from the leg and receive monosynaptic inputs from chordotonal afferents (Burrows 1987) . Their dynamic range can be very large ( 120"), whereas chordotonal afferents typically exhibit a limited dynamic range (range fractionation) (from 60 to loo"), suggesting that a given spiking interneuron receives inputs from a number of afferents, each with a different recruitment threshold. These interneurons show much less hysteresis than the afferents presynaptic to them. The average hysteresis in one carefully studied spiking interneuron was between 1.1: 1 and 1.2: 1 (Burrows  1985) . What could account for this reduction in hysteresis? An apparent mechanism might simply be averaging the response of many afferents. This hypothesis is untenable because all afferents with similar tuning properties (i.e., maximum activity at either flexed or extended joint angles) exhibit hysteresis with the same polarity. Thus a particular spiking interneuron presumably receives inputs from afferents with similar tuning properties, and averaging would fail to eliminate hysteresis. It is difficult to imagine how an interneuron that responds maximally to extended joint angles would receive inputs from afferents that respond maximally to flexed joint angles. Whatever the mechanism, hysteresis does not seem to involve any intervening neuronal processing stages and most likely occurs locally somewhere between the central terminals of the chordotonal afferents and the dendritic processes of the spiking local interneuron.
We hypothesized that presynaptic shunting inhibition between afferent axons reduces hysteresis on the postsynaptic spiking local interneuron by acting as an automatic gain control mechanism (Grossberg 1973 ) . Burrows and Laurent ( 1993) and Burrows and Matheson ( 1994) demonstrated experimentally the existence of presynaptic, shunting inhibition between afferents at axon terminals. Postsynaptic potentials (PSPs) are generated in the terminals of one afferent as a result of spikes in other afferents responding to the same movement. These synaptic potentials reverse at a membrane potential slightly positive to the resting potential (about -70 mV). These PSPs appear to be mediated by y-aminobutyric acid (GABA) and must, therefore, be caused by interposed neurons because the afferents themselves are not GABAergic (Leitch et al. 1993; Sattelle and Breer 1990) . These PSPs can shunt an orthodromic action potential for up to 100 ms after the onset of the PSP (Burrows and Laurent 1993 ) and, consequently, reduce the amplitude of the spikeevoked excitatory PSP (EPSP) in postsynaptic neurons (Burrows and Matheson 1994) . We have demonstrated the possible function of such shunting inhibition by performing a number of simulations with the use of two kinds of neural models: an abstract, nonspiking model with leaky-integrator and shunting dynamics (Grossberg 1988 ) and a more realistic, compartmental model.
Abstract model
We use first a simplified, nonspiking dynamical model neuron to elucidate the mechanism by which presynaptic, shunting inhibition between afferents can act like an automatic gain control mechanism. The change in membrane potential depends on the sum of excitatory, inhibitory, and leak currents
where C is the membrane capacitance, Gleak is the membrane leak or passive conductance, E+ and E-are the excitatory and inhibitory reversal potentials respectively, GG, (t) is the excitatory receptor conductance change, G,;,,(t) is the inhibitory synaptic conductance change due to the activity of neighboring afferents, and Vi (t) is the membrane potential of afferent i. According to this model, the resting potential is defined to be zero. At equilibrium, the membrane potential becomes
Two assumptions can be made to constrain the relative values of the parameters in Eq. 2. First, to provide adequate gain control, the leakage conductance must be much smaller than the sum of the excitatory and inhibitory conductances. Second, the contribution of the inhibitory conductance to the membrane voltage should not swamp that of the excitatory conductance in the numerator of Es. 2, which requires the inhibitory reversal potential be close to the resting potential (i.e., E-= 0). The first assumption has not been tested experimentally in this system, although much smaller values for neuronal leak membrane conductance have been recently reported (Major et al. 1990; Spruston and Johnston 1991) . The second assumption has been supported experimentally (Burrows and Laurent 1993). Given these two assumptions, the equilibrium membrane potential becomes proportional to the ratio of the excitatory to the total synaptic conductance Vi W = ~+G,+,cW~E&)l
where G,,,(t) is the sum of the excitatory and inhibitory conductances. This provides an automatic gain control or self-normalizing mechanism. If the strength of the excitatory inputs to all neurons in the competitive network is increased by some factor and the neurons are operating near the linear region of their transfer functions (i.e., the function relating the voltage at the spike-initiation zone to the firing rate), the membrane potential of any given neuron will not saturate but rather will remain invariant because the inhibitory conductances from neighboring afferents will increase by the same factor (Grossberg 1973) . Therefore the ratio of excitatory to total input conductance will not change.
Compartmental model
As a more realistic model of the electrical properties of a neuron and its interactions with other neurons, the compartmental model reveals one important shortcoming of the abstract model. Shunting inhibition acts at the afferent terminals by attenuating the amplitude of an invading action potential, and not by modulating the firing frequency. The amplitude and duration of the action potential, in turn, determine the magnitude and time course of voltage-dependent calcium conductances that determine the amount of released transmitter (Smith and Augustine 1988). Thus shunting inhibition affects the magnitude of each synaptic event.' The total synaptic input per unit time from a given afferent to the postsynaptic interneuron is equal to the product of its firing rate and the average magnitude of each synaptic event. Let us assume that the pattern of firing across the set of N afferents innervating a given spiking interneuron can be represented by the following vector f= cfLf27-Jd (4)
By assuming that shunting synaptic conductances are dominant at the afferent terminal, the amplitude of an action potential from afferent i, Vi, arriving at the terminal is inversely proportional to the total shunting conductance per unit time
where aij is the synaptic gain of the shunting synapse from afferentj onto afferent i. The average magnitude of a synaptic event from afferent i onto the postsynaptic interneuron is related to the afferent's spike amplitude by a synaptic transfer function, g(x). Therefore the total synaptic input per unit time onto the interneuron from afferent i, inputi is inputi m J&Vi)
If g(x) is linear, any gain change in the firing pattern of ' If shunting synapses occurred near branch points of the afferent terminal, they could prevent spikes from invading particular terminal branches, thereby decreasing the number of active release sites. Therefore shunting inhibition could also affect the number of synaptic events. For simplicity, we have modeled the afferent terminal as a single process so that shunting inhibition does not affect the number of synaptic events. Tuning curves of 2 afferents (-j with maximum responses at extended joint angles copied from Matheson ( 1992) and the canonical curves ( ---j based on Boltzmann functions that were used to model them. the afferents will be compensated for by the shunt, and inputi will remain unchanged. In reality, the synaptic transfer function is not linear, and so gain control will not work ideally, particularly for very large gain changes in the firing pattern.
Hysteresis reduction
This automatic gain control mechanism can be used to reduce hysteresis. If we assume that a group of afferents with similar tuning curves form a competitive network of mutual shunting inhibition, hysteresis will change the excitatory conductances to each neuron in the group in a similar manner (i.e., either increase or decrease them). In so far as hysteresis can be treated as a similar gain change across all the excitatory inputs, this automatic gain control mechanism will act to eliminate the hysteresis at the axon terminals. In reality, hysteresis cannot always be treated as a pure change in gain, and it may not be exactly uniform across the set of afferents. In addition, the synaptic transfer function is linear only within a small domain of its operating range. Therefore, in reality, we should expect to see only a reduction and not a total elimination of hysteresis over all joint angles.
METHODS

Abstract model
A simplified, nonspiking network model was used that consisted of 13 units: 12 "afferent" units that mutually inhibited one,another, and a single ' 'interneuronal ' ' unit that received excitatory connections from the other 12 units. The dypamics of each of the afferent units followed a first-order, shunting equation (Grossberg 1988) much like Es. I, except that the inhibitory conductance is replaced with a weighted sum of the inhibitory inputs and the inhibitory reversal potential is set to zero Ci/, = -Gie;ikV; (t) + (Ef -vi)GZL(t) -vi C w,f(y) ( fourth-order, Runge-Kutta integrator with a fixed time step of 1 ms or solved algebraically at equilibrium. Inputs to the afferent units were simulated as step changes in excitatory conductance. To determine their values, the tuning properties of two representative afferents recorded by Matheson ( 1992) were fit to Boltzmann functions to be used as canonical curves (Fig. 1) . Hysteresis of the first afferent involved both a horizontal shift and a change in slope, the combination of which mimics a simple gain change (canonical tuning curve #l ) . Hysteresis of the second afferent was modeled as a horizontal shift of its tuning curve (canonical tuning curve #2). Hysteretic ratios for both afferents peaked at values between 2.5: 1 and 3:l near the middle of their dynamic ranges. The inverse of these tuning curves were used to map afferent firing rates to femorotibial angles. The value of G&,(t) was made proportional to the femorotibial joint angle.
Compartmental model A more realistic, compartmental model was designed in which the cable properties of the intracellular space and membrane, and the kinetics of various voltage-dependent channels were modeled, with the use of the NEURON simulator (Hines 1989) . A set of 12 single-compartment afferent axons was simulated.2 In turn, each of these axons made synapses onto a passive dendrite that funneled inputs into an active region representing the spike-initiation zone of the spiking local interneuron (Fig. 2) . The presynaptic inhibition at the axon terminals is mediated by interposed neurons that are so far unidentified (Burrows and Laurent 1993). Because nothing is known about these interposed neurons, axonal collaterals from each afferent axon were used to simulate lateral inhibition between the afferent axons. Except for a small synaptic time delay, the addition of these neurons in our model would not have affected the results of these simulations. Therefore the complete model was composed of 145 active compartments ( 12 afferent axons X 12 2 A compartment is defined as a section of cable with a particular length, diameter, and set of voltage-dependent conductances.
The number of segments determines the number of isopotential subsections along the compartment. In our simulations, each compartment consisted of three isopotential segments: one at the beginning, one in the middle, and one at the end of the compartment. collaterals per axon + 1 spike-initiation zone of the interneuron) and 12 passive compartments (the 12 dendrites of the interneuron). The lengths and diameters of all compartments were within known anatomic ranges (Table 1) .
Each axon compartment was composed of one passive conductance ( Gleak) , three voltage-dependent conductances ( GNa, GKDK, and GKA), and two synaptic conductances [excitatory: G&(t) and inhibitory: G&, ( t) ; Fig. 3 . The sodium conductance and "delayedrectifier' ' potassium conductance followed Hodgkin-Huxley kinetics and formed the basic spiking mechanism for the afferents and spiking local interneuron (Hodgkin and Huxley 1952 ). An additional "A''-type potassium conductance (Hagiwara et al. 1961 ) was added to the active compartments to generate low firing rates, as observed in chordotonal afferents (Matheson 1992) and spiking interneurons ( Burrows 1985 ) . This conductance provided lower firing rates by slowing the decay of afterhyperpolarization (Connor and Stevens 1971; Rogawski 1985) . The model's A-type conductance followed first-order kinetics with equilibrium activation, m(m), and inactivation, h(m), values obeying a Boltzmann function parameterized by k and V1/2
The channel conductance was a time-and voltage-dependent function of the activation and inactivation variables g(t, V> = gmaxm3 (t, W(t, v) (lo)
where grrlax is the maximum conductance (see Table 2 ). Table 3 lists the maximum conductances and reversal potentials for all active and passive channels. Figure 4 shows the firing rate [G&,(t) and G&,(t)] , and 3 active conductances (Na, delayedrectifier K, and "A" K conductances) used to generate spiking.
of one of the model's afferents as a function of DC current input.
Note the existence of firing rates well below 10 Hz for smaller input currents. The dynamics were numerically integrated for 1 s with the use of the backward, Euler method with a fixed time step of 25 ps (Press et al. 1990 ).
Inputs
Excitation of the afferent axons due to stretch or relaxation of the chordotonal organ was simulated with current inputs rather than with receptor conductance changes. This is a justified simplification because of the large distance ( >3 cm along axons whose diameter is <5 ,um in adult locusts) separating the site of generation of the receptor potential from the axonal terminals where shunting inhibition and transmitter release occur. Therefore inputs reaching the axonal terminal could be treated as pure current sources, independent of membrane voltage at the terminal. To determine appropriate tonic current inputs for each afferent axon, the following procedure was adopted. First, the current-frequency relationship of the simulated afferent was measured and fit piece-wise with a set of second-order polynomial functions. Second, the two canonical tuning curves described in Fig. 1 were used to map femorotibial joint angle to firing rate. Finally, the polynomial and Boltzmann functions were composed to map joint angle to tonic current input. Thus the model afferents possessed tuning curves that matched those of actual afferents regardless of whether the current-frequency curves of the model afferents matched. Unless otherwise noted, the tuning curves of the afferents used in any particular simulation were horizontally shifted versions of one of the canoni- cal tuning curves. This was done to simulate the finding that the afferents exhibit a range of joint angles at which they are recruited (Matheson 1992) .
To prevent synchrony between spikes in different axons, the onsets of current injections were staggered randomly within a time window of 200 ms. Two other forms of noise were added. First, uniformly distributed current noise with a zero mean and range of 1 t 0.67 (SD) nA was introduced into the afferent axons and collaterals and the spiking interneuron. Second, the magnitude of each synaptic conductance change was randomly perturbed with a uniformly distributed conductance of zero mean and range of 10 t 6.67% of the unperturbed conductance.
Every time an action potential was registered at the terminal of an axon or collateral, a "synaptic" event was triggered. This synaptic event (i.e., postsynaptic conductance) was described by an alpha function (Rall 1967) . The time-to-peak values for the excitatory and shunting inhibitory synaptic conductances were 6 and 15 ms, respectively, unless otherwise stated. These values correspond to conductance durations of -18 and 45 ms, respectively, and are constrained by physiological data. Siegler and Burrows ( 1983) found that one class of excitatory synaptic conductances onto spiking local interneurons lasted 15 ms. Burrows and Laurent ( 1993 ) inferred that the duration of shunting inhibitory conductances could range from 25 to 100 ms. The peak value of the postsynaptic conductance, &&, depended exponentially on the amplitude of the presynaptic action potential, Vamp where ,8 was set to 0.164 (Katz and Miledi 1967 
RESULTS
Abstract model
These first simulations showed that a competitive shunting network can adjust its gain automatically and thereby operate without saturation when confronted with excitatory inputs whose magnitudes vary by several orders of magnitude. Figure 5A shows the membrane potential of the local interneuron as a function of femorotibial joint angle for three different input levels ( X 1, X 10, X 100). The input levels were increased by multiplying the receptor conductance, G&(t), by one of these three factors while keeping all the other parameters in Eq. 7 constant. The strength of the inputs varied by two orders of magnitude, and yet the local interneuron was able to encode joint angle in a nearly identical fashion in all circumstances.
Shunting inhibition exactly counterbalanced the variations of excitatory input level (see Eq. 3). Figure 5B shows the consequences of removing shunting inhibition between afferent terminals. The local interneuron's activity saturated, and its dynamic range decreased as the strength of the input was increased.
These simulations suggested that some weighting schemes are more appropriate than others. The model's afferents that are recruited first (i.e., with low angular recruitment thresholds) receive inhibition from only a few neighboring afferents at small joint angles. Because the total synaptic conductance must be much larger than the leakage conductance to generate adequate gain control, the shunting weights to these afferents should be large enough to compensate for the lack of active neighbors. On the other hand, those afferents that are recruited only at very large joint angles will receive inhibition from many more active afferents, and so weights to them should be smaller to prevent extreme inhibition.
Compartmental model
To determine whether hysteresis could arise solely from the biophysical properties of the model afferents, current was injected into the model afferent, and after a short holding period it was either increased or decreased. After an additional holding period, the level of the injected current was returned to its original value. This was repeated with a large number of starting values over the dynamic range of the model afferent, and with a variety of increments and decrements. In some cases, we noticed a small amount (as much as 6%) of hysteresis in the afferent firing rate in the first 100 ms but never afterward. These simulations suggested that very little of the experimentally observed hysteresis that occurs over l-3 s (Matheson 1992) could be simulated by the biophysical properties of the model afferents alone. Therefore the hysteresis was simulated by varying the input current to each afferent as a function of its past history (i.e., the preceding movement). Of course, these simulations do not provide evidence against the biophysical origins of hysteresis because the model afferents do not necessarily contain all the critical membrane properties of the biological afferents. The detailed membrane properties of these proprioceptive afferents are unknown. The purpose of this study was to provide a neurally plausible algorithm by which hysteresis could be reduced and not to provide an explanation for the origins of hysteresis.
Two variables were used to assess the degree of hysteresis of the interneuron. First, the total synaptic input to the spiking interneuron was defined as the product of the number of synaptic events per second and the average peak synaptic conductance. Second, the firing rate of the interneuron was measured as the number of overshooting action potentials per second after the first 100 ms to avoid any transient response. The total synaptic input was a more reliable variable because small overshooting spikelets were often observed but generally not included in the measurement of the firing rate. Moreover, the interneuron would often saturate and fail to fire when shunting inhibition between afferent terminals was weak or absent. Very large intracellular current injections will often cause the biological interneuron to stop firing (personal observation).
The tonic firing rates of the model's 12 afferents after extension and flexion are shown in Fig. 6 . These curves were produced by shifting laterally the first canonical tuning curve (Fig. 1) . A local gradient weighting scheme was used, such that each afferent received presynaptic inhibition from its two nearest neighbors ( 1 on each side) only (where neighbor maintain its membrane potential within a range where spiking could occur (Fig. 8 , Aiv-Avi). If shunting interactions between afferent terminals were suppressed, the firing rate of the interneuron became unable to encode joint angles >70" (Fig. 9 , Aiv-Avi).
Second, hysteresis [as measured by the postsynaptic conductance (Fig. 7) or the firing rate of the interneuron (Figs. 8 and 9)] was greatly reduced by shunting interactions between afferent terminals. For example, if shunting inhibition was present, the firing rate was 20 Hz after both extension (Fig. 8Aiv) and flexion (Fig. 8&v) when the leg was held at 70". By contrast, if interactions between afferents were suppressed, the firing rate of the interneuron was -4 Hz after an extension (Fig. 9Aiv) and -22 Hz after a flexion (Fig. 9&v) . The tonic firing rates of the interneuron after flexion or extension are plotted in Fig. 10 when shunting inhibition was present.
To quantify the reduction in hysteresis due to shunting interactions between afferent terminals, the ratio of the response of the interneuron after extension to that after flexion was computed as a function of joint angle and is defined as similarity of the recruitment threshold). A given afferent thus received inhibition from the afferents that were recruited at joint angles slightly smaller and larger than its own recruitment threshold. In addition, the weights of the synapses to the afferent recruited first were larger than those to the afferent recruited at larger angles. The particular set of weight values was chosen to produce adequate performance in terms of hysteresis reduction. A thorough search through weight space could not be performed because of limits in computational time. However, on the basis of a number of simulations in which the weights were varied, the model's performance was robust such that hysteresis reduction did not depend critically on a particular set of weights. Total synaptic input versus joint angle is plotted in Fig. 7 with and without shunting inhibition between afferent terminals. First, shunting inhibition attenuated the total input to the interneuron by as much as 85% and was essential to random number seed; the random number seed determined the particular sequence of random numbers used to model noise). The average hysteretic ratio (averaged over all 6 joint angles and 5 simulations) was 1.12 with shunting inhibition versus 1.63 without (Fig. 11 B) . The difference between the hysteretic ratios with and without shunting inhibition was highly significant [t(4) = 76.98, P < 0.005]. The principle underlying hysteresis reduction can be made clearer by considering the pattern of afferent inputs to the local interneuron. The total postsynaptic conductances delivered by all 12 afferents at each of 6 joint angles during extension (A) and flexion (B) are plotted in Fig. 12 (without shunting inhibition) and in Fig. 13 (with shunting inhibition). In these representations the total synaptic input to the interneuron is proportional to the area under each curve. In the absence of shunting inhibition, this area is much smaller (50% smaller at a joint angle of 110") after a flexion (Fig.  12B) than it is after an extension (Fig. 12A) . By contrast, because shunting inhibition acts to suppress most of the afferent inputs, such differences were reduced at most joint angles (Fig. 13) .
A number of additional simulations were conducted to ensure that the results were not unique to the particular tuning properties of the model afferents. First, we performed two simulations in which the tuning curves were not only horizontally shifted but also scaled versions of canonical tuning curve #l. In the first simulation the saturation frequency was made proportional to the recruitment threshold. That is, the afferent with the largest recruitment threshold also saturated at the largest firing frequency. The average hysteretic ratio, based on total synaptic input, was 1.13 with shunting inhibition versus 1.67 without. In the second simulation the saturation frequency for each of afferents was randomly chosen. In this case the average hysteretic ratio, whose responses were described by canonical tuning curve called the hysteretic ratio (Fig. 11A) . A ratio of 1 .OO represents total elimination of hysteresis, and a ratio < 1.00 represents a reversal in hysteresis such that the interneuron responds more strongly after flexion than after extension despite the fact that the afferents respond in the opposite manner. The hysteretic ratio was uniformly low with shunting inhibition. On the other hand, the hysteretic ratio peaked at a joint angle of 50" without shunting inhibition. At this joint angle, the hysteretic ratio was almost two and a one-half times larger without shunting inhibition. The average hysteretic ratio (averaged over all joint angles between 0 and 180" and measuring total synaptic input) was 1.11 with shunting inhibition and 1.85 without shunting inhibition. The average hysteretic ratio was 1.03 and 1.09 (measuring the firing rate of the interneuron and with the use of window thresholds of 0 and -30 mV, respectively) 3 with shunting inhibition. These simulations were performed five times (each time with a different Hysteretic ratio of the spiking interneuron's response as a function of joint angle. Hysteretic ratio is defined as the ratio of the response in the extension direction to that in the flexion response. A : response is defined as either total synaptic input ( l , without shunting inhibition; 0, with shunting inhibition) onto or firing rate ( n , 0-mV threshold with shunting inhibition; q , -3O-mV threshold with shunting inhibition) of the postsynaptic interneuron.
B: hysteretic ratios are averaged over 5 simulations, each with a different random number seed. Average hysteretic ratios with shunting inhibition ( 0) are based on total synaptic inputs to the postsynaptic inter-neuron.
Average hysteretic ratios without shunting inhibition ( l ) are computed by taking the average of the ratios of the number of synaptic events in the extension direction to those in the flexion direction over the 5 simulations with shunting inhibition. This was done so that a paired ttest on the difference of hysteretic ratios with and without shunting inhibition could be performed.
This assumes that the difference between the ratio of the total synaptic inputs and the ratio of the number of synaptic events is due primarily to the effects of shunting inhibition. This also saved computational time because an additional set of simulations without shunting inhibition was not required. Error bars indicate standard errors.
#2 (see Fig. 1 ). Hysteresis was then characterized mainly by a horizontal shift of the tuning curve rather than a change in slope. Because this does not represent a pure change in gain, we expected the results to be poorer than those from the initial simulations. Nevertheless, the average hysteretic ratio, as measured from the total synaptic input, was 1.10 with shunting inhibition and 1.28 without. Finally, we tested the model with two other afferent tuning curves transcribed from Matheson's ( 1990 Matheson's ( , 1992 studies (see Table 4 ). The model was able to reduce hysteresis in all cases, even when using inhibitory weight parameters that had been optimized for canonical tuning curve #l . It appears, therefore, that hysteresis reduction by lateral shunting inhibition occurs (although to a lesser extent) even under hysteretic conditions that are not characterized by simple gain changes.
Hysteresis reduction depends on the number of inhibitory connections. The average hysteretic ratio (pooled over joint angles) decreased as a quadratic function of the number of neighbors, but the total amount of inhibition increased with the number of neighbors. In other words the total magnitude of inhibition is a confounding factor that covaries with the number of neighbors. The magnitude of the inhibitory weight from each neighbor must be scaled so that the total inhibition remains relatively constant despite changes in the number of neighbors. Normalizing the weighting of the inhibitory synapses indicated that a local weighting scheme ( 1 neighbor on each side) performed better than a global scheme in which each afferent received inhibition from all others. With 1 neighbor on each side, the average hysteretic ratio measured from interneuronal firing rates was 1.03 as opposed to 1.29 for 3 neighbors and 1.18 for 5 neighbors.
One reason for the superior performance of the local weighting scheme may be that the effect of the nonlinearity (A) and 0.96 &S after a flexion (I?) when the leg is at 90". Notice how the ratio of these 2 conductance changes is much smaller than the corresponding ratio in the absence of presynaptic shunting inhibition (see Fig. 12 ).
of neighboring afferents' tuning curves was minimized. Local neighbors have recruitment thresholds that are similar and so saturate at similar joint angles. Therefore, within the operating range of any given afferent, the responses of its local neighbors will remain relatively linear. This, on the other hand, is not true for distant neighbors that will either not be firing, or be firing at a saturated level for most of the operating range of the afferent in question. These nonlinearities will affect the automatic gain control mechanism and, therefore, will hinder the hysteretic reduction capabilities of shunting inhibition. Parameter sensitivity Mechanical hysteresis depends on the viscoelastic properties of the tissue of the proprioceptive organ and will vary with growth, use, or injury so that hysteretic reduction must be an adaptive process. Two parameters in the model can be varied to alter the degree of hysteretic reduction. First, varying the time-to-peak of the inhibitory synaptic conductance from 5 to 50 rns4 resulted in a monotonic drop in the hysteretic ratio (averaged over joint angles between 0 and lzo") from 1.6 to 0.83 (Fig. 14) . Note that the slope of these curves is positive for time-to-peak values <25 ms and is negative at time-to-peak values >30 ms. This implies that the tuning curve of the interneuron will change polarity as the time-to-peak of the synaptic conductance increases above a certain level. Second, increasing the peak magnitude of all inhibitory synaptic conductances by a factor of 3 caused a drop in hysteretic ratio of N 30%. The time integral of each shunting synaptic conductance defines the magnitude of inhibition and is proportional to the product of the time-to-peak and the peak conductance magnitude. The hysteretic ratio decreases as a quadratic function of this product (Fig. 15) . DISCUSSION We have shown with the use of numerical simulation techniques that a simple, biologically realistic, adaptive control mechanism can prevent synaptic saturation in mechanosensory circuits. An abstract, nonspiking model demonstrated that presynaptic shunting inhibition preserves the tuning properties of a spiking interneuron when the average input level increases by preventing saturation of its dendritic membrane potential. A compartmental model incorporating realistic membrane voltage and channel dynamics showed that presynaptic shunting inhibition can prevent saturation of the spike-generating mechanism of the interneuron. In addition to compensating for changes in input level from a 4 An alpha function decays to e-' of its peak after a duration of about three times the time-to-peak. Therefore a time-to-peak of 5 ms corresponds roughly to a conductance duration of 15 ms. given set of afferents, this automatic gain control mechanism could also prevent saturation if presynaptic afferents were added during development and could maintain the dynamic range of the interneuron if presynaptic afferents were removed because of damage. More importantly, we have shown that presynaptic shunting inhibition between sensory afferents can reduce hysteresis in mechanosensory coding. A compartmental model showed that lateral shunting inhibition between proprioceptive afferents compensates for hysteresis in their coding properties despite nonlinearities in their tuning curves and in their synaptic transfer functions. This mechanism works because a uniform increase in afferent firing rate is adaptively offset by a decrease in average postsynaptic conductance, and vice versa. This represents an important new function for lateral inhibition because of the widespread occurrence of hysteresis in sensory systems.
Widely accepted roles of lateral inhibition include the automatic control of input gain (Lyon 199 I ) , sharpening of receptive fields (Ratliff and Hartline 1959; Watson 1992) , and the prevention of habituation of sensory afferents (Watson 1992) . Lateral inhibition has also been proposed as a data compression mechanism by reducing the redundancy in the input signal. This can be accomplished by reducing the necessary information capacity of each afferent channel through linear prediction (Srinivasan et al. 1982) ) or by reducing the number of afferent channels through principle component analysis (Foldiak 1989) . These functions can e thought of as enhancing or optimizing the input signal. Hysteresis reduction is an information processing mechanism that eliminates history dependent features of the input signal so that it represents more accurately the physical state of the system to be controlled. It thus appears that the nervous system may have found a simple solution to the problems most likely created by nonlinear, viscoelastic properties of biological tissues.
How can it be possible that one class of neurons (the spiking interneurons) exhibits reduced hysteresis (Burrows 1985 (Burrows , 1988 ) whereas another class of neurons (the nonspiking interneurons that drive the motoneurons ) does not (Siegler 1981; Siegler and Burrows 1983 )? The answer is that there are multiple pathways between proprioceptive afferents and motoneurons.
Indeed, Burrows ( 1987) has shown the existence of parallel pathways in which a single afferent makes direct connections with both motoneurons and spiking local interneurons. Perhaps, monosynaptic or disynaptic pathways via the nonspiking interneurons retain the hysteresis to compensate for muscle catch (Zill and Jepson-Innes 1988)) whereas a multisynaptic pathway via certain spiking interneurons reduces the hysteresis to pass on more accurate sensory information to higher centers. Also, by combining the information from hysteretic channels with ones that have eliminated the ambiguity, it should be possible to acquire information not only about the present state of the leg but also its past history of motion.
The results of these simulations suggest a number of testable predictions. First, if hysteresis reduction depends on lateral shunting inhibition between afferents, hysteresis should appear at the spiking interneuron if the presynaptic shunting currents at the afferent terminals are selectively blocked. Second, presynaptic shunting inhibition should occur preferentially between afferents that have similar recruitment thresholds. Burrows and Matheson ( 1994) ' This weighting scheme need not necessarily be hard wired but could be adaptively developed with the use of a simple Hebbian-type learning rule. Because the afferent recruited first will on average be more active than the afferent recruited last, larger inhibitory synaptic weights will evolve between a presynaptic neighbor recruited first and a postsynaptic afferent.
