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Abstract
We use Perron’s method to construct viscosity solutions of fully nonlinear degenerate parabolic path-
wise (rough) partial differential equations. This provides an intrinsic method for proving the existence of
solutions that relies only on a comparison principle, rather than considering equations driven by smooth
approximating paths. The result covers the case of multidimensional geometric rough path noise, where
the noise coefficients depend nontrivially on space and on the gradient of the solution. Also included in
this note is a discussion of the comparison principle and a summary of the pathwise equations for which
one has been proved.
1 Introduction
This paper is concerned with the construction of solutions of certain fully nonlinear pathwise (rough, stochas-
tic, etc.) partial differential equations. For an initial value u0 ∈ BUC(R
d), the space of bounded, uniformly
continuous functions on Rd, a finite horizon T > 0, a continuous pathW = (W 1,W 2, . . . ,Wm) : [0, T ]→ Rm,
and functions F : Sd × Rd × R× Rd × [0, T ]→ R and H = (H1, H2, . . . , Hm) : Rd × Rd → Rm, where Sd is
the space of d× d symmetric matrices, we consider the initial value problem
du = F (D2u,Du, u, x, t) dt+
m∑
i=1
Hi(Du, x) · dW i in Rd × (0, T ], u(·, 0) = u0 on R
d. (1.1)
When W is continuously differentiable, dW stands for ddtW (t) = W˙ (t) and “·” denotes multiplication. In
this case, the Crandall-Lions theory of viscosity solutions provides the general framework to study (1.1); see
Crandall, Ishii, and Lions [4]. The same notation is used when W is of bounded variation, and then (1.1)
can be analyzed as in the work of Ishii [9] and Lions and Perthame [11] when F ≡ 0, or of Nunziante [17]
for second-order equations. Henceforth, these situations are referred to as the “classical viscosity” setting.
The problem is more complicated whenW is a sample path of a stochastic process, such as Brownian motion.
In this case, W is nowhere differentiable, and in fact has unbounded variation on every interval. The symbol
“·” is then regarded as the Stratonovich differential. More generally, W may be a geometric rough path,
a specific example being Brownian motion enhanced with its Stratonovich iterated integrals, and in some
situations, W is even allowed to be an arbitrary continuous path. At the very least, certain differentiable
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equations driven by W , namely, the characteristic equations corresponding to the first-order part of (1.1),
are required to have a stable pathwise theory. More details about this point are given in Sections 2 and 3.
The notion of pathwise viscosity solutions for equations like (1.1) was developed by Lions and Souganidis,
first for Hamiltonians depending smoothly on the gradient Du [12], and later for nonsmooth Hamiltonians
[13]. The comparison principle was proved in [14], and in [15], equations with semilinear noise dependence
were considered, that is, Hamiltonians depending linearly on Du and nonlinearly on u. The theory has since
been extended to treat Hamiltonians with spatial dependence, as by Friz, Gassiat, Lions, and Souganidis
[5], or by the author [19]; these papers use techniques developed by Lions and Souganidis that appear in
forthcoming works. Many more details and results are summarized in the notes of Souganidis [21]. The
case in which H depends linearly on the gradient has been studied extensively from the point of view of
rough path theory by many authors, including, but not limited to, Caruana, Friz, and Oberhauser [3] and
Gubinelli, Tindel, and Torrecilla [8]. The problem was also examined by Buckdahn and Ma [1, 2] using the
pathwise control interpretation.
An important feature of the pathwise viscosity theory is the stability of (1.1) with respect to the path in
a suitable topology. This leads naturally to a notion of weak solutions. More precisely, it has been shown
in various situations that, for suitable C1-families {W η}η>0 that satisfy limη→0W
η = W in an appropriate
sense, if uη is the classical viscosity solution of the initial value problem
uηt = F (D
2uη, Duη, uη, x, t) +
m∑
i=1
Hi(Duη, x)W˙ i,η(t) in Rd × (0, T ], uη(·, 0) = u0 on R
d, (1.2)
then, as η → 0, uη converges uniformly to a unique limit u, independently of the approximating family
{W η}η>0.
On the other hand, it is of interest to develop a solution theory for (1.1) that is intrinsic to the equation.
When the Hi are linear in Du, this can be accomplished by using a “flow transformation” to eliminate the
irregular terms involving dW i, leading to an equation that can be analyzed through classical means. However,
if Hi is nonlinear, then no such global transformation exists, and the correct procedure for defining pathwise
viscosity sub- and super-solutions is to cancel out the rough noise with the use of suitable test functions.
It is this approach that was developed in [12], and the one we use throughout this paper (for the relevant
definitions, see Section 3).
The uniqueness for pathwise solutions of (1.1) defined in this way is then proved by establishing a comparison
principle. That is, if u and v are respectively an upper- and lower-semicontinuous sub- and super-solution,
then, for all t ∈ (0, T ],
sup
Rd
(u(·, t)− v(·, t))+ ≤ sup
Rd
(u(·, 0)− v(·, 0))+.
The comparison principle immediately implies the following:
Theorem 1.1. There exists at most one solution of (1.1) in BUC(Rd×[0, T ]), which is given by the maximal
sub-solution (or minimal super-solution).
In other words, if a pathwise viscosity solution of (1.1) exists, then it is characterized by the formula
u(x, t) := sup {v(x, t) : v is a sub-solution of (1.1)} . (1.3)
Our objective is to use the comparison principle to prove directly that (1.3) defines the unique solution of
(1.1), thereby completing the program of developing a solution theory for (1.1) that avoids consideration of
equations with smooth paths. As in the classical theory for nonlinear elliptic and parabolic equations, we
accomplish this by proving a different kind of stability for (1.1), namely, the stability of sub-solutions under
2
taking suprema. We also construct suitable sub- and super-solutions of (1.1) to ensure that (1.3) is actually
a super-solution, and that it achieves the desired initial data. The strategies for doing so resemble those
from Section 4 of [4], but a more involved analysis is required, due to the rough nature of the test functions.
Organization of the paper
The main assumptions for F , H , and W are given in Section 2. Section 3 contains definitions and some
preliminary remarks regarding pathwise viscosity solutions. In Section 4, the main steps of the Perron
construction and the proof of Theorem 1.1 are presented. Finally, examples of Hamiltonians and paths for
which (1.1) satisfies the comparison principle are given in the Appendix.
Notation
Sd is the space of symmetric d-by-d matrices, Id ∈ S
d is the identity matrix, and, for X,Y ∈ Sd, the
inequality X ≤ Y means that 〈Xξ, ξ〉 ≤ 〈Y ξ, ξ〉 for all ξ ∈ Rd, where 〈·, ·〉 denotes the usual inner product
on Rd. If B is an arbitrary m-by-m matrix, then Sym(B) ∈ Sm is defined by Sym(B) := 12 (BB
t + BtB),
where Bt is the transpose of B.
The positive and negative part of a number x ∈ R are denoted respectively by x+ := max(x, 0) and
x− := max(−x, 0). If K ⊂ R
d and r > 0, then the set of points in the interior of K that are a fixed
distance r from the boundary is given by Kr := {x ∈ R
d : dist(x,Kc) ≥ r}. Open balls and cylinders
in Rd and Rd × [0, T ] are expressed, for r, s, t0 > 0 and x0 ∈ R
d, by Br(x0) := {x ∈ R
d : |x − x0| < r},
Nr,s(x0, t0) := Br(x0)× (t0 − s, t0 + s), and Nr(x0, t0) := Nr,r(x0, t0). Intervals of the form (t0 − h, t0 + h)
are assumed to mean (t0 − h, t0 + h) ∩ [0, T ].
Ckb (Ω) is the space of functions with bounded and continuous derivatives through order k on some Ω ⊂ R
N ,
while BUC(Rd × [0, T ]), USC(Rd × [0, T ]), and LSC(Rd × [0, T ]) are respectively the spaces of bounded
uniformly continuous, upper-semicontinuous, and lower-semicontinuous functions on Rd × [0, T ]. For U :
R
d × [0, T ]→ R, the upper-semicontinuous and lower-semicontinuous envelopes U∗ and U∗ of U are defined
respectively as
U∗(x, t) := lim sup
(y,s)→(x,t)
U(y, s) and U∗(x, t) := lim inf
(y,s)→(x,t)
U(y, s).
2 Assumptions
Throughout the paper, it is assumed that F : Sd × Rd × R × Rd × [0, T ] → R is continuous, bounded for
bounded (X, p, r) ∈ Sd × Rd × R, degenerate elliptic, and nonincreasing in r ∈ R; that is,{
F ∈ C(Sd × Rd × R× Rd × [0, T ]) ∩ Cb(BR(0)× R
d × [0, T ]) for all R > 0,
X 7→ F (X, ·, ·, ·, ·) is nondecreasing, and r 7→ F (·, ·, r, ·, ·) is nonincreasing.
(2.1)
The Hamiltonians require more regularity than F , namely{
H ∈ C2b (BR(0)× R
d;R) for all R > 0 if m = 1, and
H ∈ C4b (R
d × Rd;Rm) otherwise.
(2.2)
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The different assumptions for m = 1 and m > 1 are related to the interpretation of the path W , for which
we assume that 

W (0) = 0, W ∈ C([0, T ],Rm), and, if m > 1,
for some W : [0, T ]× [0, T ]→ Rm ⊗ Rm and α ∈
(
1
3
,
1
2
]
,
W := (W,W) ∈ C αg ([0, T ],R
m).
(2.3)
Here, C αg is the space of α-Ho¨lder continuous geometric rough paths; that is, W ∈ C
α
g ([0, T ],R
m) if

‖W‖
Cα
:= sup
s6=t
|Ws −Wt|
|s− t|α
+ sup
s6=t
|Wst|
|s− t|2α
<∞,
Wst −Wsu −Wut = (Wu −Ws)⊗ (Wt −Wu) for any s, u, t ∈ [0, T ], and
Sym(Wst) =
1
2
(Wt −Ws)⊗ (Wt −Ws) for any s, t ∈ [0, T ].
(2.4)
The quantity ‖W‖
Cα
is called the rough-path norm of W, although C αg is not a linear space, due to the
nonlinear nature of the second two constraints in (2.4).
If W is smooth, then W is automatically given by the Riemann-Stieltjes integrals Wijs,t :=
∫ t
s
(W ir −W
i
s) dW
j
r
for 1 ≤ i, j,≤ m. In view of the fact that Brownian paths are α-Ho¨lder continuous for any α ∈
(
0, 12
)
, a
Brownian motion can be viewed as a random geometric rough path withW given by the iterated Stratonovich
integrals
W
ij
s,t =
∫ t
s
(
W ir −W
i
s
)
◦ dW jr .
The third restriction in (2.4) ensures that geometric rough paths satisfy, formally, the standard chain and
product rules from differential calculus. Observe, therefore, that while the first two properties in (2.4) are
also satisfied by the corresponding iterated Itoˆ integrals for Brownian motion, the third property is not, and
thus, the Brownian rough path for which W is defined through the Itoˆ differential does not belong to C αg .
A further characteristic of the space of geometric rough paths is its stability with respect to appropriate
regularizations. More precisely, for any W ∈ C αg ([0, T ],R
m), there exists a sequence of smooth paths
Wn : [0, T ] → Rn such that, as n → ∞, Wn and Wn converge uniformly to respectively W and W, and,
furthermore, supn∈N ‖W
n‖
Cα
<∞.
The results in this paper could be adapted to treat rough paths with less Ho¨lder regularity than in (2.3),
in which case more iterated integrals are involved in the definition (2.4), and more regularity is required for
H . For more details on the theory of rough paths and rough differential equations, see Friz and Hairer [6]
or Friz and Victoir [7].
As discussed in the introduction, Perron’s method is used to construct solutions of equations for which there
is a notion of sub- and super-solutions, which, in turn, satisfy an appropriate comparison principle. The
definition of pathwise viscosity sub- and super-solutions for (1.1) is discussed in the next section, and it is
assumed that 

if u ∈ USC(Rd × [0, T ]) and v ∈ LSC(Rd × [0, T ]) are respectively
a sub- and super-solution of (1.1), then, for all t ∈ (0, T ],
sup
x∈Rd
(u(x, t)− v(x, t))+ ≤ sup
x∈Rd
(u(x, 0)− v(x, 0))+ .
(2.5)
By invoking (2.5), we implicitly assume that F , H , and W satisfy extra conditions that allow one to prove
the comparison principle. The standard assumption for F , which comes from the classical viscosity theory,
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is that

there exist C > 0 and ω : [0,∞)→ [0,∞) satisfying lim
s→0+
ω(s) = 0 such that, whenever
λ > 0, X,Y ∈ Sd, and − Cλ
(
Id 0
0 Id
)
≤
(
X 0
0 −Y
)
≤ Cλ
(
Id −Id
−Id Id
)
,
then, for all x, y ∈ Rd, r ∈ R, and t ∈ [0, T ],
F (Y, λ(x− y), r, y, t)− F (X,λ(x − y), r, x, t) ≤ ω
(
λ|x− y|2 + |x− y|
)
.
(2.6)
Notice that the matrix inequality in (2.6) implies that X ≤ Y . Therefore, in view of the ellipticity of F ,
(2.6) holds whenever F is independent of x, or if, say, F is of the form
F (X, p, r, x, t) = F1(X, p, r, t) + F0(p, x, r, t)
where F0 and F1 satisfy (2.1) and, for some ω as in (2.6),
|F0(p, x, r, t)− F0(p, y, r, t)| ≤ ω((1 + |p|)|x − y|) for all (p, x, y, r, t) ∈ R
3d × R× [0, T ].
A special case with more involved spatial dependence is
F (X, x) :=
d∑
i,j,k=1
σik(x)σjk(x)Xij ,
where σ ∈ C0,1(Rd,Rd×d). Many more examples can be constructed by observing that, if {Fαβ}α∈A,β∈B is
a family of functions satisfying (2.1) and (2.6) with the same bounds and modulus ω, then so are
inf
α∈A
sup
β∈B
Fαβ and sup
β∈B
inf
α∈A
Fαβ .
For more discussion on the comparison principle for degenerate second-order equations, see [4] and the
references therein.
Depending on the setting, the proof of the comparison principle for (1.1) may require even more regularity for
the Hamiltonians than (2.2), or extra structural assumptions, such as polynomial growth for the derivatives
of H , or uniform convexity in the Du variable. In some of these cases, W may also need more regularity,
even if m = 1. More details are provided in the Appendix. The only assumptions we directly use for the
Perron construction, besides the comparison principle (2.5), are (2.1), (2.2), and (2.3).
3 Preliminary remarks and the definition of sub- and super-solutions
3.1 The characteristic equations
The theory of pathwise viscosity solutions depends strongly on the properties of the system of characteristic
equations for the first-order part of (1.1), which, for p, x ∈ Rd and t0 ∈ [0, T ], is given by

dX = −
m∑
i=1
DpH
i(P,X) · dW i, X(x, p, t0) = x,
dP =
m∑
i=1
DxH
i(P,X) · dW i, P (x, p, t0) = p.
(3.1)
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It follows from (2.2) that
(3.1) has a unique solution (X,P ) ∈ C([0, T ];C1(Rd × Rd)). (3.2)
In the rough path setting, (3.2) is a consequence of the existence and uniqueness for solutions of rough
differential equations and the differentiability of flows (see [6, 7]). When m = 1, the solution (X,P ) is given
by (X,P )(x, p, t) = (X˜, P˜ )(x, p,Wt −Wt0), where (X˜, P˜ ) solves the time-homogenous system

dX˜
dt
= −DpH(P˜ , X˜), X˜(x, p, 0) = x,
dP˜
dt
= DxH(P˜ , X˜), P˜ (x, p, 0) = p.
(3.3)
The classical theory of ordinary differential equations then yields the existence, uniqueness, and regularity
of (X˜, P˜ ).
When m > 1, it is not possible in general to solve (3.1) by reducing the problem to systems like (3.3)
with a change of variables. The exception is when the Poisson brackets of the Hi vanish; that is, for all
i, j = 1, 2, . . . ,m,
{Hi, Hj} :=
d∑
k=1
(
∂Hi
∂xk
∂Hj
∂pk
−
∂Hi
∂pk
∂Hj
∂xk
)
= 0. (3.4)
In this case, the Hamiltonian flows for each Hi commute, and (3.1) can be solved by composing the various
Hamiltonian solution operators with the corresponding increments W it −W
i
t0 . As a result, as long as (3.4)
holds, H may be assumed to be C2. A particular example is when each Hi is independent of x, in which
case X takes the explicit form
X(x, p, t) = x−
m∑
i=1
DHi(p)
(
W i(t)−W i(t0)
)
.
3.2 Local-in-time spatially smooth solutions: the solution operator S(t, t0)
By inverting the characteristics, it is possible to construct local-in-time, spatially-smooth solutions of the
Hamilton-Jacobi part of (1.1):
dΦ =
m∑
i=1
Hi(DΦ, x) · dW i in Rd × (t0 − h, t0 + h), Φ(·, t0) = φ ∈ C
2
b (R
d) on Rd. (3.5)
The approach taken here, which is to use the properties of rough flows of diffeomorphisms coming from the
theory of rough differential equations, is closely related to the stochastic flows considered by Kunita [10].
When m > 1, (3.5) is interpreted in the rough path sense; that is, for all (x, t) ∈ Rd × (t0 − h, t0 + h), Φ is
given by the rough integral
Φ(x, t) = φ(x) +
m∑
i=1
∫ t
t0
Hi(DΦ(x, s), x) · dW is .
If m = 1 and W is an arbitrary continuous path, then Φ(x, t) := Φ˜(x,Wt −Wt0), where, for some τ > 0, Φ˜
is a smooth solution of the classical equation
Φ˜t = H(DΦ˜, x) in R
d × (−τ, τ), Φ˜(·, 0) = φ on Rd,
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as long as h is small enough that
sup
|t−t0|<h
|Wt −Wt0 | < τ.
Fix φ ∈ C2b (R
d) and t0 ∈ [0, T ], and set

X(x, t) = X(x,Dφ(x), t), P(x, t) = P (x,Dφ(x), t), and
Z(x, t) = φ(x) +


∫ Wt−Wt0
0
(H(P,X)−P ·DpH(P,X)) ds if m = 1, and
m∑
i=1
∫ t
t0
(
Hi(P,X) −P ·DpH
i(P,X)
)
· dW i if m > 1,
(3.6)
where the second expression in the definition of Z is a rough path integral. The boundedness of D2φ and
the differentiability of X in x yield that

there exists h > 0 depending only on ‖φ‖C2
b
, the derivatives of H , and ‖W‖
Cα
such that,
for all t ∈ (t0 − h, t0 + h), x 7→ X(x, t) is invertible on R
d, and both t 7→ X(·, t)
and t 7→ X−1(·, t) belong to C((t0 − h, t0 + h);C
1
b (R
d)).
(3.7)
Finally, define
Φ(x, t) = S(t, t0)φ(x) := Z(X
−1(x, t), t). (3.8)
Lemma 3.1. The function Φ defined by (3.8) belongs to C((t0−h, t0+h);C
2
b (R
d)), and is a solution of the
pathwise Hamilton-Jacobi equation (3.5).
Proof. When m = 1, the claim follows from the change of variables in time and classical results on Hamilton-
Jacobi equations, so only the rough path setting is considered. In view of (3.2), the quantities DxX and DxP
are rough paths solving the rough differential equations corresponding to those obtained by differentiating
(3.1) in x. From this, a straightforward calculation yields
d (DxZ−P ·DxX) = 0,
and therefore
DΦ(X, t) ·DxX = DxZ = P ·DxX.
It follows that P(x, t) = DΦ(X(x, t), t) for all t ∈ (t0 − h, t0 + h), and so, by (3.7), Φ maps (t0 − h, t0 + h)
continuously into C2b (R
d). It is then standard to verify that Φ solves (3.5).
The next lemma summarizes some properties of the solution operators S(t, t0). The proofs are immediate
or follow from the classical case by approximating W with smooth paths and passing to the limit. Indeed,
if {Wn}∞n=1 is a sequence of smooth paths that converge, as n → ∞, to W in the rough path topology, as
explained in Section 2, then the stability of the system (3.1) with respect to the rough path norm yields h > 0
independent of n such that the classical solution Φn to (3.5) driven by Wn is smooth on Rd× (t0−h, t0+h),
and, as n→∞, Φn converges uniformly to S(t, t0)φ.
Lemma 3.2. Let t0 ∈ [0, T ] and φ1, φ2 ∈ C
2
b (R
d), and choose h > 0 such that S(t, t0)φ1 and S(t, t0)φ2
belong to C2b (R
d) for t ∈ (t0 − h, t0 + h).
(a) For any t ∈ (t0 − h, t0 + h) and k ∈ R, S(t, t0)(φ1 + k) = S(t, t0)φ1 + k.
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(b) For any t ∈ (t0 − h, t0 + h), supRd (S(t, t0)φ1 − S(t, t0)φ2) ≤ supRd(φ1 − φ2).
(c) For any r, s, t ∈ (t0 − h, t0 + h), S(r, s)S(s, t)φ1 = S(r, t)φ1.
Property (b) is simply the comparison principle for smooth solutions of (3.5). Note that (b) actually holds
with equality, because of property (c), which follows from the uniqueness for (3.5) and the fact that the
equation is reversible in the interval (t0 − h, t0 + h).
Observe that (3.5) can be solved for any φ ∈ C2(Rd) for which
∥∥D2φ∥∥
∞
< ∞, even if φ and Dφ are
unbounded. It will not be necessary to exploit this fact in most parts of the paper, and indeed, some
arguments below require φ to be at least Lipschitz.
By estimating the deviation of the characteristic X(x, t) from its starting point x, we obtain the following
domain of dependence property for S(t, t0).
Lemma 3.3. For every R > 0, there exists a nondecreasing, continuous function ρR : [0,∞)→ [0,∞) with
ρR(0) = 0 such that, if K ⊂ R
d is compact, φ1, φ2 ∈ C
2
b (R
d) satisfy ‖Dφ1‖∞ , ‖Dφ2‖∞ ≤ R, and h > 0 is
such that S(t, t0)φ1, S(t, t0)φ2 ∈ C
2
b (R
d) for all t ∈ (t0 − h, t0 + h) and KρR(h) is nonempty, then, for all
t ∈ (t0 − h, t0 + h),
sup
KρR(|t−t0 |)
(S(t, t0)φ1 − S(t, t0)φ2) ≤ sup
K
(φ1 − φ2).
Observe that the inequality is vacuous if K has empty interior. In Section 4, we invoke Lemma 3.3 for a
closed annulus K.
Proof of Lemma 3.3. Set
ρR(σ) := sup
|p|≤R
sup
|t−t0|≤σ
sup
x∈Rd
|X(x, p, t)− x| .
The modulus of continuity of X is uniform for bounded p, and otherwise depends only on W and the
derivatives of H . Therefore, ρR is finite, nondecreasing, continuous, and satisfies ρR(0) = 0.
For i = 1, 2, let (Xi,Pi,Zi) be as in (3.6) for φi, and notice that, for any t ∈ (t0 − h, t0 + h),∣∣X−1i (x, t)− x∣∣ = ∣∣X−1i (x, t) −X(X−1i (x, t), Dφi(X−1i (x, t)), t)∣∣ ≤ ρR (|t− t0|) . (3.9)
Suppose first that φ1 = φ2 inK, and let x be in the interior ofKρR(|t−t0|); that is, dist(x,K
c) > ρR(|t−t0|). In
view of (3.9), y := X−11 (x, t) lies in the interior of K. This implies that φ1(y) = φ2(y) and Dφ1(y) = Dφ2(y),
so that (X1,P1,Z1)(y, t) = (X2,P2,Z2)(y, t). Therefore y = X
−1
2 (x, t), and
S(t, t0)φ1(x) = Z1(X
−1
1 (x, t), t) = Z1(y, t) = Z2(y, t) = Z2(X
−1
2 (x, t), t) = S(t, t0)φ2(x).
By continuity, the equality is true for any x ∈ KρR(|t−t0|).
Now assume φ1 ≤ φ2 in K, fix ǫ > 0, and let φ˜2 ∈ C
2
b (R
d) be such that φ2 = φ˜2 in K, φ1 ≤ φ˜2 + ǫ in R
d,
and
∥∥∥Dφ˜2∥∥∥
∞
≤ R. Then Lemma 3.2(a) yields, for all x ∈ KρR(|t−t0|),
S(t, t0)φ1(x) ≤ S(t, t0)(φ˜2 + ǫ)(x) = S(t, t0)(φ2 + ǫ)(x) = S(t, t0)φ2(x) + ǫ.
Letting ǫ → 0 finishes the proof in this case. For general φ1 and φ2, the result follows from Lemma 3.2(a)
and the fact that φ1 ≤ φ2 + supK(φ1 − φ2) in K.
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Note that, when m = 1,
ρR(σ) = sup
|p|≤R
sup
|t−t0|≤σ
sup
x∈Rd
|DpH(p, x)| |Wt −Wt0 | ,
in accordance with the classical result on finite speed of propagation for Hamilton-Jacobi equations.
3.3 The definition of pathwise viscosity solutions
The local-in-time spatially-smooth solution operator S(t, t0) is used to define sub- and super-solutions for
the original problem (1.1). In analogy with the classical viscosity solution theory, test functions of the form
S(t, t0)φ are used to cancel out the “rough part” of (1.1) (the term involving dW
i).
Definition 3.1. A function u ∈ USC(Rd× [0, T ]) (resp. u ∈ LSC(Rd× [0, T ])) is called a pathwise viscosity
sub-solution (resp. super-solution) of (1.1) if u is bounded from above (resp. from below), u(·, 0) ≤ u0 (resp.
u(·, 0) ≥ u0), and, whenever φ ∈ C
2
b (R
d), ψ ∈ C1([0, T ]), h > 0, S(t, t0)φ ∈ C
2
b (R
d) for t ∈ (t0 − h, t0 + h),
and
u(x, t)− S(t, t0)φ(x) − ψ(t)
attains a local maximum (resp. minimum) at (x0, t0) ∈ R
d × (t0 − h, t0 + h), then
ψ′(t0) ≤ F (D
2φ(x0, t0), Dφ(x0, t0), u(x0, t0), x0, t0)(
resp. ψ′(t0) ≥ F (D
2φ(x0, t0), Dφ(x0, t0), u(x0, t0), x0, t0)
)
.
(3.10)
A solution of (1.1) is both a sub- and super-solution.
The following remarks regarding Definition 3.1 are useful in many arguments, and are analogous to obser-
vations from the classical viscosity theory.
Lemma 3.4. (a) Assume that u satisfies the hypotheses of Definition 3.1, except that (3.10) only holds
when u(x, t)− S(t, t0)φ(x)−ψ(t) attains a strict maximum (resp. minimum) at (x0, t0), that is, when
u(x, t)− S(t, t0)φ(x) − ψ(t) ≤ u(x0, t0)− φ(x0)− ψ(t0) (resp. ≥)
for all (x, t) ∈ Rd × (t0 + h, t0 + h), with equality if and only if (x, t) = (x0, t0). Then u is a pathwise
viscosity sub- (resp. super-) solution in the sense of Definition 3.1.
(b) If 0 < t0 ≤ T and u is a sub- (resp. super-) solution in R
d × (0, t0), then it is a sub- (resp. super-)
solution in Rd × (0, t0].
It follows that it is sufficient to consider strict maxima or minima, as well as maxima or minima over half
open neighborhoods like Br(x0)× (t0 − r, t0] instead of Nr(x0, t0).
Proof of Lemma 3.4. Since the proofs for sub- and super-solutions are similar, we only present the sub-
solution case.
(a) Assume that u is upper-semicontinuous and bounded from above, and u(x, t)−S(t, t0)φ(x)−ψ(t) attains
a local maximum at (x0, t0) ∈ R
d × (t0 − h, t0 + h). In view of Lemma 3.2(a), we may assume, without loss
of generality, that u(x0, t0) = φ(x0). In particular, for some r > 0,
u(x, t0)− φ(x) ≤ 0 for all x ∈ Br(x0).
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Choose φ˜ ∈ C2b (R
d) such that φ˜(x) = φ(x) + |x− x0|
4 for x ∈ Br(x0) and u(·, t0) < φ˜ on R
d\Br(x0), and set
ψ˜(t) := ψ(t) + |t− t0|
2. Then, in view of Lemma 3.2(b),
u(x, t)− S(t, t0)φ˜(x) − ψ˜(t)
attains a strict maximum at (x0, t0). The result now follows from the fact that Dφ˜(x0) = Dφ(x0), D
2φ˜(x0) =
D2φ(x0), and ψ˜
′(t0) = ψ
′(t0).
(b) Assume that u is upper-semicontinuous and bounded from above, and, for some r > 0, u(x, t) −
S(t, t0)φ(x) − ψ(t) attains a maximum in Br(x0) × (t0 − r, t0] at (x0, t0). By replacing φ and ψ with
respectively φ˜ and ψ˜ as in part (a), the maximum may be assumed to be strict over Rd × (t0 − r, t0].
Fix ν > 0 and assume that (xν , tν) is a maximum point for
u(x, t)− S(t, t0)φ(x) − ψ(t)−
ν
t0 − t
over B1(x0) × [t0 − r, t0]. Then tν ∈ [t0 − r, t0) for all ν > 0, because u is bounded. Let (y, s) ∈ B1(x0) ×
[t0 − r, t0] be an accumulation point of the sequence {(xν , tν)}ν>0 as ν → 0, and assume that s 6= t0. For
fixed (x, t) ∈ B1(x0)× [t0 − r, t0),
u(x, t)− S(t, t0)φ(x) − ψ(t)−
ν
t0 − t
≤ u(xν , tν)− S(tν , t0)φ(xν)− ψ(tν)−
ν
t0 − tν
.
Letting ν → 0 along a subsequence such that (xν , tν)→ (y, s) yields
u(x, t)− S(t, t0)φ(x) − ψ(t) ≤ u(y, s)− S(s, t0)φ(y) − ψ(s),
and, in view of the semicontinuity of u, the same inequality holds for (x, t) = (x0, t0), contradicting the
strictness of the maximum point (x0, t0). It follows that the whole sequence (xν , tν) converges to (x0, t0),
and in particular, for sufficiently small ν, (xν , tν) ∈ B1(x0)× (t0 − r, t0). Therefore, Definition 3.1 yields
ψ′(tν) ≤ ψ
′(tν) +
ν
(t0 − tν)2
≤ F (D2S(tν , t0)φ(xν ), DS(tν , t0)φ(xν ), u(xν , tν), xν , tν),
and the proof is finished upon letting ν → 0.
As is well known, the method of characteristics cannot be used to solve general nonlinear second-order
equations like (1.1) even locally in time. However, using the solution operators S(t, t0), it is possible to
construct global sub- and super-solutions of (1.1) with smooth initial data.
Lemma 3.5. For every φ ∈ C2b (R
d), there exist a locally bounded sub- and super-solution u and u of (1.1)
with u(·, 0) = u(·, 0) = φ. Moreover, for some h > 0, u and u are continuous on Rd × [0, h].
Proof. Only the sub-solution is constructed, since the argument for the super-solution is similar.
For some h > 0, there exists a solution Φ(x, t) = S(t, 0)φ(x) of (3.5) satisfying Φ ∈ C([0, h], C2b (R
d)). Set
R := sup
0≤t≤h
‖Φ(·, t)‖C2
b
(Rd) , C := inf
|X|+|p|+|u|≤R, (x,t)∈Rd×[0,T ]
F (X, p, u, x, t),
and u(·, t) := Φ(·, t)− Ct for t ∈ [0, h].
If Φ0 is defined by Φ0(x, t, s) := S(t, s)(0)(x), then, for some h0 > 0 that is independent of s, Φ0(·, t, s) ∈
C2b (R
d) when s ≤ t ≤ s+ h0. Note that Lemma 3.2(a) implies that S(t, s)(M)(x) = Φ0(x, t, s) +M for all
M ∈ R.
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Define
R0 := sup
0≤t−s≤h0
‖Φ0(·, t, s)‖C2
b
(Rd) , C0 := inf
|X|+|p|+|u|≤R0,(x,t)∈Rd×[0,T ]
F (X, p, u, x, t), M0 := sup
x∈Rd
u(x, h)−,
and, for k = 0, 1, 2, 3, . . . ,
⌈
T−h
h0
⌉
− 1 and t ∈ (h+ kh0, h+ (k + 1)h0],
Mk := sup
x∈Rd
u(x, h+ kh0)− and u(·, t) := Φ0(·, t, h+ kh0)−Mk − C0(t− h− kh0).
By construction, u is upper-semicontinuous, bounded from above, and continuous on Rd × [0, h].
Now choose η ∈ C2b (R
d) and ψ ∈ C1([0, T ]), and assume, for some h1 > 0 and (x0, t0) ∈ R
d × (0, T ], that
S(t, t0)η ∈ C
2
b (R
d) for t ∈ (t0 − h1, t0 + h1) and
u(x, t)− S(t, t0)η(x) − ψ(t)
attains a strict maximum in Rd× (t0−h1, t0+h1) at (x0, t0). In view of Lemma 3.4(b), it suffices to consider
t0 6= h + kh0 for any k ∈ N ∪ {0}. Assume also that t0 ∈ (h + kh0, h + (k + 1)h0) for some k ≥ 0, as the
proof for t0 ∈ (0, h) is similar. Then
DΦ0(x0, t0) = Dη(x0), D
2Φ0(x0, t0) ≤ D
2η(x0), and ψ
′(t0) = −C0,
where the last equality follows from Lemma 3.2(c). Therefore,
ψ′(t0)− F (D
2η(x0), Dη(x0), u(x0, t0), x0, t0)
≤ −C0 − F (D
2Φ0(x0, t0), DΦ0(x0, t0),Φ0(x0, t0, h+ kh0), x0, t0) ≤ 0,
and so u is a sub-solution of (1.1).
4 The Perron construction
The proof of Theorem 1.1 involves two main steps. First, it is clear from Definition 3.1 that the maximum
of a finite number of sub-solutions is also a sub-solution, with a corresponding statement holding true for
the minimum of a finite number of super-solutions. We generalize this observation to infinite families with
the next result.
Lemma 4.1. Let F be a family of sub- (resp. super-) solutions of (1.1). Define
U(x, t) := sup
v∈F
v(x, t)
(
resp. inf
v∈F
v(x, t)
)
.
Assume that U∗ <∞ (resp. U∗ > −∞). Then U
∗ (resp. U∗) is a sub- (resp. super-) solution of (1.1).
The second step is to show that if a “strict” sub-solution has its values increased in a certain way in a suffi-
ciently small neighborhood, then the resulting function is another sub-solution. This “bump” construction
is less straightforward than in the classical viscosity setting, due to the limited flexibility in the choice of
test functions, and the domain of dependence result Lemma 3.3 plays an important role in the proof.
Lemma 4.2. Suppose that w is a sub-solution of (1.1), and that w∗ fails to be a super-solution. Then, for
some (x0, t0) ∈ R
d × (0, T ] and for all κ > 0, there exists a sub-solution wκ of (1.1) such that
wκ ≥ w, sup(wκ − w) > 0, and wκ = w in
(
R
d × [0, T ]
)
\Nκ(x0, t0).
11
We present the proof of Theorem 1.1 before those of Lemmas 4.1 and 4.2, to emphasize their importance in
the argument. Recall that u is defined via the formula (1.3).
Proof of Theorem 1.1. Observe first that, in view of Lemma 3.5 and the comparison principle (2.5), u is
well-defined and bounded.
Fix ǫ > 0, let φǫ ∈ C2b (R
d) be such that
φǫ − ǫ ≤ u0 ≤ φ
ǫ + ǫ on Rd,
let uǫ and uǫ be the sub- and super-solution given by Lemma 3.5 corresponding respectively to the initial
conditions φǫ − ǫ and φǫ+ ǫ, and fix h > 0 such that both uǫ and uǫ are continuous on Rd× [0, h]. Then the
comparison principle yields
uǫ ≤ u∗ ≤ u ≤ u
∗ ≤ uǫ on Rd × [0, h],
and therefore φǫ − ǫ ≤ u∗(·, 0) ≤ u
∗(·, 0) ≤ φǫ + ǫ. Since ǫ is arbitrary, it follows that u(·, 0) = u0 and u is
continuous on Rd × {0}.
In view of Lemma 4.1, u∗ is a sub-solution of (1.1). Formula (1.3) implies that u∗ ≤ u, and therefore u∗ = u.
That is, u is itself upper-semicontinuous and a sub-solution.
On the other hand, u∗ is a super-solution. If this were not the case, then Lemma 4.2 would imply the
existence of a sub-solution u˜ ≥ u and a neighborhood N ⊂ Rd × (0, T ] such that u˜ = u in (Rd × [0, T ])\N
and supN (u˜ − u) > 0, contradicting the maximality of u.
The comparison principle gives u∗ ≤ u∗, and, as a consequence of the definition of semicontinuous envelopes,
u∗ ≤ u
∗. Therefore, u = u∗ = u
∗ is a solution of (1.1) with u = u0 on R
d×{0}. The uniqueness of u follows
from yet another application of the comparison principle.
Proof of Lemma 4.1. We give only the proof for sub-solutions, since it is almost identical for super-solutions.
Let φ ∈ C2b (R
d), ψ ∈ C1([0, T ]), t0 > 0, and h > 0 be such that S(t, t0)φ ∈ C
2
b (R
d) for all t ∈ (t0−h, t0+h),
assume that
U∗(x, t)− S(t, t0)φ(x) − ψ(t)
attains a local maximum at (x0, t0) ∈ R
d × (t0 − h, t0 + h), and, without loss of generality, assume x0 = 0,
φ(0) = 0, and ψ(t0) = 0. Set p := Dφ(0), X := D
2φ(0), and a := ψ′(t0).
For fixed δ > 0, let r > 0 be such that
φ(x) ≤ 〈p, x〉 +
1
2
〈Xx, x〉+ δ|x|2 and ψ(t) ≤ a(t− t0) + δ|t− t0| for all (x, t) ∈ Nr(0, t0).
Choose φ1 and φ2 in C
2
b (R
d) such that

φ1(x) = 〈p, x〉+
1
2
〈Xx, x〉+ δ|x|2 for x ∈ Br(x0),
φ2(x) = 〈p, x〉+
1
2
〈Xx, x〉+ 2δ|x|2 for x ∈ Br(x0), and
φ ≤ φ1 ≤ φ2 on R
d.
Shrinking h if necessary, assume that, for t ∈ (t0 − h, t0 + h), S(t, t0)φ1 and S(t, t0)φ2 belong to C
2
b (R
d).
Then Lemma 3.2(b) implies that, for all t ∈ (t0 − h, t0 + h), S(t, t0)φ ≤ S(t, t0)φ1 ≤ S(t, t0)φ2, and, in
particular, U∗(x, t) − S(t, t0)φ1(x)− ψ(t) attains a local maximum at (0, t0).
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Let (xn, tn) ∈ R
d × (t0 − h, t0 + h) and vn ∈ F be such that, as n→∞, (xn, tn)→ (0, t0) and vn(xn, tn)→
U∗(0, t0), and let (x
′
n, t
′
n) be the maximum point attained over Nr(0, t0) by the function
vn(x, t)− S(t, t0)φ2(x) − a(t− t0)− 2δ(|t− t0|
2 + n−1)1/2. (4.1)
Then
vn(xn, tn) ≤ vn(x
′
n, t
′
n) + S(tn, t0)φ2(xn)− S(t
′
n, t0)φ2(x
′
n) + a(tn − t
′
n)
+ 2δ
(
(|tn − t0|
2 + n−1)1/2 − (|t′n − t0|
2 + n−1)1/2
)
.
(4.2)
Let (y, s) ∈ Nr(0, t0) be an accumulation point of the sequence {(x
′
n, t
′
n)}n∈N. Passing to the limit in (4.2)
yields
U∗(0, t0) ≤ U
∗(y, s)− S(s, t0)φ2(y)− a(s− t0)− 2δ|s− t0|
≤ U∗(0, t0) + S(s, t0)φ1(y)− S(s, t0)φ2(y)− δ|s− t0| ≤ U
∗(0, t0)− δ|s− t0|,
(4.3)
and, therefore, s = t0. Inserting this fact into (4.3) gives φ2(y) ≤ φ1(y), which implies that
y = 0, lim
n→∞
(x′n, t
′
n) = (0, t0), and limn→∞
vn(x
′
n, t
′
n) = U
∗(0, t0).
In particular, for sufficiently large n, (x′n, t
′
n) ∈ Nr(0, t0).
Finally, set Φ(x, t) := S(t, t0)φ2(x). Definition 3.1 gives
a+ 2δ
t′n − t0
(|t′n − t0|
2 + n−1)−1
≤ F (D2Φ(x′n, t
′
n), DΦ(x
′
n, t
′
n), vn(x
′
n, t
′
n), x
′
n, t
′
n).
Upon letting n→∞ and δ → 0, this becomes a ≤ F (X, p, U∗(0, t0), 0, t0), as desired.
Proof of Lemma 4.2. By assumption, there exist φ ∈ C2b (R
d), ψ ∈ C1([0, T ]), (x0, t0) ∈ R
d × (0, T ], and
h ∈ (0, κ) such that S(t, t0)φ ∈ C
2
b (R
d) for t ∈ (t0 − h, t0 + h),
w∗(x, t)− S(t, t0)φ(x) − ψ(t)
attains a local minimum at (x0, t0), and
ψ′(t0)− F (D
2φ(x0), Dφ(x0), w∗(x0, t0), x0, t0) < 0. (4.4)
Assume again x0 = 0, φ(0) = 0, and ψ(t0) = 0, set X := D
2φ(0), p := Dφ(0), and a := ψ′(t0), and define
the nondecreasing functions ω1, ω2 : [0,∞)→ [0,∞) by
ω1(σ) := sup
|x|≤σ
|φ(x) − 〈p, x〉 − 12 〈Xx, x〉|
|x|2
and ω2(σ) := sup
|t−t0|≤σ
|ψ(t) − a(t− t0)|
|t− t0|
.
Let γ ∈ (0, 1), r ∈ (0, κ), and s ∈ (0, h) be such that
ω1(r), ω2(s) ≤
γ
2
, (4.5)
and set
δ := γmin
(
r2
16
,
s
8
)
. (4.6)
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Choose ηˆ ∈ C2b (R
d) so that
ηˆ(x) = 〈p, x〉+
1
2
〈Xx, x〉 − γ|x|2 in Br(x0) and ηˆ ≤ φ in R
d.
Redefining h > 0 to be smaller, if necessary, we may assume that S(t, t0)ηˆ ∈ C
2
b (R
d) for t ∈ (t0 − h, t0 + h).
Observe that this may also result in s, and therefore δ, becoming smaller.
For (x, t) ∈ Rd × (t0 − h, t0 + h), define
wˆ(x, t) := w∗(0, t0) + δ + S(t, t0)ηˆ(x) + a(t− t0)− γ(|t− t0|
2 + δ2)1/2.
Then, if γ, r, and s (and therefore δ) are sufficiently small, wˆ satisfies the sub-solution property in Nr,s(0, t0).
Indeed, assume, for some ζ ∈ C2b (R
d), α ∈ C1([0, T ]), hˆ > 0, and (xˆ, tˆ) ∈ Nr,s(0, t0), that S(t, t0)ζ ∈ C
2
b (R
d)
for t ∈ (tˆ− hˆ, tˆ+ hˆ) and
wˆ(x, t)− S(t, tˆ)ζ(x) − α(t)
attains a strict maximum at (xˆ, tˆ). This implies that
DS(tˆ, t0)ηˆ(xˆ) = Dζ(xˆ) and D
2S(tˆ, t0)ηˆ(xˆ) ≤ D
2ζ(xˆ),
and, because
t 7→ sup
Rn
(
S(t, t0)ηˆ − S(t, tˆ)ζ
)
+ at− γ(|t− t0|
2 + δ2)1/2 − α(t)
attains a maximum at tˆ, Lemma 3.2(c) yields
a− γ
tˆ− t0(
|tˆ− t0|2 + δ2
)1/2 = α′(tˆ).
Therefore, in view of the strict inequality in (4.4), the continuity of the solution map S(t, t0) on C
2
b (R
d), and
the continuity of F , it follows that α′(tˆ) ≤ F (D2ζ(xˆ), Dζ(xˆ), wˆ(xˆ, tˆ), xˆ, tˆ) if γ, r, and s are small enough.
Define R := max|t−t0|≤hmax {‖DS(t, t0)φ‖∞ , ‖DS(t, t0)ηˆ‖∞}, and shrink s further so that
ρR(s) ≤
r
8
, (4.7)
where ρR is the modulus from Lemma 3.3. The claim is that
w(x, t) > wˆ(x, t) in N7r/8,s(0, t0)\N5r/8,s/2(0, t0). (4.8)
As a first step, observe that
w(x, t) − wˆ(x, t) ≥ w∗(x, t)− wˆ(x, t) ≥ −δ + S(t, t0)φ(x) − S(t, t0)ηˆ(x) + (γ − ω2(s))|t− t0|.
Suppose that (x, t) ∈ N7r/8,s(0, t0)\N7r/8,s/2, that is, s/2 < |t− t0| < s and |x| < 7r/8. Then (4.5) and (4.6)
give
w(x, t) − wˆ(x, t) ≥ −δ + (γ − ω2(s)) ·
s
2
≥ −δ +
γs
4
≥
γs
8
> 0. (4.9)
To prove (4.8) for (x, t) ∈ N7r/8,s\N5r/8,s, we apply Lemma 3.3 to the annulus K = Br(0)\Br/2(0) and
obtain
inf
r/2≤|x|≤r
(φ(x) − ηˆ(x)) ≤ inf {S(t, t0)φ(x) − S(t, t0)ηˆ(x) : dist(x,K
c) ≥ ρR(|t− t0|)}
≤ inf
{
S(t, t0)φ(x) − S(t, t0)ηˆ(x) : min
(
r − |x|, |x| −
r
2
)
≥ ρR(s)
}
.
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Combining this with (4.5), (4.6), and (4.7), it follows that, whenever 5r/8 < |x| < 7r/8 and |t− t0| < s,
w(x, t) − wˆ(x, t) ≥ −δ + inf
r/2≤|x|≤r
(φ(x) − ηˆ(x)) ≥ −δ + (γ − ω1(r)) ·
(r
2
)2
≥ −δ +
γr2
8
≥
γr2
16
> 0.
This finishes the proof of (4.8).
Finally, define
wκ(x, t) :=
{
max(wˆ(x, t), w(x, t)) for (x, t) ∈ N7r/8,s(0, t0), and
w(x, t) for (x, t) /∈ N7r/8,s(0, t0).
Then wκ ≥ w, and wκ = w outside of Nκ(0, t0). If (xn, tn) is such that limn→∞(xn, tn) = (0, t0) and
limn→∞ w(xn, tn) = w∗(0, t0), then
lim
n→∞
(w(xn, tn)− wˆ(xn, tn)) = −(1− γ)δ < 0,
so that supNκ(0,t0) (wκ − w) > 0. Finally, wκ is a sub-solution. This is evident on (R
d× [0, T ])\N7r/8,s(0, t0),
as well as in the interior of N7r/8,s(0, t0), because there wκ is equal to the pointwise maximum of two sub-
solutions. It remains to verify the sub-solution property on the boundary of N7r/8,s(0, t0), and this follows
because, in view of (4.8), wκ = w in a neighborhood of the boundary of N7r/8,s(0, t0).
A The comparison principle
The following is a discussion of the various situations in which a comparison principle for (1.1) is known.
It is always assumed below that H satisfies (2.2), and, for second order equations, F is assumed to satisfy
(2.1) and (2.6). The object of this section is not to prove the comparison principle, but rather to outline the
general strategy, which has been adapted to several situations in various published or forthcoming works.
A.1 The general strategy and some preliminary observations
As is usual in the theory of viscosity solutions, the comparison principle is proved by doubling the space
variable and using a smooth test function to penalize away from the diagonal. Note first that it suffices to
prove the comparison principle when the sub-solution u and super-solution v satisfy u(x, 0) ≤ v(x, 0) on Rd,
since otherwise, a positive constant can be added to v, exploiting the monotonicity of F in the v variable.
Then, if the comparison principle fails, there exist µ > 0 and t > 0 such that
sup
x∈Rd
{u(x, t)− v(x, t)}+ > µt.
To avoid technical details, assume that u and v are both periodic on Rd. Then, for sufficiently large λ > 0,
u(x, t)− v(y, t)−
λ
2
|x− y|2 − µt (A.1)
attains a maximum at (xλ, yλ, tλ) ∈ R
d ×Rd × (0, T ]. If u and v are not periodic, then the maximum of the
above function may not actually be achieved, and further penalizations are required to make the argument
work.
The effect of doubling variables can be seen immediately in the first-order case.
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Lemma A.1. Assume that F ≡ 0, and that u and v are respectively a sub- and super-solution of (1.1).
Then the function
z(x, y, t) := u(x, t)− v(y, t)
is a sub-solution of the equation
dz =
m∑
i=1
(
Hi(Dxz, x)−H
i(−Dyz, y)
)
· dW i. (A.2)
Proof. Let h > 0, ψ ∈ C1((t0−h, t0+h)), and assume that Φ ∈ C((t0−h, t0+h), C
2
b (R
d×Rd)) is a solution
of (A.2) and that
z(x, y, t)− Φ(x, y, t)− ψ(t)
attains a strict maximum at (x0, y0, t0). As functions on R
2d × R2d, the Hamiltonians (p, q, x, y) 7→ H(p, x)
and (p, q, x, y) 7→ −H(−q, y) have a Poisson bracket equal to zero (see (3.4)), so that their characteristic
flows commute. In particular, it follows that Φ is given by the formula
Φ(x, y, t) = S+(t, t0)S
−(t, t0)Φ(·, t0)(x, y) = S
−(t, t0)S
+(t, t0)Φ(·, t0)(x, y),
where S+ and S− are the solution operators for respectively
dU =
m∑
i=1
Hi(DxU, x) · dW
i and dU = −
m∑
i=1
Hi(−DyU, y) · dW
i.
That is, U(x, t) := S±(t, t0)φ solves the corresponding equations above with U(·, t0) = φ.
Fix δ > 0 and let (xδ, yδ, sδ, tδ) be a maximum point of
u(x, s)− v(y, t)− S+(s, t0)S
−(t, t0)Φ(·, t0)(x, y) − ψ(s)−
|s− t|2
δ
in B1(x0)×B1(y0)× [t0 − h, t0 + h]2. Because the original maximum was strict, it follows that limδ→0(xδ , yδ, sδ, tδ) =
(x0, y0, t0, t0), so that, for sufficiently small δ, (xδ, yδ, sδ, tδ) ∈ B1(x0)×B1(y0)× (t0 − h, t0 + h).
Definition 3.1 now yields
ψ′(sδ) +
sδ − tδ
δ
≤ 0 and
sδ − tδ
δ
≥ 0,
so that φ′(sδ) ≤ 0, and therefore ψ
′(t0) ≤ 0 follows after taking δ → 0.
In the second-order case, Lemma A.1 no longer holds, and it is necessary to prove an analogue of the
“Theorem of Sums” from the classical viscosity theory (see Theorem 8.3 in [4]).
Lemma A.2. Assume that u and v are respectively a sub- and super-solution of (1.1), (x0, y0, t0) ∈ R
d ×
R
d × (0, T ], h ∈ (0, t0), ψ ∈ C
1((t0 − h, t0 + h)), Φ ∈ C((t0 − h, t0 + h), C
2
b (R
d × Rd)) is a solution of
dΦ =
m∑
i=1
(
Hi(DxΦ, x)−H
i(−DyΦ, y)
)
· dW i in Rd × Rd × (t0 − h, t0 + h), (A.3)
and
u(x, t)− v(y, t)− Φ(x, y, t)− ψ(t)
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attains a local maximum at (x0, y0, t0) ∈ R
d × Rd × (t0 − h, t0 + h). Then, for every ǫ > 0, there exist
Xǫ, Yǫ ∈ S
d such that
−
(∣∣D2Φ(x0, y0, t0)∣∣ + 1
ǫ
)(
Id 0
0 Id
)
≤
(
Xǫ 0
0 −Yǫ
)
≤ D2Φ(x0, y0, t0) + ǫ
(
D2Φ(x0, y0, t0)
)2
and
ψ′(t0) ≤ F (Xǫ, DxΦ(x0, y0, t0), u(x0, t0), x0, t0)− F (Yǫ,−DyΦ(x0, y0, t0), v(y0, t0), y0, t0).
The proof of this lemma appears in [14] (see also [21]) in the case where the Hi are independent of space
and Φ(x, y, t) = (λ/2)|x − y|2. The general result above follows after making some technical adaptations in
the argument. As in the classical viscosity theory, the strategy is to regularize u and v using the so-called
inf- and sup-convolutions. The task here is made more complicated by the limited flexibility of the class of
test functions, and the regularizations need to be modified accordingly.
In the next sub-sections, we give some indication as to how the above strategy is applied to various situations,
depending on the nature of the spatial dependence of H , and whether or not H and W are scalar.
A.2 H independent of x
The comparison principle holds without any other restrictions on F , H , and W . Indeed, this can be seen
immediately in the first-order case, since the function
Φλ(x, y, t) :=
λ
2
|x− y|2 (A.4)
is a stationary smooth solution of (A.3). Therefore, if (xλ, yλ, tλ) ∈ R
d × Rd × (0, T ] maximizes (A.1), then
Lemma A.1 yields µ ≤ 0, which is a contradiction.
Equipped with Lemma A.2, the proof of the comparison principle in the second order setting proceeds as
follows. As explained in the previous sub-section, the argument is reduced to deriving a contradiction out of
the fact that u(·, 0) ≤ v(·, 0) and (A.1) attains a maximum at (xλ, yλ, tλ) ∈ R
d × Rd × (0, T ] for sufficiently
large λ. Classical arguments give limλ→∞
λ
2 |xλ − yλ|
2 = 0 and limλ→∞(xλ, yλ) = (x0, x0), where x0 is some
point for which u(x0, t0) > v(x0, t0) + µt0, so that, for sufficiently large λ, u(xλ, tλ) ≥ v(yλ, tλ).
Lemma A.2, when applied to ǫ = λ−1 and the stationary, smooth solution Φλ from (A.4), yields matrices
Xλ, Yλ ∈ S
d for which
−3λ
(
Id 0
0 Id
)
≤
(
Xλ 0
0 −Yλ
)
≤ 3λ
(
Id −Id
−Id Id
)
and
µ ≤ F (Xλ, λ(xλ − yλ), u(xλ, tλ), xλ, tλ)− F (Yλ, λ(xλ − yλ), v(yλ, tλ), yλ, tλ)
≤ F (Xλ, λ(xλ − yλ), u(xλ, tλ), xλ, tλ)− F (Yλ, λ(xλ − yλ), u(xλ, tλ), yλ, tλ).
Therefore, assumption (2.6) with C = 3 gives
µ ≤ ω
(
λ|xλ − yλ|
2 + |xλ − yλ|
)
,
and a contradiction is reached upon taking λ sufficiently large.
There is a theory, proposed in [13], for pathwise equations dealing with H independent of x, but not
necessarily smooth (see [18] or [21] for details). The results obtained in the present paper are not applicable
to such equations, since all of the constructions rely on the existence of local-in-time smooth solutions to
the rough Hamilton-Jacobi equations.
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A.3 H and W are scalar, and H depends on x
The dependence of H on x immediately complicates the above method of proof, because (A.4) is no longer
an exact solution of (A.3).
One approach is to adapt the strategy from the classical viscosity case, and consider Hamiltonians for which
λ
2 |x− y|
2 is “almost” a solution of (A.3). In the pathwise setting, this entails the study of the equation
dΦλ = (H(DxΦλ, x)−H(−DyΦλ, y))·dW
i in Rd×Rd×(t0−hλ, t0+hλ), Φλ(x, y, t0) =
λ
2
|x−y|2. (A.5)
In particular, it is necessary to estimate the deviation of Φλ from its value at t0, as well as measuring, in
terms of λ, the largest interval (t0−hλ, t0+hλ) on which Φλ(·, t) remains smooth. The latter issue is resolved
through a careful analysis of the characteristic system (3.3), taking advantage of the fact that W is scalar
and a change of variables in time. As a result, the assumptions on H are substantially more complicated
than in the spatially homogenous case, and more regularity is required for the paths. Rather than listing
the assumptions in full generality, it is more instructive to consider certain “model” examples.
Separated potential: If, for some smooth f : Rd → R,
H(p, x) =
1
2
|p|2 − f(x),
then the comparison principle holds as long as W ∈ Cα with α ≥ α0, where α0 depends on the regularity of
f . For instance, if f ∈ C2b (R
d), then α0 =
2
5 , while if f ∈ C
3
b (R
d), α0 =
1
4 . Both settings include the case of
Brownian motion, or indeed any geometric rough path with the regularity discussed in this paper, although
the proof of the comparison principle does not use the theory of rough paths, since the Hamiltonian and
path are scalar.
Linear growth: If, for some a ∈ C3b (R
d),
H(p, x) = a(x)
(
|p|2 + 1
)1/2
,
then the comparison principle holds for all continuous W .
The second-order case presents yet more challenges, since the solution of (A.5) is used in the application of
Lemma A.2, and it is not immediately clear that this yields useful information for the comparison principle.
Resolving these difficulties is the subject of a future work by the author [20].
Uniformly convex with homogenous structure: The convexity of the Hamiltonians in the previous two exam-
ples (which, for the latter, holds only when a > 0) plays no role, and indeed, each of the two model cases
above can be generalized to cover nonconvex Hamiltonians which exhibit similar structure and growth for
large p. An alternative approach is to exploit convexity and adapt the proof of the comparison principle to
the specific shape of the Hamiltonian. More precisely, the idea is to abandon the use of the test function
(A.4) entirely, and instead search directly for a stationary, smooth solution of (A.3). In general, this is not
possible unless H is scalar, uniformly convex in the gradient variable, and has some additional regularity
and structure. Even then, the stationary solution, which is constructed through a variational formula, is
only smooth in a neighborhood of the diagonal, although this is sufficient to prove the comparison principle.
A class of Hamiltonians for which this strategy may be effectively carried out is given, for q ≥ 2, C ≥ 1, and
g ∈ C2b (R
d;Sd) satisfying C−1Id ≤ g ≤ CId, by
H(p, x) = 〈g(x)p, p〉q/2.
Because the approach more closely resembles that of the x-independent case, the comparison principle holds
for all continuous paths, and moreover, the proof can be adapted to show that (1.1) is stable with respect
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to uniform convergence in W with explicit error estimates. Details when q = 2 may be found in [5] in
the first and second-order cases, and in [19] for arbitrary q in for first-order equations, where the theory
is applied to various homogenization problems. Just as for the previous examples, the precise form of the
Hamiltonian above is not important, and the arguments can be applied to Hamiltonians satisfying more
general assumptions, which is the subject of a forthcoming work by Lions and Souganidis [16].
A.4 Multiple paths and x-dependent H
In this setting, which is treated by Lions and Souganidis [16], the components of H are assumed to have
either a separated-potential or linear-growth structure as in the scalar case above, and W is assumed to be
a Brownian motion. The argument is much more involved, since it necessary to directly study the rough (or
stochastic) system of characteristics (3.1).
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