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ABSTRACT
Zelnio, Anne M. M.S. Egr., Department of Electrical Engineering, 2009.
Detection of Small Aircraft using an Acoustic Array.
Detection of small aircraft visually or with radar sensors is difficult due to its
small size, low-velocity, and low radar cross section. This effort investigates the
detection and localization of small aircraft using an acoustic array. The acoustic ar-
ray was fabricated using low-cost commercial off-the shelf (COTS) hardware that is
mobile and can adapt to different signatures and deployment environments. A cross-
correlation method for calibration and delay-and-sum beamforming was performed.
A generalized likelihood ratio test (GLRT)-based energy detector and a GLRT-based
sinusoidal signal detector was applied after beamforming. Detection was also per-
formed using various subpace adaptive beamforming techniques including MUSIC,
min-norm, and SSMUSIC which first performed sinusoidal filtering followed by adap-
tive beamforming. Constant false alarm rate (CFAR) detectors were used to compare
all algorithms.
iii
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CHAPTER 1
INTRODUCTION
Detection of small aircraft is an important problem. Due to their small size,
limited radar cross section, and low velocity, they are often difficult to detect visually
or with radar sensors. As such, standard air defense is ill-prepared for counter-UAV
surveillance [1]. This effort investigates the detection and localization of small aircraft
using an acoustic array. An acoustic array does not depend on the size of the aircraft
for detection, but rather the sound of the engine, and can therefore serve as an
effective means of detecting unmanned aerial vehicles [2].
A wide variety of real-world targets emit distinct acoustic signatures that not
only distinguish them from one another but also provide spectral separation from
background clutter. Examples include ground and air vehicles as well as a broad
class of manmade signatures that possess broad spectral content, particularly at high
frequencies, that are not naturally occurring. While acoustic signatures are distinct,
they can also be highly variable, even for an individual target, making detection and
tracking a challenging problem [3].
The goal of this research was to design an acoustic array using commercial off-
the-shelf (COTS) hardware that would be mobile and that could adapt to different
signatures and deployment environments. Since beam-width is dependent on the tar-
get frequency and the distance between microphone elements, the positions of the
elements needed to be variable, thus requiring a calibration procedure to determine
the locations of the microphones each time they are placed. Software was also devel-
oped to perform signal preconditioning and simple delay-and-sum beamforming.
1
2
The second goal was to use this acoustic array to detect small aircraft. Two
generalized likelihood ratio test (GLRT) signal models, energy and sinusoidal, are
used to determine a proper detection statistic. The GLRT is used because the aspect
angle of the target and spectrum of the engine are not known. Also, narrowband
direction of arrival (DOA) estimation techniques including MUSIC, min-norm, and
SSMUSIC are used as alternative detection statistics. Finally, CFAR detectors are
used as a means to normalize all techniques to give a fair comparison. The CFAR
detector uses clutter cells around the cell under test, to estimate the clutter power in
the test cell.
1.1 Previous Work
Small target detection using acoustic arrays is common in the armed services. The
US Army Research Laboratory (ARL) has been developing acoustic sensor arrays to
detect wideband targets in the battlefield in real-time. In the ARL experiments, the
microphones are shaped in a cross. The detection uses block-adaptive pre-processing
to adaptively select the narrowband frequencies. The MUSIC algorithm is applied to
each frequency and then they are incoherently added together to get DOA estimates
[4]. This process is called incoherent wideband MUSIC (IWM) [5]. Other researchers
are using IWM in a different way. They make a narrowband assumption, and perform
MUSIC using three different subarrays. Then, the MUSIC pseudospectrums for all
subarrays are incoherently added together [6, 7].
One wideband technique used a uniform linear array for DOA estimation. The
problem was formulated as frequency estimation and solved utilizing the AR model
of a sinusoidal signal [8]. Another wideband source algorithm used was the Capon
beamforming algorithm, extended to the wideband case to account for the array
steering mismatches caused by sensor location error [9].
Acoustic data is also being used to detect small, fixed wing, propeller driven
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aircraft bringing illicit cargo into the United States by, again, using the signature of
the aircraft. These aircraft fly through mountain regions to evade line-of-sight sensors
like radar. This detection system uses a single microphone to detect frequency spectra
and harmonics. To detect, a sliding-window, two-parameter CFAR in frequency and
time is applied [10].
1.2 Outline
The remainder of this thesis is organized as follows. Chapter 2 discusses the acous-
tic array, hardware, calibration, data preconditioning, test set-up, delay-and-sum
beamforming, and data segmentation. The components of the array are described
first, followed by a description of the array configuration and data collection process.
We then detail the calibration procedure necessary to determine the locations of the
microphones in the test space and the preconditioning process before detection. Next,
the test set-up is described including the flight information of the small aircraft. Fi-
nally, for the system design, the delay-and-sum beamforming algorithm is described
along with the data segmentation needed to perform each detection statistic. Chapter
3 presents all detectors used against the small aircraft. Generalized likelihood ratio
test detectors are developed, followed by the subspace adaptive beamforming detec-
tors. Chapter 4 introduces CFAR detectors to compare all algorithms followed by
the results of all detectors. Chapter 5 concludes the thesis, reemphasizing the initial
goals of this research.
In this thesis, we will use the following notation. Bold capital letters (e.g., X)
represent matrices. Underlined lowercase letters (e.g., x) indicate vectors, and lower
and upper case letters (e.g., x and X) represent scalars. Also, (·)T represents the
transpose operator, and (·)H represents the complex transpose operator.
CHAPTER 2
SYSTEM DESIGN
The acoustic array for this thesis was built to be mobile and adaptable because
the frequency of the target, type of target, and proximity of the target to the array
can affect the physical array set-up, the array processing techniques, and the array
capabilities.
For uniform linear arrays, the “uniform” corresponds to equal element spacing.
The element spacing, d, is subject to the condition
d <
λmin
2
(2.1)
in order to prevent spatial aliasing in the form of grating lobes [11]. In Equation 2.1,
the minimum signal wavelength is defined as
λmin =
c
fmax
(2.2)
where c is the speed of sound, 340.29 m/s at sea level, and fmax is the maximum fre-
quency of interest in Hertz [12]. This condition is analogous to the Nyquist sampling
theorem, which states that the sampling frequency should be more than twice the
maximum frequency. The acoustic array elements are movable so the element spac-
ing can be chosen based on a benchmark frequency of interest. If the frequency of
interest is not known, a random element spacing can mitigate spatial aliasing, while
suffering a poorly shaped array response.
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Acoustic targets can be grouped into two different signal types: narrowband and
wideband. In essence, narrowband signals cover a small range of frequencies relative
to the center frequency, while wideband signals involve a large range of frequencies
relative to the center frequency. Another way to distinguish if a signal is narrowband
or wideband is the ratio of the highest to lowest frequency [13]. If the ratio is large,
the signal is wideband, and if the ratio is close to one, the signal is narrowband. For
narrowband signals, phase differences may frequently be used for array processing,
while for wideband signals, time delays must be used to combine array elements.
The acoustic target in this thesis is assumed to be wideband, but we will experiment
with both narrowband and wideband algorithms. A few wideband techniques such
as energy and sinusoidal detection are used on delay-and-sum beamformed data.
Narrowband techniques such as MUSIC and min-norm are used after selective filtering
of the most dominant frequencies in the wideband signal.
The proximity of the source to the array is typically classified as either near-field
or far-field. When the acoustic source is in the near-field, the sound waves of the
received signal are curved at the time of incidence on the array. When the acoustic
source is in the far-field, the sound waves of the received signal are assumed to arrive
in a planar pattern perpendicular to the direction of propagation. For a near-field
source, the array may localize the source to a point in a plane. For a far-field souce,
as assumed in this thesis, the array is limited to determining the DOA of the source
relative to the array [13].
The acoustic target for this thesis is considered to be wideband and in the far-
field of the array. To adapt to a range of different frequencies without spatial aliasing,
the custom-built microphones are mobile. Because of the dynamic placement of the
microphones, a calibration procedure is needed to locate the positions of the micro-
phones at the beginning of each data collection. Once the array is calibrated, acoustic
data can be collected.
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2.1 Hardware
The hardware used for this project consists of twenty-four custom-made micro-
phones, a COTS sound-recording board, a desktop Macintosh G4, and a video camera
(used as a visual reference). The system design block diagram is in Figure 2.1. The
microphone design comprises a condenser microphone cartridge and a MOSFET for
pre-amplification (Figure 2.2). Custom building the microphones allowed a high-
quality Panasonic microphone cartridge and amplifier circuit to be assembled at a
fraction of the cost of a commercial microphone. The microphone cartridge and
pre-amp were enclosed in a Fisherman’s Friend throat lozenge box (similar to an
Altoid case) and powered by a 9-volt battery. Ports are drilled in the metal casing
for the microphone cartridge, a power switch, and a twenty-foot output cable with a
quarter-inch jack. Each microphone cost $14.50 to construct.
.
.
.
.
.
MOTU
sound
 recording
board
Custom-built
microphones
Precondition
recorded tracks
Hardware
Delay-and-sum
beamforming
Detection
Sinusoidal
!ltering
Adaptive
beamforming
Software
Detection
-OR-
Figure 2.1: System Design.
To interface between the microphones and the computer, a sound recording board
by Mark of the Unicorn (MOTU) was used. The MOTU board interfaces to the
computer via PCI using a connection and software specific to a Macintosh platform.
This sound recording board has 24 I/O channels, each with a sampling frequency of
7
Figure 2.2: Diagram showing custom-built microphones.
44.1kHz and a maximum bandwidth of 96kHz per channel. A basic IR camera was
used as a point of reference for calibration. Acoustic data from each microphone is
saved as a separate audio file resulting in up to 24 audio channels per data collection.
All signal processing is performed using MATLAB in post-processing. With costs
being $1, 420 for the MOTU board, $2, 000 for a refurbished Macintosh G4, and $348
for 24 microphones, the total cost of the acoustic array is $3, 768.
2.2 Array Configuration
The above described hardware supports an array of up to M = 24 microphones,
though lesser numbers of microphones were used in subsequent experiments. Initially,
the microphones are placed in a nominally straight line on the ground as suggested
by Figure 2.3. The 2-dimentional locations of the microphones (xm, ym) for m =
1, 2, . . . ,M are assumed to be unknown.
Audio data collected by each microphone is represented as
pm(t) = s(t− tm) + nm(t) m = 1, ...,M, (2.3)
8
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Figure 2.3: Linear array set-up.
where s(t) is the target audio signal and nm(t) is unknown noise and clutter experi-
enced by microphone m. The time delay from the target to the mth microphone is tm.
A target in the far-field at bearing φ has relative time delay tm =
1
v
(xm cosφ+ym sinφ)
[11], where v is the speed of propagation and φ = 0◦ is broadside to the array.
2.3 Calibration
When the microphones are in place, broadband calibration signals, in this case
chirps generated in MATLAB, are emitted periodically within the field of regard of
the array. Any number of chirps can be used, but more chirps result in more accurate
calibration. All chirps are generated within one data collection so that the calibration
data consists of M audio tracks with C chirps per audio track. The chirp signal is
defined as
r(t) = exp[j2π(ψt+ 2ξt2)], t ∈ [0, 0.25] (2.4)
where ψ is the starting frequency (50 Hz) and ξ is the chirp bandwidth (16 kHz).
The calibration reference chirp is pictured in Figure 2.4.
Calibration is needed to determine the x, y-locations of the microphones relative
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Figure 2.4: Spectrogram of the broadband calibration chirp.
to the target space. To begin, the TDOA of each chirp at each microphone is found
via cross-correlation of each microphone channel, pm(t), and the MATLAB generated
reference chirp, r(t). Because the chirp is created in MATLAB, it can be exactly
replicated digitally. The samples at which the recorded channels are most highly
correlated with the reference signal indicate the relative time delays of arrival:
tm,c = arg max
τ
[
∑
t
h(t− tc)pm(t)r(t− τ)
]
(2.5)
where τm,c is the time delay corresponding to the cth chirp from one microphone
channel pictured in Figure 2.5. The cth chirp is selected by the windowing function
h(t).
The cross-correlation of calibration chirps recorded by one microphone and the
reference chirp is also shown in Figure 2.5. The peaks shown are the relative time
delays associated with the microphone. The estimated time delays of arrival are nor-
malized by identifying the center microphone as having zero time delay and relating
the other TDOAs respectively, resulting in both positive and negative TDOAs.
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Figure 2.5: Cross-correlation of calibration chirps recorded by one microphone and
reference chirp.
The resulting M ×C time delays of arrival (TDOA) are stored in a matrix. This
matrix consists of time delays, tm,c, representing the number of samples (at 44.1 kHz)
that occur between when chirp c occurs and when the same chirp reaches microphone
m.
TDOA =









t1,1 t1,2 . . . t1,C
t2,1 t2,2 . . . t2,C
...
...
. . .
...
tM,1 tM,2 . . . tM,C









c = 1, 2, ..., C
The TDOA matrix is smoothed using a polynomial fit along each row to remove
outlying time delay of arrival errors. The x and y coordinates of the microphones
relative to the test area are then found using an unconstrained nonlinear optimization
of the smoothed TDOA matrix and a time delay matrix based on an approximation
of sensor positions and chirp locations denoted T .
{(xm, ym)|m = 1 . . .M} = arg min
x,y
‖T (x, y) − TDOA‖22 (2.6)
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The MATLAB function fminunc was used for this optimization.
Calibration need only be performed once for each data collection so long as the
microphones remain in the same location. Microphone locations are saved, allowing
a user to leave the array in one position for numerous recordings.
2.4 Preconditioning
After calibration, data collection begins, and the data is, once again, saved as M
audio signals. Before beamforming, some preconditioning of the recorded signals is
required in order to suppress interference and ambient noise clutter. For the exper-
iment outlined in Chapter 4, a band-pass filter from 450 Hz to 4 kHz was applied
to each channel of data. A 450-Hz cutoff is low enough to remove most of the am-
bient clutter noise. A 4-kHz cutoff was selected to allow the recorded data to be
downsampled from 44.1 kHz to roughly 8 kHz, thus greatly increasing the processing
throughput without loss of significant signal energy. This preconditioning allows for
beamforming to be performed more efficiently. The preconditioning process is shown
in a block diagram in Figure 2.6. Figures 2.7 and 2.8 are the UAV target from one
microphone before and after filtering, respectively.
Recorded
Signal
LPF
fc = 4 kHz
HPF
fc = 450 Hz
5
Preconditioned
Signal
Figure 2.6: Preconditioning block diagram.
Looking at Figure 2.8, it can be seen that the engine signal is nonstationary.
The harmonic lines of the engine noise can vary up to 100 Hz. For narrowband
detection techniques, this can make detection difficult because the array response is
tuned to specific frequencies. However, the signal is stationary for short periods of
time, and the highest power frequencies may be selected and subjected to narrowband
12
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Figure 2.7: UAV target from one microphone before filtering.
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Figure 2.8: UAV target from one microphone after filtering.
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processing for each time window.
2.5 Test set-up
The array was tested on a remote controlled aircraft that flew with varying flight
paths in the far-field (relative to the array) roughly 200 feet away from the array and
200-300 feet in altitude. The goal of the experiment was to determine the ability of the
array to detect and localize UAVs. The array was placed linearly with approximately
10-inch spacing in an open, outdoor field. After calibration, each data collection
consisted of a single UAV flight path in the space broadside to the linear array.
Beamforming was performed in 1◦ increments over a field of view of −45◦ to 45◦,
where 0◦ is perpendicular to the array. In the experiment presented for comparison, a
flight trajectory of three circles was flown in front of the array. The waterfall images
produced for each detection statistic shows DOA in degrees versus time in seconds.
2.6 Delay-and-sum beamforming
Once the calibration is complete and each channel has been filtered and down-
sampled, delay-and-sum beam forming is straightforward. For a particular angle, φ,
the time delay of arrival for each data channel is computed as
tm(φ) =
1
v
(xm cosφ+ ym sinφ) (2.7)
The beamformed signal at aspect φk is thus
bk(t) =
M
∑
m=1
pm(t− tm(φk)) [14] (2.8)
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2.7 Data segmentation
The data must be segmented to apply each detection statistic. Some of which
are applied to the beamformed data, while others are applied to the original time
series. Both the beamformed data and preconditioned microphone data are divided
into time segments of δ = 0.227 seconds or 2000 time samples with 75% overlap. Let
β(φk, t) = [bk(t) . . . bk(t+ δ)] (2.9)
denote a segment of beamformed data at aspect φ and let
ρ(m, t) = [pm(t) . . . pm(t+ δ)] (2.10)
denote a segment of preconditioned data from microphone m. Thus, the number of
time segments to process is Ns = T/δ, where T is the length of the data collection
and δ is the length of the time segments. A detection statistic is calculated from each
segment of data, and is denoted as
D(φk, t) = F
[
β(φk, t)
]
or D(φk, t) = F
[
ρ(m, t);φk
]
(2.11)
where F [·] is a dummy function mapping the input data to a positive real scalar to
be thresholded for detection.
CHAPTER 3
DETECTORS
In Section 3.1, generalized likelihood ratio test energy and sinusoidal detectors
are derived. In Section 3.2, the subpace adaptive beamforming detectors are defined
including MUSIC, Min-norm, and SSMUSIC. In each section, waterfall images of the
small aircraft flight path are shown for each detector.
3.1 GLRT Detectors
To maximize the probability of detection, PD, for a given probability of false alarm,
PFA, the likelihood ratio is used as a statistic to compare to a detection threshold.
This approach is used when all parameters are known. In the case of this thesis, some
parameters are unknown such as the aspect angle of the target and the spectrum of
the engine. One approach to dealing with unknown parameters is to use the GLRT.
The GLRT replaces the unknown parameters by their maximum likelihood estimates
(MLEs). There is no optimality affiliated with the GLRT. Although, in practice,
the GLRT appears to work quite well [15]. In general, the GLRT gives a detection
statistic using the ratio of two likelihoods under two hypotheses: H1 and H0.
L(y) =
p(x; θ̂1|H1)
p(x; θ̂0|H0)
(3.1)
where θ̂1 is the MLE of θ1 assuming H1 is true, and θ̂0 is the MLE of θ0 assuming
H0 is true. This approach also provides information about the unknown parameters
15
16
since the first step in determining L(y) is to find all the MLEs.
Because the GLRT is known as a powerful test, even though it is not optimal, it
was chosen to derive two statistics. Each GLRT assumes different hypotheses starting
with a simple energy detector where no assumptions on the signal structure are made.
Next, because of the observations made of the engine signal in Figure 2.8, a sinusoidal
detector was derived to detect the harmonics of the engine.
3.1.1 Energy Detection
For this detector, no assumption is made about the structure of the signal. It
simply assumes that the signal of interest has nonzero energy and that the background
is modeled as white Gaussian noise, N(0, σ2I) [15]. The null hypothesis says that the
data consists of the noise only. The alternative hypothesis says the data consists of
the sum of signal, which is completely unknown, and noise.
H0 : y = n, y : N(0, σ
2I)
H1 : y = s+ n, y : N(s, σ
2I)
The GLRT would decide H1 if
L(y; ŝ) =
p(y, ŝ|H1)
p(y|H0)
=
1
(2πσ2)N/2
exp[− 1
2σ2
(y − ŝ)H(y − ŝ)]
1
(2πσ2)N/2
exp[− 1
2σ2
yHy]
> γ
Next, s needs to be estimated to maximize L(y; s). Taking the partial of the logarithm
of p(y, s|H1) with respect to s and setting it equal to zero, gives an estimate of ŝ = y.
Plugging in the estimate of s into L(y; ŝ) gives
L(y; ŝ) = exp
[
1
2σ2
yHy
]
> γ (3.2)
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The GLRT is thus
L(y; ŝ) = yHy > γ′ (3.3)
where γ′ = 2σ2 log γ. The parameter γ′ is commonly chosen empirically to meet the
desired detection performance.
In regards to the test data, the detection statistic, relating to Equation 3.3, for
the segment, β(φ, t) is computed as
D(φ, t) = βH(φ, t)β(φ, t) (3.4)
The waterfall image of the aircraft flight path for the GLRT energy detector is shown
in Figure 3.1 where it is normalized to a 0-dB peak. Because there were no interfering
signals, the sinusoidal path, corresponding to the aircraft flying in three circles, is
bright and consistent with the known flight path, though no precise truth data was
provided. A couple of anomalies are present in the image. The first is the vertical line
found at approximately 7 seconds. This is due to a short-time event in the near-field
such as something dropped near the array. The second is grating lobes due to the
aliasing of high frequency signal content.
3.1.2 Sinusoidal Detection
From the observations made of the aircraft engine over narrow bands for short
windows in time, the signal may be represented as a sum of sinusoids with unknown
frequency and phase. The sinusoidal detector assumes a sinusoidal signature with
white Gaussian noise [15]. The null hypothesis says that the data consists of the
noise only. The alternative hypothesis says the data consists of the sum of signal and
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Figure 3.1: GLRT energy detector on beamformed data.
noise.
H0 : y = n, y :N(0, σ
2I)
H1 : y = s+ n, y :N(s, σ
2I)
where s = Aθ where A = [a(ω1) a(ω2) . . . a(ωL)] and a(ωi) = [1 exp[jωi] . . . exp[j(m−
1)ωi]]
T .
The GLRT would decide H1 if
L(y; θ̂, ω̂i) =
p(y, θ̂, ω̂i, |H1)
p(y|H0)
= max
ωi
1
(2πσ2)N/2
exp[− 1
2σ2
(y − Aθ̂)H(y − Aθ̂)]
1
(2πσ2)N/2
exp[− 1
2σ2
yHy]
> γ
Next, θ is estimated to maximize L(y; θ, ωi). Taking the partial of the logarithm
of p(y, θ, ωi|H1) with respect to θ and setting it equal to zero gives an estimate of
θ̂ = (AHA)−1AHy, where θ̂ ≈ 1
N
AHy under the assumption AHA ≈ 1
N
I. Plugging
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in the estimate of θ into L(y; θ̂, ω̂i) gives
L(y; θ̂, ω̂i) = max
ωi
exp
[
1
2σ2
yHAAHy
N
]
> γ
Notice that 1
N
yHAAHy =
∑L
i=1
1
N
∣
∣
∣
∑N
t=1 y(t) exp[−jωit]
∣
∣
∣
2
where
I(ωi) =
1
N
∣
∣
∣
∑N
t=1 y(t) exp[−jωit]
∣
∣
∣
2
is the periodogram of y at frequency ωi [15]. We
can then write the sum of the periodograms as
q(ω1 . . . ωL) =
L
∑
i=1
I(ωi). (3.5)
Observe that
∂q(ω1 . . . ωL)
∂ωi
= I ′(ωi)
and
∂2q(ω1 . . . ωL)
∂ωi∂ωv
= I ′′(ωi)δi,v.
Hence, the maximum points of Equation 3.5 satisfy I ′(ωi) = 0 and I
′′(ωi) < 0 for i =
1, . . . , L. This shows that the set of maximizers is given by all possible combinations
of L elements from the periodogram’s peak locations. But, the signal is assumed to
be distinct or larger than the periodogram’s resolution limit defined in Equation 3.6
[11].
∆ω = inf
i6=v
|ωi − ωv| > 2π/N (3.6)
Under this assumption, the highest maximum of q(ω1 . . . ωL) is given by the locations
of the L largest peaks of I(ω).
20
The GLRT is then
L(y; θ̂, ω̂i) = max
ωi
L
∑
i=1
I(ωi) > γ
′ (3.7)
where γ′ = 2σ log γ and L is the number of peaks.
In regards to the test data, I(ωi) is defined as I(ωi) =
1
N
∣
∣aH(ωi)β(φ, t)
∣
∣
2
. The
detection statistic, relating back to Equation 3.7, for the segment, β(φ, t) is computed
as
D(φ, t) = max
ωi
L
∑
i=1
I(ωi). (3.8)
The waterfall image of the aircraft flight path for the GLRT sinusoidal detectors for
L = 1, 3, 5, and 10 sinusoids, are in Figures 3.2 - 3.5, respectively. All plots are
normalized to a 0 dB peak. Because we are keeping L peaks, the sinusoidal detector
has a weaker flight path trail than the energy detector. Although it is not noticable in
the figures, as each additional sinusoid is added, the brighter the flight path becomes.
A ROC curve of the 1, 3, 5, and 10 sinusoidal detectors are plotted in Section 4.2 to
see as more sinusoids are added, the better the probability of detection. Because the
signal is heavily present in every signal sample without other interference, the energy
detector performs better. However, if the signal was weaker and interference was a
factor, it can be invisioned that the sinusoidal detector would outperform the energy
detector.
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Figure 3.2: GLRT sinusoidal detector with 1 sinusoid on beamformed data.
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Figure 3.3: GLRT sinusoidal detector with 3 sinusoids on beamformed data.
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Figure 3.4: GLRT sinusoidal detector with 5 sinusoids on beamformed data.
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Figure 3.5: GLRT sinusoidal detector with 10 sinusoids on beamformed data.
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3.2 Subspace Adaptive Beamforming Detectors
Subspace beamforming algorithms exploit properties of eigenstructure [16]. All
the subspace beamforming algorithms require the eigendecompostion of the sample
covariance matrix to separate the signal and noise subspaces. Since the subspace
beamformers adapt to the sample covariance matrix, they tend to have narrower
mainbeams and lower sidelobes than the conventional beamformer [11]. Hence, the
resulting beam can have greater contrast between the signal direction and competing
clutter and noise directions.
All of the beamforming detectors described are for narrowband signals. For wide-
band DOA estimation, we will divide the wideband signal into many narrowband
components and then apply the algorithms on these narrowbands. The DOA for the
wideband signal is generated by combining estimated results from all the narrowband
components. This process was used in the experiments done by ARL for aircraft
detection [5].
In regards to the test data, the segmented preconditioned microphone data is
used. The periodogram is calculated from ρ(m, t) for m = 1, . . . ,M , and then all M
periodograms are added together. From the summed periodogram, the top L highest
peaks are kept along with their corresponding frequencies, ωi (i = 1, . . . , L). Each
frequency is filtered out of each segment using a Hanning window in the frequency
domain,
zi(m, t) = F
−1[F(ρ(m, t))H(ωi)] (3.9)
where F and F−1 denote forward and inverse DFTs, respectively. Figures 3.6 and
3.7 show a data segment from one microphone before filtering out a single frequency
and after filtering, respectively.
The filtered segment, zi, corresponding to frequency ωi, is used to formulate the
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Figure 3.6: Data segment from one microphone.
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Figure 3.7: Data segment from one microphone after filtering a single sinusoid.
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sample covariance matrix R. The eigendecomposition is performed to separate the
signal and noise subspaces, yielding
R =
1
δ
δ
∑
n=1
ziz
H
i =
[
Gsignal Gnoise
][ Σ
2
signal 0
0 Σ
2
noise
][ GHsignal
GHnoise
]
. (3.10)
Above, Gsignal is m × n where m is the number of microphones and n is the model
order or number of eigenvalues corresponding to the signal subspace, while Gnoise is
m×(m−n) representing the noise subspace. Also, all subspace adaptive beamforming
detectors described in this section use the steering vector defined as
a(φ) = [1 exp(−jωid sinφ/c) . . . exp(−j(m− 1)ωid sinφ/c)] (3.11)
where d is the element spacing and c is the speed of sound both defined in Section 2.
Figure 3.8: Subspace beamforming block diagram for L = 3 sinusoids.
3.2.1 MUSIC
The multiple signal classification (MUSIC) [11] algorithm is a popular technique
for DOA estimation. The MUSIC algorithm utilizes all vectors in G, m × (m − n),
that correspond to the noise subspace to obtain DOA estimates. The spectral MUSIC
26
algorithm is defined as
D(φ, t) =
1
aH(φ)GnoiseGHnoisea(φ)
. (3.12)
To find the final MUSIC detection statistic for each time segment, first filter for the
most dominant L sinusoids, as outlined in Section 3.2, and find the MUSIC detection
statistic, where n = 1 and m = 16, corresponding to each frequency and then non-
coherently add them together. The waterfall image of the aircraft flight path for this
MUSIC detection statistic for 1, 3, 5, and 10 filtered sinusoids are in Figures 3.9
- 3.12, normalized to a 0-dB peak. MUSIC performs well because we were able to
select individual sinusoids giving deep nulls in the direction of the signal mainbeam.
As more filtered sinusoids are used, the waterfall image gets slightly brighter. As
seen in the ROC curve in Figure 4.9(a), using more filtered sinusoids does improve
the probability of detection.
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Figure 3.9: MUSIC algorithm - filtering for 1 sinusoid.
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Figure 3.10: MUSIC algorithm - filtering for 3 sinusoids.
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Figure 3.11: MUSIC algorithm - filtering for 5 sinusoids.
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Figure 3.12: MUSIC algorithm - filtering for 10 sinusoids.
3.2.2 Min-norm
Spectral MUSIC is a pseudospectrum. Another way of determining a pseudospec-
trum is the spectral min-norm method [11]. While MUSIC uses all vectors in G
corresponding to the noise subspace for its detection statistic, the min-norm method
uses only one vector for DOA estimation. The spectral min-norm algorithm is defined
as
D(φ, t) =
1
∣
∣aH(φ)
[
1
g̃
]∣
∣
2 (3.13)
where
[
1
g̃
]
is the vector in R(Gnoise), with the first element equal to one, that has
minimum Euclidean norm [11]. To find this vector, we partition Gsignal from the
eigen-decompostion in Equation 3.10:
Gsignal =
[
αH
S̄
] } 1
} m−1
29
where m is the number of microphones or order of the covariance matrix. As
[
1
g̃
]
is
in R(G), it must satisfy the equation
GHsignal
[
1
g̃
]
= 0
Plugging in the newly partitioned matrix, the minimum norm solution is found.
[
α S̄H
][
1
g̃
]
= α+ S̄H g̃ = 0
The minimum norm solution is then
g̃ = −S̄(S̄HS̄)−1α.
Note that I = S̄HS̄ = αHα + S̄HS̄ and S̄HS̄ = I − αHα. Plugging S̄HS̄ into the
minimum norm solution gives
g̃ = −S̄(I − αHα)−1α =
−S̄α
1 − αHα
.
The waterfall image of the aircraft flight path for the min-norm algorithm using 1, 3,
5, and 10 filtered sinuoids is in Figures 3.13 - 3.16. All plots were normalized to a 0-dB
peak. As shown in the ROC curves in Figure 4.6, the min-norm algorithm performs
the best out of all methods including GLRT and DOA estimation. Subsequently, 1,
3, 5, and 10 filtered sinusoids were used to see if performance could be improved. For
the min-norm method, as more filtered sinusoids are used, the waterfall image gets
slightly brighter. As seen in the ROC curve in Figure 4.10(a), using more filtered
sinusoids does improve the probability of detection. However, the difference between
5 and 10 filtered sinusoids is minimal.
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Figure 3.13: Min-norm algorithm - filtering for 1 sinusoid.
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Figure 3.14: Min-norm algorithm - filtering for 3 sinusoids.
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Figure 3.15: Min-norm algorithm - filtering for 5 sinusoids.
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Figure 3.16: Min-norm algorithm - filtering for 10 sinusoids.
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3.2.3 SSMUSIC
The last DOA estimator used is the signal subspace scaled MUSIC (SSMUSIC)
algorithm [17]. The algorithm estimates the noise power as σ2 = [1/(N−r)]Tr(Σ2noise),
and let R+signal = Gsignal(Σ
2
signal − σ
2I)GHsignal. The SSMUSIC algorithm is then
defined as
D(φ, t) =
aH(φ)R+signala(φ)
aH(φ)Pnoisea(φ)
=
aH(φ)R+signala(φ)
aH(φ)GnoiseGHnoisea(φ)
. (3.14)
The denominator of SSMUSIC is the MUSIC algorithm. If Pnoise projects onto the
true noise subspace, both the MUSIC and SSMUSIC give identical results. But, if
the data has small sample sizes, low signal-to-noise ratio, or correlated signals, Pnoise
may be poorly aligned with the true noise subspace. The misalignment may miss
DOAs or pick spurious DOAs. The SSMUSIC handles the subspace mismatches by
using the signal subspace in the numerator which exploits more of the structure of
the correlation matrix [17].
The waterfall image of the aircraft flight path for the SSMUSIC algorithm using
1, 3, 5, and 10 filtered sinusoids are in Figure 3.17 - 3.20, normalized to a 0-dB
peak. The SSMUSIC algorithm has the worst performance due to the relatively high
signal-to-noise ratio. For the SSMUSIC method, as more filtered sinusoids are used,
the waterfall image gets worse. As seen in the ROC curve in Figure 4.11(a), using
more filtered sinusoids does not improve the probability of detection. Using a single
sinuosoid proves to be the best.
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Figure 3.17: SSMUSIC algorithm - filtering for 1 sinusoid.
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Figure 3.18: SSMUSIC algorithm - filtering for 3 sinusoids.
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Figure 3.19: SSMUSIC algorithm - filtering for 5 sinusoids.
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Figure 3.20: SSMUSIC algorithm - filtering for 10 sinusoids.
CHAPTER 4
ALGORITHM COMPARISON
In Section 4.1, the CFAR detectors are defined as a means to compare each detec-
tion scheme. In Section 4.2, ROC curves of all detectors are discussed and compared.
4.1 CFAR
To fairly compare each detection statistic, a CFAR detector was applied to each
algorithm. The detector utilizes clutter cells surrounding the cell under test to esti-
mate the clutter power in the test cell [18]. For a particular data segment at aspect
angle φk, the clutter/noise floor is estimated by taking the 60 lowest values of D(φi, t)
for i 6= k. The mean of the noise floor estimate is then calculated as
µ(φk, t) =
1
60
∑
i6=k
D(φi, t) (4.1)
and the standard deviation of the noise floor estimate is calculated as
σ(φk, t) =
√
1
60
∑
i6=k
(D(φi, t) − µ(φk, t))2. (4.2)
The detection statistic used is based on the knowledge of high signal-to-clutter
ratio. The CFAR statistic used is then defined as
CFAR(φk, t) =
D(φk, t) − µ(φk, t)
σ(φk, t)
. (4.3)
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The waterfall images of the aircraft flight path for the all CFAR detectors are in
Figures 4.1 - 4.5 which were normalized to a 0-dB peak. For this comparison, 3 sinu-
soids were used in the GLRT sinusoidal, MUSIC, min-norm, and SSMUSIC detection
statistics.
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Figure 4.1: GLRT energy detector CFAR image.
4.2 Discussion
A receiver operating characteristic (ROC) curve is a plot of the probability of
false alarm, PFA, versus the probability of detection, PD, as its threshold is varied.
Pictured below are the ROC curves of the GLRT and subspace beamforming as
well as the ROC curves for CFAR detection statistics. Pictured in Figure 4.6 are
all the GLRT detector ROC curves as well as the subspace adaptive beamforming
method ROC curves filtering for 3 sinusoids. The min-norm method performed the
best followed by MUSIC, GLRT energy, GLRT sinusoidal, and, finally, SSMUSIC.
In Figure 4.7(a), the CFAR detector ROC curves are pictured. The min-norm again
performed the best followed by MUSIC and SSMUSIC, GLRT energy, and GLRT
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Figure 4.2: GLRT sinusoidal detector CFAR image - filtering for 3 sinusoids.
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Figure 4.3: MUSIC algorithm CFAR image - filtering for 3 sinusoids.
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Figure 4.4: Min-norm algorithm CFAR image - filtering for 3 sinusoids.
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Figure 4.5: SSMUSIC algorithm CFAR image - filtering for 3 sinusoids.
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sinusoidal. In the case of the CFAR detector, MUSIC and SSMUSIC were identical.
First, it is not surprising that all ROC curves are very close to each other. The
small aircraft was only 200 ft. from the array. Min-norm performing the best was
expected because we were able to filter out single sinusoids for this narrowband tech-
nique giving a deep null in the direction of the signal mainbeam. The deep null can
be seen in Figure 4.13 where the thicker line represents the signal eigenbeam while
the thin line show the noise eigenbeam. The ROC curves of 1, 3, 5, and 10 filtered
sinusoids used for the min-norm algorithm is shown in Figure 4.10(a). The min-norm
algorithm is improved using 5 filtered sinusoids without much improvement for 10
filtered sinusoids. MUSIC was second, again, because we were able to filter out single
sinusoids giving deep nulls in the direction of the signal mainbeam. The MUSIC
eigenbeam can be seen in Figure 4.12. All, but one, noise eigenbeams give a deep
null in the direction of the main eigenbeam, but the noise eigenbeams in all other
directions are spurious even reaching up to the strength of the signal eigenbeam. In
the min-norm algorithm, the minimum-norm vector can decrease the risk of spurious
frequency estimates, as compared with the use of other vectors in the noise subspace
or even with MUSIC [11]. The ROC curves of 1, 3, 5, and 10 filtered sinusoids used
for the MUSIC algorithm is shown in Figure 4.9(a). The MUSIC algorithm kept
improving up to 10 filtered sinusoids.
The GLRT energy detector performed well because the data had strong signal in
every sample. The GLRT sinusoidal detector did not perform quite as well because
only the top frequencies from the beamformed data were used to compute the detec-
tion statistic making the signal weaker for a wideband technique. However, as seen
in the ROC curves in Figure 4.8(a), the more sinusoids that are added, the better
the probability of detection. The SSMUSIC performed the worst because the signal
eigenbeam is included in the calculation of the detection statistic. There are more
chance of spurious frequency estimates because there is no guarantee how low the
40
signal eigenbeam sidelobes will be. The ROC curves of 1, 3, 5, and 10 filtered sinu-
soids used for the SSMUSIC algorithm is shown in Figure 4.11(a). The SSMUSIC
algorithm kept getting worse up to 10 filtered sinusoids because the signal eigenbeam
sidelobes coherently added together.
The CFAR ROC curves had the same order as the GLRT and subspace adaptive
beamforming ROC curves except for the MUSIC and SSMUSIC overlay. MUSIC
projected onto the true noise subspace, because of high signal-to-noise ratio, and,
therefore, MUSIC and SSMUSIC were identical.
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Figure 4.6: GLRT and Subspace Beamforming ROC curves.
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Figure 4.7: CFAR ROC curves along with a close-up on the knee of the curves.
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Figure 4.8: Sinusoidal ROC curves along with a close-up on the knee of the curves.
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Figure 4.9: MUSIC ROC curves along with a close-up on the knee of the curves.
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Figure 4.10: Min-norm ROC curves along with a close-up on the knee of the curves.
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Figure 4.11: SSMUSIC ROC curves along with a close-up on the knee of the curves.
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Figure 4.12: MUSIC eigenbeam
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Figure 4.13: Min-norm eigenbeam
CHAPTER 5
CONCLUSION
The acoustic array described in this paper shows promising results while still
fulfilling the initial goals of the project, which were for the array to be both low-
cost and mobile. The hardware consists of custom-made and commercial off-the-shelf
equipment. Software was also developed to perform signal preconditioning and simple
delay-and-sum beamforming.
The main goal of the research was to use this acoustic array to detect small aircraft.
GLRT energy, and GLRT sinusoidal detectors were successfully performed along with
the subspace adaptive beamforming detectors including MUSIC, min-norm, and SS-
MUSIC. Finally, a CFAR detector was applied to all detection techniques. All DOA
detections were consistent with the known flight path.
Future work may be done by collecting more data with different target scenerios
including flight paths that are at a farther distance. All algorithms used in this
thesis could be compared using these different scenerios instead of on a single data
collection.
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