We reanalyze the LIGO-Virgo strain data of the 6 binary black hole mergers reported to date and compute the likelihood function in terms of chirp mass, mass ratio and effective spin. We discuss the strong degeneracy between mass ratio and spin for the three lightest events. We use this likelihood and an estimate of the horizon volume as a function of intrinsic parameters to constrain the properties of the population of merging binary black holes. The data disfavors large spins. Even if the underlying black hole population had randomly oriented spins, the typical spins are constrained to a 0.6. For aligned spins the constraints are tighter with typical spins required to be around a ∼ 0.1 and comparable dispersion. We detect no statistically significant tendency of the data towards a positive average spin in the direction of the orbital angular momentum. We put an upper limit on the fraction of systems where the secondary could have been tidally locked prior to the formation of the black holes (corresponding to merger times shorter than 10 8 years) f 0.3. The three lightest binary black hole events are consistent with having a maximally spinning secondary but only for small mass ratios (q 0.4) as a result of the spin-mass ratio degeneracy. The three heavier black hole binaries, that have no degeneracy involving q, have larger mass ratios. We confirm previous findings that there is a hint of a cut-off at high mass. The distribution of mass ratios is not so well constrained, in part due to the degeneracy with the spin, but even after taking into account selection effects the data favors an average mass ratio q 0.5.
INTRODUCTION
Binary black holes (BBH) have been observed for the first time with the recent advent of gravitational wave (GW) observatories (Abbott et al. 2016b (Abbott et al. ,c,a, 2017a . The astrophysical origin of these systems remains a major open question. Potential formation channels that have been proposed in the literature include isolated binary evolution through a common envelope phase, a chemically homogeneous evolution in a tidally locked binary, the dynamical formation in dense stellar environments such as globular clusters or in triple systems and the formation in galactic nuclear disks assisted by the presence of gas (references to various scenarios and how they fare in comparison with the LIGO data can be found in Abbott et al. (2016a) ). Although the gravitational wave data is yet insufficient to decide between these scenarios, constraints on specific models can already start to be E-mail: jroulet@princeton.edu (JR) set (see for example results in Abbott et al. (2016a) ; Vitale et al. (2017a) ; Talbot & Thrane (2017) ; Farr et al. (2017) ; Hotekezaka & Piran (2017) ; Farr et al. (2018) ).
To use the LIGO-Virgo events to constrain the properties of the population of merging black holes we need the likelihood of individual events as a function of the parameters of the binary. Although constraints on individual parameters have been reported by the LIGO and Virgo collaborations (LVC), the full likelihoods have not been provided to the community yet. These are necessary in order to properly include the correlations between parameters, which as we will see are substantial. Thus in this paper we set out to reanalyze the LIGO-Virgo strain data (under some simplifying assumptions) to obtain likelihoods for the events and then use those to set constraints on the parameters of population models for the BBHs. The attempts to put constraints on the populations already presented in the literature were limited by the lack of the individual event likelihoods, so approximate constraints were based on properties of the one-dimensional posteriors gathered from the LVC figures and papers.
Neglecting center-of-mass acceleration (e.g. due to a third body), BBH merger events are completely characterized by 17 parameters (two masses, six spin components, two angles for the orbit orientation, two for the sky location, distance, merger phase and time, orbital eccentricity and pericenter angle). However, the following key observations allow us to significantly reduce the number of parameters considered.
First, not all the parameters are informative of the population properties. Population models generally predict a homogeneous and isotropic GW-source distribution on scales resolvable by GW detectors, so the source location is irrelevant to distinguish among these models. Similarly, the source orientation and the time and phase of merger are uniformly distributed. Moreover, the signal dependence on these parameters is well understood, so the likelihood can be marginalized over them.
Second, not all the parameters can be constrained by the data at the current sensitivity levels. Only one of the spin combinations, χ eff , is relatively well measured (see for example Vitale et al. (2014 Vitale et al. ( , 2017b ). It is defined by
where ì a i = c ì S i /Gm 2 i andL is the direction of the orbital angular momentum. Spin components orthogonal to χ eff are largely unconstrained. Thus, including these parameters in the analysis increases the computational cost without significantly changing the results. Moreover, the waveform templates currently used for detection and parameter estimation have no eccentricity, so LIGO is not able to measure it. We will assume no eccentricity as well.
Third, astrophysical models for the populations are quite crude and thus small shifts in the parameters or error bars are not likely to change the astrophysical conclusions one might draw. At this stage one is interested in more qualitative questions such as whether the BHs are spinning fast, whether the spins tend to be aligned normal to the orbital plane or what the range of masses of the BBHs is.
As a result of these considerations, there is a clear hierarchy in the parameters based on how much they can constrain BBH population models. χ eff and the two masses are measurable and have distributions dependent on the models. The other spin components and the eccentricity, while dependent on the population model, are still poorly constrained by the data, so we henceforth ignore them. The various angles, phase, time of merger and distance are uninformative of the population, so they are nuisance parameters for our purposes. They have a known effect on the signal, so we marginalize over them in §2.
We will parameterize the two masses in terms of the chirp mass M and the mass ratio q, given by
because M, q are generally better constrained and less correlated than m 1 , m 2 , as these are the combinations that respectively enter the GW waveform at the leading and the next-to-leading order in the post-Newtonian expansion. To implement our restriction to a single spin variable, we will use the prescription that the spins are aligned with the orbital angular momentum, and that χ 1 = χ 2 = χ eff , where χ i = ì a i ·L. At the current level of sensitivity the exact way one distributes the spin to obtain a given χ eff does not affect the parameter constraints in a meaningful way.
We will denote the informative parameters by p = (M, q, χ eff ). Unless otherwise stated, we will refer to the detector-frame mass, whose value is redshifted from the source-frame mass by M = (1 + z)M source . Both q and χ eff are independent of redshift.
SINGLE-EVENT LIKELIHOOD
In this section we describe our computation of the BBHparameter likelihood of a GW event and its analytical marginalization over the nuisance parameters. What we do is rather standard but we detail our procedure so that we can report all our simplifications. We first analyze the case of a single detector.
We will define the noise-weighted inner product between two functions in the frequency domain
where σ 2 ( f ) is the one-sided power spectral density (PSD) of the detector noise and the tildes indicate Fourier transforms. Under the assumption that the noise is additive, stationary and Gaussian, the single-detector likelihood L = P(d | p) that the data d has been produced by a model GW signal
We have access to both d and h, because the strain data for all reported events and the approximants for generating template waveforms have been released by the LIGO Open Science Center (Vallisneri et al. 2015) . We use two different approximants, SEOBNRv4_ROM, based on the effective-onebody formalism (Bohé et al. 2017) , and IMRPhenomD, based on a phenomenological approach (Khan et al. 2016) , as a robustness test of our results. We decompose the modeled signal into the form
Hereh 0 ( f ; p) is the waveform template, that depends on the set of physical parameters p = (M, q, χ eff ) that are intrinsic to the binary. We work in the quadrupole radiation approximation, i.e. that the dominant spherical harmonics of the emitted GW are (l, m) = {(2, 2), (2, −2)}. The shape of h 0 is then independent of the nuisance parameters, which only enter through a 0 , φ 0 , t 0 . The inclusion of other multipole moments would introduce a dependence of the waveform shape on the orientation of the binary (Cotesta et al. 2018) . We divide h 0 by the norm to eliminate its arbitrary normalization. We may then compute h 0 at any fiducial configuration, e.g. directly above the detector at a 1 Mpc distance, with a face-on alignment. t 0 and φ 0 are the time and phase of the merger as seen in the detector. a 0 is the amplitude, which can be interpreted as the expectation value for the signal-tonoise ratio (SNR) with which a signal identical to h would be measured in the detector, given by h | h . For multiple detectors, each one will have different values of a 0 , t 0 , φ 0 that are related by the various angles between source and detectors.
Combining (4) and (5) we obtain
where z(p, t 0 ) is the complex matched filter output (Allen et al. 2012) :
Note that, for any set of parameters p, we can compute z for all t 0 with a single Fast Fourier Transform.
We will now marginalize the likelihood (6) over the nuisance parameters a 0 , φ 0 , t 0 since their priors do not depend on the BBH population model, and we will keep the dependence on p. φ 0 and t 0 have uniform priors. a 0 is proportional to D −1 , where D is the luminosity distance to the event. At low redshifts, the prior for the distance is
Furthermore, for the event to have been a detection, a 0 must exceed a certain threshold value, for which we take a conservative (low) value of a 0,min = 9 (see Fig. 9 of Abbott et al. (2016a) ). The priors for the nuisance parameters are then
where T is the duration of the data being analyzed and the priors have been normalized to integrate to 1 over their domains. Using (6), (8) and (10), the marginalization of the likelihood over φ 0 and a 0 yields:
where we have defined
Here, I 0 is the modified Bessel function of the first kind of order zero. In practice, we ignore the constant factor in front of I(|z|) in (11) as it does not depend on the parameters. To implement the computation of I(|z|) efficiently, we tabulate its more smoothly varying logarithm for several values of |z| and interpolate in between. Finally, we can further marginalize Eq. (11) with respect to t 0 using (7) and (9), computing
by numerical quadrature. Eq. (13) gives the one-detector likelihood marginalized over the nuisance parameters a 0 , φ 0 , t 0 , assuming nonprecessing spins and that the dominant mode of GW emission is (l, m) = (2, ±2). For the case of multiple detectors, the total likelihood is the product of all the one-detector likelihoods, but the marginalization should be made over the source parameters (location, orientation, phase and time of coalescence), that correlate the values of a 0 , φ 0 , t 0 observed at each detector.
The case of LIGO is particularly extreme because by design, the two detectors in Hanford and Livingston have the same orientation to a good approximation (plus a 90°rota-tion in the plane of the detector). Under the approximation that the two detectors are co-aligned, a signal must have the same phase φ 0 and strain amplitude A 0 ≡ a 0 h 0 | h 0 in both detectors. The arrival times, however, can be different depending on the location of the source, so these must be marginalized over separately. The time delay between detectors is δt = t d cos θ, where t d = 10.012 ms is the GW travel time between sites and θ is the angle between the source and a line passing through both detectors. Although an isotropic distribution of sources is uniform in cos θ and thus in δt, the antenna pattern of the detectors induces a selection bias because sources above or below the plane of the detectors are more likely to be detected (Sathyaprakash & Schutz 2009; Chen et al. 2017) . The resulting prior for δt is well fit by (Cornish et al. 2017 )
Since both detectors measure the same polarization, for any given δt we can combine the Hanford and Livingston streams of data coherently into a single "combined channel", d LIGO , in a way that minimizes the relative variance:
where H and L refer to Hanford and Livingston, and σ 2
is the noise PSD of the combined channel. The minus sign accounts for the relative 90°rotation between the two LIGO sites. Since the true value of δt is not known, this parameter has to be marginalized over. With the combined channel, we can use the single-detector formulas to get the marginalized likelihood of the LIGO network. From (15) and (7) we obtain
where
We finally obtain the LIGO-network marginalized likelihood using (13), (14) and (16):
which we evaluate by quadrature. Note that a 0,min is now interpreted as the detection threshold on the LIGO-network SNR.
Although in this analysis we have been careful to analyze the data of both detectors coherently we have checked that this is largely unimportant for the constraints on the populations we obtain. One gets effectively the same constraints if one treats each detector independently using Eq. (13) and combines them incoherently, log
The change in the likelihood distribution compared to its width was on the few-percent level or smaller in all cases.
The first five out of the six likely detections reported to date are LIGO-only, for which (18) is accurate. The sixth event, GW170814, was also observed in Virgo. Since Virgo is not co-aligned with LIGO, we cannot apply the treatment above. Instead, we make the approximation that a 0 , φ 0 , t 0 are uncorrelated between LIGO and Virgo. This amounts to ignore the fact that we know the relative orientations, locations and timing between those detectors. Since we are discarding information, this approximation will increase the uncertainties in p without biasing the maximum-likelihood values. For GW170814, then, we use
where V stands for Virgo. As we explained before, treating the detectors independently is sufficient for our purposes even for LIGO, so this is an excellent approximation in the context of our simplified analysis. Since we have kept only three parameters, it is practical to evaluate the likelihood (19) over a grid in p = (M, q, χ eff ) for each event. We use a regular grid of 64 3 points, centered around the values reported by the LVC and with an extent of twice the reported uncertainties (subject to the bounds 0 < q ≤ 1, −1 ≤ χ eff ≤ 1). In all cases we verify on random parameter values that interpolating the likelihood from the grid has good agreement with the actual computation. By using a grid, we have to compute the likelihood only once, and we are able to apply any prior easily a posteriori. This is a key requirement for model inference, since the prior for the parameter values depends on the population model. Working in a low-dimensional parameter space enables us to circumvent the need for Monte Carlo Markov chains.
The single-event marginalized likelihood computed in this way is shown as a function of the parameters in Fig. 1 . We obtained very similar results using the SEOBNRv4_ROM and IMRPhenomD approximants, so we only show the results for SEOBNRv4_ROM. The likelihood can be interpreted as the posterior distribution that would arise form a uniform prior in M, q, χ eff . In Appendix A we show each event in greater detail, and apply the LIGO prior as a check of our pipeline.
In the middle panel of Fig. 1 we superimposed the masses and spins of the black holes in X-ray binaries (XRBs) as reported in McClintock et al. (2013) . The variables for XRBs (m, a) and BBHs (M, χ eff ) are different, so care has to be taken when comparing them. By definition (Eq. (2) m 2 ≤ 2 1/5 M ≤ m 1 , with 2 1/5 ≈ 1.15. We recall that χ eff is a mass-weighted average of the spin components of the two black holes parallel to the orbital angular momentum. We comment on the XRBs in §4.1. It is interesting to note that there are clear degeneracies between the parameters and that those degeneracies change with the mass of the system. At low mass there is a strong degeneracy between mass ratio and effective spin. This was of course expected (for an early discussion see Cutler & Flanagan (1994) ). Low mass binaries merge at a higher frequency and thus the detector is more sensitive to the inspiral, where Table 1 . Best constrained linear combination of η, χ eff for the three lighter events, and of M, χ eff for the three heavier ones, with 90% confidence uncertainties. A and B are coefficients chosen to minimize the correlation.
with the leading corrections including mass ratio. This correlation is simpler when expressed using χ eff and the symmetric mass-ratio η = q/(1 + q) 2 as variables (Baird et al. 2013; Ng et al. 2018 ), as we show in Fig. 2 (compare to the bottom panel of Fig. 1 ). It is apparent that a linear combination of the two parameters is better constrained than each of them. We report this combination in Table 1 . At high mass we observe a different degeneracy, between the chirp mass and effective spin (middle panel of Fig. 1 ). In General Relativity, the mass can be scaled out of the problem as a timescale. That is, a system with a larger chirp mass and all other dimensionless parameters constant yields the same waveform, but slowed down. A positive aligned spin can mimic this effect: it acts as an effective repulsive force between the BHs, which also tends to delay the plunge (Campanelli et al. 2006 ). Since at high masses the chirp mass is not too well constrained, the degeneracy appears. Like before, a linear combination of M, χ eff is better constrained than either parameter, which we also report on Table 1 .
Thus it is more convenient to change parameter basis and use a different combination for the heavy and light events. In the new basis the constraints can be better approximated by a simple Gaussian. Such approximation can provide a quick way to make estimates of the population parameters for astrophysical use.
MODEL INFERENCE

Universe-and detector-rates
We turn now to the task of constraining population models combining the data of all events. We will do that by introducing a new set of population-parameters µ, that will depend on the specific model at hand and which we want to constrain. We make two remarks in that respect.
First, we note that what we can constrain is the rate at which BBHs with certain parameter values (masses, spins) merge, which is not necessarily proportional to the abundance of those systems, since their dynamics depend on the parameter values. Light binaries, for example, need to start closer in order to merge in less than the age of the Universe, since GW emission is less efficient than for heavy BBHs. Then, our definition of a model, parameterized by µ, is given by the merger rate R(p s , z rs | µ), that can depend on the cosmological redshift z rs and the source-frame parameters p s = (M s , q, χ eff ). We recall that M s = M/(1 + z rs ), and q, χ eff are independent of redshift. R can explicitly depend on redshift if the merger rate depends on time. For example, star formation peaked at z rs ∼ 2, so if the delays between black hole formation and merger are short compared to the age of the Universe, the merger rate can be expected to be higher at large redshifts. Instead, we will assume the rate to be uniform in comoving volume, so that R(p s | µ)dp s is the rate at which BBHs with parameter values within dp s of p s merge per unit comoving volume and source-frame time.
Second, the rate of events observed at the detector network is not proportional to the merger rate in the Universe, because of two effects. First, the strength of the GW signal, and thus the horizon distance up to which an event can be observed, again depends on the parameters, inducing a selection bias. And second, the detector-and source-frame masses differ because of cosmological redshift. There are additional redshift considerations because GW detectors are sensitive to a luminosity-volume, while we defined the rate per comoving-volume, and because the merger rate is redshifted. To incorporate these effects, we introduce the detection rate λ, such that λ(p | µ)dp is the rate of detection of events with detector-frame parameters p per unit time. It is related to the physical rate R by
Here, D c is the comoving distance to the source, and
is the luminosity distance. We have assumed a spatially-flat Universe. Following Fishbach & Holz (2017) , we have defined f (p, D L ) to be the fraction of events with p, D L that are detected, averaging over source position (θ, φ) and orientation (ι, ψ). We take the detection probability to be one if the SNR exceeds a threshold ρ thresh = 9 and zero if it does not. The SNR of an event depends on the angles
is the SNR that an optimally aligned source at 1 Mpc would have, and the angular factor 0 ≤ A ≤ 1 is given e.g. in Sathyaprakash & Schutz (2009) . Then,
We estimate P(A > A * ) from a histogram of A computed over 10 8 isotropically distributed realizations of the angles. In Eq. (20), we use the redshift-distance relation given in Adachi & Kasai (2012) , taking the values of the cosmological parameters from Ade et al. (2016) . We evaluate the D L integral by quadrature.
To compute ρ 0 (p), we use a grid over p-space and a reference noise PSD. This is valid provided that the shape of the noise curve of the detectors (i.e. the relative values of the PSD at different frequencies) is approximately constant throughout the observation time, at least in the frequency range relevant for BBH detection. We construct the reference PSD as the harmonic mean of the combined-channel PSDs of all the events:
, where i labels each event and the brackets indicate an average over all the events considered. There are three BBH events in each observing run, so we expect that this average is representative of the typical PSD during O1 and O2. We find that our results do not sensitively depend on the waveform approximant used.
If one ignored the fact that the source-frame mass depends on redshift, the detector rate would take the form
is the sensitive (comoving-) volume of the detector network. Fig. 3 shows the sensitive volume computed with the SEOBNRv4_ROM approximant. V indeed depends on all the three parameters M, q, χ eff . As already pointed out in Fishbach & Holz (2017) , the mass dependence follows an approximate power law V ∝ M 2.2 for q 0.5, i.e. heavier BBH mergers are louder. Moreover, events with large χ eff (where the spins are aligned with the orbital angular momentum) are also louder, because χ eff first enters the post-Newtonian expansion as an effective force that is repulsive for χ eff > 0 (Campanelli et al. 2006 ). This effect is irrelevant for the dynamics of the inspiral while the BHs are far apart, but it means that the signal lasts longer in the detector band before the plunge, and thus more SNR is accumulated. Finally, the dependence with q at fixed M is very weak if q 0.5, but the sensitive volume drops rather strongly for smaller q.
Another possible source of bias in the inferred merger rates would arise if the effectualness of the template bank in recovering signals depended sensitively on the parameters. Although this effect is present, its magnitude is much smaller than the sensitive volume dependence for BBHs under 100 M computed here (Canton & Harry 2017) . 
Model likelihood
The likelihood that a specific model for the merger rates will have the observed set of events as an outcome is given by
Here, P(d i | p) is the single-event likelihood L i given by (19), and P(p | µ) is the prior for the event parameters p according to the model µ, which is proportional to the detector rate (20) but normalized to ∫ dpP(p | µ) = 1. Using this we can rewrite (24) as
which we can compute on a grid in µ-space, given a mergerrate model R(p | µ). The p integrals in the numerator of (25) (Khan et al. 2016; Bohé et al. 2017) , although the effect for the purpose of SNR estimation should be minor, and also the approximation that (l, m) = (2, ±2) is less accurate in that regime. In any case, those mass ratios are highly suppressed in the sensitive-volume weighting (Eq. (23), Fig. 3 ). Since LVT151012 is not guaranteed to have astrophysical origin, we marginalize over the 13% possibility that it is due to noise (Abbott et al. 2016a) , by averaging the results of Eq. (25) with and without LVT151012 with weights 0.87 and 0.13 respectively. To get a posterior distribution for the µ-parameters, one should multiply the likelihood by a prior P prior (µ). We will take those priors to be flat.
We emphasize again that the model likelihood (25) accounts both for selection effects due to the sensitive volume and for the fact that the priors that one has to use to estimate the parameters of each event depend on the mergerrate model that one is considering.
The selection effect (20) should also be included for parameter estimation in the prior probability assigned to each parameter value. We reevaluated the posteriors obtained with a flat prior in M, q, χ eff and with the LIGO prior for all events (Figs. 1 and A1) , correcting for the fact that the sensitive volume depends on the parameters. We found that the effect on the posterior distribution is much smaller than the uncertainties in all cases, on the percent level for the lower SNR events. For the higher-χ eff events, the effect of including the sensitive volume is to lower the effective spin, because the sensitive volume is suppressed at low q values, that are degenerated with high χ eff . The opposite happens for the heavier events: there M and χ eff are degenerated, and higher values of both parameters are favored by V, so the distribution is shifted along the degeneracy.
ASTROPHYSICAL IMPLICATIONS
With only 6 likely detections made so far, it is not yet feasible to constrain population models that are too complicated. For this reason, we consider several simple models that intend to probe the different variables separately, and apply Eq. (25) to put constraints on their parameters.
As before, we repeated all analyses using two different waveform approximants (SEOBNRv4_ROM or IMRPhenomD). We find that our results are robust to these choices, so below we only show the results for the SEOBNRv4_ROM approximant.
Spin distribution
The distribution of spins of the merger events is currently one of the more informative data the LVC has presented. First, the spin distribution might allow us to distinguish between various formation channels. For example in scenarios where black holes are dynamically captured into binaries one expects each spin to be randomly oriented. For field binaries spins might tend to be aligned with the orbital angular momentum. Tides in binary systems before the second black hole forms might spin up the secondary and align it with the orbital angular momentum. For a chemically homogeneous evolution of the stars to happen, high spins are required. Thus the LVC measurements of χ eff can potentially provide very interesting constraints.
Second, one could try to ascertain whether the properties of the merging black holes are similar to those of black holes in X-ray binaries. In particular there is some indication that local black holes are rotating fast. The middle panel of Fig. 1 shows the constraints on mass and spin of a collection of black holes in XRBs from X-ray measurements. Heavy black holes in persistent sources, i.e. with heavy companions, which are the natural progenitors of the LIGO/Virgo sources, are close to maximally spinning. Furthermore this spin is usually interpreted as being natal and thus perhaps should apply to the secondary black hole as well. By comparison, the χ eff reported by the LVC seem rather low. Of course χ eff constrains only one of the components of the spin and combines both black holes with weights depending on the mass ratio. We will try to use the likelihoods we have computed for the LIGO events to say something about the spin magnitudes and orientations assuming they all come from the same population.
Gaussian χ eff rate model
In order to understand what the data is already telling us about the distribution of spins we first consider a mergerrate model which is simply Gaussian in χ eff ,
we will use G(x, σ) to note the Gaussian distribution
We allow a nonzero mean, as expected for example from an isolated-binary formation scenario, and a dispersion σ χ eff whose value can help us constrain the typical magnitude of the individual spins. For simplicity, in this example we adopt a uniform prior in M, q. The µ-parameter likelihood is shown in Fig. 4 . The distribution is consistent with having zero mean, with a mild preference for positive values if the dispersion is constrained to be small and for negative values in the converse. The figure also shows that σ χ eff = 0 is inconsistent with the data. We find an upper 90% bound σ χ eff < 0.25.
To look at this more carefully, in Fig. 5 we show the case where we restrict χ eff = 0, as would be the case if binaries form dynamically in a dense cluster. The figure shows that the non-zero variance is only due to GW151226, the distribution of the other events is still consistent with σ χ eff = 0, as would be the case if all BHs did not appreciably spin. Moreover, in Fig. 5 we find an upper 90% bound σ χ eff < 0.22, thus the upper bound on σ χ eff is very insensitive to the freedom of having a non-zero mean.
To interpret these results in terms of the distributions of the individual spins we assume that each spin is drawn from a distribution with average spin a and dispersion σ a , with an angle relative to the angular momentum whose cosine has a mean µ and a dispersion σ µ . We will allow the two angles to potentially be correlated so that µ 1 µ 2 = r µ σ 2 µ . In this case we can compute the mean and variance of χ eff :
We can first consider situations in which there is no preference for aligned spins, µ = χ eff = 0 and σ 2 µ = 1/3, such as BBH populations that would arise in dynamical capture scenarios. The variance of χ eff still depends on r µ . In the two limits of no correlation (r µ = 0) and perfect correlation (r µ = 1) we get:
The dynamical capture scenario would correspond to r µ = 0. One can envision a situation for a binary star progenitor in which the spins have similar directions but are misaligned with the orbit, leading to r µ = 1. For example, natal kicks at BH formation if the supernova explosion is asymmetric, or perhaps the tidal interaction with a third body (Rodriguez & Antonini 2018), would lead to a spin-orbit misalignment. Spins that are misaligned with the orbit precess, which would spoil the spin-spin alignment. Even so, precession conserves χ eff to a large extent (Apostolatos et al. 1994 ) so it does not affect the χ eff distribution. This holds as long as the orbital angular momentum is bigger than the BH spins, which is generally the case unless the mass ratio is very small, q χ 1 v/c (so it is valid for the sources LIGO/Virgo are most sensitive to, see Fig. 3 ). The limit of completely random misalignment between spin and orbital angular momentum considered here is extreme, for example the necessary kicks would unbind most systems. In any event we consider it to understand the limits of the constraints we get.
We first consider whether the data allows for high spins as might be hinted by XRBs. For equal mass ratios and assuming a ≈ 1, these dispersions would be σ χ eff (r µ = 0, q = 1) = 1/ √ 6 ≈ 0.4 and σ χ eff (r µ = 1, q = 1) = 1/ √ 3 ≈ 0.6. Both values appear to be too large, indicating that the data already does not favor large spins even if both of them are randomly oriented. One could consider small massratios, in which case for high spins the dispersions become σ χ eff (r µ = 0, q 1) ∼ σ χ eff (r µ = 1, q 1) ∼ 1/ √ 3 ≈ 0.6, which again seems disfavored.
In the binary progenitor scenario it is believed that the BHs have a preference for being aligned with the orbital angular momentum. As an extreme version let us consider the case of perfect spin-orbit alignment µ = 1, σ µ = 0. The mean and variance become:
(29) Fig. 4 shows that the data is consistent with having zero mean for χ eff , and at most around χ eff 0.1, thus a 0.1. The data also requires a non-zero variance, this demands σ a 0 (because we have assumed perfect alignment, σ µ = 0 and the only source of variance for χ eff in Eq. (27) remains σ a ). Since a > 0, in this limit of small spins one cannot have σ a a. Thus, from Fig. 4 the only viable region for the aligned scenario is σ a ∼ a ∼ 0.1
Rate model for individual spins
Although we have already obtained most of the interesting physical conclusions from the previous simple analysis perhaps it is warranted to be a bit more careful with the dependence on q. Both the model predictions Eq. (27) and the inferred χ eff for the events (Fig. 1) case of the data, for the lower-mass events there is a very strong degeneracy between χ eff and q. It is only for small mass-ratios that the spin parameter becomes large. Therefore, when we look at the constraints on σ χ eff larger values are allowed due to the possibility that the events have small q. But the models tend to predict a larger variance in this regime, because in this limit only one of the two spins contributes to χ eff and there is no possibility of cancellation. Thus, it is worth considering directly a prior on the individual spins rather than on χ eff so that the q dependence is automatically incorporated. With this small number of events we do not want to consider very complicated rate models. We restrict ourselves to a two-parameter model that explores at the same time the typical value of the individual spin magnitudes as well as their alignment with the orbit. We will consider a rate model where each spin-orbit alignment µ is uniformly distributed between µ min and 1. For the spin magnitude we know that in the limit of perfect alignment the data requires that the spin distribution have some variance. Thus we will consider a uniform distribution between a * −∆ a and a * +∆ a and move a * . When a * approaches the boundaries only 0 < a < 1 is allowed. We will take ∆ a = 0.1.
The likelihood for a * , µ is shown in Fig. 6 . We find that the typical spin magnitudes have a preferred value a * ≈ 0.2± 0.2. The alignment has an upper 90% bound of µ 0.5, but there is support all the way up to µ = 1 if the typical spins are a * ≈ 0.1, consistent with our estimate in §4.1.1.
Tidally-locked progenitor
We now consider the effects of tides in the binary. For a field binary, before becoming a BBH the progenitor was a binary star where the companion of the primary BH probably was a Wolf-Rayet star (the core of a star that lost its envelope). The minimum initial distance required for the BBH to merge in the age of the Universe due to the emission of gravitational radiation is comparable to the minimum distance required to tidally lock the companion star within its lifetime, and the timescales for these two processes are very steep functions of the distance, so two distinct subpopulations are expected (Kushnir et al. 2016; Hotokezaka & Piran 2017; Zaldarriaga et al. 2018; Qin et al. 2018) . In systems where the merger time is shorter than ∼ 10 8 years, the secondary would be tidally locked and rapidly spinning. If the merger time is longer, tides are too weak. We might thus expect two distinct populations.
A strong natal kick to the second BH could misalign the orbit, but we ignore this case as it is rather unlikely given that at the time of the second explosion the binary is already tight, and thus the needed kick velocity to produce large misalignments is too large. We assign the high spin to the secondary (lighter) BH.
In Figs. 1 and A1 we used the prescription χ 1 = 0, χ 2 = 1 as a proxy for the case in which the Wolf-Rayet star is successfully locked, which defines the curve χ eff = q/(1 + q) shown. We find that GW151226, LVT151012 and GW170608 are consistent with this proxy. However, they are consistent if their mass ratio is low, while the three heavy events are more consistent with q ∼ 1. Thus this would be slightly unlikely if all the events belong to the same population. With the current error bars and small number of events this is at most a qualitative hint.
We implement a two-parameter model of this scenario, described by the fraction f of systems where the progenitor has been tidally-locked, and the standard deviation σ χ eff in the effective spin of the other subpopulation. We assume that the aligned spin of each black hole either comes from the same zero-mean Gaussian distribution, or is unity for a fraction f of the secondaries. That is, the standard deviation of the distributions of individual spin and effective spin are related by
valid for the black holes that do not come from a tidallylocked progenitor. This results in a superposition of two Gaussian distributions for χ eff :
The second term describes the locked-progenitor subpopulation, it has a positive mean due to the maximally-spinning secondary, and a smaller variance because in this case only the primary is random. The likelihood for f , σ χ eff is shown in Fig. 7 . We see that the data is consistent with f = 0 and puts an upper 90% bound f < 0.3. One can see a hint of two peaks, one in which the random spin is used to explain all the events, leading to a larger variance, and the other where the higher-spin events are explained using tides and the random component of the spins is low. The current number of events is too small to discriminate but it should become possible in the next LIGO run. Furthermore if a negative χ eff were to be observed, especially a large one compared with the width of the random component, then this scenario would be disfavored.
Trends with mass
It is important to notice that in the analysis so far we have assumed that all the LIGO events are samples from a unique population. Fig. 1 shows some noticeable differences between the light and heavy systems. The most obvious difference is just related to the parameter combination than can be measured best, the change in the degeneracy direction from being between spin and mass ratio to being between spin and mass. Of course this is just a feature of the way the strain depends on the parameters. However, there might be a hint that the lightest systems are the ones with a clearer positive spin. With such small number of events we do not dare start splitting the sample in subsets and especially in such an a posteriori fashion. However, a trend with mass could be expected on theoretical grounds and is sometimes used as input in population synthesis models (see for example Fig 1. of Belczynski et al. (2017) ). Of course one has to worry about those inputs because even though they might be physically motivated, some of them were chosen after seeing the first set of LIGO BBHs. In any case, a potential trend with mass seems an interesting possibility which, if there, should become more apparent as additional events start being reported. 
Mass distribution
Another interesting question is the distribution in mass and the potential lack of heavy systems. This was already pointed out in Fishbach & Holz (2017) . Here we repeat that analysis with two additional events, allowing for spin (through χ eff only) and including the source-frame mass dependence on redshift. For simplicity we directly model the distribution as a function of M and adopt a power law prior with a cut-off. One could model the distribution of the individual masses and make further assumptions about how correlated the two masses are. We feel that this is unnecessary at this stage as the events have mass ratios q ∼ 1 and a cut-off in the mass distribution would also lead to a cut-off in the chirp mass distribution at a very similar mass, especially given the current errors and small number of events. We recall that we assumed that the detector network is sensitive to events with M < 100 M , which is similar to and slightly more conservative than the m 1 + m 2 < 100 M case analyzed in Fishbach & Holz (2017) .
We show our results in Fig. 8 , which qualitatively agree with Fishbach & Holz (2017) and give a preliminary indication of the presence of a maximum mass. The distribution peaks at M = 29 M , which would correspond to m 1,2 = 33 M if q = 1, a somewhat lower value than in Fishbach & Holz (2017) . We verified that the difference is due to having included the redshift dependence of the source-frame mass. Because we use two additional events, we get a tighter 90% credibility constraint on M max < 65 M (m 1,2 < 75 M at q = 1).
One potential caveat is that the glitch background in LIGO might increase with mass, partially compensating the increase in volume up to which heavy systems can be seen.
To investigate this we estimate how sensitive our results are to an increase in the background. From Fig. 9 of Abbott et al. (2016a) , the background of triggers during O1 is a steeply decreasing function of the detector network SNR ρ and it is approximated by a straight line for log 10 N bg (ρ). This also holds for unmodeled searches (Lynch et al. 2018 ). The background is dominated by detector glitches. GW signals from heavy BBHs have short duration and fewer cycles in the detector band, so glitches can more easily resemble them. The background level is then dependent on the mass scale and a stricter threshold on the SNR might be necessary for heavier events, which has the effect of reducing the sensitive volume relative to our previous estimate (23). We can make a simple estimate of this effect as follows. In an Euclidean spacetime (setting z rs (D L ) = 0 in Eq. (23)), the sensitive volume scales as V(p) ∝ ρ 3 0 (p), since the SNR of a source decays as D −1 . If we allow for a parameter-dependent threshold on the SNR, V gets a correction
where p 0 is some reference parameter value. The first term in the right hand side comes from Eq. (23), and the second describes the reduction in sensitive volume if the threshold ρ thresh (p) > ρ thresh (p 0 ). In an expanding Universe, the (1 + z rs ) −4 term in Eq. (23) suppresses the large-luminositydistances contribution to V, so the relative decrease in sensitive volume due to raising the threshold for large masses is smaller than the estimate (32).
As an example, if the glitch rate increased from the one reported in Fig. 9 of Abbott et al. (2016a) by a factor of 100 above a certain chirp mass, the SNR threshold would have to be raised by ∆ρ thresh ≈ 1.07 for those events to have the same false-alarm rate. Assuming a detection threshold of ρ thresh (p 0 ) = 9, the sensitive-volume correction factor in Eq. (32) is 0.71. There is no indication of such a dramatic increase in the background even when going beyond M > 100 M (Abbott et al. 2017d ). Thus we believe the hint of a cut-off mass to be a robust result.
Mass-ratio distribution
Finally, we consider what we can say about the mass-ratio distribution. The likelihoods themselves are rather flat in q so we do not expect particularly good constraints. We consider a power law in q and try to constrain the exponent. We present our results in Fig. 9 . We find that typical mass ratios below 0.5 seem disfavored. We note that the statement that equal mass-ratios are favored holds for the physical mergerrate in the Universe, even after accounting for selection effects due to the higher sensitive volume of the detector to those systems.
Due to the degeneracy between spin and mass ratio we could consider the combination of a Gaussian in χ eff and a power law in q. However, when this is done we find the constraints on the variance of the Gaussian and the mean q to be the same as those we report in Figs. 5 and 9. R(q) q Figure 9 . Parameter likelihood for the average mass-ratio q, in a merger-rate model where the mass-ratio distribution follows a power law q α , with α adjusted to yield q = q.
DISCUSSION
It is clear that even with the small number of events reported so far the LIGO-Virgo data already provides hints that have interesting astrophysical consequences. Most interestingly, the data suggests that the BHs do not all spin rapidly, perhaps in tension with the simplest interpretation of the X-ray binary results. This is even true in dynamical scenarios where the spins are randomly oriented and even more so in the field binary case where there might be a tendency of alignment between spins and angular momentum.
These results are largely consistent with those presented in Farr et al. (2017) , where aligned high spin distributions were disfavored. Quantitatively we differ because we have more events, have a better estimate of the likelihoods for each event including the degeneracy between mass ratio and spin, and rather than comparing discrete models we have continuous parameters that connect them, allowing us to perhaps have a better sense of the typical spins that are favored or disfavored in individual scenarios.
There are many potential explanations for the difference between the typical spins of high-mass XRBs and the LIGO/Virgo systems. Of course both data sets contain a small number of events and thus this could be a statistical fluke. Perhaps there is an unrecognized systematic in one or both measurements. There could be astrophysical explanations, perhaps these systems come from different populations. There could even be exotic explanations such as the effect of an axion-type particle that through superradiance extracts energy from rotating black holes to produce a cloud of axions around them.
At the current time the simple test of seeing if the spin distribution has a tendency towards positive spins is not powerful enough. We do not detect a mean to the distribution and thus cannot use that to distinguish between field binary and dynamical scenarios. Regarding tides, three of the events are consistent with having a maximally spinning secondary. This only happens however if the mass ratio for these events is lower than for the heavy ones. With the data at hand we cannot make a conclusive statement but again it is clear that the next few events are going to be very interesting.
Regarding the mass distribution we confirm previous findings that there is a hint of a cut-off in mass. The distribution of mass ratios is not so well constrained, in part due to the degeneracy with the spin, but distributions where the BBHs have comparable masses are favored. Finally we use this opportunity to thank the LVC for releasing the strain data through the LOSC and to encourage them to also release the likelihood data from their more sophisticated analysis. Furthermore, in the presence of degeneracies it would be very useful if the combination of parameters that are well measured were also reported, rather than only give the likelihood in a basis of parameters that contain a large degeneracy. At the end of the day, with the current sensitivity each BBH now only provides information about a handful of well measured parameters.
In Fig. A1 we show the likelihood on the M, q, χ eff parameter space for each event, and the posterior distribution computed using the same prior as LIGO to facilitate the comparison.
The LIGO prior is uniform in the individual masses, spin magnitudes and cosine of spin tilts. This induces a nonuniform prior on the variables we adopted. The transformation from m 1 , m 2 to M, q is given by Eq. (2), taking its Jacobian yields Figure A1 . Parameter estimation for the likely BBH merger events reported to date. For each event, the plots on the diagonal show the marginalized likelihood (dashed line), prior (dotted) and posterior (solid) distributions for each parameter. For each distribution, vertical lines show the median and minimal interval enclosing 90%. Here we use the same prior as LIGO to facilitate comparison to the reported values (black vertical line with shaded area). By "LIGO posterior" we mean the posterior distribution we computed using the LIGO prior. Off-diagonal plots show the two-dimensional marginalized likelihood and posterior. Probability contours enclosing 50% and 90% of each distribution are shown. For the q-χ eff plot, the case where the aligned spins of the black holes are χ 1 = 0, χ 2 = 1 is shown by a dashed-dotted line, as a proxy for what the outcome of a tidally-locked-secondary progenitor would be. The likelihood can be interpreted as the posterior distribution arising from a uniform prior in M, q, χ eff , so it illustrates the influence of changing the prior. The values reported by the LVC are shown by black dots with error bars. The LVC did not report the detector-frame chirp mass for the last two events (GW170608 and GW170814), so for those cases we show their source-frame value corrected for redshift, without an uncertainty.
Using Eq.
(1), we can relate the probability of χ eff to the individual aligned spins χ i :
In the LIGO prior, the individual spins are uncorrelated and taken from the same distribution. Therefore, P LIGO prior ( χ 1 , χ 2 ) = P χ ( χ 1 )P χ ( χ 2 ), with
Using this, we can carry out the χ 1 integral in Eq. (A2):
where the integration limits are a = max (1 + q) χ eff − 1 q , −1
In practice, we compute the integral in Eq. (A4) by quadrature (see Ng et al. (2018) for an analytical approximation). The total LIGO prior for M, q, χ eff is given by the product of Eqs. (A1) and (A4).
