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1. Introduction
The notion of recursive realizability was introduced by S. C. Kleene [1]. It speci-
fies the informal intuitionistic semantics by partial recursive functions [2]. A natural
generalization of recursive realizability is the V -realizability for some set of functions
V , where functions from the set V are used instead of partial recursive functions.
Recently, special cases of V -realizability were considered: primitive recursive real-
izability [3, 4], minimal realizability [5], arithmetical realizability [6, 7], hyperarith-
metical realizability [8]. Intuitionistic Logic is sound with respect to the semantics
of recursive realizability. But in general this is not the case for the V -realizability
[6, 8, 9, 10]. Basic Logic was introduced in [11, 12]. It is weaker than Intuitionistic
Logic. For example, the formula (⊤ → P )→ P is not derivable in Basic Logic. The
aim of this paper is to prove that Basic Logic is sound with respect to the semantics
of V -realizability if V satisfies some natural conditions.
2. Definitions
2.1. V -functions
We begin with some notation. Denote by N the set of all natural numbers 0, 1, 2, . . .
Let c be a bijection of N2 to N. Denote by p1, p2 the functions of N to N such
that, for all a, b ∈ N, p1(c(a, b)) = a and p2(c(a, b)) = b. We omit the brackets
in expressions of the form p1(t
′), p2(t
′′) and write p1t
′, p2t
′′. Suppose n ≥ 1 and
1
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1 ≤ i ≤ n, denote by Iin the function of N
n to N such that Iin(a1, . . . , an) = ai for
all a1, . . . , an ∈ N.
We consider an arbitrary (countable) set V of partial functions with arguments
and values from N. We say that ϕ is a V -function if ϕ ∈ V . For every n ≥ 0, denote
by Vn the set of all n-ary V -functions. Clearly, V =
⋃∞
n=0 Vn. For every n ≥ 0, let us
fix some numbering of the set Vn. This means that we fix some set of indices In ⊆ N
and a mapping e 7→ ϕV, ne such that ϕ
V, n
e is an n-ary V -function whenever e ∈ In
and every n-ary V -function is ϕV, ne for some e ∈ In. We often write ϕ
V
e instead of
ϕV, ne if there is no confusion.
Let V ar = {x1, x2, . . .} be a countable set of variables. We say that an expression
t is a V -term if t is a natural number or t ∈ V ar or t has the form ϕ(t1, . . . , tn),
where ϕ ∈ Vn and t1, . . . , tn are V -terms, for some n ≥ 0. Any V -term without
variables is called closed. Suppose e is a natural number and t is a closed V -term,
then the relation “e is the value of t” is defined inductively by the length of t: e
is the value of t if t is the natural number e; e is the value of ϕ(t1, . . . , tn) if there
are natural numbers e1, . . . , en such that e1, . . . , en are the values of t1, . . . , tn,
ϕ(e1, . . . , en) is defined, and e = ϕ(e1, . . . , en). We say that the value of a closed
V -term t is defined if there is a natural number e such that e is the value of t. It can
be easily checked that if the value of closed V -term t is defined, then there exists a
unique natural number e such that e is the value of t. In this case we denote by t
the value of t. Suppose t1, t2 are closed V -terms, we write t1 ≃ t2 if either (i) the
values of t1 and t2 are not defined, or (ii) the values of t1 and t2 are defined and
t1 = t2. Let k1, . . . , kn be natural numbers, x1, . . . , xn distinct variables, and t an
V -term, denote by [k1, . . . , kn/x1, . . . , xn] t the result of substituting k1, . . . , kn for
all occurrences of x1, . . . , xn in t. Suppose t1, t2 are V -terms and all variables in t1
and t2 are in a list of distinct variables x1, . . . , xn, we write t1 ≃ t2 if for all natural
numbers k1, . . . , kn we have [k1, . . . , kn/x1, . . . , xn] t1 ≃ [k1, . . . , kn/x1, . . . , xn] t2.
We assume that the following conditions hold:
(BF) Iin, c, p1, p2 are V -functions for all n ≥ 1, 1 ≤ i ≤ n;
(Cm) the composition of V -functions is a V -function and an index of it can be
obtained by some V -function: for all natural numbers n,m1, . . . ,mn there
is an (n+ 1)-ary V -function s such that s(e, e1, . . . , en) ∈ Im and
ϕVs(e,e1,...,en)(x1, . . . , xm) ≃ ϕ
V
e (ϕ
V
e1
(x1, . . . , xm1), . . . , ϕ
V
en
(x1, . . . , xmn))
for all e ∈ In, e1 ∈ Im1 , . . . , en ∈ Imn , where m = max1≤i≤nmi;
(Cn) every constant function is a V -function and an index of it can be obtained
by some V -function: there exists a V -function s such that, for all natural
numbers k, we have s(k) ∈ I0 and ϕ
V, 0
s(k) ≃ k.
(Cs) an index of a “conditional function” can be obtained by some V -function:
for every natural number n there is a V -function s such that, for all natural
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numbers d and e1, e2 ∈ In+1, we have s(e1, e2) ∈ In+1,
ϕVs(e1,e2)(x1, . . . , xn, d) ≃ ϕ
V
e1
(x1, . . . , xn, d) if p1d = 0,
ϕVs(e1,e2)(x1, . . . , xn, d) ≃ ϕ
V
e2
(x1, . . . , xn, d) if p1d 6= 0;
For example, if c, p1, p2 are recursive (see §5.3 in [13]), then the following sets
of functions with some numbering satisfy the conditions (BF), (Cm), (Cn), (Cs):
• the set of all partial recursive functions;
• the set of all arithmetical functions (see [6, 7]);
• the set of all hyperarithmetical functions (see [8]);
• the set of all L-defined functions, where L is an extension of the language
of arithmetic (see [14, 15]).
Now we show that the following conditions hold:
(PV) Any permutation of variables is available for the V -functions: if p is a per-
mutation of the set {1, . . . , n}, then there is a V -function s such that, for
all e ∈ In, s(e) ∈ In and ϕ
V
s(e)(x1, . . . , xn) ≃ ϕ
V
e (xp(1), . . . , xp(n));
(DV) Adding of a dummy variable is available for the V -functions: for all natural
numbers n there exists a V -function s such that, for all e ∈ In, s(e) ∈ In+1
and ϕVs(e)(x1, . . . , xn, xn+1) ≃ ϕ
V
e (x1, . . . , xn);
(SMN) An analog of the (s−m−n)-theorem (Theorem V §1.8 in [13]) holds: for all
natural numbers m, n there exists a V -function s such that, for all natural
numbers k1, . . . , km and e ∈ Im+n, we have s(e, k1, . . . , km) ∈ In and
ϕVs(e,k1,...,km)(x1, . . . , xn) ≃ ϕ
V
e (x1, . . . , xn, k1, . . . , km).
Lemma 2.1. (BF), (Cm), (Cn) imply (PV).
Proof. Let p be a permutation of the set {1, . . . , n}. Since xp(j) ≃ I
p(j)
n (x1, . . . , xn)
for all j = 1, . . . , n, we see that, for all e ∈ In,
ϕVe (xp(1), . . . , xp(n)) ≃ ϕ
V
e (I
p(1)
n (x1, . . . , xn), . . . , I
p(n)
n (x1, . . . , xn)).
It follows from (BF) that there are natural numbers i1, . . . , in such that ij is an
index of I
p(j)
n for all j = 1, . . . , n. Using (Cm), we get that there exists a V -function
s′ such that, for all e ∈ In,
ϕVs′(e,i1,...,in)(x1, . . . , xn) ≃ ϕ
V
e (I
p(1)
n (x1, . . . , xn), . . . , I
p(n)
n (x1, . . . , xn)).
Thus for all e ∈ In we have
ϕVs′(e,i1,...,in)(x1, . . . , xn) ≃ ϕ
V
e (xp(1), . . . , xp(n)). (2.1)
By (Cn), there are natural numbers l1, . . . , ln such that ϕ
V
lj
≃ ij for all j = 1, . . . , n.
Let i denote an index of I11 . It is obvious that, for all e ∈ In,
s′(e, i1, . . . , in) ≃ s
′(ϕVi (e), ϕ
V
l1
, . . . , ϕVln).
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It follows from (Cm) that there exists a V -function s such that
s(x) ≃ s′(ϕVi (x), ϕ
V
l1
, . . . , ϕVln).
Thus for all natural numbers e we have
s(e) ≃ s′(e, i1, . . . , in). (2.2)
From (2.1), (2.2) it follows that, for all e ∈ In,
ϕVs(e)(x1, . . . , xn) ≃ ϕ
V
e (xp(1), . . . , xp(n)).
Lemma 2.2. (BF), (Cm), (Cn) imply (DV).
Proof. By (BF), there are natural numbers i1, . . . , in such that ij is an index of
Ijn+1 for all j = 1, . . . , n. It is obvious that, for all e ∈ In,
ϕVe (x1, . . . , xn) ≃ ϕ
V
e (I
1
n+1(x1, . . . , xn, xn+1), . . . , I
n
n+1(x1, . . . , xn, xn+1)).
It follows from (Cm) that there exists a V -function s′ such that, for all e ∈ In,
s′(e, i1, . . . , in) ∈ In+1 and
ϕVs′(e,i1,...,in)(x1, . . . , xn, xn+1) ≃ ϕ
V
e (I
1
n+1(x1, . . . , xn, xn+1), . . . , I
n
n+1(x1, . . . , xn, xn+1)).
Thus for all e ∈ In we have
ϕVs′(e,i1,...,in)(x1, . . . , xn, xn+1) ≃ ϕ
V
e (x1, . . . , xn). (2.3)
By (Cn), there are natural numbers l1, . . . , ln such that ϕ
V
lj
≃ ij for all j = 1, . . . , n.
Let i denote an index of I11 . It is obvious that, for all e ∈ In,
s′(e, i1, . . . , in) ≃ s
′(ϕVi (e), ϕ
V
l1
, . . . , ϕVln).
It follows from (Cm) that there exists a V -function s such that
s(x) ≃ s′(ϕVi (x), ϕ
V
l1
, . . . , ϕVln).
Thus for all natural numbers e we have
s(e) ≃ s′(e, i1, . . . , in). (2.4)
From (2.3), (2.4) it follows that ϕVs(e)(x1, . . . , xn, xn+1) ≃ ϕ
V
e (x1, . . . , xn) for all
e ∈ In.
Lemma 2.3. (BF), (Cm), (Cn) imply (SMN).
Proof. By (Cn), there is a V -function s′ such that, for every k, we have s′(k) ∈ I0
and ϕV
s′(k) ≃ k. Obviously, for all natural numbers k1, . . . , km and e ∈ In+m,
ϕVe (I
1
n(x), . . . , I
n
n (x), ϕ
V
s′(k1)
, . . . , ϕVs′(km)) ≃ ϕ
V
e (x, k1, . . . , km),
where x = x1, . . . , xn. It follows from (BF) that there are natural numbers i1, . . . , in
such that ij is an index of I
j
n for all j = 1, . . . , n. It follows from (Cm) that there
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exists a V -function s′′ such that, for all natural numbers k1, . . . , km and e ∈ In+m,
s′′(e, i1, . . . , in, s
′(k1), . . . , s
′(km)) ∈ In and
ϕVs′′(e,i1,...,in,s′(k1),...,s′(km))(x) ≃ ϕ
V
e (I
1
n(x), . . . , I
n
n (x), ϕ
V
s′(k1)
, . . . , ϕVs′(km)),
where x = x1, . . . , xn. Thus for all natural numbers k1, . . . , km and e ∈ In+m,
ϕVs′′(e,i1,...,in,s′(k1),...,s′(km))(x1, . . . , xn) ≃ ϕ
V
e (x1, . . . , xn, k1, . . . , km) (2.5)
For each j = 1, . . . ,m denote by ψj the function such that ψj(x, y) ≃ s
′(Ij+1m+1(x, y)),
where y = y1, . . . , ym. It follows from (BF), (Cm) that ψj is a V -function for all
j = 1, . . . ,m. By (Cn), there are natural numbers l1, . . . , ln such that ϕ
V
lj
≃ ij for
all j = 1, . . . , n. It follows from (Cm) that there exists a V -function s such that
s(x, y) ≃ s′′(I1n+1(x, y), ϕ
V
l1
, . . . , ϕVln , ψ1(x, y), . . . , ψm(x, y)),
where y = y1, . . . , ym. Since ψj(x, y1, . . . , ym) ≃ s
′(yj) for all j = 1, . . . ,m and
ϕVlj ≃ ij for all j = 1, . . . , n, we see that
s(x, y1, . . . , ym) ≃ s
′′(x, i1, . . . , in, s
′(y1), . . . , s
′(ym)). (2.6)
From (2.5), (2.6) it follows that
ϕVs(e,k1,...,km)(x1, . . . , xn) ≃ ϕ
V
e (x1, . . . , xn, k1, . . . , km)
for all e ∈ In.
2.2. Basic Predicate Calculus
Basic Predicate Calculus (BQC) is introduced in [12].
The language of BQC contains a countably infinite set of predicate symbols for
each finite arity, a countably infinite set of variables, parentheses, the logical con-
stants ⊥ (falsehood), ⊤ (truth), the logical connectives ∧, ∨, → and the quantifiers
∀, ∃. Suppose M ⊆ N, denote by LMBQC the extension of the language of BQC by
individual constants from the set M . Thus the language of BQC is a special case of
LMBQC for M = ∅. We write LBQC instead of L
∅
BQC.
Terms of LMBQC are constants from M and variables. Atoms of L
M
BQC are ⊥, ⊤,
and expressions of the form P (t1, . . . , tn), where P is an n-ary predicate symbol
and t1, . . . , tn are terms of L
M
BQC. Formulas of L
M
BQC are built up according to the
following grammar:
A, B ::= Φ | A ∧B | A ∨B | ∀x (A→ B) | ∃y A;
here Φ is an atom of LMBQC, x is a (possibly empty) list of distinct variables, and y
is a variable. We write A→ B instead of ∀ (A→ B). Terms and formulas of LMBQC
will be called M -terms and M -formulas, for short. At the same time formulas of
LBQC are said to be formulas.
Free and bound variables are defined in the usual way. An occurrence of a vari-
able x in an M -formula A is free if it is not in the scope of a quantifier ∃x or ∀z
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in A, where x is in z. An occurrence of a variable in an M -formula that is not
free is called bound. We say that a variable x is a free variable (bound variable) of
an M -formula A if there exists a free (bound) occurrence of x in A. A sentence
of LMBQC is a formula of L
M
BQC without free variables. Sentences of L
M
BQC are called
M -sentences, and sentences of LBQC simply sentences, for short.
An M -term t is called free for a variable x in a M -formula A if for each variable
y in t there is no occurrence of x in the scope of a quantifier ∃y or ∀z for some z
such that y is in z. Let t1, . . . , tn be M -terms, x1, . . . , xn be distinct variables, and
A be an M -formula, denote by [t1, . . . , tn/x1, . . . , xn]A the result of substituting
t1, . . . , tn for all free occurrences of x1, . . . , xn in a formula A
′ obtained from A by
renaming all bound variables in such a way that, for each i = 1, . . . , n, the M -term
ti is free for xi in A
′.
Suppose A is an M -formula and all free variables of A are in x, where x is a
list of distinct variables. By the statement “A(x) is a M -formula” we mean the
conjunction of statements: “A is an M -formula”, “x is a list of distinct variables”,
and “all free variables of A are in x”.
If t = t1, . . . , tn is a list ofM -terms, then put |t|⇋ n. Let A(x) be anM -formula
and t be a list of M -terms such that |t| = |x|; then by A(t) denote [t/x]A.
A sequent is an expression of the form A⇒ B, where A and B are formulas.
The axioms of BQC are:
A1) A⇒ A;
A2) A⇒ ⊤;
A3) ⊥ ⇒ A;
A4) A ∧ ∃xB ⇒ ∃x (A ∧B), where x is not free in A;
A5) A ∧ (B ∨C)⇒ (A ∧B) ∨ (A ∧C);
A6) ∀x (A→ B) ∧ ∀x (B → C)⇒ ∀x (A→ C);
A7) ∀x (A→ B) ∧ ∀x (A→ C)⇒ ∀x (A→ B ∧ C);
A8) ∀x (B → A) ∧ ∀x (C → A)⇒ ∀x (B ∨ C → A);
A9) ∀x (A→ B)⇒ ∀x ([y/x]A→ [y/x]B);
A10) ∀x(A→ B)⇒ ∀y(A→ B), where no variable in y is free in ∀x(A→ B);
A11) ∀x, x (B → A)⇒ ∀x (∃xB → A), where x is not free in A.
The rules of BQC are:
R1) A⇒ B B ⇒ CA⇒ C ;
R2) A⇒ B A⇒ CA⇒ B ∧ C ;
R3) A⇒ B ∧ CA⇒ B (a),
A⇒ B ∧C
A⇒ C (b);
R4) B ⇒ A C ⇒ AB ∨ C ⇒ A ;
R5) B ∨C ⇒ AB ⇒ A (a),
B ∨ C ⇒ A
C ⇒ A (b);
R6) A⇒ B
[y/x]A→ [y/x]B
;
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R7) B ⇒ A
∃xB ⇒ A
, where x is not free in A;
R8) ∃xB ⇒ AB ⇒ A , where x is not free in A;
R9) A ∧B ⇒ C
A⇒ ∀x(B → C)
, where each variable in x is not free in A.
In the axioms and rules of BQC A, B, C are formulas, x and y are lists of
distinct variables such that |x| = |y|, and x is a variable.
Given a sequent S, we write BQC ⊢ S if S is derivable in BQC. We say that a
formula A is derivable in BQC if BQC ⊢ ⊤ ⇒ A.
2.3. V -realizability
In [16, 17] we introduced a notion of V -realizability for the language of arith-
metic. Using methods of [18, 19, 20], in this paper we define a notion of absolute
V -realizability in some domain M ⊆ N for the formulas of LBQC.
Suppose M ⊆ N, we call any total function from Mn to 2N an n-ary generalized
predicate on M , where 2N is the set of all subsets of N. A mapping f is called an
M -evaluation if f(P ) is an n-ary generalized predicate on M whenever P is an
n-ary predicate symbol of LBQC. We write P
f instead of f(P ). We say that f is an
evaluation if f is an M -evaluation for some M ⊆ N.
Definition 2.1. Let e be a natural number, M a subset of N, f an M -evaluation,
and A an M -sentence. The relation “e V -realizes A on f” is denoted e rVf A and is
defined by induction on the number of logical connectives and quantifiers in A:
• there is no e such that e rVf ⊥;
• e rVf ⊤ for all e;
• e rVf P (a1, . . . , an) ⇋ e ∈ P
f (a1, . . . , an), where P is an n-ary predicate
symbol and a1, . . . , an ∈M ;
• e rVf (Φ ∧Ψ)⇋ p1e r
V
f Φ and p2e r
V
f Ψ;
• e rVf (Φ ∨Ψ)⇋ (p1e = 0 and p2e r
V
f Φ) or (p1e = 1 and p2e r
V
f Ψ);
• e rVf ∃x Φ(x)⇋ p1e ∈M and p2e r
V
f Φ(p1e);
• e rVf ∀x1, . . . , ∀xn (Φ(x1, . . . , xn) → Ψ(x1, . . . , xn)) ⇋ e ∈ In+1 and, for
all s ∈ N, a1, . . . , an ∈ M , if s r
V
f Φ(a1, . . . , an), then ϕ
V
e (a1, . . . , an, s) is
defined and ϕVe (a1, . . . , an, s) r
V
f Ψ(a1, . . . , an).
A sentence A is called absolutely V -realizable over all domains if there exists
a natural number e such that, for all M ⊆ N, we have e rVf A whenever f is an
M -evaluation.
We say that a list of distinct variables x is admissible for a sequent A ⇒ B if
all free variables of the formulas A and B are in x. By definition, put
e rVf, x A⇒ B ⇋ e r
V
f ∀x (A→ B);
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here e is a natural number, f is an evaluation, A ⇒ B is a sequent, and x is an
admissible list of variables for A⇒ B.
Lemma 2.4. Let A⇒ B be a sequent, x1, . . . , xn an admissible list of variables for
A ⇒ B, and p a permutation of {1, . . . , n}. For all e ∈ In+1 there exists e
′ ∈ In+1
such that, for every evaluation f , e rVf, xp(1),...,xp(n) A⇒ B iff e
′ rVf, x1,...,xn A⇒ B.
Proof. It follows from (PV) that, for all e ∈ In+1, there exists e
′ ∈ In+1 such that
ϕVe′(k1, . . . , kn, a) ≃ ϕ
V
e (kp(1), . . . , kp(n), a)
for all natural numbers k1, . . . , kn, a. It can be easily checked that, for every evalu-
ation f , we have e rVf, xp(1),...,xp(n) A⇒ B if and only if e
′ rVf, x1,...,xn A⇒ B.
Lemma 2.5. Let A⇒ B be a sequent, z1, . . . , zn an admissible list of variables for
A⇒ B, and u1, . . . , um a list of variables such that the list z1, . . . , zn, u1, . . . , um is
admissible for A⇒ B. For all e ∈ In+1 there exists e
′ ∈ In+m+1 such that, for every
evaluation f , e rVf, z1,...,zn A⇒ B iff e
′ rVf, z1,...,zn,u1,...,um A⇒ B.
Proof. It follows from (DV), (PV) that, for every e ∈ In+1, there exists e
′ ∈ In+m+1
such that, for all natural numbers k1, . . . , km+n, a, we have
ϕVe′(k1, . . . , kn, kn+1, . . . , km+n, a) ≃ ϕ
V
e (k1, . . . , kn, a).
It can be easily checked that, for every evaluation f , we have e rVf, z1,...,zn A⇒ B if
and only if e′ rVf, z1,...,zn,u1,...,um A⇒ B.
Lemma 2.6. Under the conditions of Lemma 2.5, for all e′ ∈ In+m+1 there exists
e ∈ In+1 such that, for every evaluation f , e
′ rVf, z1,...,zn,u1,...,um A⇒ B if and only
if e rVf, z1,...,zn A⇒ B.
Proof. It follows from (PV), (SMN) that for all e′ ∈ In+m+1 there exists e ∈ In+1
such that, for all natural numbers k1, . . . , kn, a,
ϕVe (k1, . . . , kn, a) ≃ ϕ
V
e′ (k1, . . . , kn, 0, . . . , 0, a).
It can be easily checked that, for every evaluation f , e′ rVf, z1,...,zn,u1,...,um A⇒ B if
and only if e rVf, z1,...,zn A⇒ B.
Proposition 2.1. Let S be a sequent, x and y admissible lists of variables for S,
|x| = n and |y| = m. For all e ∈ In+1 there exists e
′ ∈ Im+1 such that, for every
evaluation f , e′ rVf, x S if and only if e r
V
f, y S.
Proof. Denote by z a list of distinct variables such that, for every variable w, we
have w in z if and only if w in x and w in y. Note that z is admissible for S. Let
u be a list of distinct variables such that, for every variable w, we have w in u if
and only if w in x and w is not in y. Denote by v a list of distinct variables such
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that, for every variable w, we have w in v if and only if w in y and w is not in x.
Let e ∈ In+1. It follows from Lemmas 2.4, 2.5, 2.6 that there are natural numbers
e1, e2, e3, e
′ such that
e rVf, x S ⇐⇒ e1 r
V
f, z,u S ⇐⇒ e2 r
V
f, z S ⇐⇒ e3 r
V
f, z,v S ⇐⇒ e
′ rVf, y S
for all evaluations f .
3. Main result
Our main result is the following.
Theorem 3.1. If a sequent S is derivable in BQC and r = r1, . . . , rl is an admis-
sible list of variables for S, then there exists a natural number e such that e rVf, r S
for all evaluations f .
Proof. By induction on derivations of S. Suppose S is an axiom of BQC.
A1) Let S be A(r)⇒ A(r). By (BF) there is a natural number e such that, for
all natural numbers k1, . . . , kl, d, we have
ϕVe (k1, . . . , kl, d) ≃ d. (3.1)
Let ∅ 6=M ⊆ N and f be an M -evaluation. Suppose
d rVf A(k1, . . . , kl) (3.2)
for some natural numbers d and k1, . . . , kl ∈M . From (3.1), (3.2) it follows
that
ϕVe (k1, . . . , kl, d) r
V
f A(k1, . . . , kl). (3.3)
Thus for all natural numbers d and k1, . . . , kl ∈M we have (3.3) whenever
(3.2). Hence e rVf, r A(r)⇒ A(r).
A2) Let S be A(r)⇒ ⊤. By (BF) there is a natural number e such that, for all
natural numbers k1, . . . , kl, d, we have (3.1). Let f be an evaluation. It can
be easily checked that e rVf, r A(r)⇒ ⊤.
A3) Let S be ⊥ ⇒ A(r). It can be easily checked that, for every e ∈ Il+1, we
have e rVf, r ⊥ ⇒ A(r) for all evaluations f .
A4) Let S be A(r) ∧ ∃xB(x, r) ⇒ ∃x (A(r) ∧ B(x, r)). It follows from (BF),
(Cm), (DV), (PV) that there is a natural number e such that, for all natural
numbers k1, . . . , kl, d, we have
ϕVe (k1, . . . , kl, d) ≃ c(p1p2d, c(p1d, p2p2d)). (3.4)
Let ∅ 6=M ⊆ N and f be an M -evaluation. Suppose
d rVf A(k) ∧ ∃xB(x, k) (3.5)
for some natural number d and k = k1, . . . , kl ∈M . Let us prove that
ϕVe (k1, . . . , kl, d) r
V
f ∃x (A(k) ∧B(x, k)). (3.6)
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Using (3.5), we get
p1d r
V
f A(k), (3.7)
p2d r
V
f ∃xB(x, k). (3.8)
From (3.8) it follows that
p2p2d r
V
f B(p1p2d, k). (3.9)
Using (3.7) and (3.9), we obtain
c(p1d, p2p2d) r
V
f A(k) ∧B(p1p2d, k). (3.10)
From (3.10) it follows that
c(p1p2d, c(p1d, p2p2d)) r
V
f ∃x (A(k) ∧B(x, k)). (3.11)
Using (3.4) and (3.11), we obtain (3.6). Thus for all natural numbers d and
k1, . . . , kl ∈M we have (3.6) whenever (3.5). Hence e r
V
f, r S.
A5) Let S be A(r) ∧ (B(r) ∨ C(r))⇒ (A(r) ∧ B(r)) ∨ (A(r) ∧ C(r)). By (BF),
(Cm), (DV), and (PV), there is a natural number e such that, for all natural
numbers k1, . . . , kl, d, we have
ϕVe (k1, . . . , kl, d) ≃ c(p1p2d, c(p1d, p2p2d)). (3.12)
Let ∅ 6=M ⊆ N and f be an M -evaluation. Suppose
d rVf A(k) ∧ (B(k) ∨ C(k)) (3.13)
for some natural number d and k = k1, . . . , kl ∈M . Let us prove that
ϕVe (k1, . . . , kl, d) r
V
f (A(k) ∧B(k)) ∨ (A(k) ∧ C(k)). (3.14)
From (3.13) it follows that
p1d r
V
f A(k), (3.15)
p2d r
V
f (B(k) ∨ C(k)). (3.16)
Using (3.16), we have
(p1p2d = 0 and p2p2d r
V
f B(k)) or (p1p2d = 1 and p2p2d r
V
f C(k)).
(3.17)
Using (3.15) and (3.17), we obtain
p1p2d = 0 ∧ c(p1d, p2p2d) r
V
f (A(k) ∧B(k)) (3.18)
or
p1p2d = 1 ∧ c(p1d, p2p2d) r
V
f (A(k) ∧ C(k)). (3.19)
Hence
c(p1p2d, c(p1d, p2p2d)) r
V
f (A(k) ∧B(k)) ∨ (A(k) ∧ C(k)). (3.20)
Using (3.12) and (3.20), we obtan (3.14). Thus for all natural numbers d
and k1, . . . , kl ∈M we have (3.14) whenever (3.13). Hence e r
V
f, r S.
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A6) Let S be
∀x (A(x, r)→ B(x, r)) ∧ ∀x (B(x, r)→ C(x, r))⇒ ∀x (A(x, r)→ C(x, r))
and |x| = n. It follows from (Cm), (BF), (PV), and (SMN) that there exists
a V -function k such that, for all b, c ∈ In+1, we have k(b, c) ∈ In+1 and
ϕVk(b,c)(m1, . . . ,mn, a) ≃ ϕ
V
c (m1, . . . ,mn, ϕ
V
b (m1, . . . ,mn, a)) (3.21)
for all natural numbers m1, . . . ,mn, a. By (Cm), (BF), (DV), and (PV),
there is a natural number e such that, for all natural numbers
k1, . . . , kl, d, we have
ϕVe (k1, . . . , kl, d) ≃ k(p1d, p2d). (3.22)
Let ∅ 6=M ⊆ N and f be an M -evaluation. Suppose
d rVf ∀x (A(x, k)→ B(x, k)) ∧ ∀x (B(x, k)→ C(x, k)) (3.23)
for some natural number d and k = k1, . . . , kl ∈M . Let us prove that
ϕVe (k1, . . . , kl, d) r
V
f ∀x (A(x, k)→ C(x, k)). (3.24)
From (3.23) it follows that
p1d r
V
f ∀x (A(x, k)→ B(x, k)), (3.25)
p2d r
V
f ∀x (B(x, k)→ C(x, k)). (3.26)
Suppose
a rVf A(m, k) (3.27)
for some natural number a and m = m1, . . . ,mn ∈M . Using (3.25), (3.27),
we obtain
ϕVp1d(m1, . . . ,mn, a) r
V
f B(m, k). (3.28)
From (3.28), (3.26) it follows that
ϕVp2d(m1, . . . ,mn, ϕ
V
p1d
(m1, . . . ,mn, a)) r
V
f C(m, k). (3.29)
Using (3.21) and (3.29), we get
ϕVk(p1d,p2d)(m1, . . . ,mn, a) r
V
f C(m, k). (3.30)
Thus for all natural numbers a and m1, . . . ,mn ∈M we have (3.30) when-
ever (3.27). Hence
k(p1d, p2d) r
V
f ∀x (A(x, k)→ C(x, k)). (3.31)
Using (3.22) and (3.31), we obtain (3.24). Thus for all natural numbers d
and k1, . . . , kl ∈M it follows from (3.23) that (3.24). Hence e r
V
f, r S.
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A7) Let S be
∀x (A(x, r)→ B(x, r))∧∀x (A(x, r)→ C(x, r))⇒ ∀x (A(x, r)→ B(x, r)∧C(x, r))
and |x| = n. It follows from (Cm), (BF), and (SMN) that there exists a
V -function k such that, for all b, c ∈ In+1, we have k(b, c) ∈ In+1 and
ϕVk(b,c)(m1, . . . ,mn, a) ≃ c(ϕ
V
b (m1, . . . ,mn, a), ϕ
V
c (m1, . . . ,mn, a)) (3.32)
for all natural numbers m1, . . . ,mn, a. By (Cm), (BF), (DV), and (PV)
there is a natural number e such that, for all natural numbers k1, . . . , kl, d,
we have
ϕVe (k1, . . . , kl, d) ≃ k(p1d, p2d). (3.33)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kl ∈M ,
d rVf ∀x (A(x, k)→ B(x, k)) ∧ ∀x (A(x, k)→ C(x, k)), (3.34)
where k = k1, . . . , kl. Let us prove that
ϕVe (k1, . . . , kl, d) r
V
f ∀x (A(x, k)→ B(x, k) ∧C(x, k)). (3.35)
From (3.34) it follows that
p1d r
V
f ∀x (A(x, k)→ B(x, k)), (3.36)
p2d r
V
f ∀x (A(x, k)→ C(x, k)). (3.37)
Suppose for some natural numbers a and m1, . . . ,mn ∈M ,
a rVf A(m, k), (3.38)
where m = m1, . . . ,mn. From (3.36), (3.38) it follows that
ϕVp1d(m1, . . . ,mn, a) r
V
f B(m, k), (3.39)
Using (3.37) and (3.38), we get
ϕVp2d(m1, . . . ,mn, a) r
V
f C(m, k). (3.40)
From (3.39), (3.40) it follows that
c(ϕVp1d(m1, . . . ,mn, a), ϕ
V
p2d
(m1, . . . ,mn, a)) r
V
f B(m, k) ∧ C(m, k). (3.41)
Using (3.32) and (3.41), we obtain
ϕVk(p1d,p2d)(m1, . . . ,mn, a) r
V
f B(m, k) ∧C(m, k). (3.42)
Thus for all natural numbers a and m1, . . . ,mn ∈M we have (3.42) when-
ever (3.38). Hence
k(p1d, p2d) r
V
f ∀x (A(x, k)→ B(x, k) ∧ C(x, k)). (3.43)
From (3.33), (3.43) it follows that (3.35). Thus for all natural numbers d
and k1, . . . , kl ∈M it follows from (3.34) that (3.35). Hence e r
V
f, r S.
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A8) Let S be
∀x (B(x, r)→ A(x, r))∧∀x (C(x, r)→ A(x, r))⇒ ∀x (B(x, r)∨C(x, r)→ A(x, r))
and |x| = n. It follows from (Cs), (BF), (Cm), and (SMN) that there exists
a V -function k such that if b, c ∈ In+1, then k(b, c) ∈ In+1 and for all natural
numbers m1, . . . ,mn, a we have
ϕVk(b,c)(m1, . . . ,mn, a) ≃ ϕ
V
b (m1, . . . ,mn, p2a) if p1a = 0, (3.44)
ϕVk(b,c)(m1, . . . ,mn, a) ≃ ϕ
V
c (m1, . . . ,mn, p2a) if p1a 6= 0. (3.45)
By (Cm), (BF), (DV), and (PV) there is a natural number e such that, for
all natural numbers k1, . . . , kl, d, we have
ϕVe (k1, . . . , kl, d) ≃ k(p1d, p2d). (3.46)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kl ∈M ,
d rVf ∀x (B(x, k)→ A(x, k)) ∧ ∀x (C(x, k)→ A(x, k)), (3.47)
where k = k1, . . . , kl. Let us prove that
ϕVe (k1, . . . , kl, d) r
V
f ∀x (B(x, k) ∨ C(x, k)→ A(x, k)). (3.48)
From (3.47) it follows that
p1d r
V
f ∀x (B(x, k)→ A(x, k)), (3.49)
p2d r
V
f ∀x (C(x, k)→ A(x, k)). (3.50)
Suppose for some natural numbers a and m1, . . . ,mn ∈M ,
a rVf B(m, k) ∨ C(m, k), (3.51)
where m = m1, . . . ,mn. From (3.51) it follows that either p1a = 0, or
p1a = 1. Let us consider 2 cases.
Case 1: p1a = 0. Then it follows from (3.51) that
p2a r
V
f B(m, k). (3.52)
Using (3.49) and (3.52), we get
ϕVp1d(m1, . . . ,mn, p2a) r
V
f A(m, k), (3.53)
From (3.44), (3.53) it follows that
ϕVk(p1d,p2d)(m1, . . . ,mn, a) r
V
f A(m, k). (3.54)
Case 2: p1a = 1. Then it follows from (3.51) that
p2a r
V
f C(m, k). (3.55)
Using (3.50) and (3.55), we obtain
ϕVp2d(m1, . . . ,mn, p2a) r
V
f A(m, k), (3.56)
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From (3.45), (3.56) it follows that (3.54).
Thus for all natural numbers a and m1, . . . ,mn ∈ M we have (3.54)
whenever (3.38). Hence
k(p1d, p2d) r
V
f ∀x (B(x, k) ∨C(x, k)→ A(x, k)). (3.57)
From (3.46), (3.57) it follows that (3.48). Thus for all natural numbers d
and k1, . . . , kl ∈M we have (3.48) whenever (3.47). Hence e r
V
f, r S.
A9) Let S be ∀x (A → B) ⇒ ∀x ([z/x]A → [z/x]B), where |x| = |z| = n. Any
variable in z is in x or in r. We will write z(x, r) instead of z. Thus S has
the form
∀x (A(x, r)→ B(x, r))⇒ ∀x (A(z(x, r), r)→ B(z(x, r), r)).
For all natural numbers k = k1, . . . , kl denote by z(x, k) the result of sub-
stituting k for r in z(x, r). If m = m1, . . . ,mn is a list of natural numbers,
then denote by z(m, k) the result of replacing x by m in z(x, k). Obviously,
z(m, k) is a list of natural numbers and |z(m, k)| = n. For all i = 1, . . . , n
denote by zi a function such that, for all natural numbers m, k, zi(m, k) is
the i-th element of z(m, k). Clearly, any zi is I
j
n+l for some j.
It follows from (Cm), (BF), (DV), (PV), and (SMN) that there exists a
V -function k such that, for all d ∈ In+1, we have k(d) ∈ In+l+1 and for all
natural numbers m1, . . . ,mn, a, k1, . . . , kl,
ϕVk(d)(m1, . . . ,mn, a, k1, . . . , kl) ≃ ϕ
V
d (z1(m, k), . . . , zn(m, k), a), (3.58)
where m = m1, . . . ,mn, k = k1, . . . , kl. Since the list z1(m, k), . . . , zn(m, k)
is z(m, k), we see that
ϕVk(d)(m1, . . . ,mn, a, k1, . . . , kl) ≃ ϕ
V
d (z(m, k), a). (3.59)
It follows from (SMN) that there exists a V -function s such that, for all
natural numbers k1, . . . , kl and c ∈ In+l+1, we have s(c, k1, . . . , kl) ∈ In+1
and
ϕVs(c,k1,...,kl)(m1, . . . ,mn, a) ≃ ϕ
V
c (m1, . . . ,mn, a, k1, . . . , kl) (3.60)
for all natural numbers m1, . . . ,mn, a. Using (3.59) and (3.60), we get
ϕVs(k(d),k1,...,kl)(m1, . . . ,mn, a) ≃ ϕ
V
d (z(m, k), a). (3.61)
It follows from (Cm), (DV), (PV), (BF) that there is a natural number e
such that, for all natural numbers k1, . . . , kl, d, we have
ϕVe (k1, . . . , kl, d) ≃ s(k(d), k1, . . . , kl) (3.62)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kl ∈M ,
d rVf ∀x (A(x, k)→ B(x, k)), (3.63)
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where k = k1, . . . , kl. Let us prove that
ϕVe (k1, . . . , kl, d) r
V
f ∀x (A(z(x, k), k)→ B(z(x, k), k)). (3.64)
Suppose for some natural numbers a and m1, . . . ,mn ∈M ,
a rVf A(z(m, k), k), (3.65)
where m = m1, . . . ,mn. Using (3.63) and (3.65), we obtain
ϕVd (z(m, k), a) r
V
f B(z(m, k), k). (3.66)
From (3.61), (3.66) it follows that
ϕVs(k(d),k1,...,kl)(m1, . . . ,mn, a) r
V
f B(z(m, k), k). (3.67)
Thus for all natural numbers a and m1, . . . ,mn ∈M we have (3.67) when-
ever (3.65). Hence
s(k(d), k1, . . . , kl) r
V
f ∀x (A(z(x, k), k)→ B(z(x, k), k)). (3.68)
From (3.62), (3.68) it follows that (3.64). Thus for all natural numbers d
and k1, . . . , kl ∈M we have (3.64) whenever (3.63). Hence e r
V
f, r S.
A10) Let S be ∀x (A→ B)⇒ ∀y (A→ B), where x = x1, . . . , xn, y = y1, . . . , yp
and no variable in y is free in ∀x (A→ B). Denote by u(r) a list of distinct
variables that consists all free variables of ∀x (A → B). For all natural
numbers k = k1, . . . , kl denote by u(k) the result of replacing r by k in u(r).
Any variable in x is in y or in r. We will write x(y, r) instead of x. For all
natural numbers k = k1, . . . , kl denote by x(y, k) the result of substituting k
for r in x(y, r). If m = m1, . . . ,mn is a list of natural numbers, then denote
by x(m, k) the result of replacing y by m in x(x, k). Obviously, x(m, k) is a
list of natural numbers and |x(m, k)| = n. For all i = 1, . . . , n denote by xi
a function such that xi(m, k) is the i-th element of x(m, k) for all natural
numbers m, k. Clearly, any xi is I
j
n+l for some j. Thus S has the form
∀x (A(x, u(r))→ B(x, u(r)))⇒ ∀y (A(x(y, r), u(r))→ B(x(y, r), u(r))).
It follows from (Cm), (BF), (SMN) that there exists a V -function k such
that, for all d ∈ In+1, we have k(d) ∈ Ip+l+1 and for all natural numbers
m1, . . . ,mp, a, k1, . . . , kl,
ϕVk(d)(m1, . . . ,mp, a, k1, . . . , kl) ≃ ϕ
V
d (x1(m, k), . . . , xn(m, k), a), (3.69)
where m = m1, . . . ,mp, k = k1, . . . , kl. By (SMN), there is a V -function
s such that, for all natural numbers k1, . . . , kl and c ∈ Ip+l+1, we have
s(c, k1, . . . , kl) ∈ Ip+1 and
ϕVs(c,k1,...,kl)(m1, . . . ,mp, a) ≃ ϕ
V
c (m1, . . . ,mp, a, k1, . . . , kl) (3.70)
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for all natural numbers m1, . . . ,mp, a. Since the list x1(m, k), . . . , xn(m, k)
is x(m, k), it follows from (3.69), (3.70) that for all natural numbers
m1, . . . ,mp, a, k1, . . . , kl and d ∈ In+1,
ϕVs(k(d),k1,...,kl)(m1, . . . ,mp, a) ≃ ϕ
V
d (x(m, k), a). (3.71)
By (Cm), (DV), (BF), (PV), there is a natural number e such that, for all
natural numbers k1, . . . , kl, d, we have
ϕVe (k1, . . . , kl, d) ≃ s(k(d), k1, . . . , kl). (3.72)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kl ∈M ,
d rVf ∀x (A(x, u(k))→ B(x, u(k))), (3.73)
where k = k1, . . . , kl. Let us prove that
ϕVe (k1, . . . , kl, d) r
V
f ∀y (A(x(y, k), u(k))→ B(x(y, k), u(k))). (3.74)
Suppose for some natural numbers a and m1, . . . ,mp ∈M ,
a rVf A(x(m, k), u(k)), (3.75)
where m = m1, . . . ,mp. Using (3.73) and (3.75), we get
ϕVd (x(m, k), a) r
V
f B(x(m, k), k) (3.76)
From (3.71), (3.76) it follows that
ϕVs(k(d),k1,...,kl)(m1, . . . ,mp, a) r
V
f B(x(m, k), k) (3.77)
Thus for all natural numbers a and m1, . . . ,mp ∈M we have (3.77) when-
ever (3.75). Hence
s(k(d), k1, . . . , kl) r
V
f ∀y (A(x(y, k), u(k))→ B(x(y, k), u(k))). (3.78)
From (3.72), (3.78) it follows that (3.74). Thus for all natural numbers d
and k1, . . . , kl ∈M we have (3.74) whenever (3.73). Hence e r
V
f, r S.
A11) Let S be ∀x, x (B(x, x, r) → A(x, r)) ⇒ ∀x (∃xB(x, x, r) → A(x, r)) and
|x| = n. It follows from (Cm), (BF), (DV), (PV) that there is a V -function
k such that, for every d ∈ In+2, we have k(d) ∈ In+1 and
ϕVk(d)(m1, . . . ,mn, b) ≃ ϕ
V
d (m1, . . . ,mn, p1b, p2b) (3.79)
for all natural numbersm1, . . . ,mn, b. By (DV) and (PV), there is a natural
number e such that, for all natural numbers k1, . . . , kl, d,
ϕVe (k1, . . . , kl, d) ≃ k(d). (3.80)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kl ∈M ,
d rVf ∀x, x (B(x, x, k)→ A(x, k)), (3.81)
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where k = k1, . . . , kl. Let us prove that
ϕVe (k1, . . . , kl, d) r
V
f ∀x (∃xB(x, x, k)→ A(x, k)). (3.82)
Suppose for some natural numbers b and m1, . . . ,mn ∈M ,
b rVf ∃xB(m,x, k), (3.83)
where m = m1, . . . ,mn. From (3.83) it follows that
p2b r
V
f B(m, p1b, k). (3.84)
Using (3.81) and (3.84), we get
ϕVd (m1, . . . ,mn, p1b, p2b) r
V
f A(m, k). (3.85)
From (3.79), (3.85) it follows that
ϕVk(d)(m1, . . . ,mn, b) r
V
f A(m, k). (3.86)
Thus for all natural numbers b and m1, . . . ,mn ∈M we have (3.86) when-
ever (3.83). Hence
k(d) rVf ∀x (∃xB(x, x, k)→ A(x, k)). (3.87)
From (3.80), (3.87) it follows that (3.82). Thus for all natural numbers d
and k1, . . . , kl ∈M we have (3.82) whenever (3.81). Hence e r
V
f, r S.
Suppose S is obtained by a rule of BQC.
R1) Let S be obtained by A⇒ B B ⇒ CA⇒ C and u = u1, . . . , up be an admissi-
ble list of variables for A ⇒ B, B ⇒ C, and A ⇒ C. By the induction
hypothesis, there exist natural numbers a, b such that
a rVf, u A⇒ B, (3.88)
b rVf, u B ⇒ C (3.89)
for every evaluation f . Using (3.88) and (3.89), we get a, b ∈ Ip+1. It follows
from (Cm), (BF) that there is a natural number c such that, for all natural
numbers k1, . . . , kp, d, we have
ϕVc (k1, . . . , kp, d) ≃ ϕ
V
b (k1, . . . , kp, ϕ
V
a (k1, . . . , kp, d)). (3.90)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kp ∈M ,
d rVf [k/u]A, (3.91)
where k = k1, . . . , kp. From (3.88), (3.91) it follows that
ϕVa (k1, . . . , kp, d) r
V
f [k/u]B. (3.92)
Using (3.89) and (3.92), we get
ϕVb (k1, . . . , kp, ϕ
V
a (k1, . . . , kp, d)) r
V
f [k/u]C. (3.93)
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From (3.90), (3.93) it follows that
ϕVc (k1, . . . , kp, d) r
V
f [k/u]C. (3.94)
Thus for all natural numbers d and k1, . . . , kp ∈M we have (3.94) whenever
(3.91). Hence c rVf, u A⇒ C. Thus c r
V
f, u S for all evaluations f . It follows
from Proposition 2.1 that there is a natural number e such that e rVf, r S
for all evaluations f .
R2) Let S be obtained by A⇒ B A⇒ CA⇒ B ∧ C and u = u1, . . . , up be an admissible
list of variables for A⇒ B, A⇒ C, and A⇒ B ∧C. By the induction hy-
pothesis, there exist natural numbers b, c such that, for every evaluation f ,
b rVf, u A⇒ B, (3.95)
c rVf, u A⇒ C. (3.96)
It follows from (3.95), (3.96) that b, c ∈ Ip+1. By (Cm), there is a natural
number a such that, for all natural numbers k1, . . . , kp, d,
ϕVa (k1, . . . , kp, d) ≃ c(ϕ
V
b (k1, . . . , kp, d), ϕ
V
c (k1, . . . , kp, d)). (3.97)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kp ∈M ,
d rVf [k/u]A, (3.98)
where k = k1, . . . , kp. From (3.95), (3.98) it follows that
ϕVb (k1, . . . , kp, d) r
V
f [k/u]B. (3.99)
Using (3.96) and (3.98), we get
ϕVc (k1, . . . , kp, d) r
V
f [k/u]C. (3.100)
From (3.99), (3.100) it follows that
c(ϕVb (k1, . . . , kp, d), ϕ
V
c (k1, . . . , kp, d)) r
V
f [k/u] (B ∧C). (3.101)
Using (3.97) and (3.101), we obtain
ϕVa (k1, . . . , kp, d) r
V
f [k/u] (B ∧C). (3.102)
Thus for all natural numbers d and k1, . . . , kp ∈ M we have (3.102) when-
ever (3.98). Hence a rVf, u A ⇒ B ∧ C. Thus a r
V
f, u S for all evaluations f .
It follows from Proposition 2.1 that there is a natural number e such that
e rVf, r S for all evaluations f .
R3) a) Let S be obtained by A⇒ B ∧CA⇒ B and u = u1, . . . , up be an admissible list
of variables for A⇒ B and A⇒ B ∧C. By the induction hypothesis, there
is a natural number a such that, for every evaluation f , we have
a rVf, u (A⇒ B ∧ C). (3.103)
January 27, 2020 1:40 WSPC/INSTRUCTION FILE gr˙jml
Generalized Realizability and Basic Logic 19
It follows from (3.103) that a ∈ Ip+1. By (Cm), there is a natural number
b such that, for all natural numbers k1, . . . , kp, d,
ϕVb (k1, . . . , kp, d) ≃ p1ϕ
V
a (k1, . . . , kp, d). (3.104)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kp ∈M ,
d rVf [k/u]A, (3.105)
where k = k1, . . . , kp. From (3.103), (3.105) it follows that
ϕVa (k1, . . . , kp, d) r
V
f [k/u] (B ∧ C). (3.106)
Using (3.106), we get
p1ϕ
V
a (k1, . . . , kp, d) r
V
f [k/u]B. (3.107)
From (3.104), (3.107) it follows that
ϕVb (k1, . . . , kp, d) r
V
f [k/u]B. (3.108)
Thus for all natural numbers d and k1, . . . , kp ∈ M we have (3.108) when-
ever (3.105). Hence b rVf, u A ⇒ B. Thus b r
V
f, u S for all evaluations f .
It follows from Proposition 2.1 that there is a natural number e such that
e rVf, r S for all evaluations f .
b) Let S be obtained by A⇒ B ∧ CA⇒ C and u = u1, . . . , up be an admissible list
of variables for A⇒ C and A⇒ B ∧C. By the induction hypothesis, there
is a natural number a such that, for every evaluation f , we have (3.103).
Obviously, a ∈ Ip+1. It follows from (Cm) that there is a natural number b
such that, for all natural numbers k1, . . . , kp, d, we have
ϕVb (k1, . . . , kp, d) ≃ p2ϕ
V
a (k1, . . . , kp, d). (3.109)
It can be easily checked that b rVf, u S for all evaluations f . It follows from
Proposition 2.1 that there is a natural number e such that e rVf, r S for all
evaluations f .
R4) Let S be obtained by B ⇒ A C ⇒ AB ∨ C ⇒ A and u = u1, . . . , up be an admissible
list of variables for B ⇒ A, C ⇒ A, and B ∨C ⇒ A. By the induction hy-
pothesis, there exist natural numbers b, c such that, for every evaluation f ,
b rVf, u B ⇒ A, (3.110)
c rVf, u C ⇒ A. (3.111)
It follows from (3.110), (3.111) that b, c ∈ Ip+1. By (Cs), (Cm), (BF), there
exists a natural number a such that, for all natural numbers k1, . . . , kp, d,
we have
ϕVa (k1, . . . , kp, d) ≃ ϕ
V
b (k1, . . . , kp, p2d) if p1d = 0, (3.112)
ϕVa (k1, . . . , kp, d) ≃ ϕ
V
c (k1, . . . , kp, p2d) if p1d 6= 0. (3.113)
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Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kp ∈M ,
d rVf [k/u] (B ∨C), (3.114)
where k = k1, . . . , kp. From (3.114) it follows that either p1d = 0, or p1d = 1.
Let us consider 2 cases.
Case 1: p1d = 0. Using (3.114), we get
p2d r
V
f [k/u]B. (3.115)
From (3.110), (3.115) it follows that
ϕVb (k1, . . . , kp, p2d) r
V
f [k/u]A. (3.116)
Using (3.112) and (3.116), we obtain
ϕVa (k1, . . . , kp, d) r
V
f [k/u]A. (3.117)
Case 2: p1d = 1. Using (3.114), we get
p2d r
V
f [k/u]C. (3.118)
From (3.111), (3.118) it follows that
ϕVc (k1, . . . , kp, p2d) r
V
f [k/u]A. (3.119)
Using (3.113) and (3.119), we get (3.117).
Thus for all natural numbers d and k1, . . . , kp ∈ M we have (3.117)
whenever (3.114). Hence a rVf, u B∨C ⇒ A. Thus a r
V
f, u S for all evaluations
f . It follows from Proposition 2.1 that there is a natural number e such that
e rVf, r S for all evaluations f .
R5) a) Let S be obtained by B ∨ C ⇒ AB ⇒ A and u = u1, . . . , up be an admissible list
of variables for B ⇒ A and B ∨C ⇒ A. By the induction hypothesis, there
is a natural number a such that, for every evaluation f , we have
a rVf, u B ∨ C ⇒ A. (3.120)
It follows from (3.120) that a ∈ Ip+1. By (Cm), (BF), (Cn), there is a
natural number b such that, for all natural numbers k1, . . . , kp, d,
ϕVb (k1, . . . , kp, d) ≃ ϕ
V
a (k1, . . . , kp, c(0, d)). (3.121)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kp ∈M ,
d rVf [k/u]B, (3.122)
where k = k1, . . . , kp. From (3.122) it follows that
c(0, d) rVf [k/u] (B ∨C). (3.123)
Using (3.120) and (3.123), we get
ϕVa (k1, . . . , kp, c(0, d)) r
V
f [k/u]A. (3.124)
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From (3.121), (3.124) it follows that
ϕVb (k1, . . . , kp, d) r
V
f [k/u]A. (3.125)
Thus for all natural numbers d and k1, . . . , kp ∈ M we have (3.125) when-
ever (3.122). Hence b rVf, u B ⇒ A. Thus b r
V
f, u S for all evaluations f .
It follows from Proposition 2.1 that there is a natural number e such that
e rVf, r S for all evaluations f .
b) Let S be obtained by B ∨ C ⇒ AC ⇒ A and u = u1, . . . , up be an admissible list
of variables for C ⇒ A and B ∨C ⇒ A. By the induction hypothesis, there
is a natural number a such that, for every evaluation f , we have (3.120). It
follows from (3.120) that a ∈ Ip+1. By (Cm), (BF), (Cn), there is a natural
number b such that, for all natural numbers k1, . . . , kp, d,
ϕVb (k1, . . . , kp, d) ≃ ϕ
V
a (k1, . . . , kp, c(1, d)). (3.126)
It can be easily checked that b rVf, u S for all evaluations f . It follows from
Proposition 2.1 that there is a natural number e such that e rVf, r S for all
evaluations f .
R6) Let S be obtained by A⇒ B
[y/x]A⇒ [y/x]B
and |x| = |y| = n. Suppose
u = u1, . . . , up is an admissible list of variables for A ⇒ B and [y/x]A ⇒
[y/x]B. By [y/x]u denote the result of substituting y for x in u. By u
is admissible for [y/x]A ⇒ [y/x]B, all variables in [y/x]u are in u. If
k = k1, . . . , kp is a list of natural numbers, then by [k/u][y/x]u denote the
result of substituting k for u in [y/x]u. Obviously, [k/u][y/x]u is a list of
natural numbers and |[k/u][y/x]u| = p. For all i = 1, . . . , l by zi denote a
function such that zi(k1, . . . , kp) is the i-th element of [k/u][y/x]u for all
natural numbers k1, . . . , kp. Clearly, for all i there exists j such that zi is
I
j
l+1. By the induction hypothesis, there is a natural number a such that,
for every evaluation f , we have
a rVf, u A⇒ B. (3.127)
From (3.127) it follows that a ∈ Ip+1. By (Cm), (BF), there is a natural
number b such that, for all natural numbers d and k = k1, . . . , kp,
ϕVb (k1, . . . , kp, d) ≃ ϕ
V
a (z1(k), . . . , zl(k), d). (3.128)
By [k/u][y/x]u is z1(k), . . . , zl(k),
ϕVb (k1, . . . , kp, d) ≃ ϕ
V
a ([k/u][y/x]u, d). (3.129)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kp ∈M ,
d rVf [k/u][y/x]A, (3.130)
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where k = k1, . . . , kp. From (3.127), (3.130) it follows that
ϕVa ([k/u][y/x]u, d) r
V
f [k/u][y/x]B. (3.131)
Using (3.129) and (3.131), we get
ϕVb (k1, . . . , kp, d) r
V
f [k/u][y/x]B. (3.132)
Thus for all natural numbers d and k1, . . . , kp ∈ M we have (3.132) when-
ever (3.130). Hence b rVf, u [y/x]A ⇒ [y/x]B. Thus b r
V
f, u S for all evalu-
ations f . It follows from Proposition 2.1 that there is a natural number e
such that e rVf, r S for all evaluations f .
R7) Let S be obtained by B ⇒ A
∃xB ⇒ A
, where x is not free in A. It is clear that
S has the form ∃xB(u, x)⇒ A(u) for some list of variables u = u1, . . . , up.
By the induction hypothesis, there is a natural number a such that, for
every evaluation f , we have
a rVf, u,x B ⇒ A. (3.133)
It follows from (3.133) that a ∈ Il+2. By (Cm), (BF), there is a natural
number b such that, for all natural numbers k1, . . . , kp, d,
ϕVb (k1, . . . , kp, d) ≃ ϕ
V
a (k1, . . . , kp, p1d, p2d). (3.134)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kp ∈M ,
d rVf ∃xB(k, x), (3.135)
where k = k1, . . . , kp. From (3.135) it follows that
p2d r
V
f B(k, p1d). (3.136)
Using (3.133) and (3.136), we get
ϕVa (k1, . . . , kp, p1d, p2d) r
V
f A(k). (3.137)
From (3.134), (3.137) it follows that
ϕVb (k1, . . . , kp, d) r
V
f A(k). (3.138)
Thus for all natural numbers d and k1, . . . , kp ∈ M we have (3.138) when-
ever (3.135). Hence b rVf, u ∃xB ⇒ A. Thus b r
V
f, u S for all evaluations f .
It follows from Proposition 2.1 that there is a natural number e such that
e rVf, r S for all evaluations f .
R8) Let S be obtained by ∃xB ⇒ AB ⇒ A , where x is not free in A. It is clear that S
has the form B(u, x) ⇒ A(u) for some list of variables u = u1, . . . , up. By
the induction hypothesis, there is a natural number a such that, for every
evaluation f , we have
a rVf, u ∃xB ⇒ A. (3.139)
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It follows from (3.139) that a ∈ Ip+1. By (Cm), (BF), there is a natural
number b such that, for all natural numbers k1, . . . , kp, c, d,
ϕVb (k1, . . . , kp, c, d) ≃ ϕ
V
a (k1, . . . , kp, c(c, d)). (3.140)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kp, c ∈M ,
d rVf B(k, c), (3.141)
where k = k1, . . . , kp. From (3.141) it follows that
c(c, d) rVf ∃xB(k, x). (3.142)
Using (3.139) and (3.142), we get
ϕVa (k1, . . . , kp, c(c, d)) r
V
f A(k). (3.143)
From (3.140), (3.143) it follows that
ϕVb (k1, . . . , kp, c, d) r
V
f A(k). (3.144)
Thus for all natural numbers d and k1, . . . , kp, c ∈ M we have (3.144)
whenever (3.141). Hence b rVf, u,x B ⇒ A. Thus b r
V
f, u,x S for all evaluations
f . It follows from Proposition 2.1 that there is a natural number e such that
e rVf, r S for all evaluations f .
R9) Let S be obtained by A ∧B ⇒ C
A⇒ ∀x (B → C)
, where |x| = n and all variables in
x are not free in A. It is clear that S has the form
A(u)⇒ ∀x (B(x, u)→ C(x, u))
for some list of variables u = u1, . . . , up. By the induction hypothesis, there
is a natural number c such that, for every evaluation f ,
c rVf, x,u A(u) ∧B(x, u)⇒ C(x, u). (3.145)
It follows from (3.145) that c ∈ In+l+1. By (Cm), (BF), (SMN), (PV), there
exists a V -function s such that we have
ϕVs(c,k1,...,kp,d)(m1, . . . ,mn, b) ≃ ϕ
V
c (m1, . . . ,mn, k1, . . . , kp, c(d, b)) (3.146)
for all natural numbers m1, . . . ,mn, k1, . . . , kp, d, b. It follows from (PV),
(SMN) that there is a natural number e such that, for all natural numbers
k1, . . . , kp, d, we have
ϕVe (k1, . . . , kp, d) ≃ s(c, k1, . . . , kp, d). (3.147)
Let ∅ 6= M ⊆ N and f be an M -evaluation. Suppose for some natural
numbers d and k1, . . . , kp ∈M ,
d rVf A(k), (3.148)
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where k = k1, . . . , kp. Let us prove that
ϕVe (k1, . . . , kp, d) r
V
f ∀x (B(x, k)→ C(x, k)). (3.149)
Suppose for some natural numbers b and m1, . . . ,mn ∈M ,
b rVf B(m, k), (3.150)
where m = m1, . . . ,mn. From (3.148), (3.150) it follows that
c(d, b) rVf A(k) ∧B(m, k). (3.151)
Using (3.145) and (3.151), we get
ϕVc (m1, . . . ,mn, k1, . . . , kp, c(d, b)) r
V
f C(m, k). (3.152)
From (3.146), (3.152) it follows that
ϕVs(c,k1,...,kp,d)(m1, . . . ,mn, b) r
V
f C(m, k). (3.153)
Thus for all natural numbers b and m1, . . . ,mn ∈M we have (3.153) when-
ever (3.150). Hence
s(c, k1, . . . , kp, d) r
V
f ∀x (B(x, k)→ C(x, k)). (3.154)
From (3.147), (3.154) it follows that (3.149). Thus for all natural numbers
d and k1, . . . , kp ∈M we have (3.149) whenever (3.148). Hence
e rVf, u A⇒ ∀x (B → C).
Thus e rVf, u S for all evaluations f . It follows from Proposition 2.1 that
there exists a natural number e′ such that e′ rVf, r S for all evaluations f .
Theorem 3.2. If a sentence A is derivable in BQC, then the sentence A is abso-
lutely V -realizable over all domains.
Proof. Let A be derivable in BQC. Then BQC ⊢ ⊤ ⇒ A. Since A is a sentence, we
see that an empty list of variables v is admissible for ⊤ ⇒ A. From Theorem 3.1
it follows that there exists a natural number e such that e rVf, v ⊤ ⇒ A for all
evaluations f . Then e′ rVf A for all evaluations f , where e
′ = ϕVe (0).
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