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Abstract
The research in anomaly detection lacks a unified definition of what represents
an anomalous instance. Discrepancies in the nature itself of an anomaly lead
to multiple paradigms of algorithms design and experimentation. Predictive
maintenance is a special case, where the anomaly represents a failure that must
be prevented. Related time series research as outlier and novelty detection or
time series classification does not apply to the concept of an anomaly in this
field, because they are not single points which have not been seen previously
and may not be precisely annotated. Moreover, due to the lack of annotated
anomalous data, many benchmarks are adapted from supervised scenarios.
To address these issues, we generalise the concept of positive and negative
instances to intervals to be able to evaluate unsupervised anomaly detection
algorithms. We also preserve the imbalance scheme for evaluation through the
proposal of the Preceding Window ROC, a generalisation for the calculation
of ROC curves for time series scenarios. We also adapt the mechanism from a
established time series anomaly detection benchmark to the proposed generali-
sations to reward early detection. Therefore, the proposal represents a flexible
evaluation framework for the different scenarios. To show the usefulness of this
definition, we include a case study of Big Data algorithms with a real-world
time series problem provided by the company ArcelorMittal, and compare the
proposal with an evaluation method.
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The label of anomaly detection is assigned to a variety of problems with
different natures and use cases [1]. For instance, time series anomalies in pre-
dictive maintenance or fault detection [2], process data in security [3] or graph
data in social media [4]. Other names like outliers, exceptions, rare events or
novelties are used with different intention or in different study fields. The dis-
parity of scenarios itself develops into multiple evaluation schemas, that may
cause confusion and proposals that are not correctly evaluated.
The variety of nomenclature to the scenarios has been addressed by other
researchers [5]. Their proposed taxonomy uses rare event for supervised tem-
poral data with a class imbalance and the task of classifying these time series
into known classes [6]. The broadly used term of anomaly is reserved for the
supervised classification task of non-temporal data with highly imbalanced class
distribution [7]. In the semi-supervised scenarios [8], where only normal data is
available during training time, some authors use the term of One-Class classi-
fication [1], [9], while others prefer Novelty detection, remarking the interest in
the unseen instances [10]. Another broadly used term is outlier detection [8],
usually associated with unsupervised classification and frequently in relation
with the term noise, more related to the data instances that divert from nor-
mal observations but not enough to be considered to have been produced by
another mechanism, which is in the ultimate instance the aim of abnormal data
detection algorithms.
In the specific scenario of predictive maintenance, as a special case of anomaly
detection in time series and the situation considered in this work, the events of
interest are represented by singular points that require an intervention. A sim-
ilar circumstance happens with time series anomaly detection algorithms: they
evaluate singular points to predict an event that does not affect only an instant
but a subsequent interval.
As expected, all the mentioned different scenarios use specific measures and
experimentation setups to validate their results. On the one hand, most of
these measures come from supervised imbalanced scenarios, as the recall of
the minority or new classes, or some combination of the precision and recall,
like the F-measure, or measures derived from the ROC (Receiver Operating
Characteristic) Curve, such as the Area under the curve (AUC) [11]. On the
other hand, for those scenarios where the main focus is the temporal component,
the proposals include a measure for the earliness of the detection [12] with the
aim of minimising the probability of a failure.
In summary, there are many different scenarios for abnormal behaviour that
go by the name of anomaly detection and many associated measures which have
associated drawbacks with respect to the addressed task of predictive mainte-
nance:
• The benefits of the imbalance problem approach are diluted by the omis-
sion of the temporal component.
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• The evaluation of the earliness in the detection is aggregated for a more
understandable comprehension through more parameters, making more
difficult the task of adaptation to general and real case scenarios.
To overcome these issues, we gather the different approaches to anomalous
event detection, unifying the evaluation schemes and the implications of the
instance and class assignation into an new evaluation framework for tempo-
ral unsupervised anomaly detection algorithms for scenarios where the events
of interest have a uncertain relation with the data. The proposed evaluation
framework definition starts with a temporal window that precedes the anomaly.
The general consideration is that a positive instance is detected when the al-
gorithm triggers an alarm within the window. However, this raises some logic
issues: What is the upper window limit? What is the usefulness of windows
so wide that they gather all the instances? Theoretically, we can consider the
whole interval as the previous window. Then, we would have only a positive in-
stance relative to the last logged event, and negative instances posterior to this
last instance, which lack a relevant meaning for a study, as random detectors
would benefit from these schemes. Nonetheless, the upper limit is subject to
the researcher interests. The proposed framework could be outlined using the
following components:
• In the first place, we define a transformation of the instances, from time-
stamps to intervals, with an aggregation that provides a wider view of the
event of an anomaly through the inclusion of a parameter for the length
of the window that precedes each annotated event.
• Then, we describe what are the options for the aggregation and what are
the implications, including an earliness-aware aggregation derived from
the Numenta Anomaly Benchmark (NAB).
• The next component is the Preceding Window ROC (pw-ROC), that gen-
eralise the definition of the classic ROC curve to include the previously
mentioned window length parameter. The aggregation of these pw-ROC
shapes the ROC surface, as the parameter of the length of the preceding
window represents the third dimension.
Therefore, the complete process generates a figure that provides the infor-
mation about the quality of the algorithm, not only at all the possible levels
of threshold to assign the anomaly labels but also to different levels of distance
until the event of interest. Two versions of this proposal has been implemented:
one classical version using python, and another version using pySpark to be
capable of handling Big Data time series problems. This proposal has two im-
plementations in python, one classic implementation and a distributed version
using pySpark to be capable of handling Big Data time series problems and is
available as a repository in GitHub1.
1https://github.com/ari-dasci/S-pwROC
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To validate the usefulness of the proposal, we include the evaluation using
this framework of three state-of-the-art algorithms and examine their results
using a real data set provided by ArcelorMittal2. We also evaluate the algo-
rithms using a scoring system for anomalous range and compare this evaluation
with our method to analyse the benefits of the proposal. The popularity of the
scenario, where the use of unsupervised algorithms is desired due to the lack
of certainty about the possible events that arise, although the events of inter-
est can be annotated through observation for algorithms evaluation, shows the
reliability of the proposed benchmark for such task.
In summary, the major contributions of this work are:
• Description of the distinctive features of the anomaly detection problem
for time series scenarios of predictive maintenance.
• Proposal of evaluation method for the described scenarios with associated
software for Big Data time series.
• Case study with a comparison between the outcome of the evaluation
method proposal and an evaluation proposal for a similar scenario.
This paper is organised as follows: Section 2 presents the current state of
anomaly detection evaluation systems, approaches and quality measures. In
Section 3, the proposed evaluation framework is presented and justified theoret-
ically. Section 4 includes the experiments and comparison performed to validate
the applicability and validity of the proposal. Finally, Section 5 concludes the
paper.
2. Background in anomaly detection evaluation
In this section, we describe four different approaches for the evaluation of
anomaly detection algorithms, particularly for those situations where temporal
component should be taken into account. The most used strategy is to consider
the problem of anomaly detection (without a temporal component) as an imbal-
anced classification task. In predictive maintenance the events of interest can be
transformed not into positive instance in a classification problem but into the
target variable for a regression algorithms perspective. More recent works shift
back to classification tasks with extra measures to reward the desired earliness
in the detection. For all these methodologies, the underlying anomaly detection
aim is to discern the timestamp when an anomaly occurs using the observa-
tions xi, i = 1, . . . , N , i. e. to provide an accurate label yi for each instance that
reflects the time series behaviour.
2https://corporate.arcelormittal.com/
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2.1. Anomaly detection evaluation for non-temporal data
For methods that provide a ranking of the instances according to their out-
lierness, the precision at n (P@n) is defined as the proportion of the first ranked
n instances that are anomalies [13]. If n is equal to the number of outliers in
the dataset, the the author denominates P@n as the R-precision. This makes
the reliability of this measure compromised by the n parameter, especially in
unsupervised scenarios [14]. The P@n measure would ignore the temporal com-
ponent in predictive maintenance scenarios, considering the observations as iso-
lated instances.
The problem of the balance is addressed in imbalance classification with
the ROC curve [15]. ROC space is defined as an [0, 1]× [0, 1] space using True
Positive Rate (TPR or sensibility, represented in Y axis) and False Positive Rate
(FPR or 1− specificity, represented in X axis) [16]. For example, an algorithm
with a perfect TPR and FPR would be in (0, 1). The extension of this concept is
used generally for algorithms that provide scores or probabilities in imbalanced
classification scenarios. Then, we can get different ROC points for each possible
threshold and TPR (and FPR) increases as this threshold does.
2.2. Regression transformation
As described in Section 1, temporal data represents a great proportion of
real-world problems. The most common task in time series problems is to model
the desired time series, a scenario where the temporal component is intrinsic to
the studied data, so the evaluation measure does not need to be aware of this
temporal nature and they use a regression measure like the Root Mean Squared
Error (RMSE) or the Error Ratio [17, 18]. However, for the specific case of
anomaly detection in time series, the interest relies on the anomalous events
that take place at a certain point in the time series, not the values of the time
series themselves.
One approach for the evaluation of anomaly detection in time series comes
from the transformation of the problem of rare event detection into a regression
problem, where for each timestamp i = 1, . . . , N , the target is the remaining
time ri until the failure or the stop [19]. This is an interesting proposal, as in
predictive maintenance we aim to maximise productivity with minimal repairs
costs through the knowledge of our system. Then, reliable predictions of the
available time until the failure (R(xi) = r̂i, i = 1, . . . , N) may help us in this
task. The evaluation measure is the RMSE, as in many regression problems.
This approach broaches the relevance of time in failure detection, and using the
RMSE as the quality measure overcomes the detachment between the singular
predictions and the continuous nature of the problem.
2.3. Rare event detection and earliness
In the time series classification problem scenario, the earliness is defined as
the mean percentage of the length tj of each time series Xj needed to provide
a class label Yj . The pertinence of taking into account the distance until the
predicted event is also addressed by Zhang et al. [20]. In this work, they
5
transform the rare event detection problem into a classification one through
the definition of a horizon window, in which the instances must be classified
as anomalous. A weight is assigned to these positive instances to give more
relevance to these closer to an event.
2.4. Range-Based Anomaly Detection Measures
A relevant scenario for temporal anomaly detection is the consideration of
time intervals as anomalies [21, 22]. In these works, Tatbul et al. propose
a range-based generalisation for the concepts of precision, recall and the F1
measure. The expected output of the algorithm is a label for each instance, that
is transformed to intervals of contiguous anomalous instance. These measures
evaluate each anomalous interval (Ri for real anomalous intervals and Pi for
predicted anomalous intervals) using the score based on the detection (E(Ri, P ),
the existence of at least a timestamp that belongs to Ri and any Pi ∈ P ), and
the overlap (O(Ri, P ), the proportion of detected timestamps in Ri). Therefore,
the subject of interest of this method are anomalous intervals, labeled as such.
Their proposal allows the modification of certain parameters to reward different
behaviours, such as an early or late detection of the anomaly within the real
anomalous interval.
This measure has a straightforward modification to evaluate algorithms for
the studied scenario, defining the anomalous time intervals as the windows pre-
ceding the event of interest. Then, to validate our proposal we compare it with
this evaluation method.
2.5. Numenta Anomaly Detection Benchmark
A vital problem for time series anomaly researches is that there are no ex-
tended benchmarks for the comparison of the performance of streaming anomaly
detection algorithms. A fundamental proposal is the Numenta Anomaly Bench-
mark [12]. This benchmark proposes a scoring function and provides a set of
manually labelled real-world time series. Here, four weightsATP , AFP , ATN , AFN
are defined for true positives, false positives, etc. The absolute value of these
weights are between 0 and 1, being ATN and ATP positives and AFN , AFP neg-
atives, to penalise the errors. The default scenario described in the Numenta
Anomaly Benchmark defines the weights ATP = ATN = 1, and AFP = AFN =
−1, although different values could be settled for different profiles. Then, a
window is defined previous to each anomaly. In these windows, only the first
alarm provided by the algorithm is kept, while the windows that precedes an
anomaly that do not have an alarm are considered to be false negative instances,
that could be denoted as missed windows. Let y be the relative position of the
alarm within the interval. Then, the score is defined as:






Therefore, the detections at the end of the interval (y = 0) are evaluated as 0,
and a detection just after the interval receives a smaller penalisation. Then, the
6
raw score for each data set is defined as the sum of the scores of the detections






This benchmark is subject to some criticisms made by Singh and Olin-
sky [23]. Some of these criticisms refer to the impracticality of the system
in a real-world streaming scenario as the allegedly good performance of the
studied algorithms is not enough for practical applications. Moreover, there are
some issues concerning the scoring function, as it is not clearly defined for every
situation. In their analysis, it is shown that their score over-reward avoiding
false positives and allows a low recall of the anomalies. We address these issues
concerning the scoring system through the combination of an imbalanced sce-
nario metric as the AUC with the window partition of the temporal space and
the weighting system for rewarding early detection.
2.6. Summary of quality measures
A summary of the different scenarios and used quality measures is included
in Table 1.
Task Description Evaluation Formula
time series class.







Percentage of the length of the


















Range-based measures Supervised Ranges
Precision/ αE(Ri, P )+
Recall (1− α)O(Ri, P )
NAB
Custom scoring system.
Detection within weights in
windows previous to anomalies.
Custom score
σA(y) = ATP−AFP1+e5y − 1∑
y∈Yd σ
A(y) +AFNfd
Table 1: Evaluation measures for abnormal behaviour detection
3. Evaluation framework for temporal unsupervised anomaly detec-
tion
This section is devoted to the description of the proposal of an evaluation
framework for the time series anomaly detection scenarios found in the liter-
ature so the researchers can obtain more relevant measures according to their
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data. As we have mentioned in the previous section, often time series anomalies
are labelled as singular points and scoring systems rewards an early detection.
However, these systems lack a balance mechanism that takes into account an
appropriate weight of the proportion of positive instances. Hence, they overes-
timate the relevance of both premature and correct detections to the detriment
of a big amount of false positives or false negatives instances.
We aim to introduce the mechanism of the ROC curve, that takes into ac-
count the relation between the TPR and FPR for the possible thresholds. An
additional benefit of using the ROC curve is the possibility of working with
anomaly scores instead of labels for the predicted instances. This feature pro-
vides more options when designing the combination methods.
This section is structured as follows: In subsection 3.1 we include the formal
definition of the proposed transformation of time-stamp instances into intervals.
The aggregation component is described in subsection 3.2. subsection 3.3 is
dedicated to the definition of the proposed Preceding Window ROC and the
considerations of the resulting ROC surface.
3.1. First component: Transformation into interval instances
Let X = {x1, . . . ,xN} be a time series and {t1, . . . , tN} be the time-stamps
for those instances. Let S = {s1, . . . , sM} be the set of time-stamps where occur
the M events. According to the desired study and the scenario, the M incidents
could be time-stamps that represents the events or the start of time intervals.
Let Wmax = mini=1,...,M−1{si+1 − si} be the maximum length of the window
that defines the positive intervals.
From now on, we denote w as the selected length of the window used to
determine the evaluation intervals and the quality measures. This parameter
belongs to (0,Wmax]. We could let w be 0, although a classic time-stamp
evaluation would be preferable for such length value.
Concerning the practical value of w, we could define the start of the positive
interval for a supervised scenario, as a rule of thumb, as 10% of the studied
period divided by the number of anomalies [12]. This value is subjected to
the researchers’ and the domain experts’ interests, especially for unsupervised
scenarios.
With the previous definitions, we define the set formed of the positive and
negative intervals that represent the aggregated instances, which contain the
original instances xj , j = 1, . . . , N :
Iw = {{xj : si−1 < tj ; si−(k+1)w < tj ≤ si−kw} : i = 1, . . . ,M ; k ∈ N0}, (3)
with s0 = min{s1, t1}, undefined otherwise for i = 1, and N0 represents the
natural numbers and the 0.
From these instances, we can define in a simpler way the positive instances
as a subset of I, which are the instances within a distance lower than w from
an event:
Pw = {{xj : 0 ≤ si − tj < w} : i = 1, . . . ,M}, (4)
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and the negative instances as those with a distance greater than w (from the
right) to an incident:
Nw = {{xj : si−1 < tj ; si−(k+1)w < tj ≤ si−kw} : i = 1, . . . ,M ; k ∈ N}. (5)
From these definitions, it is clear that Iw = Pw ∪ Nw,Pw ∩ Nw = ∅. For
simplicity, we can denote Iw = {Xl, l = 1, . . . , p}, where each Xl represents an
aggregation of the original instances. It is important to note that this definition
allows the framework application to non-uniformly sampled time series data. In
Figure 1 it is shown the partition Iw of a time series in the considered instances
using the color in the background, which would represent the elements of Iw.
The anomalous windows instances of Pw) are marked with a red line and the











Figure 1: Interval partition of the time series based on the red-dot highlighted anomalies.
3.2. Second component: Aggregation functions and earliness-aware scoring
Once the time-stamps are aggregated into interval instances, we propose the
use of a real valuated function f to summarise the anomaly score provided by
the algorithm A for those intervals:
f(Xl) = f ({A(x) : x ∈ Xl}) . (6)
There are some suitable options for f , that depend on the research interest and
the used algorithm. Here we include the main choices:
Average For those algorithms that provide an anomaly score, the mean is the
basic aggregator. The results are expected to be more representative for
the scenarios with more instances in each interval.
CCDF The Complementary Cumulative Density Function, with a threshold, to
compute the percentage of instances with an anomaly score greater than
such threshold. This aggregation function can be suitable for scenarios
with less instances within each interval or for those algorithms that only
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provide a label instead of an anomaly score. This aggregator with a 0.5
threshold is the median aggregation function.
NAB The Numenta weighting scheme is reformulated as another aggregation
function, giving less relevance to those time-stamp instances that are too








− 1. This gives a weight of near 1 for those
instances further to the next event than w, so we can ignore the weight in
the negative intervals. The 15 coefficient for the distance is derived from
Numenta Anomaly Benchmark, as they use a 5 coefficient for a 3 hours
window.
Filtering consideration. For those algorithms that provide an anomaly label for
each instance, particularly for those situations where they provide a high rate
of positive labels, the aforementioned aggregation functions may lead to a high
false positive ratio. As described in the previous section, there are some options
for filtering the positive instances:
Non-trigger window A second window w2 may be defined after each instance
declared to be positive by the algorithm, within which no other positive
instance is considered to the aggregation [24].
Counter We could considered a sliding window, where only the last triggered
alarm is declared as an anomaly if there were more than a certain number
K of alarms in such period.
The use of these functions is independent of the aggregation function and
may be considered as a part of it via composition f ′ = f ◦ g, where g represent
a filtering function and f and f ′ are aggregation functions.
3.3. Third component: Evaluation based in the Preceding Window ROC
ROC curve can be defined as a plot of the sensitivity versus (1− specificity)
for all possible threshold values c
ROC = {(P (y > c|ŷ = 0), P (y > c|ŷ = 1)) : c ∈ (∞,∞)} , (7)
where y represents the score and ŷ the real class. In our proposal, this definition
is subject to w, as it determines the score y through the aggregation made by
f . The inclusion of the time as a parameter for the definition of ROC was also
suggested by Heagerty et al. [25] for a different scenarios. Their work proposes
an estimation for the ROC in a time-stamp posterior to a medical treatment,
and the class represents the survival of the patient. This means that only the
ROC computation is changed with the window length parameter, and it does
not affect the label itself. Moreover, the window of study is posterior to the
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interest event and the class of the instance will not ever change again, unlike in
our work, where the windows precedes the event and the class is negative after
the event. For our evaluation framework, we propose the following definition of
the pw-ROC:
Definition. Preceding Window ROC for the window length w:
pw-ROCw = {(P (f(X) > c|X ∈ Nw), P (f(X) > c|X ∈ Iw)) : c ∈ (−∞,∞)}
(8)
It is important to note the influence of w, as it affects the definition ofNw and
Iw. Once we have obtained the different pw-ROC curves for the desired window
lengths, we can generate a ROC surface to observe the difference in the balance
between precision and specificity concerning the window length. The study
of this parameter allows the characterisation of the problem if the researchers
do not have prior information about the possible length of the window where
the anomalies can be detected in the sensors data. The AUC is expected to
improve as the window length increases as there are fewer negative instances.
Therefore, the window length when this performance surge happens is another
element to take into account when comparing algorithmsIf there are algorithms
that have a significative better AUC for shorter windows it implies that the
anomalous events are detectable by these algorithms. Another option is that
the surge happens in the upper limit of the range of window lengths, which may
be caused if there are no negative instances, so the expert knowledge may help
to avoid this issue.
The whole process is summarised in Figs. 2 to 4. From the anomaly scores
or labels provided by the algorithm, depicted in Figure 2, we can filter and
replicate the window partitioning according to different values of the window
parameter, obtaining multiple time series partitions, illustrated by Figure 3.
Then, an aggregation is performed depending on the researcher interest and a
ROC surface is obtained (Figure 4).
Figure 3 also helps to explain the influence of the window length in the
definition of the anomaly. For the sake of simplicity, let consider that the
detection algorithm provides only {0, 1} labels and that the aggregation method
is the maximum function. Then, an interval is labelled as positive if there is an
anomaly predicted in such interval. As previously stated, the score is expected
to increase with longer window lengths, because those undetected anomalous
intervals (plotted in red and ended with a False Negative dot) could include
some positive instances that were False Positives with a shorter window, as seen
in the first two highlighted points in Figure 3a and Figure 3b. Similarly, most
false positives instances will be captured by true positive intervals, increasing
the precision, as illustrated by the changes between Figure 3b and Figure 3c.
3.4. Software
The package pwROC implements the described algorithm evaluation method.































































Figure 3: Window partitioning
distributed version, which can be installed without the Spark and pySpark de-
pendencies, and a distributed version (the sub-module pwROCBD) for Big Data
time series, which requires a working spark installation and has pySpark as
python package dependency.
The package contains the functionality to preprocess the data set, filtering
the instances according to the maintenances, computing a specific ROC curve for
a window length or computing the ROC surface for the desired window lengths.
The available aggregation functions are the mean, median, complementary cdf
and the NAB weighting schema. The pwROCBD sub-module, which has the same
functionality as the classic implementation, requires
By using pandas.DataFrames and pyspark.DataFrames, pwROC enables users
to integrate the scoring system into their analyses. The expected data inputs are
the DataFrame with the timestamp and the anomaly score, and a numpy.array
with the timestamp of the start of the events of interest.
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Figure 4: ROC Surface
4. Case of study
In this section, we include the details of the analysis carried out with a real
case of study to illustrate the appropriateness of the proposed measures and the
comparison between the different modules. This analysis includes a comparison
with the evaluation method for the most similar scenario found in the literature.
4.1. Description of ArcelorMittal Sensor Data
The used data have been provided by ArcelorMittal. It comes from an
asset that requires permanent attention as failures occur with a high frequency.
Depending on the importance of the failure, the machine can be stopped for
a quick repair or need several days of reparation. The aim is to prevent these
serious breakdowns through the early detection of the machine problems.
The data includes the sensor time series and some other related information
(which may indicate some problem but do not imply an event of interest), e. g.
failures logs, contextual information, etc. The data set consists of more than 38
million observations of 112 numeric attributes, which involve information from
operational and environmental contexts.
We have preprocessed the data, scaling it to the zero-one range to prevent
an artificial algorithm behaviour and discarding six features from a total of 112
due to their constant value.
4.2. Algorithms involved in the experimentation
The experimentation includes the results obtained by three unsupervised
anomaly detection algorithms. These algorithms are big data redesigns of some
classic anomaly detection algorithms and they are available in the Anoma-
lyDSD3 Spark Package. The use of big data algorithms is derived from the
volume of the used data set.
3https://spark-packages.org/package/ari-dasci/S-AnomalyDSD
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• HBOS BD: Histogram-based Outlier Score (HBOS) anomaly detection al-
gorithm [26]. HBOS makes a histogram for every feature of the data to
assign an anomaly score according to the number of instances present in
each histogram bin. Two alternatives are proposed to process the numeri-
cal features: Static, with equal-width bins, and dynamic, where the values
are sorted and divided in an equal number of instances bins.
• LODA BD: Lightweight Online Detector of Anomalies (LODA) is an ensemble-
method based on the combination of random one-dimensional histograms [27].
The selection of random variables to make the histogram introduces a de-
gree of variability, a desired feature in ensemble-based methods.
• XGBOD BD: Extreme Gradient Boosting Outlier Detection (XGBOD)
[28] is an adaptation of XGBoost to a semi-supervised scenario. This
algorithm uses unsupervised anomaly detection algorithms to obtain a
representation for a supervised classifier.
In Table 2 we include the default parameters for each algorithm involved
in the comparison. The best parameters for the algorithms has been deter-
mined from an hyper-parameter optimization using the Optuna Optimization
Framework [29]. The used measure for the optimisation has been the proposed
ROC-AUC for a 6 hours window.
Algorithm Parameters
HBOS BD n bins = 100, strategy = “static”
LODA BD n bins = 100, k = 100
XGBOD BD detector = “LODA BD”, n TOS = 10, n selected TOS =
5, TOS strategy = “acc”, threshold = 0.1
Table 2: Default parameter setting for the anomaly detectors
These algorithms provide anomaly scores for each instance, so the filter
functions described in Section 3.2 has not been used, although they are included
in the paper to provide the mechanisms to adapt the scoring system to the
researcher interests.
4.3. Results and Analysis
In Table 3 we include the AUC value for the different algorithms for some
values of intervals (1, 6 and 48 hours) using the different aggregation functions.
The best AUC result is highlighted in bold type. For this evaluation method,
HBOS variants are in general the most effective, pointing out the general ab-
normality of time intervals previous to the alarms. The increasing AUC value
concerning the considered period is general to all aggregation and weighting
schemes. As described in Section 3, this is the expected behaviour as there are
fewer windows to be considered and those previous to an incident is considered
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to be more abnormal. However, this increase is not guaranteed for an algo-
rithm with random performance, and such AUCs are obtained here for certain
algorithms and small windows. In this particular study case, low AUCs should
not be attributed to the random performance, but to the relation between the
anomalous behaviour of the machine and the timestamp where the event of
interest starts.





mean 0.5623 0.5760 0.5592 0.4963
ccdf 0.4206 0.4410 0.4252 0.4510
NAB 0.5159 0.5155 0.5155 0.4314
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mean 0.5692 0.5886 0.5584 0.4924
ccdf 0.4619 0.4734 0.4827 0.5092
NAB 0.6569 0.6571 0.6557 0.6258
48
mean 0.7577 0.7334 0.6781 0.5651
ccdf 0.5792 0.5620 0.6418 0.6094
NAB 0.8373 0.8322 0.8332 0.8537
Table 3: AUC value for each algorithm and window length using different aggregations.
Concerning the Complementary CDF aggregation, the values show how a
non-linear aggregation benefits the XGBOD algorithm. Therefore, those al-
gorithms are more suitable for scenarios where single points may indicate an
abnormal problem instead of those where the anomalies come from a general
degradation of the series.
The values using the Numenta weighting mechanism are similar to the results
using the mean aggregation, as we are using the same aggregation function.
However, they are higher for wider windows, as the values further from the
annotated event have more relative weight and we have seen that the algorithms
do not perform well for narrow windows. It is important to note that XGBOD
obtains the best result for the 48 hours window length with this evaluation
scheme, so this algorithm also detects an abnormal general behaviour previous
to the event, although only at the start of the window, which is the performance
rewarded by the NAB scorer.
In Figure 5a, the ROC curve for the LODA algorithm with the mean aggre-
gation for the 36 hours interval previous to an event is shown. The performance
is only slightly better than a random prediction, although for this window length
it could be useful in the detection of anomalies. In Figure 5b we show the ROC
surface of the LODA algorithm for the windows up to 48 hours previous to an
incident. The aggregation method used is the mean of the score values.
In this image, the ROC surface shows that the performance is close to the
random performance for windows shorter than 20 hours. We can observe that
a surge in the performance when the window length is close to the upper limit,
particularly in the longest window, where there is an increase in the TPR while
15
the FPR is still low.
(a) Example of ROC curve for 36 hour window
(b) ROC Surface for LODA algorithm
Figure 5: ROC evaluation
We have performed statistical analysis with the results of the AUCs for
the mean aggregation to compare the algorithms. This paper does not present
an anomaly detection algorithm, but an evaluation framework, so the analyses
are not centred on one of the algorithms. To prove that there are differences
between results, we have used the Friedman test, as the results are not expected
to come from Gaussian distribution due to the different window lengths [30].
The obtained p-value is 1.41 · 10−6, so we can reject the null hypothesis that
represents the equivalence of the methods.
The results of a Friedman test with the Holland Post-Hoc adjust, used to
search for the differences claimed by the Friedman test, are shown graphically
in Figure 6. Here is shown that although HBOS variants are the algorithms
with better results, we cannot discard the possibility that these differences are
produced by chance. The main equivalence between the algorithms that can
be discarded is between the dynamic variant of the HBOS algorithm and both
LODA and XGBOD and between XGBOD and HBOS variants.
4.4. Comparison to Range-Based Precision and Recall
In this section, we compare our method to the range-based scoring system
[21]. The goal of the comparison is to show that the concept of the preceding
window ROC includes the information computed by the range-based precision
and recall, with the additional benefits of the ROC curve for unsupervised sce-
narios. Some considerations should be made concerning this comparison:
• The range-based proposal is intended to evaluate the detection of anoma-
lous intervals, so we have adapted the dataset, labelling as anomalous the
instances previous to the events using different window lengths, similarly
as in the proposed method.
• This method assumes that the outputs of the algorithm are anomaly la-
bels, while our method works with the anomaly scores. Then, for the
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Figure 6: Critical Difference comparison plot
algorithms involved in the comparison, certain anomaly levels have been
used to transform the score into dichotomic labels. For the sake of a more
direct comparison, we have computed the precision, recall and F1 at equiv-
alent thresholds of the proposed ROC curve. It is important to note that
the thresholds in the pw-ROC evaluation refer to the aggregated scores,
although there is not an univocal relation between instances.
• The comparison has been made using a subset due to the computational
cost of the computation of the range-based measures.
• We have used the mean aggregation for the pw-ROC measures.
• The time-based bias described in the range-based proposal has a similar
goal to the NAB weights. Here we have used a flat bias in both scoring
systems to focus the comparison in the evaluation of the anomaly detec-
tion.
For each algorithm, let q0.05 and q0.95 be the 0.05 and 0.95 quantile of the




1 if x ≥ q0.05 + α(q0.95 − q0.05)
0 otherwise
, (9)
where α takes the values of 0.2, 0.5 and 0.8. We have selected the 0.05 and
0.95 quantiles to filter the most extreme score values. Then, we have used three
threshold to mimic a scenario where only an estimation of the score distribution
is available.
In Table 4 we show the range-based F1 score, using different window lengths
and thresholds. With the exception of the combination of the two shortest win-
dows and the lowest threshold, where the dynamic and static version of HBOS







0.2 0.121 0.129 0.116 0.122
0.5 0.090 0.114 0.103 0.122
0.8 0.089 0.071 0.075 0.122
6
0.2 0.516 0.473 0.415 0.490
0.5 0.339 0.407 0.332 0.490
0.8 0.188 0.168 0.175 0.490
48
0.2 0.795 0.915 0.857 0.998
0.5 0.618 0.691 0.512 0.998
0.8 0.245 0.274 0.289 0.998
Table 4: Range-based F1
in every other scenario by the XGBOD algorithm. The big differences between
the scores with different anomaly thresholds imply that this scoring system re-
wards very positively the detection of anomalous instances without penalising
the false positives, which are very likely with a low threshold. The differences
with respect the pw-ROC evaluation, where XGBOD gets the worst results, can
be explained by the use of a threshold, that is determinant to the detection of
the anomalies. This circumstance is made clear by the following Figs. 7 to 9,
which show the comparison for the precision, recall and F1 measures between
the range-based and the preceding window for each threshold and window length
for both scoring methods (represented in colors).
Figure 7 shows the precision of the algorithms for the threshold and window
lengths. The results for both scoring methods are more similar for the precision
measure. For the 48 window length, all the predicted anomalous intervals fall
into anomalous ranges, meaning a 1 range-based precision. However, this is not
the case for the pw-ROC computation of the precision, as it may be that the
mean scores of some positive windows are less than the mean of instances outside
the positive windows. Then, the situation here could be that positive ranges
and windows contain anomalous instances, although the majority of scores are
much lower.
The mentioned hypothesis is supported by the comparison between the
range-based recall and the recall within the previous window shown in Figure 8.
It is important to note that the range-based recall of the XGBOD algorithm is
1 in all the scenarios, which means that all the positive instances are labelled
as anomalies for all the considered thresholds. Therefore, the determination of
the anomaly threshold is for the evaluation of this algorithm, while the pw-ROC
scoring system provides an evaluation more similar to the other algorithms ones.
Then, for this approach, we should know the distribution of the scores and ad-
just the threshold accordingly, as the precision is very low for the lower window
lengths. These results reinforce the hypothesis that ROC based scoring systems
are fairer, as they show the effectiveness for all the possible thresholds. Another
18


















































Figure 7: Preceding Window vs Range-Based Precision
aspect that polarises the output of the ranged based evaluation for algorithms
that have a narrow range of scores is the fact that the presence or absence of
instances labelled as anomalies affect the evaluation of the whole interval, while
the pw-ROC aggregates the information of the instances within the periods, a
process that avoids the dichotomisation of the output.
The combination of the previous scores is shown in Figure 9, which depicts
the comparison between the range-based F1 score for each threshold and window
length. The deepest difference here relies on the XGBOD algorithm, which
performs well in terms of the pw-ROC for the lower thresholds, but obtains a
near 1 range-based F1 score for every threshold for the 48 hours window length.
As mentioned before, this is a case where the good definition of the threshold
is crucial, while the pw-ROC computation of the score is not affected by it, not
only by being unnecessary to the computation of the curve but through the
window aggregation.
Cost analysis. The alleged computational complexity of the range-based mea-
sures is O(Nr × Np), where Nr is the number of real anomalous intervals and
Np represents the number of predicted anomalous intervals. However, this cost
omit the computation of the size of the intersection of the predicted and real
anomalous intervals and the biased weight of the instances within, which could
lead to a O(n2) computational cost, where n is the number of instances. The
19

















































Figure 8: Preceding Window vs Range-Based Recall
complexity of the proposed method is O(n), which could be a greater number
than Nr, Np, although our proposal is much more efficient in practice.
Table 5 shows the computational time of each evaluation method for each
threshold and window length. The results included in this table are the mean
computational time between the computational times for all the algorithms and
it is measured in seconds. The computational cost of the range-based measure
is much greater than the cost of the proposed method, especially when a larger
window is considered. The increase in the computational cost needed by the
range-based method for longer windows is derived from the need of computing
the intersection between longer anomalous intervals. A similar circumstance
happens with the 0.5 threshold, which implies a greater number of changes
between normal and anomalous predicted intervals. On the contrary, the cost
of the proposed method is only affected by the number of instances, as longer
windows mean fewer aggregations of more instances.
5. Concluding remarks
This work proposes an evaluation framework for anomaly detection for time
series scenarios. This framework allows the use of AUC, an extended anomaly
detection measure, for event detection regarding the uncertainty about the an-
notated timestamp of the event. The description of the components applied
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Figure 9: Preceding Window vs Range-Based F1
to the original time series data allows the researcher to propose new aggrega-
tion functions designed for their particular case within the proposed framework,
which can lead to more appropriate conclusions. We also have adapted into
the framework the well-known Numenta Anomaly Benchmark scoring system
to reward the early detection of the anomalies although our definition avoids
the proliferation of parameters that can obscure the meaning of the measure.
The experimentation with three different distributed algorithms for a real-
world case study with the mentioned characteristics of anomaly annotation, and
the comparison with a range-based scoring system, have validated the robust-
ness of the proposal of the used metrics and methods through the description
of a ROC based score instead of depending on an anomaly threshold, which
could bring a more dichotomous situation. Therefore, the presented evaluation
method has made viable the study of a problem of anomaly detection for time
series, with both classic and Big Data implementations of the scoring method,
which otherwise would have to use inappropriate or inefficient measures that
could lead to wrong conclusions about the quality of the algorithms.
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