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Abstract
This paper presents a perturbation method to obtain a sensitivity measure of trained solution from a set
of input patterns using support vector machine learning. Applying to classify images of binary classes, the
sensitivity measure adds ability to extract content of interest of images for two classes in image classi%cation.
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1. Introduction
Support vector machines (SVM) are supervised universal learning algorithms [4,2] for linearly
separating a binary class of data in classi%cation and regression. From a set of m labelled input
patterns xi ∈Rn, for i = 1; : : : ; m, the algorithm determines which input vectors support the linear
hyperplane that gives the largest margin of separation between the binary class yi ∈{−1;+1}, for
i = 1; : : : ; m. The hyperplane is given by f(x) = 〈w; (x)〉 + b = 0, where (·) : Rn → Rp is a
function that maps vectors from input space to feature space, w∈Rp is the normal of hyperplane in
feature space, and b∈R is the bias of the hyperplane.
To %nd the hyperplane a set of weights is used. The weights are obtained by solving a constrained
quadratic programming (QP) problem as
min

R() = 12 
TQ − T1 (1)
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subject to a linear equality constraint g() = Ty= 0 and a boxed inequality constraint 06 6C,
where Q(i; j) = yiyjK(xi; xj), y = [y1; : : : ; ym]T, 1= [1; : : : ; 1]T,  = [1; : : : ; m]T are the weights, C
a positive constant, and K(xi ; xj) = 〈(xi); (xj)〉 the kernel function.
While the optimal hyperplane provided by SVM is essential for robust image pattern classi%cation,
it is desirable to have some indication to highlight importance image features from the trained
samples, especially when the images are taken from noisy background. SVM in its original form
cannot provide such feature information.
One approach to enhance SVM classi%cation is to use the decision function f(x). The function
derived from the trained solution  is inFuenced by two major sources of randomness: randomness
from the selection of the training set and randomness caused by noises in measurements. Bousquet
and ElisseeG [1] presented an analysis of stability for the selection of the training set and discussed
the eGect on stability and generalisation. We investigate how randomness caused by measurement
noise can be incorporated in SVM to perturb the decision function so as to extract additional infor-
mation for classi%cation.
This paper presents a method to alter the training data for the SVM algorithm to extract pixel-wise
class data from the trained solution . We use two sensitivity measures when analysing sensitivity of
the solution to perturbations, and show how the result can quantify the pixel features of the decision
function obtained from trained sample images.
2. Training SVM with perturbation
2.1. The system
The support vector classi%er with perturbation in its block diagram representation is shown in
Fig. 1. It consists of three major subsystems: the unperturbed SVM, the perturbed SVM, and the
sensitivity analyser. The unperturbed SVM is the original SVM. The perturbed inputs for training xi
and yi are represented by the matrix Q∈Rm×m, where Q(i; j) = yiyjK(xi ; xj). The solution of the
unperturbed SVM is denoted as ∗. In the perturbed SVM, the perturbed set of xi is applied, but with
a pixel or a group of pixels at coordinate (u; v) removed for all the images. The pixel-wise perturbed
xi together with yi are used to generate the perturbed matrix Qk ∈Rm×m, where k = 1; : : : ; n is the
Fig. 1. Inhibitory perturbation SVM system.
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index that maps a set of pixels at (u; v) in the training set. The perturbed solution is denoted as k .
Applying ∗ and k to the sensitivity analyser, we obtain the margin sensitivity measure I‖wk‖2
and the bias sensitivity measure Ibk at coordinates (u; v) with a block size of dimensions (w; h).
The functions used in obtaining I‖wk‖2 and Ibk will be discussed in the next section.
We can interpret the removal of pixel block as an inhibitory perturbation to the Hessian Q. Let
the kernel K be linear. The matrix Q can be arranged as a sum of outer products [3]




where Xk ∈Rm×1 is the kth column of matrix X , X is formed by columns of image row vectors,
and ⊗ is the element-wise multiplication operation. The outer product XkX Tk ∈Rm×m represents the
kth product term of all the inner products in the matrix multiplication. We can regard inhibitory
perturbation as the removal of the outer product elements in the training set, and use this concept
to improve the compute speed of the perturbation analysis.
2.2. Margin and bias sensitivity measures
The margin sensitivity measure is the diGerence between the margin of perturbed and unperturbed






iyiK(xi ; xj)yjj; ∀i; j∈ 1; : : : ; m: (2)
Applying inhibitory perturbation will alter the Hessian according to
Qk = Q − XkX Tk ⊗ yyT; i = 1; : : : ; m: (3)
It follows from (2) and (3) that the perturbation will aGect the margin governed by
‖wk‖2 = TQk: (4)
This expression along with the unperturbed margin is used to %nd the margin sensitivity measure
I‖wk‖2 for perturbation introduced at the coordinate of an inhibited pixel or a block of pixels.
The bias sensitivity measure shows the change in the bias of the hyperplane after perturbation.
The measure is obtained as follows. The bias corresponding to the jth margin support vector is
computed from
bj = yj −
∑
{i|i¿0}
iyiK(xi ; xj); ∀j = {j|0¡j ¡C}:
The equation gives multiple bias values with diGerent j. They are averaged to obtain the mean value.
Subtracting from the unperturbed bias and normalising to an interval of [0; 1], the bias sensitivity
measure Ibk is found.
We remark that inhibitory perturbation is only applicable to applications where the maximum
ranges of each element in the input vectors are the same. That is, each outer product slice XkX Tk
has the same informational weights as all others. In image processing this is indeed the case as
the intensity ranges of all pixels are the same. In applications where the maximum ranges of each
element diGer, a scaling factor can be applied to each outer product slice to achieve the same eGect.
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Fig. 2. EGects of inhibitory perturbation on the margin and the bias: (a) unperturbed decision function; (b) margin grows;
(c) bias shifts.
2.3. Perturbation sensitivity maps
In inhibitory perturbation, the removal of important features belonging to either class will result
in loss of generality of the class, causing the classi%cation region covered by the class to shrink.
The consequence is an increase in the margin of separation, or equivalently, a decrease in ‖w‖2. To
illustrate, Fig. 2(a) shows the hyperplane, the margins of the two classes and their margin width of
an unperturbed system. Fig. 2(b) shows the margin width expands when features are removed.
The removal of features will aGect the bias b. If one class is aGected by the loss of the feature
more than the other class, there is a shift in the bias towards the class with the loss. Figs. 2(a) and
(c) contrast the eGect of bias shift.
As a way to visualise the eGect of changes to the margin and the bias, the margin map and the
bias map are used. The margin map is constructed by plotting the margin sensitivity values into
a 2D image array, with the coordinate position of the value corresponding to the location of the
inhibited pixels. The map displays the result of perturbation on the width of the separating margin.
If the removed feature plays an important part in generalisation of the two classes, the margin map
will show a larger decrease in the region of inhibition. Similarly, the bias map is plotted with the
bias sensitivity values into a 2D image array. It shows the eGect of perturbation on the bias on each
class in the region of inhibition of support vector hyperplane margin, and hence the importance of
the inhibited feature on the generalisation with respect to one class.
3. Examples and results
To illustrate the use of perturbation analysis in image classi%cation, a set of images containing
circles and squares is used. Noise is added to the intensity of all the images to simulate cluttered
background. The masks used to generate the images are shown in Figs. 3(a) and (b). Figs. 3(c) and
(d) show two examples of each class used in the training set. All images are 32× 32 pixels.
The data set is %rst trained by a linear SVM to obtain an unperturbed decision function. An image
block of dimensions (w; h)=(2; 2), i.e., a 2×2 image block, is used as the mask to remove the pixel
features from each 32× 32 image and the data set is re-trained to obtain a set of perturbed decision
functions. The sensitivity measures of the margin and the bias are calculated and their image maps
are formed.
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Fig. 3. Masks used to generate the objects: (a) squares; (b) circles. Two example images used in the training set: (c) a
square; (d) a circle. All images are 32× 32 pixels.
Fig. 4(a) is the margin map. It shows the signi%cance of each pixel with respect to the SVM
generalisation. The bias map in Fig. 4(b) shows the signi%cance of each pixel with respect to the
class. The intersecting region of the two shapes indicates that there is little information that can be
obtained from this area as the two shapes have the same perturbation characteristics. Nonoverlapping
regions have the highest information content; background regions have lower information content
since they are uncorrelated with one other. As the sensitivity maps give a direct correspondence to
each pixel when classifying an image, they are suited for use to diGerentiate between background
and the object of interest.
To investigate how nonlinear kernels perform under inhibitory perturbation, simulation study is
conducted with the RBF (radial basis function) SVM classi%er. Figs. 5(a) and (b) show the results.
Comparing the sensitivity maps in Figs. 4 and 5, we observe that the two results are similar.
However, the bias map of the RBF appears noisier. The diGerence is due to that the RBF gives
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Fig. 4. The 16 × 16 sensitivity maps for the square-circle example trained with the linear kernel: (a) the margin
map—greyscale 1 denotes small increase in margin width and 0 for large increase; (b) the bias map—greyscale 1 for the
circle class and 0 the square class.
Fig. 5. The sensitivity maps with the RBF kernel: (a) the margin map; (b) the bias map.
a closer nonlinear %t of the hyperplane between the two classes, and hence some noise eGects are
included in its decision function.
4. Conclusion
The inhibitory perturbation method has been proposed to extract pixel features from a trained
SVM problem, with two sensitivity measures to provide a direct correspondence to each pixel when
classifying an image. We have introduced matrix outer product as a way to separate the contents in
training vectors, and linked it to inhibitory perturbation of an image.
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