We extend the classical path analysis by showing that, for a singly-connected path diagram, the partial covariance of two random variables factorizes over the nodes and edges in the path between the variables. This result allows us to give an alternative explanation to some causal phenomena previously discussed by Pearl (2013), and to show that Simpson's paradox cannot occur in singly-connected path diagrams.
Introduction
To ease interpretation, linear structural equation models are typically represented as path diagrams: Nodes represent random variables, directed edges represent direct causal relationships, and bidirected edges represent confounding, i.e. correlation between error terms. Moreover, each directed edge is annotated with the corresponding coefficient in the linear structural equation model, a.k.a. path coefficient. Likewise, each bidirected edge is annotated with the corresponding error correlation. A path diagram also brings in computational benefits. For instance, it is known that the covariance σ XY of two standardized random variables X and Y can be determined from the path diagram. Specifically, σ XY can be expressed as the sum for every ∅-open path between X and Y of the product of path coefficients and error covariances for the edges in the path (Wright, 1921; Pearl, 2009 ). For non-standardized variables, one has to multiply the product associated to each path with the variance of the root variable in the path, i.e. the variable with no incoming edges. A path can have no root variables
In this note, we develop a similar factorization for the partial covariance σ XY ⋅Z in singly-connected path diagrams, i.e. no undirected cycle exists. We also demonstrate our result with some examples borrowed from Pearl (2013) , where some causal phenomena are illuminated with the help of path diagrams. Finally, we show that Simpson's paradox cannot occur in singly-connected path diagrams.
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Paths without Colliders
We start by recalling the separation criterion for path diagrams. A node C in the path π XY between two nodes X and Y is a collider if A → C ← B or A → C ↔ B or A ↔ C ↔ B is a subpath of π XY . Otherwise, C is a non-collider. Then, π XY is said to be Z-open if
• no non-collider in π XY is in Z, and • every collider in π XY is in Z or has some descendant in Z. If there exists no such path (which we denote as X ⊥ Y Z), then we can readily conclude that σ XY ⋅Z = 0. If on the other hand such a path does exist, we assume in this section that it has no colliders, and defer the case with colliders to the next section. For singly-connected path diagrams, the following two theorems show that σ XY ⋅Z can be written as a product over the nodes and edges in the path. See Appendix A for the proofs. Hereinafter, we use the following notation. The parents of a node X are P a(X) = {Y Y → X}. The children of X are Ch(X) = {Y X → Y }. The spouses of X are Sp(X) = {Y X ↔ Y }.
Theorem 1. Let π XY be of the form X = X m ← ⋯ ← X 2 ← X 1 → X m+1 → ⋯ → X m+n = Y . Let Z i be a set of nodes such that each is connected to P a(X i ) ∪ Sp(X i ) ∖ π XY by a path. 1 Let Z i be a set of nodes such that each is connected to Ch(X i ) ∖ π XY by a path. Let
where σ XmXm+n is obtained by path analysis.
Each variance ratio above can be interpreted as a deflation factor (≤ 1) that accounts for the reduction of the partial variance of X i when conditioning on Z i . The expression above can be simplified if the paths between Z i and X i are closed with respect to Z 1∶i−1 1∶i−1 ∪ Z i (i.e., Z i ⊥ X i Z 1∶i−1 1∶i−1 ∪ Z i ) since, then, the corresponding variance ratio is 1. Note also that σ XmXm+n⋅Z 1∶m+n 1∶m+n is bounded above by σ XmXm+n . Moreover, conditioning does not change the sign of the covariance, i.e. sign(σ XmXm+n⋅Z 1∶m+n 1∶m+n ) = sign(σ XmXm+n ). This implies that if π XY is of the form X → ⋯ → Y , then conditioning does not change the sign of the regression coefficient of Y on X and, thus, of the causal effect of X on Y . This observation will be instrumental in proving that Simpson's paradox does not occur in singly-connected path diagrams (see Corollary 10).
Theorem 2. Let π XY be of the form X = X m ← ⋯ ← X 2 ← X 1 ↔ X m+1 → ⋯ → X m+n = Y . Let Z i be a set of nodes such that each is connected to P a(X i ) ∪ Sp(X i ) ∖ π XY by a path. Let Z i be a set of nodes such that each is connected to Ch(X i ) ∖ π XY by a path.
where σ XmXm+n is obtained by path analysis, and Z 1∶0 1∶0 = ∅. We now demonstrate the theorems above with some examples. These are borrowed from Pearl (2013) , where some causal phenomena are illuminated with the help of path diagrams. Our results provide an alternative explanation for these phenomena.
Example 3. Consider the path diagram (i) in Figure 1 . The causal effect of X on Y is given by the regression coefficient β Y X = αβ. Since W does not lie on the causal path from X to Y , one may think that the causal effect of X on Y is also given by the partial regression coefficient β Y X⋅W , which can be computed from the subpopulation satisfying W = w for any w. However, this is incorrect as shown by Pearl (2013, Section 3.2) . This is an example of the bias introduced by conditioning on a proxy of a mediator. We can confirm this bias by applying Theorem 1 with X 1 = X, X 2 = Z, X 3 = Y, Z 1 1 = Z 2 = Z 3 = Z 3 3 = ∅, and Z 2 2 = {W }, which gives that
Moreover, σ XY = σ 2 X αβ by path analysis. Then,
and, thus, β Y X⋅W ≠ αβ unless γ = 0 or α = σ Z σ X . To see it, note that
and, similarly,
In summary, the causal effect of X on Y cannot be computed from the subpopulation satisfying W = w because β Y X⋅W ≠ αβ. However, if σ 2 X and σ 2 Z are known, then the causal effect can be computed from that subpopulation by correcting β Y X⋅W as shown in Equation 1.
As also shown by Pearl (2013, Section 3.2) , no bias is introduced in the path diagram (ii) in Figure 1 . To confirm it, we can apply Theorem 1 with X 1 = X, X 2 = Z, X 3 = Y, Z 1 1 = Z 3 3 = ∅, and Z 2 = Z 2 2 = {W }, which gives that
where the last equality follows from the fact that X ⊥ W ∅ and, thus, σ 2 X = σ 2 X⋅W . Example 4. Consider the path diagram (iii) in Figure 1 . The causal effect of X on Y is given by the regression coefficient β Y X = α. Since Z does not lie on the causal path from X to Y , one may think that the causal effect of X on Y is also given by the partial regression coefficient β Y X⋅Z , which can be computed from the subpopulation satisfying Z = z for any z. However, this is incorrect as shown by Pearl (2013, Section 3.3 ). This is an example of the bias introduced by conditioning on a proxy of the effect, a.k.a. selection bias. We can confirm the bias introduced by applying Theorem 1 with X 1 = X, X 2 = Y, Z 1 1 = Z 2 = ∅, and Z 2 2 = {Z}, which gives that
Moreover, σ XY = σ 2 X α by path analysis. Then,
and, thus, β Y X⋅Z ≠ α unless δ = 0 or α = σ Y σ X as shown in Example 3. In summary, the causal effect of X on Y cannot be computed from the subpopulation satisfying Z = z because β Y X⋅Z ≠ α. However, if σ 2 X and σ 2 Y are known, then the causal effect can be computed from the subpopulation by correcting β Y X⋅Z as shown in Equation 2.
As also shown by Pearl (2013, Section 3.3) , no bias is introduced in the path diagram (iv) in Figure 1 . To confirm it, we can apply Theorem 1 with X 1 = X, X 2 = Y, Z 1 1 = {Z}, and Z 2 = Z 2 2 = ∅, which gives that
Moreover, σ XY = σ 2 X a by path analysis. Then,
In summary, conditioning on a child of an intermediary or on a child of the effect introduces a bias in the estimation of the causal effect of interest. Appendix B illustrates with experiments how this bias may lead to suboptimal decision making. On the other hand, conditioning on a parent of an intermediary or on a child of the cause does not introduce any bias, which implies that the causal effect of interest can be estimated from a sample of the corresponding subpopulation. For completeness, we show below that conditioning on a parent of the cause or on a parent of the effect does not introduce any bias.
Example 5. Consider the path diagram (ii) in Figure 1 . The causal effect of Z on Y is given by the regression coefficient β Y Z = β. Since W does not lie on the causal path from Z to Y , one may think that the causal effect of Z on Y is also given by the partial regression coefficient β Y Z⋅W . We can confirm that this is correct by applying Theorem 1 with X 1 = Z, X 2 = Y, Z 1 1 = {W }, and Z 2 = Z 2 2 = ∅, which gives that
Moreover, σ ZY = σ 2 Z β by path analysis. Then,
Consider again the path diagram (ii) in Figure 1 . The causal effect of X on Z is given by the regression coefficient β ZX = α. Since W does not lie on the causal path from X to Z, one may think that the causal effect of X on Z is also given by the partial regression coefficient β ZX⋅W . We can confirm that this is correct by applying Theorem 1 with X 1 = X, X 2 = Z, Z 1 1 = ∅, and Z 2 = Z 2 2 = {W }, which gives that
Moreover, σ XZ = σ 2 X α by path analysis. Then,
where the last equality follows from the fact that X ⊥ W ∅ and, thus,
Example 6. Consider the path diagram in Figure 2 , which generalizes the path diagram (i) in Figure 1 . Since σ XY factorizes over the path between X and Y due to path analysis and, moreover, W i does not lie on this path, then one may think that σ XY = σ XY ⋅W i , where the latter can be computed from the subpopulation satisfying W i = w i for any w i . However, this is incorrect due to Theorem 1. Interestingly though, Theorem 1 allows us to prove that the bias introduced by conditioning on W i decreases with the distance from W i to Z. In other words,
where, as discussed before, all these partial covariances have the same sign. This phenomenon has previously been reported by Chaudhuri and Richardson (2003, Lemma 3.1) . Specifically, the path diagram in Figure 2 implies the linear structural equations
(3) Moreover, Theorem 1 implies that
and
where the second equality is by path analysis, and the third by Equation 3. Now, σ 2 Z⋅W i < σ 2 Z⋅W i+1 follows from Equations 5 and 6, which implies
Furthermore, Theorem 1 allows us to prove that the result above does not only hold for
were all these partial regression coefficients have the same sign. This strengthens the result in Example 3. Chaudhuri and Tan (2010, Theorem 2.1) have previously reported this phenomenon.
Specifically, we assume for simplicity that the random variables are standardized. Then, Theorem 1 implies that
where the second implication is due to path analysis. Note that we have reached a contradiction because −1 < γ i+1 < 1 since the variables are standardized (see also Equation 3). Finally, that β Y X⋅Wn < β Y X can be proven likewise.
Example 7. Consider the path diagram (i) in Figure 3 . Let us denote it by G. Moreover, let G α denote the diagram that results when the edge (Pearl, 2009, Theorem 5.3.1) . However, if U is unobserved then β Y X⋅U cannot be computed. Assume that the proxy Z of U is observed and, thus, Pearl (2013, Section 3.11) shows that the bias introduced by adjusting for Z instead of U vanishes as the correlation between U and Z grows, i.e. when Z is a good proxy of U . The same occurs in the path diagram (ii) in Figure  3 .
Although the path diagrams in Figure 3 are not singly-connected, we can still use our results to reach the same conclusions as Pearl. First, note that checking whether X ⊥ Y Z holds in G α is equivalent to checking whether σ XY ⋅Z = 0 holds in G α . Since G α is a singlyconnected path diagram, we can apply Theorem 1 and conclude that σ XY ⋅Z = σ XY σ U ⋅Z σ U . This implies that, although conditioning on Z does not nullify the covariance of X and Y , it does reduce it. Moreover, the greater the correlation between U and Z, the greater the reduction and, thus, the closer β Y X⋅Z comes to α. We illustrate this with some experiments in Appendix C.
Paths with Colliders
In this section, we address the case where π XY has colliders. Specifically, let π XY be Z-open. Given a collider C in π XY , an opener is any
where Z 1∶1 1∶0 = Z 1 and W 1∶0 = ∅. In the theorem above, if π XW i has some collider then σ XW i ⋅ZZ 1∶i 1∶i−1 W 1∶i−1 is obtained by recursively applying the theorem to π XW i . When π XW i has no colliders, σ XW i ⋅ZZ 1∶i 1∶i−1 W 1∶i−1 is obtained as shown in Theorems 1 and 2. Likewise for π W i Y and σ W i Y ⋅ZZ 1∶i 1∶i−1 W 1∶i−1 . Example 9 demonstrates this recursive procedure. Specifically, let π XY have colliders C 1 , . . . , C k , where C i has openers W i = {W i1 , . . . , W in i }. Then, the recursive procedure just described allows us to write σ XY ⋅ZZ 1∶n 1∶n W 1∶n as
In other words, the partial covariance decomposes as a sum over the different ways of opening π XY , and each term in the sum is a product of calls to Theorems 1 and 2. Then, each term in the sum factorizes over the nodes and edges of π XY . This resembles how path analysis on unconstrained path diagrams decomposes the covariance of two random variables over the different ∅-open paths between them. Figure 4 . Path diagram in Example 9.
Example 9. Consider the path diagram in Figure 4 . Then, the partial covariance σ XY ⋅C ′ Z 1 1 W 1∶2 can be computed with the help of Theorem 8 with Z = {C ′ }. Specifically,
where the partial covariances in the numerators can be computed as shown in Theorems 1 and 2. Putting all together, we have that
which confirms Equation 7 and the discussion thereof.
Pearl (2013, Section 3.1) illustrates Simpson's paradox by applying path analysis on the path diagram X → Z → Y ← X, i.e. the diagram contains an undirected cycle. We now show that Simpson's paradox cannot occur in singly-connected path diagrams. As discussed before, Theorems 1 and 2 imply that conditioning does not change the sign of the covariance for paths without colliders. The following corollary shows that this also holds for paths with colliders.
Corollary 10. Let π XY be open with respect to Z and Z ∪ W . Then, sign(σ XY ⋅Z ) = sign(σ XY ⋅ZW ).
Discussion
In this note, we have extended the classical path analysis by showing that, for a singly-connected path diagram, the partial covariance of two random variables factorizes over the nodes and edges in the path between the variables. This result applies even when the path contains colliders. We find the case where the path has no colliders particularly interesting, since then the partial covariance can be computed by multiplying the expression for the covariance given by path analysis with a product of deflation factors that account for the reduction of the partial variances of the variables in the path. Moreover, these results have allowed us to give an alternative explanation to some causal phenomena previously discussed by Pearl (2013) , and to show that Simpson's paradox cannot occur in singly-connected path diagrams. Naturally, we would like in the future to extend our results beyond singly-connected path diagrams.
Appendix A: Proofs
Recall that in all the results below the path diagram is assumed to be singly-connected.
Lemma 11. Let S be a root node in a path π XY without colliders, i.e. A ← S → B or S → B is a subpath of π XY . Note that S = X or S = Y in the latter case. Note also that S is the only root node in π. Let W be a set of nodes such that each is connected to P a(S) ∪ Ch(S) ∪ Sp(S) ∖ {A, B} by a path. Then,
Proof. Assume that W is a singleton. Note that X ⊥W Z ∪ S. Then,
Repeated application of the result above proves the result for when W is a set.
Lemma 12. Let S be a non-root node in a path π XY without colliders, i.e. A ← ⊸ S → B or A ← ⊸ S is a subpath of π XY . 2 Note that S = X or S = Y in the latter case. Let W be a set of nodes such that each is connected to P a(S) ∪ Sp(S) ∖ {A} by a path. Then,
Proof. Assume that W is a singleton. Then,
Lemma 13. Let S be a non-root node in a path π XY without colliders, i.e. A ← ⊸ S → B or A ← ⊸ S is a subpath of π XY . Note that S = X or S = Y in the latter case. Let W be a set of nodes such that each is connected to Ch(S) ∖ {B} by a path. Then,
Proof of Theorem 1. First, note that
by Lemma 11. Then, note that
by Lemma 12. Finally, note that
by Lemma 13. Continuing with this process for the rest of the nodes yields the desired result.
Proof of Theorem 2. Analogous to the proof of Theorem 1.
Proof of Theorem 8. First, note that
Then, the theorem follows by recursively applying the paragraph above to σ XY ⋅ZZ 1∶n−1 1∶n−1 W 1∶n−1 until n − 1 = 0, in which case σ XY ⋅ZZ 1∶n−1 1∶n−1 W 1∶n−1 = σ XY ⋅Z = 0 because X ⊥Y Z.
Proof of Corollary 10. We assume that W is a singleton. Repeated application of the reasoning below proves the corollary for when W is a set. We prove the corollary by induction over the number of colliders in π XY . If there are no colliders, then the corollary follows from Theorems 1 and 2. We assume as induction hypothesis that the corollary holds if π XY has fewer than k colliders, and now prove it for k colliders. We consider the following three cases. Case 1. There is a collider C in π XY with the same openers when computing σ XY ⋅Z and σ XY ⋅ZW . Let us denote them by W 1 , . . . , W n . According to Theorem 8, σ XY ⋅Z decomposes as a sum of terms of the form
. Therefore, each term in the sum decomposition of σ XY ⋅ZW has the same sign as the corresponding term in the decomposition of σ XY ⋅Z . Case 2. There is a collider C in π XY with openers W 1 , . . . , W n when computing σ XY ⋅Z , and openers W 1 , . . . , W n−1 , W when computing σ XY ⋅ZW . In other words, W replaces W n as an opener, which implies that C → ⋯ → W → ⋯ → W n . Note that replacing the n-th opener is not a constraint as the labeling of the openers is arbitrary. As in the previous case, σ XY ⋅Z decomposes as a sum of terms of the form
and likewise for σ W i Y ⋅U i . Then, each term in the sum is of the form
Likewise, σ XY ⋅ZW decomposes as a sum of terms of the same form for all 1 ≤ i ≤ n − 1, plus a new term of the form
for some U . Moreover, the induction hypothesis implies that sign(σ XC⋅U ) = sign(σ XC⋅Un ) and sign(σ CY ⋅U ) = sign(σ CY ⋅Un ). Therefore, each term in the sum decomposition of σ XY ⋅ZW has the same sign as the corresponding term in the decomposition of σ XY ⋅Z . Case 3. There is a collider C in π XY with openers W 1 , . . . , W n when computing σ XY ⋅Z , and openers W 1 , . . . , W n , W when computing σ XY ⋅ZW . In other words, W is an additional opener. Note that n ≥ 1 for π XY to be open. As in the previous case, σ XY ⋅Z decomposes as a sum of terms of the form in Equation 8. Likewise, σ XY ⋅ZW decomposes as a sum of terms of the same form for all 1 ≤ i ≤ n, plus a new term of the form in Equation 9 . Moreover, the induction hypothesis implies that sign(σ XC⋅U ) = sign(σ XC⋅U i ) and sign(σ CY ⋅U ) = sign(σ CY ⋅U i ) for all 1 ≤ i ≤ n. Therefore, the new term has the same sign as the rest of the terms in the decomposition of σ XY ⋅ZW and, thus, the same sign as the terms in the decomposition of σ XY ⋅Z .
Appendix B: Suboptimal Decision Making I
In this appendix, we show that the bias introduced by conditioning on a child of the effect (recall Example 4) may lead to suboptimal decision making. We do so with the help of the following fictitious but, in our opinion, realistic scenario. Doctor 1 and Doctor 2 both treat a certain disease by administering approximately 5 units of drug X, i.e. X ∼ N (5, σ X ). The doctors use different methods to administer the drug, which we suspect affects the effectiveness of the drug. The effectiveness of the drug is assessed by measuring the abundance of Y in blood, which is determined by X, i.e. Y = α i X + Y for Doctor i and Y ∼ N (0, σ Y ). The higher the value of Y the higher the effectiveness of the treatment. Moreover, the doctors also monitor the abundances of Z and W in blood, which are determined by respectively X and Y , specifically Z = X + Z and W = Y + W for both doctors and Z ∼ N (0, σ Z ) and W ∼ N (0, σ W ). The doctors divide the treatments into ordinary and extraordinary. Specifically, Doctor 1 declares the treatment ordinary when 4 < Z < 6, and Doctor 2 when 4 < W < 6. The doctors share with us data only about ordinary treatments. They believe that extraordinary treatments may lead to new findings about the disease at hand and, thus, they are not willing to share them as of today.
The problem above can be rephrased as follows. We want to estimate α 1 in the following path diagram (Doctor 1) from a sample of the subpopulation satisfying 4 < Z < 6:
We also want to estimate α 2 in the following path diagram (Doctor 2) from a sample of the subpopulation satisfying 4 < W < 6:
As discussed in Example 4, the estimate of α 1 will be unbiased, whereas the estimate of α 2 will be biased. This may make us recommend the suboptimal doctor to future patients. We illustrate this below with some experiments.
Estimating α 1 and α 2 above can be seen as an instance of the exploration/exploitation dilemma: In order to learn the effectiveness of the treatment administered by a particular doctor, the doctor has to administer the treatment to some patients, which leads to some patients receiving suboptimal treatment. A straightforward solution to this dilemma consists in combining exploration and exploitation as follows: Select the doctor with the highest effectiveness so far (i.e. exploitation) with probability 1− , otherwise select the doctor at random (i.e. exploration). This strategy is called -greedy in the reinforcement learning community (Sutton and Barto, 2018) . Figure 5 (top) shows the estimates of α 1 and α 2 (denoted asα 1 and α 2 ) obtained by running -greedy for 5000 iterations (a.k.a. episodes). Each episode consists in selecting a doctor for treating a patient. The doctor shares the data with us only if the treatment is regarded as ordinary. In our experiments, this means that each episode starts by choosing a doctor, say Doctor 1, according to the -greedy strategy. Then, a triplet of values (x, y, z) is sampled from the corresponding linear structural equation model. 3 Finally, the triplet is kept if 4 < z < 6 and discarded otherwise. In the figure, we can clearly see thatα 1 converges to α 1 , whereasα 2 does not converge to α 2 . Moreover,α 1 converges to a larger value thanα 2 , which means that Doctor 1 is considered more effective than Doctor 2 and, thus, we should recommend the former. This is suboptimal because, as shown in the figure, α 2 is greater than α 1 and, thus, Doctor 2 should be preferred. This conclusion was consistent across many runs of the experiment. In each run, α 1 and α 2 were sampled uniformly from the intervals (0.5, 1.5) and (α 1 + 0.15, α 1 + 0.3) respectively, i.e. Doctor 2 was more effective than Doctor 1. In each run, σ X = σ Y = σ Z = σ W = 1.
As discussed in Example 4, if we can estimate σ 2 X and σ 2 Y , then we can correct the bias inα 2 . To illustrate this, assume that the doctors do not share with us data about individual extraordinary treatments but they do share aggregated data, in particular some estimates of σ 2 X and σ 2 Y (which they can compute from all the ordinary and extraordinary treatments performed). Figure 5 (bottom) showsα 1 andα 2 when the correction is applied to the latter. We can appreciate that both path coefficient estimates converge to the true values, and that Doctor 2 is now preferred. Again, this conclusion was consistent across many runs of the experiment. Of course, -greedy is not the only way of solving the problem above. Alternative solutions include Thompson sampling, upper confidence bound (UCB) or directly performing a randomized controlled trial. However, the conclusions should not differ essentially from the ones presented above. The code for our experiments is publicly available at https://www.dropbox.com/s/hawshrihhgr5uvi/MAB.zip?dl=0.
Appendix C: Suboptimal Decision Making II
In this appendix, we show that the bias introduced by adjusting for a faithful proxy of a confounder is negligible for decision making (recall Example 7). However, the bias may be substantial when adjusting for a proxy of a non-confounder in a confounding path, which may lead to suboptimal decision making. We do so with the help of the following fictitious but, in our opinion, realistic scenario. Doctor 1 and Doctor 2 both treat a certain disease by administering a dose of drug X. The dose is determined by the abundance of U in blood. The doctors use different methods to administer the drug, which we suspect affects the effectiveness of the drug. The effectiveness of the drug is assessed by measuring the abundance of Y in blood, which is determined by X and U . The lower the value of Y the higher the effectiveness of the treatment. Unwilling to disclose further details about the treatment, the doctors do not share with us any measurements of U . However, they do provide us with measurements of two proxies of U . Specifically, Doctor 1 provides us with the abundance of Z in blood, whereas Doctor 2 provides us with the abundance of W in blood. The former is known to be caused by U , whereas the latter is known to cause U . 4 In the language of path diagrams, the problem above can be stated as follows. We want to estimate α 1 in the following path diagram (Doctor 1) from a sample for X, Y and Z:
We also want to estimate α 2 in the following diagram (Doctor 2) from a sample for X, Y and W :
Recall that U is unobserved. As discussed in Example 7, if Z and W are faithful proxies of U , then the estimates of β Y X⋅Z and β Y X⋅W should be close to α 1 and α 2 , respectively, which implies that we should be able to identify the optimal doctor. We illustrate this below with some experiments. As in Appendix B, we use -greedy to solve the problem above. We consider = 0.2 and 5000 episodes. In each run of -greedy, α 1 and α 2 are sampled uniformly from the intervals (0.5, 1.5) and (α 1 − 0.3, α 1 − 0.15) respectively, i.e. Doctor 2 is more effective than Doctor 1. The standard deviations of the error terms are all equal to 1, with the exception of the term corresponding to Z for Doctor 1 and the term corresponding to U for Doctor 2. Specifically, σ Z , σ U = 0.1, 0.5, 1. The smaller the values of σ Z and σ U the better Z and W are as proxies of U . Figure 6 (top) shows a representative run of the many that we performed. We can see that Doctor 2 is preferred if Z and W are equally good proxies of U , i.e. σ Z = σ U . Moreover, bothα 1 andα 2 converge to the true values when Z and W are faithful proxies of U , i.e. σ Z = σ U = 0.1.
The experiments above may lead one to conclude that blocking a confounding path by adjusting for a proxy does not bias much the estimate of a causal effect as long as the proxy is a good one. However, this is not true. To illustrate it, we repeat the experiments above after replacing the confounding path between X and Y in the path diagrams with the confounding path X ← U ′ → U → Y . Figure 6 (bottom) shows a representative run of the new experiments. We can clearly see thatα 1 converges to a smaller value thanα 2 for every combination of σ Z and σ U , i.e. no matter how good Z and W are as proxies of U . This means that Doctor 1 is considered more effective than Doctor 2 and, thus, that we should recommend the former. This is suboptimal because, as shown in the figure, α 2 is smaller than α 1 and, thus, Doctor 2 should be preferred. Note also thatα 1 converges to α 1 when Z is almost a perfect proxy of U . On the other hand,α 2 behaves bad no matter how good W is as a proxy of U . In summary, on the negative side, we wrongly recommend Doctor 1 but, on the positive side, we can estimate her effectiveness accurately if Z is a faithful proxy of U . To get further insight into these results, we can repeat the reasoning in Example 7 now for the path diagrams of Doctor 1 and Doctor 2. Let G denote the path diagram of Doctor 1. Since G α 1 is singly-connected, we can apply Theorem 1 and conclude that σ XY ⋅Z = σ XY σ U ⋅Z σ U . This implies that conditioning on Z reduces the covariance between X and Y . Moreover, the greater the correlation between U and Z, the greater the reduction and, thus, the closer β Y X⋅Z comes to α 1 . Let G now denote the path diagram of Doctor 2. Applying Theorem 1 to G α 2 gives that σ XY ⋅W = σ XY . In other words, conditioning on W leaves the covariance of X and Y unchanged. Moreover, X ⊥W ∅ in G and, thus, σ X⋅W = σ X and, thus, β Y X⋅W = β Y X . In other words, adjusting for W does not solve our problem, even if W is almost a perfect proxy of U . In summary, the effectiveness of adjusting for a proxy depends on the type of confounding path, the type of causal relation between the proxy and the unobserved variable, and the correlation between them.
