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Les interfaces sont largement utilisées dans la conception orientée objet pour la programma-
tion modulaire aﬁn de promouvoir la stabilité des logiciels et de faciliter leur maintenance. Ces
mécanismes permettent de cacher les détails des implémentations qui varient et qui sont po-
tentiellement instables dans l’évolution logicielle. Les classes clients ne connaissent que l’abs-
traction déﬁnie par l’interface aﬁn de minimiser l’impact de changement des implémentations.
Cependant, les dépendances avec les implémentations peuvent être coûteuses et impliquent que
les clients ne sont pas protégés aux changements.
Nous proposons une étude empirique dont l’objectif principal est de comprendre dans un
contexte réel des structures de conception favorisant la protection des variations. Notre étude
est basée sur un modèle théorique des interfaces stables, et pour lequel certaines classes lo-
gicielles qui utilisent ces interfaces peuvent être identiﬁées comme clients stables ou clients
instables. Nous étudions empiriquement de diverses mesures de ces clients, y compris leur
prédisposition aux changements et aux bogues en utilisant les données de plusieurs projets de
logiciels à code source ouvert.
Le but de notre étude est d’évaluer si les clients instables sont plus impliqués dans les change-
ments et les bogues par rapport aux clients stables.
Nous montrons que, dans presque toutes les versions des systèmes étudiés, les clients qui dé-
pendent des implémentations sont plus exposés aux changements et aux bogues.
Mots clés: Interface, Prédisposition aux changements, Prédisposition aux bogues, Protec-
tion des variations, Client stable, Client instable





Interfaces are widely used in object-oriented design for modular programming to increase soft-
ware stability and to facilitate their maintenance. These mechanisms allow hiding implemen-
tation details that vary and are potentially unstable in the evolution of systems. Clients only
know about abstraction deﬁned by the interface to minimize the impact caused by changes
in the implementations. However, dependencies on implementations are deemed harmful and
imply that clients can be affected by changes.
We propose an empirical study for which the main objective is to understand real-world use of
structures favoring protected variations in software design. Our study is based on a theoretical
model for stable interfaces, and for which certain software classes using such interfaces can
be identiﬁed statically as either stable clients or unstable clients. We investigate empirically
various measures of these clients, including their change- and fault-proneness using data from
several open-source software projects.
The goal of our study is to assess whether stable clients have a higher likelihood than unstable
clients to be involved in changes and bug ﬁxes.
We show that in almost all releases of the systems studied, clients that have dependencies on
implementations are more change- and fault-prone than clients that only depend on interfaces.





INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPITRE 1 REVUE DE LA LITTÉRATURE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1 Stabilité des logiciels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.1 Métriques de mesure de la stabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.2 Principes de conception liés à la stabilité des logiciels . . . . . . . . . . . . . . . . . . . . . 10
1.2 Mécanisme d’interface en OO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.1 Modèle d’une zone de variabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3 Prédisposition des systèmes aux changements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.3.1 Prédisposition des patrons Gang Of Four aux changements . . . . . . . . . . . . . . . . 20
1.3.2 Prédisposition des anti-patrons aux changements . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.4 Prédisposition des systèmes aux bogues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
CHAPITRE 2 ÉTUDE EMPIRIQUE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1 Extraction et collecte des données . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1.1 Outils utilisés . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1.2 Génération du modèle de stabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.3 Détection des changements au niveau des clients . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.1.4 Détection des bogues au niveau des clients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 Questions de recherche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3 Variables de recherche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.1 Variables indépendantes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.2 Variables dépendantes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4 Contexte de l’étude empirique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.4.1 JHotDraw . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.4.2 ArgoUML . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4.3 Rhino . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5 Méthodes d’analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.5.1 Test de Mann–Whitney . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.5.2 Taille d’effet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.5.3 Diagramme en boîte à moustaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
CHAPITRE 3 RÉSULTATS ET DISCUSSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1 RQ1 : Est-ce que le couplage instable affecte la prédisposition des clients
aux changements dans l’évolution des logiciels ? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1.1 JHotDraw . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.2 ArgoUML . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.1.3 Rhino . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 RQ2 : Est-ce que le couplage instable affecte la prédisposition des clients
aux bogues dans l’évolution des logiciels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
XII
3.2.1 JHotDraw . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2.2 ArgoUML . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.3 Rhino . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3 Discussion des résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3.1 JHotDraw . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.2 ArgoUML . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.3.3 Rhino . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.4 Obstacles à la validité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4.1 Validité externe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4.2 Validité interne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4.3 Validité de construit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.5 Limites de l’approche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
BIBLIOGRAPHIE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
LISTE DES TABLEAUX
Page
Tableau 2.1 Liste des versions étudiées du projet JHotDraw. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Tableau 2.2 Liste des versions étudiées du projet ArgoUML. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Tableau 2.3 Liste des versions étudiées du projet Rhino. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Tableau 3.1 Résultats statistiques de la prédisposition des clients (instables vs
stables) aux changements dans JHotDraw. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Tableau 3.2 Résultats statistiques de la prédisposition des clients (instables vs
stables) aux changements dans ArgoUML. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Tableau 3.3 Résultats statistiques de la prédisposition des clients (instables vs
stables) aux changements dans Rhino. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Tableau 3.4 Résultats statistiques de la prédisposition des clients (instables vs
stables) aux bogues dans JHotDraw.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Tableau 3.5 Résultats statistiques de la prédisposition des clients (instables vs
stables) aux bogues dans ArgoUML. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
Tableau 3.6 Résultats statistiques de la prédisposition des clients aux bogues




Figure 0.1 Structure du mémoire sous forme de carte conceptuelle. . . . . . . . . . . . . . . . . . . . . . . 4
Figure 1.1 Iceberg expliquant le principe de masquage d’information proposé
par McConnell (2004) et adapté par Ruﬁange et Fuhrman (2014). . . . . . . . . . . 14
Figure 1.2 Exemple du principe de la ségrégation d’interface tiré de (Martin,
2000). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Figure 1.3 Implémentation de l’inversion de contrôle avec l’injection de
dépendance proposée par (Fowler, 2004). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
Figure 1.4 Modèle d’une zone de variabilité proposé par Ruﬁange et Fuhrman
(2014). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Figure 2.1 Processus de la collecte de données. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Figure 2.2 Changement du type des clients dans l’évolution des logiciels. . . . . . . . . . . . . . . 30
Figure 2.3 Suppression des clients dans l’évolution des logiciels. . . . . . . . . . . . . . . . . . . . . . . . 30
Figure 2.4 Modiﬁcation du type des clients dans l’évolution des logiciels. . . . . . . . . . . . . . . 32
Figure 2.5 Renommage des clients dans l’évolution des logiciels. . . . . . . . . . . . . . . . . . . . . . . . 32
Figure 2.6 Exemple de représentation des distributions de données avec des
boîtes à moustaches. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Figure 3.1 Boîtes à moustaches des nombres de changements des clients
stables et instables dans JHotDraw. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Figure 3.2 Boîtes à moustaches des nombres de changements des clients
stables et instables dans ArgoUML (0.10 - 0.14). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Figure 3.3 Boîtes à moustaches des nombres de changements des clients
stables et instables dans ArgoUML (0.16 - 0.20). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Figure 3.4 Boîtes à moustaches des nombres de changements des clients
stables et instables dans ArgoUML (0.22 - 0.26). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Figure 3.5 Boîtes à moustaches des nombres de changements des clients
stables et instables dans Rhino (1.5R1 - 1.5R3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
XVI
Figure 3.6 Boîtes à moustaches des nombres de changements des clients
stables et instables dans Rhino (1.5R4.1 - 1.6R1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Figure 3.7 Boîtes à moustaches des nombres de changements des clients
stables et instables dans Rhino (1.6R4 - 1.7R4). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Figure 3.8 Boîtes à moustaches des nombres de corrections de bogues des
clients stables et instables dans JHotDraw. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Figure 3.9 Boîtes à moustaches des nombres de corrections de bogues des
clients stables et instables dans ArgoUML (0.10 - 0.14). . . . . . . . . . . . . . . . . . . . . . 54
Figure 3.10 Boîtes à moustaches des nombres de corrections de bogues des
clients stables et instables dans ArgoUML (0.16 - 0.20). . . . . . . . . . . . . . . . . . . . . . 55
Figure 3.11 Boîtes à moustaches des nombres de corrections de bogues des
clients stables et instables dans ArgoUML (0.22 - 0.26). . . . . . . . . . . . . . . . . . . . . . 55
Figure 3.12 Boîtes à moustaches des nombres de corrections de bogues des
clients stables et instables dans Rhino (1.5R1 - 1.5R3). . . . . . . . . . . . . . . . . . . . . . . 56
Figure 3.13 Boîtes à moustaches des nombres de corrections de bogues des
clients stables et instables dans Rhino (1.5R4.1 - 1.6R1). . . . . . . . . . . . . . . . . . . . . 57
Figure 3.14 Boîtes à moustaches des nombres de corrections de bogues des
clients stables et instables dans Rhino (1.6R4 - 1.7R4). . . . . . . . . . . . . . . . . . . . . . . 58
Figure 3.15 Diagramme de classes du patron de conception Commande tiré de
(Gamma et al., 1994). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Figure 3.16 Exemple du client spécialisé dans le patron Commande du projet
JHotDraw 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Figure 3.17 Fabrique simple dans le système JHotDraw permettant de retourner
les instanciations de l’interface Action. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
LISTE DES ABRÉVIATIONS, SIGLES ET ACRONYMES
API Application Programming Interface
OO Objected Oriented
ISP Interface Segregation Principle
GoF Gang Of Four
OCP Open Closed Principle
SVN SubVersioN
CSV Comma Separated Values
CVS Concurrent Versions System
NoC Number Of Children




L’évolution des logiciels est reconnue comme un processus naturel pour les systèmes d’une
longue durée de vie (Lehman, 1980). Les raisons de l’évolution sont principalement liées aux
changements dus à l’ajout ou l’amélioration des fonctionnalités, la correction des bogues, la
refactorisation du code source, l’adaptation à un nouvel environnement, etc. Bien que ces
changements soient nécessaires pour garder la pertinence des logiciels, l’évolution peut me-
ner à la dégradation de la conception, et rend le système plus difﬁcile à maintenir et à tes-
ter. En conséquence, les logiciels peuvent devenir ingérables et éventuellement inutilisables
(Van Gurp et Bosch, 2002).
En génie logiciel, les abstractions sont des mécanismes importants dans la conception permet-
tant de gérer les parties complexes des systèmes et de faciliter le développement modulaire.
L’idée fondamentale de ce concept revient au principe de masquage des informations proposé
par Parnas (1972) qui consiste en la création des modules permettant de dissimuler les dé-
cisions de conception qui sont difﬁciles ou présentent des possibilités de changement. Une
abstraction peut prendre la forme d’une interface entre les détails des implémentations d’un
module souvent exposés aux changements et les autres composants d’un système. Le concep-
teur décide les fonctionnalités qui sont visibles à l’extérieur et qui forment les abstractions des
variations. L’avantage de ce mécanisme est de faciliter le développement parallèle en équipe.
Les composants logiciels peuvent évoluer de façon indépendante. De plus, il favorise le faible
couplage entre les modules en minimisant les dépendances risquées.
Les langages modernes de la programmation orientée objet prennent en charge l’abstraction à
travers plusieurs techniques de développement. En Java, les interfaces sont des concepts impor-
tants permettant de cacher les implémentations par rapport aux composants externes appelés
clients. Une interface déclare un ensemble de contrats de service qui déﬁnissent la façon d’in-
teraction entre les modules logiciels. La protection de variations (Larman, 2001) ou de détails
ne peut être achevée que si les clients dépendent seulement de l’interface. La minimisation des
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complexes du système, la facilité de l’extension des fonctionnalités et la stabilité des clients en
diminuant l’impact des changements inévitables des implémentations.
Les chercheurs et les experts ont proposé une variété de techniques de développement pro-
mouvant une meilleure utilisation de ce mécanisme. La programmation à l’interface et non aux
implémentations proposée par Gamma et al. (1994) constitue un concept fondamental dans
l’utilisation des interfaces. L’idée derrière cela est que les clients dépendent des interfaces et
n’invoquent pas les variations isolées. Ce type de couplage est considéré comme stable parce
que les clients connaissent uniquement les abstractions. Les clients sont privés de la création
des objets dérivés de l’interface. Cette responsabilité peut être affectée à un patron créationnel
tel que les fabriques dans GoF (Gamma et al., 1994).
Cependant, les défauts de conception dans les interfaces peuvent mener à une augmentation
des coûts de développement, et à la dégradation de la qualité du code (Abdeen et al., 2013a).
Le couplage des clients avec les implémentations est jugé coûteux (Izurieta et Bieman, 2013)
et implique que ces derniers ne sont pas protégés aux changements qui se produisent au niveau
des variations. Ce type de dépendance est instable, car il peut introduire des changements dans
le système et augmente le nombre du couplage risqué. Dans la pratique, les développeurs des
classes clients invoquent directement les implémentations des interfaces sans considérer les
risques liés à l’ajout de telles dépendances sur la stabilité des conceptions. Puisque le contrôle
d’accès strict au niveau de classe logicielle n’est pas couramment utilisé par les développeurs,
le principe de masquage des détails est souvent non respecté (Ruﬁange et Fuhrman, 2014). En
conséquence les clients ayant des couplages vers les implémentations peuvent être exposés aux
changements et aux défauts de conception.
Dans la littérature, plusieurs travaux ont été effectués sur les interfaces en programmation
orientée objet en ce qui concerne les anomalies dans leur conception (Abdeen et al., 2013a),
les métriques des mesures de la complexité des interfaces et leur prédisposition aux change-
ments (Romano et Pinzger 2011 ; Abdeen et al. 2013b ; Cataldo et al. 2010 ; Boxall et Araban
32004 ). Toutefois, très peu d’études ont été réalisées sur l’impact de l’existence des couplages
entre les clients et les détails des interfaces en ce qui concerne le risque des changements dans
l’évolution des logiciels. Dans ce contexte, il est nécessaire de réaliser des études empiriques
visant à analyser les conséquences de l’introduction des dépendances avec les implémentations
sur la prédisposition des clients des interfaces aux changements et aux bogues.
Objectifs
Dans cette étude, nous cherchons à analyser l’impact de l’existence des couplages risqués sur
la stabilité des clients des interfaces. Nous proposons donc une validation empirique visant à
déterminer dans quelle mesure les dépendances avec les implémentations peuvent exposer les
clients aux changements. En utilisant des techniques d’extraction de données à partir des sys-
tèmes de contrôle de versions et d’identiﬁcation des clients des interfaces ayant des couplages
stables (les classes clients censées être protégées des changements et qui dépendent seulement
des interfaces) et des couplages instables (les classes clients qui dépendent simultanément des
interfaces et leurs implémentations), nous cherchons à évaluer empiriquement s’il y a une dif-
férence entre les clients stables et les clients instables en ce qui concerne leur prédisposition
aux changements et aux bogues dans l’évolution des systèmes étudiés.
Dans ce projet, nous limitons notre approche à l’étude du mécanisme d’interface comme une
technique de protection des variations. De plus, nous limitons l’analyse au niveau de la collecte
de données à des projets de code source ouvert, écrits en Java et hébergés dans les logiciels de
gestion des versions Subversion 1 ou Git 2.
Les contributions générales de cette étude sont l’exploration et la validation empirique de l’évo-
lution des structures de conception supportant la variabilité. Nous présentons plus d’aperçus





Figure 0.1 Structure du mémoire sous forme de carte conceptuelle.
Pour atteindre nos objectifs, nous avons suivi une méthodologie basée sur la structure présentée
dans la Figure 0.1. En premier lieu et après la déﬁnition de notre problématique, nous avons
réalisé une phase de lecture et d’analyse des principaux travaux antérieurs liés à notre sujet.
Nous avons étudié la stabilité des logiciels dans la littérature et les principes de conception
proposés pour promouvoir cette qualité et la capacité à gérer les changements au ﬁl du temps.
Nous avons aussi effectué un survol sur le mécanisme d’interface dans la conception orientée
objet et les différentes techniques favorisant l’utilisation efﬁcace de ce mécanisme, ainsi que
sur les approches proposées en ce qui concerne l’étude de la prédisposition des composants
logiciels aux changements et aux bogues.
Ensuite, nous avons réalisé l’étude empirique aﬁn d’analyser l’impact de différents types de
couplage sur la prédisposition des clients aux changements. Pour répondre à nos hypothèses
de recherche, nous avons suivi une démarche de collecte de données basée sur deux étapes. La
première consiste à identiﬁer les classes clients stables ayant seulement des couplages avec les
5interfaces et les clients instables ayant des couplages avec les implémentations. La deuxième
étape repose sur la détection des changements des clients identiﬁés et leur implication dans les
bogues. Dans le contexte de l’étude, nous avons choisi d’analyser trois systèmes développés
en Java. Nous avons aussi utilisé des méthodes d’analyse statistique pour vériﬁer la validité de
nos hypothèses.
En dernier lieu, nous avons présenté de façon objective les résultats obtenus à partir de l’ap-
plication des tests statistiques sur les données collectées. Ensuite, nous avons discuté de façon
subjective les résultats présentés selon des cas concrets dans les systèmes étudiés.
Organisation du mémoire
Le reste du mémoire est organisé comme suit : le chapitre 1 présente une revue de la littéra-
ture sur les travaux liés à notre contribution. Le chapitre 2 décrit l’étude empirique effectuée
concernant la collecte de données, les hypothèses et les variables de recherche, ainsi que les
méthodes d’analyse statistique appliquées. Le chapitre 3 comporte la présentation et la discus-
sion des résultats statistiques obtenus, les obstacles à la validité et les limites de l’approche. La
conclusion générale et les perspectives du projet sont présentées dans le dernier chapitre.

CHAPITRE 1
REVUE DE LA LITTÉRATURE
Les interfaces sont des mécanismes importants dans la conception et la programmation orien-
tée objet. Elles constituent des abstractions permettant de cacher les parties complexes qui
sont constamment exposées aux variations. Cette dissimulation protège les entités externes des
changements dans la conception des détails et favorise le faible couplage. Cependant, les mau-
vaises utilisations de ce patron peuvent avoir un impact sur la stabilité des artefacts logiciels en
ce qui concerne leur prédisposition aux changements propagés par les variations qui doivent
être cachées derrière l’interface. Ces pratiques peuvent aussi augmenter les coûts de mainte-
nance et mener à la dégradation des systèmes.
Dans ce chapitre, nous présentons les principaux travaux effectués qui sont liés à notre sujet.
Nous commençons par évoquer les différentes déﬁnitions accordées à la stabilité dans la lit-
térature, les métriques de mesure de la stabilité des composants logiciels et les principes de
conception proposés par les chercheurs pour favoriser la stabilité des conceptions. Ensuite,
nous présentons un survol sur le mécanisme d’interface dans la programmation orientée ob-
jet et les différentes techniques promouvant l’utilisation efﬁcace de cette technique. Dans la
dernière section, nous abordons les approches proposées sur l’étude de la prédisposition des
composants logiciels aux changements et aux bogues.
1.1 Stabilité des logiciels
Dans la littérature, plusieurs déﬁnitions ont été accordées à la stabilité des logiciels. Selon
Hassan (2007) et Alshayeb et al. (2011), ces déﬁnitions se répartissent en trois vues générales.
La première approche déﬁnit la stabilité comme la résistance aux changements apportés au
système. Le logiciel est stable lorsque deux versions consécutives sont quasiment similaires.
Cette dernière a été proposée par Martin (1997) et Soong (1977).
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man (2001), indique qu’un système est stable lorsque ce dernier est capable de résister à la
propagation des changements dans le cas d’ajout de nouveaux artefacts ou l’amélioration du
code existant. Une classe est dite stable lorsqu’elle subit des modiﬁcations sans affecter le reste
du système. Selon McConnell (2004), l’accommodation des changements dans une conception
a pour objectif d’isoler les composants instables aﬁn de limiter l’effet de leur changement.
Dans le même contexte, la norme ISO-1926 (2001) décrit la stabilité des logiciels comme la
sensibilité à apporter des changements sur un système et qui est un impact négatif dû à un autre
changement. La troisième déﬁnition considère un système comme stable lorsqu’il n’y a aucun
ajout de nouveaux composants ou modiﬁcation du code existant, ou lorsqu’il y a seulement
l’ajout de nouvelles fonctionnalités et sans faire des changements (Grosser et al. 2002 ;Jazayeri
2002).
D’autre part, les chercheurs ont proposé différentes approches basées sur des propriétés mesu-
rables aﬁn de faciliter l’analyse de la stabilité des conceptions et de réduire les efforts consacrés
à la maintenance. Kelly (2006) a proposé une déﬁnition de la stabilité basée sur les mesures des
caractéristiques (par exemple, le nombre de lignes du code source d’un module) de la concep-
tion. L’auteur a considéré qu’une caractéristique est stable lorsque les valeurs des métriques
associées à cette dernière sont presque similaires entre les versions des logiciels.
1.1.1 Métriques de mesure de la stabilité
Les métriques logicielles sont des mesures quantitatives permettant d’analyser des proprié-
tés spéciﬁques telles que le couplage, la cohésion, etc. Il existe dans la littérature différentes
métriques suggérées pour mesurer la stabilité des architectures et des composants logiciels.
Yau et Collofello (1980) ont proposé des mesures pour la stabilité de la conception et du code
source des composants logiciels en ce qui concerne l’impact de leur modiﬁcation sur le reste du
système. Les métriques proposées ont considéré la complexité des modules logiciels selon leur
degré de dépendances, la probabilité de leur modiﬁcation et la portée des variables utilisées.
Dans un même contexte, Arvanitou et al. (2015) ont proposé la métrique REM (Ripple Effect
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pagés par d’autres classes. Martin (1997) a proposé des métriques de calcul de la stabilité liée
aux architectures des logiciels. L’auteur a considéré les dépendances entre les paquetages dans
la programmation orientée objet. Les mesures constituent les couplages afférents et efférents
entre les modules, et le degré d’instabilité selon les deux types de couplage. Bansiya (2000) a
proposé une série de mesures permettant d’évaluer la stabilité architecturale des cadriciels dont
la programmation est orientée objet. L’auteur a considéré les caractéristiques structurelles liées
au niveau des classes logicielles telles que le nombre des classes dans le système, le nombre
des hiérarchies des classes, la moyenne de la profondeur de l’héritage dans la conception, etc.
Tonu et al. (2006) ont présenté une approche basée sur des métriques aﬁn d’évaluer la stabilité
architecturale et dans quelle mesure une architecture logicielle peut supporter les changements.
Les auteurs ont adopté une analyse rétrospective et prédictive dans leur expérimentation. Ils ont
identiﬁé que la complexité, la cohésion et le couplage sont des facteurs de contribution dans la
stabilité des architectures.
Différentes métriques ont été aussi suggérées aﬁn de mesurer le degré de la stabilité des classes
logicielles dans leur évolution. Li et al. (2000) ont proposé une mesure de l’instabilité d’une
classe entre deux versions d’un système. La métrique concerne le pourcentage du changement
effectué dans le code source des classes. Grosser et al. (2003) ont pris en considération la stabi-
lité d’une classe selon le changement au niveau des méthodes de l’interface qu’elle implémente.
Rapu et al. (2004) ont proposé de mesurer la stabilité des classes selon les méthodes ajoutées
ou supprimées. Les auteurs ont considéré une classe stable lorsque le nombre de méthodes ne
change pas entre les versions d’un logiciel. Alshayeb et al. (2011) ont identiﬁé une liste de pro-
priétés des classes qui peuvent affecter leur stabilité. Ils ont considéré les changements dans
les variables et leurs modiﬁcateurs, les signatures des méthodes, les noms des interfaces et des
classes héritées.
Les mesures quantitatives sont des techniques d’évaluation déﬁnies aﬁn de calculer le degré
de la stabilité des artefacts logiciels et de déterminer si un composant sera exposé aux chan-
gements dans un sens prédictif. En outre, les chercheurs ont proposé des mécanismes et des
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principes de conception promouvant plus de stabilité des structures logicielles et la réduction
de l’impact des changements dans l’évolution des systèmes.
1.1.2 Principes de conception liés à la stabilité des logiciels
Dans la littérature, plusieurs principes de conception ont été proposés aﬁn de promouvoir la sta-
bilité logicielle et la capacité à gérer les changements au ﬁl du temps. Parnas (1972) a proposé
le mécanisme de masquage d’information qui consiste en la création des modules permettant de
cacher les décisions de conception qui sont difﬁciles ou présentent des possibilités de change-
ment. Il a constaté des conﬂits difﬁciles entre le besoin de spéciﬁer (et communiquer les détails)
des aspects d’un système assez tôt dans son développement et le besoin de pouvoir modiﬁer
des aspects du même système plus tard à cause des changements inévitables. Il a proposé donc
une heuristique de ne pas communiquer (documenter) les informations sur les détails difﬁciles
ou instables. Tout ce qui était masqué pouvait être changé. Ce concept favorise la stabilité des
conceptions en dissimulant les composants logiciels susceptibles d’être modiﬁés aﬁn de réduire
l’impact de leurs changements sur les autres modules. Le masquage d’information a inspiré les
approches de la programmation modulaire dans la création des systèmes complexes. De plus,
il a permis aux développeurs de travailler en parallèle tout en diminuant les dépendances entre
les modules et en simpliﬁant la coordination nécessaire.
Dans un contexte similaire, Meyer (1988) a suggéré le principe ouvert-fermé dans la program-
mation orientée objet. Les modules doivent être ouverts aux extensions et fermés aux modi-
ﬁcations. Ceci veut dire qu’une fois le code source d’un module a été compilé, les nouvelles
fonctionnalités peuvent être ajoutées par extension (par exemple, l’ajout d’une implémentation
ou d’une méthode), ou à travers la réutilisation des modules existants. L’utilité de l’application
de ce mécanisme dans une conception est d’éviter l’introduction des bogues dans le système et
de maintenir la stabilité des entités logicielles qui utilisent les fonctionnalités d’un composant
fermé au changement.
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La troisième idée similaire au masquage d’information est la protection des variations (Cock-
burn 1996 ; Larman 2001). Ce concept s’appuie sur la dissimulation des éléments prédisposés
aux changements derrière une interface stable. L’introduction d’une frontière entre les points
de variations et les clients (un composant logiciel qui invoque ou utilise une fonctionnalité
implémentée dans un autre composant) minimise le couplage envers les éléments instables, le
coût de changement et facilite l’ajout de nouvelles fonctionnalités sans affecter les clients. La
protection des variations est la principale racine ayant motivé la plupart des mécanismes (par
exemple, les interfaces, l’encapsulation de données) et des patrons (plusieurs patrons GoF)
dans la programmation et la conception supportant la ﬂexibilité (Larman, 2001).
Les patrons de conception GoF (Gamma et al., 1994) constituent des solutions pouvant être
utilisées pour résoudre des problèmes courants dans la conception orientée objet. L’utilisation
de ces patrons offre plusieurs avantages tels que l’amélioration de la réutilisabilité, la maintena-
bilité et l’adaptabilité des systèmes. Depuis leur apparition, les patrons GoF ont été largement
étudiés dans la communauté de recherche en génie logiciel. L’étude de Ampatzoglou et al.
(2013) a révélé que les chercheurs ont montré plus d’intérêt au sujet de l’impact des patrons
GoF sur les attributs de qualité et plus spéciﬁquement sur l’impact de l’application des patrons
sur la maintenabilité et la stabilité des logiciels. Une première contribution sur le lien entre la
maintenance et les patrons a été effectuée par Prechelt et al. (2001). Les auteurs ont réalisé une
étude expérimentale dont l’objectif est de comparer une application implémentée en utilisant
des patrons GoF avec une solution simple de la même application. L’étude a été menée sur
les patrons Fabrique abstraite, Décorateur, Visiteur, Composite et Observateur. Des tâches de
maintenance (amélioration de la conception) ont été proposées à des professionnels aﬁn de me-
surer leur durée et leur degré de complexité pour les deux applications. Les résultats suggèrent
qu’il est parfois préférable d’utiliser les patrons au lieu des simples conceptions. Cette étude a
été répliquée par Vokácˇ et al. (2004) en utilisant les mêmes patrons dans un environnement de
programmation réel. Les résultats concluent que l’avantage de l’application d’un patron dépend
de sa nature et le contexte de son utilisation. Les auteurs trouvent que le patron Observateur
possède un effet positif, alors que Visiteur est difﬁcile à comprendre et à maintenir. Cependant,
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d’autres réplications (Juristo et Vegas 2011 ; Nanthaamornphong et Carver 2011 ; Krein et al.
2011) de l’étude de Prechelt et al. (2001) ont produit des résultats contradictoires ne permet-
tant pas d’identiﬁer l’impact réel d’un patron sur la maintenabilité des logiciels. De plus, des
outils ont été proposés aﬁn d’évaluer l’avantage d’existence d’un patron sur la maintenance
des systèmes (Ampatzoglou et al. 2012 ; Alghamdi et Qureshi 2014). Toutefois, les solutions
proposées ne traitent pas la majorité des patrons de conception GoF et les techniques de leur
évaluation sont limitées.
Les chercheurs ont aussi montré leur intérêt à étudier l’impact des patrons de conception GoF
sur la stabilité des logiciels. Elish (2006) a évalué l’impact de quatre patrons structurels GoF
sur la stabilité de la conception et plus précisément sur la résistance à la propagation des chan-
gements. L’approche suggère que les patrons Adaptateur, Composite, Façade et Pont donnent
davantage stabilité en ce qui concerne l’évolution de diagramme de classes. Ampatzoglou et al.
(2015) ont récemment effectué une étude sur la stabilité des patrons GoF dans l’évolution des
conceptions logicielles. Les auteurs ont adopté la déﬁnition de la stabilité décrite dans la norme
ISO-1926 (2001) et qui porte sur la résistance des systèmes à la propagation des changements.
L’étude analyse la fréquence de changements des classes d’un patron et qui sont propagés par
d’autres modiﬁcations. Les résultats présentés dans ce travail montrent que les classes ayant un
rôle dans un seul patron sont plus stables que celles associées à plusieurs patrons. De plus, les
auteurs concluent que le niveau de stabilité dépend du type de patron. Par exemple, les classes
appartenant aux patrons Observateur, Façade, Composite et Décorateur sont plus stables dans
les systèmes étudiés. Toutefois, cette approche se limite seulement à la propagation des chan-
gements entre les composants logiciels. D’autres études ont porté sur tout type de changement
(par exemple, l’ajout de nouvelles fonctionnalités, la correction des bogues) pouvant être ef-
fectué sur les classes des patrons. Bieman et al. (2001) ont proposé une étude industrielle pour
analyser la corrélation entre la fréquence de changement des classes appartenant aux patrons
GoF et leur taille. Les auteurs ont trouvé que le nombre de modiﬁcations est fortement corrélé
avec la taille d’une classe lorsque cette dernière appartient à un patron GoF. Aversano et al.
(2007) ont présenté une étude sur l’évolution des patrons de conception GoF dans trois logi-
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ciels implémentés en Java. Les auteurs ont analysé la fréquence de changement des patrons et
les types de changement effectués par les développeurs. Les résultats indiquent que les patrons
étudiés sont souvent modiﬁés dans les cas d’ajout de nouvelles sous-classes, la modiﬁcation
des implémentations des patrons ou les méthodes des interfaces. Toutefois, la fréquence de
changement des patrons ne dépend pas du type, mais du contexte de son application et de la
fonctionnalité supportée. Gatrell et al. (2009) ont réalisé une étude empirique sur la prédisposi-
tion des patrons GoF aux changements dans l’évolution d’un logiciel commercial développé en
C#. Les auteurs ont constaté une corrélation considérable entre les classes des patrons Adapta-
teur, Proxy, Singleton, Stratégie et État, et leur degré de changement.
1.2 Mécanisme d’interface en OO
Selon McConnell (2004), la première et la plus importante étape de la création des classes de
haute qualité est l’introduction de bonne interface. Cette dernière consiste à créer une abstrac-
tion à travers l’interface aﬁn d’assurer le masquage des détails. Ce patron est largement utilisé
dans la programmation orientée objet et dans la création des librairies logicielles. Il offre une
solution permettant de cacher les implémentations par rapport aux clients de l’interface aﬁn de
minimiser le couplage et de réduire l’impact de changement des artefacts instables. Une inter-
face déclare un ensemble de contrats de service qui déﬁnissent la façon d’interaction entre les
modules logiciels. Romano et Pinzger (2011) a mentionné que ces contrats doivent être stables
dans l’évolution des logiciels aﬁn de réduire l’effort de la compréhension et de la maintenance
des systèmes. Cependant, la conception de bonnes interfaces n’est pas une tâche triviale (Hen-
ning, 2007), et possède une grande inﬂuence sur le reste du système. Les défauts de conception
dans les interfaces peuvent mener à l’augmentation des coûts de développement, et à la dégra-
dation de la qualité du code.
Dans la littérature, le concept d’interface a été déﬁni comme une spécialisation du principe
de masquage d’information proposé par Parnas (1972). D’ailleurs, Larman (2005) a indiqué
que les interfaces sont des mécanismes de protection des variations. Lors de leur conception,
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le développeur décide les fonctionnalités qui seront visibles à l’extérieur et qui forment des
abstractions pour les implémentations cachées derrière l’interface.
Figure 1.1 Iceberg expliquant le principe de masquage
d’information proposé par McConnell (2004) et adapté par
Ruﬁange et Fuhrman (2014).
McConnell (2004) a présenté le principe de masquage d’information sous forme d’un iceberg
(Figure 1.1). Les implémentations d’une interface stable constituent la partie complexe qui est
susceptible aux changements. Les classes clients sont capables d’appeler seulement les abs-
tractions révélées par l’interface. L’isolation des éléments qui risquent d’être modiﬁés donne
davantage de stabilité aux clients et facilite l’ajout de nouvelles extensions. Les interfaces favo-
risent aussi la réutilisabilité du code à travers le polymorphisme, le faible couplage et la facilité
de la maintenance des systèmes.
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Il existe une variété de techniques de conception permettant une meilleure utilisation du méca-
nisme d’interface. Martin (2000) a proposé le concept de la ségrégation d’interface (Interface
segregation principle) qui consiste à créer des interfaces plus spéciﬁques au lieu de l’utilisation
d’une interface générale contenant toutes les fonctionnalités. Ce concept favorise la cohésion
des implémentations lorsque ces dernières dépendent seulement des interfaces dont elles ont
besoin de déﬁnir leurs contrats.
Figure 1.2 Exemple du principe de la ségrégation d’interface tiré
de Martin (2000).
La Figure 1.2 présente un exemple de la ségrégation d’une interface. La classe XerosMachine
déﬁnit les fonctionnalités print et fax déclarées dans l’interface IMachine. Toutefois, la classe
Printer a besoin seulement d’implémenter la méthode print. Dans ce cas, l’interface IMachine
doit être ségrégée aﬁn de ne pas forcer la classe Printer à redéﬁnir la méthode fax. Selon
Romano et Pinzger (2011), la violation de ce principe dans la conception des interfaces est
associée à un risque de changement. Les auteurs ont utilisé deux métriques de cohésion aﬁn de
mesurer cette propriété dans l’évolution des logiciels. Ils ont trouvé que les mesures effectuées
montrent une corrélation entre le manque de cohésion des interfaces et leur prédisposition aux
changements.
16
Gamma et al. (1994) ont proposé le principe de la programmation à l’interface et non aux
implémentations. L’idée relative à ce principe est de réduire le couplage des clients aux im-
plémentations de l’interface aﬁn d’augmenter la réutilisabilité et la ﬂexibilité des systèmes, et
d’éviter la propagation du changement des composants instables cachés derrière l’interface.
Dans un contexte similaire, Fowler (2004) a décrit le patron inversion de contrôle comme une
solution permettant de découpler le code client de la création des objets dérivés d’une interface.
Ce concept facilite les tests unitaires et favorise le faible couplage. L’injection de dépendance
a été proposée par Fowler (2004) comme une implémentation de l’inversion de contrôle aﬁn de
résoudre le problème des dépendances. Ce mécanisme s’appuie sur l’injection des objets à tra-
vers des techniques de création d’instances telles que les patrons de fabrication ou les ﬁchiers
de conﬁguration (l’élément injecteur dans la Figure 1.3).
Figure 1.3 Implémentation de l’inversion de
contrôle avec l’injection de dépendance proposée
par Fowler (2004).
L’injection peut être effectuée via le constructeur des clients, une méthode setter déclarée dans
le code client ou à travers l’implémentation des interfaces déclarant des contrats d’injection.
L’élément injecteur injecte des références sur les objets aﬁn d’éviter les couplages création-
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nelles au niveau des clients. L’inversion de contrôle a inspiré plusieurs cadriciels de dévelop-
pement tels que Google Guice 1 (Vanbrabant, 2008) ou Spring 2 (Fowler, 2004).
D’autres travaux ont été proposés aﬁn d’étudier l’impact des défauts de conception des inter-
faces sur la qualité des logiciels. Boxall et Araban (2004) ont déﬁni un ensemble de métriques
permettant de mesurer la complexité des interfaces dans les systèmes. Leurs métriques cal-
culent le nombre des méthodes et des clients dans une interface, et le nombre des arguments
dans les méthodes. Romano et Pinzger (2011) ont proposé une métrique de mesure relative
au degré de la violation du principe de la ségrégation des interfaces. Abdeen et al. (2013a)
ont déﬁni une métrique de faible programmation à l’interface. Cette mesure permet d’évaluer
la conformité des interfaces au principe de la programmation à l’interface et non aux implé-
mentations proposé par Gamma et al. (1994). Cataldo et al. (2010) ont examiné l’impact de la
complexité des interfaces sur l’introduction des bogues en se basant sur les métriques proposées
par Bandi et al. (2003) et qui mesurent la taille des interfaces et la complexité des arguments
des méthodes déclarées. Les auteurs ont constaté que la complexité élevée des interfaces a un
impact négatif en ce qui concerne l’exposition des implémentations aux changements. Abdeen
et al. (2013b) ont réalisé une étude empirique sur l’impact de deux anomalies de conception
des interfaces (la déclaration des interfaces avec des méthodes dupliquées ; l’existence des mé-
thodes non utilisées dans les interfaces) sur la maintenabilité et la complexité des systèmes.
Les auteurs ont trouvé que les défauts de conception liés aux interfaces se trouvent dans la
majorité des logiciels étudiés. Les développeurs déclarent souvent des méthodes non utilisées
ou dupliquées. Ces pratiques affectent la cohésion et la taille d’une interface et peuvent violer
le principe de la ségrégation des interfaces.
1.2.1 Modèle d’une zone de variabilité
Dans (Ruﬁange et Fuhrman, 2014), les auteurs ont proposé le concept d’une zone de variabilité




l’interface ne peut être achevée que si les clients sont couplés uniquement avec l’interface. Les
clients ayant du couplage avec les implémentations peuvent être exposés aux changements et
aux bogues.
Figure 1.4 Modèle d’une zone de variabilité proposé par
Ruﬁange et Fuhrman (2014).
Le modèle proposé déﬁnit une interface comme un point de stabilité qui constitue une indi-
rection entre les clients et la zone de variabilité. Cette dernière comporte principalement les
implémentations de l’interface qui peuvent être des classes abstraites, concrètes ou les inter-
faces qui étendent le point de stabilité.
Un client est dit stable lorsque ce dernier a seulement du couplage avec l’interface. Ce type
du client est censé être protégé des changements qui peuvent affecter la zone de variabilité.
Plusieurs techniques de conception ont été proposées et qui favorisent le couplage stable des
clients de l’interface (programmation à l’interface et non à l’implémentation (Gamma et al.,
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1994) ; inversion de contrôle (Fowler, 2004)). Les clients stables sont privés de l’instanciation
des objets dérivés de l’interface. Cette responsabilité peut être affectée à un patron de création
tel que les fabriques dans GoF, ou à travers l’injection de dépendances.
Les clients instables sont les classes qui dépendent simultanément de l’interface et de ses im-
plémentations. Ce type de couplage est jugé coûteux (Izurieta et Bieman, 2013), et implique
que les clients ne sont pas protégés aux changements qui se produisent à l’intérieur de la zone
de la variabilité. Les dépendances instables peuvent aussi introduire les bogues dans le système
et augmentent le nombre du couplage risqué.
L’approche de Ruﬁange et Fuhrman (2014) constitue principalement un prototype de visuali-
sation de l’évolution des zones de variabilité. Cette contribution permet également d’étudier la
protection des variations des interfaces en identiﬁant les clients instables et les clients stables.
Toutefois, il existe un manque d’études empiriques sur l’impact de l’existence des couplages
avec les implémentations en ce qui concerne la stabilité des clients des interfaces dans l’évolu-
tion des logiciels.
1.3 Prédisposition des systèmes aux changements
Les changements apportés à un système sont nécessaires dans l’évolution des logiciels aﬁn de
préserver leur utilité. Ils peuvent constituer les ajouts de nouvelles fonctionnalités, les modiﬁ-
cations des composants existants, les corrections des défauts, l’adaptation du logiciel dans un
nouvel environnement, etc. Toutefois, la fréquence du changement peut varier selon la nature
et le rôle des artefacts logiciels, et peut aussi affecter le degré de leur stabilité dans l’évolution.
En programmation orientée objet, la prédisposition aux changements (change-proneness) est
une mesure utilisée pour calculer le nombre de modiﬁcations des classes dans l’histoire des
logiciels. Selon Jaafar et al. (2014a) et Ampatzoglou et al. (2015), cette mesure concerne tout
type de changement qui se produit dans une classe (par exemple, introduction de nouvelles
fonctionnalités, amélioration du code existant, correction de bogues). Les changements peuvent
être extraits à partir des systèmes de gestion des versions tels que CVS, SVN ou Git. Gall et al.
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(2003) ont considéré un changement d’une classe dans une révision comme une action d’ajout,
de modiﬁcation ou de suppression des lignes du code source. Cette déﬁnition a été adoptée
par Di Penta et al. (2008) et Aversano et al. (2007) dans leurs études sur la prédisposition des
patrons GoF aux changements.
Le calcul du nombre des changements dans l’évolution des logiciels est un facteur très utile
pour distinguer entre les artefacts qui changent fréquemment, et ceux qui sont moins sujets aux
modiﬁcations. Dans un processus de maintenance, des mesures de corrections ou d’améliora-
tions spéciﬁques peuvent être prises en considération pour les composants logiciels les plus
exposés aux changements. De plus, l’étude de l’évolution donne davantage d’idées sur les dif-
férents types de changements (par exemple, ajout, modiﬁcation, suppression de méthode dans
une classe) les plus effectués par les développeurs, et aussi sur la fréquence de changements
selon les rôles joués par les classes dans la conception (par exemple, degré de changement se-
lon le rôle d’une classe dans un patron de conception). L’étude peut aussi révéler les défauts de
conception à travers les changements effectués dans un contexte de correction de bogues. Les
classes qui participent souvent dans des actions correctives se dégradent et peuvent devenir ob-
solètes. Les données issues de l’historique des changements dans les dépôts des logiciels libres
ont permis aux chercheurs d’analyser empiriquement l’évolution des entités et des structures
de conceptions tels que les patrons GoF de Gamma et al. (1994).
1.3.1 Prédisposition des patrons Gang Of Four aux changements
Dans la littérature, plusieurs études empiriques ont été réalisées sur la prédisposition des pa-
trons de conception GoF aux changements. Bieman et al. (2001) ont étudié l’évolution des
systèmes orientés objet aﬁn d’analyser la corrélation entre les patrons de conception GoF et
leur prédisposition aux changements. Les auteurs ont trouvé que les classes qui participent
dans un patron GoF et les classes avec un grand nombre de méthodes sont plus exposées aux
changements dans l’évolution des logiciels. De plus, les classes réutilisées à travers l’héritage
peuvent introduire la propagation des changements aux sous-classes. Toutefois, cette étude n’a
pas considéré les différents rôles joués par les classes (par exemple, les classes clients des pa-
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trons) dans les structures des patrons GoF, les types des changements les plus effectués par les
développeurs, et l’évolution entre les révisions et non pas entre les versions. De plus, l’identi-
ﬁcation des patrons GoF dans les projets étudiés s’est basée seulement sur la documentation.
Cette étude a été répliquée par les mêmes auteurs dans (Bieman et al., 2003). Ils ont analysé
cinq projets avec les mêmes objectifs de recherche. Cependant, ils ont trouvé que la corrélation
entre la taille d’une classe et le nombre de changements n’est pas totalement supportée dans
les systèmes étudiés. Aversano et al. (2007) ont réalisé une étude empirique sur la prédispo-
sition des patrons GoF aux changements, les types de modiﬁcation effectués et leur impact
sur les classes clients des patrons. L’étude a été effectuée sur trois systèmes à code source ou-
vert en considérant l’évolution entre les révisions. Les auteurs ont utilisé l’outil de Tsantalis
et al. (2006) pour la détection des patrons dans les projets étudiés. Les résultats ont montré
que les classes des patrons changent fréquemment, et que les changements ne dépendent pas
du type d’un patron, mais aussi du contexte de son application et de la fonctionnalité suppor-
tée. Toutefois, les auteurs n’ont pas trouvé un résultat signiﬁcatif en ce qui concerne le lien
entre les changements dans les patrons et leur impact sur les classes clients parce qu’ils ont
considéré seulement la propagation d’un changement au lieu des autres types de changements
qui peuvent se produire dans une classe. Les clients jouent un rôle important dans la structure
de la plupart des patrons GoF. Cependant, cette étude a porté sur la prédisposition des classes
des patrons aux changements d’une façon générale alors qu’une structure d’un patron GoF est
composée de plusieurs rôles. L’étude de Aversano et al. (2007) a été répliquée par Di Penta
et al. (2008), mais en étudiant également les changements selon les rôles joués par les classes
des patrons. Les auteurs ont utilisé l’outil DeMiMa de Guéhéneuc et Antoniol (2008) qui per-
met d’identiﬁer dans un système Java les patrons GoF implémentés, ainsi que les différents
rôles selon le nom du patron. Les résultats trouvés indiquent que le nombre de changements
varie selon les rôles dans une structure d’un patron de conception GoF. Par exemple, dans le
cas du patron Adaptateur, les classes qui jouent le rôle d’un adaptateur sont plus exposées aux
changements que les classes adaptées. De plus, les fabriques abstraites sont moins modiﬁées
que les fabriques concrètes, ainsi que les classes composites peuvent devenir plus complexes
dans l’évolution du patron Composite. Les auteurs ont aussi trouvé que les modiﬁcations au
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niveau des méthodes des interfaces peuvent faire d’autres parties du système moins robuste aux
changements. Toutefois, l’étude menée par Di Penta et al. (2008) n’a pas considéré les défauts
de conception à travers les changements effectués dans les révisions de correction de bogues.
La révélation des rôles les plus impliqués dans ce type de changement conﬁrme l’importance
de la bonne conception de ces classes. Dans (Khomh et al., 2009b), les auteurs ont étudié la
corrélation entre le nombre de patrons auxquels une classe appartient, et sa prédisposition aux
changements dans l’évolution des logiciels. Les résultats ont révélé que les classes qui jouent
plusieurs rôles sont plus exposées aux modiﬁcations, possèdent plus de couplage et sont moins
cohérentes que les classes ayant un seul rôle. Finalement, Ampatzoglou et al. (2015) ont pro-
posé une étude de l’impact des patrons GoF sur la stabilité en ce qui concerne la propagation
des changements. Les auteurs ont analysé la différence de la résistance aux changements des
classes qui participent dans au moins un patron GoF, et les classes qui n’appartiennent à aucun
patron. Ils ont aussi étudié la différence de la stabilité des classes selon le nombre des patrons
dans lesquels elles jouent un rôle. Les résultats de cette approche ont montré que les classes
qui jouent exactement un seul rôle sont plus stables que celles qui ont zéro ou plusieurs rôles.
De plus, les auteurs ont trouvé que la résistance à la propagation des changements dépend des
rôles joués par les classes des patrons étudiés. Par exemple, les classes qui possèdent un rôle
dans les patrons Observateur, Composite, et Décorateur sont moins exposées aux changements
propagés par d’autres modiﬁcations. Cependant, Ampatzoglou et al. (2015) ont souligné que
dans 10413 classes identiﬁées dans les patrons GoF, il existe peu de classes (seulement 156
clients) qui jouent le rôle d’un client. Cette lacune est due à la limitation de l’outil de détection
des patrons et les rôles des classes.
Dans l’évolution des logiciels, il est important de distinguer entre les composants stables et
les composants qui sont souvent modiﬁés par les développeurs. Les classes les plus prédispo-
sées aux changements exigent davantage d’efforts consacrés à leur maintenance. L’étude de
l’histoire des changements dans l’évolution des logiciels a donné aux chercheurs de nouvelles
opportunités telles que les approches de la prédiction des changements ou la prédisposition des
anti-patrons aux changements.
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1.3.2 Prédisposition des anti-patrons aux changements
En génie logiciel, les anti-patrons sont des mauvaises décisions de conception qui engendrent
souvent un coût de maintenance élevé. Brown et al. (1998) ont proposé une liste de 40 anti-
patrons qui sont des pratiques coûteuses et qui exposent les systèmes aux changements et à
l’introduction des bogues.
Dans la littérature, plusieurs travaux ont été réalisés sur la prédisposition aux changements des
classes implémentant des anti-patrons. Khomh et al. (2009b) ont proposé une étude empirique
sur le lien entre l’existence des anti-patrons dans des classes logicielles et leur prédisposition
aux changements. Ils ont analysé l’impact du nombre des anti-patrons et leurs types sur le de-
gré de modiﬁcation des classes dans l’évolution des logiciels. Les auteurs ont trouvé que les
classes avec des anti-patrons sont plus exposées aux changements que les autres classes. De
plus, il existe une corrélation entre le nombre d’anti-patrons qui se trouvent dans une classe et
sa fréquence de changements. Olbrich et al. (2009) ont analysé l’historique de l’évolution des
anti-patrons God Class 3 et Shotgun Surgery 4 dans les projets Xerces et Lucence. Les auteurs
ont conclu que les classes affectées par ces deux anti-patrons ont un degré de changement plus
élevé par rapport aux autres classes. Romano et al. (2012) ont étudié l’impact des anti-patrons
sur le changement dans le code source des classes logicielles. Ils ont analysé les types de chan-
gement effectués par les développeurs tels que les changements fonctionnels (ajout, suppres-
sion de méthodes), les changements dans les structures conditionnelles, les changements dans
les attributs de la classe et les changements dans l’API (les changements qui affectent la décla-
ration de la classe, les signatures des méthodes, etc). Ce dernier type a été considéré comme
le changement le plus effectué dans les classes avec des anti-patrons. De plus, les auteurs ont
constaté que le type de changement et sa fréquence varient selon différents anti-patrons.
3. un objet peu cohésif qui contient plusieurs fonctionnalités
4. obligation de modiﬁcation de plusieurs classes à cause d’un changement donné
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1.4 Prédisposition des systèmes aux bogues
La prédisposition aux bogues (fault-proneness) d’un composant logiciel désigne principale-
ment sa fréquence de changements due aux corrections des défauts de conception. Un bogue
dans un logiciel représente une source de dysfonctionnement qui peut affecter l’exécution nor-
male du système. Les bogues informatiques sont souvent documentés par les développeurs
dans des logiciels de suivi de problèmes tels que Bugzilla 5 ou Jira 6. Ces logiciels sont utilisés
pour signaler les anomalies identiﬁées dans le code source et les tâches effectuées pour les
corriger.
Vokácˇ (2004) a proposé une étude empirique sur la prédisposition aux bogues des cinq patrons
GoF : Singleton, Méthode Template, Décorateur, Observateur, Méthode Fabrique. Son analyse
a porté sur l’évolution d’un système commercial développé en langage C++. L’auteur a trouvé
une forte corrélation entre l’augmentation de la taille des classes des patrons Observateur et
Singleton, et leur fréquence de changement dans des révisions de correction des bogues. De
plus, le patron méthode fabrique possède moins de couplage et il est moins exposé aux bogues.
Par contre, Vokácˇ (2004) n’a pas trouvé des résultats signiﬁcatifs pour le reste des patrons
étudiés. Cependant, cette étude n’a pas pris en considération les rôles des classes dans les
structures des patrons et les types des changements effectués par les développeurs dans les
révisions de corrections des bogues. Ce genre d’analyse donne plus d’aperçus sur la différence
entre les degrés de modiﬁcations des rôles aﬁn de distinguer les classes qui nécessitent plus
d’attention dans leur conception. Dans (Gatrell et Counsell, 2011), les auteurs ont analysé la
relation entre les classes participantes dans 13 patrons GoF et leur prédisposition aux bogues
dans l’évolution d’un système commercial développé en C#. Ils ont trouvé des résultats positifs
en ce qui concerne les classes dans les patrons étudiés et leur implication dans des corrections
de bogues. Les patrons Observateur, Singleton et Méthode Template sont plus exposés à ce type
de changement. Ampatzoglou et al. (2011) ont réalisé une étude empirique sur la fréquence




développés en Java. Les auteurs ont observé que les patrons Adaptateur et Méthode Template
sont positivement corrélés avec le degré de modiﬁcation dans un cadre de correction de bogues.
Les patrons de conception GoF sont souvent cités comme des solutions avantageuses pour la
réutilisabilité, la maintenabilité et la résistance aux changements dans l’évolution des logiciels.
Toutefois, les chercheurs ont trouvé dans des cas réels que ces patrons peuvent parfois intro-
duire de la complexité au système et favoriser l’augmentation du nombre de changements et le




Nous nous intéressons dans ce travail à étudier l’impact de l’existence du couplage instable sur
la qualité des logiciels. À partir d’un ensemble de projets réels, nous cherchons à déterminer
si les dépendances avec les implémentations des interfaces favorisent la prédisposition des
clients aux changements et aux bogues. L’étude va révéler plus d’aperçus sur la conséquence
de ce type de couplage en ce qui concerne la stabilité des clients dans l’évolution des logiciels.
Cette étude porte sur l’application d’une méthode de validation empirique dont l’objectif prin-
cipal est d’explorer l’utilité des concepts théoriques dans la pratique. Nous proposons deux
questions de recherche liées à notre problématique. Nous effectuons aussi un processus de
collecte des données à partir d’une liste de projets sélectionnés selon des critères spéciﬁques.
Enﬁn, nous réalisons une analyse statistique des résultats obtenus pour vériﬁer la validité de
nos hypothèses de recherche.
Dans ce chapitre, nous présentons la méthode de recherche adoptée dans notre étude. Nous
commençons par présenter les outils et les étapes suivies pour la collecte des données. Ensuite,
nous présentons les questions et les hypothèses de recherche proposées, les variables de re-
cherche et le contexte de l’étude empirique. La dernière section décrit les méthodes d’analyse
statistique utilisées dans cette étude.
2.1 Extraction et collecte des données
La méthodologie adoptée dans cette étude a été basée sur des données collectées selon un pro-
cessus comportant deux étapes (Figure 2.1). La première consiste à générer le modèle de stabi-
lité y compris la liste des clients stables et des clients instables à partir du dépôt du code source.
La deuxième étape consiste à calculer le nombre de changements et de bogues de chaque client
identiﬁé dans l’étape précédente, ainsi que l’analyse statistique des résultats obtenus. De plus,
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nous avons utilisé des outils aﬁn de faciliter la génération des données à partir des systèmes
étudiés.
Figure 2.1 Processus de la collecte de données.
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2.1.1 Outils utilisés
- IHvis est un outil de visualisation développé par Ruﬁange et Fuhrman (2014). Ce dernier
permet de visualiser l’évolution des zones de variabilité et d’explorer les couplages stables et
instables de chaque point de stabilité. L’outil inclut des fonctionnalités d’interaction telles que
le zoom et le déplacement des éléments. La visualisation utilise aussi les notations UML pour
représenter les éléments d’une zone de variabilité et les différents types de couplages entre eux.
L’outil analyse les logiciels libres développés en Java et hébergés dans un système de gestion
des versions utilisant SVN. Les données relatives à l’histoire de l’évolution entre les révisions
sont extraites à partir du dépôt de code source. Ces données constituent les informations sur les
changements effectués par les développeurs dans chaque révision. IHvis utilise un analyseur
syntaxique aﬁn de détecter tout type de changement dans plusieurs niveaux de granularité.
Dans notre étude, nous avons utilisé l’outil IHvis pour générer la liste de tous les clients stables
et instables dans une version logicielle.
- JGit 1 est une librairie implémentée en Java permettant de manipuler les systèmes de gestion
des versions utilisant le logiciel Git. Le projet a été lancé en 2010 sous la licence publique de
la fondation Eclipse. JGit offre plusieurs fonctionnalités telles que la lecture des informations
sur les changements effectués dans un dépôt du code source, la création de nouvelles révisions
ou de branches dans l’histoire des logiciels, etc. Nous avons utilisé cette librairie dans notre
méthodologie aﬁn de calculer le nombre de changements des clients stables et instables dans
l’évolution des logiciels analysés.
- SubGit 2 est un outil de migration de dépôt SVN vers et à partir d’un dépôt Git. Cette solu-
tion bidirectionnelle donne aux développeurs la possibilité de changer le format du logiciel de
gestion des versions de leurs projets. SubGit nous a permis de faire la migration des logiciels
hébergés dans un dépôt Git. Cette contrainte vient de l’outil IHvis qui supporte seulement les




2.1.2 Génération du modèle de stabilité
La première étape dans le processus de la collecte de données consiste à générer la liste
des clients stables et des clients instables en utilisant l’outil IHvis (Figure 2.1). La démarche
consiste initialement à préparer le dépôt local en SVN du projet à étudier. Ensuite, pour chaque
révision dans l’histoire du projet, nous avons identiﬁé les clients des interfaces. À la ﬁn du
parcours de toutes les révisions, deux ﬁchiers sont générés relatifs à la liste des clients stables
et la liste des clients instables. Ces deux ﬁchiers seront utilisés pour calculer le nombre de
changements des clients et le nombre de leur implication dans des révisions de correction des
bogues.
Dans le modèle de stabilité, il est nécessaire de spéciﬁer des critères de classiﬁcation des clients
selon l’évolution et les modiﬁcations effectuées par les développeurs.
Figure 2.2 Changement du type des clients dans l’évolution des
logiciels.
Figure 2.3 Suppression des clients dans l’évolution des logiciels.
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Le premier cas est lié au changement du type des clients dans l’évolution des logiciels. Dans la
Figure 2.2, la classe X.java a été ajoutée comme un client stable dans la révision 10. Ensuite,
les développeurs ont introduit du couplage vers les implémentations dans la révision 50. Dans
ce cas, cette classe joue le rôle d’un client stable entre les révisions 10 et 49, ainsi que le rôle
d’un client instable entre la révision 50 et la version ﬁnale du logiciel.
Dans la Figure 2.3, les développeurs ont décidé de supprimer la classe Y.java du répertoire du
code source. Toutefois, nous avons considéré seulement les classes qui existent dans la version
ﬁnale. Dans ce cas, la classe Y.java ne ﬁgure pas dans la liste des clients générés.
2.1.3 Détection des changements au niveau des clients
La deuxième étape du processus (voir Figure 2.1) de la collecte des données consiste à calculer
le nombre de changements des clients stables et des clients instables dans l’évolution des logi-
ciels étudiés. Pour ce faire, nous avons utilisé la librairie JGit qui prend en entrée le dépôt local
d’un projet sous format Git. Par la suite, nous avons mesuré pour chaque client le nombre des
révisions dans lesquelles il a subi un changement. Cette mesure considère tout type de modi-
ﬁcation qui peut se produire dans une classe (par exemple, ajout de nouvelles fonctionnalités,
renommage, correction de bogues). Les résultats sont générés dans des ﬁchiers de type CSV.
Nous avons aussi considéré dans les mesures deux cas de changement basés sur l’évolution des
clients.
Dans l’exemple de la Figure 2.4, la classe X.java en tant que client stable a subi un changement
dans la révision 15. Ensuite, cette dernière est devenue un client instable dans la révision 50,
et elle a été modiﬁée dans la révision 100. Dans ce cas, le nombre de changements de la classe
X.java en tant que client stable est égal à un, alors que le nombre de changements de cette
dernière en tant que client instable est égal à deux.
Le deuxième cas de mesure concerne les modiﬁcations des noms des clients. Le renommage
est une méthode de refactorisation appliquée dont le but est de clariﬁer les rôles des classes et
des méthodes. Dans la Figure 2.5, le client Y.java est devenu Z.java dans la révision 25. Nous
32
Figure 2.4 Modiﬁcation du type des clients dans l’évolution des
logiciels.
Figure 2.5 Renommage des clients dans l’évolution des
logiciels.
avons considéré ce type de changement dans les mesures effectuées. Dans ce cas, la classe
Z.java ﬁgure dans la liste des clients avec un total de changement égal à trois.
2.1.4 Détection des bogues au niveau des clients
Les bogues sont des défauts de conception ou des sources de dysfonctionnement pouvant af-
fecter l’exécution normale d’un logiciel. Une révision de correction d’un bogue désigne les
modiﬁcations apportées par les développeurs sur le code source aﬁn de corriger les défauts
identiﬁés. Les bogues sont souvent documentés dans des logiciels de suivi de problèmes tels
que Bugzilla ou Jira. Nous avons utilisé des heuristiques et des expressions rationnelles. Ces
méthodes nous ont permis d’identiﬁer les révisions de corrections de bogues dans les systèmes
étudiés aﬁn de répondre à la deuxième question de recherche. Nous avons par la suite calculé
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le nombre de changements liés aux corrections de bogues de chaque classe dans la liste des
clients stables et instables.
Dans les systèmes de contrôle des versions, une révision contient un ensemble d’attributs tels
que le message décrivant la tâche effectuée, la date de la création, les ﬁchiers modiﬁés, le nom
du développeur qui a créé la révision, etc. L’outil JGit nous a permis de parcourir la liste des ré-
visions de chaque projet étudié et d’extraire les informations relatives à chaque révision. Nous
avons analysé le message de chacune aﬁn de savoir si les changements sont dans un contexte
de correction de bogue. Les expressions régulières et les heuristiques implémentées dans notre
méthode sont basées sur l’approche de S´liwerski et al. (2005). Cette dernière a été aussi utilisée
dans plusieurs études sur la prédisposition des composants logiciels aux bogues (Jaafar et al.
2014b ; Khomh et al. 2012). L’analyse constitue premièrement à vériﬁer la correspondance
entre le message et la liste des expressions rationnelles :
• Expression 1 : ( ? = .*( ﬁx | close | correct ))
La première expression est relative au verbe utilisé en anglais par les développeurs pour
décrire les messages des révisions. Les trois verbes ﬁx, close, correct analysés sont sou-
vent utilisés pour indiquer que la révision constitue une correction d’un bogue. Lorsque le
message d’une révision donnée contient une chaîne de caractère contenant l’un des verbes
mentionnés, l’expression retourne vraie.
• Expression 2 : ( ?=.*( bug | defect | error | patch | problem | issue ))
Les développeurs utilisent souvent une liste de mots spéciﬁques pour décrire une révision
de correction de bogue. Dans le cas où le message d’une révision contient un de ces mots,
la deuxième expression est donc validée.
• Expression 3 : ( ?=.*[0-9]+ )
La troisième expression concerne l’existence d’une chaîne composée des caractères nu-
mériques. Les bogues sont souvent associés à un identiﬁant dans leur description dans les
systèmes de suivi des problèmes. Pour faciliter la recherche des révisions liées à la correc-
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tion des défauts, les développeurs ajoutent l’identiﬁant du bogue corrigé dans le message
de la révision.
Nous avons aussi utilisé un score entre zéro et trois pour évaluer la correspondance des expres-
sions rationnelles et les messages des révisions. Cette approche est basée sur les heuristiques
de S´liwerski et al. (2005). Lorsque les trois expressions sont valides, le score trois est attribué
au message. La révision est donc considérée comme une correction d’un bogue. Par exemple,
le message “Fixed bug 53784 : .class ﬁle missing from jar ﬁle export” contient le verbe Fixed,
le mot bug et la chaîne numérique 53784. Cette révision est automatiquement ajoutée à la liste
des révisions de correction des bogues. Les révisions ayant un score égal à un ou deux sont
ajoutées à l’ensemble des révisions qui nécessitent une vériﬁcation manuelle. Par exemple :
le message “Updated copyrights to 2016” contient une chaîne numérique, mais il ne constitue
pas une correction de défaut. Après la vériﬁcation manuelle, cette révision ne sera pas considé-
rée comme un changement dans un contexte de correction de bogue. D’autre part, le message
“594961 : selecting a menu item did not execute” contient seulement une chaîne numérique.
Après une vériﬁcation dans le logiciel de suivi des problèmes, nous avons trouvé la description
d’un bogue dont l’identiﬁant est 594961. Cette révision est donc considérée comme une cor-
rection d’un bogue. Parfois, les développeurs n’ajoutent pas les identiﬁants des bogues dans les
messages des révisions (par exemple, ﬁx bug in layout). Dans notre méthode d’identiﬁcation
des révisions, nous les avons considérés comme des révisions de correction de bogues.
Pour ArgoUML, les bogues sont documentés dans un système de suivi des problèmes 3. Les
développeurs de ce projet utilisent le mot défaut “DEFECT” aﬁn d’indiquer que le type du
problème est un bogue. Dans le processus d’identiﬁcation des révisions de correction des dé-
fauts liés à ce système, nous avons vériﬁé chaque identiﬁant marqué dans les messages aﬁn
de s’assurer qu’il s’agit bien d’un changement lié à une correction de bogue. Les bogues dans
JHotDraw sont aussi documentés dans un système de suivi des problèmes 4. Ce dernier nous a




bogue. Le logiciel Rhino possède aussi une base de données 5 des différents bogues documen-
tés par les développeurs de ce projet. Ce système comporte un nombre considérable de bogues
en raison de sa vaste utilisation.
2.2 Questions de recherche
Notre étude empirique vise à répondre à deux questions qui concernent la prédisposition des
clients des interfaces ayant des couplages instables aux changements et aux bogues. Nous
nous intéressons à analyser l’impact de l’introduction des relations de dépendance avec les
implémentations sur la stabilité des clients dans l’évolution des logiciels.
RQ1 : Est-ce que le couplage instable affecte la prédisposition des clients aux changements
dans l’évolution des logiciels ?
H0RQ1 : Il n’y a aucune différence signiﬁcative entre le couplage instable et le couplage stable
en ce qui concerne la prédisposition des clients aux changements.
Ha1 : Les clients ayant du couplage instable sont plus exposés aux changements que les clients
ayant du couplage stable.
La première question de notre étude empirique cherche à comprendre à quel point les cou-
plages avec les implémentations affectent la prédisposition des clients aux changements dans
l’évolution du logiciel. Pour y répondre, nous avons calculé dans l’histoire des systèmes le
nombre de modiﬁcations des clients ayant seulement des couplages stables avec les interfaces
et les clients ayant au moins un couplage instable avec une implémentation dans une zone de
variabilité. Par la suite, nous avons comparé les résultats entre les deux types du couplage aﬁn
de déterminer s’il y a une différence signiﬁcative. Cette comparaison nous permet également
de rejeter l’hypothèse nulle H0RQ1 en faveur l’hypothèse alternative Ha1 et inversement.
RQ2 : Est-ce que le couplage instable affecte la prédisposition des clients aux bogues dans
l’évolution des logiciels ?
5. https://bugzilla.mozilla.org/describecomponents.cgi?product=Rhino
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H0RQ2 : Il n’y a aucune différence signiﬁcative entre le couplage instable et le couplage stable
en ce qui concerne la prédisposition des clients aux bogues.
Ha2 : Les clients ayant du couplage instable sont plus exposés aux bogues que les clients ayant
du couplage stable.
La deuxième question cherche à analyser l’impact du couplage instable sur la prédisposition
des clients aux bogues dans l’évolution du logiciel. Nous avons calculé dans l’histoire des sys-
tèmes étudiés le nombre d’implications dans une correction de bogue des classes ayant seule-
ment de couplages stables avec les interfaces et les classes ayant au moins un couplage instable
avec une implémentation dans une zone de variabilité. Par la suite, nous avons comparé les
résultats entre les deux types des clients aﬁn de déterminer s’il y a une différence signiﬁcative.
2.3 Variables de recherche
2.3.1 Variables indépendantes
Les deux variables indépendantes dans notre étude empirique sont les nombres de clients
stables et de clients instables.
• Nombre de classes représentant des clients stables : l’ensemble des clients qui ont seule-
ment des couplages avec les interfaces.
• Nombre de classes représentant des clients instables : l’ensemble des clients des interfaces
qui ont simultanément des couplages avec les implémentations.
2.3.2 Variables dépendantes
Les deux variables dépendantes sont les mesures de la prédisposition des clients stables et
instables aux changements et aux bogues :
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• Prédisposition au changement : fait référence à tout type de changement qui se produit
dans une classe. Les changements sont identiﬁés dans l’évolution des logiciels et calculés
à partir des systèmes de contrôle des versions (SVN ou Git).
• Prédisposition au bogue : indique si une classe a subi au moins un changement dans un
contexte de correction d’un bogue. Nous avons adopté une méthode d’identiﬁcation des
révisions de ﬁxation de bogues basée sur des heuristiques et des expressions régulières
largement utilisées dans la littérature.
2.4 Contexte de l’étude empirique
Nous avons examiné dans cette étude empirique trois systèmes qui varient selon le domaine
d’application et la taille. Nous avons choisi d’étudier les logiciels JHotDraw, ArgoUML et
Rhino. Ces systèmes ont été développés en Java, possèdent un code source libre et comprennent
une longue période de développement.
De plus, les systèmes sélectionnés ont été étudiés par plusieurs chercheurs et dans différents
domaines de recherche en génie logiciel. Nous soulignons aussi que cette étude est basée sur
les versions majeures des projets mis en contexte. Par exemple, pour le système JHotDraw,
nous avons étudié l’évolution des clients stables et instables dans les deux versions majeures
JHotDraw 5 (5.1 - 5.4b2) et JHotDraw 7 (7.2 - 7.6). Ce choix dépend de l’importance du
nombre de révisions et de la période du développement pour éviter l’inconsistance des résultats.
2.4.1 JHotDraw
JHotDraw 6 est un cadriciel de dessin graphique en 2D développé en Java. C’est un éditeur
qui comporte plusieurs outils de dessin structuré. Il contient une palette d’outils pour dessi-
ner des formes géométriques et insérer du texte. JHotDraw a été initialement développé par
Erich Gamma qui est parmi les auteurs des patrons de conception GoF (Gamma et al., 1994) et
Thomas Eggenschwiler. Le projet a été lancé en octobre 2000 dont le but est de montrer l’appli-
6. http://www.jhotdraw.org/
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cation des patrons de conception GoF dans un contexte réel. Le tableau 2.1 décrit les versions
Tableau 2.1 Liste des versions étudiées du projet JHotDraw.
systèmes # révisions # interfaces # clients stables # clients instables
JHotDraw 5 177 47 118 82
JHotDraw 7 349 63 231 74
majeures de JHotDraw étudiées dans notre recherche empirique. JHotDraw 5 est la première
version majeure qui représente l’évolution du logiciel pendant cinq ans. Nous avons étudié
177 révisions entre les versions 5.2 et 5.4BETA2. Nous avons aussi identiﬁé 47 interfaces, 118
clients stables et 82 clients instables.
JHotDraw 7 est la deuxième version majeure analysée dans notre étude. Nous n’avons pas
considéré les versions entre 5.4B2 et 7.2 car les développeurs ont effectué une refactorisation
de l’architecture du logiciel. Il nous a été difﬁcile de générer le modèle de stabilité entre ces
versions parce que l’outil IHvis ne détecte pas les opérations de renommage des classes et
de restructuration des paquetages. JHotDraw 7 (entre 7.2 et 7.6) comporte 349 révisions, 63
interfaces, 231 clients stables et 74 clients instables.
Le projet JHotDraw a été largement étudié dans le domaine de la recherche en génie logiciel.
Aversano et al. (2007) ont étudié la prédisposition aux changements des patrons de conception
GoF dans l’évolution du JHotDraw 5. Di Penta et al. (2008) ont effectué la même étude de
Aversano et al. (2007), mais en analysant la relation entre les rôles des classes dans les patrons
et leur prédisposition aux changements. Khomh et al. (2009a) ont analysé dans JHotDraw
5.2B4 la relation entre le nombre de rôles des classes appartenant à un ou plusieurs patrons et
leur prédisposition aux changements.
39
2.4.2 ArgoUML
ArgoUML 7 est un outil de modélisation UML supportant aussi la génération du code et l’ingé-
nierie inverse. C’est un logiciel libre développé en Java et disponible en dix langues. Le projet
a été lancé en 1999, et compte aujourd’hui plus de 19000 utilisateurs enregistrés et 150 déve-
loppeurs.
Tableau 2.2 Liste des versions étudiées du projet ArgoUML.
systèmes # révisions # interfaces # clients stables # clients instables
ArgoUML 0.10 1088 43 91 12
ArgoUML 0.12 670 51 90 18
ArgoUML 0.14 1593 55 151 27
ArgoUML 0.16 1507 62 116 21
ArgoUML 0.18 1767 64 117 23
ArgoUML 0.20 1634 108 88 47
ArgoUML 0.22 1247 128 107 47
ArgoUML 0.24 899 131 108 47
ArgoUML 0.26 2850 128 108 46
ArgoUML comporte des versions stables et des versions de développement. Dans notre étude,
nous avons choisi d’étudier les versions stables entre 0.10 et 0.26 (Tableau 2.2).
Dans la communauté de recherche en génie logiciel, ArgoUML a suscité l’intérêt de plusieurs
chercheurs dans leurs études empiriques. Ce projet a été étudié par Aversano et al. (2007)
et Di Penta et al. (2008) en analysant l’évolution des patrons GoF en ce qui concerne leur
prédisposition aux changements. Khomh et al. (2012) ont analysé la relation entre les classes




Rhino 8 est un moteur d’interprétation du langage JavaScript géré par la fondation Mozilla. Il
permet notamment de convertir les scripts en des classes Java. Rhino a été intégré par défaut
dans la version standard de Java SE6.
Tableau 2.3 Liste des versions étudiées du projet Rhino.
systèmes # révisions # interfaces # clients stables # clients instables
Rhino 1.5R1 369 34 34 33
Rhino 1.5R2 262 41 41 39
Rhino 1.5R3 86 42 47 41
Rhino 1.5R4.1 362 44 50 44
Rhino 1.5R5 364 45 50 41
Rhino 1.6R1 360 49 56 50
Rhino 1.6R4 160 51 56 52
Rhino 1.6R6 174 52 63 53
Rhino 1.7R3 580 63 98 73
Rhino 1.7R4 239 63 98 73
Le tableau 2.3 décrit les versions étudiées dans notre recherche empirique. Nous avons analysé
l’évolution de ce projet entre la version 1.5R1 (Mai 1999) et la version 1.7R4 (Juin 2012).
En raison de sa vaste utilisation, Rhino possède un nombre considérable de bogues qui sont
documentés dans son système de suivi des problèmes. Les chercheurs intéressés par l’étude
des défauts de conception ont souvent incorporé ce projet dans leurs approches. Eaddy et al.
(2008) ont analysé le lien entre les préoccupations transversales et l’introduction de bogues
dans Rhino. Jaafar et al. (2014b) ont étudié la mutation des anti-patrons dans les classes logi-
cielles et leur prédisposition aux bogues. Khomh et al. (2012) ont réalisé une étude empirique




Les approches empiriques sont des méthodes de recherche basées sur l’exploration des données
issues de l’observation et de l’expérimentation. Ce type d’étude s’appuie principalement sur le
test de la validité des hypothèses pour former une conclusion sur la population étudiée. Or, les
chercheurs utilisent souvent des tests statistiques tels que les tests paramétriques ou les tests
non paramétriques comme un moyen de vériﬁcation pouvant soutenir ou rejeter une hypothèse
de recherche.
2.5.1 Test de Mann–Whitney
Le test de Mann-Witney (Mann et Whitney, 1947) est un test statistique non paramétrique qui
permet de comparer deux échantillons de données indépendants. La comparaison des deux
distributions permet également d’accepter l’hypothèse alternative lorsqu’il y a une différence
signiﬁcative, ou de la rejeter en faveur de l’hypothèse nulle lorsque les deux échantillons sont
identiques en terme de position. Les tests non paramétriques sont généralement utilisés lors-
qu’il n’y a pas de condition sur les formes de données, et aussi dans le cas de la non-normalité
des variables d’études ou d’échantillons de faible taille. Le test de Mann-Whitney est appli-
cable sur les échantillons de données non appariées où les observations des deux distributions
sont totalement indépendantes. À la différence des tests paramétriques, le calcul dans ce test
porte sur les rangs attribués suite au classement des valeurs par ordre croissant. Les avantages
des tests non paramétriques reposent sur leur facilité d’utilisation, leur application sur des
échantillons de taille réduite, ainsi que leur utilité lorsque les applications des autres méthodes
statistiques ne sont pas satisfaites.
Nous avons appliqué dans notre méthodologie de recherche le test de Mann-Whitney sur les
données issues de différents projets étudiés aﬁn de répondre à nos hypothèses. Les deux po-
pulations étudiées sont le nombre de changements des clients stables et le nombre de change-
ments des clients instables. Le choix de cette technique repose principalement sur l’existence
des versions dont les groupes de données possèdent une faible taille, l’indépendance entre les
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observations des deux échantillons, ainsi que les distributions des données ne suivent pas la loi
normale.
2.5.2 Taille d’effet
En statistique, la taille d’effet est une mesure quantitative de la force de relation entre les
variables. Elle est souvent complémentaire à d’autres mesures statistiques. La taille d’effet est
considérée comme la distance entre l’hypothèse nulle et l’hypothèse alternative. Plus sa valeur
est importante, plus l’écart à l’hypothèse nulle est large.
Le delta de Cliff (d) (Cliff, 1993) est une mesure non paramétrique de la taille d’effet proposé
par Norman Cliff. Cette dernière permet de mesurer la différence entre les valeurs des deux
distributions de données. Les valeurs possibles de delta de Cliff sont dans l’intervalle [-1,1].
La différence est considérée négligeable si d < 0.148, faible si 0.148 ≤ d < 0.33, moyenne si
0.33 ≤ d < 0.474, et large si d ≥ 0.474. Nous avons appliqué la mesure de delta de Cliff sur les
données obtenues lorsque le test de Mann-Whitney donne une valeur signiﬁcative pour chaque
version des systèmes étudiés.
2.5.3 Diagramme en boîte à moustaches
Le diagramme en boîte à moustaches (McGill et al., 1978) est une représentation graphique
des données statistiques permettant de visualiser plusieurs paramètres de la distribution d’une
variable donnée tels que la médiane, les quartiles, les valeurs minimales et maximales, etc. Ce
diagramme est généralement utilisé pour décrire d’une façon sommaire un échantillon d’étude.
Toutefois, il ne fournit pas assez de détails tels que la forme de la distribution, mais ils peuvent
être utiles pour comparer deux populations de taille différente.
La Figure 2.6 illustre un exemple des boîtes à moustaches de deux échantillons de données.
La partie centrale de la boîte couvre la moitié centrale des données et va du premier quartile
Q1 (25% des effectifs) au troisième quartile Q3 (75% des effectifs). La ligne horizontale dans
la boîte représente la médiane Q2 (50% des effectifs). Les deux moustaches inférieures et
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Figure 2.6 Exemple de représentation
des distributions de données avec des
boîtes à moustaches.
supérieures permettent de délimiter les valeurs adjacentes qui sont déterminées à partir de
l’écart interquartile (Q3 - Q1). Les données aberrantes situées au-delà des valeurs adjacentes
sont représentées par des cercles. Nous avons utilisé les boîtes à moustaches pour représenter





Dans ce chapitre, nous présentons les résultats obtenus dans notre étude empirique. Ces der-
niers concernent l’application des tests statistiques sur les données générées à partir des projets
étudiés. Dans la première section, nous présentons une analyse statistique des données col-
lectées. Ensuite, nous discutons les résultats pour chaque système. Enﬁn, nous présentons les
obstacles à la validité et les limites de notre approche.
3.1 RQ1 : Est-ce que le couplage instable affecte la prédisposition des clients aux chan-
gements dans l’évolution des logiciels?
La première question de l’étude empirique concerne le lien entre le couplage avec les artefacts
instables protégés par les interfaces et la prédisposition des clients aux changements. Pour ré-
pondre à cette dernière, nous avons suivi un processus de collecte et d’analyse de données
obtenues à partir de différents projets étudiés. Les tests statistiques utilisés dans la méthodolo-
gie de recherche ont été appliqués sur les distributions des nombres de changements des clients
stables et des clients instables. Le test non paramétrique de Mann-Whitney nous a permis en
premier lieu de comparer les deux distributions de données aﬁn de rejeter l’hypothèse alter-
native Ha1 ou l’hypothèse nulle H0RQ1 lorsqu’il y a une différence signiﬁcative. Nous avons
ﬁxé le seuil de la valeur-p à 5% (p-value ≤ 0.05) pour accepter l’hypothèse alternative. Nous
avons aussi utilisé le delta de Cliff comme un test complémentaire pour mesurer la taille d’ef-
fet. Lorsque la valeur-p donne une valeur signiﬁcative, la différence peut être faible, moyenne
ou large.
La présente section décrit les résultats statistiques obtenus à partir des données recueillies sur

















































Figure 3.1 Boîtes à moustaches des nombres de changements des
clients stables et instables dans JHotDraw.
La Figure 3.1 présente les boîtes à moustaches relatives aux données empiriques des change-
ments des clients dans l’évolution du JHotDraw. Cette représentation a été utilisée pour com-
parer les deux distributions de données dans les versions étudiées. Nous observons que dans
les deux versions de JHotDraw, les clients instables ont des pourcentages de changements plus
élevés par rapport aux clients stables.
Tableau 3.1 Résultats statistiques de la prédisposition
des clients (instables vs stables) aux changements dans
JHotDraw.
versions valeur-p delta de Cliff
JHotDraw 5 <0.0001 faible (0.30)
JHotDraw 7 <0.0001 large (0.52)
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Le tableau 3.1 décrit les résultats de l’application du test de Mann-Whitney sur les données
du système JHotDraw. L’analyse statistique indique qu’il y a une différence signiﬁcative dans
les deux versions étudiées. Dans JHotDraw 5, la différence entre le nombre de changements
des clients stables et les clients instables est statistiquement signiﬁcative (valeur-p = 1.9·10−4),
alors que la mesure de delta de Cliff est faible. Dans JHotDraw 7, l’analyse a donné une dif-
férence largement signiﬁcative (valeur-p = 1.06·10−11). De plus, la valeur de delta de Cliff a
donné une taille d’effet large. D’où l’écart à l’hypothèse nulle est plus grand.
D’après les résultats statistiques obtenus dans JHotDraw, nous pouvons alors rejeter la pre-
mière hypothèse nulle H0RQ1 , et nous concluons qu’il y a une relation entre le couplage avec les
implémentations des interfaces et la prédisposition des classes clients aux changements.
3.1.2 ArgoUML



































































Figure 3.2 Boîtes à moustaches des nombres de changements des
clients stables et instables dans ArgoUML (0.10 - 0.14).
Les Figures 3.2, 3.3 et 3.4 illustrent les boîtes à moustaches permettant de comparer les dis-
tributions des nombres de changements des clients stables et des clients instables de toutes
les versions étudiées. Nous constatons la présence d’une différence considérable entre les deux
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Figure 3.3 Boîtes à moustaches des nombres de changements des
clients stables et instables dans ArgoUML (0.16 - 0.20).































































Figure 3.4 Boîtes à moustaches des nombres de changements des
clients stables et instables dans ArgoUML (0.22 - 0.26).
échantillons analysés. Dans les versions 0.10, 0.12, 0.14, 0.18, et 0.26 de ArgoUML, les clients
ayant des couplages avec les variations des interfaces ont des valeurs de changement plus éle-
vées que celles des clients ayant seulement des dépendances stables. Dans le reste des versions,
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les clients instables ont une fréquence de changement légèrement plus élevé que les clients
stables.
Le tableau 3.2 résume les résultats statistiques de chaque version étudiée dans le projet Ar-
goUML. Nous constatons que dans toutes les versions (0.10 - 0.20), la différence est statistique-
ment signiﬁcative (valeur-p < 0.05). Les clients instables sont plus exposés aux changements
par rapport aux clients stables. Les résultats des versions 0.24 et 0.26 sont aussi signiﬁcatifs
avec une taille d’effet moyenne. Toutefois, la version 0.22 possède une faible valeur de delta
de Cliff. Dans le reste des versions, la taille d’effet est large.
En fonction des résultats statistiques obtenus dans ArgoUML, nous concluons que l’hypothèse
alternative Ha1 est acceptée et nous rejetons l’hypothèse nulle H0RQ1 de la première question de
recherche.
Tableau 3.2 Résultats statistiques de la prédisposition
des clients (instables vs stables) aux changements dans
ArgoUML.
versions valeur-p delta de Cliff
ArgoUML 0.10 0.002 large (0.50)
ArgoUML 0.12 <0.0001 large (0.48)
ArgoUML 0.14 <0.0001 large (0.66)
ArgoUML 0.16 <0.0001 large (0.50)
ArgoUML 0.18 <0.0001 large (0.86)
ArgoUML 0.20 <0.0001 large (0.51)
ArgoUML 0.22 0.04 faible (0.19)
ArgoUML 0.24 <0.0001 moyen (0.36)
ArgoUML 0.26 <0.0001 moyen (0.39)
3.1.3 Rhino
Les Figures 3.5, 3.6 et 3.7 présentent les boîtes à moustaches concernant les distributions des
nombres de changements des clients instables et des clients stables du projet Rhino. Nous
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Figure 3.5 Boîtes à moustaches des nombres de changements des
clients stables et instables dans Rhino (1.5R1 - 1.5R3).

































































Figure 3.6 Boîtes à moustaches des nombres de changements des
clients stables et instables dans Rhino (1.5R4.1 - 1.6R1).
constatons que dans toutes les versions étudiées, le pourcentage de changements des clients
instables est supérieur par rapport au pourcentage de changement des clients stables.
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Figure 3.7 Boîtes à moustaches des nombres de changements des
clients stables et instables dans Rhino (1.6R4 - 1.7R4).
Nous présentons dans le tableau 3.3 les résultats statistiques des données empiriques du sys-
tème Rhino. Une première observation concerne la valeur-p dans les versions étudiées. Cette
dernière est statistiquement signiﬁcative dans toutes les versions. Dans l’évolution du logiciel
Rhino, les clients instables ont subi plus de changements que les clients stables. De plus, la
mesure de delta de Cliff a donné un effet qui varie entre moyen et faible.
L’hypothèse nulle H0RQ1 de la première question est donc rejetée en faveur de l’hypothèse
alternative Ha1 . Nous pouvons conclure que la différence entre les valeurs des changements
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Tableau 3.3 Résultats statistiques de la prédisposition
des clients (instables vs stables) aux changements dans
Rhino.
versions valeur-p delta de Cliff
Rhino 1.5R1 <0.0001 moyen (0.43)
Rhino 1.5R2 <0.0001 moyen (0.45)
Rhino 1.5R3 0.04 faible (0.20)
Rhino 1.5R4.1 0.01 faible (0.29)
Rhino 1.5R5 0.006 faible (0.31)
Rhino 1.6R1 <0.0001 moyen (0.46)
Rhino 1.6R4 <0.0001 moyen (0.40)
Rhino 1.6R6 <0.0001 faible (0.31)
Rhino 1.7R3 <0.0001 moyen (0.35)
Rhino 1.7R4 <0.0001 faible (0.29)
est signiﬁcative. Les dépendances des implémentations rendent les clients des interfaces plus
exposés aux changements par rapport aux clients ayant seulement du couplage stable.
3.2 RQ2 : Est-ce que le couplage instable affecte la prédisposition des clients aux bogues
dans l’évolution des logiciels
Rappelons que la deuxième question de l’étude empirique analyse la relation entre le couplage
vers les implémentations et la prédisposition des clients aux bogues. Pour y répondre, nous
avons suivi un processus de collecte de données liées aux bogues basé sur des méthodes large-
ment utilisées dans la littérature. Pour chaque système étudié, nous avons identiﬁé les révisions
de correction des défauts signalés par les développeurs dans l’évolution logicielle. Nous avons
par la suite détecté les classes clients qui ont été modiﬁées dans ces révisions. Nous avons aussi
appliqué le test de Mann-Whitney pour l’analyse statistique des données obtenues.
3.2.1 JHotDraw
La Figure 3.8 présente les pourcentages de correction de bogues dans l’ensemble des clients
stables et des clients instables. Nous observons que dans la version JHotDraw 5, il n’existe pas
de différence entre les deux distributions de données. Tandis que dans la version JHotDraw 7,
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les clients instables ont des valeurs de bogues légèrement supérieures par rapport aux clients
stables.








































Figure 3.8 Boîtes à moustaches des nombres de corrections de
bogues des clients stables et instables dans JHotDraw.
Tableau 3.4 Résultats statistiques de la prédisposition
des clients (instables vs stables) aux bogues dans
JHotDraw.
versions valeur-p delta de Cliff
JHotDraw 5 0.06 négligeable (0.18)
JHotDraw 7 <0.0001 moyen (0.33)
Le tableau 3.4 présente les résultats statistiques de l’application du test de Mann-Whitney. Nous
constatons que la valeur-p est signiﬁcative dans la version JHotDraw 7 avec une taille d’effet
moyenne. Cependant, le test n’a pas donné de résultat signiﬁcatif dans la version JHotDraw 5.
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Selon ces résultats, nous concluons qu’il existe une relation entre le couplage avec les implé-
mentations et la prédisposition des clients aux bogues dans seulement la version JHotDraw 7.
Nous pouvons donc rejeter l’hypothèse nulle H0RQ2 en faveur de l’hypothèse alternative Ha2 .
3.2.2 ArgoUML
Les Figures 3.9, 3.10 et 3.11 montrent qu’il existe une différence signiﬁcative entre les valeurs
de changement des clients stables et des clients instables dans presque toutes les versions étu-
diées du système ArgoUML. Dans les versions 0.12, 0.14 et 0.18, les clients instables ont des
pourcentages de bogues plus élevés par rapport aux clients stables. Dans le reste des versions
analysées, la différence entre les deux types des clients est légèrement considérable.





























































Figure 3.9 Boîtes à moustaches des nombres de corrections de
bogues des clients stables et instables dans ArgoUML (0.10 - 0.14).
Le tableau 3.5 décrit les résultats statistiques obtenus dans le projet ArgoUml. Nous obser-
vons que la valeur-p est signiﬁcative dans toutes les versions analysées, ainsi que l’effet varie
entre moyen et large pour la majorité de versions. Dans l’évolution de ArgoUml, les clients
instables ont subi plus de changements dans un contexte de correction de bogues par rapport
aux clients stables. Dans le cas du projet ArgoUML, l’hypothèse alternative Ha2 est acceptée
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Figure 3.10 Boîtes à moustaches des nombres de corrections de
bogues des clients stables et instables dans ArgoUML (0.16 - 0.20).





























































Figure 3.11 Boîtes à moustaches des nombres de corrections de
bogues des clients stables et instables dans ArgoUML (0.22 - 0.26).
et nous rejetons l’hypothèse nulle H0RQ2 . Nous pouvons donc valider que le couplage avec les
implémentations ait un impact sur l’implication des clients dans les bogues.
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Tableau 3.5 Résultats statistiques de la prédisposition
des clients (instables vs stables) aux bogues dans
ArgoUML.
versions valeur-p delta de Cliff
ArgoUML 0.10 0.01 moyen (0.35)
ArgoUML 0.12 0.002 moyen (0.42)
ArgoUML 0.14 <0.0001 large (0.49)
ArgoUML 0.16 <0.0001 large (0.52)
ArgoUML 0.18 <0.0001 large (0.83)
ArgoUML 0.20 <0.0001 large (0.52)
ArgoUML 0.22 0.02 faible (0.21)
ArgoUML 0.24 <0.0001 moyen (0.35)
ArgoUML 0.26 <0.0001 moyen (0.37)
3.2.3 Rhino


























































Figure 3.12 Boîtes à moustaches des nombres de corrections de
bogues des clients stables et instables dans Rhino (1.5R1 - 1.5R3).
Les Figures 3.12, 3.13 et 3.14 présentent les nombres de bogues des clients instables et des
clients stables du projet Rhino. Nous constatons que les clients instables ont des nombres de
corrections de bogues légèrement supérieurs par rapport aux clients stables dans la majorité
des versions étudiées. Toutefois, la différence est faible dans les versions 1.5R3 et 1.7R4.
57






























































Figure 3.13 Boîtes à moustaches des nombres de corrections de
bogues des clients stables et instables dans Rhino (1.5R4.1 - 1.6R1).
Tableau 3.6 Résultats statistiques de la prédisposition
des clients aux bogues dans Rhino.
versions valeur-p delta de Cliff
Rhino 1.5R1 <0.0001 moyen (0.41)
Rhino 1.5R2 <0.0001 moyen (0.45)
Rhino 1.5R3 0.3 négligeable (0.07)
Rhino 1.5R4.1 <0.0001 faible (0.31)
Rhino 1.5R5 <0.0001 moyen (0.38)
Rhino 1.6R1 <0.0001 faible (0.23)
Rhino 1.6R4 <0.0001 moyen (0.36)
Rhino 1.6R6 <0.0001 faible (0.32)
Rhino 1.7R3 <0.0001 faible (0.24)
Rhino 1.7R4 <0.0001 faible (0.23)
Le tableau 3.6 présente les résultats obtenus à partir de l’application des tests statistiques sur
les données issues du projet Rhino. Nous constatons que la valeur-p est non signiﬁcative dans
la version 1.5R3. Cependant, la différence entre le nombre de corrections de bogues des clients
instables et des clients stables est signiﬁcative dans le reste des versions. De plus, les mesures
de l’effet varient entre faible et moyen. Selon ces résultats, nous pouvons rejeter l’hypothèse
nulle H0RQ2 pour Rhino.
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Figure 3.14 Boîtes à moustaches des nombres de corrections de
bogues des clients stables et instables dans Rhino (1.6R4 - 1.7R4).
3.3 Discussion des résultats
Les résultats statistiques présentés dans les sections précédentes conﬁrment l’existence d’une
différence statistiquement signiﬁcative entre les clients stables et les clients instables en ce
qui concerne leur prédisposition aux changements et aux bogues. Dans la majorité des ver-
sions des systèmes étudiés, nous avons trouvé des valeur-p signiﬁcatives. Les deux hypothèses
nulles H0RQ1 et H0RQ2 ont été rejetées en faveur des hypothèses alternatives Ha1 et Ha2 . Nous
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avons conclu que les clients des interfaces qui ont des couplages avec les implémentations sont
plus exposés aux changements et aux bogues dans l’évolution logicielle. Dans cette section,
nous discutons les résultats obtenus en ce qui concerne les deux questions de recherche. Nous
examinons aussi des cas concrets des deux types des clients à partir des logiciels étudiés.
3.3.1 JHotDraw
RQ1 : couplages instables et prédisposition des clients aux changements
Le test de Mann-Whitney sur les distributions du nombre de changements des clients instables
et des clients stables indique qu’il y a une différence signiﬁcative entre les deux groupes de
données dans les deux versions analysées. En examinant les données obtenues concernant
les changements des clients dans JHotDraw 5, nous observons que les clients couplés avec
les implémentations ont des valeurs plus élevées par rapport aux clients ayant uniquement
des couplages avec les interfaces. Par exemple, la classe DrawApplication qui joue le rôle de
l’éditeur graphique comportant le menu et la palette de dessin a été modiﬁée 34 fois par les
développeurs. Cette dernière est un client de l’interface Tool et de ses implémentations Selec-
tionTool et NullTool. De plus, le point de stabilité Tool possède une forte extension avec 29
implémentations dans sa zone de variations. Nous avons trouvé que dans six révisions, le client
DrawApplication et la classe SelectionTool ont subi un changement parallèle. Selon Aversano
et al. (2007), le co-changement constitue la modiﬁcation d’un ensemble de classes dans une
même révision et par le même développeur. Ce type de changement permet d’analyser l’impact
des modiﬁcations d’une entité logicielle sur le reste du système et d’étudier aussi la propaga-
tion des changements. Dans notre étude, nous n’avons pas étudié l’impact du changement des
implémentations sur les clients. Nous planiﬁons d’étudier et d’analyser le co-changement dans
nos travaux futurs.
De plus, DrawApplication joue aussi le rôle du client de l’interface Command qui possède dans
sa zone de variabilité 20 commandes concrètes. Les classesCommandChoice, CommandButton
et CommandMenu sont des clients stables de l’interface Command. Toutefois la moyenne du
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Figure 3.15 Diagramme de classes du patron de
conception Commande tiré de (Gamma et al., 1994).
Figure 3.16 Exemple du client spécialisé dans le patron Commande du projet
JHotDraw 5.
nombre de changements de ces clients est égale à cinq, cette valeur est totalement inférieure au
nombre de changements du client instable DrawApplication.
En présentant le diagramme de classes du patron Commande dans la Figure 3.15, nous consta-
tons que le client de l’interface possède du couplage avec l’implémentation. Les auteurs des
patrons GoF ont ajouté une dépendance entre le client et l’implémentation. Le client de l’inter-
face a besoin de créer une instance de la commande concrète. Nous avons considéré ces clients
comme des clients spécialisés parce que leur dépendance avec l’implémentation est cohérente
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selon la solution du patron Commande. Dans la Figure 3.16, le client DrawApplication joue le
rôle d’un client spécialisé parce qu’il possède des couplages avec les implémentations qui sont
cohérents avec le patron Commande présenté dans la Figure 3.15.
Nous avons aussi trouvé que l’interface StorageFormat est implémentée par quatre classes.
Cette dernière a un client stable StorageFormatManager et un client instable qui est la classe
DrawApplication. Or, le nombre de changements de la classe StorageFormatManager dans
l’évolution du JHotDraw 5 est égal à sept. D’où la différence entre les deux valeurs est im-
portante. La classe DrawApplication possède en totale des couplages instables avec 27 implé-
mentations qui présentent des extensions de six interfaces. Cette classe comporte le plus grand
nombre de changements parmi tous les clients identiﬁés dans le système JHotDraw 5.
Le deuxième exemple concerne la classe StandardDrawingView. Elle joue le rôle de l’interface
graphique du dessin permettant aux utilisateurs de dessiner les formes géométriques. Standard-
DrawingView a subi 32 changements et elle constitue la deuxième classe client la plus modiﬁée.
Elle possède des couplages instables avec sept implémentations appartenant à trois interfaces
différentes. Finalement, la classe JavaDrawApp a des couplages instables avec les extensions
de cinq interfaces. Cette classe a été modiﬁée 17 fois par les développeurs dans l’évolution du
JHotDraw 5.
D’autre part, les clients stables identiﬁés dans cette version possèdent des valeurs de change-
ments inférieures à celles des clients instables. La classe MDIDesktopPane possède un cou-
plage stable avec l’interface DesktopListener. Elle a subi 15 changements et qui constitue la
plus grande valeur parmi tous les clients stables.
Nous constatons d’après ces cas que les dépendances avec les implémentations ont un impact
sur la prédisposition des clients aux changements dans l’évolution de la cinquième version de
JHotDraw. Les interfaces jouent un rôle très important dans le masquage des variations qui
sont souvent sujettes aux modiﬁcations. Ce mécanisme favorise la stabilité des clients externes
en termes d’exposition aux changements lorsque ces derniers ne possèdent pas des couplages
avec les implémentations.
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Dans la version JHotDraw 7, les résultats statistiques ont montré une différence largement si-
gniﬁcative en ce qui concerne la première question de recherche. Les clients instables sont
plus sujets aux modiﬁcations par rapport aux clients stables. Par exemple, la classe SVGView
joue le rôle de la vue principale du dessin d’images vectorielles en format SVG. Cette der-
nière possède des couplages vers les implémentations de trois interfaces. Le client SVGView a
été modiﬁé dans 38 révisions. Cette valeur est supérieure à toutes les valeurs des nombres de
changements des clients stables. De plus, les classes instables DefaultDrawingView et Move-
Handle sont parmi les clients les plus modiﬁés dans JHotDraw 7.
Figure 3.17 Fabrique simple dans le système JHotDraw
permettant de retourner les instanciations de l’interface Action.
D’autre part, la classe ButtonFactory est le client possédant le plus grand nombre de chan-
gements parmi tous les clients identiﬁés. Cette classe a été modiﬁée dans 50 révisions dans
l’évolution du JHotDraw 7. Le rôle principal de cette dernière est une fabrique simple (Figure
3.17) permettant de créer des objets relatifs aux extensions de plusieurs interfaces telles que
Action, Tool, LineDecoration et Disposable. Nous avons évoqué dans la liste des bonnes pra-
tiques du mécanisme d’interface les patrons de fabrication comme une solution pour limiter le
couplage créationnel entre les clients et les implémentations. Or, nous constatons dans ce cas
que la fabrique limite la propagation des changements aux clients. Lorsqu’il y a de nouvelles
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extensions d’une interface, le concepteur apporte un changement seulement dans la fabrique
au lieu de modiﬁer tous les clients qui auront besoin des implémentations ajoutées. Les patrons
fabriques sont largement utilisés dans le développement logiciel pour traiter les problèmes de la
création des objets et pour réduire le couplage risqué entre les clients et les zones de variations
des interfaces.
RQ2 : couplages instables et prédisposition des clients aux bogues
Dans cette étude, nous n’avons pas trouvé des résultats statistiques signiﬁcatifs en ce qui
concerne la prédisposition des clients instables aux bogues dans la version JHotDraw 5. La
différence n’est pas considérable entre le nombre de corrections de bogues des deux types de
client. Ceci est principalement dû au nombre limité des révisions dans lesquelles les dévelop-
peurs ont corrigé des bogues. Nous avons seulement identiﬁé 23 révisions de correction de
bogues sur un total de 177 révisions dans JHotDraw 5. Dans les premières phases de déve-
loppement, les développeurs se concentrent sur les fonctionnalités. Les défauts sont souvent
identiﬁés après les versions initiales des logiciels.
Les résultats statistiques présentés ont montré une différence légèrement signiﬁcative en ce qui
concerne la prédisposition des clients aux bogues dans JHotDraw 7. En examinant les données
des clients, nous constatons que les classes SVGInputFormat et DefaultDrawingView sont les
plus modiﬁées parmi les clients instables avec neuf corrections de bogues. En outre, la classe
AbstractApplication constitue le client stable le plus modiﬁé avec dix changements dans le
même contexte.
Nous concluons pour le système JHotDraw que le couplage vers les implémentations affecte la
prédisposition des clients à l’augmentation du nombre de changements et surtout lorsqu’ils sont
couplés avec plusieurs implémentations supposées être masquées par une interface. Cependant,
nous n’avons pas trouvé une différence signiﬁcative entre les clients instables et les clients
stables en ce qui concerne la prédisposition de ces derniers aux bogues dans JHotDraw 5. Cette
différence est légèrement signiﬁcative dans la version JHotDraw 7.
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3.3.2 ArgoUML
RQ1 : couplages instables et prédisposition des clients aux changements
Les tests statistiques appliqués sur les données collectées à partir du système ArgoUML ont
donné des résultats signiﬁcatifs. Dans la version 0.10, nous observons que la classe Project-
Browser constitue le client le plus modiﬁé qui comprend 33 changements. Cette dernière est un
client instable et joue le rôle de la fenêtre principale de l’application. ProjectBrowser invoque
les implémentations de l’interface QuadrantPanel. Nous avons aussi trouvé dans l’évolution
qu’il existe quatre révisions dans lesquelles une des extensions de cette interface et le client
ProjectBrowser ont été modiﬁés en parallèle. Ceci veut dire que parfois, les changements se
propagent lorsque les clients ne sont pas protégés.
En outre, la classe Actions qui gère les différentes actions pouvant être effectuées par l’utilisa-
teur constitue aussi un client instable en invoquant les implémentations de l’interface Poster.
Cette classe a été modiﬁée dans 24 révisions. Nous constatons aussi que la différence entre les
deux distributions de données est importante. 75% des clients stables ont des taux de change-
ment inférieurs à quatre, alors que 75% des clients instables ont été modiﬁés dans au moins
quatre révisions.
Dans la version 0.12, les clients instables ont aussi des valeurs de changement plus élevées
que les clients ayant seulement des couplages avec les interfaces. Les classes ParserDispaly
et ProjectBrowser sont des clients instables et possèdent respectivement 24 et 16 changements
dans l’évolution de cette version. Cependant, dans la liste des clients stables, la classe UML-
TextField a été modiﬁée dans dix révisions. Le reste des valeurs de changement dans cette liste
se situe entre zéro et trois pour la majorité des clients stables.
Dans la version 0.14, nous observons que la moitié des clients instables ont des valeurs de
changements supérieures à neuf. La valeur maximale dans cette distribution est relative au
client instable ProjectBrowser qui a subi 58 changements. Par contre, dans la distribution des
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nombres de changements des clients stables, la majorité des valeurs se trouve dans l’intervalle
[0,3].
Dans la version 0.18, la différence entre les deux types du couplage est aussi importante. Il
existe environ 75% des clients stables ayant des valeurs de modiﬁcation inférieure à quatre.
Cependant, 75% des clients instables ont été modiﬁés dans au moins dix révisions.
Les résultats sont similaires dans le reste des versions étudiées. Le taux de changements des
clients instables dans l’évolution de ArgoUML est supérieur au taux de changements des clients
ayant uniquement des couplages stables. Nous constatons que les dépendances avec les élé-
ments des zones de variabilité des interfaces peuvent exposer les classes clients à l’augmenta-
tion de leur fréquence de modiﬁcation, et aussi aux changements propagés par les implémen-
tations.
RQ2 : couplages instables et prédisposition des clients aux bogues
Les résultats statistiques relatifs à la prédisposition des clients instables et stables aux bogues
sont aussi signiﬁcatifs dans toutes les versions explorées de ArgoUML. Dans la version 0.10,
la classe Main est le client le plus modiﬁé dans un contexte de correction de bogues. Certes
que cette dernière possède plusieurs couplages instables créationnels, mais elle joue aussi un
rôle important dans la conception de ArgoUML. Ce qui la rend plus exposée aux changements.
D’autre part, la classe ProjectBrowser comporte un nombre considérable de modiﬁcations dans
le même contexte. Elle représente la fenêtre principale de l’outil ArgoUML. Cette classe fait
appel à plusieurs implémentations des panneaux tels que NavigatorPane, DetailsPane, MultiE-
ditorPane, etc. Or, en examinant les révisions de correction de bogues dans lesquelles la classe
ProjectBrowser a été modiﬁée, nous observons que la cause du changement dans plusieurs
révisions est liée au cadre de l’application et les différentes dispositions des panneaux.
Dans ArgoUML 0.14, la différence statistique est largement signiﬁcative entre les deux types
des clients. En observant les données de l’évolution de cette version, nous trouvons que les
classes ProjectBrowser et ParserDisplay sont parmi les clients instables les plus impliqués dans
les révisions de correction de bogues. De plus, nous constatons que 75% des clients stables ont
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des valeurs de changements inférieures à quatre, tandis que pour les clients instables, environ
75% de ces classes ont été modiﬁés dans au moins quatre révisions.
Dans la version 0.18, la différence est aussi importante, et la valeur de delta de Cliff en ce qui
concerne la taille d’effet est large (0,83). Environ 75% des clients stables possèdent un nombre
de changements inférieur à quatre. Alors que 75% des clients instables ont subi plus que six
modiﬁcations dans un contexte de correction de bogues.
En général, les validations statistiques ont donné des résultats signiﬁcatifs dans les versions
analysées du système ArgoUML. Nous avons trouvé une corrélation entre le couplage avec les
implémentations des interfaces et la prédisposition des clients aux changements et aux bogues
dans l’évolution logicielle.
3.3.3 Rhino
RQ1 : couplages instables et prédisposition des clients aux changements
Selon les résultats obtenus, nous avons trouvé une différence statistiquement signiﬁcative entre
les différents de clients en ce qui concerne les changements dans les versions du projet Rhino.
Les classes clients qui invoquent les implémentations des interfaces possèdent des taux de
changements plus importants par rapport aux clients qui ont seulement des couplages avec les
interfaces.
Dans la version Rhino 1.5R1, nous observons que la classe Context constitue le client ayant le
plus de changement par rapport à tous les clients identiﬁés vu qu’elle a été modiﬁée dans 37
révisions. Cette dernière possède aussi des couplages avec les variations de quatre interfaces.
De plus, en examinant les données de l’évolution, nous constatons que dans dix révisions,
le client Context a subi un changement en parallèle avec au moins une implémentation des
interfaces dont elle possède des couplages. Ce type de changement conﬁrme que les couplages
risqués avec les variations peuvent souvent faire l’objet de la propagation des modiﬁcations
aux clients.
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D’autre part, la classe Interpreter qui joue le rôle de l’interpréteur principal de l’application a
été modiﬁée dans 30 révisions. Cette classe est un client de l’interface Scriptable et possède
aussi des couplages avec les implémentations de cette dernière. Cependant, nous trouvons dans
l’évolution de la version Rhino 1.5R1 que le client Interpreter a été modiﬁé dans sept révisions
où les implémentations de l’interface Scriptable ont subi aussi des changements. Nous conﬁr-
mons une autre fois que ce type de couplage peut introduire la propagation des changements
entre les variations et les clients d’une interface.
Dans la version Rhino 1.5R2, les résultats sont similaires concernant la différence des clients
instables et des clients stables en ce qui concerne leur prédisposition aux changements. Environ
50% des clients instables ont été modiﬁés dans au moins sept révisions, tandis que la majorité
des clients stables possèdent des valeurs de changement entre zéro et cinq. Les classes clients
les plus modiﬁées dans cette version sont les clients instables Context, Interpreter et Codegen
ayant respectivement 33, 22 et 19 changements.
Dans la version Rhino 1.5R4.1, nous constatons que le client Codegen a des couplages avec les
implémentations de l’interface Scriptable. En examinant l’évolution des changements de cette
version, nous observons que dans dix révisions, les changements ont été effectués en même
temps sur le client Codegen et les implémentations de l’interface.
RQ2 : couplages instables et prédisposition des clients aux bogues
La différence en ce qui concerne le lien entre les deux types des clients et leur prédisposition
aux bogues est aussi signiﬁcative dans toutes les versions étudiées à l’exception de la version
Rhino 1.5R3. En inspectant les données de l’évolution de cette dernière, nous constatons que le
nombre des révisions de correction de bogues est faible. D’autre part, nous constatons que dans
les versions 1.5R1 et 1.5R2, les clients stables ont des faibles valeurs de changements dont la
majorité est inférieure à deux. Tandis que 50% des clients instables ont subi un changement
dans au moins une révision. Nous concluons que dans le projet Rhino, les clients des interfaces
ayant des dépendances avec les implémentations sont plus prédisposés aux changements et aux
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bogues que les clients ayant seulement des couplages avec l’interface. La bonne utilisation de
ce mécanisme peut réduire l’impact des changements au niveau des variations sur le reste du
système.
3.4 Obstacles à la validité
Dans notre étude empirique, nous avons montré que le couplage aux implémentations des in-
terfaces affecte la prédisposition des clients aux changements et aux bogues. Cette validation
empirique supporte l’idée que les abstractions sont utiles dans la conception logicielle en dis-
simulant les artefacts instables et en diminuant les risques de la propagation des changements
aux clients. Cependant, nous ne conﬁrmons pas que les dépendances des classes clients avec les
implémentations sont la cause principale d’introduction des changements et des défauts dans
les classes clients. Dans cette section, nous analysons les obstacles à la validité de notre étude
en ce qui concerne la validité externe, interne et de construit.
3.4.1 Validité externe
La validité externe concerne la généralisabilité de nos résultats. Dans cette étude, nous avons
analysé trois systèmes libres qui varient selon le domaine d’application, la taille, le nombre
de révisions des versions analysées et leur durée du développement. Néanmoins, nous sug-
gérons que des études additionnelles soient effectuées en tenant compte d’autres langages de
programmation orientée objet, ainsi que l’analyse d’autres mécanismes d’abstraction.
3.4.2 Validité interne
Les obstacles à la validité interne n’affectent pas notre approche puisque nous avons réalisé une
étude exploratoire. Cette validité est pertinente dans les études qui cherchent à établir une rela-
tion de causalité. Or, nous ne cherchons pas à prouver que le couplage vers les implémentations
est la cause de la prédisposition des clients aux changements.
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3.4.3 Validité de construit
La validité de construit se réfère à la pertinence de mesures et concerne la relation entre la théo-
rie et l’observation. Nous avons utilisé l’outil IHvis pour la détection des clients des interfaces
dans les systèmes étudiés. Ruﬁange et Fuhrman (2014) ont présenté cet outil dans leur ap-
proche pour la visualisation de l’évolution des zones de variations. Les auteurs ont testé IHvis
en effectuant une étude sur des participants aﬁn d’analyser l’efﬁcacité de l’approche. Toutefois,
ils n’ont pas vériﬁé la précision de IHvis en ce qui concerne l’extraction de données à partir
des dépôts du code source. L’exactitude de IHvis peut affecter les résultats obtenus parce que
nous pouvons ajouter des classes dans la liste des clients instables tandis que ces dernières ne
possèdent pas des couplages avec les implémentations et vice-versa.
Nous avons utilisé JGit pour la détection des changements au niveau des clients. Cet outil ana-
lyse les ﬁchiers journaux de changement dans les dépôts du code source. L’identiﬁcation des
changements est ﬁable parce que nous avons considéré un changement d’une classe lorsque
cette dernière a subi n’importe quel type de modiﬁcation dans l’évolution logicielle. Cepen-
dant, nous avons appliqué des heuristiques et des expressions rationnelles pour la détection des
révisions de correction de bogues. L’analyse prend en considération le message de la révision
aﬁn de déterminer si cette dernière est un changement dans un contexte de bogue. Parfois,
les développeurs ne précisent pas dans le message d’une révision qu’il s’agit d’une correction
de bogues, ou ils oublient d’ajouter les identiﬁants de la documentation des défauts dans les
systèmes de suivi des problèmes. Nous avons réalisé des vériﬁcations manuelles lorsque les
messages des révisions manquent des informations. Toutefois, il peut y avoir des révisions de
correction de bogues que nous n’avons pas identiﬁées parce qu’elles ne comprennent pas les
mots clés utilisés dans l’analyse de message.
3.5 Limites de l’approche
Dans notre étude, nous avons analysé les couplages avec les implémentations des interfaces
et leur impact sur la prédisposition des clients aux changements et aux bogues. L’approche se
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limite seulement aux systèmes développés en Java, tandis que d’autres langages de program-
mation orientée objet tels que C++ peuvent être envisagés. De plus, les dépôts du code source
des projets étudiés sont en format SVN. Nous avons utilisé l’outil SubGit pour la migration
des projets Git vers SVN. En outre, nous avons étudié seulement les interfaces Java comme
des points de stabilité permettant de cacher les variations. Cependant, il existe d’autres méca-
nismes d’abstraction tels que les classes abstraites ou les classes avec les méthodes virtuelles
en C++. D’autres méthodes peuvent être utilisées pour déﬁnir des abstractions. Par exemple,
une classe façade peut dissimuler un ensemble de code complexe et facilite leur utilisation aux
clients. Cette approche se limite aussi à l’analyse des changements au niveau des clients en
tenant compte de n’importe quel type de modiﬁcation. L’étude des types de changement (par
exemple, changement structurel ou non structurel) peut donner un aperçu sur les modiﬁcations
les plus effectuées sur les clients des interfaces. De plus, nous avons trouvé des cas où les chan-
gements dans les variations engendrent des modiﬁcations au niveau des clients instables. Les
couplages risqués peuvent introduire la propagation des changements. Néanmoins, nous avons
considéré seulement la prédisposition des clients à toute sorte de changement.
CONCLUSION
Le masquage d’information est un mécanisme de base dans le développement moderne. L’iso-
lation des artefacts instables qui représentent des décisions de conception difﬁciles à gérer au
ﬁls du temps facilite le développement en équipe, minimise les couplages entre les modules
logiciels et réduit l’impact des changements au niveau des détails sur le reste du système. Les
interfaces constituent des techniques de masquage d’information largement utilisées dans la
programmation orientée objet en Java. Les implémentations cachées derrière l’interface sont
les parties complexes des systèmes souvent exposées aux changements dans l’évolution logi-
cielle. La protection des variations dissimulées ne peut être achevée que si les clients dépendent
seulement de l’interface. La bonne utilisation de ce mécanisme facilite la compréhension et la
maintenabilité des logiciels en favorisant la programmation modulaire et la minimisation de
la propagation des changements provoquée par les implémentations. Cependant, la conception
des interfaces n’est pas une tâche triviale et leur mauvaise application peut être coûteuse.
Dans ce mémoire, nous avons proposé une étude empirique visant à évaluer l’impact de l’exis-
tence des couplages entre les clients et les implémentations sur l’introduction de changements
dans l’évolution des logiciels. Nous avons analysé la différence entre les clients stables et les
clients instables en ce qui concerne leur prédisposition aux changements et aux bogues. Pour
répondre à nos questions de recherche, nous avons suivi une démarche de collecte et d’ana-
lyse de données extraites à partir de trois systèmes largement étudiés dans la littérature. De
plus, nous avons utilisé des outils pour identiﬁer les clients des interfaces et pour détecter les
changements dans l’évolution. Nous avons aussi appliqué des expressions rationnelles et des
heuristiques aﬁn d’identiﬁer les révisions de correction de bogues.
Les résultats statistiques obtenus ont montré qu’il existe une différence signiﬁcative entre les
clients instables et les clients stables en ce qui concerne leur prédisposition aux changements,
et cela pour presque la majorité des versions des systèmes analysés. Nous avons observé à
travers nos deux questions de recherche que les classes clients possédant des dépendances avec
les implémentations sont plus exposées aux changements et ils sont plus impliqués dans les
révisions de correction des bogues. D’autre part, nous avons trouvé des cas où les modiﬁcations
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au niveau des variations peuvent faire l’objet de la propagation des changements aux clients.
Ainsi que le nombre de couplages avec les détails des interfaces est corrélé avec la fréquence
de changement des classes clients.
Les résultats de notre recherche ont indiqué que l’introduction des dépendances vers les im-
plémentations par les développeurs peut affecter le coût de changement et provoque aussi les
bogues dans les systèmes. Cette étude a davantage révélé la pertinence du principe de mas-
quage d’information dans l’appui des structures de conception qui supporte le faible couplage
avec les éléments potentiellement instables.
Suite à cette contribution, de nouvelles pistes de recherches peuvent être envisagées dans le
futur. Les chercheurs intéressés par les approches empiriques peuvent étudier d’autres méca-
nismes de masquage d’information tels que les classes abstraites, les classes avec des méthodes
virtuelles en C++ ou les classes intermédiaires (par exemple, Façade dans GoF (Gamma et al.,
1994)). D’autre part, l’étude de l’impact des couplages risqués sur la propagation de change-
ments est envisageable. Nous avons constaté dans notre analyse que parfois les changements au
niveau des variations peuvent se propager aux clients des interfaces. Nous avons aussi trouvé
des cas où des clients spécialisés possèdent des couplages avec les implémentations et qu’il
existe une cohérence avec la structure des patrons tels que Commande, Décorateur, et Com-
posite dans le logiciel JHotDraw. Ce type de client peut ne pas représenter un risque sur la
stabilité des logiciels. L’étude des clients spécialisés est envisageable dans les travaux futurs.
Enﬁn, les chercheurs peuvent aussi analyser l’impact des techniques promouvant la bonne
conception des interfaces (par exemple, l’injection de dépendances, les patrons de fabrication)
sur la minimisation des couplages et le coût de changement.
Ce travail a été présenté dans une afﬁche lors du consortium pour la recherche en génie lo-
giciel (Consortium for Software Engineering Research Spring 01-06-2016) tenu à l’université
d’Alberta à Edmonton. Nous visons maintenant à publier notre contribution dans un journal
scientiﬁque.
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