We describe an error in earlier probabilistic analyses of the pure literal heuristic as a procedure for solving k-SAT. All probabilistic analyses are in the constant degree model in which a random instance C of k-SAT consists of m clauses selected independently and uniformly (with replacement) from the set of all k-clauses over n variables. We provide a new analysis for k = 2. Speci cally, we show with probability approaching 1 as m goes to 1 one can apply the pure literal rule repeatedly to a random instance of 2-SAT until the number of clauses is \small" provided n=m > 1. But if n=m < 1, with probability approaching 1 if the pure literal rule is applied as much as possible, then at least m 1=5 clauses will remain.
Introduction
The satis ability problem for sets of propositional clauses is the primordial NP-complete problem (See 14, p.38]). Also as shown in 14], the satis ability problem for sets of k-clauses (k-SAT ) is NP-complete for k > 2. The lack of polynomial time algorithms for NP-complete problems has given rise to the search for fast heuristic schemes for their solution which will be successful \almost surely". Franco 10] and the rest of us 18] give probabilistic analyses of the pure literal heuristic as a procedure for solving k-SAT. Unfortunately a serious error vitiates the outcomes. We describe the error in x2. For 2-SAT we provide a di erent analysis in x3 showing the e ciency of the pure literal heuristic in the cases claimed by Franco. This analysis is based partly on the Chv atal and Reed 7] and Goerdt 15] analysis of the probability that a set of 2-clauses is satis able. In x4 we show the optimal nature of the result in x3.
All of these analyses are in the constant degree model for formulae in conjunctive normal form (CNF ) having a sequence of m clauses each of which is a k-clause, that is, has a set of k literals selected from a set V of n Boolean variables and their negations. In this model clauses are selected independently from one another with the uniform distribution on the set of all possible k-clauses, denoted Q k (V ) or Q k (n). To allow changes in parameters Franco and Paull 12] denote this distribution as f(m; n; k). We omit k as it is clear. This model has been used in many studies of k-SAT including Brown and Purdom 3], Purdom and Brown 19 ], Franco and Paull 12], Franco 10 ], Franco, Plotkin, and Rosenthal 13] , M-T Chao and Franco 5] and 6], Chv atal and Reed 7] , and Goerdt 15] . It has also been used in the study of k-Exact SAT in Rosenthal, Speckenmeyer, and Kemp 22] and Rosenthal 21] . The reader should be cautioned that among these papers there is confusing variation in the symbols used for the number of variables, the number of clauses, and the number of literals per clause.
The pure literal heuristic is based on the pure literal rule which is part of the Davis-Putnam Procedure (DP P) 8] , an algorithm for satis ability (SAT ) and k-SAT. Franco A pure literal for a formula in CNF is a literal l which occurs in at least one clause, but whose negation does not occur in any clause. The pure literal rule declares l to be true, and deletes all clauses containing l. The pure literal heuristic PL keeps trying to apply the pure literal rule until the sequence of remaining clauses is so small that the splitting rule (another one of DPP's rules) will e ciently determine satis ability. If the pure literal rule can not be applied this often, the pure literal heuristic gives up. Franco 10] provides a more formal description of PL.
In 10] Franco examines the performance of PL applied to random (according to the constant degree model) formulae with m clauses from Q k (n) where n = m and > 1. His intention is to show that asymptotically (in m) almost always PL can be applied until only log 2 m clauses remain. He does not analyze PL directly, but rather analyzes a procedure PL 0 whose probability of giving up is at least the probability PL gives up. In PL 0 if a pure literal occurs in r > 1 To show that the claim is false we must rst clarify line (4) of PL 0 . The choice of a pure literal in D may be made algorithmically or randomly (viewing PL 0 as a randomized algorithm). In the random case for every occurrence of line (4) one assigns probabilities (or \weights") to the possible choices of pure literal. We call any such assignment a weighting scheme. For example, we could assign each pure literal equal weight. The algorithmic case can be viewed as a special instance of the random case in which we use a weighting scheme that always assigns one pure literal weight 1 and the others weight 0.
We show that for no weighting scheme does one retain independence after the completion of one pass through the while loop of PL 0 . For ease of exposition we do this for m = 4; n = 6; k = 3.
We It is worth noting that a similar argument shows that PL 0 never decreases the probability of impurity. More precisely, let V be a set of n Boolean variables, V 0 a set of n ? s Boolean variables (where s > 0), C a sequence of m clauses selected independently and uniformly from Q k (V ), C 0 a sequence of m ? s clauses selected independently and uniformly from Q k (V 0 ). Let t 0.
Let E 0 be the event that after t complete passes through the while loop of line (1) of PL 0 (C 0 ; V 0 ; h) there is a pure literal and let E be the event that after s + t complete passes through the while loop of line (1) of PL 0 (C; V; h) there is a pure literal. Then Prob(E) Prob(E 0 ).
Pure Literal Rule for 2-SAT
Using a di erent analysis we now show that the pure literal heuristic succeeds when k = 2 provided the ratio of the number of variables over the number of clauses is asymptotically greater than 1. THEOREM 3.1 Let > 1. Assume n m. Let C be a random sequence of m clauses from Q 2 (n). Then Prob(the pure literal rule may be applied to C until at most log 2 (n) clauses remain)= 1 ? o(1).
NOTES: n is a function of m.
Throughout x3 and x4 all asymptotic notations are asymptotic in m. As it has only nitely many vertices any PL block includes a cycle. More generally any vertex of a PL block is either on a cycle or lies between two cycles. The proofs for cases b) and c) are omitted as they are similar to the proof for case a). The crucial point in each case is that the number of literals used is one less than the number of clauses used.
For the moment x 1 , 2 , and 3 . In case a) one must choose = is nite and so the desired probability is
The Con guration Lemma tells that by ignoring a o(1) piece of the sample space of formulae, we may assume that no cycles in a formula are connected to one another. Thus, the proof of Theorem 3.3 is completed by showing : PROPOSITION 3.7 Same hypotheses as Theorem 3.1.
Prob(the sum of the lengths of all cycles in C is at least t and no cycles of C are connected to one another)= o(1). PROOF. Say the sum of the lengths is t 0 t. Say there are n i cycles of length t i for i = 1; : : : ; s with total length t 0 = s P i=1 n i t i .
As l ! l is not a clause, each t i 2.
One must choose t 0 clauses and t 0 literals for these cycles. The literals may be chosen in at most (2n) t is the probability that a permutation on t 0 letters has precisely n i cycles of length t i for i = 1; : : : ; s.
So the probability that the sum of lengths of all cycles is t 0 is at most So, as 1 = o(t), this probability is o(1).
Given the phenomenal success of the pure literal heuristic under the hypotheses of Theorem 3.3 it is reasonable to ask if under the same hypotheses the pure literal rule asymptotically almost always eliminates all clauses. This is false as PROPOSITION 3.8 If n m where > 1, then the probability there is a cycle of length 2 is asymptotically > 0. PROOF. Let p 2 be the probability there is no cycle of length 2. We show p 2 is asymptotic to exp ? 1 4 2 . The main source of di culty in computing this probability is that clauses may occur more than once. So we write p 2 as: X Proposition 3.8 is in striking contrast to Broder, Frieze, and Upfal's 2] results for the pure literal rule for 3-clauses. They show that in their model with asymptotically 1 probability there is no pure literal block provided m n is su ciently small (< 1:63).
Proposition 3.8 and Erd os and Renyi's 9] results on the occurrences of cycles in random graphs suggest the following conjectures, assuming 1 m < n < 2 m where the i 's are constants > 1. CONJECTURE 3.11 For any xed t the asymptotic probability there is a PL block of size t is strictly between 0 and 1. CONJECTURE 3.12 The asymptotic probability there is a PL block of some size is strictly between 0 and 1. (By the Con guration Lemma, Conjecture 3.12 is equivalent to: The asymptotic probability there is a cycle of some length is strictly between 0 and 1.) 14 4 Optimality of Theorem 3.1
We show Theorem 3.1 is near optimal by showing if n = m where 0 < < 1, then with asymptotic probability 1 there is a PL block of size m " for some " > 0. This follows immediately from the proof in Chv atal and Reed 7] that for such , Prob(C is satis able)= o(1). They use the second moment method to show Prob(C has a \snake" of size m " )= 1 ? o(1) for any " < 1
8
. It is trivial to observe a snake is a PL block.
A larger " with a simpler proof may be obtained by using cycles instead of snakes. Then by Chebyshev's inequality,
and so Prob( = 0)= o(1). iii) is the number of ways of permuting same size components of A \ B in B. This is largest when all the components are the same size and, hence, is at most k!. 5 Topics for further study For 2-clauses we have seen there is an abrupt transition in the performance of the pure literal heuristic. It occurs for n = m as switches from < 1 to > 1. It is striking that this is the same at which occurs the abrupt transition in 2-satis ability shown by Chv atal and Reed in 7] and Goerdt in 15]. Is there a comparable transition in the performance of the pure literal heuristic for k-clauses for k 3 ? First one should nd an (depending on k) such that for n m, asymptotically there are almost never pure literal blocks of size at least log(m). And one should nd a (depending on k) such that for n m, asymptotically there are almost always pure literal blocks of size m " for some " > 0. Next one should determine if as for k = 2, the inf of the possible 's = the sup of the possible 's. We are con dent that unlike for 2-clauses such a transition would be larger than the conjectured transition for satis ability.
