Abstract-There is a serious flaw in existing image search engines, since they basically work under the influence of keywords. Retrieving images based on the keywords is not only inappropriate, but also time consuming. Content Based Image Retrieval (CBIR) is still a research area, which aims to retrieve images based on the content of the query image. In this paper we have proposed a CBIR based image retrieval system, which analyses innate properties of an image such as, the color, texture and the entropy factor, for efficient and meaningful image retrieval. The initial step is to retrieve images based on the color combination of the query image, which is followed by the texture based retrieval and finally, based on the entropy of the images, the results are filtered. The proposed system results in retrieving the images from the database which are similar to the query image. Entropy based image retrieval proved to be quite useful in filtering the irrelevant images thereby improving the efficiency of the system.
INTRODUCTION
Image processing is a field which faces drastic changes and increased users day by day. One of the widely used applications of image processing is the content based image retrieval, which aims to retrieve similar kinds of images from the database with respect to the query image. Most of the existing CBIR based search engines are keyword-dependant. If the keywords are not relevant to the images, then the very purpose of retrieving similar kinds of images is lost! In order to overcome this problem, CBIR based on the semantics of the images came into existence.
Color based image retrieval was the basic strategy in retrieving images in the early days [4] . Histograms of the images were the tool to analyze the color composition in any image. But, image retrieval based on only the color combo is not sufficient since this approach won't consider the content of the image at all thereby not achieving the basic objective. The next generation CBIR systems considered color and texture of the images before retrieving [5] . This approach too proved to be insufficient, since the results had irrelevant images. To improve the efficiency of CBIR systems, relevance feedback based image retrieval was experimented [1] . But, relevance feedback based approach consumed much of the users' time making them train the system with positive and negative images, relevancy are termed as negative images). Since it is too complex to follow the steps in training the system, this approach too did not win the contest of CBIR systems.
In this paper, in addition to the above mentioned color and texture properties of an image, we have considered a phenomenal property of an image, the entropy, which can analyze the randomness factor of an image. By combining these factors, we could achieve the retrieval efficiency up to 96%. Figure 1 shows the basic design of our CBIR system. We retrieve images in three stages, in the initial stage, we retrieved images with respect to the color, if the user is satisfied with the retrieval results, we stopped there itself, thereby not giving much work to the system. If not, the retrieval was carried out based on the texture of the images (we calculated the overall pixel intensity of the images.). If the user is still not satisfied with the results, we calculated the entropy of images before comparing them.
Figure 1 Design Diagram

II. DETAILED ANALYSIS OF THE DESIGN
PROPOSED.
The search begins with providing an image as the 'query image'. The objective is to retrieve images which are similar to the query image. The features that were considered initially include, color, texture and entropy.
A. Color
One of the most important features that make possible the recognition of images by humans is color.
Color is a property that depends on the reflection of light to the eye and the processing of that information in the brain. We use color every day to tell the difference between objects, places, and the time of day. Usually colors are defined in three dimensional color spaces.
These could either be RGB (Red, Green, and Blue), Histogram is generated for the query image and for all the images in the image database. Then quadratic distance between them is found out using the formula [13] , which is calculated using the formula [13] , 
------------(2)
Where, A is the matrix of similarity which has 3
columns each representing Hue (h), Saturation(s) and the Value (v) of the image under consideration. Using (1) and (2), similarity between the images with respect to the histograms are found out and, lesser the quadratic distance value, more will be the similarity. Figure 3 shows a sample query image, and its corresponding HSV matrix (a portion) is tabulated in Table 1 : HSV values of Figure 3 Every image' HSV matrix as shown in Table 1 is used in (2) to calculate the quadratic distance value.
B. Texture
Comparing images based on color alone will not be sufficient for efficient retrieval. The main objective of the wavelet transformation was to calculate the pixel intensity of the images, based on which, the further comparisons can be made. Since
MatLab has built-in functions for wavelet transformation; it was very easier for us to carry out our work.
We first decomposed the image into 4 sub-bands (low-low, low-high, high-low, high-high bands) each of different frequency. We observed that, the frequency was concentrated much in the low-low sub band and used the same for further decompositions. We considered almost all kinds of wavelet methods available for decomposition. Of those, we found that, Daubechies wavelet proved to provide us good results.
In particular, we incorporated 'db10' for our testing purposes. The following Figure 4 shows the wavelet function as a graph. 
C. Entropy
Entropy is a factor that is used to characterize the randomness of an image. Entropy is a statistical measure of randomness that can be used to characterize the texture of the input image. Entropy can be defined as follows (13) ,
The 'p' in the above term defines the histogram count of the image being processed. We have subtracted the entropy values of query image and all the images in the database. Our foremost job was to choose the entropy difference threshold for choosing the most relevant images. We kept the threshold as 0.59. Figure 5 shows a pair of images and their corresponding entropy values. 
IV. IMAGE CONVERSION
Before uploading an image into the image database, we had to check its specifications. If the image doesn't correspond to our requirement of 256bit, we had to convert it into an image of bit depth equal to 8. We used rgb2ind() method for achieving this. One more important prerequisite to deal with images in MatLab is the image size. We chose the dimension 160*120. We used the built-in function imresize() to automatically convert the images before uploading into the database.
V. EXECUTION AND RESULTS
The database had nearly 500 images all of type 256 bit '.bmp's, and size 160*120; Figure 4 shows a portion of database. Figure 6 Images in the database Figure 5 shows the query image as follows,
Figure 7 Query image
The above image is processed with respect to color.
Following steps hold good.
1)
Histogram will be generated first using imhist () method. Figure 8 shows the snapshot of the same. Figure 8 Histogram generated for Figure 7 .
2)
Step 1 is repeated for all the images in the database images.
3) Quadratic distance is found between each pair of images. Figure12 Euclidean distance between image.
8) Final step is to find the Euclidean distance
between query image and every image in the database using (4). Figure 13 shows the sample output.
Figure13 Sample output for texture search.
9) If the user is not satisfied with the results, he/she can opt for entropy based image retrieval. There, only exactly matching images will be displayed. Figure 14 shows the entropy based image retrieval. As it can be seen from the execution results, color based retrieval focuses only on color factor. The efficiency is less than 50%, whereas in texture based image retrieval, it was improved to 75 %. Finally, in entropy based image retrieval, the efficiency is nearly 95%.
VI. FUTURE WORK
We have planned to incorporate the text based image retrieval into the current work for even more improving the retrieval efficiency.
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