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Abstract
If an incidence matrix N of a symmetric design is such that N þ Nt is a ð0; 1Þ matrix, then N
is an adjacency matrix of a doubly regular asymmetric digraph, and vice versa. We construct
several parametrically new inﬁnite families of such digraphs. To carry on some of these
constructions, we obtain an inﬁnite family of skew balanced generalized weighing matrices.
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1. Introduction
A digraph is a pair G ¼ ðV ; EÞ; where V is a ﬁnite nonempty set of vertices and E is
a set of ordered pairs (arcs) ðx; yÞ with x; yAV and xay: If ðx; yÞ is an arc, we will
say that x dominates y or that y is dominated by x. A digraph G is called regular of
degree k if each vertex of G dominates exactly k vertices and is dominated by exactly
k vertices. We follow terminology from Ito and Raposa [10] and call a digraph G on v
vertices doubly regular with parameters ðv; k; lÞ if it is regular of degree k and, for any
distinct vertices x and y; the number of vertices z that dominate both x and y is equal
to l and the number of vertices z that are dominated by both x and y is equal to l: A
digraph G is asymmetric if ðx; yÞAE implies ðy; xÞeE: We will refer to a doubly
regular asymmetric digraph with parameters ðv; k; lÞ as a DRADðv; k; lÞ: For further
information on these and more general digraphs see [9,11].
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A symmetric ðv; k; lÞ-design is a pair D ¼ ðX ;BÞ; where X is a set (of points) of
cardinality v and B is a set of v subsets of X (blocks), each of cardinality k; such that
any 2-subset of X is contained in exactly l blocks. If X ¼ fx1;y; xvg and B ¼
fB1;y; Bvg; then the design D can be described by its incidence matrix, that is a
ð0; 1Þ matrix of order v whose ði; jÞ-entry is equal to 1 if and only if xiABj: A ð0; 1Þ
matrix N of order v is an incidence matrix of a symmetric ðv; k; lÞ-design if and only
if NNt ¼ ðk  lÞI þ lJ: For further information on symmetric designs see [3] or [19].
If an incidence matrix N of a symmetric ðv; k; lÞ-design is such that N þ Nt is a
ð0; 1Þ-matrix, then N serves as an adjacency matrix of a DRADðv; k; lÞ; and vice
versa. One well-known example of this interrelation between symmetric designs and
digraphs is the so-called Hadamard tournaments. A Hadamard tournament is a
DRADð4n  1; 2n  1; n  1Þ; and such a tournament exists if and only if there exists
a skew Hadamard matrix of order 4n: Szekeres [18] was able to construct some new
skew Hadamard matrices using Hadamard tournaments.
Another application of doubly regular digraphs in design theory are twin designs.
Symmetric ðv; k; lÞ-designs D ¼ ðX ;BÞ and D0 ¼ ðX ;B0Þ are called twin designs if
there is a bijection f :B-B0 such that every block BAB is disjoint from f ðBÞ: In
general, it is not easy to ﬁnd twin symmetric designs. However, if G is a
DRADðv; k; lÞ and G0 is the digraph obtained by reversing the direction of every
arc of G; then the corresponding symmetric designs are twins.
In Section 2 we show that several well-known families of symmetric designs yield
adjacency matrices of doubly regular asymmetric digraphs. In Section 4 we construct
two more inﬁnite families of DRADs obtained from symmetric designs recently
discovered in [7,16]. The main tool in these constructions are balanced generalized
weighing matrices.
Let G be a multiplicatively written ﬁnite group. A matrix W ¼ ½aij 
 of order v with
entries from the set %G ¼ G,f0g is called a balanced generalized weighing matrix with
parameters ðv; k; lÞ (or a BGW ðv; k; lÞ) over G if each row of W contains exactly
k nonzero entries and, for all distinct i; hAf1; 2;y; vg; the multiset
fa1hj aij : 1pjpv; aija0; ahja0g contains exactly l=jGj copies of each element of G:
If W is a BGW ðv; k; lÞ over a group G; then so is W t: If f is a homomorphism
from G onto a group G0; then replacing every nonzero entry of W by its image under
f yields a BGW ðv; k; lÞ over G0:
Most of the known balanced generalized weighing matrices belong to the family
BGW
qdþ1  1
q  1 ; q
d ; qd  qd1
 
over G; ð1Þ
where q is a prime power, d is a positive integer, and G is a cyclic group whose order
divides q  1: Since such a group G can be regarded as a subgroup of the
multiplicative group of the ﬁeld GFðqÞ; matrix (1) can be regarded as a matrix over
GFðqÞ:
Let o be a generator of a ﬁnite cyclic group G: A matrix W ¼ ½aij
 of order v over
%G is called o-circulant if, for i; j ¼ 2; 3;y; v; aij ¼ ai1;j1 and ai1 ¼ oai1;v: As
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Jungnickel showed in [12] (see also [2]), there is always an o-circulant balanced
generalized weighing matrix with parameters (1).
Another useful representation of balanced generalized weighing matrices can be
obtained by considering them as matrices over a group ring. Let RG be the group
ring of a ﬁnite group G over the rationals. For any xA %G; let xn ¼ x1 if xAG and
xn ¼ 0 if x ¼ 0: For a matrix W ¼ ½aij
 of order v with entries from %G; let W n ¼ ½anij 
t:
Then W is a BGW ðv; k; lÞ over G if and only if the following equation over RG is
satisﬁed:
WW n ¼ ke  ljGj G
 
I þ ljGj G
 
J; ð2Þ
where e is the identity element of G; G stands for the sum of all elements of G in RG;
I is the identity matrix of order v and J is the matrix of order v with all entries equal
to e:
For constructing doubly regular asymmetric digraphs in Section 4 we need skew
balanced generalized weighing matrices.
If W is a balanced generalized weighing matrix over a ﬁnite group G and t is a
ﬁxed element of order 2 in G (if there is such), we will say that W is skew if
W t ¼ tW : The diagonal entries of a skew matrix must be equal to 0: If W is a matrix
with parameters (1) regarded as a matrix over GFðqÞ; then W is skew if and only if
W t ¼ W : Despite many construction methods available for matrices (1), see
[2,6,14], not much is known about the existence of skew balanced generalized
weighing matrices. In Section 3, we construct an inﬁnite family of such matrices. For
further details on balanced generalized weighing matrices, see [5,12].
2. Direct constructions
In this section, we describe three direct constructions of doubly regular
asymmetric digraphs from well-known symmetric designs, namely, projective planes,
Menon designs, and designs with parameters of McFarland difference sets (Natural
Series, Series 2, and Series 1, respectively, in [3]).
For any prime power q; a projective plane of order q is a symmetric
ðq2 þ q þ 1; q þ 1; 1Þ-design. A symmetric design with these parameters can be
obtained as a Singer difference set, i.e., a ðq þ 1Þ-subset D of the group Zq2þqþ1 such
that every nonzero element of the group has a unique representation as the difference
of two elements of D: The corresponding incidence matrix SðDÞ ¼ ½sij 
; i; j ¼
1; 2;y; q2 þ q þ 1; is deﬁned by sij ¼ 1 if and only if i  jAD: Obviously, matrix
SðDÞ is circulant. Note that if D is a Singer difference set, then so is the set D þ x; for
any xAZq2þqþ1:
For further references on difference sets see [3] or [13].
Theorem 2.1. For any prime power q, there exists a DRADðq2 þ q þ 1; q þ 1; 1Þ:
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Proof. Let D be a Singer ðq2 þ q þ 1; q þ 1; 1Þ-difference set. Then the cardinality of
the set fx þ y : x; yADg is equal to ðq þ 1Þðq þ 2Þ=2; which is less than q2 þ q þ 1:
Let a be an element of Zq2þqþ1 that cannot be represented as x þ y with x; yAD:
Since q2 þ q þ 1 is odd, there is bAZq2þqþ1 such that a ¼ 2b: The matrix A ¼
SðD  bÞ is an incidence matrix of a symmetric ðq2 þ q þ 1; q þ 1; 1Þ-design. If
xAD  b; then xeD  b: Therefore, A þ At is a ð0; 1Þmatrix, i.e., A is an adjacency
matrix of a DRADðq2 þ q þ 1; q þ 1; 1Þ: &
For the next two constructions, we need the following well-known result that is
equivalent to the existence of a 1-factorization of the complete graph Kn; to the
existence of a resolvable 2-ðn; 2; 1Þ design, and to the existence of a round robin
tournament with n players in n  1 rounds. See [1, Theorem 4.12]. A proof of this
result can be found in [15].
Proposition 2.2. For any even positive integer n, there is a Latin square L ¼ ½Lði; jÞ
 of
order n with entries 1; 2;y; n such that Lði; jÞ ¼ Lðj; iÞ and Lði; iÞ ¼ n for i; j ¼
1; 2;y; n:
Our second example comes from Bush-type Hadamard matrices.
A Hadamard matrix is an orthogonal matrix with all entries equal to 71: The
order of a Hadamard matrix is 1 or 2 or a multiple of 4. A Hadamard matrix with
constant row sum is called regular. If n is the row sum of a regular Hadamard matrix
H of order greater than 1, then n ¼ 2h is even, 4h2 is the order of H; and the matrix
N ¼ 1
2
ðJ  HÞ is an incidence matrix of a symmetric ð4h2; 2h2  h; h2  hÞ-design. If
H is a regular Hadamard matrix, then so is Ht: This and further information on
Hadamard matrices can be found in [3] or [4].
We generalize a deﬁnition proposed by Kharaghani [15] and call a regular
Hadamard matrix H of order 4h2; hX1; of Bush type if it can be represented as a
block matrix H ¼ ½Hij
; where each Hij is a matrix of order 2h with a constant row
sum equal to 0 or 2h: This deﬁnition implies that the row sum of H is 2h and that
each row and each column of blocks contains one matrix equal to J and 2h  1
matrices with row sum 0. The following construction of Bush-type Hadamard
matrices is a slight modiﬁcation of the construction proposed in [15].
Let K be a Hadamard matrix of order nX2 with all entries in the last row equal to
1. Let R1; R2;y; Rn be consecutive rows of K : For i ¼ 1; 2;y; n; let Ci ¼ RtiRi: The
following properties of matrices Ci are readily veriﬁed: each Ci is a symmetric
matrix; Cn ¼ J; CiJ ¼ 0 for i ¼ 1; 2;y; n  1; CiCtj ¼ 0 if iaj; CiCti ¼ nCi;Pn
i¼1 Ci ¼ nI :
Theorem 2.3. Let C ¼ f7C1;7C2;y;7Cn1; Cn ¼ Jg and let H ¼ ½Hij 
; i; j ¼
1; 2;y; n; be a block matrix such that ðiÞ HijAC for i; j ¼ 1; 2;y; n; and ðiiÞ if
i; j; kAf1; 2;y; ng and jak; then Hij7HikaO and Hji7HkiaO: Then H is a
Hadamard matrix of Bush type.
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Proof. For i ¼ 1; 2;y; n;
Xn
j¼1
HijH
t
ij ¼
Xn
j¼1
CjC
t
j ¼ n
Xn
j¼1
Cj ¼ n2I
and
Pn
j¼1 HijJ ¼ J2 ¼ nJ: For distinct i; k ¼ 1; 2;y; n;
Pn
j¼1 HijH
t
kj ¼ O: &
Let h be a positive integer such that there exists a Hadamard matrix K of order
n ¼ 2h: Let all entries in the last row of K be equal to 1. We will denote byHðKÞ the
set of all Hadamard matrices of order n2 ¼ 4h2 of Bush type constructed in Theorem
2.3. The following theorem shows that there is a matrix HAHðKÞ that can serve as
an adjacency matrix of a doubly regular asymmetric digraph.
Theorem 2.4. If h is a positive integer such that there exists a Hadamard matrix of
order 2h; then there exists a DRADð4h2; 2h2  h; h2  hÞ:
Proof. Let L be a Latin square of order n ¼ 2h from Proposition 2.2. Let K be a
Hadamard matrix of order n with all entries in the last row equal to 1. Deﬁne matrix
HAHðKÞ as block matrix H ¼ ½Hij 
; where
Hij ¼
Ck if Lði; jÞ ¼ k and 1pipjpn;
Ck if Lði; jÞ ¼ k and 1pjoipn:
(
Then A ¼ 12 ðJ  HÞ is an adjacency matrix of a DRADð4h2; 2h2  h; h2  hÞ: &
Remark 2.5. For h a power of 2, DRADs with the above parameters were
constructed in [10]. For other values of h; the parameters seem to be new.
Our third example uses symmetric designs with parameters of the so-called
McFarland difference sets. These parameters are
v ¼ qdþ1 1þ q
dþ1  1
q  1
 
; k ¼ q
dðqdþ1  1Þ
q  1 ; l ¼
qdðqd  1Þ
q  1 ; ð3Þ
where q is a prime power and d is a positive integer.
We begin with introducing a special order on a ﬁnite abelian group.
Lemma 2.6. Let G be a finite abelian group. It is possible to order elements of
G ¼ fx1; x2;y; xng so that xi þ xnþ1i is the same for i ¼ 1; 2;y; n:
Proof. For each aAG; let HðaÞ ¼ fxAG : 2x ¼ ag: Since the sets HðaÞ are pairwise
disjoint, either all of them are singletons or at least one of them is empty. Fix aAG
such that jHðaÞjp1 and partition the set G\HðaÞ into 2-subsets fbi; cig such that
bi þ ci ¼ a: For 1pipn2; put xi ¼ bi and xnþ1i ¼ ci: If HðaÞa|; then n is odd, and
we let xðnþ1Þ=2 be the element of HðaÞ: &
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We will call the order on G described in Lemma 2.6 symmetric. From now on, we
will always assume that a ﬁnite abelian group G is equipped with a symmetric order,
and G ¼ fx1; x2;y; xng means that xi þ xnþ1i is the same for i ¼ 1; 2;y; n:
With any subset A of a ﬁnite abelian group G ¼ fx1; x2;y; xng we associate a
ð0; 1Þ matrix MðAÞ ¼ ½mijðAÞ
 of order n; where
mijðAÞ ¼
1 if xnþ1j  xiAA;
0 if xnþ1j  xieA;
(
and a ð0; 1Þ matrix NðAÞ ¼ ½nij 
; where
nijðAÞ ¼
1 if xj  xiAA;
0 if xj  xieA:
(
The deﬁnition of symmetric order implies that matrices MðAÞ are symmetric. If the
subset A is disjoint from A; then NðAÞ þ NðAÞt is a ð0; 1Þ matrix. The following
properties of matrices MðAÞ and NðAÞ are immediate.
Lemma 2.7. If A and B are subsets of a finite abelian group G ¼ fx1; x2;y; xng; then
ðiÞ MðAÞMðBÞt ¼ NðAÞNðAÞt and for l; m ¼ 1; 2;y; n; the ðl; mÞ-entry of these
matrices is equal to jðA þ xlÞ-ðB þ xmÞj and ðiiÞ MðAÞJ ¼ NðAÞJ ¼ jAjJ:
Let q be a prime power, d a positive integer, and V the ðd þ 1Þ-dimensional vector
space over the ﬁeld GFðqÞ: We will call subspaces of V of dimension d hyperplanes
and their cosets d-flats. If H is a hyperplane and x; yAV ; we will call d-ﬂats H þ x
and H þ y parallel. The space V contains r ¼ ðqdþ1  1Þ=ðq  1Þ hyperplanes. The
following proposition describes symmetric designs with parameters (3).
Proposition 2.8. Let q be a prime power, d a positive integer, and r ¼ ðqdþ1  1Þ=
ðq  1Þ: For i ¼ 1; 2;y; r; let Fi be a d-flat parallel to the hyperplane Hi: Let Frþ1 ¼ |:
Let L ¼ ½Lði; jÞ
 be a Latin square of order r þ 1 with entries 1; 2;y; r þ 1: Define
block matrices M ¼ ½Mij 
 and N ¼ ½Nij 
; i; j ¼ 1; 2;y; r þ 1; where Mij ¼ MðFkÞ and
Nij ¼ NðFkÞ whenever Lði; jÞ ¼ k: Then M and N are incidence matrices of symmetric
designs with parameters (3).
Proof. For i; h ¼ 1; 2;y; r þ 1; let Sih ¼
Prþ1
j¼1 MijM
t
hj: Lemma 2.7 implies that, for
l; m ¼ 1; 2;y; qdþ1; the ðl; mÞ-entry of Sih is equal to
Prþ1
j¼1 jðFLði;jÞ þ xlÞ-ðFLðh;jÞ þ
xmÞj:
Let i ¼ h: If Lði; jÞ ¼ kar þ 1; then d-ﬂats Fk þ xl and Fk þ xm are either equal or
disjoint depending on whether xl  xm is or is not in Hk: Therefore, the ðl; mÞ-entry
of Sih is equal to rq
d if l ¼ m; and it is equal to qdðqd  1Þ=ðq  1Þ if lam:
Let iah: Then either FLði;jÞ þ xl and FLðh;jÞ þ xm are non-parallel d-ﬂats, which
meet in qd1 points, or one of these sets is empty. Hence, the ðl; mÞ-entry of Sih is
equal to ðr  1Þqd1 ¼ qdðqd  1Þ=ðq  1Þ: Therefore, M is an incidence matrix of a
Y.J. Ionin, H. Kharaghani / Journal of Combinatorial Theory, Series A 101 (2003) 35–4840
symmetric design with parameters (3). So is N; because, by Lemma 2.7,
MMt ¼ NNt: &
Theorem 2.9. For any prime power q and any positive integer d, there exists a DRAD
with parameters (3).
Proof. Let V ¼ fx1; x2;y; xqdþ1g be the ðd þ 1Þ-dimensional vector space over the
ﬁeld GFðqÞ regarded as an abelian group equipped by a symmetric order. Let
H1; H2;y; Hr; r ¼ ðqdþ1  1Þ=ðq  1Þ; be all the hyperplanes in V : For k ¼
1; 2;y; r; ﬁx an element akAV \Hk:
Case 1: q is even. Then r is odd. Let L be a Latin square of order n ¼ r þ 1 from
Proposition 2.2. For i; j ¼ 1; 2;y; r þ 1; let
Fij ¼
Hk if ioj and Lði; jÞ ¼ k;
Hk þ ak if i4j and Lði; jÞ ¼ k;
| if i ¼ j:
8><
>:
Deﬁne the block matrix M ¼ ½MðFijÞ
; i; j ¼ 1; 2;y; r þ 1: Since Fij and Fji are
disjoint, all matrices MðFijÞ þ MðFjiÞ are ð0; 1Þ matrices. Since all matrices MðFijÞ
are symmetric, we conclude that M þ Mt is a ð0; 1Þ matrix. By Proposition 2.8, M is
an incidence matrix of a symmetric design with parameters (3). Therefore, M is an
adjacency matrix of a DRAD with parameters (3).
Case 2: q is odd. For k ¼ 1; 2;y; r; let ak ¼ 2bk: Let a Latin square L ¼ ½Lði; jÞ
 of
order r þ 1 with entries 1; 2;y; r þ 1 be such that Lði; jÞ  i þ j  1 ðmod r þ 1Þ: For
i; j ¼ 1; 2;y; r þ 1; let
Fij ¼
Hk þ bk if i þ jar þ 2 and Lði; jÞ ¼ k;
| if i þ j ¼ r þ 2;
(
Observe that Fij ¼ Fji and, since 2bkeHk; Fij-ðFijÞ ¼ |:
Let N ¼ ½NðFijÞ
; i; j ¼ 1; 2;y; r þ 1: Since Nij ¼ Nji and Nij þ Ntij is a ð0; 1Þ
matrix, N þ Nt is a ð0; 1Þ matrix. By Proposition 2.8, N is an incidence matrix of a
symmetric design with parameters (3). Therefore, N is an adjacency matrix of a
DRAD with parameters (3). &
3. Skew balanced generalized weighing matrices
In this section, we describe a construction of an inﬁnite family of skew balanced
generalized weighing matrices.
Let M be a nonempty set of m  n matrices and let S be a group of bijections
M-M: If W ¼ ½aij 
 is a BGW ðw; l; mÞ over S and XAM; we denote by W#X the
block matrix ½aijX 
; where, for aijAS; aijX is the image of X under the bijection aij; if
aij ¼ 0; then aijX is the m  n zero matrix. The following theorem is proven in [8] and
it is a modiﬁcation of a result obtained in [17].
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Theorem 3.1. Let vXkXl be positive integers and let G be a finite group. Let M be a
nonempty set of matrices, each of which is a BGW ðv; k; lÞ over G, and let S be a group
of bijections M-M such that ðsX ÞðsYÞn ¼ XY n for all sAG and all X ; YAM:
Suppose there exists a balanced generalized weighing matrix W over S with parameters
ðw; l; mÞ such that
X
sAS
sX ¼ lljSj
kmjGj G
 
J ð4Þ
for all XAM: Then, for each XAM; the matrix W#X is a BGW ðvw; kl; llÞ over G.
Proof. Let W ¼ ½aij 
; i; j ¼ 1; 2;y; w: If iAf1; 2;y; wg; then there exist
s1; s2;y; slAS such that
Xw
j¼1
ðaijXÞðaijXÞn ¼
Xl
j¼1
ðsjX ÞðsjXÞn ¼ lXX n ¼ kle  lljGj G
 
I þ lljGj G
 
J:
If i; hAf1; 2;y; wg and iah; then there exist s1; s2;y; smAS and t1; t2;y; tmAS
such that
Xw
j¼1
ðaijXÞðahjXÞn ¼
Xm
j¼1
ðsjX ÞðtjXÞn ¼
Xm
j¼1
ðt1j sjXÞXn
¼ mjSj
X
sAS
ðsX ÞX n ¼ ll
kjGj G
 
JXn ¼ ll
kjGj JðGX
nÞ
¼ lljGj G
 
J:
Thus, W#X satisﬁes (2) and therefore it is a BGW ðvw; kl; llÞ over G: &
Remark 3.2. If jGj ¼ 1; thenM is a set of incidence matrices of symmetric ðv; k; lÞ-
designs. For this case, Theorem 3.1 was proven in [7].
We now describe a possible realization of the conditions of Theorem 3.1.
Let q be a prime power, d a positive integer, n a divisor of q  1; and G ¼!og a
cyclic group of order n: LetM be the set of all BGWðv; qd ; qd  qd1Þ matrices over
G with v ¼ ðqdþ1  1Þ=ðq  1Þ: For the remainder of this section, r :M-M is the
map deﬁned as follows: if X ¼ ½xij 
AM; then rX ¼ ½x0ij
 with
x0ij ¼
xi;j1 if 2pjpv;
oxiv if j ¼ 1:
(
Let S be the cyclic group generated by r: Then jSj ¼ nv: Let r ¼ qdþ1: Then, for
any positive integer m; there exists a BGW ðw; rm; rm  rm1Þ over S with w ¼
ðrmþ1  1Þ=ðr  1Þ: Let W be such a matrix.
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Theorem 3.3. For any XAM; the matrix W#X is a BGW ðvw; qdrm; ðqd  qd1ÞrmÞ
over G.
Proof. Let X ; YAM; X ¼ ½xij
; Y ¼ ½yij
: The ði; jÞ-entry of XY n is equal toPv
t¼1 xity
n
jt and the ði; jÞ-entry of ðrXÞðrYÞn is equal to
Pv1
t¼1 xity
n
jt þ ðoxivÞðoxjvÞn;
so ðrXÞðrYÞn ¼ XY n: The ði; jÞ-entry of PsAS sX isXn
s¼1
Xv
t¼1
osxit ¼
Xv
t¼1
Gxit ¼ qdG;
so all the conditions of Theorem 3.1 are satisﬁed. &
Now we are ready to construct an inﬁnite family of skew balanced generalized
weighing matrices.
Theorem 3.4. Let q be an odd prime power, n a divisor of q  1; and G a cyclic group of
order n. If ðq  1Þ=n is odd, then, for any positive integer d, there exists a skew
balanced generalized weighing matrix
BGW
q2d  1
q  1 ; q
2d1; q2d1  q2d2
 
ð5Þ
over G.
Proof. First note that if ðq  1Þ=n is odd, then n is even. Therefore, a cyclic group G
of order n has a unique element of order 2, and the notion of a skew matrix over G is
well deﬁned.
We begin with the case d ¼ 1: Let GFðqÞ ¼ fa1; a2;y; aqg: Deﬁne matrix U ¼ ½aij 

of order q þ 1 over GFðqÞ by
aij ¼
ai  aj if 1pipq; 1pjpq;
0 if i ¼ j ¼ q þ 1;
1 if i ¼ q þ 1 and 1pjpq;
1 if j ¼ q þ 1 and 1pipq:
8>><
>>:
It is well known and readily veriﬁed that U is a BGW ðq þ 1; q; q  1Þ over GFðqÞn:
Let V ¼ ½aðq1Þ=nij 
: Since ðq  1Þ=n is odd, V is a skew BGW ðq þ 1; q; q  1Þ over a
cyclic group of order n:
We now consider the general case and let v ¼ ðqdþ1  1Þ=ðq  1Þ: Let o be a
generator of G and let Mc be the set of all o-circulant BGW ðv; qd ; qd  qd1Þ
matrices over G: Let R be the matrix of order v with all back diagonal entries equal
to 1 and all other entries equal to 0. Then, for any XAMc; XR is a symmetric
BGW ðv; qd ; qd  qd1Þ over G: Let Ms ¼ fXR : XAMcg: Then rYAMs for all
YAMs; so the cyclic group S of order nv generated by r can be regarded as a group
of bijections onMs: Since nv divides q
dþ1  1 and ðqdþ1  1Þ=ðnvÞ is odd, there exists
a skew BGW ðqdþ1 þ 1; qdþ1; qdþ1  1Þ over S: Let W ¼ ½aij 
 be such a matrix and let
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YAMs: By Theorem 3.3, W#Y is a BGW with parameters (3) over G: We shall
show that W#Y is a skew matrix, i.e.,
ajiY ¼ o
n
2ðaijYÞt ð6Þ
for i; j ¼ 1; 2;y; qdþ1 þ 1: Since W is skew, aji ¼ r
nv
2 aij : The deﬁnition of map r
implies that r
nv
2 ðYÞ ¼ on2Y : Since Y is symmetric, Y t ¼ Y ; and the proof is now
complete. &
Remark 3.5. For an odd prime power q; there is no skew balanced generalized
weighing matrix with parameters ððq2dþ1  1Þ=ðq  1Þ; q2d ; q2d  q2d1Þ: If W were
such a matrix, then replacing all nonzero entries of W by 1 would yield an adjacency
matrix of a graph with an odd number of vertices of odd degree.
Theorem 3.1 applied to the trivial group G yields the following result ﬁrst obtained
in [7].
Theorem 3.6. Suppose that a nonempty set M of incidence matrices of symmetric
ðv; k; lÞ-designs and a finite group S of bijections M-M satisfy conditions:
(i) ðsMÞðsNÞt ¼ MNt for all M; NAM and all sAS and
(ii) for each MAM; the matrix
P
sAS sM is constant.
If W is a BGW ðw; l; mÞ over S with k2m ¼ vll; then, for NAM; W#N is an
incidence matrix of a symmetric ðvw; kl; llÞ-design.
Remark 3.7. Since each matrix MAM has constant row sum k; condition (ii) of
Theorem 3.6 implies that
P
sAS sM ¼ ðkjSjÞ=vÞJ; in agreement with the corre-
sponding condition imposed by Theorem 3.1.
We will now modify this theorem so that it would yield an adjacency matrix of a
doubly regular asymmetric digraph.
Theorem 3.8. Let v4k4l be positive integers and let M be a nonempty set of
symmetric incidence matrices of symmetric ðv; k; lÞ-designs. Let S ¼!sg be a cyclic
group of bijections M-M that satisfies the following conditions:
(i) jSj ¼ 2n is even;
(ii) ðsX ÞðsYÞ ¼ XY for all X ; YAM;
(iii) for each XAM;
P2n
i¼1 s
iX is a constant matrix;
(iv) for each XAM; X þ snX is a ð0; 1Þ-matrix.
Let W be a skew BGW ðw; l; mÞ over S with k2m ¼ vll: Then, for XAM; W#X is an
adjacency matrix of a DRADðvw; kl; llÞ:
Y.J. Ionin, H. Kharaghani / Journal of Combinatorial Theory, Series A 101 (2003) 35–4844
Proof. By Theorem 3.6, W#X is an incidence matrix of a symmetric ðvw; kl; llÞ-
design. Let W ¼ ½aij
: Then W#X ¼ ½aijX 
: Since W is skew and X is symmet-
ric, we have ðW#X Þt ¼ W t#X ¼ ½snaijX 
: Therefore, ðW#XÞ þ ðW#XÞt ¼
½aijX þ snðaijXÞ
 is a ð0; 1Þ-matrix, which implies that W#X is an adjacency matrix
of a DRADðvw; kl; llÞ: &
Remark 3.9. If matrix W in Theorem 3.8 has parameters (5), then the condition
k2m ¼ vll is equivalent to q ¼ k2=ðk  lÞ:
In the next section, we describe two realizations of Theorem 3.8.
4. Applying balanced generalized weighing matrices
Our ﬁrst construction in this section is based on regular Hadamard matrices of
Bush type.
Let h be a positive integer and K a Hadamard matrix of order n ¼ 2h with all
entries in the last row equal to 1. Let H ¼HðKÞ: Deﬁne a map r :H-H as
follows. If H ¼ ½Hij 
AH; where each Hij is a matrix of order n; then rðHÞ ¼ ½H 0ij 
;
where
H 0ij ¼
Hi;jþ1 if jan;
Hi1 if j ¼ n and Hi1aJ;
J if j ¼ n and Hi1 ¼ J:
8><
>:
It is readily veriﬁed that, for H; LAH; ðrHÞðrLÞt ¼ HLt:
Let Hs be the subset of H consisting of all matrices H ¼ ½Hij
AH with
Hij ¼
H1;iþj1 if i þ jpn þ 1;
H1;iþjn1 if i þ jXn þ 2 and H1;iþjn1aJ;
J if i þ jXn þ 2 and H1;iþjn1 ¼ J:
8><
>:
Then all matrices HAHs are symmetric and rðHÞAHs for all HAHs:
LetM ¼ f1
2
ðJ  HÞ : HAHsg: ThenM is a set of symmetric incidence matrices of
symmetric ð4h2; 2h2  h; h2  hÞ-designs. We will deﬁne the map s :M-M by
sð1
2
ðJ  HÞÞ ¼ 1
2
ðJ  rðHÞÞ: Let S be the cyclic group generated by s: Then jSj ¼ 2n
and, for all XAM;
X2n
k¼1
skX ¼ ðn  1ÞJ:
If X ¼ ½Xij 
AM; where each block Xij is a matrix of order n; then snX ¼ ½X 0ij
; where
X 0ij ¼ J  Xij if XijaO; and X 0ij ¼ O if Xij ¼ O: Therefore, X þ snX is a ð0; 1Þ-matrix.
Also, for X ; YAM; ðsXÞðsYÞ ¼ XY : Thus, conditions (i)–(iv) of Theorem 3.8 are
satisﬁed, and we obtain the following result.
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Theorem 4.1. Let h be a positive integer such that there exists a Hadamard matrix
of order 2h: If q ¼ ð2h  1Þ2 is a prime power, then, for any positive integer d; there
exists a
DRAD
hðq2d1Þ
hþ1 ; hq
2d ; hðh þ 1Þq2d1

 
: ð7Þ
Proof. We apply Theorem 3.8 to the setM; the cyclic group S ¼!sg; and a skew
balanced generalized weighing matrix supplied by Theorem 3.4. &
Remark 4.2. Symmetric designs with parameters (7) were constructed by Khar-
aghani in the paper [16]. The incidence matrices of the designs in that construction
were not adjacency matrices of doubly regular asymmetric digraphs.
Our second construction in this section is based on symmetric designs with
parameters (3).
Let q be a prime power, d a positive integer, and V ¼ fx1; x2;y; xqdþ1g the
ðd þ 1Þ-dimensional vector space over GFðqÞ regarded as an abelian group equipped
with a symmetric order. Let H1; H2;y; Hr; r ¼ ðqdþ1  1Þ=ðq  1Þ; be the
hyperplanes in V : For i ¼ 1; 2;y; r; let Pi be the parallel class of all d-ﬂats parallel
to Hi: Then jPij ¼ q: For i ¼ 1; 2;y; r; we ﬁx a cyclic permutation ri of Pi:
Let F be the set consisting of all d-ﬂats and the empty set. We deﬁne a bijection
r :F-F as follows: if FAPi; then rðFÞ ¼ riðFÞ; if F ¼ |; then rðFÞ ¼ |:
Lemma 4.3. For E; FAF; (i) MðrEÞMðrFÞ ¼ MðEÞMðFÞ and (ii)Pqk¼1 MðrkFÞ is
a constant matrix.
Proof. Statement (i) follows immediately from Lemma 2.7. To prove (ii) note that if
F is a d-ﬂat, then the d-ﬂats rkF ; k ¼ 1; 2;y; q; partition V : Therefore,Pq
j¼1 MðrkFÞ ¼ J: Of course,
Pq
j¼1 Mðrkð|ÞÞ ¼ O is a constant matrix too. &
Let Frþ1 be the set of all ordered ðr þ 1Þ-tuples of elements of F: For
A ¼ ðF1; F2;y; Frþ1ÞAFrþ1; we deﬁne a symmetric ð0; 1Þ matrix PðAÞ of order
ðr þ 1Þqdþ1 as a block matrix ½PijðAÞ
; i; j ¼ 1; 2;y; m; where
PijðAÞ ¼
MðFiþj1Þ if i þ jpr þ 2;
MðrðFiþjr2ÞÞ if i þ jXr þ 3:
(
Observe that the matrix PðAÞ is symmetric. Since, for 1pspq  1 and for all FAF;
sets F and rsF are disjoint, we have the following result.
Lemma 4.4. Let A ¼ ðF1; F2;y; Frþ1ÞAFrþ1 and let B ¼ ðrsF1; rsF2;y; rsFrþ1Þ: If
1pspq  1; then PðAÞ þ PðBÞ is a ð0; 1Þ matrix.
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Deﬁne a bijection s :Frþ1-Frþ1 as follows:
sðA1; A2;y; Arþ1Þ ¼ ðA2; A3;y; Arþ1; rðA1ÞÞ:
Lemma 4.5. For A;BAFrþ1; (i) PðsAÞPðsBÞ ¼ PðAÞPðBÞ and (ii)Pðrþ1Þqk¼1 PðskAÞ is
a constant matrix.
Proof. Let PðAÞ ¼ ½Pij 
; PðBÞ ¼ ½Qij
; PðsAÞ ¼ ½P0ij
; and PðsBÞ ¼ ½Q0ij 
; where all Pij ;
Qij; P
0
ij; and Q
0
ij are matrices of order q
dþ1: Then
Xrþ1
j¼1
P0ijQ
0t
ij ¼
Xm
j¼2
PijQij þ rðPi1ÞrðQi1Þ;
and we apply Lemma 4.3(i).
If A ¼ ðF1; F2;y; Frþ1Þ; then
Xmq
k¼1
PðskAÞ ¼ ½Sij 
;
where each block Sij is equal to
Pm
j¼1
Pq
k¼1 MðrkFjÞ; and we apply Lemma
4.3(ii). &
Deﬁnition 4.6. A McFarland ðr þ 1Þ-tuple is an ðr þ 1Þ-tuple A ¼
ðA1; A2;y; Arþ1ÞAFrþ1 such that one of the sets A1; A2;y; Arþ1 is empty and the
other r are pairwise nonparallel d-ﬂats.
Proposition 2.8 implies that if A is a McFarland ðr þ 1Þ-tuple, then PðAÞ is a
symmetric design with parameters (3).
Let q be an even prime power, d a positive integer, and r ¼ ðqdþ1  1Þ=ðq  1Þ: Let
M be the set of all matrices PðAÞ; where A is a McFarland ðr þ 1Þ-tuple over GFðqÞ:
For M ¼ PðAÞAM; let sM ¼ PðsAÞ: Let S be the cyclic group S of bijections
M-M generated by s: Then jSj ¼ ðr þ 1Þq; so condition (i) of Theorem 3.8
is satisﬁed. Conditions (ii) and (iii) are satisﬁed by Lemma 4.5. If
A ¼ ðF1; F2;y; Frþ1ÞAFrþ1; then, for 1pspq  1;
sðrþ1ÞsðAÞ ¼ ðrsF1; rsF2;y; rsFrþ1Þ;
and Lemma 4.4 implies condition (iv) of Theorem 3.8. If ðv; k; lÞ ¼ ððr þ
1Þqdþ1; rqd ; ðr  1Þqd1Þ; then k2=ðk  lÞ ¼ r2: Observe that ðr2  1Þ=jSj ¼
ðr  1Þ=q is odd. Therefore, if r is a prime power, we apply Theorem 3.4 to obtain,
for any positive integer m; a skew BGW ððr4m  1Þ=ðr2  1Þ; r4m2; r4m2  r4m4Þ
with zero diagonal. Now all conditions of Theorem 3.8 are satisﬁed and we obtain
the following result.
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Theorem 4.7. Let q ¼ 2t and let d be a positive integer. If r ¼ ðqdþ1  1Þ=ðq  1Þ is a
prime power, then, for any positive integer m, there exists a
DRAD
qdþ1ðr4m1Þ
r1 ; q
dr4m1; qd1r4m2ðr  1Þ; qd1r4m2ðr  1Þ

 
: ð8Þ
Remark 4.8. Symmetric designs with parameters (8) were constructed by Ionin in the
paper [7]. The incidence matrices of the designs in that construction were not
adjacency matrices of doubly regular asymmetric digraphs.
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