We present a Stone duality for bitopological spaces in analogy to the duality between topological spaces and frames, and discuss the resulting notions of sobriety and spatiality. Under the additional assumption of regularity, we prove a characterisation theorem for subsets of a bisober space that are compact in one and closed in the other topology. This is in analogy to the celebrated Hofmann-Mislove theorem for sober spaces. We link the characterisation to Taylor's and Escardó's reading of the Hofmann-Mislove theorem as continuous quantification over a subspace. As an application, we define locally compact d-frames and show that these are always spatial.
Introduction
The Hofmann-Mislove theorem, first published as [10] , states that in a sober space the open neighbourhood filters of compact saturated sets are precisely the Scott-open filters in the corresponding frame of opens. Mathematically, it has some remarkable consequences, such as the fact that the set of compact saturated subsets of a sober space form a dcpo when ordered by reverse inclusion, and it links Lawson duality (applied to the frame of opens) to the idea of the co-compact topology on the space, [16] . Its significance in Computer Science took some time to emerge, and credit in this respect is due to Plotkin, [17, 18] , Smyth, [19] , and Vickers, [21] , who pointed out that it is at the core of the proof that the upper powerdomain (defined as a free algebraic theory) has a concrete representation as a set of subsets of the given domain. Quite unexpectedly, it was also required in the classification of cartesian closed categories of domains, [12] . . By the same reasoning as in frames, this holds if and only if} is a homeomorphism. Because is already continuous and open onto its image, it suffices for to be a bijection. Injectivity is precisely the d a xiom and surjectivity says that every completely prime filter of opens is the neighbourhood filter of a point.
Theorem 2.3 The functors
x and m "
restrict to a dual equivalence between sober spaces and spatial frames. This is the setting for the Hofmann-Mislove theorem, [10] , which we are now ready to state. Although a direct proof is possible, [15] , it more useful for us to refer to Stone duality, as in the original paper [10] 
Stone duality for bitopological spaces
Without spending too much time on motivation, we now sketch a Stone duality for bitopological spaces; for the full picture we refer to [13] .
A bitopological space is a set together with two topologies R 5
and R q
. No connection between the two topologies is assumed. Morphisms between bitopological spaces are required to be continuous with respect to each of the two topologies; this gives rise to the category biTop.
For a Stone dual it is natural to consider pairs H h S q T o f frames (and pairs of frame homomorphisms) but for some purposes it is more convenient to axiomatise the product
R R q
, that is, to have a single-sorted algebraic structure. In fact, the two views are completely equivalent: 
In addition to the notation
introduced in the proof above we will also use
, and similarly . Having two frames is not enough, however, as we also need to express the fact that they represent topologies on the same set. One approach for achieving this was introduced by Banaschewski, Brümmer, and Hardie in [3] ; their biframes axiomatise the two topologies and the joint refinement R °R q
. Our proposal is different; we only record when two open sets # R and q # R q are disjoint from each other, and when they cover the whole space . In the first case we say that they are consistent, in the second that they are total. As we have already explained informally, the contravariant functor x from bitopological spaces to d-frames assigns to a space 
. A trivial bit of set theory will convince the reader that the consistency and totality predicates are preserved. : it can be in one of the two but not the other, it can be in both, or it can be in neither.
For a functor in the reverse direction, we continue to follow the theory of frames by considering d-frame morphisms from 
The reader should pause at this point to assure himself that the pair of neighbourhood filters
in a bitopological space satisfies these two axioms. On AE itself, a point manifests itself as a pair
o f completely prime filters that satisfy the analogue of (dpË h Ì Í
) and (dpÏ
(dp ) u # % k Ò P (dp 
, as the first topology Þ , and the collection of 
For an exploration into the concept of d-sobriety we refer to [13] ; here we confine ourselves to one particular class of examples. 
Definition 3.5 A bitopological space
and their complements
cannot be the whole space, in other words, the intersection µ è 7 % µ 1 è q is non-empty. 
The logical structure of d-frames
Before we consider spatiality for d-frames let us have a look at the duality from the point of view of logic. For this we interpret the elements of a d-frame ) becomes a bitopological space by collecting into one topology all sets of models in which some proposition is true (the "positive extents") and in the other the sets of models where some proposition is false (the "negative extents").
From this perspective it is natural to consider an order between propositions which increases the positive extent and shrinks the negative one. As it turns out, this additional relation is always present in a d-frame, and in fact it follows from the distributive lattice structure and the two complemented elements alone. The earliest reference to this appears to be [5] , but the proof is entirely straightforward and can be left as an exercise.
Proposition 4.1 Let
b e a bounded distributive lattice, and
is a complemented pair. The original operations are recovered from it as 
a s the logical structure of a d-frame. Altogether, then, we see that d-frames are special "bilattices," which were introduced by Ginsberg, [9] , as a generalisation of Belnap's four-valued logic [4] .
Exploiting Proposition 3.1 we can easily compute conjunction and disjunction in terms of the representation of a d-frame as q
Note the reversal of order in the second component. This makes sense, as we think of the second frame as providing negative answers.
Reasonable d-frames and spatiality
We say that a d-frame
AE
is spatial if it is isomorphic to x 8 for some bitopological space . As with d-sobriety, this is equivalent to the co-unit
being an isomorphism of d-frames. As it is always surjective by definition, the condition boils down to being injective and reflecting m ± i ² and ³
{ ± ³
. If this is spelt out concretely, one arrives at the following: 
The following lemma is very easy to prove for concrete d-frames that arise from a bitopological space, and it confirms the intuition of X ± i ² as the set of pairs of open sets that do not intersect, and ³ { ± ³ a s those pairs that cover the whole space.
Lemma 5.2 Let
The following properties hold: 
, and
. It is a trivial exercise to prove that the resulting d-frame is reasonable, but it obviously can't have any points.
Proposition 5.4 The forgetful functor from rdFrm to Set has a left adjoint.
Proof. The free reasonable d-frame over a set As an example, the structure labelled ô U ¹ ô in Figure 1 is the free reasonable d-frame generated by a one-element set.
The following additional property of spatial d-frames will also play a part in our presentation of a Hofmann-Mislove theorem for sober bitopological spaces, but we do not consider it elementary enough to be included in the definition of "reasonable." The proof-theoretic terminology used in its label refers to a presentation of d-frames that places more emphasis on the logical structure, see [13, Section 7] .
Proposition 5.5 Every spatial d-frame satisfies the following property:
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Regularity and the Hofmann-Mislove theorem
A major practical problem with d-frames is that it is very difficult to construct abstract points for them. For example, consider the proof of the Hofmann-Mislove lemma 2.5, where we exploited the fact that in a frame there is a one-to-one correspondence between completely prime filters . The analogue for d-frames is not very helpful. The situation improves if we also require regularity. We note that the elements well-inside a fixed element j of a reasonable d-frame form a directed set; this follows from ( m ± U ²
Definition 6.1 Let
-¯) and (³
{ ± ³
-¯). That they are all below j is a consequence of (
is always true as 0 can be chosen as the witness in the other frame. It is an easy exercise to show that a regular bitopological space is order-separated (and hence d-sober), but a regular d-frame need not be spatial. . Define
Proof. (1) is a direct consequence of ( 
The following are true: 
-¯) either 
, contradicting the maximality of
We are ready to formulate and prove the d-frame analogue to the Hofmann-Mislove lemma 2.5: 
Then the following are true:
, that is, is uniquely determined by 
. By regularity, then, 
) and part (1) . For the converse, remember that
by (2), so 
) . For part (6) All in all, then, Theorem 6.5 is a generalisation of the theory of continuous quantification on topological spaces, discovered by Taylor [20] and Escardó [6] , to a logic in which predicates are allowed to have value as well as . For a version of Theorem 6.5 on the side of bitopological spaces we first observe that regularity implies that the space is order-separated, so by Theorem 3.7 it is automatically d-sober. In an order-separated space a 
An application: local compactness
We use the machinery of the previous section to define a notion of local compactness for regular bitopological spaces. 
Discussion
As we pointed out in the introduction, a corollary of the classical Hofmann-Mislove theorem is that the collection of compact saturated sets forms a dcpo under reverse inclusion. The analogue for bitopological spaces need not be true: However, our motivation for studying this problem was based on the view of HMsets as the continuously "quantifiable" ones, as explained in the text after Theorem 6.5 above, and this part of the story works out in a most satisfying way. Another motivation was the desire to extend the duality between stably compact spaces and strong proximity lattices, [14] . There, it is the case that the two topologies determine each other (each being the co-compact topology with respect to the other), but this is no longer true in the locally compact case: Still, we believe that our definition of "locally compact bispace" is very promising as a generalisation of "stably compact" and that it warrants further investigation.
