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LARGE INTERSECTION CLASSES FOR POINTWISE
EMERGENCE
YUSHI NAKANO AND AGNIESZKA ZELEROWICZ
Abstract. In the paper [23], a concept of pointwise emergence was introduced
to quantitatively study non-existence of averages, and a residual subset of
the full shift with high pointwise emergence was constructed. In this paper
we consider the set of points with high pointwise emergence for topologically
mixing subshifts of finite type. We show that this set has full topological
entropy, full Hausdorff dimension, and full topological pressure for any Ho¨lder
continuous potential. Furthermore, we show that this set belongs to a certain
class of sets with large intersection property. This is a natural generalization
of [18] to pointwise emergence and Carathe´odory dimension.
1. Introduction
Let X be a compact metric space and f : X → X a continuous map. Let P(X)
be the set of probability measures on X equipped with the weak topology. A point
x ∈ X is said to be irregular, if the time average along the forward orbit of x does
not exist, i.e. if the limit of empirical measures,
δnx =
1
n
n−1∑
j=0
δfj(x), n ≥ 1,
does not exist in P(X) (see [34, 1]). Such a point is also called historic [30, 32],
non-typical [3] or divergent [14].
Although the set of irregular points (which we will call the irregular set and
denote by I) is a µ-zero measure set for any invariant measure µ due to Birkhoff’s
ergodic theorem, the set is known to be remarkably large for abundant dynamical
systems. Pesin and Pitskel’ [28] obtained the first result for the largeness of the
irregular set from thermodynamic viewpoint. In their paper, they showed that
the irregular set for the full shift has full topological entropy and full Hausdorff
dimension, that is,
htop(I) = htop(X) and dimH(I) = dimH(X).
Here htop(Z) is the Pesin-Pitskel’ topological entropy for a (not necessarily com-
pact) Borel set Z given in [28] (see Subsection 4.1 for precise definition; this coin-
cides with Bowen’s Hausdorff topological entropy of [11], and we refer to [20] for
relation between entropies for a non-compact set). This thermodynamic largeness
of irregular sets was extended to topologically mixing subshifts of finite type in [3]
(together with the detailed study of the set of points at which Lyapunov exponent
or local entropy fail to exist), to graph directed Markov systems in [18], to continu-
ous maps with specification property in [14] (see also [34]), and to continuous maps
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with almost specification property in [35]. See also [21, 30, 32, 1, 12, 13, 36, 10, 24,
2, 5, 39] and references therein for the study of irregular sets from other viewpoints.
Recently, Berger introduced a concept of metric emergence in [6] to quantitatively
study infinitude of averages (such as Newhouse phenomenon or KAM phenomenon),
and the study of metric emergence is becoming a quite active research area [7, 9,
8, 33, 15]. Inspired by Berger’s work, the first author, S. Kiriki, and T. Soma [23]
introduced a concept of pointwise emergence to study non-existence of averages
(i.e. irregular sets) quantitatively. The pointwise emergence Ex() at scale  > 0 at
x ∈ X is defined by
(1.1) Ex() = min
{
N ∈ N | there exists {µj}Nj=1 ⊂ P(X) such that
lim sup
n→∞
min
1≤j≤N
d (δnx , µj) ≤ 
}
,
where d is the first Wasserstein metric on P(X) (see [37, 38] for its definition and
properties; we here merely recall that d is a metrization of the weak topology of
P(X)). According to [23, Proposition 1.2], x is irregular if and only if
lim
→0
Ex() =∞.
When minj d (δ
n
x , µj) in (1.1) is replaced by
∫
X
minj d (δ
n
x , µj)m(dx) with some
m ∈ P(X), then the quantity given by (1.1) is called the metric emergence with
respect to m. A fundamental relationship between metric and pointwise emergences
is the following inequality:
(1.2) min
x∈D
Ex() ≤ Em(m(D) · )
for every Borel set D and m ∈ P(X), see [23, Proposition 1.4]. The pointwise
emergence at x ∈ X is called super-polynomial (or high) if
lim sup
→0
log Ex()
− log  =∞.
As is pointed out in [6], it is widely accepted among computer scientists that super-
polynomial algorithm is a complexity class where the statistics is not feasible by
a computer, and so, the set of points with high (pointwise) emergence can be
considered as a statistically very complex class (see also [7, 9] for other motivations
to study high emergence). Therefore, it is of great interest to investigate how large
the set of points with high emergence is.
The main result of this paper is as follows.
Theorem 1.1. Let X be a topologically mixing subshift of finite type of {1, 2, . . . ,m}N
with m ≥ 2.1 Let f : X → X be the left-shift operation on X. Let E be the set of
points x ∈ X satisfying
lim
→0
log Ex()
− log  =∞ for all x ∈ E.
1We endowe it with a standard metric
dX(x, y) =
∞∑
j=1
|xj − yj |
βj
for x = (x1, x2, . . .), y = (y1, y2, . . .) ∈ X
with some β > 1.
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Then,
htop(E) = htop(X) and dimH(E) = dimH(X).
In addition, for any Ho¨lder continuous function ϕ, we have that PE(ϕ) = PX(ϕ).
Remark 1.2. By (1.2), it immediately follows from (the statement for the Haus-
dorff dimension in) Theorem 1.1 that the metric emergence with respect to the
t-dimensional Hausdorff measure mtH with t < dimH(X) (see Section 2 and 4 for
precise definition of mtH) is high:
lim
→0
log EmtH ()
− log  =∞.
Compare it with the conjecture by Berger [6] for the typicality of high metric
emergence with respect to the Lebesgue measure.
We present two different proofs of Theorem 1.1:
(1) The first approach to proving Theorem 1.1 is a generalization of ideas in
[18]. In [18] the authors introduced classes of sests, Gs, 0 < s < dimH(X),
such that: (a) every countable intersection of sets in a given class, Gs also
belongs to Gs; (b) every set in Gs has Hausdorff dimension at least s.
This was later used to show that the set of irregular points has full
Hausdorf dimension. We extend this result in two directions. We consider
a general Carathe´odory dimension structure (see Section 2) introduced by
Pesin in [27]. We then introduce classes of sets corresponding to this struc-
ture such that the analogue of (a) and (b) holds, under some conditions
on the Carathe´odory structure (see Section 3). We then consider the set
of points with high emergence and analyse when it belongs to such defined
class of sets. As a result we obtain a more general version of Theorem 1.1,
which states that under certain conditions on the Carathe´odory structure,
the set of points with high emergence has full Carathe´odory dimension (see
Theorem 3.7).
(2) In Appendix A we give a constructive proof of Theorem 1.1. The approach
combines two constructions:
(a) the construction of a subset I0 of the irregular set with full topological
entropy and full Hausdorff dimension, given by Barreira-Schmeling in
[3]. We remark that one can easily see that the pointwise emergence
on I0 is only polynomial of degree 1:
lim
→0
log Ex()
− log  = 1 for all x ∈ I0.
(b) the construction of a residual subset E0 of X with super-polynomial
emergence, given in [23, Theorem A]. However, by construction (that
uses periodic measures, whose entropy and dimension are zero), it can
be observed that
htop(E0) = 0 and dimH(E0) = 0.
In Appendix A we combine both constructions and obtain a set of points
with super-polynomial emergence, that has full topological entropy and full
Hausdorff dimension.
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Remark 1.3. An advantage of the set E0 given in [23, Theorem A] is that the point-
wise emergence on E0 is not only super-polynomial but also stretched exponential
with maximal exponent, see [23, Subsection 1.4]. Therefore, we are very interested
in whether one can construct a subset E1 of E enjoying full topological entropy,
full Hausdorff dimension and stretched exponential pointwise emergence.
1.1. Structure of the paper. In Section 2 we briefly recall the construction of
Carathe´odory dimension structure and introduce modifications to Carathe´odory
outer measures needed for our constructions. We also introduce conditions on the
Carathe´odory dimension structure needed for the results in this paper. In Section
3 we introduce and study classes of sets with large intersection property. We state
the general version of our main result (Theorem 3.7). In Section 4 we give examples
of Carathe´odory dimension structures satisfying the assumptions of Theorem 3.7.
As a Corollary, we obtain Theorem 1.1. In Section 5, we give the proof of Theorem
3.2. Section 6 is dedicated to the proof of Theorem 3.4. In Appendix A we give a
constructive proof of Theorem 1.1, although we have no idea whether the resulting
set with high emergence, full topological dimension and full Hausdorff dimension is
in the class of sets with the large intersection property.
2. Carathe´odory dimension structure
We recall the construction introduced in [27], called the Carathe´odory dimension
structure.
2.0.1. Carathe´odory dimension of sets and measures. Let X be a set and F a col-
lection of subsets of X which we call admissible sets. Assume that there exist two
set functions η, ψ : F → [0,∞) satisfying the following conditions:
(A1) ∅ ∈ F ; η(∅) = ψ(∅) = 0 and η(U), ψ(U) > 0 for any U ∈ F , U 6= ∅;
(A2) for any δ > 0 one can find ε > 0 such that η(U) ≤ δ for any U ∈ F with
ψ(U) ≤ ε;
(A3) there exists a sequence of positive numbers n → 0 such that for any n ∈ N
one can find a finite subcollection G ⊂ F covering X such that ψ(U) = n
for any U ∈ G.
Let ξ : F → [0,∞) be a set function. We say that the collection of subsets F
and the functions ξ, η, ψ, satisfying Conditions (A1), (A2) and (A3) introduce
a Carathe´odory dimension structure or C-structure τ on X and we write τ =
(F , ξ, η, ψ).
For any subcollection G ⊂ F denote by ψ(G) := sup{ψ(U)|U ∈ G}. Given a set
Z ⊂ X and numbers t ∈ R and ε > 0, define
MtC(Z, ε) := infG,ψ(G)≤ε
{∑
U∈G
ξ(U)η(U)t
}
,
where the infimum is taken over all finite or countable subcollections G ⊂ F covering
Z. Set
mtC(Z) := lim
ε→0
MtC(Z, ε).
If mtC(∅) = 0, then the set function mtC(·) becomes an outer measure on X, which
induces a measure on the σ-algebra of measurable sets. We call this measure the
t-Carathe´odory measure. In general, this measure may not be σ-finite or it may be
a zero measure. The following is shown in [27].
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Proposition 2.1. For any set Z ⊂ X there exists a critical value tC ∈ R such that
mt(Z) =∞ for t < tC and mtC(Z) = 0 for t > tC (while mtCC (Z) may be 0, ∞, or
a finite positive number).
We call dimC Z = tC the Carathe´odory dimension of the set Z. If X is a
measurable space with a measure µ, then the quantity
dimC µ = inf{dimC Z : µ(Z) = 1}
= lim
δ→0
inf{dimC Z : µ(Z) > 1− δ}
is called the Carathe´odory dimension of µ.
2.1. Modification of Carathe´odory outer measures. For the rest of the paper
we restrict our attention to C-structures τ = (F , ξ, η, ψ) on the shift space X.
Recall that X ⊂ {1, . . . ,m}N is a subshift of finite type, meaning that there is
a matrix M = (Mi,j)1≤i,j≤m such that each entry of M is 0 or 1 and that X
consists of admissible words x = (x1x2 . . .) ∈ {1, . . . ,m}N with respect to M . Here,
x = (x1 · · ·xn) ∈ {1, . . . ,m}n, n ∈ N ∪ {∞}, is called admissible if Mxjxj+1 = 1 for
all 1 ≤ j < n. We denote the length n of the word x by |x|. Furthermore, for a
given admissible word u = (u1 . . . un), we define the cylinder C(u) by C(u) = {x ∈
X | [x]n = u}, where [x]n is the truncation [x]n = (x1 . . . xn) of x = (x1 . . .). Let
the collection F of admissible sets be the collection of cylinders,
F := {∅} ∪ {C(u) | u is an admissible word}.
For a cylinder C ∈ F and t ∈ R denote
q(C, t) := ξ(C)η(C)t,
and denote by l(C) the smallest number n such that C = C(u) with some admissible
word u of length n (also called the length of C).
For our purpose we suggest a modification of the Carathe´odory outer measure
similarly as it was done in [18] for Hausdorff outer measure. The advantage of the
new outer measure is that it is always finite.
Assume that a Carathe´odory dimension structure τ = (F , ξ, η, ψ) on X is given.
For any set Z ⊂ X and a number t ∈ R define
M tC(Z) := infG
{∑
U∈G
ξ(U)η(U)t
}
,
where the infimum is taken over all finite or countable sub-collections G ⊂ F cov-
ering Z.
In Section 6 we will consider yet another outer measure, N tC,m(·) defined identi-
cally as M tC(·), but with the family of admissible sets restricted to
Fm := {∅} ∪ {C(u) | u is an admissible word, |u| = k ·m for some k ∈ N} ⊂ F .
Remark 2.2. The measures M tC , N
t
C,m, and m
t
C are particular examples of measures
considered in [29]. Following the terminology introduced in [29], the set function
q(·, t) satisfies the definition of the pre-measure [29, Definition 5], the measures M tC
and N tC,m, are obtained from this pre-measure by Method I [29, Theorem 4], while
mtC is obtained from q(·, t) by Method II [29, Theorem 15].
The main properties of M tC and N
t
C,m are summarized below.
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Theorem 2.3. The set functions M tC and N
t
C,m satisfy the following properties:
(1) For all t ∈ R:
(a) If M tC(∅) = N tC,m(∅) = 0, then M tC and N tC,m define outer measures;
(b) M tC(Z) ≤ mtC(Z) and M tC(Z) ≤ N tC,m(Z) for every set Z ⊂ X;
(2) For t > dimCZ:
(a) M tC(Z) = m
t
C(Z) = 0;
(3) For t < dimCZ,
(a) 0 < M tC(Z) ≤ N tC,m(Z) <∞;
(4) For t = dimCZ:
(a) If 0 < mtC(Z) ≤ ∞, then 0 < M tC(Z) ≤ N tC,m(Z) <∞;
(b) If mtC(Z) = 0, then M
t
C(Z) = 0.
Remark 2.4. Observe that in the case (2)(a) and (4)(b) one may have N tC,m(Z) > 0.
Proof. Statement (1)(a) follows from Theorem 4 in [29]. Statement (1)(b) follows
directly from the definition of M tC and N
t
C,m. To show Statement (2)(a) it is
enough to observe that by Proposition 2.1, mtC(Z) = 0 for all t > dimCZ. Then by
Statement (1)(b) of the Theorem, 0 ≤M tC(Z) ≤ mtC(Z) = 0.
To prove Statement (3)(a) first observe that the outer measures M tC and N
t
C,m
are always finite. That is because the set function q(·, t) is finite and for every set
Z ⊂ X one can find a finite cover {Ci}Ki=1 by cylinders of length m. Then we have
M tC(Z) ≤ N tC,m(Z) ≤
K∑
i=1
q(Ci, t) <∞.
On the other hand, M tC(Z) = 0 implies m
t
C(Z) = 0. To see this, observe that
there are finitely many cylinders of a given length s. Since 0 < q(C, t) <∞ for any
cylinder C, there are positive real numbers {γs}s≥1 such that q(C, t) ≥ γs > 0 for
any cylinder of length s. Assume that M tC(Z) = 0. For any large L ∈ N choose
 > 0 such that  < min{ 1L , γ1, . . . , γL}. There exists a cover {Ci}i≥1 of Z by
cylinders such that ∑
i
q(Ci, t) < .
By the choice of , we must have that l(Ci) > L for each i ≥ 1. Letting L→∞ we
obtain that mtC(Z) = 0.
By Proposition 2.1, mtC(Z) = ∞ for all t < dimCZ. By (the contraposition
of) the above argument, this implies that M tC(Z) > 0. By Statement (1)(b), this
completes the proof of (3)(a).
The proof of (4)(a) is identical to the proof of (3)(a). Statement (4)(b) is a direct
consequence of (1)(b). 
For simplicity of notation, if there is no confusion, we will simply writeMt,mt,M t,
and N tm.
Our arguments require the C-structure to satisfy the following additional condi-
tions.
(C1) There exists a uniform constant Q1 > 0 such that for every t < dimC(X)
and for every cylinder C there is a cylinder C˜t such that C ⊆ C˜t and one
has:
Q1q(C˜
t, t) ≤M t(C) ≤ min{q(C, t), q(C˜t, t)};
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(C2) For every t < dimC(X) there exists m = m(t) ∈ N such that for every
cylinder C whose length is a multiplicity of m there is a cylinder C˜tm whose
length is a multiplicity of m such that C ⊆ C˜tm, and one has:
N tm(C) = q(C˜
t
m, t);
(C3) There exists a uniform constant Q3 > 1 such that for any two words u, v,
such that uv is an admissible word, and any t ∈ R one has
Q−13 q(C(u), t)q(C(v), t) ≤ q(C(uv), t) ≤ Q3q(C(u), t)q(C(v), t);
(C4) For any two cylinders such that A ⊂ B one has η(A) ≤ η(B).
3. Large intersection classes
As previously mentioned, Theorem 1.1 follows from a stronger result that the
set E in Theorem 1.1 belongs to a cartain class of sets, which are in some sense
large.
We consider the following classes of sets, which are defined by generalizing classes
introduced by Fa¨rm and Persson in [18] as modifications of Falconer’s intersection
classes from [17].
Definition 3.1. Let Gt(X), t < dimC(X) be the class of Gδ-sets F ⊂ X such that
M t(F ∩ C) = M t(C)
holds for all cylinders C.
Our main results on these classes are the following theorems. The first theorem
is a generalization of [18, Theorem 1].
Theorem 3.2. Assume that the Carathe´odory structure satisfies Conditions (C1)
and (C4). Then the classes Gt(X) are closed under countable intersections and the
Carathe´odory dimension of any set in one of these classes is at least t.
We prove the Theorem 3.2 in Section 5. In the lemma below we observe that the
claim about the Carathe´odory dimension of sets in Gt(X) is a natural consequence
of Definition 3.1.
Lemma 3.3. If F ∈ Gt(X), then dimC(F ) ≥ t.
Proof. Since t < dimC(X), by Statement (3) in Theorem 2.3, M
t(X) > 0. Then
there is a cylinder C such that M t(C) > 0. By Definition 3.1, M t(F ) > 0. By
Statement (2) in Theorem 2.3, dimC(F ) ≥ t. 
As an important application of large intersection property, Fa¨rm and Persson
calculated the Hausdorff dimension of the intersection of irregular sets over count-
ably many different dynamical systems, see [19, Proposition 1].
Let Ax be the set of accumulation points of {δnx}n≥1.
For a probability measure µ on X, define G(µ) ⊂ E(µ) ⊂ X by
E(µ) = {x ∈ X | µ ∈ Ax} , G(µ) = {x ∈ X | lim
n→∞ δ
n
x = µ}.
(These sets are called a saturated set and a generic set of µ, respectively; cf. [26].)
The second main theorem is a Carathe´odory dimensional and uniform version of
Fa¨rm-Persson theorem [18, Theorem 2].
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Theorem 3.4. Assume that the Carathe´odory structure satisfies Conditions (C1)−
(C4). Then E(µ) is in Gt(X) for any µ ∈ P(X) and t < dimC(G(µ)).
We explain how Theorem 1.1 follows from Theorem 3.2 and 3.4. For a sequence
J = (µ(`))`∈N of probability measures on X, we define ∆(J ) by
∆(J ) =
⋃
L≥1
∆L(J ), ∆L(J ) = {µt(J ) | t ∈ AL} ,
where AL =
{
(t0, t1, . . . , tL) ∈ [0, 1]L+1 |
∑L
`=0 t` = 1
}
and µt(J ) =
∑L
`=0 t`µ
(`)
for t = (t0, t1, . . . , tL) ∈ AL. We define E(J ) by
E(J ) = {x ∈ X | ∆(J ) ⊂ Ax} .
Corollary 3.5. Assume that the Carathe´odory structure satisfies Conditions (C1)−
(C4). Then, for any sequence J = {µ(`)}`≥0 of ergodic invariant probability mea-
sures, we have
dimC(E(J )) ≥ inf
{
dimC(µ
(`)) | ` ≥ 0
}
.
Proof. It is straightforward to see that E(J ) = ⋂`∈NE(µ(`)), and for ` ≥ 0,
dimC(G(µ
(`))) ≥ dimC(µ(`)) by Birkhoff’s ergodic theorem. The conclusion im-
mediately follows from this observation and Theorem 3.2 and 3.4. 
We remark that Corollary 3.5 gives another proof of (a special version of) The-
orem 1.1 of Pfister-Sullivan [26], which states the full topological entropy (does
not include full Hausdorff dimension) of saturated sets, although their method is
quite different from ours (note that their result is given for general continuous maps
with specification property, and topological entropy is invariant under continuous
conjugation while Hausdorff dimension is not).
Now Theorem 1.1 immediately follows from the following proposition.
Proposition 3.6. Let J = {µ(`)}`≥0 be a linearly independent sequence of invari-
ant probability measures on X. Then, x ∈ E(J ) implies that
lim
→0
log Ex()
− log  =∞.
The next theorem summarizes results in this section and gives the main result
in this paper.
Theorem 3.7. Let X be a topologically mixing subshift of finite type of {1, 2, . . . ,m}N
with m ≥ 2. Let f : X → X be the left-shift operation on X. Let E be the set of
points x ∈ X satisfying
lim
→0
log Ex()
− log  =∞ for all x ∈ E.
Assume that the Carathe´odory structure satisfies Conditions (C1) − (C4) and the
following condition:
(C5) For any  > 0, there is a linearly independent sequence of invariant proba-
bility measures {µ(`)}`≥0 on X such that dimC(µ(`)) > dimC(X)−  for all
` ≥ 0.
Then
dimC(E) = dimC(X).
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Proof. Theorem 3.7 immediately follows from Corollary 3.5 and Proposition 3.6.

Proof of Theorem 1.1. We will see in Section 4 that C-structures corresponding
topological entropy, Hausdorff dimension, and topological pressure satisfy Condi-
tions (C1)−(C4). The fact that those structures also satisfy Condition (C5) follows
from [3, Theorem 6.6]. Hence, Theorem 1.1 immediately follows from Theorem
3.7. 
Proof of Proposition 3.6. For a subset A of P(X), let N(, A) denote the -covering
number of A with respect to the first Wasserstein metric d. Then, it is straightfor-
ward to see that Ex() = N(,Ax), and note that ∆(L) ⊂ Ax because specification
property implies that for each ` ≥ 0, there exists x = x` such that µ(`) = limn→∞ δnx
(cf. [16, Corollary 21.15]). We will show that
(3.1) lim
→0
logN(,∆(J ))
− log  =∞,
which implies the conclusion by the above observations.
Let L ≥ 1 be an integer. Since µ(0), . . . , µ(L) are linearly independent, ∆L(J )
is an L-dimensional simplex. Therefore, it is easy to see that its box-counting
dimension
lim
→0
logN(,∆L(J ))
− log 
is well-defined and equal to L. It follows from this and the observation ∆L(J ) ⊂
∆(J ) that
lim inf
→0
logN(,∆(J ))
− log  ≥ L.
Since L is arbitrary, this implies (3.1) and completes the proof. 
Remark 3.8. Fix a sequence J = {µ(`)}`∈N of invariant probability measures on X,
and let {ν`}`∈N be a countable dense subset of ∆(J ) consisting of ergodic invariant
probability measures. Let {gi}i∈N be a countable dense subset of C(X) such that
the weak convergence of each sequence {µn}n∈N to µ in P(X) is equivalent to
lim
k→∞
∫
X
gidµk =
∫
X
gidµ for all i ∈ N,
where C(X) is the space of continuous functions on X,
Define E˜(J ) by
(3.2) E˜(J ) =
⋂
`∈N
⋂
i∈N
{
x ∈ X |
∫
X
gidν` ∈ Agi(x)
}
,
where Ag(x) is the set of accumulation points of {
∑n−1
j=0 g ◦ f j(x)/n}n∈N. Then,
(3.3) dimH(E˜(J )) = inf
`∈N
inf
i∈N
dimH
({
x ∈ X |
∫
X
gidν` ∈ Agi(x)
})
by Fa¨rm-Persson ([18, Theorem 2]; not Carathe´odory dimension). However, E˜(J )
does not coincide with E(J ) in general (while E(J ) ⊂ E˜(J ); compare (3.2) with
(6.8) and (6.10)), and it is not clear whether (3.3) is useful to obtain Corollary 3.5.
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4. Applications
4.1. C-structure corresponding to topological pressure. In this section we
fix a Ho¨lder continuous function ϕ : X → R and consider the following C-structure
τ = (F , ξ, η, ψ) on X.
Given a cylinder C, we define
ξ(C) := exp
(
Sl(C)ϕ(C)
)
:= exp
sup
x∈C
l(C)−1∑
k=0
ϕ(fk(x))
 ,
η(C) := e−l(C), ψ(C) :=
1
l(C)
,
and also set η(∅) = ψ(∅) = ξ(∅) = 0. It is easy to see that the collection of subsets
F and the functions ξ, η, ψ satisfy Conditions (A1), (A2) and (A3), and hence,
introduce the Carathe´odory dimension structure on X.
The corresponding outer measures are given by
MtC(Z, 1/n) := inf
{∑
i
eSl(Ci)ϕ(Ci)−l(Ci)t | l(Ci) ≥ n,Z ⊂
⋃
i
Ci
}
,
mtC(Z) := lim
n→∞ inf
{∑
i
eSl(Ci)ϕ(Ci)−l(Ci)t | l(Ci) ≥ n,Z ⊂
⋃
i
Ci
}
, and
M tC(Z) := inf
{∑
i
eSl(Ci)ϕ(Ci)−l(Ci)t | Z ⊂
⋃
i
Ci
}
.
The corresponding Carathe´odory dimension of a set Z is exactly the topolog-
ical pressure P (ϕ,Z) on Z as defined by Pesin-Pitskel in [28]. We will denote
P = P (ϕ) := P (ϕ,X) = dimC(X). We also observe that topological entropy
corresponds to P (ϕ) for ϕ = 0.
By the lemma below, all the results in this paper apply to this structure.
Lemma 4.1. The above Carathe´odory structure satisfies Conditions (C1)− (C4).
Proof. First observe that M t(C) ≤ q(B, t) for any cylinders C and B with C ⊆ B.
This follows from the definition of M t. We now show that M t(C) ≥ Qq(C˜t, t) for
some cylinder C˜t containing C with some positive number Q being independent of
C and t. Let {Ci} be a cover of C by cylinders of length greater than l(C). By
Ho¨lder continuity of ϕ, there exists Q0 > 0 such that∑
i
eSl(Ci)ϕ(Ci) ≥ Q0eSl(C)ϕ(C)
∑
i
eSl(Ci)−l(C)ϕ(f
l(C)Ci).
Observe that the cylinders f l(C)Ci form a cover of X. We then have∑
i
q(Ci, t) ≥ Q0eSl(C)ϕ(C)e−l(C)t
∑
i
q(f l(C)Ci, t) ≥ Q0q(C, t)M t(X).
This proves (C1).
For (C2) let {Ci} be a cover of a cylinder C such that l(Ci) ≥ l(C)+m for some
large m, to be determined later. Let {Aj} be a cover of C by cylinders of length
l(C) +m. Using similar reasoning as above, we have
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∑
i
q(Ci, t) ≥ Q20eSl(C)ϕ(C)e−l(C)t
×
∑
j
eSmϕ(f
l(C)Aj)e−mt
∑
Ci⊂Aj
eSl(Ci)−l(C)−mϕ(f
l(C)+mCi)e−(l(Ci)−l(C)−m)t
≥ Q20q(C, t)M t(X)
∑
j
eSmϕ(f
l(C)Aj)e−mt.
As a consequence of uniform counting estimates for the partition sums (see for
example [22, Proposition 20.3.2]), there is Q1 > 0 such that∑
j
eSmϕ(f
l(C)Aj) ≥ Q1emP .
Together we obtain,∑
i
q(Ci, t) ≥ Q20q(C, t)M t(X)Q1em(P−t).
Choosing m large enough so that Q20M
t(X)Q1e
m(P−t) > 1 completes the proof of
(C2).
Condition (C3) is a direct consequence of Ho¨lder continuity of ϕ, and Condition
(C4) follows directly from the definition of η. 
4.2. C-structure corresponding to Hausdorff dimension. Results in this pa-
per can be used in particular to study Hausdorff dimension of irregular sets. For
this it is enough to set ξ(C) = 1 for every cylinder C and define η(C) as the di-
ameter of C (and ψ(C) = 1/l(C) as in the previous example). It is automatic that
such defined C-structure satisfies conditions (C1)− (C4).
5. Proof of Theorem 3.2
Lemma 5.1. If 0 < c ≤ 1 and F is a set such that
M t(F ∩ C) ≥ cM t(C)
holds for all cylinders C, then
M t(F ∩ U) ≥ cM t(U)
holds for open sets U .
Proof. The proof is identical to the proof of Lemma 1 in [18] if we replace M t∞ with
M t and d(·)t with q(C, t). We provide the argument for clarity.
Let U ⊂ X be open. Then we can write U as a countable union U = ⋃i Ci of
pairwise disjoint cylinders. Let {Dj} ⊂ F be a cover of F ∩ U . We can assume
that this cover is disjoint.
Given Ci, if there are Dj ⊂ Ci, we may write∑
Dj⊂Ci
q(Dj , t) ≥M t(F ∩ Ci) ≥ cM t(Ci).
Here we used the fact that two cylinders are either disjoint or one of them is
contained in the other. Hence if Dj ⊂ Ci for some Ci, then all such sets Dj form
a cover of Ci ∩ F .
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We can construct a disjoint cover {C˜k} of U by replacing each collection Cik
contained in some Dj with the cylinder Dj . We then obtain∑
j
q(Dj , t) ≥ c
∑
k
M t(C˜k) ≥ cM t(U).
Taking the infimum over all covers {Dj} finishes the proof.

Lemma 5.2. If c > 0 and F is a set such that
M t0(F ∩ C) ≥ cM t0(C)
holds for some t0 < dimC(X) and all cylinders C, then
M t(F ∩ C) ≥M t(C)
holds for all cylinders C, and t ≤ t0.
Proof. The proof that M t0(F ∩C) ≥M t0(C) is identical to the proof of Lemma 2
in [18] if we replace M t∞ with M
t and d(·)t with q(C, t). It uses Condition (C1).
Hence this part of the lemma holds for every Carathe´odory structure satisfying
(C1). Here we provide the argument for clarity.
Let {Ci} be a collection of cylinders covering F ∩ C. We may assume that the
cylinders are pairwise disjoint. Since M t(F ∩ C) is finite, we may assume that∑
i q(Ci, t0) is finite. Therefore, for every  > 0, there exists m0 such that
(5.1)
∑
{l(Ci)≥m0}
q(Ci, t0) < .
Build a cover {Dj} of C by cylinders of length l(Dj) ≤ m0 in the following way.
Either Dj = Ci for some Ci with l(Ci) < m0 or Ci ∩F ⊂ Dj ∩F where l(Ci) ≥ m0
and Dj ∩ F ⊂
⋃
{i|Ci∩F⊂Dj∩F} Ci ∩ F . Observe that by the assumption of the
lemma for every cylinder D ⊂ C one has that F ∩D 6= ∅ so such cover exists. In
addition, in the latter case we can estimate
∑
{i|Ci∩F⊂Dj∩F}
q(Ci, t0) ≥M t0(F ∩Dj) ≥ cM t0(Dj) ≥ cQq(D˜t0j , t0) by (C1).
It follows that∑
{i|l(Ci)<m0}
q(Ci, t0) + c
−1Q−1
∑
{i|l(Ci)≥m0}
q(Ci, t0) ≥
∑
j
q(D˜t0j , t0).
Using this and (5.1) we obtain∑
i
q(Ci, t0) =
∑
{i|l(Ci)<m0}
q(Ci, t0) + c
−1Q−1
∑
{i|l(Ci)≥m0}
q(Ci, t0)
+(1− c−1Q−1)
∑
{i|l(Ci)≥m0}
q(Ci, t0) ≥M t0(C) + (1− c−1Q−1).
Letting → 0 and taking infimum over all covers {Ci} we conclude
M t0(F ∩ C) ≥M t0(C).
We now turn to the case t < t0.
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Let {Ci} be a collection of cylinders covering F ∩C. We may assume that each
Ci is contained in C so that η(Ci) ≤ η(C) by Condition (C4). We then have∑
i
q(Ci, t) =
∑
i
ξ(Ci)η(Ci)
t =
∑
i
ξ(Ci)η(Ci)
t0η(Ci)
t−t0 ≥ η(C)t−t0
∑
i
q(Ci, t0)
≥ η(C)t−t0M t0(C ∩ F ) ≥ η(C)t−t0M t0(C) ≥ Qη(C)t−t0q(C˜t0 , t0)
by (C1). Using (C4), we continue
≥ Qη(C˜t0)t−t0ξ(C˜t0)η(C˜t0)t0 = Qq(C˜t0 , t) ≥ QM t(C),
where the last inequality follows from the definition of M t after observing that
C˜t0 covers C.
Taking infimum over all covers {Ci} we conclude
M t(F ∩ C) ≥ QM t(C)
and by the first part of the lemma, M t(F ∩ C) ≥M t(C). 
The proof of Theorem 3.2 is now a consequence of Lemma 3.3 and the following
lemma.
Lemma 5.3. If Fi ∈ Gt(X) for all i ∈ N, then
M t
(⋂
i
Fi ∩ U
)
= M t(U)
for all open sets U , and
⋂
i Fi ∈ Gt(X).
Proof. The proof is very similar to the proof of Proposition 2 in [18], which uses
the increasing sets lemma for the outer measures [29, Theorem 52].
Let first {Fi}∞i=1 be a countable collection of open sets, with the property that
M t(Fi ∩ U) ≥M t(U)
holds for any open set U .
Fix an open set U ⊂ X,  > 0, and a sequence {k}∞k=0 of positive real numbers
such that
∑∞
k=0 k < .
The main idea is to approximate
⋂
i Fi∩U by a countable intersection of compact
nested sets
⋂
i D¯i such that D¯k ⊂
⋂k
i=1 Fi ∩ U for k ≥ 1.
We define the collection {Di}∞i=0 inductively in the following way.
Let D0 be an open subset of U with the property that D¯0 ⊂ U and that
M t(D0) > M
t(U)− 0.
The fact that such a set exists follows from the increasing sets lemma [29, The-
orem 52]. To see that this result applies to our setting it is enough to observe that
the set function q(·, t) satisfies the definition of the pre-measure [29, Definition 5]
and that M t(·) is constructed from this pre-measure by Method I defined in [29,
Theorem 4].
Having defined Di for i = 0, . . . , k − 1, we choose Dk to be an open subset of
Fk ∩ Dk−1 (note that Fk ∩ Dk−1 ⊂
⋂k
i=1 Fi ∩ U) with the property that D¯k ⊂
Fk ∩Dk−1 and such that
M t(Dk) > M
t(Fk ∩Dk−1)− k.
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Observe that since each Dk is an open set and each Fk ∈ Gt(X) is open, we have
that
M t(Dk) > M
t(Fk ∩Dk−1)− k ≥M t(Dk−1)− k
> M t(Fk−1 ∩Dk−2)− k−1 − k > . . . > M t(U)− .
In addition,
⋂∞
i=0 D¯i ⊂
⋂∞
i−1 Fi∩U . Let {Cl} be a cover of
⋂∞
i=0 D¯i by cylinders.
Since {D¯k} is a nested sequence of compact sets and
⋃
l Cl is open, there is m ∈ N
such that D¯m ⊂
⋃
l Cl. Therefore∑
l
q(Cl, t) ≥M t(D¯m) ≥M t(U)− .
Letting → 0 we obtain
M t(
∞⋂
i=1
Fi ∩ U) ≥M t(U).
Therefore we have shown that any countable intersection of open sets in Gt(X) is
in Gt(X). The proof is finished by observing that any countable intersection of Gδ
sets can be expressed as a countable intersection of open sets. 
6. Proof of Theorem 3.4
In this section we fix t < dimC(G(µ)) and m ≥ m(t), where m(t) is defined in
Condition (C2). We then consider the corresponding outer measure N tm, which is
defined in Subection 2.1.
We say that a word x is a subword of y, and write x  y, if C(y) ⊂ C(x). In
addition, we say that x is a proper subword of y, and write x ≺ y, if the inclusion
is strict. Furthermore, we denote the concatenation of words x and y by xy.
For µ ∈ P(X), n ∈ N and  > 0, we define E(µ, n, ) by
E(µ, n, ) = {x ∈ X | δnx ∈ B(µ)} ,
where B(µ) is the ball of radius  and with center µ.
6.1. Preliminary lemmas. We start this subsection with a simple but crucial
observation. Namely, we note that there are finitely many words of length not
exceeding m. Because of that there exists a constant α = α(m, t) > 0 such that
(6.1) α < q(C(u), t) < α−1
for any word u with |u| ≤ m.
As a consequence of (6.1) and Condition (C3) we obtain the following.
Lemma 6.1. The outer measures M t and N tm are equivalent.
Proof. Clearly M t ≤ N tm. On the other hand, for any collection {xi}i of words of
lengths li = kim + ni, with ki ∈ N and 0 ≤ ni ≤ m, consider the corresponding
collection {xi}i of words of lengths kim obtained by removing the last ni letters
from the word xi. Then∑
i
q(C(xi), t) ≤ Q3
∑
i
q(C(xi), t)
q(C(xikim+1 . . . x
i
kim+ni
), t)
≤ α−1Q3
∑
i
q(C(xi), t).
In addition, C(xi) ⊂ C(xi). Consequently, N tm ≤ α−1Q3M t. 
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The next two lemmas correspond to Lemma 4 and 6 of [18] and will be used as
inductive steps in the following subsection.
Lemma 6.2. Assume there are numbers c,  > 0 and a word y of length m satisfying
N tm (C(y) ∩ E(µ,N, )) < cq(C(y), t)
for some N > 4m/. Then for every word z satisfying |z| = km ≤ N/4, and
such that zy is an admissible word, one has
N tm (C(zy) ∩ E(µ,N + |z|, /2)) < cQ23q(C(zy), t).
Before we state the next lemma, we recall an important property of subshifts
of finite type. There exists τ ∈ N such that for any two admissible words u and
v (of any length) there exists a word ω of length τm such that the word uωv is
admissible. For the rest of this paper we denote by τ the positive integer with with
this property.
Lemma 6.3. Assume there are numbers c,  > 0 and a word y of length m satisfying
N tm (C(y) ∩ E(µ,N, )) > cq(C(y), t),
for some N > 2m/. Then for every word z satisfying |z| = km, (k+ τ)m ≤ N/2,
one has
N tm (C(z) ∩ E(µ,N + τm+ |z|, 2)) > Q−(τ+1)3 ατ+1cN tm (C(z)) ,
where α is as in (6.1).
In order to show Lemma 6.2 and 6.3, we will use the following.
Lemma 6.4. If z is a word of length n1 and x ∈ X satisfies zx ∈ E (µ, n+ n1, ),
then
x ∈ E
(
µ, n, +
2n1
n
)
.
Conversely, if z is a word of length n1 and x ∈ E(µ, n, ), then
zx ∈ E
(
µ, n+ n1, +
2n1
n
)
.
Proof. For each ϕ ∈ Lip1(X, [−1, 1]),∣∣∣∣∫
X
ϕdδnx −
∫
X
ϕdδn+n1zx
∣∣∣∣
≤
∣∣∣∣∣∣
(
1
n
− 1
n+ n1
) n+n1−1∑
j=0
ϕ ◦ f j(zx)
∣∣∣∣∣∣+
∣∣∣∣∣∣ 1n
n1−1∑
j=0
ϕ ◦ f j(zx)
∣∣∣∣∣∣ ≤ 2n1n .
So, we have d(δnx , δ
n+n1
zx ) ≤ 2n1/n by the Kantorovich-Rubinstein dual representa-
tion of the first Wasserstein metric (cf. [23, (2.1)]), which immediately implies the
conclusion. 
Proof of Lemma 6.2. By assumption, there are words (xi)
I
i=1 of lengths being mul-
tiplicities of m and such that
(6.2) C(y) ∩ E(µ,N, ) ⊂
I⋃
i=1
C(xi)
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and
I∑
i=1
q(C(xi), t) < cq(C(y), t).
From (6.2) and Lemma 6.4, it follows that
C(zy) ∩ E (µ,N + |z|, − 2|z|/N) ⊂
I⋃
i=1
C(zxi).
On the other hand, by Condition (C3), we have
q(C(zxi), t) ≤ Q3q(C(z), t)q(C(xi), t) ≤ Q23
q(C(zy), t)
q(C(y), t)
q(C(xi), t).
Observing that the length of each word zxi is a multiplicity of m, we can conclude
N tm (C(zy) ∩ E (µ, n+ |z|, − 2|z|/N)) ≤
I∑
i=1
q(C(zxi), t)
= Q23
q(C(zy), t)
q(C(y), t)
I∑
i=1
q(C(xi), t) < Q23cq(C(zy)).
Recall that by the assumption, |z| ≤ N/4. The conclusion follows. 
Proof of Lemma 6.3. Let u be a word of length τm such that the word zuy is
admissible. We consider all possible covers of the set C(zuy)∩E(µ,N+τm+|z|, 2)
by cylinders of lengths of multiplicities of m. There are three possibilities:
(1) C(zuy) ∩ E(µ,N + τm+ |z|, 2) ⊂ C(w), where:
(a) w  z;
(b) z ≺ w  zu, that is, w = zu¯ with u¯  u;
(2) there is a collection (xi)
I
i=1 of words of lengths being multiplicities of m
and such that C(zuy) ∩ E(µ,N + τm+ |z|, 2) ⊂ ⋃Ii=1 C(zuyxi).
In case (1)(a) we necessarily have that C(z) ⊂ C(w). Consequently,
(6.3) q(C(w), t) ≥ N tm(C(z)).
We now turn to case (1)(b). Dividing u¯ into subwords of lenghts m and applying
(6.1) to each segment, by Condition (C3), we have that
q(C(u¯), t) ≥ Q−(τ−1)3 ατ .
Consequently, by Condition (C3),
(6.4) q(C(w), t) = q(C(zu¯), t) ≥ Q−13 q(C(z), t)q(C(u¯), t) ≥ Q−τ3 ατN tm(C(z)).
We now consider case (2). Let (xi)
I
i=1 be a collection of words of lengths being
multiplicities of m and such that
C(zuy) ∩ E(µ,N + τm+ |z|, 2) ⊂
I⋃
i=1
C(zuyxi).
Observe that
C(y) ∩ E(µ,N, ) ⊂
I⋃
i=1
C(yxi).
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By Condition (C3), it follows that,∑
i
q(C(zuyxi), t) ≥ Q−23 q(C(z), t)q(C(u), t)
∑
i
q(C(yxi), t)
= Q−23 q(C(z), t)q(C(u), t)q(C(y), t)
∑
i
q(C(yxi), t)
q(C(y), t)
.
Dividing u into subwords of lenghts m and applying (6.1) to each segment, by
Condition (C3), we have that
q(C(u), t) ≥ Q−(τ−1)3 ατ .
Using (6.1) and the assumption of the lemma, we conclude that
(6.5)
∑
i
q(C(zuyxi), t) ≥ Q−(τ+1)3 ατ+1cq(C(z), t) ≥ Q−(τ+1)3 ατ+1cN tm(C(z)).
Inequalities (6.3), (6.4), and (6.5) together give that
N tm(C(z) ∩ E(µ,N + τm+ |z|, 2)) ≥ N tm(C(zuy) ∩ E(µ,N + τm+ |z|, 2))
≥ Q−(τ+1)3 ατ+1cN tm(C(z)),
which completes the proof. 
6.2. End of the proof. The following is the most important lemma in the proof
of Theorem 3.4.
Lemma 6.5. For each t < dimC(G(µ)) and m ≥ m(t), there is a constant c > 0
such that for any word z and any  > 0 one has
(6.6) lim inf
n→∞ N
t
m(C(z) ∩ E(µ, n, )) ≥ cN tm(C(z)).
Before we proceed with the proof of the lemma, we show how it implies Theorem
3.4. By Lemma 6.1, we immediately obtain that for each t < dimC(G(µ)), there is
a constant c˜ > 0 such that for any word z and any  > 0 one has
(6.7) lim inf
n→∞ M
t(C(z) ∩ E(µ, n, )) ≥ c˜M t(C(z)).
This means that for every cylinder C, every N ∈ N, and every  > 0 one has
M t(C ∩
⋃
n≥N
E(µ, n, )) ≥ c˜M t(C).
By Lemma 5.2,
M t(C ∩
⋃
n≥N
E(µ, n, )) ≥M t(C)
so that ⋃
n≥N
E(µ, n, ) ∈ Gt(X).
By Theorem 3.2,
(6.8) E(µ) =
⋂
k∈N
⋂
N∈N
⋃
n≥N
E(µ, n, k−1) ∈ Gt(X)
for all t < dimC(G(µ)). This completes the proof of Theorem 3.4.
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Proof of Lemma 6.5. Fix  > 0. We first show that (6.6) holds for words whose
lengths are multiplicities of m. Arguing by contradiction, we assume that there is
a word z of length |z| = km, for some k ∈ N and a sequence {an} ⊂ N increasing
to infinity such that
N tm(C(z) ∩ E(µ, an + |z|+ τm, 4)) <
ατ+1Q
−(τ+3)
3
4
N tm(C(z))
for all n ∈ N, where α is the constant given in Lemma 6.3. Then it follows from
Lemma 6.3 that for each word y of length m,
N tm(C(y) ∩ E(µ, an, 2)) ≤
1
4Q23
q(C(y), t) <
1
2Q23
q(C(y), t)
for all n ∈ N such that an > 2(|z| + τm)/. By this estimate and Lemma 6.2, for
any word w of length |w| = jm with j ∈ N we have
(6.9) N tm(C(w) ∩ E(µ, an + |w| −m, )) ≤
1
2
q(C(w), t)
for all n ∈ N such that an ≥ 4|w|/.
Fix a large number N ∈ N. We first apply (6.9) to w = z. Choose n0 ∈ N such
that an0 > max{N, 4|z|/} and denote b0 := an0 + |z| −m. One can find a finite
cover (Ci)
I
i=1 of C(z) ∩ E(µ, b0, ) by cylinders of lengths l(Ci) = lim such that
I∑
i=1
q(Ci, t) ≤ 2
3
q(C(z), t).
For each 1 ≤ i ≤ I, we again apply (6.9) to C = Ci. Choose ni ∈ N such that
ani > max{N, 4lim/} and denote bi := ani + (li − 1)m. There is a finite cover
(Ci,j)
Ji
j=1 of Ci ∩ E(µ, bi, ) by cylinders of lengths l(Ci,j) = li,jm such that
Ji∑
j=1
q(Ci,j , t) ≤ 2
3
q(Ci, t).
Together we obtain that
⋃I
i=1
⋃Ji
j=1 Ci,j is a cover of C(z) ∩
⋂I
i=0E(µ, bi, ) and
I∑
i=1
Ji∑
j=1
q(Ci,j , t) ≤ 2
3
I∑
i=1
q(Ci, t) ≤
(
2
3
)2
q(C(z), t).
Repeating this argument, we obtain for each L ∈ N a sequence {b˜i}B(L)i=1 of
numbers b˜i ≥ N and a cover {C˜j}M(L)j=1 of C(z) ∩
⋂B(L)
i=0 E(µ, b˜i, ) by cylinders of
lengths being multiplicities of m such that
M(L)∑
j=1
q(C˜j , t) ≤
(
2
3
)L
q(C(z), t).
In addition, for each L ∈ N we have that⋂
n≥N
E(µ, n, ) ⊂
B(L)⋂
i=0
E(µ, b˜i, ).
Therefore, N tm
(
C(z) ∩⋂n≥N E(µ, n, )) = 0.
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Since N was arbitrary, by observing that
(6.10) G(µ) =
⋂
˜>0
⋃
N∈N
⋂
n≥N
E(µ, n, ˜),
we conclude that N tm(C(z) ∩G(µ)) = 0.
We claim that this implies that N tm(G(µ)) = 0. Indeed, let x = (x1x2 . . .) be a
point in G(µ). One can find a word u of length τm such that x′ = (zux1x2 . . .) ∈ X.
In fact, x′ ∈ C(z)∩G(µ). Consequently, G(µ) ⊂ f |z|+τm(C(z)∩G(µ)). In addition,
for any collection of cylinders of the form {Dj} = {C(zujvj)}, where |uj | = τm,
covering C(z) ∩ G(µ), the corresponding collection {D′j} = {C(vj)} covers G(µ).
By Condition (C3),
q(D′j , t) = q(C(vj), t) ≤ Q3
q(C(zujvj), t)
q(C(zuj), t)
≤ Q
τ+1
3
ατ+1
q(C(zujvj), t).
Consequently, N tm(G(µ)) = 0. By Theorem 2.3, we must have that dimC(G(µ)) ≤ t.
This contradicts with the assumption of the lemma. We therefore proved that
for any word whose length is a multiplicity of m the inequality (6.6) holds with
c =
ατ+1Q
−(τ+3)
3
4 .
Let now x be a word of length |x| = km + l where k ∈ N and 0 < l < m. Let
x, x¯ be words of lengths km and (k + 1)m respectively, such that x ≺ x ≺ x¯.
We first observe that, for any n ∈ N, C(x¯) ∩ E(µ, n, ) ⊂ C(x) ∩ E(µ, n, ), so
that
lim inf
n→∞ N
t
m(C(x) ∩ E(µ, n, )) ≥ lim inf
n→∞ N
t
m(C(x¯) ∩ E(µ, n, ))
≥ α
4Q33
N tm(C(x¯)) =
α
4Q33
q(C(x′), t),
where x′  x¯ and |x′| = k′m for some k′ ≤ k+ 1. If x′ = x¯, then by (C3) and (6.1),
q(C(x′), t) ≥ Q−13 q(C(x), t)q(C(x¯km+1 . . . x¯(k+1)m), t)
≥ Q−13 αq(C(x), t) ≥ Q−13 αN tm(C(x)).
If now x′ ≺ x¯, then we must have that C(x) ⊂ C(x′). Consequently,
q(C(x′), t) ≥ N tm(C(x)).
We conclude that
lim inf
n→∞ N
t
m(C(x) ∩ E(µ, n, )) ≥
α2
4Q43
N tm(C(x)),
which completes the proof. 
Appendix A. Another proof of Theorem 1.1
In this appendix, we give another proof of Corollary 3.5 in the spirit of Barreira-
Schmeling [3], by using estimates in our previous result [23]. Recall that Theorem
1.1 immediately follows from Corollary 3.5, Proposition 3.6 and [3, Theorem 6.6].
We restrict our dynamics to full shifts (i.e. X = {1, . . . ,m}N) in order to make
the argument simpler, although this approach works for general mixing subshifts
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of finite type as in [3]. Furthermore, in order to apply theorems in [3], we assume
that there is a strictly positive function u : X → R such that
ξ(C) = 1, η(C) = exp
(−Sl(C)u) , ψ(C) = 1
l(C)
for each cylinder C. Note that the Carathee´odory dimension of such C-structure
with u ≡ 1 (u = log β, respectively) corresponds to topological entropy (Hausdorff
dimension, respectively). It is also straightforward to see that such C-structure
satisfies Conditions (A1)− (A3) and (C1)− (C3).
We remark that Barreira-Schmeling’s approach was extended by several authors
(refer to e.g. [26, 35, 4] and references therein). The advantage of this approach is
that it is constructive.
A.1. Another proof of Corollary 3.5. Fix a sequence J = {µ(`)}`≥0 ⊂ P(X).
We use notations ∆(J ), ∆L(J ), AL and µt(J ) given in Subsection 3. We suppress
J from these notations if it makes no confusion.
Let {˜L}L≥0 be a sequence of positive numbers such that limL→∞ ˜L = 0. For
L ≥ 0, 0 ≤ ` ≤ L and n˜ ≥ 1, we define ΓL,`(n˜) by
ΓL,`(n˜) =
{
x ∈ X : for all n ≥ n˜, d(δnx , µ(`)) < ˜L and
− logµ
(`)(C(n, x))
Snu(x)
≥ min
{
dimC(µ
(`)) | 0 ≤ ` ≤ L
}
− ˜L
}
,
where we used notation C(n, x) to denote C([x]n) in order to keep simple no-
tations in the following calculations. By Theorem 6.3 and Corollary 8.2 of [3]
(precisely speaking, we need to consider Corollary 8.2 with finitely many measures
µ(0), . . . , µ(L) instead of µ(0) and µ(1), but the proof of the modified version is
literally done as in the original one), we have
(A.1) lim
n˜→∞
µ(`)(ΓL,`(n˜)) = 1.
(Compare this with lims→∞ νps(Γ̂
`
ps) = 1 in [3].)
For each L ≥ 1, let {tL,j}J(L)j=1 be a finite subset of AL such that {B˜L/(L+1)(tL,j) |
1 ≤ j ≤ J(L)} covers AL, where B(t) is the ball of radius  and center t. Let
µL,j denote µt(J ) with t = tL,j . Then it follows from [23, Lemma 3.4] that
{B˜L(µL,j) | 1 ≤ j ≤ J(L)} covers ∆L. We consider a lexicographic order in
A = {(L, j) | L ≥ 1, 1 ≤ j ≤ J(L)} by
(L′, j′) ≤ (L, j) if L′ < L, or L′ = L and j′ ≤ j.
Let {̂L}L≥0 be a sequence of positive numbers such that limL→∞ ̂L = 0 and
(A.2)
∏
L≥1
(1− ̂L)LJ(L) > 0.
By (A.1), we can take n˜L,` such that
(A.3) µ(`)(ΓL,`(n˜L,`)) ≥ 1− ̂L.
We simply write
ΓL,` = ΓL,`(n˜L,`).
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For each (L, j) ∈ A, we inductively define finite sequences nL,j = {nL,j(`)}L`=0
of positive integers as follows. Let n1,1 = {n1,1(`)}1`=0 be a finite set of positive
integers such that n˜(1,`)+1/n1,1(`) ≤ ˜1 and
|t¯(n1,1)− t1,1| ≤ ˜1,
which is ensured to exist by [23, Lemma 5.3]. Let (L, j) ∈ A, and assume that
nL′,j′ = {nL′,j′(`)}L′`=0 is defined for any (L′, j′) ∈ A satisfying (L′, j′) < (L, j).
Then we define nL,j = {nL,j(`)}L`=0 as a finite sequence of positive integers such
that
(A.4)
n˜(L,`)+1∑
(L′,j′)<(L,j) sL′,j′ +
∑
`′≤` nL,j(`′)
≤ ˜L,
(A.5)
2
∑
(L′,j′)<(L,j) sL′,j′∑
(L′,j′)≤(L,j) sL′,j′
+
2(L+ 1)
sL,j
< ˜L,
(A.6) |t(nL,j)− tL,j | ≤ ˜L
L+ 1
,
where
sL′,j′ =
L′∑
`=0
nL′,j′(`), t(nL,j) =
(
nL,j(0)
sL,j
,
nL,j(1)
sL,j
, . . . ,
nL,j(L)
sL,j
)
and the sum
∑
(L′,j′)<(L,j) sL′,j′ is taken over all (L
′, j′) ∈ A satisfying that (L′, j′) <
(L, j). We can take such nL,j (in particular, with respect to (A.6)) due to [23,
Lemma 5.3]. Note that since nL,j(`) ≥ n˜L,`, we have
(A.7) max
0≤`≤L
sup
y∈ΓL,`
d
(
δnL,j(`)y , µ
(`)
)
≤ ˜L.
Compare also (A.5), (A.6), (A.7) with (5.5), (5.6) of [23].
For (L, j) ∈ A and 0 ≤ ` ≤ L, we define C (L, j, `) and D(L, j, `) by
C (L, j, `) = {C(nL,j(`), x) | x ∈ ΓL,`}
and
D(L, j, `) = {DC | D ∈ D((L, j, `)− 1), C ∈ CL,j(`)} ,
where DC is the cylinder corresponding to the juxtaposition of the tuples specifying
D and C in this order, and (L, j, `) − 1 is the predecessor of (L, j, `) with respect
to the lexicographic order in {(L, j, `) | (L, j) ∈ A, 0 ≤ ` ≤ L} given as the order
of A. Finally we define
Λ =
⋂
(L,j)∈A, 0≤`≤L
 ⋃
C∈D(L,j,`)
C
 .
We will show that
(A.8) Λ ⊂ E(J )
and
(A.9) dimC(Λ) ≥ inf
{
dimC(µ
(`)) | ` ≥ 0
}
,
from which we immediately get the conclusion.
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We first show (A.8). Fix L˜ ≥ 1, t ∈ AL˜ and  > 0. Let L ≥ L˜ be an integer such
that ˜L < /4, so that one can find 1 ≤ j ≤ J(L) such that
(A.10) d(µt, µL,j) ≤ 
4
(note that ∆L˜ ⊂ ∆L). Fix such j, and set t¯ = t(nL,j), n¯ =
∑
(L′,j′)≤(L,j) sL,j and
n(`) = nL,j(`) for simple notations. The following lemma is a slight modification
of Lemma 5.2 of [23].
Lemma A.1. For all x ∈ Λ, it holds that
d
(
δn¯x , µt
) ≤ 2∑(L′,j′)<(L,j) sL′,j′∑
(L′,j′)≤(L,j) sL′,j′
+
2(L+ 1)
sL,j
+ max
0≤`≤L
sup
y∈ΓL,`
d
(
δn(`)y , µ
(`)
)
,
Proof. Let x ∈ Λ, and set N ′ = ∑(L′,j′)<(L,j) sL,j and N(`) = ∑``′=0 n(`′) for
0 ≤ ` ≤ L, so that N(L) = sL,j and N(L) = n¯−N ′ (we introduce these notations
to easily compare the argument here with [23, Lemma 5.2]). It follows from [23,
Lemma 3.1] that
d
(
δn¯x , δ
N(L)
fN′ (x)
)
≤ 2
∑
(L′,j′)<(L,j) sL′,j′∑
(L′,j′)≤(L,j) sL′,j′
.
Note also that
δ
N(L)
fN′ (x)
=
L∑
`=1
n(`)
sL,j
 1
n(`)
N(`)−1∑
n=N(`−1)
δfN′+n(x)
 .
On the other hand, by construction of Λ, for any 0 ≤ ` ≤ L, one can find y = y(`) ∈
ΓL,` such that [
fN
′+N(`−1)(x)
]
n(`)
= [y]n(`) .
Hence, it follows from the Kantorovich-Rubinstein dual representation of the first
Wasserstein metric that
d
 1
n(`)
N(`)−1∑
n=N(`−1)
δfN′+n(x), δ
n(`)
y
 ≤ 1
n(`)
n(`)−1∑
n=0
dX
(
fn
(
fN
′+N(`−1)(x)
)
, fn(y)
)
,
which is bounded by 2n(`) . Now the conclusion immediately follows. 
By Lemma A.1, together with (A.5) and (A.7), we get
d
(
δn¯x , µt
) ≤ 2˜L < 
2
for any x ∈ Λ.
On the other hand, it follows from (A.6) and [23, (5.6)] that
d (µt, µL,j) ≤ ˜L <

4
.
Combining these estimates with (A.10), we obtain d (δn¯x , µt) ≤  for any x ∈ Λ.
Since L˜ ≥ 1, t ∈ AL˜ and  > 0 are arbitrary, we conclude that (A.8) holds.
Next we show (A.9). We inductively define a measure µ on Λ as
µ(C) = µ(0)(C) if C ∈ C (1, 1, 0)
and
µ(DC) = µ(D)µ(`)(C) if DC ∈ D(L, j, `), (L, j) ∈ A, ` ∈ [0, L].
We extend µ to X by µ(A) = µ(A ∩ Λ) for each measurable set A ⊂ X.
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We will see µ(Λ) > 0. Indeed, for each (L, j) ∈ A, 0 ≤ ` ≤ L, let ⋃D∈D(L,j,`)D
be denoted by D(L, j, `). Then by (A.3) and construction of D(L, j, `),
µ (D′ ∩D(L, j, `)) ≥ µ(D′) (1− ̂L)
for each D′ ∈ D((L, j, `) − 1). Therefore, since D(L′, j′, `′) ⊂ D((L, j, `) − 1) for
each (L′, j′, `′) ≤ (L, j, `) − 1 and every distinct elements of D((L, j, `) − 1) are
disjoint, we have
µ
 ⋂
(L′,j′,`′)≤(L,j,`)
D(L′, j′, `′)
 ≥ µ
 ⋂
(L′,j′,`′)≤(L,j,`)−1
D(L′, j′, `′)
 (1− ̂L) ,
and so, it follows from (A.2) that
(A.11) µ(Λ) ≥
∏
(L,j)∈A, 0≤`≤L
(1− ̂L) =
∏
L≥1
(1− ̂L)LJ(L) > 0.
Lemma A.2. For each x ∈ Λ, it holds that
(A.12) lim inf
n→∞ −
logµ(C(n, x))
Snu(x)
≥ inf
{
dimC(µ
(`)) | ` ≥ 0
}
.
Proof. Fix n ≥ 1, x ∈ Λ and  > 0. Let L˜ be such that ˜L <  for each L ≥ L˜.
By construction of Λ, for every (L, j) ∈ A with L ≥ L˜ and 0 ≤ ` ≤ L, one can find
D(L, j, `) ∈ D(L, j, `) such that D(L, j, `) = C(l(L,j,`), x) with
l(L,j,`) := l(D(L, j, `)) =
∑
(L′,j′)<(L,j)
sL′,j′ +
∑
`′≤`
nL,j(`
′).
Since l(L,j,`) increases as (L, j, `) increases, we can find (L, j, `) such that l(L,j,`) ≤
n < l(L,j,`)+1 (where we set l(1,1,0) = 1). Fix such (L, j, `) and simply writeD(L, j, `)
as D.
We first consider the case when n < l(D) + n˜(L,`)+1. In this case, since u is a
strictly positive function, with the notation Cu =
maxx∈X u(x)
minx∈X u(x)
it follows from (A.4)
that
Snu(x)
Sl(D)u(x)
≤ Sl(D)u(x) + Sn˜(L,`)+1u(f
l(D)(x))
Sl(D)u(x)
≤ 1 + Cu˜L.
So, since C(n, x) ⊂ C(l(D), x) = D, we have
− logµ(C(n, x))
Snu(x)
≥ − logµ(D)
Snu(x)
≥ − logµ(D)
Sl(D)u(x)
× (1 + Cu˜L),
which goes to dimCµ
(`)− 2 as n→∞ (keeping the condition n < l(D) + n˜(L,`)+1).
In the case when n ≥ l(D) + n˜(L,˜`)+1, we can find C˜1 = C(l(C˜1), f l(D)(x)) ∈
C ((L, j, `) + 1) and a cylinder C˜ such that C˜1 ⊂ C˜ and C(n, x) = DC˜ (recall that
n < l(L,j,`)+1). By construction of µ, it holds that
− logµ(C(n, x))
Snu(x)
= − logµ(D) + log µ
(`)(C˜1)
Snu(x)
≥ − logµ(D) + log µ
(˜`)(C˜)
Snu(x)
.
On the one hand, sinceD = C(1, 1, 0)C(1, 1, 1) · · ·C(L, j, `) with some C(L′, j′, `′) ∈
C (L′, j′, `′) for (1, 1, 0) ≤ (L′, j′, `′) ≤ (L, j, `), by the definition of ΓL′,`′ , with the
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notation N˜ = l
(
C(1, 1, 0) · · ·C((L˜, 1, 0)− 1)
)
=
∑
(L′,j′)<(L˜,1) sL′,j′
− logµ(D) ≥ −
∑
(L′,j′,`′)<(L˜,1,0)
logµ(C(L′, j′, `′))
+ Sn−N˜u(f
N˜ (x))×
(
min
{
dimC(µ
(`)) | 0 ≤ ` ≤ L
}
− 
)
.
Thus, by taking n large if necessary, we get
− logµ(D)
Sl(D)u(x)
≥ min
{
dimC(µ
(`)) | 0 ≤ ` ≤ L
}
− 2.
One the other hand, it follows from the assumption n ≥ l(D) + n˜(L,˜`)+1 that
l(C˜) ≥ n˜(L,˜`)+1, and we have by the definition of n˜(L,˜`)+1 that
− logµ(C˜) ≥ Sl(C˜)u(f l(D)(x))×
(
min
{
dimC(µ
(`)) | 0 ≤ ` ≤ L
}
− 
)
.
Combining these estimates, we finally get
− logµ(C(n, x))
Snu(x)
≥ min
{
dimC(µ
(`)) | 0 ≤ ` ≤ L
}
− 2.
This completes the proof. 
By (A.11), [27, Theorem 3.1] and Lemma A.2, we get
dimC(Λ) ≥ dimC(µ|Λ) ≥ inf
{
dimC(µ
(`)) | ` ≥ 0
}
,
that is (A.9) holds, and it completes the proof of Corollary 3.5.
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