The classical Eneström-Kakeya theorem establishes explicit upper and lower bounds on the zeros of a polynomial with positive coe cients and has been generalized for positive de nite matrix polynomials by several authors. Recently, extensions that improve the (scalar) Eneström-Kakeya theorem were obtained with a transparent and uni ed approach using just a few tools. Here, the same tools are used to generalize these extensions to positive de nite matrix polynomials, while at the same time generalizing the tools themselves. In the process, a framework is developed that can naturally generate additional similar results.
Introduction
We examine the generalization of the Eneström-Kakeya theorem ( [5] , [6] , and [9] ) for scalar polynomials with positive coe cients to matrix polynomials with positive de nite matrix coe cients. In the scalar case, this elegant theorem establishes upper and lower bounds on the moduli of polynomial zeros that are simple explicit functions of the coe cients. It has been generalized to positive de nite matrix polynomials in, e.g., [4] and [10] , but the scalar version was also recently extended and improved in [15] , where di erent zero inclusion regions were established in a transparent and uni ed way using just a few tools. We generalize some of these extended results to positive de nite matrix polynomials and, at the same time, generalize the tools as well. In doing so, we establish a framework to naturally generate additional similar results. Throughout, we concentrate on upper bounds or inclusion regions for the zeros or eigenvalues since correponding lower bounds or exclusion regions can then be obtained from the reverse polynomial.
The paper is organized as follows. In Section 2, we brie y review the scalar Eneström-Kakeya theorem and informally present a di erent way than is found elsewhere to extend it to matrix polynomials. This then sets the stage for the generalization of the aforementioned extensions of the theorem in Section 3 and Section 4. Some numerical illustrations are presented in Section 5.
The Eneström-Kakeya theorem
We begin by stating the scalar version of the Eneström-Kakeya theorem ( [5] , [6] , [9] ). *Corresponding Author: A. Melman: Department of Applied Mathematics, School of Engineering, Santa Clara University, Santa Clara, CA 95053, E-mail : amelman@scu.edu Theorem 2.1 (Eneström-Kakeya ) . All the zeros of the real polynomial p(z) = n j= a j z j with positive coecients lie in the disk de ned by |z| ≤ γ, where γ = max ≤j≤n− a j a j+ .
A simple proof is obtained from the classical observation by Cauchy from 1829 ( [3] , see also, e.g., [11, Th. (Cauchy) . All the zeros of the the polynomial p(z) = n j= a j z j of degree n with complex coecients lie in the disk |z| ≤ ρ, where ρ is the largest positive solution of
The quantity ρ is called the Cauchy radius of p.
To prove the Eneström-Kakeya theorem, consider, for γ ∈ R,
Clearly, any upper bound on the zeros of (z − γ)p(z) will also be an upper bound on the zeros of p. From (1) we observe that the coe cient of z n+ in (1) is positive, while the remaining coe cients will be nonpositive if
With this value of γ, the Cauchy radius of (z − γ)p(z) is the unique positive solution of (z − γ)p(z) = and, since p cannot have positive zeros, γ must be that Cauchy radius, which proves the theorem. The Cauchy radius requires the solution of a nonlinear equation, but the Eneström-Kakeya bound is easily computed as the maximum of a set of numbers. It can be better or worse than the Cauchy radius.
Let us now turn our attention to matrix polynomials of the form P(z) = n j= A j z j , with square complex coe cient matrices. These occur in polynomial eigenvalue problems, where eigenvalues ζ ∈ C and eigenvectors u ∈ C n , u ≠ , are sought such that P(ζ )u = . If An is singular, there are in nite eigenvalues and if A is singular there are zero eigenvalues. If An is nonsingular, the eigenvalues are the solutions of det (P(z)) = .
The eigenvalues of MPN, where M and N are nonsingular constant matrices are the same as those of P. A matrix polynomial P is regular if det(P) is not identically zero. We will only consider regular matrix polynomials. Note that when P is linear and monic, i.e., P(z) = Iz + A , one obtains the standard eigenvalue problem. Polynomial eigenvalue problems are encountered in many engineering applications (e.g., [1] ).
From here on, we consider matrix polynomials with positive de nite coe cients, i.e., Hermitian matrices with positive eigenvalues. Such matrix polynomials are regular. When the eigenvalues of a matrix are nonnegative, but some are zero, the matrix is positive semide nite. Negative de niteness is de ned analogously. We assume familiarity with the basic properties of positive de nite matrices that can be found in, e.g., [8, Chapter 7] . We will also often use the fact that, for positive de nite matrices A and B, A / and B / are wellde ned and the matrices A / BA / , B / AB / , AB, and BA all have the same eigenvalues. We denote by λ min (A) and λmax(A) the smallest and largest eigenvalues of the matrix A, respectively. When A and B are positive de nite and µ, ν ∈ R, then, for any matrix norm,
We denote by A * the Hermitian conjugate of A and vector norms will be considered to be Euclidean, i.e., u = u * u.
The Cauchy radius of a scalar polynomial is the best upper bound on the magnitudes of its zeros among all bounds that depend only on the magnitudes of the coe cients. Since the latter is the case for most commonly used bounds, it makes the Cauchy radius an excellent bound for benchmarking purposes. We now reexamine it in the context of matrix polynomials. Let P therefore be a matrix polynomial with positive definite coe cients, and consider an eigenvector u ∈ C n , u = , and eigenvalue ζ of A − / n PA − / n , which is also a positive de nite matrix polynomial that has the same eigenvalues as P.
which implies by Theorem 2.2 that |ζ | is bounded by the unique positive solution of
(2)
However, the eigenvectors are unknown, so that we need to consider the largest possible positive solution over all unit vectors u. From the positive de niteness of A − / n A j A − / n we have that
which leads to the following theorem.
Theorem 2.3. The eigenvalues of the matrix polynomial P(z) = n j= A j z j with positive de nite coe cients lie in the disk |z| ≤ ρ, where ρ is the unique positive solution of
Moreover, increasing the coe cients in (3) increases its positive solution, with the following corollary as an immediate consequence.
Corollary 2.1. The eigenvalues of the matrix polynomial P(z) = n j= A j z j with positive de nite coe cients lie in the disk |z| ≤ ρ, where ρ is the unique positive solution of
This is essentially a generalization to matrix polynomials of the Cauchy radius that was derived in [2] , [7] , and [13] for general square complex matrix polynomials. For a given norm, it is optimal among all bounds that depend only on A − n A , ..., A − n A n− . One can avoid multiplying P by A − / n and obtain, instead of (2), the equation
so that the equivalent of (3) becomes
It is not hard to show that this leads to a worse bound than the one obtained from (3) and we will not use it.
We remark that if only monic matrix polynomials are considered, then multiplying P by A − / n can be avoided altogether.
Generalizations to matrix polynomials of the Eneström-Kakeya theorem were obtained in, e.g., [4] and [10] . However, we shall now informally rederive it to introduce a di erent approach, needed to provide a transparent framework for the generalization of some of the aforementioned extensions of the Eneström-Kakeya theorem in [15] , which is the main focus of this work.
With u and ζ as before, consider the scalar polynomial q(z) :
The coe cient of z n+ in (4) is positive, the constant term is nonpositive for γ ≥ , and the remaining coecients will be nonpositive if, for ≤ j ≤ n,
In that case, the Cauchy radius of q, which is its own unique positive zero, must be equal to γ since u * A − / n P(z)A − / n u has no positive zeros. We have arrived at the following theorem, which is the generalization of the scalar Eneström-Kakeya theorem to positive de nite matrix polynomials.
Theorem 2.4. The eigenvalues of the matrix polynomial P(z) = n j= A j z j with positive de nite coe cients lie in the disk |z| ≤ γ, where
We also have the following immediate corollary, which follows from the inequalities λmax (A) ≤ A and λmax (AB) ≤ λmax (A) λmax (B), when A and B are positive de nite.
Corollary 2.2. The eigenvalues of the matrix polynomial P(z) = n j= A j z j with positive de nite coe cients lie in the disk |z| ≤ γ, where, for any matrix norm,
Theorem 2.4 was obtained as Theorem 2.6 in [4] for the special case of positive de nite matrices, while Corollary 2.2 with the rst value of γ, which is larger than in Theorem 2.4, was obtained in [10] . It is of theoretical interest that one can derive a matrix version of the Eneström-Kakeya theorem, but it is only practical if the eigenvalue computations and the inversions it requires are not too cumbersome. This may be the case for a high degree polynomial with small sized coe cients, or when the coe cients are highly structured, although this discussion falls outside our scope. Generally speaking, the computation of the Cauchy radius, even if it involves solving a nonlinear equation (which the Eneström-Kakeya theorem avoids), requires a computational e ort that is several orders of magnitude less than the computation of the eigenvalues it bounds. It therefore remains a useful alternative to the Eneström-Kakeya theorem.
The structure of the next two sections re ects the approach we have followed: a Cauchy-like result for scalar polynomials is rst generalized into a Cauchy-like result for matrix polynomials and then the same is done for a corresponding Eneström-Kakeya -like theorem. Each is organized in its own subsection.
Extensions of the Eneström-Kakeya theorem (single disk)
In [12, Theorem 1] , another disk that also contains all the zeros of a scalar polynomial was de ned, which was used in [15] to derive an Eneström-Kakeya related theorem, just as we used Theorem 2.2 to derive the Eneström-Kakeya theorem. We generalize it in this section to matrix polynomials.
. Cauchy related results
The following theorem is Theorem 1 in [12] . Theorem 3.1. All the zeros of the the polynomial p(z) = n j= a j z j of degree n ≥ with complex coe cients lie in the disk |z + a n− /an| ≤ |a n− /an| + σ, where σ is the largest nonnegative solution of
We de ne σ in Theorem 3.1 as the Cauchy radius of the second kind. As we did for Theorem 2.2, we rst generalize this theorem for positive de nite matrix polynomials. 
Proof. As for Theorem 2.3, we consider A − / n PA − / n with an eigenvector u ∈ C n , u = , corresponding to an eigenvalue ζ , so that u * A − / n P(ζ )A − / n u = . Theorem 3.1 applied to this scalar polynomial then implies that all its zeros lie in the disk
where σu is the unique positive solution of
Because of the positive de niteness of the coe cient matrices, an upper bound on σu that does not depend on u is provided by the unique positive solution ρ of the equation
However, we do not know u and therefore must assume that u * A − / n A n− A − / n u can be any number in the interval [λ min A − n A n− , λmax A − n A n− ]. Each such number θ corresponds to a zero inclusion disk of the form |z + θ| ≤ θ + ρ, but all these disks are contained in the one de ned in the statement of the theorem. The following corollary follows from the the inequalities λmax(A) ≤ ||A and λ min (A) ≥ ||A − − that hold for positive de nite matrices. 
We note that, as was the case for Cauchy's observation, we could refrain from multiplying by A − / n , resulting in the equation λ min (An) z n + λ min (An− ) z n− − n− j= λmax A j z j = , whose unique positive solution is never smaller than the one of equation (5) in Theorem 3.2.
. Eneström-Kakeya related results
We now derive a matrix version of Theorem 4.2 in [15] , which is an extension of the Eneström-Kakeya theorem.
Theorem 3.3. The eigenvalues of the matrix polynomial P(z) = n j= A j z j , n ≥ , with positive de nite coecients, lie in the disk z + λmax A
Proof. We rely once more on the fact that A − / 
The coe cients of z n+ and z n+ are positive and the coe cients of the linear and constant term are nonpositive if γ ≥ . The remaining coe cients will be nonpositive if, for j = , ..., n, A − / n A j− − γA j A − / n is negative semide nite, which is equivalent to A j− − γA j being negative semide nite. This will be true if we choose
Reasoning similarly as in the proof of the scalar Eneström-Kakeya theorem, the Cauchy radius of the second kind of q, which is its unique positive zero, must be equal to 
Extensions of the Eneström-Kakeya theorem (multiple disks)
Both Theorems 2.2 and 3.1 are special cases of more general zero inclusion regions that were derived in [14] . As in the previous section, we rst examine, in Section 4.1, how these results can be generalized for positive de nite matrix polynomials in the spirit of Theorems 2.3 and 3.2, before deriving extensions of the Eneström-Kakeya theorem in Section 4.2. Instead of being composed of a single disk, as before, the eigenvalue inclusion regions we shall encounter in this section will consist of multiple (usually smaller) disks.
. Cauchy related results for scalar polynomials
In the following, we consider a polynomial p(z) = n j= a j z j with complex coe cients, unless speci ed otherwise. We rst state the basic de nitions and results from [14] that we will refer to later on.
De nition 4.1.
The Cauchy radius of the kth kind of p, with k = , . . . , n, is de ned as the unique positive solution s k of |an|z n + |a n− |z n− + · · · + |a n−k+ |z n−k+ − |a n−k |z n−k − · · · − |a |z − |a | = .
When k = , s is simply called the Cauchy radius of p.
De nition 4.2.
The sets Γ (k) and Γ (k) for a polynomial p, with k = , . . . , n, are de ned as Γ (k) = z ∈ C : |an z k + a n− z k− + · · · + a n−k+ z| ≤ |an|s k k + |a n− |s k− k + · · · + |a n−k+ |s k and Γ (k) = z ∈ C : |an z k + a n− z k− + · · · + a n−k+ z + a n−k | ≤ |an|s k k+ + |a n− |s k− k+ + · · · + |a n−k+ |s k+ + |a n−k | .
The boundaries of Γ (k) and Γ (k) are lemniscates. With these de nitions, we state the following theorem, which is Theorem 3.2 in [14] , where k here corresponds to n − k in that theorem.
Theorem 4.1. All the zeros of the complex polynomial p(z) = n j= a j z j lie in the sets Γ (k) and Γ (k). If Γ (k) or Γ (k) consists of disjoint regions whose boundaries are simple closed (Jordan) curves and is the number of foci of its bounding lemniscate that are contained in any such region, then that region contains zeros of p when it does not contain the origin, and + n − k zeros of p when it does contain the origin.
The inclusion disk from Theorem 2.2 is the set Γ ( ), while the one from Theorem 3.1 is the set Γ ( ). As k increases, Γ (k) and Γ (k) become too complicated. Instead, we will approximate a region Γ, bounded by a lemniscate of the form |q(z)| = R, where q is a polynomial of degree m with zeros c j , by a union of disks centered at the zeros of q with radius R /m , for which
Although larger than Γ, this union of disks is easier to work with, and is, as we shall see, still useful.
The following theorem uses Theorem 4.1 to derive an eigenvalue inclusion region for positive de nite matrix polynomials composed of a continuum of disks. 
Proof. As before, consider A − / n PA − / n with an eigenvector u ∈ C n , u = , corresponding to an eigenvalue ζ , so that u * A − / n P(ζ )A − / n u = . Theorem 4.1 applied with the set Γ ( ) to this scalar polynomial then implies that all its zeros lie in the set ∆(u). de ned by
Because of the positive de niteness of the coe cient matrices, an upper bound on σu that does not depend on u is provided by the unique positive solution σ of the equation
The set ∆(u) was obtained for one particular (unknown) eignvector u. Therefore, all the eigenvalues of P must lie in the set ∪ u∈C n , u = ∆(u). Since u * A − / n A n− A − / n u can lie anywhere in the interval
, we obtain, with R as in the statement of the theorem, that
Corollary 4.1. Let P(z) = n j= A j z j be a matrix polynomial of degree n ≥ with positive de nite coe cients, let σ be the unique positive solution of
and let R = σ + σ A − n A n− . Then all the eigenvalues of P lie in the set
The inclusion sets in the previous theorem and corollary are composed of a disk and a region bounded by a rectangle with semicircles attached to its left and right ends. The proof of these results clearly shows that it would not be an easy matter to use Theorem 4.1 with Γ (k) or Γ (k) when k > because the locations of the lemniscates' foci in that theorem become too cumbersome to estimate. In the following section we will see that such problems can be circumvented with an Eneström-Kakeya approach.
. Eneström-Kakeya related results for matrix polynomials
In this section we derive an eigenvalue inclusion region that is a generalization to positive de nite matrix polynomials of another extension of the Eneström-Kakeya theorem for scalar polynomials in [15] , this time involving more than one inclusion disk. To avoid tedious repetition, we will work out this one inclusion region, deliberately chosen to be a little more complicated, as this is su cient to demonstrate how the same techniques can then be applied to derive more such results. 
We note that, compared to the other computations necessary to obtain the inclusion sets, the computational e ort to nd the unique positive zero of the scalar cubic in Theorem 4.3 and Corolllary 4.2 is negligible. It is by now clear that additional results similar to the ones we have obtained can be produced by choosing an appropriate multiplier for u * A − / P(z)A − / u and combining it with one of the sets from Theorem 4.1.
Numerical results
Although our main focus was to obtain extended versions of the Eneström-Kakeya theorem for matrix polynomials without worrying too much about their implementation, it is nonetheless worthwhile to consider some numerical examples, especially given their rarity in the literature. Figure 1 shows what typical inclusion regions look like for a random positive de nite matrix polynomial of degree n = and coe cient size m = , where the ratio of the largest to the smallest eigenvalue for each coe cient matrix was approximately . The gure shows the inclusion disks from Theorems 2.4 and 3.3 in solid and dashed line, respectively, and the one from Theorem 4.3 (the smallest) in solid line. The eigenvalues are indicated by black asterisks. A scalar or matrix polynomial of degree n with positive or positive de nite coe cients, respectively, has no zeros or eigenvalues, respectively, in the wedge
To avoid clutter, this wedge is not shown in the gure. It is, in general, di cult to predict which eigenvalue inclusion regions from the previous sections are preferable over others, and the the numerical examples here are merely meant to illustrate those results. It would not be possible to compare all possible combinations of all possible variations of the inclusion regions that can be obtained. Instead, we have chosen a few key comparisons that should be su cient to show the strengths and weaknesses of the various eigenvalue inclusion regions.
To that end, we generated random positive de nite matrix polynomials of two types: TYPE 1 with coe cients A for which λmax(A)/λ min (A) is typically of order and TYPE 2 for which this ratio is typically of order . We achieved this by generating matrices with elements whose real and complex parts are uniformly randomly distributed on the interval [− , ], and then forming A * A for each such matrix A. Finally, we added a multiple of the identity matrix for TYPE 1, but not for TYPE 2. The degree of the polynomials was arbitrarily chosen to be n = and the size of the coe cient matrices m = , as the trends we observed did not vary much with those values.
The following tables compare the radii of the Cauchy-related and Eneström-Kakeya -related disks, obtained from the randomly generated matrix polynomials: Table 1 lists the averages of the ratios of the radii of the disks that de ne the inclusion regions in Theorem 2.3 versus those in Theorem 2.4 for the rst column (denoted by Γ ( )), in Theorem 3.2 versus Theorem 3.3 for the second column (denoted by Γ ( )), and in Theorem 4.2 versus Theorem 4.3 for the third column (denoted by Γ ( )/Γ ( )), respectively. Table 2 is constructed in the same way for the corresponding corollaries that are based on norms, rather than eigenvalues. We used the easily computed -norm for all matrices. A number smaller than one indicates that the Cauchy-related result is better. One observes that Cauchyrelated results are better when the eigenvalues of the coe cient matrices exhibit considerable variance, and the last column most clearly shows the advantage of the Eneström-Kakeya -related Theorem 4.3 and Corollary 4.2, where such variance has less of an impact. Conclusion. We have generalized improved versions of the scalar Eneström-Kakeya theorem to positive definite matrix polynomials, by combining polynomial multipliers with Cauchy-like zero inclusion regions for scalar polynomials, which establishes a clear framework for the derivation of additonial results. In the process we have also generalized several Cauchy-like zero inclusion regions from scalar to matrix polynomials.
