













proper scoring rule との関係もあるが，本ポスターでは省略する．
相互エントロピーとダイバージェンス
p, q: p(x)  0. q(x)  0. 普通は密度関数だけに制限される．
相互エントロピー d(p; q):
d(p; q)  d(p; p):
pとqが密度関数であれば，等号はp = qのときのみに成り立つ．
ダイバージェンス D(p; q):
D(p; q) = d(p; q)  d(p; p)  0
Bregmanダイバージェンス
Bregmanダイバージェンス (G: (狭義)凸汎関数．G: 劣微分)
d(p; q) =  G(q) 
Z
G(q; x)fp(x)  q(x)gdx
D(p; q) = G(p) G(q) 
Z
G(q; x)fp(x)  q(x)gdx
可分Bregmanダイバージェンス (U : (狭義)凸関数)







U(p(x))  U(q(x))  U 0(q(x))fp(x)  q(x)g	 dx
例
KL-ダイバージェンス (U(a) = a log a  a)
dKL(p; q) =  
Z
p(x) log q(x)dx +
Z
q(x)dx
-ダイバージェンス (U(a) / a1+)




















注： d(p; q) = 0 () p / q （p = qではない．）
　
Holderダイバージェンス






q(x)1+dx for  > 0
=  
Z
p(x) log q(x)dx +
Z
q(x)dx (= dKL(p; q)) for  = 0
(1) =  1 (z)   z1+ (z  0)
例
-相互エントロピー: (z) =  z1+ （これは下限）
-相互エントロピー: (z) =    (1 + )z
アフィン不変性と経験推定可能性
アフィン変換  = (; )
y =  1(x  ) p(y) = j det()j p(y + )
アフィン不変ダイバージェンス
D(p; q) = h()D(p; q)
共変推定量をもたらす： (bp) = bp
定理： 相互エントロピーが次のクラスだとする（経験推定可能）：
d(p; q) =  
Z
p(x)(q(x))dx;
Z
(q(x))dx

:
適当な条件の下では，対応するダイバージェンスがアフィン不変ならば，
それはHolderダイバージェンスになる．
ダイバージェンスの関係
BregmanとHolderの関係
ある種の共通部分は，-相互エントロピーと-相互エントロピーを一つ
のパラメータで繋ぐダイバージェンス族になる：
d(p; q) =
Z
q(x)1+dx
=(1+)
1  1

 
Z
p(x)q(x)dx
Z
q(x)1+

:
Divergence
Bregman-div
separable Bregman-div
Ho¨lder-div
[a ne invariant]
beta-div
KL-div
gamma-div
robust (redescending)
unbiased regression
　
