We give an algorithm for the enumeration of a set E of nonnegative integers with the property that each nonnegative integer z can be written as a sum of two elements of E in at least Ci log z and at most Cz log z ways, where Ci, Cz are positive constants. Such a set is called a basis and its existence has been established by ErdGs. Our algorithm takes time polynomial in n to enumerate all elements of E not greater than n. We accomplish this by derandomizing a probabilistic proof which is slightly different than that given by ErdBs.
Introduction
A set E of nonnegative integers is called a basis if every nonnegative integer can be written as a sum of two elements of E. We write T(Z) = PE(Z) for the number of representations of x as a + b, with a, b E E and a 5 b. In what follows C denotes an arbitrary positive constant, not necessarily the same in all its occurences, and N = {1,2,3,. . .} denotes the set of all positive integers. The mean value of a random variable X is denoted by EX. Erdijs [2] , [3] has proved that there is a basis E such that (1.1) Clogz 5 r(2) 5 Clog2 for all positive integers 2 (see also [l, p. 1061 and [4, Ch. 31) . The most widely known proof (in [l] , [3] , [4] ) is probabilistic. It is proved that if we let z E E with a certain probability p,, independently for all 2, then the random set E is an asymptotic basis (that is (1 .l) is true eventually) with probability 1. Since the probability space used is infinite, the question of whether such a basis exists which is also computable is not addressed by this proof.
The original [2] p roof though, which has been stated using counting arguments and not probability, uses an existential argument on a finite interval at a time and can thus be readily turned into a construction by examining all possible intersections of E with the interval. But the algorithm which we get this way takes *Department of Mathematics, Stanford University, Stanford, CA 94305,kolountQcauchy.stanford.edu time exponential in n to decide whether n is in E or not.
In this paper, we give an algorithm which produces the elements of E one by one and in increasing order, and which takes time polynomial in n in order to produce all the elements of E not greater than n. We use the so called method of conditional probabilities [l, p. 2231 in order to "derandomize" a modified proof. The method is not directly applicable to Erdiis's probabilistic proof. We will only care for (1.1) to hold for x large enough, since, then, with the addition of a finite number of elements to the set E we can have it hold true for all positive 2.
In Section 2 we give a probabilistic proof of the existence of a basis with certain properties. In Section 3 we apply the method of conditional probabilities to derandomize the proof and arrive to our algorithm. 2 
Probabilistic
Proof of Existence
We define the modified representation function V'(Z) = Ye as the number of representations of the nonegative integer z as a sum a-t-b, with a, b E E, g(z) _< a 5 b, where g(z) = (z log z)li2. (This is our main difference from ErdGs's proof. By doing this modification we have achieved that the presence or absence of a certain number n in our set E affects T'(Z) for only a finite number of nonnegative integers Z.) THEOREM In what follows x is assumed to be sufficiently large. We define the random set E by letting independently for all x E N, where K is a positive constant that will be specified later.
We are going to show that with positive probability (in fact almost 
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This implies the existence of a point E in our probability space (0, l}N which is not in B (there is a natural identification between points in the probability space and subsets of N). In this section we are going to show how to construct efficiently such a point E. We give an algorithm which at the n-th step outputs 0 or 1 to denote the absence or presence of n in our set E. where G(n) = (l+o(l))n'/logn is the greatest integer IC such that g(lc) 5 n. This is so because the events A, and B,, with 2 > G(n) are independent of ~1, . . . , xn and their probabilities cancel out in the difference above. We have to decide in time polynomial in n whether A 2 0. This is indeed possible since the expression for A has (4+o(l))n'/l g t o n erms, each of which can be computed in polynomial time as the following Lemma claims. Th e number S can for example be computed in time polynomial in log L (and in particular in CC) using a simple binary search of the interval [0, L]. Since p, < Cqr < Cp, one can easily prove asymptotic estimates of the form CIK2 < ,LJ < CIK2 and CK log x < v < CK logx, which is all our existential proof needs.
2. Ignoring polylogarithmic factors, the time our algorithm needs to decide whether n E E, having already found the set E up to n -1, is O(n6). This is so since the distribution of xk in Lemma 3.1 can be computed in time O(P).
So the computation of any probability of the form Pr (o < XI, < p) can be computed in time O(k2). For the computation of A we need to evaluate O(n2) such probabilities with k = O(n2), thus the total time is O(n6).
