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ABSTRACT
Interaction is likely to play a significant role in complex diseases, and various meth-
ods are available for identifying interactions between variants in genome-wide association
studies (GWAS). Kernel-based variance component methods such as SKAT are flexible
and computationally efficient methods for identifying marginal associations. A kernel-
based variance component method, called the Gene-centric Gene-Gene Interaction with
Smoothing-sPline ANOVA model (SPA3G) was proposed to identify gene-gene interac-
tions for a quantitative trait. For interaction testing, the SPA3G method performs better
than some SNP-based approaches under many scenarios.
In this thesis, we evaluate the properties of the SPA3G method and extend SPA3G
using alternative p-value approximations and interaction kernels. This thesis focuses on
common variants only. Our simulation results show that the allele matching interaction
kernel, combined with the method of moments p-value approximation, leads to inflated
type I error in small samples. For small samples, we propose a Principal Component
(PC)-based interaction kernel and computing p-values with a 3-moment adjustment that
yield more appropriate type I error. We also propose a weighted PC kernel that has higher
power than competing approaches when interaction effects are sparse. By combining the
two proposed kernels, we develop omnibus methods that obtain near-optimal power in
most settings. Finally, we illustrate how to analyze the interaction between selected gene
v
pairs on the age at natural menopause (ANM) from the Framingham Heart Study.
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Chapter 1
Introduction
Interaction is likely to play a significant role in complex diseases, and it might account
for a fraction of their heritability [Ma et al., 2013]. Various methods have been developed
for identifying interactions between variants in Genome-wide association studies (GWAS).
Many studies rely on the brute force approach that performs a genome-wide interaction
analysis [Cordell, 2009; Wang et al., 2014]. However, genome-wide pairwise SNP-SNP
interaction analysis is computationally expensive and is often criticized for the multiple
testing issue. When SNPs are in linkage disequilibrium (LD) but they are assumed to be
independent, the conventional Bonferroni correction [Sida´k, 1968] will be too conservative,
thus leading to drastic power erosion. Genome-wide gene-gene interaction approaches can
reduce the number of hypotheses tested in a genome-wide scan by considering all SNPs in
one gene or region jointly [Buil et al., 2009; Li and Cui, 2012]. This strategy reduces the
multiple testing burden and also decreases the amount of correlation among tests.
Gene-based or region-based methods have been proven to be advantageous for identi-
fying marginal associations [Kwee et al., 2008; Buil et al., 2009; Lee et al., 2012b]. The
majority of gene-based methods are variations of burden tests and variance component
tests. Burden tests collapse the genotypes in a region and assess the association between
the cumulative genetic effects and the phenotype [Li and Leal, 2008; Madsen and Browning,
2009; Morgenthaler and Thilly, 2007]. Wu et al. [2011] proposed an influential kernel-based
variance component method, SKAT, which can test the association between variants in a
region and a continuous or dichotomous trait. The power of the burden test and SKAT
can be improved by boosting the signal of rare causal variants using a weight function.
2Compared to burden tests, SKAT is more powerful when most variants in a region are
non-causal, or the variants have effects in different directions [Lee et al., 2012b]. In gen-
eral, kernel-based variance component methods are flexible and computationally efficient
methods [Wu et al., 2011]. We expect that the identification of gene-level interactions using
a kernel-based variance component method should carry the same benefits.
Several approaches have been proposed to model interactions between two genes. Wang
and Abbott [2008] proposed a SNP-based principal component (PC) approach. The SNP-
based PC approach tests the main effects of all SNPs and all possible pair-wise interactions
among selected PCs in a multiple regression model. The advantage of this approach is that
it considers all SNPs in a gene jointly by performing the principal component analysis
(PCA). Li and Cui [2012] proposed a kernel-based variance component method, called the
Gene-centric Gene-Gene Interaction with Smoothing-sPline ANOVA model (SPA3G), to
identify gene-gene interactions for a quantitative trait. Li and Cui demonstrated that the
SPA3G method improves upon the SNP-based PC methods proposed by Wang et al. under
a variety of simulation conditions [Wang and Abbott, 2008; Wang et al., 2009].
SPA3G was proposed as a two-stage test. The first stage is a joint overall test of the
main effects of two genes and interaction between the two genes. For significant overall
tests, the second stage test is a test of interaction, against the null hypothesis of no inter-
action effect. The two stages are implemented to decrease computation time, as the second
stage test is very computationally intensive. The SPA3G method proposed the two-moment
Satterthwaite method [Satterthwaite, 1941] to approximate the distribution of the score
statistic as a scaled chi-square distribution. Li and Cui examined the type I error and power
of the SPA3G method at the nominal alpha level, α = 0.05, and compared the power with
the SNP-based PC interaction methods. A range of sample sizes (200, 500 and 1000) were
assumed. They found that the empirical type I errors of SPA3G are reasonably controlled
at the 0.05 significance level. The power of SPA3G to detect interaction increased with the
genetic effect size, the sample size, and the relative proportion of interaction compared to
main effects. Compared to the SNP-based PC interaction methods, the SPA3G method
3provided better power with complex nonlinear effects, such as strong LD structures or
interactions, among SNPs within genes. However, they also found that when one SNP
pair out of all SNPs in the two genes interact, SNP-based PC interaction methods perform
better than the SPA3G method. Larson and Schaid [2013] extended the SPA3G method to
dichotomous responses using a generalized linear mixed model (GLMM) framework, and
used Pearson’s three-moment approach [Imhof, 1961] to approximate the distribution of
the score statistic. Also inspired by Li and Cui, Ge et al. [2015] extended SPA3G to detect
pairwise interaction effects between genetic and non-genetic factors. They also used the
two-moment Satterthwaite method to approximate the distribution of the score statistic.
Both Larson’s and Ge’s groups evaluated the performance of their methods under a vari-
ety of experimental conditions. They demonstrated that kernel-based variance component
methods could provide a flexible way to model gene-level interaction for both continuous
and dichotomous traits. Li and Cui [2012], Larson and Schaid [2013], and Ge et al. [2015]
all used the method of moments (MOM) to approximate the distribution of the score statis-
tic for the interaction tests. However, MOM does not always provide sufficient accuracy
in the tail of the distribution, and can lead to excessive type I error rates [Liu et al., 2009;
Lin and Bentler, 2012]. While these three papers showed acceptable empirical type I error
rate at the alpha level 0.05, we expect that for nominal alpha levels smaller than 0.05, type
I error rates may be inflated.
The goals of this thesis are to determine the conditions under which the SPA3G method
for detecting interactions between genetic variants are of appropriate type I errors and high
power, and to develop improvements to the method that will increase power compared to
the originally proposed method and produce correct type I error under a range of conditions.
We only consider common variants on continuous traits.
Specially, this thesis will:
(1) Evaluate the type I error and power of the SPA3G method for gene-gene interaction
tests under a wide range of simulated conditions.
(2) Develop alternative p-value approximations for the SPA3G method that are more
4accurate in the tail of the distribution.
(3) Develop approaches that improve the power and maintain the type I errors when
the interaction effects are sparse.
(4) Develop a near-optimal test with appropriate type I errors under most conditions.
This dissertation is composed of six chapters. Chapter 1, this introductory chapter,
describes the research motivation and background. In Chapter 2, we perform a series of
simulations extending those presented by Li and Cui [2012] to identify factors that influence
the power and type I error of SPA3G. We also compare SPA3G to a multiple regression
model with all pairwise interactions. The simulations vary the minor allele frequencies
(MAF), linkage disequilibrium (LD) structures, and interaction scenarios. In Chapter 3,
we extend the SPA3G method by using alternative p-value approximations and introducing
an alternative, principal component interaction kernel. Chapter 4 describes the weighted
PC kernel by weighting each SNP based on its univariate marginal effect. We investigate
whether the weighted PC interaction kernel maintains the type I error, and whether it
improves power compared to unweighted kernels when the interaction effects are sparse.
In Chapter 5, we explore several omnibus tests, that combine weighted and unweighted
kernels, in order to identify tests which achieve good power under a range of conditions.
Finally, in Chapter 6, we summarize the findings of this thesis and suggest future directions
for this research.
Chapter 2
Evaluate the Properties of a Kernel-based
Gene-Gene Interaction Test
In this chapter, we investigate the type I error and power of the kernel-based SPA3G
gene-gene interaction method, explore factors that influence its performance and compare
its power to multiple linear regression with all pairwise interactions. First, we review
related research in section 2.1. Then, we describe preliminaries relating to kernel-based
methods and general information of the SPA3G method in section 2.2. Section 2.3 describes
the simulation procedures and section 2.4 presents the results. Section 2.5 presents the
conclusions and discussion.
2.1 Background
Liu et al. proposed a model for covariates and genetic effects on a continuous or dichoto-
mous outcome [Liu et al., 2007, 2008]. The covariate effects were modeled parametrically,
and the nonlinear genetic effects could be modeled nonparametrically. The non-parametric
function could be represented using an arbitrary kernel function. Liu et al. proposed
a variance component score test to evaluate the non-parametric genetic effect using a
least-squares kernel machine (LSKM). They used the two-moment Satterthwaite method
[Satterthwaite, 1941] to approximate the distribution of the score statistic as a scaled chi-
square distribution. This work established a connection between kernel machine methods
and linear mixed models. This model could be used for flexible nonlinear functions to
examine joint effects of multiple genetic loci or complicated high-ordered interactions. Wu
6et al. [2011] extended the LSKM method by proposing the sequence kernel association
test (SKAT) to test the association between common or rare variants and a continuous or
dichotomous trait. SKAT accurately approximated the distribution of the score statistic
as mixed chi-square distributions using the Davies method [Davies, 1980]. Compared to
burden tests, SKAT was more powerful when a large fraction of the variants were non-
causal or when the effects of causal variants were in different directions [Lee et al., 2012b].
These benefits have led kernel-based variance component tests to become commonly used
and widely extended to analyze the association with genetic effects or genetic interactions.
Li and Cui [2012] proposed a kernel-based variance component method to identify gene-
gene interactions for a quantitative trait called the Gene-centric Gene-Gene interaction
with Smoothing-sPline ANOVA model (SPA3G). Because they found that the joint test of
main effects and interactions required a much lower computational burden than the test of
interactions versus a null hypothesis of no interaction effect, they implemented a two-stage
strategy:
(1) Testing both main effects and the interaction between two genes. The null hypoth-
esis is that there is no main effect or interaction effect associated with the phenotype, and
the alternative hypothesis is that at least one main effect or interaction is present.
(2) Testing interaction only for those pairs showing statistical significance after a mul-
tiple testing adjustment in the first stage. Given unknown main effects, the null hypothesis
is that there is no interaction between the pair of genes, and the alternative hypothesis is
that the interaction is present.
They used the two-moment Satterthwaite method [Satterthwaite, 1941] to approximate
the distribution of the score statistic. To investigate the type I error and power, they simu-
lated genotypes with common variants and random linkage disequilibrium (LD) structures
for two independent genes with 10 SNPs each. For phenotypes, a range of sample sizes
(n = 200, 500, 1000), total genetic variance (σ2G = 0.05, 0.1, 0.2), and proportions of total
genetic variance due to interaction effects (η = 0, 0.2, 0.4, 0.6, 0.8, 1) were simulated. The
simulations showed that the power of the SPA3G method increased with sample sizes,
7and the proportion of genetic variance due to interaction effects. They demonstrated that
empirical type I errors of SPA3G were near the desired level for significance level of 0.05.
Wang et al. proposed two SNP-based PC interaction methods, testing the main effects
of all SNPs and all possible interactions among selected PCs of two genes in a multiple
regression model [Wang and Abbott, 2008; Wang et al., 2009]. By comparing the power of
SPA3G with SNP-based PC interaction models, Li and Cui demonstrated the superiority
of SPA3G in detecting gene-gene interactions under most of conditions they simulated.
However, they found that when the interaction effects were sparse, for example, when only
one pair of SNPs out of a total of 10 interactions between two genes, the SPA3G method
showed no superiority over SNP-based PC methods.
In this chapter, we explore the properties of the SPA3G method under a more specific
range of minor allele frequencies (MAFs) and linkage disequilibrium (LD) levels. Through-
out, we compare the power and type I error of SPA3G to a standard multiple regression
model with interaction effects.
2.2 Preliminaries
2.2.1 Definition of Kernels
As presented in the book A primer on kernel methods [Vert et al., 2004], given n subjects
(x1, ..., xn), and each xi is an element of a set X , a kernel function k(xi, xi′) is an n × n
matrix of pairwise similarities, which satisfies
• symmetric: k(xi, xi′) = k(xi′ , xi) for any x1, ...xn ∈ X .
• positive definite: ∑ni=1∑ni′=1 cici′k(xi, xi′) ≥ 0, for any n > 0, any x1, ...xn ∈ X , and
any real numbers c1, ..., cn.
• if K is a kernel and a > 0 then aK is a kernel.
• if K1 and K2 are kernels then K1 +K2 is a kernel, and so is the Hadamard product
(element-wise multiplication) K1 ◦K2.
82.2.2 Allele Matching Kernel
Suppose n is the number of subjects, and L is the number of genetic variants. Gi =
(gi1, gi2, ..., giL), G is an n × L matrix with the (i, l)th element gil being the genotype of
variant l(l = 1, ..., L) for subject i(i = 1, ..., n). There are three types of genotypes in total,
AA, Aa and aa, represented by values 2, 1, and 0, respectively.
Kernels are often presented as measures of similarity between subject i and i′ over a
genotypic region, thus, k(gil, gi′l) increases as the genotypes of variant l of subject i and i
′
become more similar.
In this thesis, we focus on the Allele Matching (AM) kernel, described and used by
Li and Cui [2012], so that our results and conclusions can be easily compared with that
study. As described in Table 2.1, the AM score between two individuals i and i′ at variant l,
AM(gil, gi′l), is based on the number of matched allele pairs between these two individuals
at variant l. For example, if one subject has a homozygous genotype AA and the other
subject has a heterozygous genotype Aa, there are four pairs of alleles in total with one
from each person (AA, AA, Aa, Aa), and two pairs of matched alleles (AA, AA). To code
the AM score as 0, 1, and 2, we divide the number of matched allele pairs by 2. Thus, the
AM score for these two individuals at this variant is set to be 1 (2 divided by 2).
Table 2.1: Allele Matching Score between Two Subjects (ID1 and ID2) at One SNP
ID 2
AA(2) Aa(1) aa(0)
ID 1
AA(2) 2 1 0
Aa(1) 1 1 1
aa(0) 0 1 2
The AM score for subjects i and i′ over the region with L variants takes the form
k(Gi, Gi′) =
∑L
l=1AM(gil, gi′l)
2L
(2.1)
For example, in a genomic region containing 6 SNPs, the genotypes and AM scores for two
9subjects are shown in Table 2.2.
Table 2.2: Allele Matching Score between Two Subjects (ID1 and ID2) within a Genomic
Region containing 6 SNPs
SNP1 SNP2 SNP3 SNP4 SNP5 SNP6
ID1 2 1 0 1 0 0
ID2 2 2 2 1 1 0
AM12 2 1 0 1 1 2
The genomic similarity score between ID1 and ID2 within the region (SNP1 - SNP6)
is calculated as:
k(G1, G2) =
∑L
k=1AM(g1l, g2l)
2L
=
2 + 1 + 0 + 1 + 1 + 2
2× 6 =
7
12
The AM kernel matrix for ID1 and ID2 is a 2× 2, symmetric and positive definite matrix
K =
Ö
1 7/12
7/12 1
è
.
2.2.3 Gene-centric Gene-Gene interaction with Smoothing-sPline ANOVA
model (SPA3G)
SPA3G focuses on one pair of genes. Without considering covariates and background
heritability, the relationship between a quantitative trait and the genetic effects of two
genes can be decomposed into main effects for each gene and the interaction effects [Wahba,
2004]:
y = µ+m1 +m2 +m12 + ε (2.2)
where y = (y1......yn)
T is a quantitative trait for n individuals; µ is the phenotypic overall
mean value; m1,m2, and m12 are all independent n×1 vectors of random effects represent-
ing the main effects of two genes and the interaction effects between these two genes; ε is
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an n× 1 random vector for the error. The random effects m1, m2 and m12 can be modeled
through multivariate normal distributions with mean zero and variance-covariance τ21K1,
τ22K2 and τ
2
3K12, that is,
m1 ∼ N(0, τ21K1),
m2 ∼ N(0, τ22K2),
and m12 ∼ N(0, τ23K12),
where τ21 , τ
2
2 , and τ
2
3 are the variance components in the model; K1 and K2 are the similarity
matrices of the two genes, and K12 is the Hadamard product (element-wise multiplication)
of K1 and K2. The error term
ε ∼ N(0, σ2I)
is assumed to be constant and independent of m1,m2, and m12; σ
2 is the residual variance,
and I is the identity matrix. The quantitative trait y has a multivariate normal distribution
with mean µ1 and variance-covariance matrix
V = σ2I + τ21K1 + τ
2
2K2 + τ
2
3K12.
Assuming there is no genetic effect in the genome other than this gene pair, then (τ21 +
τ22 + τ
2
3 ) is the total genetic variance.
Li and Cui [2012] show that to assess the significance of all genetic components simul-
taneously, the null hypothesis is H01 : τ
2
1 = τ
2
2 = τ
2
3 = 0, and the alternative hypothesis
is Ha1: at least one main effect or interaction effect is present. Under H01, the variance
component score statistic is
Q0 =
1
σ20
yTP0(K1 +K2 +K12)P0y, (2.3)
where K1 and K2 are Allele Matching (AM) kernels for Gene 1 and Gene 2, and K12 is
the element-wise multiplication of K1 and K2; σ
2
0 is the value of σ
2 under the null;
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P0 = I − 1(1T1)−11T
is the projection of the identity matrix I onto the null space of 1.
To perform the interaction test between two genes, the null hypothesis is H02 : τ
2
3 = 0,
and the alternative hypothesis is Ha2 : τ
2
3 6= 0. The variance component score statistic is
QI = y
TP01K12P01y, (2.4)
where
Σ = σ2I + τ21K1 + τ
2
2K2
and
P01 = Σ
−1 − Σ−11(1TΣ−11)−11TΣ−1
is the projection of Σ−1 onto the null space of 1. The parameters (σ2, τ21 , τ22 ) can be esti-
mated using either the Maximum Likelihood Estimation (MLE) method or the Restricted
Maximum Likelihood (ReML) method. When the sample size is large enough, MLE and
ReML provide similar results, but ReML is recommended for small sample sizes because
it can reduce the bias inherent in MLE [Duchateau et al., 1998]. Interaction tests require
large sample sizes to achieve reasonable power and accuracy [Gauderman, 2002; Ma et al.,
2013]. However, it is unclear what sample size is ’large enough’ and often not realistic
to obtain a large enough sample size for gene-level interaction tests [Burton et al., 2009].
Therefore Li and Cui [2012] used ReML to estimate variance components (σ2, τ21 , τ
2
2 )
by applying the Enhanced BFGS-Quasi-Newton Iterative Method approach to optimize
the log-likelihood [Lindstrom and Bates, 1988; Mishchenko et al., 2008]. The Enhanced
BFGS-Quasi-Newton Iterative Method uses an inverse Broyden-Fletcher-Goldfarb-Shanno
(BFGS) formula to approximate the inverse of the Hessian matrix. The estimations con-
verge when the difference between successive log ReML likelihoods is smaller than 10−5.
Since each iteration involves an inversion of an n× n matrix, this step is time-consuming
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with a large sample size. Thus, Li and Cui [2012] recommended a two-step analysis ap-
proach where for each gene pair, the combined H01 : τ
2
1 = τ
2
2 = τ
2
3 = 0 is tested first,
as this test does not require iterative matrix inversions. They recommended that when
H01 is rejected at some arbitrary threshold, such as p < 0.001, then the interaction null
hypothesis H02 : τ
2
3 = 0 should be tested.
In real applications, the number of gene pairs that pass the first-stage screening is
usually not large. However, since the test of H01 and H02 are not independent, multiple
testing corrections, such as Bonferroni corrections, for the tests of H02 must correct for all
tested gene pairs, not just those for which H01 was rejected.
This thesis focuses on the type I error and power for a single interaction test between
one pair of genes. Therefore, the SPA3G method and the proposed approaches all only
focus on H02, the test of interaction.
2.3 Initial Simulation
Li and Cui’s simulations [Li and Cui, 2012] only considered common variants with random
LD structures. We further investigate the type I error and power of the SPA3G method
under a more specific range of MAFs and LD levels, and compare SPA3G with a SNP-based
multiple regression (MR) method. All simulations and analyses were carried out using the
statistical programming software R3.0.2.
2.3.1 Genotype
Table 2.3 summarizes the parameters we used for genotype simulations. To investigate the
type I error and power, we simulated variants within a gene with a range of combinations of
minor allele frequencies (MAF) and linkage disequilibrium (LD) structures. We simulated
genotypes for 500 and 1000 unrelated subjects for two independent genes, each with 10
SNPs. Within each gene, we simulated a first-order auto-regressive (AR(1)) LD structure
between adjacent variants in a gene, where the correlation parameter ρ was 0 (no correla-
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tion), 0.5 (modest correlation) or 0.9 (strong correlation). The distance between adjacent
variants is not considered. We simulated the MAF of the SNPs in each gene using a Beta
distribution with the expected value of 0.1 or 0.4.
Table 2.3: Genotype Simulation
genotype coding additive, AA(2), Aa(1), aa(0)
number of genes two independent genes with 10 SNPs each
mean MAF 0.1 or 0.4 for all variants in a gene
SNP correlation (ρ) within a gene none (ρ = 0)
modest (ρ = 0.5)
strong (ρ = 0.9)
correlation structure first-order auto-regressive
1 ρ ρ2 ... ρL
ρ 1 ρ ... ρL−1
... ... ... ... ...
ρL ρL−1 ... ρ 1

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2.3.2 Phenotype
We conducted a series of simulations for continuous traits extending those presented by
Li and Cui [2012]. Table 2.4 lists the parameters we used for phenotype simulations. We
simulated models where the genetic contribution to the trait from the two genes was 20% of
the total phenotypic variance. The proportion of the genetic variance due to the interaction
between the genes was varied by altering the ratio between τ21 , τ
2
2 and τ
2
3 . The variance
components for the two main effects, τ21 and τ
2
2 , don’t have to be balanced. In this thesis,
τ21 and τ
2
2 were set to be balanced (τ
2
1 : τ
2
2 = 1 : 1).
Table 2.4: Phenotype Simulation
K1,K2,K12
matrices for Gene 1, Gene 2
and the interaction term
Total phenotypic variance 1
Total genetic variance σ2G τ
2
1 + τ
2
2 + τ
2
3 = 0.2
Proportion of genetic variance
due to interaction effects
τ21 : τ
2
2 : τ
2
3 = 1 : 1 : 0 (only main effects)
τ21 : τ
2
2 : τ
2
3 = 1 : 1 : 10 (strong interaction effects)
Interaction scenarios All, Half, One
2.3.2.1 Type I Error Simulations
To investigate whether the SPA3G preserves the type I error rate at small significance
levels, such as 10−3, it is necessary to conduct simulations with tens of thousands of
replicates. For each genotype data set with the sample size 500, we simulated 10,000
sets of continuous phenotypes. For a sample size of 1000, we only simulated 1000 sets
of continuous phenotypes, because the computational burden of large sample sizes for
the interaction test made additional replicates time-consuming. For 1000 replicates, the
expected 95% confidence bounds around type I error rates of 0.05, and 0.01 are (0.036,
0.064) and (0.004, 0.016). For 10,000 replicates, the 95% expected confidence bounds are
(0.046, 0.054), (0.008, 0.012), and (0.004, 0.006) for nominal significance levels 0.05, 0.01,
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and 0.005.
We generated continuous phenotypes under the null hypothesis of no interaction effect
(Ho : τ23 = 0). The null model is
y = µ+m1 +m2 + ε
where y ∼ N(0, V ); V = σ2I + τ21K1 + τ22K2; τ21 = τ22 and τ23 = 0. The residual variance
σ2 was set to be 0.8; the total genetic variance σ2G = τ
2
1 + τ
2
2 + τ
2
3 = 0.2; parameters
(σ2, τ21 , τ
2
2 , τ
2
3 ) were fixed to be (0.8, 0.1, 0.1, 0).
2.3.2.2 Power Simulations
To compare SPA3G with the MR method, for each interaction scenario, we generated 1000
sets of continuous phenotypes under the model
y = µ+m1 +m2 +m12 + ε
where y ∼ N(0, V ); V = σ2I + τ21K1 + τ22K2 + τ23K12; the residual variance σ2 was set
to be 0.8; the total genetic variance σ2G = τ
2
1 + τ
2
2 + τ
2
3 = 0.2. The interaction effect size
was defined as the proportion of the interaction variance among the total genetic variance.
Since Li and Cui [2012] demonstrated that the power increases as the interaction effect
size increases, we focused on the case with massive interaction effects and low main effects.
τ21 : τ
2
2 : τ
2
3 was set to be 1 : 1 : 10. Thus, parameters (σ
2, τ21 , τ
2
2 , τ
2
3 ) were fixed to be
(0.8, 0.017, 0.017, 0.167).
We considered three interaction scenarios.
• All (Figure 2.1): all SNPs in Gene 1 interact with all SNPs in Gene 2;
• Half (Figure 2.2): the first half SNPs in Gene 1 interact with the first half SNPs in
Gene 2;
• One (Figure 2.3): only the first SNP in Gene 1 interacts with the first SNP in Gene
2.
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Figure 2.1: Interaction Scenario: All - all SNPs in Gene 1 interact with all SNPs in
Gene 2
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Figure 2.2: Interaction Scenario: Half - the first half SNPs in Gene 1 interact with the
first half SNPs in Gene 2
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Figure 2.3: Interaction Scenario: One - only the first SNP in Gene 1 interacts with the
first SNP in Gene 2
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2.3.3 Comparison with the Multiple Regression (MR) Method
Under the null hypothesis of no interaction effect, the MR model can be expressed as:
y = µ1 +
∑L1
l1=1
βl1gl1 +
∑L2
l2=1
βl2gl2 + ε (model 1)
where µ is the phenotypic overall mean value; (g1, ...gLj ) is an n×Lj SNP matrix for Gene
j (j = 1, 2); βlj represents the main effect of the ljth SNP in Gene j.
A MR model including all SNPs in two genes and all possible pairwise SNP interactions
between two genes can be expressed as:
y = µ+
∑L1
l1=1
βl1gl1 +
∑L2
l2=1
βl2gl2 +
∑L1
l1=1
∑L2
l2=1
γl1l2gl1gl2 + ε (model 2)
where γl1l2 is the pair-wise SNP interaction between the l1th SNP in Gene 1 and the l2th
SNP in Gene 2.
In Table 2.5, RSS1 and RSS2 represent the residual sum of squares of model 1 (no
interaction) and model 2 (all pairwise interaction); df1 and df2 represent the degrees of
freedom of RSS1 and RSS2, respectively.
Table 2.5: Multiple Regression Models
Model df RSS
model 1: y = µ+
∑L1
l1=1
βl1gl1 +
∑L2
l2=1
βl2gl2 + ε df1 RSS1
model 2: y = µ1 +
∑L1
l1=1
βl1gl1 +
∑L2
l2=1
βl2gl2 +
∑L1
l1=1
∑L2
l2=1
γl1l2gl1gl2 + ε df2 RSS2
The F statistic
FI =
(RSS1−RSS2)/(df1−df2)
RSS2/df2
∼ Fdf1−df2,df2
is used to test the significance of the individual SNP pair interactions of two genes.
2.4 Results
2.4.1 Type I Error
Tables 2.6 and 2.7 present the empirical type I error rates estimated for the MR method
and the SPA3G method, with sample sizes of 500 and 1000, respectively .
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• SPA3G maintains appropriate type I error rates at the significance level of 0.05,
consistent with Li and Cui’s conclusion. However, at nominal significance levels
lower than 0.05, we find that SPA3G has inflated type I errors under all simulated
conditions, especially with a strong LD (ρ = 0.9).
• At significance levels of 0.05 and lower, type I error rates of the MR method are ap-
propriate with common variants (mean MAF = 0.4). But with less common variants
(mean MAF = 0.1), the type I error rates are slightly inflated with modest or strong
LD (ρ = 0.5 or 0.9), and close to the upper bound with a low LD (ρ = 0). The type
I error inflation of the MR method is smaller than for the SPA3G method.
To further evaluate the type I error of the SPA3G method, we used the genomic inflation
factor λGC and quantile-quantile (QQ) plots to compare the distribution of the test statistic
with the expected null distribution. The genomic inflation factor λGC can be computed as
the ratio of the observed median of the test statistics to the expected median. In the case of
the complex distribution of our test statistics, we inverse transform the empirical p-values
to a chi-square distribution with 1 df and compare the median to the expected median of
that distribution. Under a variety of simulations, we present QQ plots with λGC for the
MR method (Figures 2.4 and 2.5) and the SPA3G method (Figures 2.6 and 2.7) . There are
clear deviations of the observed distribution from the expected null distribution, indicating
that the asymptotic distribution approximation does not fit the data well, especially in the
extreme tail. Even with λGC < 1, the tail inflation is present in each scenario, especially
when there is strong LD (ρ = 0.9).
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Table 2.6: Type I Error Estimates of MR and SPA3G. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0).
Sample size = 500. Each result is based on 10,000 replicates.
α = 0.05 α = 0.01 α = 0.005
ρ MAF MR SPA3G MR SPA3G MR SPA3G
0
0.1 0.052 0.036 0.011 0.013 0.006 0.009
0.4 0.047 0.054 0.008 0.014 0.004 0.008
0.5
0.1 0.065 0.037 0.014 0.011 0.007 0.007
0.4 0.044 0.050 0.009 0.016 0.005 0.012
0.9
0.1 0.074 0.045 0.016 0.018 0.009 0.013
0.4 0.052 0.055 0.012 0.028 0.006 0.022
Table 2.7: Type I Error Estimates of MR and SPA3G. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0).
Sample size = 1000. Each result is based on 1000 replicates.
α = 0.05 α = 0.01
ρ MAF MR SPA3G MR SPA3G
0
0.1 0.064 0.049 0.016 0.015
0.4 0.039 0.054 0.007 0.014
0.5
0.1 0.063 0.051 0.014 0.013
0.4 0.038 0.051 0.008 0.015
0.9
0.1 0.079 0.054 0.023 0.021
0.4 0.050 0.047 0.012 0.024
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Figure 2.4: QQ Plots of MR (n = 500) - QQ plots of the MR method under the null
hypothesis of no interaction, with fixed sample size 500 and total genetic variance 0.2.
Each result is based on 10,000 replicates. Each dot represents a replicate. (σ2, τ21 , τ
2
2 , τ
2
3 ) =
(0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ = 0; (c), (d): ρ = 0.5; (e), (f): ρ = 0.9.
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Figure 2.5: QQ Plots of MR (n = 1000) - QQ plots of the MR method under the null
hypothesis of no interaction, with fixed sample size 1000 and total genetic variance 0.2.
Each result is based on 1000 replicates. Each dot represents a replicate. (σ2, τ21 , τ
2
2 , τ
2
3 ) =
(0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ = 0; (c), (d): ρ = 0.5; (e), (f): ρ = 0.9.
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Figure 2.6: QQ Plots of SPA3G (n = 500) - QQ plots of the SPA3G method under the
null hypothesis of no interaction, with fixed sample size 500 and total genetic variance 0.2.
Each result is based on 10,000 replicates. Each dot represents a replicate. (σ2, τ21 , τ
2
2 , τ
2
3 ) =
(0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ = 0; (c), (d): ρ = 0.5; (e), (f): ρ = 0.9.
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Figure 2.7: QQ Plots of SPA3G (n = 1000) - QQ plots of the SPA3G method under the
null hypothesis of no interaction, with fixed sample size 1000 and total genetic variance 0.2.
Each result is based on 1000 replicates. Each dot represents a replicate. (σ2, τ21 , τ
2
2 , τ
2
3 ) =
(0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ = 0; (c), (d): ρ = 0.5; (e), (f): ρ = 0.9.
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2.4.2 Statistical Power of the SPA3G Method and the MR Method
Since the type I error rate of SPA3G is not inflated at the significance level of 0.05, we
summarize the power at 0.05 significance level in a series of simulations for continuous
phenotypes. Note that at the significance level of 0.05, for less common variants (mean
MAF = 0.1), the MR method tends to have slightly inflated type I error rates. Figures 2.8
and 2.9 compare the power of the SPA3G method and the MR method for every simulated
interaction scenario (All, Half, or One) and sample size (500 or 1000).
As expected, the power of both methods increases with the sample size and the MAF.
For less common variants (mean MAF = 0.1), and every interaction scenario (All, Half, or
One) and sample size (500 or 1000), the power of both methods to detect interaction are
low (0.1 ∼ 0.2) for the simulated total genetic variance 0.2. A sample size less than 1000
is not large enough to detect interaction for less common variants. Therefore, we focus
primarily on the results of common variants (mean MAF = 0.4).
Here, we observe that the power of both methods increases with increasing LD and
sample size.
• The power of the MR method slightly increases with increasing LD. The MR method
is not sensitive to the density of interaction effects.
• Compared to the MR method, the power of SPA3G varies by strength of the LD and
the density of the interaction effects. When the LD is strong (ρ = 0.9), the power of
the SPA3G is substantially higher than when it is weaker (ρ = 0 or 0.5). The power
enhancement increases with the density of the interaction effects. SPA3G has the
greatest advantage over MR for the densest interaction effects (interaction scenario:
All) and strong LD (ρ = 0.9). While SPA3G has greater power than the MR method
under most conditions, when the interaction effects are sparse (interaction scenario:
One) and the LD is low (ρ = 0 or 0.5), SPA3G shows no advantage over the MR
method.
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Figure 2.8: Interaction Test Power of MR and SPA3G (n = 500) - Power comparison
of the MR method (circles) and the SPA3G method (triangles) under a range of MAFs
and LD structures with fixed sample size 500, total genetic variance 0.2. α = 0.05. Each
result is based on 1000 replicates. Each dot represents a replicate. (σ2, τ21 , τ
2
2 , τ
2
3 ) =
(0.8, 0.017, 0.017, 0.167).
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Figure 2.9: Interaction Test Power of MR and SPA3G (n = 1000) - Power com-
parison of the MR method (circles) and the SPA3G method (triangles) under different
MAFs and different LD structures with fixed sample size 1000, total genetic variance
0.2. α = 0.05. Each result is based on 1000 replicates. Each dot represents a replicate.
(σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167).
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2.4.3 Computation Time
The computation time of SPA3G critically depends on the sample size. Figure 2.10 shows
the empirical computational time of gene-gene interaction detections with different sample
sizes on a personal computer with 8 GB memory and 2.5 GHz. The sample size has minimal
effect on computation time for the MR method, which takes less than 1 second in each
case. In contrast, SPA3G requires more computational time as the sample size increases
because of iterative matrix inversions. With a sample size n, the kernel matrix that needs
to be inverted has a size n× n. SPA3G uses the Enhanced BFGS-Quasi-Newton Iterative
Method [Mishchenko et al., 2008] to optimize the log-likelihood for ReML models. Since
the BFGS method is an iterative method and each iteration requires an inversion of an
n × n matrix, the computational time increase dramatically with the sample size. When
the sample size is 200, the computation time of one SPA3G interaction test is less than
1 second; when the sample size is 500, the computation time is about 5 seconds, and the
iterative inversion procedure accounts for about 70% computational time; when the sample
size is 1000 and 2000, the computation time of one interaction test are about 32 seconds
and 190 seconds respectively, and the iterative inversion procedures take more than 80%
of the computational time. Since the kernel matrix is symmetric and positive-definite, we
use the Cholesky decomposition [Krishnamoorthy and Menon, 2011] for matrix inversion
to improve the computational efficiency. The R function ”chol” is used to compute the
Choleski factorization of a real symmetric positive-definite square matrix.
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Figure 2.10: Computational Time Per Test - Computational time of one random
interaction test using the MR method (solid line with triangles) and the SPA3G method
(dotted line with circles) on a personal computer with 8 GB memory and 2.5 GHz. Sample
sizes: 200, 500, 1000, and 2000.
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2.5 Discussion
Our study confirms the findings of Li and Cui [2012] that SPA3G is a flexible kernel-based
variance component method that can detect gene-gene interactions. Consistent with Li and
Cui’s conclusions [Li and Cui, 2012], compared to the SNP-based MR method, SPA3G is
advantageous in power when multiple SNPs affect the outcome jointly, or when interaction
effects among genes are dense. As the sample size increases, this advantage becomes more
pronounced. But there are some issues identified by our initial simulations.
First, because of large computational burden, we limit our simulations to sample sizes
of no more than 1000. A sample size of no more than 1000 is usually not large enough to
detect interaction effects with rare variants (MAF < 0.05), thus, we do not consider less
common variants.
The second problem of SPA3G is the type I error rate in the tail of the distribution
when the sample size is less than 1000. From the QQ plots of the simulation results, we can
clearly observe deviations and tail inflation from the expected. Alternative approximation
approaches, other than the two-moment Satterthwaite method [Satterthwaite, 1941], will be
explored in the following chapters. In recent years, many studies have explored kernel based
variance component methods for detecting the main effects of multiple SNPs within genes
[Schaid, 2010; Wu et al., 2011; Lin et al., 2011; Lee et al., 2012b; Schifano et al., 2012; Chen
et al., 2013]. The Davies method [Davies, 1980] based on numerical integration is widely
accepted for calculating the p-values. Schifano et al. [2012] approximated the p-values
using both the Satterthwaite method and the Davies method. At the significance level
of 0.05, results for the Satterthwaite method and Davies method were similar. However,
at lower nominal significance levels, the empirical type I error rate of the Satterthwaite
method was inflated, while the Davies method still maintained the appropriate type I error
rate. For interaction tests, we propose that the approximation accuracy may be improved
by using the Davies method, and will explore this idea in the next chapter.
Thirdly, with sparse interaction effects, SPA3G does not seem to be uniformly better
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than SNP-based approaches, such as SNP-based PCA approaches [Wang and Abbott,
2008; Wang et al., 2009], or the MR method described in this chapter. Given the SPA3G
method requires long computation time, it is not superior in this regard. The choice of
kernels also has an impact on the power. In this chapter, we simulate phenotypes using
the Allele Matching (AM) kernel and varying proportions of causal SNPs. Our analyses
assume no prior knowledge of which SNPs are causal, and thus, all SNPs in each gene
should be used to create the analysis kernel matrix. All SNPs in each gene are included to
create the analysis kernel matrix. One way to improve power might be to up-weight risk
SNPs identified by previous studies or other prior biological information when forming the
analysis kernel matrix. The influence of kernel selection should also be explored.
In summary, the SPA3G method provides high power for gene-gene interaction when
there is modest or strong LD within each gene, or there are dense interaction effects between
two genes. Given the shortcomings of the SPA3G method, we expect that its performance
can improve with improved more reliable calculation of p values and kernel selection. These
ideas will be explored in the following chapters.
Chapter 3
Alternative P-value Approximation and Kernel
for Gene-Gene Interaction
This chapter explores alternative p-value approximations and an alternative interaction
kernel for testing gene-gene interaction, and compares the type I errors and power of these
alternatives to the SPA3G method [Li and Cui, 2012]. We use simulations similar to those
described in Chapter 2 to investigate the type I error and power of the proposed approaches.
In this chapter, we attempt to answer the questions discussed in Chapter 2:
(1) Why is the approximation of SPA3G not accurate enough when the sample size is
no more than 1000?
(2) Is there an alternative approximation with appropriate type I error?
(3) Is there an alternative to the Allele Matching interaction kernel that will produce
more appropriate type I error?
(4) Will the power of the method using an alternative p-value approximation and an
alternative interaction kernel be increased or decreased compared to the SPA3G method,
and why?
We review related literature in section 3.1. Section 3.2 describes the proposed ap-
proaches. Then, we describe simulations designs in section 3.3. Section 3.4 presents the
type I error and power of the proposed approaches. Section 3.5 presents the conclusions
and discussion.
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3.1 Background
The Gene-centric Gene-Gene interaction with Smoothing-sPline ANOVA model (SPA3G)
method [Li and Cui, 2012] performs a two-stage variance-component score test to detect
interaction effects between one pair of genes.
The relationship between a quantitative trait and the genetic effects of two genes can
be represented by a linear mixed model:
y = µ+m1 +m2 +m12 + ε
where y is a quantitative trait for n individuals; µ is the phenotypic overall mean value;
m1 ∼ N(0, τ21K1), m2 ∼ N(0, τ22K2), m12 ∼ N(0, τ23K12), and ε ∼ N(0, σ2I). τ21 , τ22 , and
τ23 are the variance components in the model; K1 and K2 are the similarity matrices of the
two genes, and K12 is the element-wise multiplication of K1 and K2. σ
2 is the residual
variance, and I is the identity matrix. (τ21 + τ
2
2 + τ
2
3 ) is set to be the total genetic variance.
The null hypothesis of the interaction test (τ23 = 0) and the score test
QI = y
TP01K12P01y
has been described in equation 2.4 in Chapter 2. Let Σ = σ2I + τ21K1 + τ
2
2K2 and P01 =
Σ−1−Σ−11(1TΣ−11)−11TΣ−1. The parameters (σ2, τ21 , τ22 ) can be estimated applying the
Enhanced BFGS-Quasi-Newton Iterative Method approach to optimize the log-likelihood
[Lindstrom and Bates, 1988; Mishchenko et al., 2008].
The distribution of a quadratic function of y, like QI , can be approximated by a mixture
(weighted sum) of chi-square random variables:
QI ∼
r∑
p=1
λpχ
2
1 (3.1)
where the weights (λ1, . . . , λr) are the nonzero eigenvalues of P
1/2
01 K12P
1/2
01 , assuming λ1 ≥
... ≥ ...λr > 0, and r is the number of nonzero eigenvalues (r ≤ number of subjects n).
There has been some work on approximating the distribution of a quadratic form such as QI
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[Duchesne and De Micheaux, 2010]. Imhof’s and Davies’ methods [Imhof, 1961; Davies,
1980] rely on numerical inversion of the characteristic function. Kuonen [1999] gives a
saddlepoint approximation to density and distribution functions. The majority of other
approximation approaches rely on moment-based methods, which do not involve inverting
a matrix or calculating the eigenvalues of a matrix [Imhof, 1961; Liu et al., 2009; Lin
and Bentler, 2012]. The Imhof method [Imhof, 1961] and Davies method [Davies, 1980]
are called ’exact’ because their approximations are relatively close to the exact values.
Compared to exact methods, moment-based methods are easier to implement and usually
behave as well as exact methods when the test statistic is asymptotically chi-square. The
Davies method is considered to be more accurate than the method of moments (MOM),
but researchers typically use the method of moments over the Davies method because
of the computational efficiency [Davies, 1980; Zhang and Lin, 2003]. Current computers
have made the Davies method feasible. Lin and Bentler [2012] studied the performance of
moment-based methods and suggested that when the sample size was not ’large enough’,
the two-moment Satterthwaite approximation [Satterthwaite, 1941] might have inflated
type I error rates. A three-moment adjustment [Lin and Bentler, 2012] could be the better
choice to achieve optimal type I error rates for small sample sizes, but when the sample
size is large enough, approaches that adjust for higher moments yield quite conservative
results.
Since SPA3G uses the Satterthwaite method to calculate p-values, when the sample
size is not large enough, we expect inflated type I errors for the approximation in the
extreme tail. Permutation tests can provide more accurate p-values [Wu et al., 2011].
However, permutation tests are computationally expensive, especially on a genome-wide
scale. As we discussed in Chapter 2, when the sample size is larger than 1000, a single gene-
gene interaction test takes more than 30 seconds, making permutation for large numbers
of gene pairs time-consuming. Here, our goal is to explore alternative approaches to the
Satterthwaite method in the context of kernel gene-gene association tests. We will consider
alternative p-value approximations and an alternative interaction kernel.
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3.2 Methodology
3.2.1 Higher Moment Adjustment with AM Interaction Kernels (AM.3MOM)
Zhang [2005] showed how to obtain approximate, asymptotic distributions of random vari-
ables of chi-square-type mixtures using the first three cumulants of the score statistic QI .
Here we will extend the SPA3G method by computing the asymptotic distribution with
the three-moment adjustment.
The distribution of QI can also be approximated as a scaled chi-square distribution
using a method of moments (MOM). SPA3G uses the two-moment approach with an AM
interaction kernel to compute the asymptotic distribution. We extend the SPA3G method
with the three-moment adjustment when QI is approximated as a scaled chi-square distri-
bution (AM.3MOM).
QI = y
TP01K12P01y ∼ α′χ2d′ + β′, (3.2)
α′ = C3C2 ,
d′ = C
3
2
C23
,
and β′ = C1 − C
2
2
C3
,
where C1, C2 and C3 are the first three cumulants of QI , that is,
C1 = E(QI),
C2 = V ar(QI),
and C3 = E(QI − E(QI))3;
P01 = Σ
−1 − Σ−11(1TΣ−11)−11TΣ−1 and Σ = σ2I + τ21K1 + τ22K2; K12 = K1 ◦K2 is the
element-wise multiplication of AM kernels K1 and K2. Note that β
′ is usually positive.
Selection of kernels affects QI for both calculation and approximation.
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3.2.2 Davies Method
The Davies method is widely used to approximate the distribution of the score statistic for
recent kernel-based genetic association tests [Wu et al., 2011; Chen et al., 2013; Broadaway
et al., 2015]. For the overall joint test of the main effects and the interaction effects
(H01 : τ
2
1 = τ
2
2 = τ
2
3 = 0), the Satterthwaite method can be simply replaced by the Davies
method. Here we will extend the SPA3G method to use the Davies method for the test of
interaction (H02 : τ
2
3 = 0).
The calculation of the score statistic QI = y
TP01K12P01y is the same as the proce-
dure described in section 3.1. The approximate distribution of QI has been described in
equation 3.1. Selection of the interaction kernel K12 affects QI for both calculation and
approximation.
The number of nonzero eigenvalues of the matrix P
1/2
01 K12P
1/2
01 depends on the rank of
the matrix P
1/2
01 K12P
1/2
01 . For example, with a sample size n, if the matrix P
1/2
01 K12P
1/2
01 is
full rank, the number of non-zero eigenvalues is n. Including too many eigenvalues leads to
overfitting and conservative p-values. To distinguish the essential eigenvalues from noisy
eigenvalues, we prefer to use as few eigenvalues as possible to explain as much eigenvector
variance as possible.
3.2.2.1 Davies Method with Allele Matching Interaction Kernel (AM.DAV)
The SPA3G method used Allele Matching (AM) kernels for the main effects and the in-
teraction effects [Li and Cui, 2012]. The advantage of the AM kernel is that it works well
with complex models especially for high-dimensional data, but when the sample size is
small, the results of kernel-based methods can be conservative [Wu et al., 2011; Lee et al.,
2012b,a]. We wish to identify gene-gene interaction effects that have appropriate type I
error for samples as small as 500. With a sample size 500, the matrix rank of P
1/2
01 K12P
1/2
01
calculated using the AM kernels can be high or even full rank. Thus, we expect to observe
conservative results using the Davies method with commonly used kernels such as the AM
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kernel.
3.2.2.2 Davies Method with Principal Component Interaction Kernel
(PC.DAV)
We propose an interaction kernel that is not as sensitive to the number of subjects, the
number of SNPs in a gene, and LD structures as other kernels such as the AM kernel. Note
that we still use AM kernels for the main effects.
Under the null hypothesis of no interaction (H02 : τ
2
3 = 0), the score statistic is
QI.PC = y
TP01K12.PCP01y ∼∑rp=1 λpχ21
where P01 = Σ
−1 − Σ−11(1TΣ−11)−11TΣ−1 and Σ = σ2I + τ21K1 + τ22K2; K1 and K2 are
AM kernels for Gene 1 and Gene 2, and K12.PC is the PC interaction kernel.
Let n be the number of subjects, Gj be an n×Lj genotypic matrix for Gene j(= 1, 2);
the matrix Gj has rank Mj (Mj ≤ min(n,Lj)). The PC interaction kernel K12.PC is
calculated by the following steps:
(1) For Gene j, perform a principal component analysis (PCA) [Abdi and Williams,
2010] on Gj to extract the important information from the genotypic data. The singular
value decomposition (SVD) for Gj can be expressed as Gj = UjDjV
T
j , where Dj is a
diagonal matrix of singular values, Uj is the n ×Mj matrix of left singular vectors, Vj is
the Lj ×Mj matrix of right singular vectors, and the elements of the column vector Uj are
the principal components U1j , U
2
j , . . . , U
Mj
j . Let Pj be a PC score matrix for Gj containing
only the first two PCs. The minimum number of PCs explaining a pre-specified amount
of the variance varies by the number of SNPs per gene and the LD structure within the
gene. Since selecting too many PCs can result in overfitting, we only use the first two PCs.
Thus, Pj is an n× 2 matrix.
(2) Kj.PC = PjP
T
j is an n× n kernel matrix for Gene j.
(3) K12.PC = K1.PC ◦K2.PC , the element-wise multiplication of K1.PC and K2.PC is an
n× n kernel matrix for the interaction term.
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3.3 Simulation Design
The simulation procedures here follow those procedures described in Chapter 2. We com-
pared the type I error and power of the SPA3G method and the other proposed approaches
for the range of models described by Table 2.3 and Table 2.4, for the three interaction sce-
narios depicted in Figures 2.1, 2.2 and 2.3.
Because of the computational burden of the interaction test for larger sample sizes, we
only simulated genotypes and phenotypes for 500 unrelated subjects. We expected larger
sample sizes to have better behavior. We simulated two independent genes, each with 10
SNPs. Within each gene, LD structure between adjacent variants in a gene was first-order
auto-regressive (AR(1)), where the correlation parameter ρ was set to 0 (no correlation),
0.5 (modest correlation) or 0.9 (strong correlation). We simulated the variants within the
genes with all less common variants (mean MAF = 0.1) and all common variants (mean
MAF = 0.4).
We simulated models where the genetic contribution to the trait from the two genes
was 20% of the total phenotypic variance. The main effects could be either balanced or
imbalanced. In this thesis, the variance components for the two main effects were set to be
balanced (τ21 : τ
2
2 = 1 : 1). To investigate the type I error rate, we generated 10,000 sets of
continuous phenotypes for each genotype set, and the proportion of the genetic variance
due to the interaction between the genes was set to be 0 (τ21 : τ
2
2 : τ
2
3 = 1 : 1 : 0). To
compare the power of the proposed approaches with SPA3G, we generated 1000 sets of
continuous phenotypes for each scenario. We focused on the case with massive interaction
effects and low main effects, thus, the ratio among the genetic variance due to the two
main effects and the interaction effects were set to be τ21 : τ
2
2 : τ
2
3 = 1 : 1 : 10.
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3.4 Simulation Results
3.4.1 Davies Method with the AM Interaction Kernel
Initial simulations confirmed that the Davies method with the AM interaction kernel
(AM.DAV) produces conservative results for interaction tests. Figure 3.1 presents the
QQ plots of using the Davies method to compute the p-values for AM interaction kernel
interaction test under the null hypothesis model. There are substantial deviations of the
observed distribution from the expected null distribution, indicating conservative approx-
imations.
To explore the reason for conservative approximations of the AM.DAV approach, we
study the eigenvalues of the matrix A = P
1/2
01 K12P
1/2
01 where K12 = K1◦K2, and K1 and K2
are AM kernels. Figure 3.2 displays the scree plot of nonzero eigenvalues of matrix A for a
typical replicate. Eigenvalues in Figure 3.2 have a structure with a small difference between
the large values and the small values. The number of eigenvalues greater than 1 is only 22,
accounting for 28% of the total variance of eigenvalues; the number of eigenvalues greater
than 0.5 is 202, accounting for 62% of the total variance. It is not easy to determine
the threshold to separate the small eigenvalues. If we calculate the p-values using the
Davies method with all nonzero eigenvalues, the results are conservative because of those
non-essential but not negligible eigenvalues.
Our simulations indicate that when the sample size is 500, using the Davies method with
AM kernels for overall joint tests tends not to be conservative (results not listed here). To
compare the interaction test to the overall test, we compute the nonzero eigenvalues of the
matrix B = P
1/2
0 KallP
1/2
0 where Kall = K1 +K2 +K12. Figure 3.3 displays the scree plot
for an overall test using the AM interaction kernel and Davies method (AM.DAV) (Figure
3.3). The eigenvalues of B are distinctly separated into a group of small eigenvalues and
relatively large eigenvalues. The number of eigenvalues greater than 1 is 227, accounting
for 73.4% of the total eigenvalue variance. In this case, the matrix B can be considered to
be ’almost singular’ [SVD]. We can select an appropriate singularity threshold value and
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Figure 3.1: QQ Plots of AM.DAV (n = 500) - QQ plots of AM.DAV method under the
null hypothesis of no interaction, with fixed sample size 500 and total genetic variance 0.2.
Each result is based on 10,000 replicates. Each dot represents a replicate. (σ2, τ21 , τ
2
2 , τ
2
3 ) =
(0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ = 0; (c), (d): ρ = 0.5; (e), (f): ρ = 0.9.
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consider the number of the eigenvalues greater than the threshold as the rank of the matrix
B [Fine and Scheinberg, 2002].
For the same replicate, we compute the eigenvalues of matrix C = P
1/2
01 K12.PCP
1/2
01 ,
where K12.PC = K1.PC ◦ K2.PC , and K1.PC and K2.PC are the proposed PC interaction
kernels described in section 3.2.2.2. Figure 3.4 displays the scree plot for an interaction test
using the PC interaction kernel and Davies method (PC.DAV). The eigenvalues of C for
the same replicate are much more clearly separated. The number of essential eigenvalues
for matric C is only 4, accounting for 100% of the total variance of eigenvalues.
Note that since the sample size is 500, the matrices A, B and C are 500× 500. When
the matrix is numerically full rank, the number of nonzero eigenvalues is 500. We expect
that replacing the AM interaction kernel by the PC interaction kernel reduces the effects
of non-essential eigenvalues. To investigate the properties of the eigenvalues using different
interaction kernels, we run some simulations under different sample sizes, different numbers
of SNPs per gene (see Appendix A1). No matter whether the sample size is 500 or 2000,
or the number of SNPs per gene is 10 or 100, the scree plots for interaction tests using
AM.DAV and PC.DAV approaches have similar patterns.
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Figure 3.2: Scree Plot for an Interaction Test using AM.DAV - The figure shows a
scree plot of nonzero eigenvalues of A = P
1/2
01 K12P
1/2
01 for a typical replicate (K12 = K1◦K2,
where K1 and K2 are AM kernels). Sample size = 500.
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Figure 3.3: Scree Plot for an Overall Test using AM.DAV - The figure shows a
scree plot of nonzero eigenvalues of B = P
1/2
0 KallP
1/2
0 for a typical replicate (Kall =
K1 +K2 +K12). Sample size = 500.
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Figure 3.4: Scree Plot for an Interaction Test using PC.DAV - The figure shows a
scree plot of nonzero eigenvalues of C = P
1/2
01 K12.PCP
1/2
01 for a typical replicate (K12.PC =
K1.PC ◦K2.PC , where K1.PC and K2.PC). Sample size = 500.
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3.4.2 Type I Error
Tables 3.1, 3.2 and 3.3 present the empirical type I error rates estimated for SPA3G,
AM.3MOM and PC.DAV, respectively. For 10,000 replicates, the expected 95% confidence
intervals of type I error rates are (0.046, 0.054), (0.008, 0.012), and (0.004, 0.006) for
nominal significance levels of 0.05, 0.01, and 0.005.
With a sample size of 500,
• The properties of the SPA3G type I errors were discussed in Chapter 2. SPA3G has
controlled type I error rates at the significance level of 0.05, but substantially inflated
type I error rates at significance levels 0.01 and 0.005.
• For AM.3MOM, the type I error rates are comparatively conservative at the sig-
nificance level of 0.05, but at 0.01 significance level, with a strong LD (ρ = 0.9)
and common variants (mean MAF = 0.4), the type I error rates are still excessive.
At 0.005 significance level, we observe inflated type I errors under every simulated
condition.
• PC.DAV produces well-controlled type I errors for all simulated scenarios at all sig-
nificance levels.
The QQ plots of the AM.3MOM approach and the PC.DAV approach (Figures 3.5 and
3.6) provide a more complete view of the p-values under the null hypothesis. AM.3MOM
yields p-values that do not follow the expected distribution, with too-large p-values at the
middle of the distribution, and too-small p-values at the tail. Compared to SPA3G and
AM.3MOM approaches, the type I errors of PC.DAV produce a better fit to the expected
distribution under every simulated condition.
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Table 3.1: Type I Error Estimates of SPA3G. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0). Sample
size = 500. Each result is based on 10,000 replicates.
ρ MAF α = 0.05 α = 0.01 α = 0.005
0
0.1 0.036 0.013 0.009
0.4 0.054 0.014 0.008
0.5
0.1 0.037 0.011 0.007
0.4 0.050 0.016 0.012
0.9
0.1 0.045 0.018 0.013
0.4 0.055 0.028 0.022
Table 3.2: Type I Error Estimates of AM.3MOM. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0). Sample
size = 500. Each result is based on 10,000 replicates.
ρ MAF α = 0.05 α = 0.01 α = 0.005
0
0.1 0.033 0.010 0.006
0.4 0.049 0.010 0.006
0.5
0.1 0.032 0.007 0.004
0.4 0.045 0.013 0.008
0.9
0.1 0.036 0.009 0.006
0.4 0.045 0.015 0.010
48
Table 3.3: Type I Error Estimates of PC.DAV. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0). Sample
size = 500. Each result is based on 10,000 replicates.
ρ MAF α = 0.05 α = 0.01 α = 0.005
0
0.1 0.044 0.006 0.003
0.4 0.047 0.009 0.004
0.5
0.1 0.044 0.009 0.005
0.4 0.036 0.008 0.005
0.9
0.1 0.042 0.008 0.004
0.4 0.049 0.009 0.005
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Figure 3.5: QQ Plots of AM.3MOM (n = 500) - QQ plots of the AM.3MOM method
under the null hypothesis of no interaction, with fixed sample size 500 and total genetic
variance 0.2. Each result is based on 10,000 replicates. Each dot represents a replicate.
(σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ = 0; (c), (d): ρ = 0.5; (e), (f): ρ = 0.9.
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Figure 3.6: QQ Plots of PC.DAV (n = 500) - QQ plots of the PC.DAV method
under the null hypothesis of no interaction, with fixed sample size 500 and total genetic
variance 0.2. Each result is based on 10,000 replicates. Each dot represents a replicate.
(σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ = 0; (c), (d): ρ = 0.5; (e), (f): ρ = 0.9.
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3.4.3 Statistical Power
At the significance level of 0.05, the type I errors of SPA3G, AM.3MOM and PC.DAV are all
non-inflated. Therefore, we compare the power of the three approaches at significance level
0.05. The power of the AM.DAV approach is not presented because of the conservative type
I error rates. Power results are based on 1000 replicates. Figure 3.7 compares the power
of SPA3G, AM.3MOM, and PC.DAV approaches for every simulation for fixed sample size
500 and total genetic variance 0.2.
The power of three methods decreases with increasing sparsity of interactions (from
Figure 3.7 A to C).
• AM.3MOM has slightly lower power than SPA3G because the three-moment adjust-
ment uniformly produces more conservative results than the two-moment approach.
Note that the type I error rates of AM.3MOM are more conservative than the other
two approaches at 0.05 significance level, thus the power comparison for AM.3MOM
is not equivalent.
• Under most of the simulated conditions, the PC.DAV approach has lower power than
SPA3G and AM.3MOM approaches. This is likely because the AM kernel was used
for simulation. However, for common variants (mean MAF = 0.4) and a strong LD
(ρ = 0.9), PC.DAV outperforms the other approaches.
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Figure 3.7: Interaction Test Power of SPA3G, AM.3MOM and PC.DAV (n
= 500) - Power comparison of SPA3G (circles), AM.3MOM (triangles), and PC.DAV
(pluses) under a range of MAFs and LD structures with fixed sample size 500, total ge-
netic variance 0.2. Each result is based on 1000 replicates. α = 0.05. (σ2, τ21 , τ
2
2 , τ
2
3 ) =
(0.8, 0.017, 0.017, 0.167).
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3.5 Discussion
To further investigate the properties of SPA3G and the proposed approaches, we run more
simulations with sample size 2000, mean MAF 0.25, modest LD level (ρ = 0.5), and total
genetic variance 0.2 (see Appendix A2). For a sample size 2000, our simulations indicate
that using the method of moments (SPA3G and AM.3MOM) for approximation does not
have inflated type I error rates. However, the Davies method with AM interaction kernels
(AM.DAV) still provides conservative type I errors.
With a sample size 500, the Davies method with a PC interaction kernel (PC.DAV)
has the best type I error control at every significance level. When all SNPs are common
variants and the SNPs within each gene are highly correlated, PC.DAV has the highest
power among the three kernel-based approaches. Based on our findings, we believe that
using the Davies method with an appropriate kernel has potential for small sample size
gene-gene interaction tests.
We compare the power of all three approaches at the significance level of 0.05 because
they all have non-inflated type I error rates at the 0.05 level. It is noteworthy that the type
I error rates of AM.3MOM are comparatively conservative at the 0.05 level. The power
comparison for AM.3MOM is not fair. Null distribution recalibration [Han and Pan, 2010]
is commonly suggested to make power comparisons equivalent.
In chapter 2, we demonstrated that with sparse interaction effects, the SPA3G method
is not superior to the SNP-based MR method. In this chapter, we find that neither of our
proposed methods outperforms the SPA3G method under this condition. Therefore, we are
motivated to boost the power when interaction effects are sparse. One important feature
of kernel-based methods is that it allows for incorporation of flexible weight functions to
boost analysis power [Wu et al., 2011]. We expect that up-weighting variants that interact
with the other gene can improve the power of the interaction tests. The next chapter will
discuss the selection of weighting functions for the PC kernel and the application of the
weighted PC kernel on gene-gene interaction tests.
Chapter 4
Improving the Power when Interaction Effects are
Sparse
This chapter extends the investigations of the kernel-based variance component method
described in Chapter 3. When the interaction effects are sparse, we develop an approach
to improve the power of interaction test. First, we review related literature in Section
4.1. We describe the methodology in section 4.2. Then, we describe simulation designs in
section 4.3. The results are reported in section 4.4. Section 4.5 presents the conclusions
and discussion.
4.1 Background
Gene-based analyses are often more reliable and powerful than SNP-based analyses when
the signal is not sparse and multiple SNPs jointly affect the outcome. Li and Cui [2012]
found that the SPA3G method has low power when only a few pairs of SNPs interact be-
tween two genes. In Chapter 2, we found that compared to a SNP-based multiple regression
method, when interaction effects are sparse, the SPA3G method is not advantageous in test-
ing power, the approaches we proposed in Chapter 3 are not as good as SPA3G in this
regard. Therefore, it is necessary to explore how to improve the gene-gene interaction test
power using kernel-based approaches when interaction effects are sparse.
It is commonly believed that only a subset of SNPs in a region are likely to contribute
to interaction effects. We call this a sparse signal. When the signals are sparse, including
non-informative markers in gene-based analyses could cause lower power [Millstein, 2013].
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Cai et al. [2012] proposed an adaptive score test that incorporates the univariate marginal
effects of the individual SNP within a region or a gene. The adaptive score test up- or down-
weights each SNP of the SNP-set based on the Z-scores of their marginal effects. Compared
to standard kernel-based approaches for genetic main effects analyses [Liu et al., 2007, 2008;
Wu et al., 2011], when signals are dense and strongly correlated, the adaptive score test
may suffer from a lack of power, but when signals are sparse and weakly correlated, the
adaptive score test has higher power.
We assume that the SNPs with interaction effects are likely to display strong univariate
marginal effects as well. For gene-gene interaction tests, we extend the PC interaction
kernel association test (PC.DAV) proposed in Chapter 3 by weighting each SNP with its
univariate marginal effect association with the response variable before performing the
principal component analysis (PCA). We expect this method to improve the interaction
test power and maintain correct type I error when the interaction effects are sparse.
4.2 Methodology
The choice of the interaction kernel affects the score statistic for both calculation and
approximation. We propose a weighted PC interaction kernel and approximate the dis-
tribution of the score statistic using the Davies method with the weighted PC interaction
kernel.
Let n be the number of subjects, Gj be an n×Lj genotypic matrix for Gene j(= 1, 2).
Under the null hypothesis of no interaction (H02 : τ
2
3 = 0), the score statistic is
QI.wPC = y
TP01K12.wPCP01y ∼∑rp=1 λpχ21
where P01 = Σ
−1 − Σ−11(1TΣ−11)−11TΣ−1 and Σ = σ2I + τ21K1 + τ22K2; K1 and K2 are
AM kernels for Gene 1 and Gene 2, and K12.wPC is the weighted PC interaction kernel.
The weighted PC kernel for the interaction term K12.wPC is modified based on the PC
interaction kernel described in section 3.2.2.2, and calculated by the following steps:
(1) The univariate association between the phenotype and a SNP can be expressed as
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y = β0 + β1SNP + ε,
with resulting association t statistic value T =
“β1
se(“β1) . For each SNP in a gene, we perform
the above single-marker univariate analysis and obtain tij as the absolute value of the t
statistic of the ith SNP in Gene j, i = 1, 2, . . . , Lj .
(2) Let the weight function be a Lj × Lj matrix
Wj =

t1j 0 ... 0
0 t2j ... 0
... ... ... ...
0 0 ... tLjj

.
Gj.w = GjWj is an n× Lj weighted genotypic matrix.
(3) It is conventional to select the first two PCs when selecting too many PCs can result
in overfitting. Let Pj.w be a principal component (PC) score matrix for Gj.w containing
the first two PCs. Thus, Pj.w is an n× 2 matrix.
(4) Kj.wPC = Pj.wP
T
j.w is an n× n kernel matrix for Gene j.
(5) K12.wPC = K1.wPC ◦K2.wPC , the element-wise multiplication of K1.wPC and K2.wPC
is an n× n kernel matrix for the interaction term.
The name ”PC.T.DAV” is short for ”Davies method with the weighted PC interaction
kernel”.
4.3 Simulation Design
The genotype and phenotype simulation procedures followed those described in Chapter 2.
We compared the type I error and power of the interaction test for the SPA3G method, the
PC.DAV method proposed in Chapter 2 and the weighted PC interaction kernel method
described in 4.2 (PC.T.DAV). We consider the models described in Table 2.3 and Table
2.4, for the three interaction scenarios depicted in Figures 2.1, 2.2 and 2.3.
We simulated genotypes and phenotypes for 500 unrelated subjects. For each subject,
we simulated two independent genes, each with 10 SNPs. Within each gene, LD structure
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between adjacent variants in a gene was first-order auto-regressive (AR(1)), where the
correlation parameter ρ was 0 (no correlation), 0.5 (modest correlation) or 0.9 (strong
correlation). We simulated genes with all less common variants (mean MAF = 0.1) and
all common variants (mean MAF = 0.4). We considered all combinations of simulated LD
(ρ1, ρ2) for the gene pairs: (0,0), (0,0.5), (0,0.9), (0.5,0.5), (0.5,0.9) and (0.9,0.9).
We simulated models where the genetic contribution to the trait from the two genes
was 20% of the total phenotypic variance. The variance components for the two main
effects were set to be equal (τ21 : τ
2
2 = 1 : 1). To investigate the type I error rate, we
generated 10,000 sets of continuous phenotypes for each genotype set, and the proportion
of the genetic variance due to the interaction between the genes was set to be 0 (τ21 : τ
2
2 :
τ23 = 1 : 1 : 0). To investigate the power of proposed approaches, we generated 1000 sets of
continuous phenotypes for each scenario. We focused on the case with massive interaction
effects and low main effects, thus, the ratio among the genetic variance due to the two
main effects and the interaction effects were set to be τ21 : τ
2
2 : τ
2
3 = 1 : 1 : 10.
4.4 Results
4.4.1 Type I Error
Table 4.1 presents the empirical type I error rates estimated for the PC.T.DAV approach
under a range of MAF and LD combinations. For 10,000 replicates, the expected 95%
confidence bounds of type I error rates are (0.046, 0.054), (0.008, 0.012), and (0.004, 0.006)
for nominal significance levels 0.05, 0.01, and 0.005. Across all scenarios, the simulation
results suggest that when the sample size is 500, the empirical type I error rates of the
PC.T.DAV approach are close to the nominal significance levels of 0.05, 0.01, and 0.005.
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Table 4.1: Type I Error Estimates of the PC.T.DAV Method. (σ2, τ21 , τ
2
2 , τ
2
3 ) =
(0.8, 0.1, 0.1, 0). Sample size = 500. Each result is based on 10,000 replicates.
(ρ1, ρ2) MAF α = 0.05 α = 0.01 α = 0.005
(0, 0)
0.1 0.047 0.009 0.005
0.4 0.052 0.009 0.004
(0.5, 0.5)
0.1 0.046 0.008 0.004
0.4 0.046 0.008 0.004
(0.9, 0.9)
0.1 0.042 0.009 0.004
0.4 0.044 0.010 0.005
(0, 0.5)
0.1 0.043 0.009 0.004
0.4 0.046 0.009 0.004
(0, 0.9)
0.1 0.041 0.008 0.004
0.4 0.047 0.008 0.004
(0.5, 0.9)
0.1 0.045 0.010 0.005
0.4 0.049 0.010 0.005
We present QQ plots with λGC (Figures 4.1 and 4.2) under the null hypothesis. For
each simulation, the genomic inflation factor λGC [Devlin and Roeder, 1999] is close to
or slightly lower than 1.0. The observed p-values fit the expected well for most of the
scenarios, but may be slightly conservative, particularly with low mean MAF and higher
LD. Therefore, using the Davies method with a weighted PC interaction kernel appears to
be a valid method for approximating the distribution of the interaction test score statistic.
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Figure 4.1: QQ Plots of PC.T.DAV (n = 500, ρ1 = ρ2) - QQ plots of the PC.T.DAV
method under the null hypothesis of no interaction, with fixed sample size 500 and total
genetic variance 0.2. Each result is based on 10,000 replicates. Each dot represents a
replicate. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ1 = ρ2 = 0; (c), (d): ρ1 = ρ2 = 0.5; (e), (f): ρ1 = ρ2 = 0.9.
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Figure 4.2: QQ Plots of PC.T.DAV (n = 500, ρ1 6= ρ2) - QQ plots of the PC.T.DAV
method under the null hypothesis of no interaction, with fixed sample size 500 and total
genetic variance 0.2. Each result is based on 10,000 replicates. Each dot represents a
replicate. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ1 = 0.5 and ρ2 = 0; (c), (d): ρ1 = 0.9 and ρ2 = 0; (e), (f): ρ1 = 0.9 and ρ2 = 0.5.
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4.4.2 Statistical Power
Like previous chapters, we summarize the power of SPA3G and proposed approaches at the
significance level of 0.05 in a series simulations for continuous phenotypes. By exploring
the univariate marginal effects of each SNP under various simulated conditions, we validate
the assumption that the SNPs with interaction effects are likely to display strong univariate
marginal effects (see Appendix A3).
The properties of the SPA3G power were described in Chapter 2. Figures 4.3 and
4.4 compare the power of the SPA3G method, the PC.DAV approach and the PC.T.DAV
approach for every simulated genotype and interaction scenario for fixed sample size 500
and total genetic variance 0.2.
For less common variants (mean MAF = 0.1), all three methods have low power.
• The weighted PC interaction kernel (PC.T.DAV) has equal or greater power than
the unweighted PC interaction kernel (PC.DAV) for all other simulation parameters
with less common variants.
• When the interaction effects are not sparse (interaction scenario: All or Half),
weighted and unweighted PC interaction kernels have lower power than the SPA3G
method.
• When the interaction effects are sparse (interaction scenario: One), the weighted PC
interaction kernel (PC.T.DAV) performs better than the unweighted PC interaction
kernel (PC.DAV) and the SPA3G method.
For common variants (mean MAF = 0.4),
• With the densest interaction effects (interaction scenario: All), PC.T.DAV has the
lowest power among the three approaches.
• With non-dense interaction effects (interaction scenario: Half or One), the power of
PC.T.DAV compared to the other two approaches increases with the sparsity.
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• For the most sparse interaction scenario, where only a single SNP pair interacts
between the two genes (interaction scenario: One), the weighted PC interaction kernel
(PC.T.DAV) has substantially higher power than the other approaches.
4.5 Discussion
Our proposed approach, using the Davies method with the weighted PC interaction kernel
(PC.T.DAV) has controlled empirical type I errors. Given well-maintained type I errors,
the PC.T.DAV approach outperforms the PC.DAV and even the SPA3G method under
simulated conditions with sparse interaction effects.
We expect that for most human phenotypes, sparse interaction effects are more com-
mon than dense effects. We show that under many conditions, up-weighting variants that
show univariate marginal association can boost the power of the PC-kernel-based method
for gene-gene interaction tests. However, there are conditions where unweighted kernels
have greater power. Thus, in the next chapter we will construct an omnibus approach
that combines information from the weighted and unweighted PC kernels to produce an
interaction test with optimal power when the underlying density of interaction is unknown.
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Figure 4.3: Interaction Test Power of SPA3G, PC.DAV and PC.T.DAV (n
= 500, ρ1 = ρ2) - Power comparison of SPA3G (circles), PC.DAV (triangles), and
PC.T.DAV (pluses) under a range of MAFs and LD structures with fixed sample size
500, total genetic variance 0.2. Each result is based on 1000 replicates. α = 0.05.
(σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167).
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Figure 4.4: Interaction Test Power of SPA3G, PC.DAV and PC.T.DAV (n = 500,
ρ1 6= ρ2) - Power comparison of SPA3G (circles), PC.DAV (triangles), and PC.T.DAV
(pluses) under a range of MAFs and LD combinations with fixed sample size 500, total
genetic variance 0.2. Each result is based on 1000 replicates. α = 0.05. (σ2, τ21 , τ
2
2 , τ
2
3 ) =
(0.8, 0.017, 0.017, 0.167).
Chapter 5
Omnibus Kernel-based Tests for Gene-Gene
Interaction
This chapter extends the approaches developed in Chapters 3 and 4 by developing omnibus
approaches that use a combination of the unweighted PC kernel and the weighted PC
kernel. The omnibus approaches can provide near-optimal results under most simulated
conditions. First, we review related literature in Section 5.1. We describe the methodology
in section 5.2. Then, we describe simulation designs in section 5.3. The results are reported
in section 5.4. Section 5.5 presents the conclusions and discussion. In section 5.6, we apply
all of the kernel-based approaches we mentioned in this thesis to a study of age at natural
menopause (ANM) in the Framingham Heart Study.
5.1 Background
In general, when we use the Davies method for the kernel-based gene-level interaction
detection, selecting an appropriate kernel is essential. Based on our work in chapters 3 and
4, we recommend a PC interaction kernel for interaction tests with small or modest sample
sizes. The performance of unweighted and weighted PC interaction kernels depends on the
sparsity of interaction effects. Weighted PC interaction kernels have better power when the
interaction effects are sparse, while unweighted PC interaction kernels have better power
for non-sparse interactions. In practice, the information on sparsity is unknown.
Omnibus score tests are often useful when different tests are optimal under different
conditions [Pan and Shen, 2011; Cai et al., 2012; Lee et al., 2012b]. For example, for
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rare variant association tests, SKAT produces higher power than burden tests under many
conditions, but if the proportion of causal rare variants is large and in the same direction,
burden tests may be more powerful [Basu and Pan, 2011]. Lee et al. [2012b] derived a data-
adaptive method that is optimal for both scenarios. The optimal method corresponds to
a ”best” linear combination of SKAT and burden tests that maximizes the power. How to
determine the proportion parameter for the linear combination is challenging. The problem
of trying all possible combinations is that under the null hypothesis, the distribution of
the score statistic varies by the proportion parameter. A widely used but computationally
expensive method for approximating the null distribution of an omnibus approach is to
conduct permutation or resampling procedures [Cai et al., 2012; Lee et al., 2012b].
5.2 Methodology
We propose to combine the unweighted PC kernel described in section 3.2.2.2 and the
weighted PC kernel described in section 4.2 using a proportion parameter. Let n be the
number of subjects, Gj be an n × Lj genotypic matrix for Gene j(= 1, 2). Under the
null hypothesis of no interaction (H0 : τ
2
3 = 0), P01 = Σ
−1 − Σ−11(1TΣ−11)−11TΣ−1 and
Σ = σ2I + τ21K1 + τ
2
2K2; K1 and K2 are AM kernels for Gene 1 and Gene 2.
5.2.1 Grid Search Approach
Motivated by commonly used omnibus methods [Cai et al., 2012; Lee et al., 2012b], for
Gene j, set a grid of proportion parameters φj . For example, φj = {0, 0.5, 1}, the number
of proportion parameters B for gene j is 3. Under the null hypothesis of no interaction,
the score statistic is
Qb = y
TP01K12.bP01y
where Kj.b = (1 − φj.b)Kj.PC + φj.bKj.wPC is a linear combination of the unweighted PC
kernel (Kj.PC) and the weighted PC kernel (Kj.wPC) of Gene j, b = 1, 2, ..., B. K12.b =
K1.b ◦K2.b.
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Given B is the number of proportion parameters for each gene, there are B2 combi-
nations of K12.b and B
2 possible score statistics Qb in total. We compute the p-value for
each combination, and choose the score statistic with the smallest p-value. This approach
can be very powerful by selecting the best combination of kernels, but the computational
burden will be substantially increased with the number of kernel combinations and the
size of kernel matrix. Procedures to approximate the null distribution of the score statistic
Qb also require computationally intensive calculations [Lee et al., 2012b]. With current
processors, implementing this method for large numbers of gene-gene interaction tests is
time-consuming.
5.2.2 MaxT Approach
We propose the following omnibus approach to avoid time-consuming computation.
QMaxT = y
TP01K12.MaxTP01y
(1) Perform a single-marker univariate analysis for each SNP, tij is the absolute value
of the t statistic of the ith SNP in Gene j, i = 1, 2, ..., Lj . Let
t′ij =
tij∑Lj
i=1 tij
× Lj .
The weighting function of an unweighted PC kernel in Gene j is
W 1j =

1 0 ... 0
0 1 ... 0
... ... ... ...
0 0 ... 1

;
The weighting function of a weighted PC kernel in Gene j is
W tj =

t′1j 0 ... 0
0 t′2j ... 0
... ... ... ...
0 0 ... t′Ljj

.
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Note that
∑Lj
i=1 t
′
ij = Lj . Thus the unweighted PC kernel and the weighted PC kernel
are in the same scale.
(2) Let the proportion parameter
φj.MaxT = 1− 1max(t′ij) .
Since max(t′ij) will increase with sparsity, φj.MaxT also increases toward 1 as sparsity
increases.
(3) Kj.MaxT = (1 − φj.MaxT )Kj.PC + φj.MaxTKj.wPC is a linear combination of the
unweighted PC kernel (Kj.PC) and the weighted PC kernel (Kj.wPC) of Gene j.
(4) K12.MaxT = K1.MaxT ◦K2.MaxT .
Figure 5.1 displays the function plot of the proportion parameter φj.MaxT = 1− 1max(t′ij) .
Note that when number of SNPs per gene is 10, the possible maximum t′ij ranges from 1
to 10. When the max(t′ij) value is greater than 2, the proportion parameter is higher than
0.5.
Figure 5.1: Function Plot of the Proportion Parameter - Function plot of the pro-
portion parameter φj.MaxT = 1− 1max(t′ij) .
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5.2.3 AllT Approach
When interaction effects are sparse, we expect one or a few t′ijs to be large compared to
the others. In the most extreme case of a single interacting SNP pair, we expect one of
the t′ijs to equal Lj and the rest to equal 0. In contrast, when all SNPs interact, we expect
all t′ijs to equal 1. When the number of SNPs per gene is large, one value of maximum t′ij
cannot provide enough information to predict the sparsity of effects. As an alternative to
the MaxT approach, we propose the following omnibus approach that considers values of
all t′ijs.
QAllT = y
TP01K12.AllTP01y
(1) Calculate t′ijs following step (1) in section 5.2.2.
(2) For the extreme case of dense effects, assume t′ijs all equal to 1, obtain the cumulative
distribution of t′ijs, and calculate the area under the cumulative line, Area(i). For the
extreme case of sparse effects, assume one of the t′ijs equals Lj (number of SNPs per gene)
and the rest equal 0. Sort t′ijs in descending order, obtain the cumulative distribution of
t′ijs, and calculate the area under the cumulative line, Area(ii). Let Aj = Area(ii) - Area(i).
(3) For Gene j with Lj SNPs, sort t
′
ijs in descending order, obtain the cumulative
distribution for t′ijs, and calculate the area under the cumulative line, Area Bj .
(4) Cj = intersection of Aj and Bj .
(5) Let the proportion parameter φj.AllT = Cj/Aj . If Cj = Aj , φj.AllT = 1. If Cj = 0
then φj.AllT = 0. We expect Cj to be near 0 when Gene j has dense effects; i.e., when
many of the variants are interacting. We expect Cj to be near Aj when Gene j has sparse
interaction effects.
(6) Kj.AllT = (1 − φj.AllT )Kj.PC + φj.AllTKj.wPC is a linear combination of the un-
weighted PC kernel and the weighted PC kernel of Gene j.
(7) K12.AllT = K1.AllT ◦K2.AllT .
Figure 5.2 displays an example of how to calculate the proportion parameter for a gene
with 10 SNPs.
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Figure 5.2: An Example of AllT - Number of SNPs per gene = 10
(i): Extreme case of dense effects of Gene j, assume t′ijs all equal to 1.
Area(i) = Area under the cumulative line in plot (i).
(ii): Extreme case of sparse effects of Gene j, assuming one of the t′ijs equals Lj and the
rest equal 0, sort t′ijs in descending order.
Area(ii) = Area under the cumulative line in plot (ii).
(iii): Gene j with 10 SNPs, sort t′ijs in descending order.
(A): Aj = Area(ii) - Area(i).
(B): Bj = Area under the cumulative line in plot (iii).
(C): Cj = intersection of Aj and Bj .
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5.3 Simulation Design
The genotype and phenotype simulation procedures followed the procedures described in
Chapter 2. We compared the type I error and power of the unweighted PC interaction
kernel (PC.DAV) proposed in Chapter 3, the weighted PC interaction kernel (PC.T.DAV)
proposed in Chapter 4, and the omnibus approaches proposed in this Chapter for a range
of models described by Table 2.3 and Table 2.4, for the three interaction scenarios depicted
in Figures 2.1, 2.2 and 2.3.
We simulated genotypes and phenotypes for 500 unrelated subjects. For each subject,
we simulated two independent genes, each with 10 SNPs. Within each gene, LD structure
between adjacent variants in a gene was first-order auto-regressive (AR(1)), where the
correlation parameters ρ1 (for Gene 1) and ρ2 (for Gene 2) were 0 (no correlation), 0.5
(modest correlation) or 0.9 (strong correlation). We simulated genes with all less common
variants (mean MAF = 0.1) and all common variants (mean MAF = 0.4). We considered
all combinations of simulated LD (ρ1, ρ2) for the gene pairs: (0,0), (0,0.5), (0,0.9), (0.5,0.5),
(0.5,0.9) and (0.9,0.9).
We simulated models where the genetic contribution to the trait from the two genes
was 20% of the total phenotypic variance. The variance components for the two main
effects were set to be equal (τ21 : τ
2
2 = 1 : 1). To investigate the type I error rate, we
generated 10,000 sets of continuous phenotypes for each genotype set, and the proportion
of the genetic variance due to the interaction between the genes was set to be 0 (τ21 : τ
2
2 :
τ23 = 1 : 1 : 0). To investigate the power of proposed approaches, we generated 1000 sets of
continuous phenotypes for each scenario. We focused on the case with massive interaction
effects and negligible main effects, thus, the ratio among the genetic variance due to the
two main effects and the interaction effects were set to be τ21 : τ
2
2 : τ
2
3 = 1 : 1 : 10.
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5.4 Results
5.4.1 Type I Error
Tables 5.1 and 5.2 present the empirical type I error rates estimated for the omnibus
approaches MaxT and AllT under a range of MAF and LD combinations. For 10,000
replicates, the expected 95% confidence bounds are (0.046, 0.054), (0.008, 0.012), and
(0.004, 0.006) for nominal significance levels of 0.05, 0.01, and 0.005. Across all scenarios,
the simulation results suggest that when the sample size is 500, the empirical type I error
rates of both omnibus approaches are somewhat conservative but close to the nominal
significance levels of 0.05, 0.01, and 0.005.
Table 5.1: Type I Error Estimates of MaxT. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0). Sample size
= 500. Each result is based on 10,000 replicates.
(ρ1, ρ2) MAF α = 0.05 α = 0.01 α = 0.005
(0, 0)
0.1 0.035 0.007 0.004
0.4 0.041 0.008 0.003
(0.5, 0.5)
0.1 0.044 0.008 0.004
0.4 0.040 0.008 0.004
(0.9, 0.9)
0.1 0.041 0.008 0.004
0.4 0.046 0.009 0.004
(0, 0.5)
0.1 0.039 0.008 0.004
0.4 0.045 0.008 0.003
(0, 0.9)
0.1 0.039 0.008 0.004
0.4 0.045 0.008 0.004
(0.5, 0.9)
0.1 0.042 0.009 0.004
0.4 0.045 0.008 0.004
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Table 5.2: Type I Error Estimates of AllT. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0). Sample size
= 500. Each result is based on 10,000 replicates.
(ρ1, ρ2) MAF α = 0.05 α = 0.01 α = 0.005
(0, 0)
0.1 0.045 0.008 0.003
0.4 0.042 0.007 0.003
(0.5, 0.5)
0.1 0.044 0.008 0.004
0.4 0.040 0.008 0.004
(0.9, 0.9)
0.1 0.042 0.007 0.003
0.4 0.048 0.009 0.005
(0, 0.5)
0.1 0.040 0.009 0.004
0.4 0.046 0.009 0.004
(0, 0.9)
0.1 0.041 0.008 0.004
0.4 0.043 0.008 0.003
(0.5, 0.9)
0.1 0.045 0.009 0.004
0.4 0.043 0.007 0.004
To further explore the null distribution of the test statistics, we present the QQ plots
and genomic control λGC [Devlin and Roeder, 1999] for the two omnibus tests (Figures
5.3, 5.4, 5.5 and 5.6).
Overall, both MaxT and AllT approach tend to have λGC less than 1, suggesting
conservative p-values. The problem is most severe when the correlation parameters for the
two genes are different, and for lower allele frequencies.
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Figure 5.3: QQ Plots of MaxT (n = 500, ρ1 = ρ2) - QQ plots of the maxT method
under the null hypothesis of no interaction, with fixed sample size 500 and total genetic
variance 0.2. Each result is based on 10,000 replicates. Each dot represents a replicate.
(σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ1 = ρ2 = 0; (c), (d): ρ1 = ρ2 = 0.5; (e), (f): ρ1 = ρ2 = 0.9.
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Figure 5.4: QQ Plots of MaxT (n = 500, ρ1 6= ρ2) - QQ plots of the maxT method
under the null hypothesis of no interaction, with fixed sample size 500 and total genetic
variance 0.2. Each result is based on 10,000 replicates. Each dot represents a replicate.
(σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ1 = 0.5 and ρ2 = 0; (c), (d): ρ1 = 0.9 and ρ2 = 0; (e), (f): ρ1 = 0.9 and ρ2 = 0.5.
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Figure 5.5: QQ Plots of AllT (n = 500, ρ1 = ρ2) - QQ plots of the AllT method
under the null hypothesis of no interaction, with fixed sample size 500 and total genetic
variance 0.2. Each result is based on 10,000 replicates. Each dot represents a replicate.
(σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ1 = ρ2 = 0; (c), (d): ρ1 = ρ2 = 0.5; (e), (f): ρ1 = ρ2 = 0.9.
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Figure 5.6: QQ Plots of AllT (n = 500, ρ1 6= ρ2) - QQ plots of the AllT method
under the null hypothesis of no interaction, with fixed sample size 500 and total genetic
variance 0.2. Each result is based on 10,000 replicates. Each dot represents a replicate.
(σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0).
(a), (c), (e): Mean MAF = 0.1; (b), (d), (f): Mean MAF = 0.4.
(a), (b): ρ1 = 0.5 and ρ2 = 0; (c), (d): ρ1 = 0.9 and ρ2 = 0; (e), (f): ρ1 = 0.9 and ρ2 = 0.5.
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5.4.2 Statistical Power
We summarize the power at 0.05 significance level in a series of simulations for continuous
phenotypes. Figures 5.7 and 5.8 compare the power of the unweighted PC interaction
kernel described in chapter 3 (PC.DAV), the weighted PC interaction kernel from chapter
4 (PC.T.DAV), and the omnibus approaches for every simulated genotype and interaction
scenario for fixed sample size 500 and total genetic variance 0.2.
The properties of the PC.DAV approach and the PC.T.DAV approach have been dis-
cussed in previous chapters. For less common variants (mean MAF = 0.1), all three
methods have low power for the simulated effect size and a sample size of 500.
The comments below focus on the results of common variants (mean MAF = 0.4).
• With the densest interaction effects (interaction scenario: All), the unweighted PC
interaction kernel (PC.DAV) has the highest power among the three methods, the
weighted PC interaction kernel (PC.T.DAV) has the lowest power, and the omnibus
approaches (MaxT and AllT) have lower power than PC.DAV but higher power than
PC.T.DAV.
• With modest interaction effects (interaction scenario: Half), MaxT and AllT has
similar power with simply using the weighted PC interaction kernel (PC.T.DAV).
• With sparse interaction effects (interaction scenario: One), PC.DAV has the lowest
power among all three methods, and the power of the omnibus approaches (MaxT
and AllT) is almost as high as PC.T.DAV. In summary, the omnibus approaches
proposed in this chapter always have higher power than the method with the lowest
power. Therefore, we consider these two approaches ”near-optimal”.
5.5 Discussion
In summary, without prior knowledge, trying a grid search of the combinations of un-
weighted and weighted PC kernels has the highest probability to identify significant gene-
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Figure 5.7: Interaction Test Power of PC.DAV, PC.T.DAV and Omnibus Ap-
proaches (n = 500, ρ1 = ρ2) - Power comparison of PC.DAV (circles), PC.T.DAV
(triangles), MaxT (pluses), and AllT (diamonds) under a range of MAFs and LD struc-
tures with fixed sample size 500, total genetic variance 0.2. Each result is based on 1000
replicates. α = 0.05. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167).
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Figure 5.8: Interaction Test Power of PC.DAV, PC.T.DAV and Omnibus Ap-
proaches (n = 500, ρ1 6= ρ2) - Power comparison of PC.DAV (circles), PC.T.DAV
(triangles), MaxT (pluses), and AllT (diamonds) under a range of MAFs and LD combi-
nations with fixed sample size 500, total genetic variance 0.2. Each result is based on 1000
replicates. α = 0.05. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167).
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gene interactions. However, the more combinations we try, the longer the required com-
putation time. Further, approximating the distribution of the test statistic under null
hypothesis of this approach also requires complex computations, and possibly resampling
or permutation. Therefore, it is impractical to apply this approach for gene-gene interaction
identification.
The omnibus approaches, MaxT and AllT, have slightly conservative empirical type
I errors, without substantial additional computation. In nearly all simulation scenarios
examined, MaxT and AllT approaches have power between that of the weighted and un-
weighted PC interaction approaches, or, in a few cases, greater than both.
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5.6 Analysis of Framingham Heart Study Data
We apply the kernel-based gene-gene interaction tests to a study of age at natural
menopause (ANM) in the Framingham Heart Study. The Framingham Heart Study is
a prospective longitudinal study of cardiovascular disease and its risk factors in residents
of Framingham, Massachusetts. The study began in 1948 with the enrollment of 5209 men
and women, and has collected two additional generations of participants. Among the three
generations, there are 1550 independent women with genotype data and information about
age at natural menopause. Women who had surgical menopause (hysterectomy) or other
non-natural ends of menstruation are excluded. Most women in the third generation are
not old enough yet to experience menopause.
Large-scale genetic meta-analyses [Day et al., 2015; Stolk et al., 2012; Chen et al.,
2014] identified 44 genome-wide significant (P < 5 × 10−8) genomic regions including 54
independent common variants with minor allele frequency ranging from 7-49% associated
with ANM. Among the 44 genomic regions, eight genetic loci contained at least two signal
SNPs with suggestive evidence of association with ANM: BRSK1, DIDO1, FSHB, HELB,
MCM8, MSH5, SYCP2L, and UIMC1. We investigate the association between ANM and
the gene pairs among these eight genes. Table 5.3 describes the location and the number
of SNPs for each candidate gene region. For each of these genes, we identify all SNPs
within 100 kb from the start and stop position of the gene and selected the variants with
MAF> 0.05 in the FHS sample. Figures 5.9 - 5.16 present the pairwise SNP LD, measured
by the squared correlation of the alleles (R2) within each gene. The LD matrix patterns are
generated by a web-based application, LDlink [Machiela and Chanock, 2015]. The mean
pairwise R2 of the candidate genes range from 0.168 to 0.652.
We perform SPA3G and all proposed approaches for all postmenopausal women with
genotype and phenotype available. P-value results for the gene-gene interaction tests are
shown in Table 5.4. To further understand the interaction effects among candidate genes,
for each pair of SNPs between two different genes, we perform linear regression with a
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main effect for each SNP and an interaction term. Table 5.5 lists the smallest SNP-
SNP interaction test p values among candidate gene pairs. Before testing the SNP-SNP
interactions among candidate genes, we prune the SNPs within each gene by removing the
SNPs highly correlated with other SNPs. The LD threshold is set to be 0.81, thus, the R2
correlations among SNPs in the pruned SNP list are all less than 0.81. Table 5.6 lists the
smallest SNP-SNP interaction test p values among candidate gene pairs, containing only
signal SNPs identified by Day et al. [2015].
Based on our simulations under the null hypothesis of no interactions, with a sample size
1000, we expect SPA3G and AM.3MOM, using the method of moments, to have inflated
type I error rates, but when the sample size is as large as 2000, the p-values using MOM
follow the expected distribution (see Appendix A2.1 and A2.2), consistent with our results.
Thus, we expect that our sample size of 1550 may have modestly inflated type I errors.
On the other hand, using the Davies method with the AM interaction kernel (AM.DAV)
provides conservative results when the sample size is 2000 (see Appendix A2.3).
For all kernel-based methods mentioned in this thesis, after adjusting for multiple test-
ing using a Bonferroni correction, we observe no significant association between the ANM
and the interaction between selected gene pairs at the family-wise significance level of 0.05.
Among all of the 8 candidate genes, none of the signal SNP pairs has a p-value less than
0.002. For gene pair MCM8-SYCP2L, the smallest SNP-SNP interaction test p-value is
3.72×10−5 and the proportion of SNP pairs with interaction test p values < 0.05 is 10.43%.
For the other gene pairs, the smallest p values all greater than 0.0001, and the proportions
of SNP pairs with interaction test p values < 0.05 are all less than 10%. This suggests
that there may be some interaction effects between gene MCM8 and SYCP2L that are not
detected by the kernel-based methods described in this thesis. Future work will more ex-
haustively examine candidate gene interactions across genes that are in the same pathways
as the GWAS hits. We recommend conducting all possible kernel-based approaches in real
applications, and using kernel-based approaches as screening tools in candidate genes or
large-scale studies.
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Figure 5.9: pairwise LD plot of BRSK1
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Figure 5.10: pairwise LD plot of DIDO1
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Figure 5.11: pairwise LD plot of FSHB
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Figure 5.12: pairwise LD plot of HELB
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Figure 5.13: pairwise LD plot of MCM8
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Figure 5.14: pairwise LD plot of MSH5
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Figure 5.15: pairwise LD plot of SYCP2L
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Figure 5.16: pairwise LD plot of UIMC1
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Table 5.3: Candidate Genes Associated with ANM in Previous Analyses. SNPs with MAF
less than 5% are excluded in the analysis.
Gene Chr
No. of SNPs
(MAF >0.05)
MAF
Mean pairwise R2
Min Max Mean
BRSK1 19 67 0.054 0.489 0.187 0.385
DIDO1 20 126 0.064 0.472 0.252 0.288
FSHB 11 13 0.077 0.434 0.365 0.652
HELB 12 62 0.175 0.494 0.332 0.515
MCM8 20 73 0.051 0.497 0.126 0.278
MSH5 6 39 0.058 0.360 0.134 0.208
SYCP2L 6 227 0.055 0.497 0.281 0.168
UIMC1 5 103 0.058 0.499 0.313 0.478
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Table 5.4: P values for association analysis with ANM and the Interaction between Candi-
date Gene Pairs from the Framingham Heart Study, using SAP3G, AM.3MOM, AM.DAV,
PC.DAV, PC.T.DAV, MaxT, and AllT approaches.
Gene 1 Gene 2 SPA3G AM.3MOM AM.DAV PC.DAV PC.T.DAV MaxT AllT
BRSK1 DIDO1 0.334 0.325 0.510 0.681 0.933 0.863 0.793
FSHB 0.370 0.348 0.513 0.634 0.519 0.607 0.632
HELB 0.138 0.139 0.352 0.748 0.976 0.893 0.851
MCM8 0.318 0.301 0.469 0.638 0.912 0.877 0.809
MSH5 0.036 0.048 0.148 0.703 0.594 0.652 0.684
SYCP2L 0.211 0.207 0.433 0.835 0.724 0.776 0.817
UIMC1 0.363 0.350 0.487 0.325 0.348 0.344 0.334
DIDO1 FSHB 0.680 0.661 0.780 0.551 0.713 0.653 0.612
HELB 0.199 0.194 0.497 0.485 0.247 0.318 0.374
MCM8 0.383 0.360 0.639 0.331 0.160 0.180 0.234
MSH5 0.009 0.018 0.166 0.586 0.723 0.690 0.654
SYCP2L 0.413 0.399 0.615 0.240 0.098 0.111 0.145
UIMC1 0.107 0.111 0.368 0.131 0.083 0.093 0.104
FSHB HELB 0.594 0.548 0.542 0.647 0.409 0.507 0.552
MCM8 0.729 0.699 0.631 0.273 0.481 0.433 0.378
MSH5 0.057 0.072 0.170 0.542 0.506 0.490 0.498
SYCP2L 0.761 0.749 0.749 0.906 0.896 0.886 0.890
UIMC1 0.428 0.384 0.405 0.911 0.907 0.912 0.913
HELB MCM8 0.289 0.262 0.367 0.244 0.238 0.255 0.254
MSH5 0.012 0.025 0.052 0.177 0.160 0.168 0.168
SYCP2L 0.312 0.296 0.481 0.926 0.786 0.835 0.860
UIMC1 0.258 0.244 0.348 0.574 0.452 0.537 0.560
MCM8 MSH5 0.036 0.055 0.071 0.662 0.485 0.496 0.549
SYCP2L 0.543 0.510 0.640 0.215 0.925 0.787 0.564
UIMC1 0.625 0.590 0.605 0.699 0.568 0.671 0.721
MSH5 SYCP2L 0.089 0.097 0.248 0.322 0.449 0.406 0.385
UIMC1 0.126 0.126 0.166 0.751 0.621 0.687 0.715
SYCP2L UIMC1 0.409 0.389 0.496 0.320 0.151 0.187 0.215
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Table 5.5: The Smallest SNP-SNP Interaction Test P values among Candidate Gene Pairs
Gene 1 Chr1 SNPs2 Gene 2 Chr3 SNPs4 Pairs5 Number6 Proportion7 P8
BRSK1 19 12 DIDO1 20 20 240 4 1.67% 0.0036
FSHB 11 4 48 3 6.25% 0.0025
HELB 12 11 132 0 0% 0.0569
MCM8 20 13 156 6 3.85% 0.0112
MSH5 6 17 204 4 1.96% 0.0363
SYCP2L 6 59 708 15 2.12% 0.0034
UIMC1 5 13 156 1 0.64% 0.0238
DIDO1 20 20 FSHB 11 4 80 5 6.25% 0.0044
HELB 12 11 220 2 0.91% 0.0258
MCM8 20 13 260 4 1.54% 0.006
MSH5 6 17 340 16 4.71% 0.0116
SYCP2L 6 59 1180 25 2.12% 0.0064
UIMC1 5 13 260 17 6.54% 0.0001
FSHB 11 4 HELB 12 11 44 1 2.27% 0.0021
MCM8 20 13 52 3 5.77% 0.0149
MSH5 6 17 68 2 2.94% 0.0105
SYCP2L 6 59 236 9 3.81% 0.0062
UIMC1 5 13 52 0 0% > 0.05
HELB 12 11 MCM8 20 13 143 12 8.39% 0.0083
MSH5 6 17 187 11 5.88% 0.0013
SYCP2L 6 59 649 4 0.62% 0.0116
UIMC1 5 13 143 6 4.20% 0.007
MCM8 20 13 MSH5 6 17 221 14 6.33% 0.0018
SYCP2L 6 59 767 80 10.43% 3.72E-05
UIMC1 5 13 169 7 4.14% 0.0228
MSH5 6 17 SYCP2L 6 59 1003 28 2.79% 0.0021
UIMC1 5 13 221 4 1.81% 0.0327
SYCP2L 6 59 UIMC1 5 13 767 37 4.82% 0.0004
1 Chromosome for Gene 1
2 Number of pruned* SNPs in Gene 1
3 Chromosome for Gene 2
4 Number of pruned* SNPs in Gene 2
5 Number of SNP pairs tested between pruned SNPs in Gene 1 and Gene 2
6 Number of SNP pairs with interaction test p-values < 0.05
7 Proportion of SNP pairs with interaction test p-values < 0.05
8 Smallest SNP-SNP interaction test p-value between pruned SNPs in Gene 1 and Gene 2
* Only keep the SNP pairs with R2 correlations less than 0.81
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Table 5.6: The Smallest Signal SNP Pairwise Interaction Test P values among Candidate
Gene Pairs
Gene 1 Chr1 Position2 rsID3 Gene 2 Chr4 Position5 rsID5 P6
BRSK1 19 56320663 rs12461110 DIDO1 20 61549202 rs13040088 0.139
55833664 rs11668344 FSHB 11 30306440 rs6484478 0.002
56310228 rs2547274 HELB 12 66814466 rs7397861 0.119
56310228 rs2547274 MCM8 20 5941999 rs451417 0.062
56310228 rs2547274 MSH5 6 31729359 rs707938 0.036
56320663 rs12461110 SYCP2L 6 10951737 rs9393800 0.278
55833664 rs11668344 UIMC1 5 176378574 rs365132 0.186
DIDO1 20 61549202 rs13040088 FSHB 11 30306440 rs6484478 0.246
61289743 rs2236553 HELB 12 66735421 rs1183272 0.157
61549202 rs13040088 MCM8 20 5948227 rs16991615 0.153
61549202 rs13040088 MSH5 6 31729359 rs707938 0.065
61549202 rs13040088 SYCP2L 6 10951737 rs9393800 0.233
61549202 rs13040088 UIMC1 5 175956177 rs2241584 0.086
FSHB 11 30306440 rs6484478 HELB 12 66696410 rs3741604 0.189
30306440 rs6484478 MCM8 20 5941999 rs451417 0.178
30226528 rs11031006 MSH5 6 31729359 rs707938 0.170
30226528 rs11031006 SYCP2L 6 10951737 rs9393800 0.046
30226528 rs11031006 UIMC1 5 175956177 rs2241584 0.342
HELB 12 66696410 rs3741604 MCM8 20 5948227 rs16991615 0.097
66814466 rs7397861 MSH5 6 31525448 rs2230365 0.128
66814466 rs7397861 SYCP2L 6 10895260 rs6899676 0.113
66814466 rs7397861 UIMC1 5 176378574 rs365132 0.121
MCM8 20 5948227 rs16991615 MSH5 6 31525448 rs2230365 0.206
5941999 rs451417 SYCP2L 6 10951737 rs9393800 0.002
5948227 rs16991615 UIMC1 5 175956177 rs2241584 0.622
MSH5 6 31729359 rs707938 SYCP2L 6 10951737 rs9393800 0.212
31729359 rs707938 UIMC1 5 176378574 rs365132 0.261
SYCP2L 6 10895260 rs6899676 UIMC1 5 176378574 rs365132 0.375
1 Chromosome for Gene 1
2 Position of the signal SNP in Gene 1
3 rs ID of the signal SNP in Gene 1
4 Chromosome for Gene 2
5 Position of the signal SNP in Gene 2
6 rs ID of the signal SNP in Gene 2
7 Interaction test p-value of two signal SNPs
Chapter 6
Conclusions and future work
Section 6.1 concludes our research and Section 6.2 discusses future work.
6.1 Conclusions
This thesis investigates the power and type I error to provide insights on using the SPA3G
method and proposes additional methods for gene-gene interactions detection. For quan-
titative outcomes, we perform the analyses with various simulations of phenotyped and
genotyped subjects. Table 6.1 lists the properties of type I error and power for SPA3G and
the other approaches.
In Chapter 2, we study the properties of the SPA3G by comparing the type I error and
power with a SNP-based multiple regression (MR) model.
• With a sample size 500, the type I error rates of SPA3G are reasonable at the sig-
nificance level of 0.05, but severely inflated at the significance levels lower than 0.05.
However, when the sample size is larger, for example, 2000, the asymptotic p-values
follow the expected distribution.
• At the significance level of 0.05, SPA3G has higher power than the MR method when
interaction effects are moderate or strong.
• With sparse interaction effects, SPA3G has lower power than the MR method.
• SPA3G has low power for less common variants in the sample size of 500.
• The computational burden of SPA3G increases substantially with the sample size.
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In Chapter 3, given the shortcomings of the SPA3G method, we propose alternative ap-
proximation approaches to improve type I error. The score statistic could be approximated
as a scaled chi-square distribution using the method of moments or a mixed chi-square
distribution using the Davies method. If the score statistic is approximated as a scaled
chi-square distribution, we suggest performing higher moment adjustment (AM.3MOM)
rather than two-moment Satterthwaite method to obtain appropriate type I error rate. If
the score statistics are approximated as a mixed chi-square distribution, we propose to use
the Davies method. The choice of kernels also impacts the power. In this thesis, we use
Allele Matching (AM) kernels for simulation. Thus, we expect that analysis with the AM
kernel should produce the best power under most situations. With a small sample size,
using the Davies method with the AM interaction kernel (AM.DAV) produces severely con-
servative results. Therefore, we propose a PC interaction kernel that is not as sensitive to
the sample size, the number of interacting SNPs per gene or the LD structure (PC.DAV).
• The three-moment adjustment uniformly produces more conservative results than
the two-moment approach. At the significance level of 0.05, compared to SPA3G and
PC.DAV approaches, the type I error rates of AM.3MOM are relatively conservative.
For significance levels less than 0.05, AM.3MOM still tend to have excessive type I
error rates as does SPA3G.
• At the significance level of 0.05, AM.3MOM has slightly lower power than SPA3G, but
because of the conservative type I error rates at the 0.05 level, the power comparison is
not fair. Null distribution recalibration is needed to make the comparison equivalent.
• The PC.DAV approach produces reasonable type I error rates at significance levels
of 0.05, 0.01 and 0.005.
• Under most simulated conditions, PC.DAV has lower power than SPA3G, possibly
because the PC interaction kernel was not the kernel we used for phenotype simula-
tion.
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• For all three types of interaction scenarios (All, Half, and One), when all variants
are common and the levels of LD are strong, PC.DAV has the highest power, even
though the PC interaction kernel was not the simulation kernel.
In real life, sparse interaction effects are likely to be a more common occurrence than
dense interaction effects. Neither the AM.3MOM nor the PC.DAV approaches outperform
the SPA3G method in power with sparse interaction effects. In Chapter 4, to boost the
power when interaction effects were sparse, we suggest up-weighting the variants that are
most likely to interact.
• Our proposed approach, using the Davies method with the weighted PC interaction
kernel (PC.T.DAV) controlled type I error at the nominal significance level.
• Given well-maintained type I errors, with sparse interaction effects, PC.T.DAV has
higher power than PC.DAV and even the original SPA3G method under all simu-
lated conditions. In our simulations, the performance of unweighted or weighted PC
interaction kernels depends on the sparsity of interaction effects.
An important consideration is to how to select appropriate interaction kernels without
prior knowledge. In Chapter 5, we construct omnibus approaches MaxT and AllT, with
slightly conservative type I errors and near-optimal power under all simulated conditions,
without requiring time-consuming calculations.
In our real data analysis example, we apply SPA3G and all of the proposed approaches
to identify gene-gene interactions on age at menopause for postmenopausal women in the
Framingham Heart Study. We did not observe any statistically significant interactions in
the top genes identified by main-effects meta-analyses after adjusting for multiple testing.
6.2 Future Work
Our work has identified some limitations to gene-gene interaction analyses using kernel-
based tests. In future work, we hope to address these issues.
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Table 6.1: Summary of SPA3G and the other kernel-based approaches
Method Type I Error Power for Sparse Power for Dense
SPA3G
α = 0.05, OK
α < 0.05, inflated
not optimal
best except for
high LD
AM.3MOM
α = 0.05, conservative
α = 0.01, tend to be inflated
α < 0.01, inflated
comparison not
equivalent
comparison not
equivalent
AM.DAV very conservative NA NA
PC.DAV OK not optimal not optimal
PC.T.DAV OK best not optimal
MaxT slightly conservative near-optimal near-optimal
AllT slightly conservative near-optimal near-optimal
Computational efficiency is a major factor limiting the utility of kernel based gene-
gene interaction tests. For these tests, there are two variance components under the null
hypothesis, each consisting of a kernel for the main effects of one gene. The residual variance
and the variance components under the null hypothesis are unknown, and thus must be
estimated using an iterative method. Each iteration involves a kernel matrix inversion.
In particular, when the matrix is full rank and the dimensions of the matrix is large, the
runtime of the score test increases dramatically. Based on the properties of a kernel matrix,
this thesis uses the R function ”chol2inv” to invert a symmetric, positive definite square
matrix from its Cholesky decomposition. Compared to the R function ”solve” that directly
invert a square matrix, the inverse via the Cholesky decomposition is about twice as fast
as the direct inverse. In future work we will explore ways to speed up the matrix inversion.
Lippert et al. [2011, 2014] developed an approach to rewrite expensive matrix inverses and
determinants. The score tests were dramatically sped up when the kernels are low rank.
They made a kernel matrix to be low rank by taking the spectral decomposition of the
kernel matrix K and forcing some eigenvalues to zero. We may be able to speed up the
kernel-based approaches for gene-gene interaction tests using the same strategy.
Secondly, our present study has focused on the performance of gene-gene interaction
tests on continuous data. We plan to explore the performance of the approaches described
in this thesis for detecting the association between gene-based interaction and dichotomous
traits. Many screening-testing approaches have been designed for case-control studies where
100
the researchers were interested in identifying gene-gene interactions or gene-environment
interactions [Millstein, 2013; Kooperberg and LeBlanc, 2008; Murcray et al., 2009; Dai
et al., 2012; Lewinger et al., 2013]. Improving the gene-based interaction test power on
dichotomous data, using the screening approaches designed for case-control studies, is
another direction for our future research.
Thirdly, several statistical approaches have been proposed to detect the interaction
effects of rare variants in rare variants with dichotomous traits [Gibson, 2012; Fan and Lo,
2013; Zhao et al., 2015]. We will further investigate how to identify gene-gene interactions
with rare variants using our kernel-based approaches. Due to the low MAF of rare variants,
the sample sizes required for sufficient power to detect interaction effects are larger than
thoses needed for common variants. Based on current computational burden, we expect
an extraordinary time to run simulations for this investigation.
Finally, in practice, the top genes from a main-effects GWAS may not be the right
place to look for significant interactions. We are going to look at more sub-genome-wide
significance genes in our future research. If the computation is feasible in practice, we will
extend our approaches to whole genome-wide. The other major challenge of a genome-
wide gene-level interaction test is how to correct for multiple testing given the dependence
between gene pairs. One possbile approach is to conduct a correction based on the effective
number of independent tests [Cheverud, 2001; Nyholt, 2004; Gao et al., 2008]. Since our
studies do not consider covariates or background heritability, the simulated scenarios are
not realistic enough. We thus recommend to use our kernel-based approaches as screening
tools in candidate genes or large-scale studies.
Appendix
A1 Scree Plots
Figure A1.1: Scree Plot for an Interaction Test using the AM.DAV Approach (n
= 500, 100 SNPs per gene) - The figure shows the scree plot of nonzero eigenvalues
of the matrix P
1/2
01 K12P
1/2
01 for a typical replicate, K12 = K1 ◦ K2, where K1 and K2
are the Allele Matching kernels for Gene 1 and Gene 2. Sample size = 500. Number of
SNPs per gene = 100. The matrix P
1/2
01 K12P
1/2
01 looks like a non-full rank matrix, but it is
numerically full rank. The number of eigenvalues greater than 1 is 34, explaining 19% of
the total eigenvalue variance. The number of eigenvalues greater than 0.5 is 143, explaining
49.7% of the total eigenvalue variance. It is difficult to obtain a singularity threshold.
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Figure A1.2: Scree Plot for an Interaction Test using the PC.DAV Approach (n
= 500, 100 SNPs per gene) - The figure shows the scree plot of nonzero eigenvalues of
the matrix P
1/2
01 K12.PCP
1/2
01 for a typical replicate, K12.PC = K1.PC ◦K2.PC , where K1.PC
and K2.PC are the PC kernels for Gene 1 and Gene 2. For each gene, the PC kernel is
generated by the first two principal components. Sample size = 500. Number of SNPs per
gene = 100. The matrix P
1/2
01 K12.PCP
1/2
01 is not full rank, the first 4 eigenvalues explains
100% of the total eigenvalue variance.
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Figure A1.3: Scree Plot for an Interaction Test using the AM.DAV Approach (n
= 2000, 100 SNPs per gene) - The figure shows the scree plot of nonzero eigenvalues
of the matrix P
1/2
01 K12P
1/2
01 for a typical replicate, K12 = K1 ◦K2, where K1 and K2 are
the Allele Matching kernels for Gene 1 and Gene 2. Sample size = 2000. Number of SNPs
per gene = 100. The number of eigenvalues greater than 1 is 200, explaining 29.5 % of the
total eigenvalue variance. The number of eigenvalues greater than 0.5 is 513, explaining
43.7% of the total eigenvalue variance.
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Figure A1.4: Scree Plot for an Interaction Test using the PC.DAV Approach (n
= 2000, 100 SNPs per gene) - The figure shows the scree plot of nonzero eigenvalues of
the matrix P
1/2
01 K12.PCP
1/2
01 for a typical replicate, K12.PC = K1.PC ◦K2.PC , where K1.PC
and K2.PC are the PC kernels for Gene 1 and Gene 2. For each gene, the PC kernel is
generated by the first two principal components. Sample size = 2000. Number of SNPs per
gene = 100. The matrix P
1/2
01 K12.PCP
1/2
01 is not full rank, the first 4 eigenvalues explains
100% of the total eigenvalue variance.
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A2 QQ Plots for Sample Size 2000
Figure A2.1: QQ Plots of SPA3G (n = 2000) - QQ plots of the SPA3G method
under the null hypothesis, with fixed sample size 2000 and total genetic variance 0.2.
MAF=0.25, ρ = 0.5. Each result is based on 500 replicates. Each dot represents a replicate.
(σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0)
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Figure A2.2: QQ Plots of AM.3MOM (n = 2000) - QQ plots of the AM.3MOM
method under the null hypothesis, with fixed sample size 2000 and total genetic variance
0.2. MAF=0.25, ρ = 0.5. Each result is based on 500 replicates. Each dot represents a
replicate. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0)
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Figure A2.3: QQ Plots of AM.DAV (n = 2000) - QQ plots of the AM.DAV method
under the null hypothesis, with fixed sample size 2000 and total genetic variance 0.2.
MAF=0.25, ρ = 0.5. Each result is based on 500 replicates. Each dot represents a replicate.
(σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0)
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Figure A2.4: QQ Plots of PC.DAV (n = 2000) - QQ plots of the PC.DAV method
under the null hypothesis, with fixed sample size 2000 and total genetic variance 0.2.
MAF=0.25, ρ = 0.5. Each result is based on 500 replicates. Each dot represents a replicate.
(σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.1, 0.1, 0)
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A3 Boxplots of Absolute Values of the T Statistic
Figure A3.1: Boxplots of Absolute Values of the T Statistic (Scenario: All, ρ = 0)
- Interaction scenario: (SNP1−10)×(SNP11−20), ρ = 0, mean MAF = 0.4, total genetic
variance = 0.2, sample size = 500. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167). Results are
based on 1000 replicates.
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Figure A3.2: Boxplots of Absolute Values of the T Statistic (Scenario: Half,
ρ = 0) - Interaction scenario: (SNP1 − 5) × (SNP11 − 15), ρ = 0, mean MAF = 0.4,
total genetic variance = 0.2, sample size = 500. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167).
Results are based on 1000 replicates.
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Figure A3.3: Boxplots of Absolute Values of the T Statistic (Scenario: One,
ρ = 0) - Interaction scenario: SNP1 × SNP11, ρ = 0, mean MAF = 0.4, total genetic
variance = 0.2, sample size = 500. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167). Results are
based on 1000 replicates.
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Figure A3.4: Boxplots of Absolute Values of the T Statistic (Scenario: All,
ρ = 0.5) - Interaction scenario: (SNP1− 10)× (SNP11− 20), ρ = 0.5, mean MAF = 0.4,
total genetic variance = 0.2, sample size = 500. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167).
Results are based on 1000 replicates.
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Figure A3.5: Boxplots of Absolute Values of the T Statistic (Scenario: Half,
ρ = 0.5) - Interaction scenario: (SNP1− 5)× (SNP11− 15), ρ = 0.5, mean MAF = 0.4,
total genetic variance = 0.2, sample size = 500. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167).
Results are based on 1000 replicates.
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Figure A3.6: Boxplots of Absolute Values of the T Statistic (Scenario: One,
ρ = 0.5) - Interaction scenario: SNP1× SNP11, ρ = 0.5, mean MAF = 0.4, total genetic
variance = 0.2, sample size = 500. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167). Results are
based on 1000 replicates.
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Figure A3.7: Boxplots of Absolute Values of the T Statistic (Scenario: All,
ρ = 0.9) - Interaction scenario: (SNP1− 10)× (SNP11− 20), ρ = 0.9, mean MAF = 0.4,
total genetic variance = 0.2, sample size = 500. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167).
Results are based on 1000 replicates.
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Figure A3.8: Boxplots of Absolute Values of the T Statistic (Scenario: Half,
ρ = 0.9) - Interaction scenario: (SNP1− 5)× (SNP11− 15), ρ = 0.9, mean MAF = 0.4,
total genetic variance = 0.2, sample size = 500. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167).
Results are based on 1000 replicates.
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Figure A3.9: Boxplots of Absolute Values of the T Statistic (Scenario: One,
ρ = 0.9) - Interaction scenario: SNP1× SNP11, ρ = 0.9, mean MAF = 0.4, total genetic
variance = 0.2, sample size = 500. (σ2, τ21 , τ
2
2 , τ
2
3 ) = (0.8, 0.017, 0.017, 0.167). Results are
based on 1000 replicates.
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