Nonlinear differential-algebraic equations (DAE) are typically solved using implicit stiff solvers based on backward difference formula or RADAU formula, requiring a Newton-Raphson approach for the nonlinear equations or using Rosenbrock methods specifically designed for DAEs. Consistent initial conditions are essential for determining numeric solutions for systems of DAEs. Very few systems of DAEs can be solved using explicit ODE solvers. This paper applies a single-step approach to system initialization and simulation allowing for systems of DAEs to be solved using explicit (and linearly implicit) ODE solvers without a priori knowledge of the exact initial conditions for the algebraic variables. Along with using a combined process for initialization and simulation, many physical systems represented through large systems of DAEs can be solved in a more robust and efficient manner without the need for nonlinear solvers. The proposed approach extends the usability of explicit ODE solvers and removes the requirement of Newton-Raphson type iteration.
INTRODUCTION
When modeling physical phenomena, the representative system of equations often includes a combination of ordinary differential equations (ODEs), partial differential equations (PDEs), and algebraic equations (AEs). These phenomena often use PDEs as governing equations of the system that vary in both space and time. When discretizing these PDEs spatially, the system becomes a set of ODEs and AEs. The resulting set of equations is known as a system of differential algebraic equations (DAEs).
In physical systems, ODEs will typically represent most of the governing equations, while AEs act as constraints applied to the system ensuring that the solution accurately reflects the physical possibilities (e.g. conservation laws, boundary conditions, etc.). Systems of DAEs have been used to model real-world environments across a range of problems including large industrial processes (Pantelides et al., 1988 , Li et al., 2012 , predator-prey eco-systems (Li and Petzold, 2000) , electric power systems (Praprost and Loparo, 1996, Susuki et al., 2008) , and electrochemical environments. Computing solutions for systems of DAEs is important across a variety of fields. These systems combine algebraic states that act as constraints (nonlinear) on a set of ODEs, making the system more difficult to solve (Shampine et al., 1999) .
Many different solvers are available for computing systems of DAEs (Hindmarsh, 1980 , Berzins et al., 1989 , VanKeken et al., 1995 , Hairer and Wanner, 1996 , de Swart et al., 1998 , Wolfram, 2014 . More information on the method and solution procedure of several ODE/DAE solvers, are provided elsewhere (Cash, 2003 , Cellier and Kofman, 2006 , Methekar et al., 2011 . Solvers based on backward difference formula (DASKR/DASSL/GEAR) (Brown et al., 1994 , Brown et al., 1998 or implicit Runge-Kutta methods (RADAU IIA) (Hairer and Wanner, 1999) are efficient in solving nonlinear DAEs. Other approaches include semi-implicit methods (such as the BESIRK solver (Schwalbe et al., 1996) based on semi-implicit RK) and Rosenbrock methods (Michelsen, 1977 , Taylor, 1999 . However, semi-implicit methods still require consistent initial conditions (ICs) for algebraic variables. As of today, Maple TM , a symbolic programming language, solves nonlinear DAEs by either eliminating algebraic variables (when possible) or by differentiating the algebraic constraints and inverting the overall system to arrive at an explicit ODE of the form () d dt  y fy. In addition, many system solvers like DYMOLA (Dassault Systems, 2015) convert DAEs to ODEs by differentiation and then solve the resulting ODE system using DASSL (Petzold, 1982, Cellier and Kofman, 2006) , a solver that uses Newton-Raphson type iteration at each time step. In this paper, we show how explicit ODE solvers (such as Maple's rkf45 , a fourth-fifth order Runge-Kutta solver) can be used to solve nonlinear DAEs starting from inconsistent algebraic states. In addition, for stiff DAE systems, the method proposed in this paper is applied to Rosenbrock stiff solver typically used for stiff ODEs.
For a system of DAEs, a set of consistent ICs must be given in order to solve the system with standard solvers. Some solvers contain initialization routines that help to calculate consistent ICs from starting guesses. These routines add computational time and often require the additional use of solvers to obtain the ICs used by the primary DAE solver. By having a system that includes both ODEs and AEs, not all ICs offer a possible solution and inconsistent ICs will cause solvers to fail in many instances.
Knowledge of the governing equation and the underlying physics of the system can help in choosing consistent ICs.
In many cases though, consistent ICs for all of the variables are not known a priori and the effects of operating conditions and system parameters like rate constants or diffusion coefficients may also be unknown. Even small deviations from consistent ICs will cause the solver to fail (using standard solvers) (Methekar et al., 2011) . Leimkuhler et al. (1991) outlines the problem of obtaining consistent initial conditions for DAEs and shows examples of different initialization techniques.
The most basic IC estimates use non-physical approximations such as setting differential variable gradients to zero initially, creating solver inefficiencies for the few cases they may be able to solve (Leimkuhler et al., 1991) . An approach where the ICs of differential and algebraic variables were calculated separately was proposed by Dew and Walsh (1981) . outlined a method using an Euler backward step with a very small step size in order to obtain values very near the initial time. Berzins et al. (1989) combined both methods and expanded the Euler steps to try to provide a more flexible method. Lamour and Mazzia (2009) outlined a method that approximates the system's derivatives and can be used for systems of DAEs up to index-3. However, the method has some restrictions caused by the inner differentiations required for higher indexed systems. An optimization approach for finding ICs through successive linear programming has been proposed by Gopal and Biegler (1998) . While studies on general DAE solution methods, especially for higher order systems, remains an active area of research, some methods have focused on obtaining solutions for more specific cases rather than general sets of DAEs. Campbell proposed a Taylor series approximation for linear time-varying cases (Leimkuhler et al., 1991) . Other methods have focused on higher order DAEs. A Laplace transform method approach has been used to find initial values by Reissig et al. (2002) . A perturbation approach was applied over all variables by Garcia to solve index-3 DAE systems (Garcia, 2000) . This approach was modified by Methekar et al. (2011) to use a perturbation only on the required algebraic variables allowing for faster initialization of index-1 DAEs.
The approach outlined in this paper builds upon the two-step process of 1) Perturbation initialization as outlined in Methekar et al. (2011) and 2) DAE simulation based on the consistent ICs obtained from step 1 using explicit (or linearly implicit) ODE solvers. The proposed approach combines the two steps of initialization and by using a switch function (hyperbolic tangent function) to constrain the differential variables during the time when the perturbation approach finds consistent ICs for the algebraic variables.
This approach allows the initialization and simulation to be done continuously with a single solver. The proposed single-step approach increases the robustness of the solution method by allowing for larger perturbation values to be applied and increases the computational speed of the solvers while enabling explicit ODE solvers to solve nonlinear DAEs. The proposed approach does not require the use of nonlinear solvers which are common for many initialization subroutines used to find consistent ICs for algebraic variables that arise from nonlinear AEs. The method for applying a perturbation to the algebraic variables and the switch function to the differential variables is shown in the next section and examples using the method are outlined in the following sections. Included are examples outlining stiff electrochemical systems and an example is included of how the proposed approach can be used to solve implicit ODE systems after converting them into DAE form. Additionally, Appendix A includes the code for solving Example 1 for three different languages: Maple, MATLAB ® , and FORTRAN.
METHOD
A general DAE system (shown in semi-explicit form) is considered 
More details on the perturbation approach can be found in Methekar et al. (2011) Once in perturbed form, the AEs can be solved first (without any ODEs, but using the given ICs for the differential variables) to find consistent initial values for all algebraic variables. The algebraic variable values found from the perturbation approach will be consistent with the given differential variable ICs and the values can be used with the initial system of DAEs as ICs. When solving the system of DAEs, the set is solved in its initial form (in the example above, semi-explicit form), and the consistent ICs from initialization are provided. Using this approach provides an initialization routine that produces consistent ICs to be fed into the solver along with the original system. The initialization routine allows for a wider range of initial guesses to be used for the algebraic variables of the system. The perturbation value applied to the system must be small enough so that the converged value of the algebraic variables will be consistent. Larger perturbation values may not converge to consistent ICs. In addition, Maple cannot as of today solve systems of DAEs without first converting the system to ODEs, so even having consistent ICs for algebraic variables won't help in solving nonlinear DAEs.
The above procedure involves two steps: 1) initialization using a solver for obtaining the consistent ICs of the algebraic variables, and 2) the solution of the DAE system calling an additional solver and using the consistent ICs obtained from step 1. Instead of taking a two-step approach to initialization of algebraic variables and solving the complete system, in the proposed approach, a switch function is proposed and used to hold the differential variables static (constant) while the algebraic variables find consistent values using a perturbation approach and then the differential variables are unmasked and the system simulation begins in a continuous manner using the same solver. This single-step approach combines the initialization of the algebraic variables into the solution of the system, offering more robust solutions while reducing system stiffness by relaxing the requirement of the perturbation value. Note that in the proposed approach, the algebraic equations are converted to a perturbed ODE system and therefore many explicit solvers can be directly used (for example, Maple can handle the perturbed system as an ODE much better than the original DAE). In addition, Maple provides an option to call the ODE solver in compiled form which can be done in a single step minimizing the RAM requirement and the avoiding second calls to dsolve (Maple's inbuilt ODE solver). When running optimal control based on control vector parameterization or estimating parameters from experimental data, it is convenient and efficient to call a single dsolve procedure as opposed to two separate functional calls. Same behavior is observed in MATLAB as well.
The hyperbolic tangent (switch) function applied to the ODEs is formulated as
where q is a weighting factor determining the discreteness of the function, and t j is the time allowed for the perturbation approach to find consistent algebraic ICs. The value of t j will need to be scaled depending on the value of ε used for the perturbation. Subtracting t j from the total solution time provides the original (simulation) time variable. The switch function is applied to the ODEs as
The switch function allows for the derivative of the differential variables to be set to zero for the duration of the initialization of the algebraic variables and be set to the function f for the simulation after the initialization period. The adaptive solvers used on the system will find time steps as needed from time t = 0 to time = t j and will find the consistent IC for z. The ability of the switch function to approximate a discrete jump with a continuous function makes this approach useful for standard solvers. The representation of discrete events as continuous functions has been shown to be effective in simulation and the switch function approach has even been used to approximate discontinuities as continuous functions (Boovaragavan et al., 2010) . The continuous nature of the switch function also allows for minor corrections of the converged ICs at the end of the initialization time (beginning of the actual simulation time). This correction of the converged ICs allow for less restrictive perturbation values to be used in this approach when compared to the two-step approach. In our experience, the proposed approach also saves a considerable amount of time taken in stopping the solver after initialization, substituting the consistent initial values, and starting the ODE solver again for simulating the entire system of DAEs. Additionally, this method can reduce the time required to properly format the set of equations for solving. With this method, the system of DAEs (Eqs. (2.1) & (2.2)) can be restructured as a single-step ODE system shown by:
A schematic qualitatively describing the stages of the single-step approach is shown in Figure 1 . Consider the system below where y is the differential variable and z is the algebraic variable:
For the example here, we will set the differential variable IC at (0) 0.25 y  
This function is applied to the right hand side of the differential equation so that
And a perturbation will be applied to the algebraic equation such that
The system of Eqs. (3.6) & (3.7) can now be solved with an explicit (or linearly implicit) ODE solver.
The IC of the algebraic variable does not have to be known a priori, but rather the combination of the switch function and perturbation will allow the IC for the algebraic variable to reach its consistent value during the first second of the solution because T H will be 0, holding the differential variable constant during this initialization. After one second, T H will switch to the value one (see Figure 2) , and the solution of the complete system will begin based on the initialized conditions. A reasonable initial guess must still be provided for the starting value of z. The time of initialization must be removed from the solution time in order to achieve the real simulation time of the system. In the example cases, the initialization time is shown as negative time in the figures and the real simulation time of the problem is shown as positive.
Smaller values of ε will increase the accuracy of the converged value ensuring that the converged value can be used as a consistent IC, but a smaller ε will also increase the stiffness of the system.
Applying larger ε will reduce the stiffness, but will also decrease the accuracy of the converged value.
When ε becomes large enough, the converged value will no longer work as a consistent IC for the system of DAEs. The single step approach allows for a correction to the converged value at the end of initialization because of the continuous nature of the switch function. As the ODE variables begin to be solved, the converged value of the algebraic variables (as well as the IC for the differential variables) can correct to consistent values. This correction will introduce a small amount of error, but allows for a much more robust approach to solving by increasing the allowable converged value for the algebraic variables which will still solve the system. 
Example 2: Wu and White Problem
An example of a two equation system representing a thin film nickel hydroxide electrode described in Wu and White (2001) is studied during the charging process. This system can cause difficultly in determining consistent ICs. The system is represented by the equations (Methekar et al., 2011) 1
Where,
The parameters of the system are given in Table 1 . The differential variable y represents the nickel hydroxide mole fraction and the algebraic variable z represents the potential difference at the solid liquid interface.
In a discharged state, the mole fraction of the nickel hydroxide is estimated to be (0) 0.05 y  (3.12)
Under the algebraic constraint, the consistent IC for the potential must be (0) 0.350236 z  (3.13) (Several imaginary roots are solutions to the algebraic constraint, but these are non-physical solutions, so they are not useful for the electrode equations shown here). When deviating from the consistent ICs, many initialization routines and solvers fail to obtain a solution. Table 2 shows the range of possible ICs for the algebraic variable that provide a solution for different solvers and approaches including the proposed single-step approach. Under normal conditions (no initialization), these solvers require initial guesses that are very close to the consistent values. The proposed single-step approach greatly widens the possible range of ICs. The solution for a full charge of the electrode is shown in Figure 6 (with an initial guess z(0)=0.7). For systems where the ICs are not easily available or obvious from the physical system, the expanded range of possible initial guesses is important for obtaining a solution. As mentioned before a compiled single procedure can be obtained for a nonlinear DAE system with this approach just like a procedure for ODEs. This helps improve the efficiency and robustness for inverse optimization problems (optimal control and parameter/state estimation).
Example 3: Implicit ODE converted to DAE solved with Explicit Solver
The proposed approach can also be used to solve implicit ODEs. Consider the implicit ODE: 
This problem cannot be directly solved using explicit solvers. 
This adds a variable z, allowing the proposed approach to be used. The proposed approach is applied to Eq. (3.15) and (3.16) leading to: The converged value for z(0) from the initialization portion of the solver is 0.550.
Example 4: Partial Differential Equation Discretized to DAEs
When PDEs are discretized they can create a system of DAEs. Though ∂z/∂t is not present in the system, z changes with time as y changes with time. The model can be solved using numerical method of lines (White, 2010) which will discretize the spatial derivatives over a series of node points between the system's boundaries. When discretizing for the spatial variable the system becomes:
where h is the length between node points. And the boundary conditions become: (3.27) where N is the number of interior node points of the system. Converting to the proposed approach the system equations become:
1 1 2 1 tanh 1000( 1) 22
And the boundary equations are:
  For standard solvers the system cannot be solved for a large number N using explicit solvers (i.e., one cannot convert this system of DAEs to explicit ODEs of the form dy/dt = f. Maple's dsolve, even with consistent ICs (y i (0)=1 and z i (0)=0), cannot solve the system for N greater than 5. Maple aims to convert the DAE system to an explicit ODE system of the form dy/dt =f and fails for larger values of N. However using the single step proposed approach loosens the restrictions on the number of interior node points and increases the solving speed in Maple without having to use solvers involving Newton type iterations.
Larger values of N may be required for higher accuracy and better convergence. Figure 8 shows the value of y at x=0, 1/3, 2/3, and 1 for N=2 and N=11 with ε=1x10 provides Maple with an approximate ODE that it can solve directly. At N=5 the proposed approach solves in 159ms using Maple dsolve, over an order of magnitude faster than the standard techniques inbuilt in Maple.
Example 5: Finite Difference Single Particle Lithium-ion Battery Model
Even when discretizing systems of PDEs that contain time derivatives in all the governing equations, the boundary conditions can yield algebraic equations. Our last example shows this case through a lithium-ion battery system. The single particle model (SPM) is used to describe the electrochemistry occurring in an intercalation based secondary battery (Santhanagopalan et al., 2006 , Ramadesigan et al., 2012 . The SPM has been used to model battery cycling and is a good model for batteries with thin electrodes and low charge and discharge rates (Pinson and Bazant, 2013, Northrop et al., 2014) The parameters for the system are given in Table 3 . The model can be solved using numerical method of lines which will discretize the spatial derivatives over a series of node points, N, within the particle, while the time derivative will remain. This discretization will create a DAE system with 2N differential equations and 4 algebraic equations (the boundary conditions). The system can be solved for the concentration of lithium at every node point in the electrodes and then the electrode potentials, Φ, can be determined from the electrode surface concentrations. In a discharged state the initial concentration for lithium throughout the electrodes will be: This model system written in finite difference form (using second order central difference approach) and applying the single-step approach becomes
, 1 , 2 2 2 11 2 tanh 1000( 1) 22
With boundary conditions converted using second order 3 point forward and backward differences as
Results for the concentration values (five internal node points) are shown in Figure 9 . Using the Rosenbrock stiff solver in Maple, the system can be solved for a complete 1C rate charge with up to 58 internal node points when not applying the proposed approach before the solver fails due to memory constraints. Note that Rosenbrock methods for DAE require additional constraints to satisfy the order requirement (Schneider, 1991, Hairer and Wanner, 1996) . By using the proposed single-step approach, the same system under the same memory constraints can be solved for over 2,500 internal node points.
The proposed approach reduces the computational burden on the solver and allows for larger systems to be solved thereby facilitating more accurate results. Table 4 shows the solving speed for simulating the lithium concentration throughout the electrode particles for a range of node points. The ICs for both cases were given as shown in Eq. (3.35). The switch function was applied with t j =1 and q=1000 (same as previous examples) and the perturbation value was 
DISCUSSION
The single step initialization and simulation approach has been tested on other electrochemically based battery models. The proposed approach was used on the porous electrode pseudo two dimensional model outlined in Northrop et al. (Northrop et al., 2011) . For one complete constant power charge, a collocation of 15,6,15 (resulting in 123 AEs and 92 ODEs) was solved using electrode pseudo two dimensional model and single-step approach was also used to solve dynamic discharging of a battery occurring from electric vehicle driving (Lawder et al., 2014) . The dynamic current increased system stiffness causing other solvers to fail, especially when solving over long times and multiple cycles, but the single-step approach was able to overcome the continuously changing input current values.
Note that the method described should not be necessarily viewed as better or more robust compared to DASKR/IDA/DASSL/GEAR or RADAU. However, the proposed approach enables explicit solvers to handle nonlinear DAEs. As of today, Maple does not have a nonlinear DAE solver (all of its DAE solvers convert DAEs to explicit ODEs before solving). Similar situations are seen in large scale system simulators (DYMOLA). The proposed approach provides an iteration free alternative for solving nonlinear DAEs without knowing consistent initial conditions for the algebraic variable.
Additionally, the proposed approach has been used to solve index-2 systems of DAEs in some cases.
Index-2 systems of DAEs can be approached by differentiating the perturbed AEs twice in order to provide a system in which the perturbed equation is a function of the algebraic variable. Future work will include assessing the strength of extending the proposed single-step approach to index-2 systems of DAEs generally.
The proposed approach was tested under different numerical schemes. Table 5 
CONCLUSIONS
A new method is proposed to enable explicit (and linear implicit) ODE solvers to solve nonlinear
DAEs. This method makes use of a switch function for the ODEs and combines both the initialization and simulation for systems of DAEs. The single-step approach decreases stiffness for initialization when compared to the two step perturbation initialization and system solving. In addition, the single-step method reduced the strict requirement on required initial guesses for algebraic ICs when compared to standard solvers, allowing consistency to be met under more cases. The continuous nature of the switch function allows for correction of inconsistent converged ICs that occurs under large perturbation values.
This extension of allowable consistent converged ICs helps to expand the robustness of the single-step method. This single-step approach can be applied when a system of DAEs face difficulty with initialization under standard solvers without having to call a separate solver for initialization purposes only. Examples show the approach being applied in mathematical and physically representative situations.
The approach has been tested for large, physically representative systems and has decreased the computational time required to study these systems. Importantly, the proposed approach provides an iteration free alternative to stiff solvers like DASKR and RADAU for solving DAEs when consistent initial conditions are unknown.
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The authors thank the United States Department of Energy (DOE) for the financial support for this work though the Advanced Research Projects Agency -Energy (ARPA-E) award #DE-AR0000275. Berkeley National Lab, 2014 . tj=1; q=1000; epsilon=0.01; ff=(1/2+1/2*tanh(q*(t-tj))); %Converting the variables from Example 1, y->y(1), z->y(3), and dy/dt->y(2) %y(2) must be used because ode15s must be of the form Mf(t,y')=f(t,y) %Based on the Mass Function, M, Eq1 will equal the derivative of y(1), Eq2 %will equal zero, and Eq3 will equal the derivative of y(3) Eq1=y(2); Eq2=y(2)-(-y(1)^2+y(3))*ff; Eq3=-2*y(2)*(y(3)^0.5)*sin(y(1))+2*cos(y(1))*(y(3)^0.5)/epsilon-2*y(3)/epsilon; res = [Eq1;Eq2;Eq3;]; return End Matlab Code 3. Fortran Code (using RODAS solver which is a Rosenbrock method solver) In order to run the Fortran driver, you will also need download the RODAS solver, DECSOL linear algebra routines, and DC_DECSOL subroutines which are available free at http://www.unige.ch/~hairer/software.html This code was compile using Compaq Visual Fortran 6 C * * * * * * * * * * * * * * * * * * * * * * * * * C ---DRIVER FOR ROSENBROCK CODE RODAS C * * * * * * * * * * * * * * * * * * * * * * * * * c link dr_rodas rodas decsol dc_decsol c link dr_rodas rodas lapack lapackc dc_lapack 
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End Fortran Code
End of Appendix A
