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An explicit construction of the Quillen
homotopical category of dg Lie algebras
Boris Shoikhet
Abstract
Let g1 and g2 be two dg Lie algebras, then it is well-known that the L∞ morphisms
from g1 to g2 are in 1 − 1 correspondence to the solutions of the Maurer-Cartan
equation in some dg Lie algebra k(g1, g2). Then the gauge action by exponents of the
zero degree component k(g1, g2)
0 on MC ⊂ k(g1, g2)
1 gives an explicit ”homotopy
relation” between two L∞ morphisms. We prove that the quotient category by this
relation (that is, the category whose objects are L∞ algebras and morphisms are L∞
morphisms modulo the gauge relation) is well-defined, and is a localization of the
category of dg Lie algebras and dg Lie maps by quasi-isomorphisms. As localization
is unique up to an equivalence, it is equivalent to the Quillen-Hinich homotopical
category of dg Lie algebras [Q1,2], [H1,2]. Moreover, we prove that the Quillen’s
concept of a homotopy coincides with ours. The last result was conjectured by
V.Dolgushev [D].
1 Introduction
1.1
Let C be a small category, and let S ⊂ Mor(C) be a set of morphisms. In many problems
it is useful to construct a localized category S−1C and a functor PS : C → S
−1C which
obey the following properties:
1. for any morphism s ∈ S, the morphism PS(s) is invertible,
2. any other functor F : C → X which maps any morphism s ∈ S to an invertible
morphism, can be decomposed F = G ◦ PS where the functor G : S
−1C → X is
uniquely defined.
If the category S−1C exists, it is unique up to an equivalence of categories.
For any S, there is a general construction of S−1C, which is a big category. This
construction goes as follows.
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Recall that a diagram scheme T is a set of objects Ob(T ) and a set of morphisms
Mor(T ) with no compositions. For each morphism m ∈ Mor(T ) there defined its be-
ginning α(m) and its end β(m). One can attach a diagram scheme to each category
forgetting the compositions.
For each diagram scheme, one associates a category of paths P(T ) as follows:
Ob(P(T )) = Ob(T ), and the morphisms Mor(A,B) are all paths, that is all the se-
quences t1, . . . , tk ∈ Mor(T ) such that α(t1) = A, β(tk) = B, and for 1 ≤ i < k one has
α(ti+1) = β(ti). The composition is the composition of paths.
With a small category C and a set S ⊂ MorC, one associates a diagram scheme
T with the set of objects ObC, and the set Mor(T ) = Mor(C) ⊔ S. We denote by
i : Mor(C)→ Mor(T ) and j : S → Mor(T ) the natural imbeddings to the first and to the
second components. For the first component, we define α(m) and β(m) as the beginning
and the end in the category C, and for the second component we define α(s) as the end
of s in C, and β(s) as the beginning of s in C. Then we have the category of paths P(T ).
By definition, the category S−1C has the same objects as P(T ) (and, therefore, the
same as C), and the morphisms is the quotient of the morphisms in P(T ) by the following
relations:
(i) i(m1) ◦ i(m2) = i(m1 ◦m2) if the composition m1 ◦m2 in C is defined,
(ii) IdC(a) = IdP(T )(a) for any object a,
(iii) i(s) ◦ j(s) = Id, j(s) ◦ i(s) = Id, for any s ∈ S.
One easily sees that the conditions 1 and 2 above are satisfied.
The lack of this construction is that in this way in general we get a category with
the morphisms forming as a set a higher universe than the morphisms in C, that is, a big
category. In particular, it is impossible to answer any direct question, for example, is a
diagram commutative or not.
Sometimes the category S−1C is small. It can be seen only by an alternative more
direct construction. The most known case is the construction of the derived category
of an Abelian category. In this example the category C is the category of complexes in
the Abelian category, and the set S is the set of quasi-isomorphisms, that is, maps of
complexes inducing isomorphism on cohomology. This construction uses essentially that
the set of morphisms between any two objects is an Abelian group (or a vector space).
1.2
There are many examples in which the set of morphisms is not an Abelian group, like in
the category of topological spaces, where S could be the set of homotopical equivalences.
As more advanced example, one can consider the category of associative (or commutative)
dg algebras, where S is the set of maps of algebras which are quasi-isomorphisms of
complexes. More generally, one can consider the category of dg modules over an operad,
with S equal to the set of quasi-isomorphisms.
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The problem is the same–to construct explicitly the category S−1C as a small cat-
egory, such that a question of the commutativity of diagrams can be effectively solved.
This is done by Quillen [Q1,2], who introduced concept of a closed model category. We
recall his construction in Section 3. The idea is to axiomatize some data in the category
C and in S, such that the quotient category could be considered as the homotopical cat-
egory of topological space. The problem is to derive the concept of homotopy, such that
the quotient category with the same objects and the morphisms equal to the quotient
sets by the homotopy relation is a localization, in particular, the morphisms in S are
invertible in the quotient category. Note that this homotopy relation it is not easy to
derive, it does not follow directly from the set S, and the possibility to deal with dg
algebras as with topological spaces was a remarkable invention.
In the Quillen construction, this homotopy relation is not very explicit. Our goal in
this paper is to derive this relation in the category of dg Lie algebras explicitly. Our
construction can be generalized for the category of dg modules over any Koszul operad.
Note that we should work with unbounded complexes, while Quillen [Q1,2] considered
only bounded complexes. For the unbounded case, the construction was generalized by
Hinich [H1,2].
1.3
The paper is organized as follows.
Section 2 contains a definition of the homotopy relation between two L∞ morphisms
for dg Lie algebras; here we prove that the quotient category Homdg by this homotopy
relation is well-defined,
Section 3 contains some straightforward generalizations of some results of Section 2
to the case of L∞ algebras,
In Section 4 we prove that if an L∞ morphism between two dg Lie algebras is an
L∞ quasi-isomorphism, it is homotopically invertible, that is, invertible in the category
Homdg; we also note here that for general L∞ algebras this is (probably) not true,
Section 5 contains a proof of the universal property (2) of Section 1.1 for the category
of dg Lie algebras and quasi-isomorphisms; the results of Sections 4 and 5 together show
that the category Homdg is a localization of the category of dg Lie algebras and dg Lie
maps by quasi-isomorphisms. As the localization is unique up to an equivalence, the
category Homdg coincides with the Quillen homotopical category; moreover, we prove
that our relation of homotopy coincides with the Quillen’s one.
The paper is completely independent on closed model categories, any knowledge on
them is not supposed. We tried to write a paper understandable for a reader without
any special background.
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2 The homotopy relation
Consider the category Ldg of dg Lie algebras and L∞ maps. In this Section we introduce
a homotopy relation between two morphisms in this category.
Let g1 and g2 be two dg Lie algebras. Here we recall (see, e.g. [H1], [Kel2], [D]) the
construction of a dg Lie algebra k(g1, g2) such that the solutions of the Maurer-Cartan
equation in k1(g1, g2) are in 1−1 correspondence with the L∞ morphisms from g1 to g2.
As a dg vector space,
k(g1, g2) = Hom(C+(g1,C), g2)
where homomorphisms are taken over the ground field (we always suppose that it is the
field of complex numbers). Here C(g1,C) is the chain complex of the dg Lie algebra g1, it
is naturally a counital dg coalgebra, and C+(g1,C) is the kernel of the counit map. When
g1 is usual Lie algebra concentrated in degree 0, C+(g1,C) is Z<0-graded dg coalgebra.
Define now a Lie bracket on k(g1, g2). Let θ1, θ2 ∈ k(g1, g2) be two elements. Their
bracket [θ1, θ2] is defined (up to a sign specified below) as
C+(g1,C)
∆
−→ C+(g1,C)
⊗2 θ1⊗θ2−−−−→ g2 ⊗ g2
[,]
−→ g2 (1)
where ∆ is the coproduct in C+(g1,C) and [, ] is the Lie bracket in g2. It follows from
the cocommutativity of ∆ that in this way we get a Lie algebra. When g1 is finite-
dimensional, the bracket reduces to the usual bracket
[m1 ⊗ g1,m2 ⊗ g2] = (−1)
deg g1·degm2(m1m2)⊗ [g1, g2] (2)
on the product m ⊗ g of a (graded) commutative dg algebra m with a Lie algebra
g. The sign rule (2) guarantees that if one uses the Koszul sign rules in g, that is,
[g1, g2] = (−1)
deg g1 deg g2+1[g2, g1], then m⊗ g also obeys the Koszul sign rule.
An element F of degree 1 in k(g1, g2) is a collection of maps
F1 : g1 → g2
F2 : Λ
2(g1)→ g2[−1]
F3 : Λ
3(g1)→ g2[−2]
. . .
(3)
and the Maurer-Cartan equation dkF +
1
2 [F,F ]k = 0 is the same that the collection {Fi}
are the Taylor components of an L∞ map which we denote also by F . Note that the
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differential in k(g1, g2) comes from 3 differentials: the both inner differentials in g1 and
g2, and from the chain differential in C+(g1,C).
Now for any dg Lie algebra g, the solutions of the Maurer-Cartan equation form a
quadric in g1, and g0 acts on this quadric by vector fields. Namely, each X ∈ g0 defines
a vector field
dF
dt
= −dX + [X,F ] (4)
It can be directly checked that this vector field indeed preserves the quadric.
In our case, this vector field can be exponentiated to an action on the pro-nilpotent
completion on k. This action gives our homotopy relation on L∞ morphisms.
More precisely, an element H of degree 0 in k is a collection of maps
H1 : g1 → g2[−1]
H2 : Λ
2(g1)→ g2[−2]
H3 : Λ
3(g1)→ g2[−3]
. . .
(5)
We can rewrite (4) as:
d(F + dk)
dt
= [H,F + dk] (6)
Then
FH + dk = exp(ad(H))(F + dk) (7)
from where we find an explicit formula:
FH = exp(ad(H))(F ) + f(H)(dkH) (8)
where f(z) = (exp(z)− 1)/z.
We say that two L∞ morphisms F1, F2 from g1 to g2 are homotopic if F2 = (F1)H
for some H as above.
It is clear that it is an equivalence relation. Namely, the reflexivity is clear, as well as
the symmetry. To prove the transitivity, we should use the Campbell-Baker-Hausdorff
formula, and it goes without problems.
We are going to prove that this relation is compatible with the composition of L∞
morphisms.
Firstly recall the following lemma:
Lemma. Let g1 and g2 be two differential graded Lie algebras, and U : g1 → g2 be
an L∞ morphism. Then for any solution γ ∈ g
1
1 of the Maurer-Cartan equation the
L∞ morphism U defines a solution U∗(γ) ∈ g
1
2 of the Maurer-Cartan equation in g2.
Moreover, if two solutions γ1 and γ2 obtained one from another by the exponentiated
action of x ∈ g01, the solutions U∗(γ1) and U∗(γ2) are also obtained one from another
by the exponentiated action of an element U∗(x) ∈ g
0
2. That is, the map U∗ maps gauge
equivalent solutions of the Maurer-Cartan equation to gauge equivalent ones.
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Proof. An L∞ algebra structure on g is by definition the same that a vector field Q of
degree +1 on the space g[1] such that [Q,Q] = 0. One can speak on zeros of this odd
field Q. Namely, in usual situation a vector field v on some space X vanishes in a point
p ∈ X iff for any function f in the neighborhood of p the value v(f) vanishes at p. The
same definition works in the odd case as well. Let g be a dg Lie algebra. One can prove
that the Maurer-Cartan quadric is the same that the zero locus of the corresponding
field Q. Moreover, by definition, an L∞ morphism is a Q-equivariant map, and therefore
it maps a point on the zero locus of Qg1 to a point on the zero locus of Qg2 . Thus, a
solution of the Maurer-Cartan equation is mapped by an L∞ map to a solution of the
Maurer-Cartan equation.
In the Taylor components, the formula for U∗(γ) is
U∗(γ) = U1(γ) +
1
2
U2(γ, γ) + ...+
1
n!
Un(γ, . . . , γ) + . . . (9)
By the same reasons, an L∞ map maps a vector field tangent to the Maurer-Cartan
quadric to a tangent vector field. If the first tangent vector field is corresponded to an
element x ∈ g01, the second one is corresponded to the element
U∗(x) = U1(x) + U2(x, γ) +
1
2
U3(x, γ, γ) + ...+
1
n!
Un+1(x, γ, . . . , γ) + . . . (10)
Now we are going to prove the following proposition:
Proposition. Let g1, g2, g3 be two dg Lie algebras, and let F : g1 → g2 and G : g2 → g3
be two L∞ morphisms. Suppose that F1 = FH and G1 = GU for some homotopies
H ∈ k0(g1, g2) and U ∈ k
0(g2, g3). Then G1 ◦ F1 = (G ◦ F )X for some homotopy
X ∈ k0(g1, g3).
Proof. The maps F and G define the following diagram of L∞ morphisms:
k(g1, g3)
k(g2, g3)
F !
88rrrrrrrrrr
k(g1, g2)
G!
ffLLLLLLLLLL
(11)
Now we consider G as a solution of the Maurer-Cartan equation in k(g2, g3) and F as a
solution of the Maurer-Cartan equation in k(g1, g2). Then
(F !)∗(G) = (G!)∗(F ) = G ◦ F (12)
where G◦F is the composition of F and G considered as a solution of the Maurer-Cartan
equation in k(g1, g3).
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Then for any homotopies H and U as above, it follows from the Lemma that
(F !)∗(GU ) ∼ (F
!)∗(G) = (G!)∗(F ) ∼ (G!)∗(FH)
where ∼ stands for the gauge equivalence of the solutions of the Maurer-Cartan equation.
This means that GU ◦ F ∼ G ◦ FH which immediately implies the statement of
Proposition.
The Proposition implies that the homotopical equivalence between L∞ morphisms is
compatible with the composition. We define the category Homdg as follows: its objects
are differential graded Lie algebras, and its morphisms are L∞ morphisms modulo the
homotopy relation.
We prove in Section 2.3 the following theorem:
Theorem 1. Any L∞ quasi-isomorphism between two dg Lie algebras is invertible in
the category Homdg
It is clear that if an L∞ morphism is invertible in Homdg, it is an L∞ quasiisomor-
phism.
Before proving the theorem, we generalize some of the constructions of this Section
to the case of L∞ algebras.
3 The case of L∞ algebras
Recall that g is an L∞ algebra if the cofree cocommutative dg coalgebra without counit
Fun+(g[1]) is endowed with a coderivation Q of degree +1 such that [Q,Q] = 0. In this
case we still denote the complex Fun+(g[1], Q) by C+(g,C).
If g1, g2 are L∞ algebras, then k(g1, g2) = Hom(C+(g1), g2) is again an L∞ algebra.
The Taylor components of this structure
Lk : Λ
k(k(g1, g2))→ k(g1, g2)[2 − k]
are defined as follows:
The component L0 (the differential) comes from the L∞ differential Q on C+(g1,C)
and from the inner differential on dg space g2 (that is, from the first Taylor component
of the L∞ structure on g2).
For the higher component we have:
To define Lk, we first apply the (k − 1)-st power of the coproduct in C+(g1,C) and
obtain an element in C+(g1,C)
⊗k, then apply Ψ1⊗· · ·⊗Ψk where Ψi ∈ k(g1, g2), we get
an element in ⊗k(g2), and then apply the k-th Taylor component of the L∞ structure
on g2. More precisely, it is
C+(g1,C)
∆k−1
−−−→ C+(g1,C)
⊗k Ψ1⊗···⊗Ψk−−−−−−−→ g⊗k2
Lk(g2)
−−−−→ g2
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where Lk(g2) is the k-th Taylor component of the L∞ structure on g2.
For an L∞ algebra g, one can define a solution of the Maurer-Cartan equation as
α ∈ g1 such that
L1(α) +
1
2
L2(α,α) + · · ·+
1
k!
Lk(α, . . . , α) + · · · = 0 (13)
where Lk’s are the Taylor components of the L∞ structure on g.
Also, an element x ∈ g0 acts on the solutions of the Maurer-Cartan equation by the
formula
dα
dt
= −L1(x) + L2(x, α) −
1
2
L3(x, α, α) + . . . (14)
One can prove that the solutions of the Maurer-Cartan equation in k(g1, g2) where
g1, g2 are two L∞ algebras, are exactly the L∞ morphisms from g1 to g2.
Then the space k(g1, g2)
0 acts on the solutions of the Maurer-Cartan equation, as in
the case of dg Lie algebras in Section 2.
In the case g = k(g1, g2) the exponent of such a vector field is well-defined, and gives
us the definition of homotopic L∞ morphisms.
If two L∞ algebras are L∞ quasi-isomorphic, then the solutions of the Maurer-Cartan
equation modulo this gauge action define equivalent deformation functors.
The Lemma and Proposition in Section 2 are true in the L∞ case, and we can define
the category Hom∞ whose objects are L∞ algebras and the morphisms between L∞
algebras g1 and g2 are the L∞ morphisms modulo the gauge equivalence, obtained by
the integration of the vector fields (14) on the Maurer-Cartan quadric in k(g1, g2)
1.
Let us note that it is not true in general that an L∞ quasi-isomorphism between
two L∞ algebras has a homotopically inverse. That is, the analog of Theorem 1 for L∞
algebras fails. See some explanation of this phenomenum in the remark after Lemma
4.3.
4 A proof of Theorem 1
The proof of Theorem 1 is divided by several steps.
4.1
Let g1, g2 be two dg algebras, and let F : g1 → g2 be an L∞ quasi-isomorphism. Using
the construction from [Me],[P],[KS] with planar trees (which is a more direct version of
the Kadeishvili theorem), we have the ”induced” L∞ structure on the cohomology (of
complexes) H
q
(g1) and H
q
(g2) which are L∞ quasi-isomorphic to g1 and g2, correspond-
ingly. There are L∞ quasi-isomorphisms Mi : H
q
(gi) → gi, (i = 1, 2), which can be
constructed also by planar trees (see [KS]). We have the following solid arrow diagram:
g1
F // g2
H
q
(g1)
M1
OO
//______ H
q
(g2)
M2
OO (15)
The L∞ structures on H
q
(gi) and the maps Mi are not constructed canonically, they
depend on a splitting of the complexes gi = H
q
(gi)⊕Li where Li are acyclic subcomplexes.
In particular, the dotted arrow at the moment is not constructed.
We need to know only one thing about this planar trees construction of ”Massey
operations”, which we fix in a separate lemma:
Lemma. The maps Mi : H
q
(gi)→ gi are L∞ imbeddings, that is, the first Taylor com-
ponent of the L∞ morphisms Mi are imbeddings of complexes. Moreover, (Mi)1 is a
map of complexes which induces the identity isomorphism on the cohomology.
Proof. It follows from the construction with the splitting gi = H
q
(gi) ⊕ Li and with
planar trees, see [KS] for details.
4.2
Lemma. Let M : t1 → t2 be an L∞ imbedding (see the definition in Lemma 4.1). Then
the corresponding map of cofree cocommutative dg coalgebras M∗ : C+(t1,C)→ C+(t2,C)
is also injective map of vector spaces.
Proof. Let T ∈ C+(t1,C) belongs to the kernel of M∗. Then T is a finite sum, that is,
T ∈ ⊕i≤kΛ
i(t1). Consider the highest degree part Tk ∈ Λ
k(t1). Then
M∗(∆
k−1(Tk)) =M(∆
k−1(T )) = ∆k−1(M(T )) = 0 (16)
But ∆k−1(Tk) ∈ Λ
k(t1). ThenM acts component-wise and on t1 it acts injectively. This
proves that Tk = 0, and the assertion of lemma.
Clearly this lemma has a more intuitively evident counterpart for algebras, when the
injectivity is replaced by the surjectivity.
4.3 The Quillen functors
Up to now, we reduced Theorem 1 to the case of L∞ quasi-isomorphisms which are also
imbeddings, now we make one more reduction and reduce the Theorem to the case of
quasi-isomorphic imbeddings of dg Lie algebras.
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Let Lie be the category of (unbounded) dg Lie algebras over C with maps of dg Lie
algebras as morphisms, and let Coalg be the category of (unbounded) counital cocom-
mutative dg coalgebras over C with maps of coalgebras as morphisms. There are two
functors
L : Coalg→ Lie
and
C : Lie→ Coalg
such that L is the left adjoint to C, and C is the right adjoint to L. That is,
HomLie(L(X), Y ) = HomCoalg(X, C(Y )) (17)
Let X be a counital cocommutative dg coalgebra, and let X¯ = Ker{ε : X → C} be the
kernel of the counit. Consider the free Lie algebra generated by X¯ [−1] endowed with a
differential arose from the coproduct ∆: X¯[−1] → Λ2(X¯[−1])[1] = S2(X¯)[−1]. This is
the dg Lie algebra L(X). For the functor C, if Y is a dg Lie algebra, C(Y ) is the chain
complex C(Y,C) = S(Y [1]), with the natural dg coalgebra structure.
From the adjointness property (17), we have natural adjunction morphisms
εCoalg : X → C ◦ L(X)
and
εLie : L ◦ C(Y )→ Y
which are both quasi-isomorphisms.
The Quillen functors allow to reduce a question about an L∞ map from an L∞
algebra to dg Lie algebra to a dg Lie map between two dg Lie algebras. We have the
following lemma:
Lemma. Suppose that a1 is an L∞ algebra, and a2 is a dg Lie algebra. Then the
correspondence Q : M  G = L(M) from L∞ morphisms from a1 to a2 to dg Lie
algebras maps from L(C+(a1,C)) to L(C+(a2,C)) is a functorial 1 − 1 correspondence
preserving the classes of quasi-isomorphisms and of imbeddings. If Q(M1) and Q(M2)
are homotopic, then M1 and M2 also are homotopic.
Proof. Let G : L(C+(a1,C)) → L(C+(a2,C)) be a map of dg Lie algebras. We want to
reconstruct the map M.
Consider the composition
C+(a1,C)
εCoalg
−−−→ C ◦L(C+(a1,C))
C(G)
−−−→ C ◦L(C+(a2,C))
C◦L(i)
−−−−→ C ◦L ◦ C(a2)
C◦εLie−−−→ C(a2)
(18)
Here i : C+(a2,C)→ C(a2,C) = C(a2) is the canonical imbedding. The composition (18)
takes images actually in C+(a2,C), and defines an L∞ morphism M : a1 → a2. Denote
the correspondence G  M by Q−1. It is easy to prove that Q and Q−1 are inverse
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to each other. Their functoriality, and preserving of the quasi-isomorphisms and of the
imbeddings, is clear. It remains to prove the statement about homotopy.
For this we construct a map of dg Lie algebras
Q∗ : k(L(C+(a1,C)),L(C+(a2,C)))→ k(a1, a2)
exactly in the same way as we constructed the correspondence Q−1 in (18). It is a map
of dg Lie algebras, therefore, it maps gauge equivalent solutions of the Maurer-Cartan
equation to gauge equivalent ones.
Remark. The statement of lemma is not true when a2 is an L∞ algebra but not a dg Lie
algebra. It shows that an L∞ quasi-isomorphism between two L∞ algebras in general is
not homotopically invertible, when the homotopy is understood in the sense of Section
2. It could be interesting to find an example of such an L∞ quasi-isomorphism between
two L∞ algebras.
4.4 The case of a quasi-isomorphic imbedding of dg Lie algebras
Proposition. Let i : g0 → g be an imbedding of dg Lie algebras which is a quasi-
isomorphism. Then there exists an L∞ morphism F : g→ g0 such that the both compo-
sitions F ◦ i and i ◦ F are homotopic to identity maps.
Proof. Firstly we construct an L∞ map F : g→ g0.
We split g = g0 ⊕ L where L is an acyclic complex. Such a splitting always exists,
but is not canonical. Then we have a projection p : g → g0. We can also contract L by
a homotopy H and then extend this homotopy to be 0 on g0. Then we find an operator
H : g : g[−1] such that
dH +Hd = 1− p (19)
Now we construct a series {Fk}k≥0 of L∞ morphisms from g to g. The limit one F
∞
will be F . We set F0 = Idg. Each F
i is homotopical equivalent to the previous one F i−1
in the sense of Section 2. Namely, we set
Fk+1 = FkXk (20)
where
Xk = −H ◦ F
k (21)
More precisely,
Fk+1 = exp(ad(−H ◦ Fk))(Fk) + f(ad(−H ◦ Fk))(dkF
k) (22)
where f(z) = (exp(z)− 1)/z.
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Lemma. The Taylor components (Fk)i of the L∞ morphism F
k : g → g take values in
g0 = p(g) for i ≤ k. The Taylor components (F
k+1)i and (F
k)i coincide for i ≤ k.
That is, the sequence of L∞ morphisms {F
k} stabilizes, and the limit L∞ morphism
F∞ : g→ g takes values in g0.
Proof. We compute directly from (8): (F1)1 = Id−(Id−p) = p, that is, the claim is true
for k = 1.
Suppose that all i-th Taylor components of Fk take values in g0 for all i ≤ k. Then
by definition, the L∞ morphism F
k+1 is obtained from Fk by the action of the homotopy
−H ◦Fk. Then all i-th Taylor components of −H ◦Fk are 0 for i ≤ k, because H ◦p = 0
(we constructed the homotopy to be 0 on g0). This proves that F
k and Fk+1 coincide up
to the k-th Taylor component. It remains to prove that the (k+1)-st Taylor component
of Fk+1 takes values in g0. Indeed, one has:
(Fk+1)k+1(x1, . . . , xk+1) = (Fk)k+1(x1, . . . , xk+1)− [d, (HF
k)k+1(x1, . . . , xk+1)] (23)
The second summand is
[d, (HFk)k+1(x1, . . . , xk)] = [d,H](F
k)k+1(x1, . . . , xk+1))−H[d, (F
k)k+1](x1, . . . , xk+1)
(24)
But
[d, (Fk)k+1](x1, . . . , xk+1) =
±
∑
i<j
±(Fk)k([xi, xj ], x1, . . . , xˆi, . . . , xˆj , . . . , xk+1)
+
1
2
∑
a+b=k+1
1
a!
1
b!
± [(Fk)a(xσ1 , . . . ), (F
k)b(xσa+1 , . . . )]
(25)
takes values in g0 by induction, and because g0 is a Lie subalgebra (is closed under the
bracket). Therefore, the second summand in (24) is 0 because H|g0 = 0. We have:
(Fk+1)k+1 = (F
k)k+1 − [d,H](F
k)k+1 = p(F
k)k+1 (26)
Lemma is proven.
Now we prove that the compositions F∞ ◦ i ∼ Idg0 and i◦F
∞ ∼ Idg, where ∼ stands
for the homotopical equivalence of L∞ morphisms.
The second relation is trivial, because i ◦F∞ = F∞ which is homotopical equivalent
to F0 = Id by the construction. (We use the Campbell-Baker-Hausdorff formula).
Let us prove the first one. When all xi belong to g0, one easily sees that
(F1)k(x1, . . . , xk) = (F
0)k(x1, . . . , xk) for any k ≥ 1. It proves that (F
∞)k(x1, . . . , xk) =
(F0)k(x1, . . . , xk), therefore, F
∞ ◦ i = Idg0 .
Proposition is proven.
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4.5 We end to prove Theorem 1
We are now return to the notations of Section 4.1. By Proposition 4.4, the maps L(Mi)
(whereMi : H
q
(gi)→ gi, (i = 1, 2), are the maps obtained by the planar graph construc-
tion), being quasi-isomorphic imbedding of dg Lie algebras, are homotopically invertible.
Then by Lemma 4.3 the mapsMi are homotopically invertible. (Lemma 4.3 is applicable
because H
q
(gi) is an L∞ algebra and gi is a dg Lie algebra). Consider now the diagram
(15). Then the dotted arrow exists up to homotopy, and induces an isomorphism in the
first Taylor component, by Lemma 4.1. Then it can be inverted by the inverse function
theorem. We conclude that the quasi-isomorphism F : g1 → g2 can be homotopically
inverted.
5 The category Homdg is a localization
We have proved in the previous Section that in the category Homdg the invertible mor-
phisms are the quasi-isomorphisms. That is, the first property of the localization of
category from Section 1.1 is satisfied. Here we prove the second property, that is, that
the category Homdg is a localization of the category Liedg by quasi-isomorphisms (and
then it is a localization of the category of dg Lie algebras and dg Lie maps by quasi-
isomorphisms). This is the following result:
Theorem 2. Suppose F : Liedg → X is a functor which maps any quasi-isomorphism
to an invertible morphism. Then F maps any two morphisms ϕ1, ϕ2 ∈ Mor(g1, g2)
homotopic in the sense of Section 2 to the same morphism F (ϕ1) = F (ϕ2) in X.
It follows from the definition of the localization of a category (see Section 1.1) that
any two localizations are equivalent. Therefore, the category Homdg is equivalent to
the corresponding Quillen categories. Also it follows from the Theorem above that our
definition of a homotopy coincides with the Quillen’s one.
We prove Theorem 2 in the rest of this Section.
5.1 A cylinder construction: the Lie case
Let g be a dg Lie algebra. Define a dg Lie algebra Cyl(g) as follows. As a graded vector
space, it is the direct sum Cyl(g) = Ω0([0, 1], g) ⊕ Ω1([0, 1], g). Here Ω0([0, 1], g) is the
space of smooth functions on the interval [0, 1] with values in g, and Ω1([0, 1], g) is the
space of smooth 1-forms on [0, 1] with values in g. The grading is deg(f(t) ·g) = deg g for
a smooth function f(t) on [0, 1] and a homogeneous g ∈ g, and deg(f(t)dt ·g) = deg g+1.
Introduce a differential and a Lie bracket on Cyl(g). The differential is the de Rham
differential. It maps f(t)·g to f ′(t)dt·g. The bracket is linear over smooth functions on the
interval and comes from the Lie bracket on g. In particular, [Ω0([0, 1], g),Ω0([0, 1], g)] ⊂
Ω0([0, 1], g), [Ω0([0, 1], g),Ω1([0, 1], g)] ⊂ Ω1([0, 1], g), and [Ω1([0, 1], g),Ω1([0, 1], g)] = 0.
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It is clear that this makes Cyl(g) a dg Lie algebra.
This Lie algebra is quasi-isomorphic to g, this fact can be considered as the Poincare´
lemma applied to the interval [0, 1].
For any s ∈ [0, 1] one has a map ps : Cyl(g)→ g of dg Lie algebras, defined as follows:
it is 0 on Ω1([0, 1], g) and is the value for t = s (the specialization) on Ω0([0, 1], g).
Lemma. Let F : Liedg → X be any functor which maps L∞ quasi-isomorphisms to
invertible morphisms, and let s1, s2 ∈ [0, 1] be any two points. Then F (ps1) = F (ps2).
(It is enough if the functor F maps quasi-isomorphisms of dg Lie algebras to invertible
morphisms).
Proof. Define a map σ : g→ Cyl(g) which maps g 7→ (g, 0) to the constant function equal
to g and zero 1-form. It is clear that σ is a map of dg Lie algebras.
Now for any s ∈ [0, 1] we have: ps ◦ σ = Idg. Applying the functor F , we get:
F (ps) ◦ F (σ) = IdF (g). The map σ is a quasi-isomorphism of dg Lie algebras, and,
therefore, F (σ) is invertible morphism. Then for any s ∈ [0, 1] we have: F (ps) =
(F (σ))−1.
5.2
Let g1, g2 be dg Lie algebras, and let U0 : g1 → g2 be an L∞ map. Then U0 can be con-
sidered as a solution of the Maurer-Cartan equation in (k(g1, g2))
1. Let H ∈ (k(g1, g2)
0
be a ”homotopy”, and let an L∞ morphism U1 : g1 → g2 is the homotopic L∞ morphism,
given by the formula (see Section 2):
U1 = exp(ad(H))(U0) + f(H)(dkH) (27)
where f(z) = (exp(z)− 1)/z.
Then we have the following lemma:
Lemma. There exists an L∞ map UCyl : g1 → Cyl(g2) such that the diagrams
Cyl(g2)
pi

g1
UCyl
<<
zzz
zzz
zz
zzz
zzz
zzz Ui // g2
(28)
(i = 0, 1) are commutative, where p0 and p1 are the maps ps : Cyl(g2) → g2 for s = 0
and s = 1.
First of all, we have the following corollary:
Corollary. In the notations of Lemma 5.2 one has F (U0) = F (U1).
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Proof. From the commutative diagrams (28) one has: F (U0) = F (p0) ◦ F (UCyl) and
F (U1) = F (p1) ◦ F (UCyl). But F (p0) = F (p1) by Lemma 5.2.
This Corollary is Theorem 3 for Homdg.
Remark. The lemma gives an explicit construction of the ”right cylinder” in the category
Liedg of dg Lie algebras and L∞ maps between them. In the category of topological
spaces, the right cylinder is constructed as follows. Consider the space Y I of all free
paths α : I → Y where I = [0, 1] is the unit interval. This space is the topological right
cylinder of Y . There are two projections p0, p1 : Y
I → Y which are the values in the end-
points of the interval. Let f0, f1 : X → Y are two homotopic maps between topological
spaces (the homotopy is understood in the usual, left, sense). Then clearly there exists
a map h : X → Y I such that the diagrams
Y I
pi

X
h
>>
|||||||| fi // Y
(i = 0, 1) are commutative. This h can be constructed directly from the left homotopy
between f0 and f1. Thus, for the category of topological spaces the left and the right
homotopies are equivalent.
5.3 A proof of Lemma 5.2
We construct an L∞ map UCyl : g1 → Cyl(g2) with the demanded properties.
Recall from Section 2, that for any H ∈ k(g1, g2)
1 one has a vector field
dF
dt
= −dH + [H,F ] (29)
on k(g1, g2)
1 tangent to the Maurer-Cartan quadric. It can be integrated to a solution
F : [0, 1] → k(g1, g2)
1 when we fix the initial condition F (0) = U0. When the initial
condition belongs to the Maurer-Cartan quadric, F (t) belongs to this quadric for all
t ∈ [0, 1].
The solution F (t) is given by the formula
F (t) = exp(ad(tH))(F (0)) + f(tH)(dkH) (30)
where f(z) = (exp(z)− 1)/z. It follows from the fact that (29) can be rewritten as
d(F + dk)
dt
= [H,F + dk] (31)
We define the L∞ map UCyl : g1 → Cyl(g2) as an element in k(g1,Cyl(g2))
1 defined by
θ 7→ (F (t),H · dt) (32)
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where θ ∈ C+(g1,C). Here F (t) ∈ Ω
0([0, 1], g2) and H · dt ∈ Ω
1([0, 1], g2). We need
to prove that this element UCyl ∈ k(g1,Cyl(g2))
1 satisfies the Maurer-Cartan equation
(that is, defines an L∞ morphism from g1 to Cyl(g2).
For this denote α = F (t) +H · dt ∈ k(g1,Cyl(g2))
1. The Maurer-Cartan equation is
dkα+
1
2
[α,α] = 0 (33)
This equation is equivalent to two equations, correspondind to the two components in
Cyl(g2) = Ω
0 ⊕ Ω1.
For the Ω0 component the Maurer-Cartan equation (33) is equivalent to the fact that
for any t ∈ [0, 1] the element F (t) ∈ k(g1, g2) satisfies the Maurer-Cartan equation, which
is clear by the construction.
The Ω1 component of (33) is
dDRF (t) + dk(H)dt+ [Hdt, F (t)] = 0 (34)
which is equivalent to (29). (Note that [H · dt, F (t)] = −[H,F ] · dt by (2), because
degF (t) = 1 and deg dt = 1).
The L∞ map UCyl : g1 → Cyl(g2) is constructed. One should check that the diagrams
(28) are commutative. The commutativity for p0 follows from the construction, and the
commutativity for p1 follows from F (1) = U1 if F (0) = U0.
Lemma 5.2 is proven.
Theorem 2 is proven.
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