Introduction
We shall be concerned with systems in which there are J queues and I types of customer. If queue j (j = 1,2, ---, J) contains nj customers then we can describe the queue by cj = (cj(1), cj(2), ..., cj(nj)) where c,(I) cE(1, 2, ..., I} is the type of the customer in position I in the queue. If queue j is empty then define cj = e. The state of the system is C = (c1, c2, ,"", c,) and we suppose that C = C(t) is a Markov process in continuous time, t, with q(C, D) denoting the transition rate from C to D. (We assume that the transition rates determine uniquely the Markov process. This point is considered by Kendall [6] and Kendall and Reuter [5] .) We shall be concerned with processes C which evolve within an irreducible class J; in cases where there may be more than one irreducible class we shall assume that we know which class the process evolves within and this class will be Y.
If customers cannot enter or leave the system of queues, but can only move between queues, then the system is closed; otherwise the system is open. In a closed system the total number of customers of each type is constant over states in 7Y and hence Y is finite. In an open system Y' may be countably infinite.
Networks of queues with customers of different types 543
We shall attempt to find the equilibrium distribution on Y: that is positi numbers P(C) (C E 9Y) which satisfy (2) 1 P(C)= 1.
C eS'
When Y9" is finite these equations have one and only one solution. When Y9" is infinite the position is more complicated, in that these equations may not have sa olution, but if we can find a solution then it is unique ( [5] , [6] [7] . In such processes the customers in a particular queue are homogeneous. This paper can be regarded as a generalization of such processes to allow the customers in a particular queue to be heterogeneous. As an example consider a situation in which a customer enters the system and visits each queue exactly once, but in a random order, before leaving the system. We cannot model this situation as a Markov population process since it is not sufficient to take as the state of the system the number of customers in each queue. We must also include some indication of the queues which each customer has yet to visit, and this will cause the customers in a particular queue to be heterogeneous. We shall see that the situation can be modelled with the processes of this paper, simply by associating a type of customer with each possible ordering of the queues of the system.
Collings [2] has considered a single queue in which customers may be of different types, the type of a customer determining his service time distribution.
For ease of explanation much of this paper is couched in the language of queues; many of the models considered would be appropriate for physical processes not usually associated with queues.
Preliminary results
This section records some elementary results for linear migration processes; these processes have been discussed by Bartlet [1] . The results will be used in ater sections to define constants needed there.
Consider a system of J colonies populated with individuals who move independently between these colonies. Suppose that an individual in colony j moves to colony k with probability intensity Ajk. where ~Tkjk(i) = 2j for i = 1, 2, -, I, .,~ y(l, n) = 1, L,=i+k(nm, nk+l)= 1 and 4i(ni) > 0 if nj > 0.
j(nj) can be regarded as the total service effort applied in queue j while that queue contains nj customers; y,(l, ni) can be regarded as the proportion of this effort directed to the customer in position 1 (1 = 1,2, .., nj). When a cust of type i in queue j has his service completed he moves to queue k (k = 1, 2, ---, with probability Ajk(i)I/j; on arrival at queue k he moves into positio (m = 1,2,'",nk + 1) within that queue with probability 6k(m, nk + ).
that the type of a customer does not affect his passage through a queue, b does affect the choice of the next queue he should join. Proof. Equation (1) for the system under consideration can be writt Assume now that P(C) is of the form stated in the theorem. Then from expressions (7) and (6) we can deduce that P(Tjk ,,C) = P(C).
Using this expression and Equation (3) we can obtain, w the partial balance equations (cf. Whittle [10])
for i such that nj > 0. Equation (8) follows from these equations. Now I-1A-(cj) > 0 for Ce 9 and Y is finite; hence b can be chosen so that Equation (2) is satisfied by P(C) = b lj= 1 Aj(cj). This completes the proof of the theorem.
Remark. The theorem does not imply that cD, c2, . ,cj are independent because C is restricted to lie in Y.
We shall next consider an open system, in which customers are able to enter and leave the network of queues. Let Ti., be the operator which transforms a state C (where j = 1,2, -.., J; I = 1,2,. Remarks. In equilibrium P(cj) ox Aj(cj) and hence P(n customers in queue j) oc ---a 171=I Oi(l If In*(1[a /f;=,1 b(l)] diverges then customers arrive at queue j at a faster rate than they can be served and the process will not be able to attain equilibrium.
Networks of queues with one type of customer have previously been studied by Jackson [3] and Whittle [10] , [11] . Whittle first noted the phenomenon of partial balance, which has been further discussed by Kingman [7] .
Extensions
The results of the last section can be extended to include processes with slightly more general transition rates; this is done in (a) and (b). In (c), (d) and (e) we indicate how similar results can be obtained for processes with quite different transition rates; essentially by imposing further restrictions in certain directions it is possible to allow greater freedom in other directions. In this section we restrict attention to open systems; the remarks also apply, mutatis mutandis, to closed systems. As an example suppose that yi(l, nj) = i(l, nj)= I/nj for I = 1 j = 1, 2, ..., J. Thus the service effort within a queue is equally sp the customers present, and the order of the customers in a queue i of the order of arrival of these customers; in fact if we know wh are in each queue then the order of these customers within each us nothing more about the past or future behaviour of the system. Th intensity that a customer of type i in queue j will leave that queue is 2 irrespective of the customer's position in the queue. We can consider t to be a generalization of the linear migration processes discussed and of the non-linear migration processes discussed by Whittle 'individual' now has a type which influences his path through the his length of stay in any particular 'colony'.
(d) Suppose that the open system described in the last section is Thus customers arrive at, and leave from, the last position in a queue. Each such queue could be considered as a stack, with 'items' or 'particles' arriving at, and departing from, the 'top' of the stack. The probability intensity that t item at the top of stack j will move to the top of stack k is Ajk(cj(nj))Oqj(cj); th function Oj(cj) allows this intensity to depend upon cj and not just upon nj.
If we define
An. c(ci(0l))
then we find that form (10) gives the equilibrium distribution, if it exists. If we define Aj(cj)= H then we find that form (10) gives the equilibrium distribution, if it exists, and that the process is reversible. This process is a generalization of one discussed by
Kingman [7] . Proof. Using Equation (14) we can determine the transition rates of the reversed process.
q '(C, TjklmC) (TjklC, C) P(TjkmC)P(C) Remarks. We can use Theorem 3 to prove indirectly results about the original process. For example, note that arrivals from outside the system for the reversed process correspond to departures from the system for the original process. Hence in the original process departures from the system of type i customers from queue k form a Poisson process of rate v'k(i) = k()(i) and as i and k vary they index independent Poisson processes. Also it follows that the present state of the process is independent of past departures from the system.
As another illustration of the use of a reversed process to obtain information about an original process consider the example described in (c) of Section 4.
As noted there the order of a queue is independent of the order of arrival of the We can verify this result in another way. Replace (5 in the original process by 5 (as defined in (13)) for j = 1,2, -.. J; hence we will have a process in which the order of a queue is the order of arrival. We can check, using Equations (1) and (2), that the equilibrium distribution for this amended process is P(C) cc -A(cj) 1 (c )) jl= 1 = ,=(cAj(C))
Reich [9] observed that the reversibility of a process enables one to make powerful statements about the behaviour in equilibrium of that process. In this 
