INTRODUCTION
Discrete choice experiments (DCE) have grown to become the primary source of data for obtaining estimates of behavioural importance such as consumer preferences for various transport goods and services or willingness to pay (WTP) measures for specific attributes such as travel time savings. Over time, as the discrete choice modelling literature has matured, a number of econometrically more advanced models able to uncover an increasing degree of behavioural richness have been developed, typified by the rapid progression from multinomial logit (MNL), nested logit (NL), cross-correlated NL and mixed multinomial logit (MMNL) models. At the same time, advancements in the construction of experimental designs that underlie DCE have been limited and somewhat more erratic in terms of acceptance within the wider literature. This is not to suggest however that advancements have not been made.
Unfortunately, whilst information related to which alternatives, attributes and attribute levels to use may come from secondary data sources or qualitative research such as focus groups and in-depth interviews, the precise method used to construct the underlying experimental design remain solely at the discretion of the researcher. Whilst there exist multiple possible construction methods, each of which make different assumptions during the design generation process, unlike estimation problems where a number of texts describe the advantages and disadvantages of various models (see e.g., Train 2003) , there regrettably exists little guidance as to which particular method to select when generating an experimental design for DCE type studies. A poor choice of experimental design, or one based on an inadequate or incorrect set of assumptions, may result in poor data quality. In turn, poor quality data may result in erroneous conclusions being reached, or at the very least, less reliable parameter estimates at a given sample size. At issue however, is that the advancements that have been made in relation to experimental design construction for DCEs have largely been theoretical in nature, with little empirical work demonstrating whether the theoretical advantages of the various identified design strategies actually translate into practice.
As such, the most widely used type of design for DCEs remain what we term orthogonal fractional designs or simply orthogonal designs (see Section 2.1). The orthogonality (or otherwise) of an experimental design relates to the correlation structure between the attributes of the design with designs in which all between attribute correlations are zero being said to be orthogonal (in some cases, this definition of an orthogonal design may be relaxed to define orthogonality as occurring when all attribute correlations are zero within alternatives but not necessarily between alternatives; see Louviere et al. (2000) for discussion on sequential versus simultaneous generation of orthogonal designs). The popular use of orthogonal designs stems firstly from historical impetus, and secondly from a lack of guidance within the literature as to whether such designs represent best practice.
In relation to historical impetus, experimental design theory as related to early DCE was simply borrowed from existing experimental design theory dealing primarily with linear models, in particular, ANOVA and regression type models (see e.g., Louviere et al. 1983) . This resulted in the large scale use of orthogonal designs which continued unquestioned for many years to come. The lack of empirical evidence for or against the use of such designs stems from the typical use within study of a single experimental design. The failure to vary different experimental designs, whilst understandable given that most empirical studies are focused on some particular practical goal other than testing the impact of different experimental designs, makes comparisons of different design construction techniques impossible, as well as preventing the offering of a robust set of guidelines for best practice in generating experimental designs specifically for DCEs. This coupled with the fact that orthogonal designs appear to have worked well over the years has also resulted in their widespread use for DCE studies.
Nevertheless, alternatives to orthogonal designs have been available for some time. Beginning with Fowkes et al. (1993) , Bunch et al. (1996) and Huber and Zwerina (1996) , new experimental design theories began to emerge in the early to mid 1990s specifically for the generation of experiments for the non-linear discrete choice models often associated with DCE. Further theoretical advancements in the field of experimental designs have been made since including, but not limited to work undertaken by Bliemer et al. (2009) , Burgess and Street (2003) , Ferrini and Scarpa (2006) , Kanninen (2002) , Kessels et al. (2006) , Sándor and Wedel (2001 , 2002 , Rose and Bliemer (2008) , Scarpa and Rose (2008) , Street and Burgess (2004) and Toner et al. (1999) . The types of designs constructed by these researchers, typically referred to as efficient designs, each have the common goal of seeking to minimize the determinant of the asymptotic variance-covariance (AVC) matrix of models estimated on data collected using the designs, which essentially minimizes the standard errors. Differences in the construction methods posed by each of the above researchers however lie solely in the assumptions made about how to a priori estimate what the AVC matrix of a design might look like without having first collected any data.
The objective of this paper is not to detail the advancements in generating experimental designs for DCEs. This has been done elsewhere (see e.g., Rose 2006, Rose and Bliemer in press, 2008) . Rather, the objective of this paper is to empirically compare the results obtained from the two different experimental designs types that have been proposed and mainly used within the literature. In this respect, this paper joins a very small but growing area of research that seeks to clarify whether the theoretical advancements claimed by researchers in the area of experimental design generation for DCEs translates into practice. It is hoped that such research will ultimately produce practical guidelines for the construction of DCE experimental designs.
The remainder of the paper is organised as follows. In the next section, we provide a brief literature review of several of the top tier transportation journals, in terms of the types of experimental designs that have been used in the past. In this section, we also provide a review of the literature exploring the empirical impacts of different experimental design types. The following section details the experimental context, designs and data used for empirical comparison within this paper. Section 4 provides a discussion of the results before concluding comments are provided.
LITERATURE REVIEW
In this section we report the results of literature review of a subset of tier 1 transportation journals specifically looking at the types of experimental designs used. We then go onto to discuss the literature examining empirically the impacts of various experimental design types have upon behavioural outcomes. Table 1 summarizes the literature using DCE methods published in a subset of tier one transportation journals during the period of January 2000 to August 2009 1 . Only articles in which the type of experimental design used could be determined are listed (i.e., articles such as Hess et al. (2007) which report the use of DCEs but do not provide any details as to the experimental designs used are excluded from the table). A total of 64 research papers were identified yielding 61 unique DCE experimental designs. Of these 61 studies, 40 (66 percent) utilized an orthogonal design, 12 a Defficient designs (20 percent), seven (11 percent) randomly assigned attribute levels shown to respondents and three (3 percent) used an adaptive design approach, alternating the levels shown to respondents based on the respondents previous answers.
A Review of the Transportation Literature
The number of alternatives, J, for each study reported range between two and six and several of these studies included a current or reference alternative from which the DCE alternatives are pivoted from (e.g., Hensher and Prioni 2002). The number of attributes, K, per alternative varied from three to 46 and the number of levels per attribute from two to 30. Some studies, such as Leitham et al. (2000) , employed designs in which different attributes of the experiment had different numbers of attribute levels. Also reported, when detailed in the original study, are the fractional factorial dimensions and the size of the experimental designs used. The size of the design represents the total number of choice sets, S, generated. The majority of studies reviewed employed only a subset of the total possible number of choice sets. In determining which choice sets to give to which respondents, most studies used an additional blocking column in the design (39, or 64 percent of designs), however, some randomly assigned choice sets to respondents (8, or 13 percent). Three (5 percent) studies gave each respondent all choice sets that were generated as part of the design. It was not possible to determine how the choice tasks were allocated to respondents in 11 (18 percent) of the studies reviewed. The number of choice sets given to any particular respondent is shown in the eighth column of Table 1. The number of respondents, N, surveyed is shown in the third last column of Table  1Error ! Reference source not found.. 2 The sample sizes reported represent the number of complete surveys returned that were deemed useable for each study. Related to the sample size is the number of observations, N.S, defined here as the number of choice sets used in the model estimation process. The number of observations ranged from a low of 60 (Brewer and Hensher 2000) to a high of 46,632 (Teichert et al. 2008) . The median number of observations over all the studies in which the number of observations in the study can be readily determined 3 is 2,688. 
A Review of the Empirical Literature Exploring the Impact of Experimental Designs upon Modelling Outcomes
A small number of studies have recently begun to examine empirically the differences between data sets collected using efficient and orthogonal designs. Louviere et al. (2008) in a single study examined 44 different experimental designs varying systematically the various design dimensions as well as the level of statistical efficiency of the designs. It was found that the more statistically efficient the design, the greater the error variance resident within the data. This relationship was found to exist independent of the overall dimensions of the design. Hess et al. (2008) compared the results of three different experimental designs, including an orthogonal design with randomized choice set assignment, an orthogonal design with an orthogonal blocking column and an efficient design. They found that the efficient design performed only marginally better than the orthogonal design with blocking, but that the design with random assignment of choice tasks to respondents performed significantly worse than both the efficient design and the orthogonal design with blocking. As such, they concluded that the blocking of the experiment was far more important than the underlying experimental design itself.
Whilst contributing to our understanding of the impacts differing experimental design types might have upon modeling outcomes, both of these studies fail to examine whether the two main theoretical advantages commonly associated with efficient designs actually translate into practice. That is, efficient designs have been promoted within the literature as producing more reliable parameter estimates given smaller sample sizes than other forms of designs, such as orthogonal designs. It is this claim that we seek to examine here.
EMPIRICAL STUDY: AIR TRAVEL CHOICE

Empirical Context
The study presented in this paper deals specifically with air travel choice. Typically, when travelling to (larger) cities, it is possible to fly to a main airport close to the city itself. However, flying into main airports is becoming more expensive, both for the individual traveler and the airlines themselves. For this reason, there has been a growth in the use of regional airports that are located in the proximity of major cities. Such airports typically are cheaper to fly to (due to lower taxes) but require greater travel distanced to either access or egress. In the current study, we examine the trade-offs mainly between ticket price and travel time. One aim of the study is to capture the behaviour of respondents by presenting choices that closely resemble real-life choices. For this reason, we selected a particular trip, namely a holiday trip from Amsterdam to Barcelona, a popular holiday destination with a significant frequency of trips. The origin airport for the study is Schiphol Airport in Amsterdam, while the destination airport is either the main Barcelona Airport or the regional Girona Airport. The latter airport is much further away from Barcelona city, being 100 kilometers distant from Barcelona compared to 13 kilometers for Barcelona Airport (see Figure 1 ).
Currently, several charter airlines offer cheap tickets to Girona Airport, such that the traveller has the option to pay less for the air component of travel, but requires a longer travel time to Barcelona city by bus. Travellers choose a ticket among others based on ticket price, departure time, number of stops or transfers, and airline company (one can have a preference for a certain airline based on for example, experienced comfort or air miles membership card). In the current study, we also take destination airport and travel time and cost to the city centre into account. 
The Discrete Choice Experiment
Respondents were asked to complete an online DCE involving the choice of air ticket from amongst a set of five possible tickets. In the experiment, each of the five alternative tickets were described by the name of the airline offering the ticket, the ticket price, the departure time, the number of transfers required and the destination airport. To capture egress times and costs, the various tickets also displayed the time required to travel from the destination airport to the city of Barcelona as well as the price. Given that the flight time from Amsterdam to Barcelona airport and Girona airport are roughly the same, this was fixed at two hours and not varied as part of the experiment.
Each respondent was exposed to six choice tasks in which the attributes shown were varied according to some underlying experimental design (see Section 3.3). The levels that each ticket could take as part of the experiment are shown in Table 2 . Note that depending on the destination airport, different egress time and cost levels were selected. It should be noted that all attribute levels are consistent with a single trip, and that for example for a round trip double the price is to be considered. Figure  2 shows an example choice task given to respondents (two alternatives are cut off in the screenshot).
Within each choice task, respondents were able to sort the presented alternatives by airline, price, travel time, etc., and also select which attributes to show or omit. There is also an option to show the total travel time (flight time plus transfer time plus egress time) and total price (flight price plus egress price). This flexibility was included so as to enhance the feeling of dealing with an actual online travel agent rather than a traditional DCE. Of course, before the choice situations are presented, the scenario is sketched (a holiday trip from Amsterdam to Barcelona), and in the end also questions about the respondent (gender, income, etc.) are asked. 
The Experimental Design Procedure
Three different experimental designs have been generated; one orthogonal design and two D-efficient designs. The smallest (simultaneous) orthogonal design that could be located with all attribute levels uncorrelated had 108 choice situations. Given that it was determined that presenting each respondent with 108 choice situations was not feasible, an orthogonal blocking column was generated such that 18 blocks were created, each containing six different choice situations. Alongside the orthogonal design, a D-efficient design was constructed with 108 choice situations which was also blocked into 18 blocks containing six choice tasks each. Finally, a second D-efficient design was constructed with 18 choice situations which was subsequently blocked into three blocks. In the final survey, each respondent faced six choice situations from one of these three designs. The block allocation to the respondents was implemented in such a way that an even distribution over the different designs was established. The actual experimental designs used are available from the authors upon request.
In order to construct MNL efficient designs, the analyst is required to assume prior parameter estimates in a Bayesian-like fashion. Researchers need not assume precise prior parameter values but rather, may assume prior parameter distributions that are expected to contain within their range, the true population parameter. In taking this approach, the resulting Bayesian efficient design is then optimised over a range of possible parameter values, without the analyst having to know the precise population value in advance (see e.g., Sandor and Wedel 2001 and Kessels et al. 2006 ). For the current study, the two D-efficient designs were generated using parameter priors obtained from a small pilot study consisting of 36 respondents yielding a total of 216 choice observations. The pilot experiment used the aforementioned orthogonal design such that each block was replicated exactly twice. The parameter estimates of the pilot study have been estimated according to a MNL model where the attribute 'Airline' has been dummy-coded with base 'EasyJet', and departure time has been dummy-coded with base '6pm'. Table 3 shows the model results for the pilot study. The prior parameters used for design generation were drawn from Bayesian normal distributions ( ) 2 , N β µ σ where the mean µ was assumed to be the estimation value of the parameter from the pilot study and the standard deviation σ the standard error of the parameter. For non-significant parameter estimates, the prior parameters were assumed to be zero with the corresponding standard error as value for the standard deviation (e.g. the prior for egress price is assumed to be normally distributed with mean 0 and standard deviation 0.03). 
Main Field Phase Sample
Respondents were sampled by a Dutch market research company, TeamVier, who sent out emails to people in their panel database. In total 618 respondents completed the survey, such that the total number of observations (chosen alternatives) is 3,708. Of this sample, 206 (1,236 observations) respondents completed choice tasks from the orthogonal design, 208 (1,248 observations) from the efficient design with 108 choice tasks, and 204 (1,224 observations) from the smaller efficient design.
The age groups 26-35, 36-45, and 60+ are more or less equally represented in the sample, while age group 45-59 is the largest group and 18-25 is the smallest group. Slightly more males than females are in the sample. Most people have a full time job, the second largest group has a part time job, another large group has no job, and a small group stated to be a student. A quite uniform distribution of income is observed, from €0 to €70,000 per year.
EMPIRICAL STUDY: AIR TRAVEL CHOICE
Overall Model Results
Before examining the impact of the different experimental designs on sample size, several models were estimated both on the full pooled data from all three experimental designs (i.e., using all 3,708 choice observations), as well as on the separate design specific data sets. Table 4 presents the MNL model results from these model runs. As well as estimating MNL models, the 'nested logit trick' was used to test for scale differences between each of the data sets. The result of this model are not reported however as the model collapsed back to the MNL model, suggesting that the different designs do not induce different degrees of error variance. It should be noted that this finding does not contradict that of Louviere et al. (2008) however as in that paper, they explored not only different designs, but designs with differing design dimensions. In the current study, the design dimensions were kept constant with only the experimental design varying. Table 4 lists the parameter estimates on data from each design separately and pooled. Looking at the airline parameters (relative to 'EasyJet') of the pooled data, the order of preference for airlines appears to be (from most preferred to least preferred): Air France, EasyJet, Transavia, Vueling, KLM, and Iberia. As expected, both price parameters are negative, and so are the transfer time and egress time parameters. It is interesting to look at the parameter ratios, indicating WTP for less transfer time or less egress time. The WTP for one hour less transfer time is approximately €32.14 (based on the flight price) compared to a WTP for one hour less egress time is €19.29 (based on the flight price) or €15.43 (based on the egress price). Therefore, roughly speaking one is willing to pay about €10.29 (single trip) for flying to Barcelona instead of Girona airport, which is about 40 minutes further away. Note that the parameters in Table 4 are different from the parameters used as priors for the generation of the efficient designs in Table 3 . Efficient designs are efficient under the assumption that the priors are correct, hence it is likely that some efficiency is lost in the data, although the data from a Bayesian efficient design remains relatively efficient over a range of parameter prior values.
In terms of testing the hypothesis put forward by Hess et al. (2008) with relation to blocking representing the most important criteria of experimental design, given that all designs in the current study were blocked, we are unable to test at the level of estimating models on the full design specific data sets, the impact of blocking upon the design specific results. We are able to test this impact however in Section 4.4 where we use bootstrapping at various sample sizes, and compare the results after i) maintaining equal representation of respondents over the blocks, and ii) bootstrapping without reference to the blocks that respondents were assigned. Table 5 presents the MNL model results for each of the designs. The statistically significant parameter estimates have the same sign across the three design types and are more or less of the same magnitude. However, there are some notable differences. For example, the parameter estimates for transfer time and ticket price, the two parameters with the highest t-ratios, are quite different between the orthogonal and the two efficient designs, and their ratio even more so. Although asymptotically any design type should lead to the same parameter estimates, in limited samples the parameter estimates can clearly be different. While one would expect the parameter estimates to be unbiased (in large samples), regardless of the design type used, the design could have an influence. When a design would consist of many dominant alternatives, the parameters are likely to be larger (in an absolute sense), as the error variance will be smaller for such choice situations. Hence, in a stated choice experiment the parameters may become biased when many dominant alternatives are included in the experimental design. As the orthogonal design is generated without any assumptions on parameter priors, one cannot avoid dominant alternatives here (unless one removes them by manual inspection), whereas efficient designs mostly rule out choice situations with dominant alternatives (as such a choice situation would be very inefficient). Inspection of the orthogonal design indeed shows that it contains several choice situations with clearly dominant alternatives, whereas the efficient designs contain very few (efficient design with S=108) or none (efficient design with S=18). In Bliemer and Rose (2009a) evidence is found that bad priors may lead to dominant alternatives in the design, biasing the parameter estimates, at least in small sample sizes.
Design Specific Model Results
Comparison of Design Outcomes against Model Results
In generating the design, we assumed some parameter priors obtained from a small pilot study, see Table 3 . The efficient designs were generated under these assumptions. The estimated parameter values are presented in Table 4 (and Table 5 for each design separately). There are some obvious differences between the assumed means of the priors and the estimated parameters, such that the efficient designs likely loose some efficiency. However, we have tried to minimize this loss in efficiency by adopting Bayesian efficient design principles in which we included the uncertainty about these priors (given by the standard deviations in Table 3 ), as explained in Section 3.3. In the design generation process, the predicted AVC matrices are used to assess their efficiency. In model estimation the variance-covariance matrices are an output. These variance-covariance matrices determine the standard errors and the t-ratios. In this section we would like to compare the predicted t-ratios in the design generation process (before the survey) with the t-ratios computed at model estimation (after the survey). The model t-ratios are listed in Table 5 . The t-ratios for each design can be computed by taking the square roots of the diagonals of the in the design process predicted asymptotic variance-covariance matrices for the given sample sizes (206, 204, and 208 respondents for the three designs, respectively). In order to be able to make the comparison, the parameter estimates from the pooled data set are used priors. Figure 3 depicts the comparison between the predicted and observed (in estimation) t-ratios for all parameters in each of the three datasets (hence, 11×3 = 33 points in the figure) . Overall, the prediction is quite good, where predicted low t-ratios are observed as low, and high predicted t-ratios are observed high. A very interesting observation is, that the observed t-ratios seem to be slightly smaller than the predicted t-ratios. Hence, in this case study the predicted t-ratios can be seen as a lower bound, where the bound is general quite tight, although some outliers exist. Therefore, we conclude that the theoretical design principles are indeed very useful and quite accurate in making predictions about standard errors and t-ratios without conducting any survey. Hence, it is possible to identify parameters in advance that will likely not be statistically significant in estimation. Also, sample sizes can be derived as discussed in Bliemer and Rose (2009b) . Note that the predicted t-ratios will deviate more if the assumed priors deviate more from the actual parameter estimates. Therefore, it is wise to invest in a good pilot study in order to obtain a good prediction of the t-ratios. 
Comparison of the Efficiencies of the Design Specific Data Sets
The theoretical justification for using efficient as opposed to orthogonal designs is that the former are expected to produce smaller standard errors at a given sample size, or conversely require smaller sample sizes to produce larger t-ratios. To date, and to the best of our knowledge, this has only been shown to occur in simulated data sets. In this section, we examine whether the theoretical advantages of generating efficient designs actually translate to real life empirical data sets. We will analyze our three data sets that resulted from the three underlying experimental designs by (i) looking at the aggregate results using all respondents, and (ii) bootstrapping on each data set in order to randomly select respondents in the dataset for different sample sizes.
Using the aggregate results, we can compute the D-error for each of the data sets, which is the determinant of the variance-covariance matrix, normalized to the number of parameters. The D-errors for each of the data sets are presented in Table 6 . In order to compare these D-errors, we have further normalized each D-error to a single respondent. The lower this D-error, the more efficient the data set. As the table shows, the two efficient designs generated almost equally efficient data sets. Hence, a large design with 108 choice situations need not outperform a small design with only 18 choice situations. Since the number of choice situations in the orthogonal design could not be decreased (as we were not able to find any such orthogonal design), this is a clear advantage of the efficient designs in which the number of choice situations can be kept small. Also from Table 6 we can conclude that the two efficient designs indeed outperform the orthogonal design in terms of efficiency, which should translate itself to smaller standard errors, will is investigated next. We use bootstrapping to examine the performance of the three designs over different sample sizes. Simultaneously, we also test the impact that blocking has upon design performance by performing two sets of bootstrapping on each. Firstly, we bootstrap in such a way that each block in each design is replicated an equal number of times such that the properties of the design will be maintained through to model estimation. Next, we perform bootstrapping in such a way that respondents are randomly selected, independent of the design block to which they were exposed. In this way, each bootstrap iteration will likely sample respondents unequally from each block, thus impacting upon the design properties in terms of how they are expected to translate through to model estimation. In each case, we perform 250 bootstrap iterations using the same utility specification that was assumed previously.
First, we examine the impact upon the standard errors allowing for equal representation within each of the blocks. Across all sample sizes, at the 95 percent confidence level, seven of the 11 standard errors for the orthogonal design were found to be statistically different when comparing the results of maintaining equal block representation against unequal representation, only three were statistically different for the first efficient design, whilst all 11 were statistically different for the second efficient design. This suggests that blocking may have a statistically significant impact upon the statistical efficiency of the parameter estimates, although this impact appears to be small in magnitude. Therefore, in the analysis following we will just consider the results in which each block is represented an equal number of times, noting that the results for unequal representations of the blocks are similar. Figure 4 graphs the average standard error of each parameter over a range of sample sizes based on the bootstrap simulations. The graphs show that the two efficient designs produce very similar standard errors, which are in smaller than the standard errors produced by the orthogonal design. Only in two situations does the orthogonal design produce smaller standard errors, namely for the ticket price parameter and (to a lesser extent) the transfer time parameter. This is no coincidence. In the graphs also the levels of standard error required to obtain a statistically significant parameter estimate (t = 1.96) are plotted by horizontal solid black lines, based on the pooled parameter estimates. The ticket price and transfer time parameters can easily be estimated with a very small sample size. Efficient designs are optimized such that they trade off all standard errors simultaneous, such that all parameters can be estimated with relatively low standard errors. It is clear that the ticket price and transfer time parameters already have low standard errors, hence the efficient designs mainly aim to minimize the standard errors of the other parameters, accepting slightly higher standard errors for ticket price and transfer time.
The graphs for the two efficient designs are very similar, again finding that an efficient design with only a small number of choice situations is just as good as efficient designs with a large number of choice situations. Not only is it just as good, in larger sample sizes it even (slightly) outperforms the larger efficient design, while in smaller sample sizes the larger design seems to yield smaller standard errors. This is an interesting observation, which may be explained by the fact that for small sample sizes (with only few respondents) the variation in the choice situations may play a dominant role, while for large sample sizes the (few) best choice tasks, present in the smaller design, yield best results. The improvement in standard errors when using an efficient design may seem small, but standard errors that are a factor p higher require a factor p 2 higher sample size. For example, if a standard error is 10 percent higher (factor 1.1), then a 21 percent higher sample size is required. Table 7 presents the sample sizes (required for statistical significant parameter estimates at the five percent level) for the nine statistically significant parameter estimates corresponding to the graphs in Figure 4 . The percentages in Table 7 are deviations from the sample sizes required for the best design, the second efficient design, which performs best for each parameter. The first efficient design performs almost equally well. The orthogonal design requires for all but one parameter significantly higher sample sizes, ranging from 16 percent to 61 percent more respondents for the same level of statistical significance. The parameter that requires less respondents, the ticket price parameter, is only a decrease from 5 to 4 respondents and therefore not that relevant. 
DISCUSSION AND CONCLUSIONS
In this paper, we have provided a systematic and detailed study comparing empirically various claims made by researchers as to the benefits of using efficient experimental designs for studies involving DCEs. In it, we have provided an overview of the various types of experimental designs that have been used in practice for the past decade based on a literature review of several tier one transportation journals. Based on this literature review, it is clear that the use of efficient designs is growing within the literature, although their use still remains in the minority.
In this study we showed that the (asymptotic) variance-covariance matrices computed in the design generation process (before the survey) closely corresponds to the variance-covariance matrix in estimation (after the survey), such that for example t-ratios can be predicted with a quite high level of accuracy for each parameter before the experiment is taken to field. However, the prediction quality depends on the accuracy of the parameter priors needed to generate the efficient designs, making pilot studies even more essential.
An important finding in this research is that we could indeed empirically produce lower standard errors with efficient designs compared to an orthogonal design as suggest by the theory. These lower standard errors translate into significant decreases in sample size for achieving the same level of statistical significance in estimation. Also, we found that efficient designs with a large number of choice situations need not be more efficient per choice situation than an efficient design with a small number of choice situation, even the contrary may be true. When we look at the parameter estimates themselves, different designs yield somewhat different parameter values and the question rises of the design can bias the parameter estimates. It is not entirely clear why this is the case, but we conjectured that it may lie in the fact that dominant alternatives in a stated choice study bias the parameter estimates. While the orthogonal design contains the most choice situations with dominant alternatives, they may be the most biased. An alternative possible cause might lie in the way that orthogonal designs are constructed. These designs are constructed so that each pairwise attribute combination appears an equal number of times (or as close to possible) over the design. Thus for example, the 6am, 12pm and 6pm departure time levels each appear 12 times with the 0, 60 and 120 minute transfer time attribute levels. This relationship need not, indeed does not, hold for the efficient designs. As such, it is possible that in a stated choice experiment, the parameters may become biased when using efficient experimental designs in practice. At present, this remains conjecture, and urgent research is required to confirm or rule out this as a possibility.
The current paper suffers from a number of limitations, the most predominate of which is our use of MNL models. As has been well know for some time, the MNL model fails to account for the correlation of preferences within individuals across choice tasks. To account for this phenomenon, more advanced models such as MMNL or error components models are required. Whilst we acknowledge this limitation here, we note that previous research has found that designs generated specifically for MNL models, tend to perform reasonably well when more advanced models are used (see e.g., Rose 2008 or Rose et al. 2009 ). We note however that this research also tends to rely on model simulations and hence empirical work is required to confirm whether this finding also translates into practice.
Overall, we were unable to substantiate the findings of Louviere et al. (2008) in terms of efficient designs tend to induce greater error variance, although we have also conjectured here that that might indeed be the case. We hypothesis that this might be due to orthogonal designs producing far more dominated alternatives than efficient designs, although again, this requires further research to confirm. Our findings do however tend to support those of Hess et al. (2008) in that blocking of the design appears to be of some importance. Our study differs to that of Hess et al. (2008) in which we do not randomly assign choice tasks to respondents but rather maintain respondents within blocks. We further distinguish our research to that of Hess et al. (2008) by comparing model results of maintaining between block representativeness to a random assignment of respondents independent of blocks, nevertheless, we reach similar conclusions in terms of the importance of blocking and maintaining equal sampling over blocks in DCEs.
In conclusion, our research empirically supports some of the claims made by those researching in the area of efficient designs. Despite the above acknowledged shortcomings, we have found that these designs do indeed appear to produce more reliable estimates. Whilst we recommend more studies similar to the one described here, encompassing greater numbers of types of designs be carried out, we find no reason at this point to reject the use of efficient designs, and indeed we recommend their use in studies where smaller sample sizes are likely to be a reality.
