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Abstract
For each α ∈ (0, 1), Aα denotes the universal C
∗-algebra generated by two unitaries u and v,
which fulfill the commutation relation uv = e2piiαvu. We consider the order four automorphism σ of
Aα defined by σ(u) = v, σ(v) = u
−1 and describe a method for constructing projections in the fixed
point algebra Aσα, using Rieffel’s imprimitivity bimodules and Jacobi’s theta functions. In the case
α = q−1, q ∈ Z, q ≥ 2, we give explicit formulae for such projections and find some lower bounds for
‖u+ u∗ + v + v∗‖.
The commutative algebra C(Tn) of continuous functions on the ordinary n-dimensional torus Tn ={
(z1, . . . , zn) ; |zj | = 1
}
is isomorphic to the universal C∗-algebra generated by n commuting unitary
operators. A non-commutative n-torus Aα is the universal C
∗-algebra generated by n unitaries u1, . . . , un
subject to relations ujuk = e
2piiαjkukuj, where α = (αjk)1≤j,k≤n is a skew symmetric matrix with real
entries. In some situations it is convenient to regard α as a real skew bilinear form on Zn defined by
α(ej , ek) = αjk and Aα as the twisted group C
∗-algebra C∗(Zn, β), where β : Zn×Zn → T is a 2-cocycle
such that β(x, y)β(y, x) = e2piiα(x,y).
In this paper we only consider the case n = 2, when α is a real number and Aα is isomorphic to the
crossed-product C∗-algebra C(T) ∝β Z, where β is the automorphism of C(T) defined by β(φ)(e2piit) =
φ(e2pii(t+α)), φ ∈ C(T), t ∈ R. The algebra Aα, called the rotation algebra by angle α, coincides with the
universal C∗-algebra generated by two unitaries u and v which fulfill the commutation rule uv = e2piiαvu
and is endowed with the canonical faithful tracial state τ defined by τ
( ∑
m,n
am,nu
mvn
)
= a0,0. The
starting point in the study of rotation algebras is the existence of the Powers-Rieffel projections. They
are projections eα ∈ Aα of trace α, which are of the form
eα = G(u)v + F (u) + Gˇ(u)v
−1 ,
where Gˇ(x) = G(−x), x ∈ R and F and G are some smooth functions on R (see [13]). The classical
results of Pimsner and Voiculescu ([11],[12]) show that τ∗
(
K0(Aα)
)
= Z+Zα = Z+Zτ(eα); in particular,
for any irrational numbers α1 and α2, the rotation algebras Aα1 and Aα2 are isomorphic if and only if
α2 ± α1 ∈ Z. The Powers-Rieffel projections play also a crucial roˆle in the recent results ([6],[4]) on the
structure of noncommutative tori.
The modular group SL2(Z) is a subgroup of the group Aut(Aα) of *-automorphisms of Aα; each
matrix X =
(
a b
c d
)
∈ SL2(Z) defines an automorphism σX of Aα, which acts on the canonical
generators u and v of Aα as σX(u) = u
avb, σX(v) = u
cvd. Throughout this paper, we will denote by
σ = σ( 0 1
−1 0
) the ”Fourier transform” automorphism of Aα, acting on its generators by σ(u) = v and
σ(v) = u−1. We also set
Aσα =
{
a ∈ Aα ; σ(a) = a
}
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2and
H(n)α = u
n + u−n + vn + v−n ∈ Aσα , n ∈ Z .
We notice that for any α ∈ R \Q, the C∗-algebra Aσα is generated only by the operators Hα = H(1)α
and H
(2)
α (see the appendix). The K-groups of Aσα were computed in the case α =
p
q ∈ Q, gcd(p, q) = 1
in [7], where it was shown that K1(A
σ
α) = 0 and K0(A
σ
α) = Z
9 if q ≥ 5.
The problem of characterizing the spectrum of the self-adjoint operator Hα = u + u
∗ + v + v∗ (or
more generally of Hα,λ = u+u
∗+ λ2 (v+v
∗), λ > 0) in Aα is very important in the study of the quantum
Hall effect ([2]). If Eα,λ denotes the spectral measure of Hα,λ, then µα,λ = τEα,λ is a measure with
supp(µα,λ) ⊂ [−2 − λ, 2 + λ] and since τ is faithful, its support coincides with the spectrum of Hα,λ.
Actually one can gather information on spec(Hα,λ) from the K-theoretical properties of Aα. In this
respect the results of Pimsner and Voiculescu ([12]) show that for any irrational α, any λ ∈ R and any t
which belongs to a gap of spec(Hα,λ), there exists an integer n such that
µα,λ
(
spec(Hα,λ) ∩ χ(−∞,t]
)
= {nα} ,
where {x} denotes the fractional part of x ∈ R. Therefore, knowing more about the projections of Aσα
and about τ
(P(Aσα)), would presumably provide additional information on spec(Hα).
Another important feature of the automorphism σ is that it implements the Andre-Aubry duality.
One easily checks that the set σ+(α, λ) =
⋃
θ
σ(α, λ, θ), as defined in [1], coincides with the spectrum of
the operator Hα,λ ∈ Aα. Using the fact that σ is an automorphism of Aα and
σ(Hα,λ) = σ
(
u+ u∗ +
λ
2
(v + v∗)
)
= v + v∗ +
λ
2
(u+ u∗) =
λ
2
(
u+ u∗ +
4
λ
· v + v
∗
2
)
=
λ
2
Hα, 4
λ
,
it follows that the operators Hα,λ and
λ
2 Hα, 4λ have the same spectrum, hence we get a quick proof of
the Andre-Aubry duality
σ+(α, λ) = spec (Hα,λ) =
λ
2
spec (Hα, 4
λ
) =
λ
2
σ+
(
Hα, 4
λ
)
.
The aim of this paper is to develop a method for constructing projections in the C∗-algebra Aσα. In
the first section, we prove that for any α ∈ (0, 1), Aσα contains a projection eα of trace α (the trace is
the canonical trace on Aα). Although Rieffel’s formalism ([14]) for constructing imprimitivity bimodules
between twisted C∗-group algebras associated with lattices in abelian locally compact groups is quite
useful, the nature of our projections is different from that of the Powers-Rieffel projections ([13]) used
until now in the study of the rotation algebras. In fact, the projections we construct in Aσα are related to
the classical Jacobi theta functions ([10],[9]). An important ingredient in the proof is the inequality
ϑ(0, it)2 < ϑ(0, it) + ϑ
(
1
2
, it
)
, ∀ t > 1
2
,
which we prove in proposition 1.3 by making use of the infinite product factorization of theta functions;
here we denote as usual
ϑ(z, τ) =
∑
m
epiim
2τ+2piimz , z ∈ C, τ ∈ H = {w ∈ C ; Im(w) > 0} .
Another interesting fact related to this approach is that the classical transformation formula for
ϑ(x, it) (see for example [10, p.33]) :
ϑ
(
x
it
,
i
t
)
=
√
t e
pix2
t ϑ(x, it) , ∀ t ∈ R , t > 0 ,
arises as a mere consequence of Rieffel’s trace formula ([14, thm.3.5]).
In section 2 we prove that if p, q ∈ Z, q ≥ 2, 0 < qα − p < 12q and p is a quadratic residue of q, then
Aσα contains projections of trace qα − p. If 0 < p− qα < 12q and −p is a quadratic residue of q, then Aσα
contains a projection of trace p− qα.
3The third section considers the case α = 1q q ∈ Z, q ≥ 2, in more detail. For example, we prove the
following estimates for the norm of the operator Hα :
‖Hα‖ ≥ 4 e−piα2
ϑ
(
1
2 ,
i
2α
)
ϑ
(
i
2 ,
i
2α
)
ϑ
(
0, i2α
)2 if q is even
‖Hα‖ ≥ 4 e−piα2
ϑ
(
1
2 ,
i
2α
)
ϑ
(
i
2 ,
i
2α
)− 2ϑodd( 12 , i2α)ϑodd( i2 , i2α)
ϑ
(
0, i2α
)2 − 2ϑodd(0, i2α)2 if q is odd ,
where we set
ϑodd(z, τ) =
∑
modd
epiim
2τ+2piimz = ϑ(z, τ)− ϑ(2z, 4τ) , z ∈ C, τ ∈ H .
We also derive closed formulae for the projection eα, expressing it as a sort of average of products of
operator-valued ϑa,b functions (see proposition 3.1). Specializing for example to q even, it follows that
the following identity holds for any integer k ≥ 1 and t1, t2 ∈ R :
2k−1∑
m,n=0
e−
2piimn
k ϑ n
2k ,
m
2
(t1, ik)ϑ n2k ,
m
2
(−t1, ik)ϑm2k ,n2 (t2, ik)ϑm2k ,n2 (−t2, ik) = 2kϑ(t1, ik)2ϑ(t2, ik)2 ,
where we take as usual
ϑa,b(z, τ) =
∑
m
epii(m+a)
2τ+2pii(m+a)(z+b) , z ∈ C, τ ∈ H .
This should be compared with Riemann’s identities for theta functions (see [10]).
1 Constructing projections of trace α in Aσα
We start by recalling the framework from [14]. Let M be an abelian locally compact group, let M̂
denote its topological dual and consider G = M × M̂ eqquiped with the Haar-Plancherel measure. Let
β : G×G→ T be the Heisenberg bicharacter defined by
β
(
(x1, y1), (x2, y2)
)
= 〈x1, y2〉 , x1, x2 ∈M , y1, y2 ∈ M̂ ,
where 〈 , 〉 :M × M̂ → T is the canonical pairing of M with M̂ .
Set β(x, y) = β(x, y) and β∗(x, y) = β(y, x) = β(y, x), x ∈M , y ∈ M̂ . The formula(
π(x′,x′′)f
)
(t) = 〈t, x′′〉 f(t+ x′) , t, x′ ∈M , x′′ ∈ M̂
defines a square-integrable projective unitary representation π : G→ L2(M) such that
πxπy = β(x, y) πx+y ,
πxπy = ββ
∗(x, y) πyπx ,
(πx)
∗ = β(x, x)π−x , x, y ∈ G .
If D is a lattice in G, we denote by |G/D| its covolume and by C∗(D, β) the C∗-algebra generated by
πw, w ∈ D. The subgroup
D⊥ =
{
w ∈ G ; ββ∗(D,w) = 1} = {w ∈ G ; β(x,w) = β(w, x), ∀x ∈ D} ⊂ G
4is a lattice in G. We eqquip D with the Haar measure which assigns mass |G/D⊥|−1 = |G/D| to each
point and D⊥ with the Haar measure assigning mass one to each point (see [14, p.278]). The twisted
C∗-algebra C∗(D, β) acts on the left on the space S(M) of Schwartz functions on M by
af =
∫
D
a(w)πwf dw = |G/D|
∑
w∈D
a(w)πwf , f ∈ S(M), a ∈ L1(D, β) . (1.1)
Replacing as in [14, p.269] πz by π
∗
z , we regard C
∗(D⊥, β) as being generated by π∗z acting on the left
on S(M). This action commutes with the left action of C∗(D, β) for πwπz = πzπw, w ∈ D, z ∈ D⊥. The
opposite algebra of C∗(D⊥, β) is C∗(D⊥, β), which acts on the right on S(M) by
fb =
∫
D⊥
b(z)
(
π∗zf
)
dz =
∑
z∈D⊥
b(z)π∗zf , f ∈ S(M), b ∈ L1(D⊥, β) . (1.2)
Moreover, S(M) becomes a C∗(D, β)−C∗(D⊥, β) equivalence bimodule with respect to the C∗-valued
inner products 〈 , 〉D : S(M)×S(M)→ C∗(D, β) and 〈 , 〉D⊥ : S(M)×S(M)→ C∗(D⊥, β) defined for
any f, g ∈ S(M), w = (w′, w′′) ∈ D and z = (z′, z′′) ∈ D⊥ by〈
f, g
〉
D
(w) =
〈
f, πwg
〉
L2(M)
=
∫
M
f(s) g(s+ w′) 〈s, w′′〉 ds , (1.3)
〈
f, g
〉
D⊥(z) =
〈
πzg, f
〉
L2(M)
=
∫
M
f(s) g(s+ z′) 〈s, z′′〉 ds . (1.4)
If τD and τD⊥ are the canonical (normalized) traces on C
∗(D, β) and respectively on C∗(D⊥, β), then
according to [14, thm.3.5] we have
τD
(〈f, g〉D) = |G/D| τD⊥(〈g, f〉D⊥) . (1.5)
In this paper we are interested in the case when M = Rm × F , with F finite cyclic group. Since
〈x, y〉 = e
(
m∑
j=1
xjyj
)
if x = (x1, . . . , xm), y = (y1, . . . , ym) ∈ Rm and
〈
[n]q, [m]q
〉
= e
(
nm
q
)
if [n]q,
[m]q ∈ Zq, where e(t) = exp(2πit) for all t ∈ R, we shall identify M with M̂ such that 〈x, y〉 = 〈y, x〉
for all x, y ∈ M = M̂ . Therefore R(w1, w2) = (−w2, w1) defines a group automorphism of G. We notice
that R(D⊥) = (RD)⊥.
The Fourier transform
(Ff)(s) =
∫
M
f(x) 〈x, s〉 dx , f ∈ S(M) , s ∈M
extends to a unitary on L2(M) such that for all g ∈ G
F πg = β(g, g)πRg F . (1.6)
Since β(Rw,Rw) = β(w,w), we see that for all ξ1, ξ2 ∈ S(M) and w ∈ D
〈Fξ1,Fξ2〉D(Rw) = 〈Fξ1, πRw Fξ2〉L2(M) = β(w,w) 〈Fξ1,F πwξ2〉L2(M)
= β(w,w) 〈ξ1, πwξ2〉L2(M) = β(w,w) 〈ξ1, ξ2〉D(w) ,
(1.7)
which yields for all ξ1, ξ2, ξ3 ∈ S(M)
F(〈ξ1, ξ2〉Dξ3) = ∫
D
〈ξ1, ξ2〉D(w)Fπwξ3 dw =
∫
D
β(w,w) 〈ξ1, ξ2〉D(w)πRwFξ3 dw
=
∫
D
〈Fξ1,Fξ2〉D(Rw)πRwFξ3 dw = 〈Fξ1,Fξ2〉D(Fξ3) .
(1.8)
5In a similar way, (1.4) and (1.6) yield for all ξ1, ξ2 ∈ S(M) and z ∈ D⊥
〈Fξ1,Fξ2〉D⊥(Rz) = 〈πRzFξ2,Fξ1〉L2(M) = β(z, z) 〈πzξ2, ξ1〉L2(M) = β(z, z) 〈ξ1, ξ2〉D⊥(z) ,
and further on for all ξ1, ξ2, ξ3 ∈ S(M)
F(ξ1〈ξ2, ξ3〉D⊥) = ∫
D⊥
〈ξ2, ξ3〉D⊥(z)β(z, z)Fπ−zξ1 dz =
∫
D⊥
〈Fξ2,Fξ3〉D⊥(Rz)π∗RzFξ1 dz
= (Fξ1)〈Fξ2,Fξ3〉D⊥ .
(1.9)
According to [5], (1.8) and (1.9) show that Z4 = Z/4Z acts on the imprimitivity bimodule S(M) by
uξ = Fξ, inducing automorphisms σD ∈ Aut
(
C∗(D, β)
)
and σD⊥ ∈ Aut
(
C∗(D⊥, β)
)
such that for all
ξ1, ξ2 ∈ S(M), a ∈ C∗(D, β), b ∈ C∗(D⊥, β)
σD
(〈ξ1, ξ2〉D) = 〈Fξ1,Fξ2〉D , (1.10)
F(aξ1) = σD(a) (Fξ1) , (1.11)
σD⊥
(〈ξ1, ξ2〉D⊥) = 〈Fξ1,Fξ2〉D⊥ , (1.12)
F(ξ1b) = (Fξ1)σD⊥(b) . (1.13)
To find σD, remark that (1.10) and (1.7) yield
σD
(〈ξ1, ξ2〉D) = ∫
D
〈Fξ1,Fξ2〉D(Rw)πRw dw =
∫
D
〈ξ1, ξ2〉D(w)β(w,w) πRw dw .
On the other hand
σD
(〈ξ1, ξ2〉D) = ∫
D
〈ξ1, ξ2〉D(w)σD(πw) dw ,
hence for all w ∈ D
σD(πw) = β(w,w) πRw . (1.14)
A similar computation shows that for all z ∈ D⊥
σD⊥(πz) = β(z, z)πRz . (1.15)
We notice that σ2D(πw) = π−w, w ∈ D, σD⊥(πz) = π−z , z ∈ D⊥, σ4D = idC∗(D,β) and σ4D⊥ =
idC∗(D⊥,β).
PROPOSITION 1.1 Let α ∈ (0, 1) and D = Zε1 + Zε2 be a lattice in G = R2 such that Rε1 = ε2
(so Rε2 = −ε1) and β(εj , εj) = 1, j = 1, 2, ββ∗(ε1, ε2) = e2piiα. Set Uj = πεj , j = 1, 2 (hence σ = σD
is an automorphism of Aα = C
∗(D, β) such that σ(U1) = U2, σ(U2) = U−11 ). Assume that there exists
λ ∈ {±1,±i} and f ∈ S(R) such that Ff = λf and the element a = 〈f, f〉
D⊥
is invertible in C∗(D⊥, β).
Then p = 〈fa−1/2, fa−1/2〉D is a projection in Aα such that τD(p) = |G/D| = α and σ(p) = p.
Proof. The first part follows from [13], [14], so we only have to prove that σ(p) = p. Since Ff = λf and
R(D⊥) = D⊥, (1.12) yields σD⊥(a) = a, hence σD⊥
(
a−1/2
)
= a−1/2. By (1.13) F(fa−1/2) = λfa−1/2
and applying (1.10) we get σD(p) = p. QED
Next, we choose D = Zε1 + Zε2, with ε1 =
(√
α, 0
)
, ε2 =
(
0,
√
α
)
. The lattice D has covolume
|G/D| = α in G = R2 and RD = D. Since ββ∗(ε1, ε2) = e2piiα, the unitaries Uj = πεj fulfill U1U2 =
e2piiα U2U1, hence C
∗(D, β) is canonically isomorphic to Aα. The automorphism σ = σD acts on Aα =
C∗(D, β) as σ
(
πm1ε1+m2ε2
)
= e2piim1m2απ−m2ε1+m1ε2 , m1,m2 ∈ Z, so σ(U1) = U2 and σ(U2) = U−11 .
Notice also that σ2
(
πm1ε1+m2ε2
)
= π−m1ε1−m2ε2 . The orthogonal lattice of D with respect to ββ
∗ is
6D⊥ = Zδ1 + Zδ2, with δ1 =
(
0, 1√
α
)
, δ2 =
(
1√
α
, 0
)
. It has covolume α−1 in R2 and R(D⊥) = D⊥. If we
denote V1 = π
∗
δ1
= π−δ1 and V2 = π
∗
δ2
= π−δ2 , then σD⊥(V1) = V
−1
2 and σD⊥(V2) = V1.
Consider also the Schwartz function f(s) = e−pis
2
, s ∈ R. Since Ff = f , proposition 1.1 shows that
if a = 〈f, f〉D⊥ is invertible, then
〈
f〈f, f〉−1/2
D⊥ , f〈f, f〉
−1/2
D⊥
〉
D
is a projection of trace α in Aσα.
The following formula ([9, p.5]) will be used repeatedly throughout the paper∫
R
e−2pis
2+2piasds =
1√
2
e
pia2
2 , ∀ a ∈ C . (1.16)
Note also that for all t > 0 ∫
R
e−pits
2
ds =
1√
t
.
We make use of (1.4) and (1.16) to obtain
〈f, f〉D⊥(m1δ1 +m2δ2) = 〈f, f〉D⊥
(
m2√
α
,
m1√
α
)
=
∫
R
f(s) f
(
s+
m2√
α
)
e
2piism1√
α ds
=
∫
R
e
−2pis2− 2pim2s√
α
+
2piim1s√
α
−pim
2
2
α ds =
1√
2
e−
pi(m2
1
+m2
2
)
2α −
piim1m2
α ,
(1.17)
therefore
a = 〈f, f〉D⊥ =
∑
z∈D⊥
〈f, f〉D⊥(z) π∗z =
∑
z∈D⊥
〈f, f〉D⊥(−z) β(z, z) πz
=
∑
m1,m2
〈f, f〉D⊥(−m1δ1 −m2δ2) e
2piim1m2
α πm1δ1+m2δ2
=
1√
2
∑
m1,m2
e−
pi(m2
1
+m2
2
)
2α +
piim1m2
α V m11 V
m2
2 .
(1.18)
A direct computation based on (1.18) yields 2τD⊥(〈f, f〉2D⊥) = ϑ
(
0, iα
)2
. A computation similar to
(1.17) yields
√
2 〈f, f〉D(m1ε1 +m2ε2) = e−
pi(m2
1
+m2
2
)α
2 +piim1m2α, therefore
√
2 〈f, f〉D = |G/D|
∑
w∈D
〈f, f〉D(w)πw = α
∑
m1,m2
e−
pi(m2
1
+m2
2
)α
2 +piim1m2α Um22 U
m1
1 , (1.19)
which yields further 2τD
(〈f, f〉2D) = α2ϑ(0, iα)2. On the other hand, (1.5) yields for all φ, ψ ∈ S(R)
τD
(〈φ, ψ〉D) = |G/D| τD⊥(〈ψ, φ〉D⊥) = α τD⊥(〈ψ, φ〉D⊥) , (1.20)
therefore for all f1, f2, f3, f4 ∈ S(R)
τD
(〈f1, f2〉D 〈f3, f4〉D) = τD(〈〈f1, f2〉Df3, f4〉D) = α τD⊥(〈f4, 〈f1, f2〉Df3〉D⊥)
= α τD⊥
(〈
f4, f1〉D⊥ 〈f2, f3〉D⊥
)
.
(1.21)
Taking fj = f in the previous equality we get
ϑ(0, iα) =
1√
α
ϑ
(
0 ,
i
α
)
. (1.22)
This is one of the modularity conditions satisfied by theta functions. Its appearance is not really
surprising, for the Poisson summation formula plays an important roˆle in the proof of (1.5) (and implicitly
7of (1.20)). Actually we can do better by taking fa(s) = e
−pi(s+a)2 , a ∈ R. A computation similar to the
previous ones gives
τD
(
2 〈fa, f〉D 〈f, fa〉D
)
= α2 e−pia
2
ϑ(−ia√α , iα)ϑ(0, iα) ,
τD⊥
(
2 〈fa, fa〉D⊥ 〈f, f〉D⊥
)
= ϑ
(
a√
α
,
i
α
)
ϑ
(
0 ,
i
α
)
,
and using (1.21) and (1.22) :
α e−pia
2
ϑ(−ia√α , iα)ϑ(0, iα) = ϑ
(
a√
α
,
i
α
)
ϑ
(
0 ,
i
α
)
=
1√
α
ϑ
(
a√
α
,
i
α
)
ϑ(0, iα) ,
hence for all a ∈ R and α > 0
ϑ(−ia√α , iα) = 1√
α
epia
2
ϑ
(
a√
α
,
i
α
)
.
Taking x = a√
α
and t = 1α , we recover the following transformation formula for ϑ ([10, p.33])
ϑ
(
x
it
,
i
t
)
=
√
t e
pix2
t ϑ(x, it) , ∀x ∈ R, ∀ t > 0 . (1.23)
LEMMA 1.2 The operator X =
∑
m
e−pim
2α0V m1 is positive and invertible for all α0 > 0.
Proof. As X ∈ C∗(V1) = C(T), we have X(λ) =
∑
m
e−pim
2α0λm, λ ∈ T, hence the spectrum of X
coincides with ϑ
(
[0, 1], iα0
)
, where
ϑ(z, τ) =
∑
m
epiim
2τ+2piimz , z ∈ C , τ ∈ H = {ζ ∈ C ; Imζ > 0}
denotes the usual theta function ([10]). The operator X is self-adjoint for
X(e2piit) = 1 + 2
∑
m≥1
e−pim
2α0 cos(2πmt) ∈ R , ∀ t ∈ R .
On the other hand X(1) = 1 + 2
∑
m≥1
e−pim
2α0 > 0, so we only have to show that 0 /∈ ϑ([0, 1], iα0).
This is true for 1+iα02 is the only zero of the function θα0(z) = ϑ(z, iα0) in the fundamental domain
{z ∈ C ; 0 ≤ Rez ≤ 1, 0 ≤ Imz ≤ α0} . QED
Let α ∈ (0,∞). We set
αm = e
−pim22α ,
βm = ϑ
(
− m
2α
,
i
2α
)
, m ∈ Z ,
c(t) = min
x∈R
ϑ(x, it) > 0 , t > 0 ,
C(t) = max
x∈R
ϑ(x, it) = ϑ(0, it) =
∑
n
e−pin
2t , t > 0 ,
Φm(t) = ϑ
(
− t√
α
+
m
2α
,
i
2α
)
, m ∈ Z .
8We have |Φm(t)| ≤
∑
n
e−
pin2
2α = ϑ
(
0 , i2α
)
= C
(
1
2α
)
for all m ∈ Z and α > 0, hence the multiplication
operator Dm = MΦm is bounded on L
2(R) and ‖Dm‖ = ‖Φm‖∞ ≤ C
(
1
2α
)
. On the other hand Φ0(t) =
ϑ
(− t√
α
, i2α
) ∈ R and Φ0(t) ≥ c( 12α) > 0 for all t ∈ R, hence D0 is invertible and for all m ∈ Z
‖D−10 Dm‖ =
∥∥MΦm
Φ0
∥∥ = sup
t∈R
∣∣∣∣Φm(t)Φ0(t)
∣∣∣∣ ≤ C
(
1
2α
)
c
(
1
2α
) . (1.24)
We need more information on the behaviour of the function ϑ(·, it) on R and prove the following
PROPOSITION 1.3 (i) For any t > 0
c(t) = ϑ
(
1
2
, it
)
.
(ii) For any t > 0.527
C(t)
(
C(t)− 1)
c(t)
< 1 .
Proof. The proof relies on the infinite product expansion for theta functions (see for example [10,
prop.14.1]), which says that for all z ∈ C and τ ∈ H we have
ϑ(z, τ) =
∏
m≥1
(
1− e2piimτ ) ∏
m≥0
(
1 + e(2m+1)piiτ−2piiz
)(
1 + e(2m+1)piiτ+2piiz
)
. (1.25)
Actually we will only use the ”easy” fact that
ϑ(z, τ) = kτ
∏
m≥0
(
1 + e(2m+1)piiτ−2piiz
)(
1 + e(2m+1)piiτ+2piiz
)
, (1.26)
for some constant kτ 6= 0 which does not depend on z. To prove (i), remark that for any rm ≥ 0 and any
ρ ∈ T we have
(1 + rmρ) (1 + rmρ) ≥ (1 − rm)2 . (1.27)
Taking r = e−pit ∈ (0, 1), rm = r2m+1 and ρ = e2piix, x ∈ R, t > 0, we obtain from (1.26) and (1.27)
ϑ(x, it)
ϑ
(
1
2 , it
) = ∏
m≥0
(1 + rmρ)(1 + rmρ)
(1− rm)2 ≥ 1 .
Since ϑ(x, it) > 0 for all x ∈ R, (i) follows.
To prove (ii), we fix t > 0 and denote P =
√
C(t)
c(t) =
√
ϑ(0,it)
ϑ
(
1
2 ,it
) . Equality (1.26) yields :
lnP =
∑
m≥0
(
ln(1 + r2m+1)− ln(1− r2m+1)) .
The mean value theorem yields for any ε ∈ (0, 1) :
2ε
1 + ε
< ln(1 + ε)− ln(1− ε) < 2ε
1− ε ,
hence
lnP < 2
∑
m≥0
r2m+1
1− r2m+1 <
2r
1− r
∑
m≥0
r2m =
2r
(1− r)(1 − r2)
and therefore
C(t)
c(t)
= P 2 < h(t) = exp
(
4e−pit
(1− e−pit)(1− e−2pit)
)
= exp
(
4r
(1− r)(1 − r2)
)
. (1.28)
9Using also
C(t) − 1 =
∑
n6=0
e−pin
2t = 2
∑
n≥1
rn
2
< 2
∑
n≥0
r3n+1 =
2r
1− r3 ,
we get
C(t)
(
C(t)− 1)
c(t)
< g(r) =
2r
1− r3 · exp
(
4r
(1 − r)(1 − r2)
)
.
The derivative of
φ(r) = ln g(r) =
4r
(1 − r)(1 − r3) + ln 2 + ln
(
r
1− r3
)
, r ∈ (0, 1) ,
is
φ′(r) =
4
(1 − r)(1 − r3) +
r(4r2 + r + 1)
(1− r)(1 − r3)2 +
1
r
+
3r2
1− r3 > 0 , ∀ r ∈ (0, 1) ,
therefore φ is monotonically increasing on (0, 1). Moreover, the equation φ(r) = 0 has a unique solution
r0 ∈ (0, 1). If we set
ψ(x) = φ
(
1
x
)
=
4x3
(x − 1)(x3 − 1) + ln 2 + 2 lnx− ln(x
3 − 1) , x ∈ (1,∞) ,
the equation ψ(x) = 0 has a unique solution x0 ≈ 5.2254 and ψ is monotonically decreasing on (1,∞).
Therefore
C(t)
(
C(t)− 1) < c(t) , ∀ t > t0 = 1
π
log x0 ≈ 0.52633 . QED
PROPOSITION 1.4 Let α ∈ (0, 0.948]. Then a0 =
∑
m
αmDmV
m
2 is a bounded invertible operator in
C∗(D⊥, β) = A 1
α
and a0 =
√
2 〈f, f〉D⊥ .
Proof. Since 12α ≥ 1 > 0.527, (1.24) and the previous proposition yield
∑
m 6=0
αm‖D−10 DmVm2 ‖ ≤
C
(
1
2α
)
c
(
1
2α
) ∑
m 6=0
αm ≤
C
(
1
2α
)(
C
(
1
2α
)− 1)
c
(
1
2α
) < 1 .
This shows that I +
∑
m 6=0
αmD
−1
0 DmV
m
2 defines a bounded invertible operator, hence so is a0 =∑
m
αmDmV
m
2 . The operators a0 and
√
2 〈f, f〉D⊥ ∈ B(L2(R)) coincide. To see this, notice that for all
m1,m2 ∈ Z (
V m11 V
m2
2 φ
)
(s) = e
− 2piim1s√
α φ
(
s− m2√
α
)
,
hence we may use (1.18) to obtain for all φ ∈ L2(R) and s ∈ R
√
2
(〈f, f〉D⊥(φ))(s) = ∑
m1,m2
e
−pi(m
2
1
+m2
2
)
2α +
piim1m2
α
− 2piim1s√
α φ
(
s− m2√
α
)
=
(∑
m2
αm2Dm2V
m2
2 φ
)
(s) = (a0φ)(s) . QED
COROLLARY 1.5 For any α ∈ (0, 1), the rotation algebra Aα contains a projection e = eα of trace α
such that σ(e) = e.
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REMARKS 1.6 (i) For all m ∈ Z we have DmV2 = V2Dm+2.
(ii) If α is irrational, the rotation algebra A 1
α
= C∗(D⊥, β) is simple, thus is isomorphic to the C∗-
algebra C∗(W1,W2) ⊂ B(ℓ2(Z)) generated by the unitaries W1ξk = ξk+1, W2ξk = e 2piikα ξk, where ξk is an
orthonormal basis of ℓ2(Z). If ρ = e
2pii
α , then the matrix coefficients of a = 〈f, f〉D⊥ in this representation
of A 1
α
are
〈aξk, ξl〉 = 1√
2
∑
m1,m2
ρ
m1m2
2 αm1αm2〈Wm11 Wm22 ξk, ξl〉 =
1√
2
∑
m1,m2
ρ
m1m2
2 +m2kαm1αm2〈ξk+m1 , ξl〉
=
1√
2
αl−k
∑
m2
ρ
(k+l)m2
2 αm2 =
1√
2
αl−k ϑ
(
k + l
2α
,
i
2α
)
=
1√
2
αl−k βl+k , k, l ∈ Z ,
therefore a
√
2 =
∑
m
αmDmU
m, where Uξk = ξk+1, Dmξk = β2k−mξk, m, k ∈ Z. The diagonal operators
are bounded and invertible because 0 < c ≤ βn ≤ C for all n ∈ Z.
2 Existence of projections of trace qα− p and p− qα
Let q ∈ N∗, q ≥ 2 and p ∈ Z such that 0 < γ = α− pq ≤ 12 and there exists p0 ∈ Z such that p = p20mod q.
We choose M = R× Zq and D = Zε1 + Zε2 ⊂ G = M × M̂ , with
ε1 =
(√
γ, [p0]q, 0, [0]q
)
and ε2 =
(
0, [0]q,
√
γ, [p0]q
)
.
Then D is a lattice in G and [0,
√
γ ) × Zq × [0,√γ ) × Zq a fundamental domain for G/D. Since
Zq is endowed with the Haar-Plancherel measure (which assigns to each point mass q
−1/2), we get |G/
D| = qγ = qα− p. An easy computation gives D⊥ = Zδ1 + Zδ2 with
δ1 =
(
0, [0]q ,
1
q
√
γ
, [p¯]q
)
and δ2 =
(
1
q
√
γ
, [p¯]q , 0, [0]q
)
,
where p¯ ∈ Z is such that p0p¯ = −1mod q. Set Vj = π∗δj = π−δj , j = 1, 2. For any φ ∈ S(R), we consider
φ1, φ2 ∈ S(M) defined by
φ1
(
s, [n]q
)
= φ(s)
φ2
(
s, [n]q
)
=
√
q δ[0]q,[n]q φ(s) , s ∈ R , [n]q ∈ Zq ,
where δa,b, a, b ∈ Zq denotes Kronecker’s symbol. Denote also δa(b) = δa,b a, b ∈ Zq. Notice that if
Fφ = φ on R, then F(φ1 + φ2) = φ1 + φ2 on M because F
(
1 +
√
q δ[0]q
)
= 1 +
√
q δ[0]q (again, it is
essential that the measure on Zq is the Haar-Plancherel one). If we set
bm1,m2 =
∫
R
φ(s)φ
(
s+
m2
q
√
γ
)
e
2piism1
q
√
γ ds , m1,m2 ∈ Z ,
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then
〈φ1, φ1〉D⊥(m1δ1 +m2δ2) = 〈φ1, φ1〉D⊥
(
m2
q
√
γ
, [m2p¯]q ,
m1
q
√
γ
, [m1p¯]q
)
=
∫
R×Zq
φ1(s, [n]q)φ1
(
s+
m2
q
√
γ
, [n+m2p¯]q
)
e
2piism1
q
√
γ
+
2piinm1p¯
q ds d[n]q
=
1√
q
∑
n∈Zq
e
2piinm1p¯
q bm1,m2 =
{
0, if q 6 |m1√
q bm1,m2 , if q|m1 ,
〈φ1, φ2〉D⊥(m1δ1 +m2δ2) =
∫
R×Zq
φ1(s, [n]q)φ2
(
s+
m2
q
√
γ
, [n+m2p¯]q
)
·e
2piism1
q
√
γ
+
2piinm1 p¯
q ds d[n]q = e
− 2piim1m2 p¯2
q bm1,m2 ,
〈φ2, φ1〉D⊥(m1δ1 +m2δ2) = bm1,m2 ,
〈φ2, φ2〉D⊥(m1δ1 +m2δ2) =
{
0, if q 6 |m2√
q bm1,m2 , If q | m2
(2.1)
and consequently for all m1,m2 ∈ Z
〈φ1 + φ2, φ1 + φ2〉D⊥(m1δ1 +m2δ2) = bm1,m2 cm1,m2 ,
where
cm1,m2 =

1 + e−
2piim1m2 p¯
2
q , if q 6 |m1 and q 6 |m2
2 +
√
q, if q 6 |m1, q|m2 or q | m1, q 6 |m2
2 + 2
√
q, if q|m1 and q|m2
.
If φ(s) = e−pis
2
, set φ˜ = φ1 + φ2. By the computations from section 1 (with q
√
γ instead of
√
α ) we
get for all m1,m2 ∈ Z
bm1,m2 =
1√
2
e
−pi(m
2
1
+m2
2
)
2q2γ
−piim1m2
q2γ ,
and
a
√
2 =
√
2 〈φ˜, φ˜〉D⊥ =
∑
m1,m2
bm1,m2 cm1,m2 π
∗
m1δ1+m2δ2
=
√
2
∑
m1,m2
b−m1,−m2 c−m1,−m2 β(−m2δ2,−m1δ1)πm1δ1+m2δ2
=
√
2
∑
m1,m2
b−m1,−m2 c−m1,−m2 V
m2
2 V
m1
1 =
√
2
∑
m1,m2
bm1,m2 cm1,m2 V
m2
2 V
m1
1
=
∑
m1,m2
cm1,m2 e
−pi(m
2
1
+m2
2
)
2q2γ
−piim1m2
q2γ V m22 V
m1
1
=
∑
m2
e
− pim
2
2
2q2γ
(∑
m1
cm1,m2 e
2piim1m2p¯
2
q
+
piim1m2
q2γ
− pim
2
1
2q2γ V m11
)
V m22 .
We set αm = e
− pim2
2q2γ , m ∈ Z and
Dn =
∑
m
cm,n αm e
2piimn
q
(
1
2qγ+p¯
2
)
Vm1 , n ∈ Z .
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For all f ∈ L2(R× Zq) (
V m1 f
)
(x, [k]q) = e
− 2piimx
q
√
γ
− 2piimkp¯
q f(x, [k]q) ,
hence Dn is the multiplication operator MΦn on L
2(R × Zq), with Φn ∈ L∞(R× Zq) given by
Φn(x, [k]q) =
∑
m
cm,n αm e
2piimn
q
(
1
2qγ+p¯
2
)
− 2piimx
q
√
γ
− 2piimkp¯
q
and a
√
2 =
∑
n
αnDnV
n
2 . We have
Φ0(x, [k]q) =
∑
m
cm,0 αm e
− 2piimx
q
√
γ
− 2piimkp¯
q
= (2 + 2
√
q)
∑
l
αql e
− 2piilx√
γ + (2 +
√
q)
∑
q 6|
αm e
− 2piimx
q
√
γ
− 2piimkp¯
q
=
√
q ϑ
(
− x√
γ
,
i
2γ
)
+ (2 +
√
q )ϑ
(
− x
q
√
γ
− kp¯
q
,
i
2q2γ
)
≥ (2 +√q ) c
(
1
2q2γ
)
+
√
q c
(
1
2γ
)
> 0 ,
(2.2)
where c(t) = min
x∈R
ϑ(x, it) = ϑ
(
1
2 , it
)
, t > 0 and
∣∣Φn(x, [n]q)∣∣ ≤∑
m
|cm,n|αm =
∑
l
cql,n αql +
∑
q 6|
|cm,n|αm
≤ (2 + 2√q )ϑ
(
0 ,
i
2γ
)
+ (2 +
√
q )
(
ϑ
(
0 ,
i
2q2γ
)
− ϑ
(
0 ,
i
2γ
))
= (2 +
√
q )C
(
1
2q2γ
)
+
√
q C
(
1
2γ
)
,
(2.3)
where C(t) = max
x∈R
ϑ(x, it) = ϑ(0, it), t > 0.We combine (2.2) and (2.3) to obtain for all n ∈ Z
∥∥∥∥ΦnΦ0
∥∥∥∥
∞
= sup
{∣∣∣∣Φn(x, [k]q)Φ0(x, [k]q)
∣∣∣∣ ; (x, [k]q) ∈ R× Zq} ≤ (2 +√q)C
(
1
2q2γ
)
+
√
q C
(
1
2γ
)
(2 +
√
q) c
(
1
2q2γ
)
+
√
q c
(
1
2γ
) . (2.4)
The function h from (1.28) is monotonically decreasing on (0,∞) and C(t) < h(t) c(t) for all t > 0,
therefore (2.4) yields for all n ∈ Z∥∥∥∥ΦnΦ0
∥∥∥∥
∞
≤ max
{
h
(
1
2q2γ
)
, h
(
1
2γ
)}
= h
(
1
2q2γ
)
,
and
S =
∑
n6=0
αn
∥∥∥∥ΦnΦ0
∥∥∥∥
∞
≤ 2 h
(
1
2q2γ
) ∑
n≥1
αn .
But ∑
n≥1
αn =
∑
n≥1
e
− pin2
2q2γ <
∑
n≥0
e
−pi(3n+1)
2q2γ =
e
− pi
2q2γ
1− e− 3pi2q2γ
,
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therefore
S ≤ 2 h
(
1
2q2γ
)
· e
− pi
2q2γ
1− e− 3pi2q2γ
= g(r) ,
where r = e
− pi
2q2γ and g is as in the proof of proposition 1.7. We have already shown thereby that g(r) < 1
if 12q2γ > 0.527, hence in this case I +
∑
n6=0
αnD
−1
0 DnV
n
2 is bounded and invertible on L
2(R×Zq), hence
√
2 〈φ˜, φ˜〉D⊥ =
∑
n
αnDnV
n
2 is invertible and we have proved the following
PROPOSITION 2.1 Let α ∈ (0, 1). If q ≥ 2 and p are integers such that q ≥ 2, 0 < α − pq < 0.948q2
and there exists p0 ∈ Z such that p = p20mod q, then a is invertible and Aσα contains a projection of trace
qα− p.
One proves in a similar way that if 0 < γ′ = pq − α < 0.948q2 and there exists p1 ∈ Z such that
p = −p21mod q, then a is invertible, hence Aσα contains a projection of trace p − qα. The computations
are as above, starting with ε1 =
(
0, [0]q,
√
γ′, [p1]q
)
and ε2 =
(√
γ′, [p1]q, 0, [0]q
)
.
3 More on the case α = q−1, q ∈ Z, q ≥ 2
In this section we will focus mainly on the case α = 1q , q ∈ Z, q ≥ 2, obtaining lower bounds for the
norm of Hα = πε1 + π
∗
ε1 + πε2 + π
∗
ε2 and closed formulae for the projection constructed in corollary 1.5
(notation is as in section 1).
In the beginning we will assume that α ∈ (0, 1) is such that the operator 〈f, f〉D⊥ from (1.18) is
invertible (for example 0 < α < 0.948), hence e =
〈
f〈f, f〉−
1
2
D⊥ , f〈f, f〉
− 12
D⊥
〉
D
is a projection of trace α in
Aσα. Then, according to [13], Θ : eAαe ≃ eC∗(D, β)e→ C∗(D⊥, β) ≃ A 1
α
defined by
Θ(exe) = 〈f, f〉−
1
2
D⊥〈f, xf〉D⊥〈f, f〉
− 12
D⊥ , x ∈ C∗(D, β)
is a *-isomorphism. Direct computations based on (1.4) and (1.16) yield
〈f, π±ε1f〉D⊥(m1δ1 +m2δ2) = 〈f, π±ε1f〉D⊥
(
m2√
α
,
m1√
α
)
=
∫
R
f(s) f
(
s+
m2√
α
±√α
)
e
2piism1√
α ds
=
∫
R
e
−pis2−pi
(
s+
m2√
α
±√α
)2
+
2piism1√
α ds =
1√
2
e−
piα
2 −
pi(m2
1
+m2
2
)
2α −
piim1m2
α
∓pim2+piim1
and
〈f, π±ε2f〉D⊥(m1δ1 +m2δ2) =
∫
R
f(s) f
(
s+
m2√
α
)
e
±2pii√α
(
s+
m2√
α
)
+
2piism1√
α ds
=
1√
2
e−
piα
2 −
pi(m2
1
+m2
2
)
2α −
piim1m2
α
∓pim1+piim2 ,
hence
〈f,Hαf〉D⊥ =
1√
2
∑
m1,m2
e−
piα
2 −
pi(m2
1
+m2
2
)
2α +
piim1m2
α
· ((epim2 + e−pim2)epiim1 + (epim1 + e−pim1)epiim2)V m11 V m22 .
(3.1)
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If α = 1q , q ∈ Z, q ≥ 2, we have A 1α ≃ C
∗(D⊥, β) isomorphic to C(T2) and Θ(eHαe) is identified to
the function
Θ(eHαe)(z1, z2) =
F (z1, z2)
G(z1, z2)
, z1, z2 ∈ T ,
where
F (z1, z2) =
∑
m1,m2
e−
piα
2 −
pi(m2
1
+m2
2
)
2α +
piim1m2
α
(
(epim2 + e−pim2)epiim1 + (epim1 + e−pim1)epiim2
)
zm11 z
m2
2 ,
G(z1, z2) =
∑
m1,m2
e−
pi(m2
1
+m2
2
)
2α +
piim1m2
α zm11 z
m2
2 .
Since
‖Hα‖ ≥ ‖eHαe‖ = ‖Θ(eHαe)‖∞ ≥ F (1, 1)
G(1, 1)
,
we further get when q is even
‖H 1
q
‖ ≥ φ0
(
1
q
)
= 4 e−
pi
2q
ϑ
(
i
2 ,
iq
2
)
ϑ
(
1
2 ,
iq
2
)
ϑ
(
0, iq2
)2 = 4 ϑ
(
1
q ,
2i
q
)
ϑ
(
1
2 ,
iq
2
)
ϑ
(
0, 2iq
)
ϑ
(
0, iq2
) (3.2)
and when q is odd
‖H 1
q
‖ ≥ φ1
(
1
q
)
= 4 e−
pi
2q
ϑ
(
i
2 ,
iq
2
)
ϑ
(
1
2 ,
iq
2
)− 2ϑodd( i2 , iq2 )ϑodd( 12 , iq2 )
ϑ
(
0, iq2
)2 − 2ϑodd(0, iq2 )2 , (3.3)
where we set
ϑodd(z, τ) =
∑
modd
epiim
2τ+2piimz = ϑ(z, τ)− ϑ(2z, 4τ) , z ∈ C τ ∈ H .
Taking as usual
ϑa,b(z, τ) =
∑
m
epiτ(m+a)
2+2pii(m+a)(z+b) , z ∈ C, τ ∈ H, a, b ∈ R , (3.4)
we make use of ϑ
(
i
2 , it
)
= e
pi
4tϑ 1
t
,0(0, it) and ϑ
(
1
2 , it
)
= ϑ0, 12 (0, it) to get
φ0(t) = 4
ϑ0, 12
(
0, i2t
)
ϑ2t,0
(
0, i2t
)
ϑ
(
0, i2t
)2 .
The graphs of φ0 and φ1 are drawn below using Mathematica.
Plot[4*EllipticTheta[3,Pi*x,Exp[-2*Pi*x]]* EllipticTheta[3,Pi*0.5,Exp[-Pi/(2*x)]]/
(EllipticTheta[3,Pi*0,Exp[-2*Pi*x]]* EllipticTheta[3,Pi*0,Exp[-Pi/(2*x)]]),
{x,0.01,0.5}, PlotRange − > {2.7,4}]
Fig. 3.1 The graph of φ0 on
(
0,
1
2
]
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Plot[4*Exp[-Pi*x/2]* (EllipticTheta[3,Pi*0.5,Exp[-Pi/(2*x)]]
*EllipticTheta[3,Pi*I/2,Exp[-Pi/(2*x)]] -2*(EllipticTheta[3,Pi*0.5,Exp[-Pi/(2*x)]]
-EllipticTheta[3,Pi*1,Exp[-2*Pi/x]]) *(EllipticTheta[3,Pi*I/2,Exp[-Pi/(2*x)]]
-EllipticTheta[3,Pi*I,Exp[-2*Pi/x]]))/ (EllipticTheta[3,Pi*0,Exp[-Pi/(2*x)]]∧2
-2*(EllipticTheta[3,Pi*0,Exp[-Pi/(2*x)]] - EllipticTheta[3,Pi*0,Exp[-2*Pi/x]])∧2),
{x,0.01,1/2}, PlotRange − > {2.7,4}]
Fig. 3.2 The graph of φ1 on
(
0,
1
3
]
They should be compared with Hofstadter’s butterfly ([8]).
Estimates (3.2) and (3.3) are quite accurate, as suggested by the following table. The norm of H 1
q
has been computed using [1, cor.3.2].
α ‖Hα‖ φ0(α) φ1(α)
1/2 2.82842 2.82842
1/3 2.73205 2.73205
1/4 2.82842 2.78648
1/5 2.96645 2.94109
1/6 3.09557 3.08292
1/7 3.20330 3.19690
1/8 3.29066 3.28709
1/9 3.36165 3.35943
1/10 3.42005 3.41855
1/11 3.46880 3.46771
1/12 3.51004 3.50922
1/13 3.54537 3.54473
1/50 3.87630 3.87628
1/51 3.87869 3.87867
1/100 3.93766 3.93765
1/101 3.93827 3.93827
We notice that inequality (3.2) is sharp for q = 2. To see this, remark first that H21
2
= 4 +H0, which
yields ‖H 1
2
‖ = 2√2. Using (3.4) and (1.15), we readily see that
ϑ0, 12 (0, i) = ϑ
(
1
2
, i
)
= ϑ 1
2 ,0
(0, i) .
On the other hand, Jacobi’s identity ([10, p.23]) yields
ϑ(0, i)4 = ϑ0, 12 (0, i)
4 + ϑ 1
2 ,0
(0, i)4 ,
hence ϑ
(
1
2 , i
)
= 2−
1
4ϑ(0, i) and we get equality in (3.2) in this case.
Notice also that the numerical computations presented above suggest that the estimate is sharp also
for 13 , which would produce a striking relation between ϑ
(
1
2 ,
3i
2
)
, ϑ
(
1
3 ,
2i
3
)
, ϑ
(
1
6 ,
i
6
)
and ϑ(0, 6i).
Next, we derive explicit formulae for the projection e of trace α constructed in proposition 1.1 when
α = 1q , q ∈ Z, q ≥ 2. Again, notation is as in section 1.
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For any unitary operator U and τ ∈ H, b ∈ R, q ∈ N∗, a ∈ Z, we define the bounded operators
ϑ(U, τ) =
∑
m
epiiτm
2
Um
ϑ0,b(U, τ) =
∑
m
epiiτm
2+2piimbUm
ϑ
(q)
a
q
,b(U, τ) =
∑
m
epiiτ
(
m+ a
q
)2
+2pii
(
m+ a
q
)
b U qm+a .
The explicit expression of e is given by the following
PROPOSITION 3.1 (i) If q is even, then
e =
1
q
q−1∑
r,s=0
e−
piirs
q
ϑ
(q)
s
q
, r2
(
U2,
iq
2
)
ϑ
(q)
r
q
, s2
(
U1,
iq
2
)
ϑ
(
U q2 ,
iq
2
)
ϑ
(
U q1 ,
iq
2
) .
(ii) If q is odd, then
e =
1
2q
q−1∑
r,s=0
e−
piirs
q
∑
δ1,δ2∈{0,1}
(−1)δ1δ2e−pii(δ2s+δ1r)q
∑
ε1,ε2∈{0,1}
(−1)ε1ε2ϑ(2q)s
2q+
ε2
2 ,r+δ2
(U2, 2iq)ϑ
(2q)
r
2q+
ε1
2 ,s+δ1
(U1, 2iq)∑
ε1,ε2∈{0,1}
(−1)ε1ε2ϑ(2)ε2
2 ,0
(U2, 2iq)ϑ
(2)
ε1
2 ,0
(U1, 2iq)
.
Remark. The denominators are central elements in A 1
q
, hence the notation used in the previous
formulae makes sense.
Any b ∈ C∗(D⊥, β) = A 1
α
is represented as
b =
∑
z∈D⊥
b(z)π∗z =
∑
m1,m2
bm1,m2π
∗
m1δ1+m2δ2 =
∑
m1,m2
b−m1,−m2e
2piim1m2
α V m11 V
m2
2 . (3.5)
For such b and n1, n2 ∈ Z we set
αn1,n2 = 〈fb, fb〉D(n1
√
α, n2
√
α) . (3.6)
LEMMA 3.2 Let α ∈ (0, 1) and b, αn1,n2 as in (3.5) and (3.6). Then for all n1, n2 ∈ Z
αn1,n2 =
1√
2
e−
piα(n2
1
+n2
2
)
2 +piin1n2α
∑
m1,...,m4
bm1,m2 bm3,m4
·e−
pi
(
(m1−m3)2+(m2−m4)2
)
2α −pii(n1+in2)
(
m3−m1+i(m4−m2)
)
+
pii(m1+m3)(m2−m4)
α .
Proof. Using
(fb)(s) =
∑
m1,m2
bm1,m2e
2piim1m2
α
−pi
(
s−m2√
α
)2
− 2piism1√
α , s ∈ R
and (1.3) we get
αn1,n2 =
∫
R
(fb)(s) (fb)(s+ n1
√
α) e−2piisn2
√
α ds
=
∑
m1,...,m4
bm1,m2 bm3,m4 e
2pii(m1m2−m3m4)
α
−pi(m
2
2
+m2
4
)
α
−pin21α+2pin1m4
·
∫
R
e
−2pis2−2pis
(
−m2+m4√
α
+n1
√
α+i
(
m1−m3√
α
+n2
√
α
))
ds .
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The statement follows now through a plain computation based on (1.16). QED
For all r, s, n1, n2 ∈ Z we set
a(n1,n2)r,s = e
−pi(r2+s2)2α −piirsα −pii(n1+in2)(r+is) (3.7)
a(n1,n2) =
∑
r,s
a(n1,n2)r,s V
r
1 V
s
2 . (3.8)
Since ∑
r,s
|a(n1,n2)r,s | = ϑ
(
in1
2
,
i
2α
)
ϑ
(
in2
2
,
i
2α
)
<∞ ,
it follows that a(n1,n2) ∈ C∗(D⊥, β). Although we are not going to use it, notice that since σD⊥(V2) = V1
and σD⊥(V1) = V
−1
2 , we have
σD⊥
(
a(n1,n2)
)
= a(−n2,n1) .
If α = 1q , q ∈ Z, q ≥ 2, lemma 3.2 yields for all n1, n2 ∈ Z
αn1,n2 =
1√
2
e−
pi(n2
1
+n2
2
)
2q +
piin1n2
q
∑
m1,...,m4
bm1,m2 bm3,m4 a
(n1,n2)
m3−m1,m4−m2 . (3.9)
Moreover, for any b as in (3.5) we have
τD⊥
(
ba(n1,n2)b∗
)
=
∑
m1,...,m4
∑
r,s
bm1,m2 bm3,m4 a
(n1,n2)
r,s τD⊥(V
m1+r−m3
1 V
m2+s−m4
2 )
=
∑
m1,...,m4
bm1,m2 bm3,m4 a
(n1,n2)
m3−m1,m4−m2 ,
which together with (3.9) gives
αn1,n2 =
1√
2
e−
pi(n2
1
+n2
2
)
2q +
piin1n2
q τD⊥
(
ba(n1,n2)b∗
)
=
1√
2
e−
pi(n2
1
+n2
2
)
2q +
piin1n2
q
∫
[0,1]2
a(n1,n2)(e2piit1 , e2piit2) · |b(e2piit1 , e2piit2)|2 dt1 dt2 .
In the sequel we will take b = a−
1
2 = 〈f, f〉−
1
2
D⊥ ∈ C(T2), hence
αn1,n2 =
〈
f〈f, f〉− 12
D⊥ , f〈f, f〉
− 12
D⊥
〉
D
(n1
√
α, n2
√
α)
=
1√
2
e−
pi(n2
1
+n2
2
)
2q +
piin1n2
q
∫
[0,1]2
a(n1,n2)(e2piit1 , e2piit2)
a(e2piit1 , e2piit2)
dt1 dt2
(3.10)
and
e = |G/D|
∑
n1,n2
αn1,n2U
n2
2 U
n1
1 =
1
q
∑
n1,n2
αn1,n2U
n2
2 U
n1
1 . (3.11)
For simplicity we shall denote throughout this section
ϑ(z) = ϑ
(
z,
iq
2
)
.
Proof of proposition 3.1 (i) If q is even, then (1.18) yields for all t1, t2 ∈ R
a(e2piit1 , e2piit2) =
1√
2
ϑ(t1)ϑ(t2) . (3.12)
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We employ (3.7) and (3.8) to obtain
a(n1,n2)(e2piit1 , e2piit2) = ϑ
(
t1 − n1 + in2
2
)
ϑ
(
t2 − n2 + in1
2
)
. (3.13)
Writing n1 = ql1+ r, n2 = ql2+ s, l1, l2, r, s ∈ Z, 0 ≤ r, s < q and employing (3.10), (3.12) and (3.13)
we get
αn1,n2 = e
−piq(l
2
1
+l2
2
)
2 −pi(l1r+l2s)−
pi(r2+s2)
2q +pii(l1s+l2r)+
piirs
q
1∫
0
ϑ
(
t1 − r+is+il2q2
)
ϑ(t1)
dt1
1∫
0
ϑ
(
t2 − s+ir+il1q2
)
ϑ(t2)
dt2 .
Using also the quasiperiodicity of ϑ :
ϑ
(
z +
ilq
2
)
= e
piql2
2 −2piilz ϑ(z) z ∈ C, l ∈ Z ,
we get
αql1+r,ql2+s = e
−pi(r2+s2)2q +piirsq
1∫
0
e2piil2t1 ϑ
(
t1 − r+is2
)
ϑ(t1)
dt1
1∫
0
e2piil1t2 ϑ
(
t2 − s+ir2
)
ϑ(t2)
dt2 .
Furthermore, using also
∑
l
e2piily
1∫
0
e2piilx ϑ
(
x− r+is2
)
ϑ(x)
dx =
∑
l
1∫
0
e2piilx ϑ
(
x− y − r+is2
)
ϑ(x− y) dx =
ϑ
(
y + r+is2
)
ϑ(y)
and the fact that U q1 and U
q
2 are central in A 1α , we get∑
l1,l2
αql1+r,ql2+sU
ql2
2 U
ql1
1 = e
−pi(r2+s2)2q +piirsq · ϑ
(
epii(r+is) U q2 ,
iq
2
)
ϑ
(
epii(s+ir) U q1 ,
iq
2
)
ϑ
(
U q2 ,
iq
2
)
ϑ
(
U q1 ,
iq
2
) .
The equality from proposition 3.1 (i) follows from this and from
e−
pis2
2q +
piirs
q Us ϑ
(
epii(r+is) U q,
iq
2
)
= ϑ
(q)
s
q
, r2
(
U,
iq
2
)
. QED (3.14)
Before completing the proof of proposition 3.1 for q odd, we introduce some notation by setting for
all z ∈ C, τ ∈ H, a, b ∈ R
ϑodda,b (z, τ) =
∑
modd
epiiτ(m+a)
2+2pii(m+a)(z+b) = ϑa,b(z, τ)− ϑ a2 ,2b(2z, 4τ) = ϑ a+12 ,2b(2z, 4τ) ,
ϑevena,b =
∑
meven
epiiτ(m+a)
2+2pii(m+a)(z+b) = ϑ a
2 ,2b
(2z, 4τ) ,
ϑ⋄(z, τ) = ϑ⋄0,0(z, τ) , ⋄ ∈ {even, odd} .
For all z ∈ C, τ ∈ H, a, b ∈ R, l ∈ Z we have
ϑeven
(
z +
1
2
, τ
)
= ϑeven(z, τ) , (3.15)
ϑodd
(
z +
1
2
, τ
)
= −ϑodd(z, τ) , (3.16)
ϑodda,b (z + lτ, τ) = e
−piiτl2−2piil(z+b) ·
{
ϑodda,b (z, τ), if l is even
ϑevena,b (z, τ), if l is odd
. (3.17)
The following lemma is easy to prove.
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LEMMA 3.3 Let φ : R2 → C be a continuous function which is periodic modulo Z2. Then∑
l1,l2 even
∫
[0,1]2
e2pii(l1t1+l2t2)φ(t1, t2) dt1 dt2 =
1
4
(
φ(0, 0) + φ
(
1
2
, 0
)
+ φ
(
0,
1
2
)
+ φ
(
1
2
,
1
2
))
,
∑
l1 even,l2 odd
∫
[0,1]2
e2pii(l1t1+l2t2)φ(t1, t2) dt1 dt2 =
1
4
(
φ(0, 0) + φ
(
1
2
, 0
)
− φ
(
0,
1
2
)
− φ
(
1
2
,
1
2
))
,
∑
l1 odd,l2 even
∫
[0,1]2
e2pii(l1t1+l2t2)φ(t1, t2) dt1 dt2 =
1
4
(
φ(0, 0)− φ
(
1
2
, 0
)
+ φ
(
0,
1
2
)
− φ
(
1
2
,
1
2
))
,
∑
l1,l2 odd
∫
[0,1]2
e2pii(l1t1+l2t2)φ(t1, t2) dt1 dt2 =
1
4
(
φ(0, 0)− φ
(
1
2
, 0
)
− φ
(
0,
1
2
)
+ φ
(
1
2
,
1
2
))
.
Proof. We consider for instance the second equality. The others are similar. if we set l1 = 2m1,
l2 = 2m2 + 1, x1 = 2t1, x2 = 2t2, and divide [0, 2]
2 into four equal squares, then we get :
S01 =
∑
l1 even,l2 odd
∫
[0,1]2
e2pii(l1t1+l2t2)φ(t1, t2) dt1 dt2
=
1
4
∑
m1,m2
∫
[0,2]2
e2pii(m1x1+m2x2) epiix2 φ
(
x1
2
,
x2
2
)
dx1 dx2
=
1
4
∑
m1,m2
∫
[0,1]2
e2pii(m1x1+m2x2) ψ(x1, x2) dx1 dx2 ,
where
ψ(x1, x2) = e
piix2 φ
(
x1
2
,
x2
2
)
+epiix2 φ
(
x1 + 1
2
,
x2
2
)
−epiix2 φ
(
x1
2
,
x2 + 1
2
)
−epiix2 φ
(
x1 + 1
2
,
x2 + 1
2
)
.
Since ψ(x1 + 1, x2) = ψ(x1, x2) = ψ(x1, x2 + 1), x1, x2 ∈ R, we get
S01 =
1
4
ψ(0, 0) =
1
4
(
φ(0, 0) + φ
(
1
2
, 0
)
− φ
(
0,
1
2
)
− φ
(
1
2
,
1
2
))
. QED
For all a, b ∈ R, z ∈ C, we set
ϑa,b(z) = ϑa,b
(
z,
iq
2
)
, ϑ⋄a,b(z) = ϑ
⋄
a,b
(
z,
iq
2
)
, ⋄ ∈ {even, odd} ,
and consider the following continuous functions on R2/Z2
φ0,0r,s (t1, t2) =
ϑ
(
t1 +
r+is
2
)
ϑ
(
t2 +
s+ir
2
)− 2ϑodd(t1 + r+is2 )ϑodd(t2 + s+ir2 )
ϑ(t1)ϑ(t2)− 2ϑodd(t1)ϑodd(t2) ,
φ0,1r,s (t1, t2) =
ϑ
(
t1 +
r+is
2
)
ϑ0, 12
(
t2 +
s+ir
2
)
+ 2ϑeven
(
t1 +
r+is
2
)
ϑodd
(
t2 +
s+ir
2
)
ϑ(t1)ϑ(t2)− 2ϑodd(t1)ϑodd(t2) ,
φ1,0r,s (t1, t2) =
ϑ0, 12
(
t1 +
r+is
2
)
ϑ
(
t2 +
s+ir
2
)
+ 2ϑodd
(
t1 +
r+is
2
)
ϑeven
(
t2 +
s+ir
2
)
ϑ(t1)ϑ(t2)− 2ϑodd(t1)ϑodd(t2) ,
φ1,1r,s (t1, t2) =
ϑ0, 12
(
t1 +
r+is
2
)
ϑ0, 12
(
t2 +
s+ir
2
)− 2ϑeven(t1 + r+is2 )ϑeven(t2 + s+ir2 )
ϑ(t1)ϑ(t2)− 2ϑodd(t1)ϑodd(t2) .
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Proof of proposition 3.1 (ii). Our first aim is to compute
∑
l1,l2
αql1+r,ql2+sU
ql2
2 U
ql1
1 . This is split into
four sums as follows :
S00 =
∑
l1,l2 even
αql1+r,ql2+s e
2pii(l1x1+l2x2) , S01 =
∑
l1 even,l2 odd
αql1+r,ql2+s e
2pii(l1x1+l2x2) ,
S10 =
∑
l1 odd,l2 even
αql1+r,ql2+s e
2pii(l1x1+l2x2) , S11 =
∑
l1,l2 odd
αql1+r,ql2+s e
2pii(l1x1+l2x2) .
From (1.18) we get for all t1, t2 ∈ R
a(e2piit1 , e2piit2) =
1√
2
(
ϑ(t1)ϑ(t2)− 2ϑodd(t1)ϑodd(t2)
)
> 0 , (3.18)
whilst from (3.7) and (3.8)
a(n1,n2)(e2piit1 , e2piit2) =
1√
2
(
ϑ
(
t1 − n1 + in2
2
)
ϑ
(
t2 − n2 + in1
2
)
−2ϑodd
(
t1 − n1 + in2
2
)
ϑodd
(
t2 − n2 + in1
2
))
.
(3.19)
To compute S00, we notice that the quasi-periodicity properties (3.15), (3.16), (3.17) and
ϑ
(
z +
ilq
2
)
= e
piql2
2 −2piilz ϑ(z) , z ∈ C, l ∈ Z (3.20)
yield for all t1, t2 ∈ R, n1, n2 ∈ Z, n1 = ql1 + r, n2 = ql2 + s, l1, l2, r, s ∈ Z, 0 ≤ r, s < q
a(n1,n2)(e2piit1 , e2piit2) =
1√
2
e
pi(l2
1
+l2
2
)q
2 −2pii(l2t1+l1t2)−pii(l2r+l1s)+pi(l2s+l1r)
·
(
ϑ
(
t1 − r + is
2
)
ϑ
(
t2 − s+ ir
2
)
− 2ϑodd
(
t1 − r + is
2
)
ϑodd
(
t2 − s+ ir
2
))
.
(3.21)
We combine (3.10), (3.18), (3.21) and the definition of φ0,0r,s to get
αn1,n2 = e
−pi(r2+s2)2q +piirsq
∫
[0,1]2
e2pii(l2t1+l1t2) φ0,0r,s (−t1,−t2) dt1 dt2 .
Using lemma 3.3 we gather
S00 = e
−pi(r2+s2)2q +piirsq
∑
l1,l2 even
∫
[0,1]2
e2piil2(t1+x2)+2piil1(t2+x1) φ0,0r,s (−t1,−t2) dt1 dt2
= e−
pi(r2+s2)
2q +
piirs
q
∑
l1,l2 even
∫
[0,1]2
e2pii(l1t1+l2t2) φ0,0r,s (x2 − t2, x1 − t1) dt1 dt2
=
1
4
e−
pi(r2+s2)
2q +
piirs
q
(
φ0,0r,s (x2, x1) + φ
0,0
r,s
(
x2, x1 − 1
2
)
+ φ0,0r,s
(
x2 − 1
2
, x1
)
+φ0,0r,s
(
x2 − 1
2
, x1 − 1
2
))
.
(3.22)
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Similar computations yield
S01 =
1
4
e−
pi(r2+s2)
2q +
piirs
q
(
φ0,1r,s (x2, x1) + φ
0,1
r,s
(
x2, x1 − 1
2
)
− φ0,1r,s
(
x2 − 1
2
, x1
)
−φ0,1r,s
(
x2 − 1
2
, x1 − 1
2
))
.
(3.23)
S10 =
1
4 e
−pi(r2+s2)2q +piirsq
(
φ1,0r,s (x2, x1)− φ1,0r,s
(
x2, x1 − 12
)
+ φ1,0r,s
(
x2 − 12 , x1
)
−φ0,0r,s
(
x2 − 1
2
, x1 − 1
2
))
.
(3.24)
S11 =
1
4
e−
pi(r2+s2)
2q +
piirs
q
(
φ1,1r,s (x2, x1)− φ1,1r,s
(
x2, x1 − 1
2
)
− φ1,1r,s
(
x2 − 1
2
, x1
)
+φ0,0r,s
(
x2 − 1
2
, x1 − 1
2
))
.
(3.25)
Immediate computations based on the obvious equalities
ϑ(z, τ) = ϑeven(z, τ) + ϑodd(z, τ) and ϑ0, 12 (z, τ) = ϑ
even(z, τ)− ϑodd(z, τ)
show that φ0,0r,s = φ
0,1
r,s = φ
1,0
r,s = −φ1,1r,s = φr,s and actually we get for all r, s ∈ Z
φr,s(t1, t2) =
ϑ
(
t1 +
r+is
2
)
ϑ
(
t2 +
s+ir
2
) − 2ϑodd(t1 + r+is2 )ϑodd(t2 + s+ir2 )
ϑ(t1)ϑ(t2)− 2ϑodd(t1)ϑodd(t2) . (3.26)
From (3.22)-(3.25) we get∑
l1,l2
αql1+r,ql2+s e
2pii(l1x1+l2x2) = S00 + S01 + S10 + S11
=
1
2
e−
pi(r2+s2)
2q +
piirs
q
∑
δ1,δ2∈{0,1}
(−1)δ1δ2 φr,s
(
x2 − δ2
2
, x1 − δ1
2
)
.
(3.27)
We identify U q1 with e
2piix1 and U q2 with e
2piix2 to obtain∑
l1,l2
αql1+r,ql2+s U
ql2
2 U
ql1
1
=
1
2
e−
pi(r2+s2)
2q +
piirs
q
(
ϑ
(
U q2 ,
iq
2
)
ϑ
(
U q1 ,
iq
2
)
− 2ϑodd
(
U q2 ,
iq
2
)
ϑodd
(
U q1 ,
iq
2
))−1
·
∑
δ1,δ2∈{0,1}
(−1)δ1δ2
(
ϑ
(
epii(r+δ2+is) U q2 ,
iq
2
)
ϑ
(
epii(s+δ1+ir) U q1 ,
iq
2
)
−2ϑodd
(
epii(r+δ2+is) U q2 ,
iq
2
)
ϑodd
(
epii(s+δ1+ir) U q1 ,
iq
2
))
,
(3.28)
where we denote for any unitary U and τ ∈ H, q ∈ N∗, a ∈ Z, b ∈ R
ϑodd(z, τ) =
∑
modd
epiiτm
2
Um , ϑeven(z, τ) =
∑
meven
epiiτm
2
Um
22
and
ϑ
(q) odd
a
q
,b (U, τ) =
∑
modd
epiiτ
(
m+ a
q
)2
+2pii
(
m+a
q
)
b U qm+a = ϑ
(2q)
a
2q+
1
2 ,2b
(U, 4τ) , (3.29)
ϑ
(q) even
a
q
,b (U, τ) =
∑
meven
epiiτ
(
m+ a
q
)2
+2pii
(
m+a
q
)
b U qm+a = ϑ
(2q)
a
2q ,2b
(U, 4τ) . (3.30)
Using ϑ(U, τ) = ϑodd(U, τ) + ϑeven(U, τ), ϑodd(U, τ) = ϑ
(2)
1
2 ,0
(U, 4τ) and ϑeven(U, τ) = ϑ
(2)
0,0(U, 4τ), we
get
ϑ
(
U q2 ,
iq
2
)
ϑ
(
U q1 ,
iq
2
)
− 2ϑodd
(
U q2 ,
iq
2
)
ϑodd
(
U q1 ,
iq
2
)
=
∑
ε1,ε2∈{0,1}
(−1)ε1ε2 ϑ(2)ε2
2 ,0
(U q2 , 2iq)ϑ
(2)
ε1
2 ,0
(U q1 , 2iq) .
(3.31)
Using the quasi-periodicity relations (3.14) and
e−
pis2
2q +
piirs
q Us ϑodd
(
epii(r+is) U q,
iq
2
)
= ϑ
(q) odd
s
q
, r2
(
U,
iq
2
)
,
and also ϑ
(q)
a
q
,b(U, τ) = ϑ
(q) even
a
q
,b (U, τ) + ϑ
(q) odd
a
q
,b (U, τ), (3.29) and (3.30), we get
e−
pi(r2+s2)
2q +
piirs
q Us2
(
ϑ
(
epii(r+δ2+is) U q2 ,
iq
2
)
ϑ
(
epii(s+δ1+ir) U q1 ,
iq
2
)
−2ϑodd
(
epii(r+δ2+is) U q2 ,
iq
2
)
ϑodd
(
epii(s+δ1+ir) U q1 ,
iq
2
))
U r1
= e−
piirs
q
−pii(δ2s+δ1r)
q
∑
ε1,ε2∈{0,1}
(−1)ε1ε2 ϑ(2q)s
2q+
ε2
2 ,r+δ2
(U2, 2iq)ϑ
(2q)
r
2q+
ε1
2 ,s+δ1
(U1, 2iq) .
(3.32)
Proposition 3.1 (ii) follows now from (3.11), (3.28), (3.31) and (3.32). QED
We continue with some considerations on the case α = 12 . According to proposition 3.1, the formula
e =
1
2
1 + ϑ(2)0, 12 (U2, i)ϑ(2)12 ,0(U1, i)
ϑ(U22 , i)ϑ(U
2
1 , i)
+
ϑ
(2)
1
2 ,0
(U2, i)ϑ
(2)
0, 12
(U1, i)
ϑ(U22 , i)ϑ(U
2
1 , i)
−
i ϑ
(2)
1
2 ,
1
2
(U2, i)ϑ
(2)
1
2 ,
1
2
(U1, i)
ϑ(U22 , i)ϑ(U
2
1 , i)

defines a projection of trace 12 in A 12 . We shall simply denote e = e1 = (+ + + −) .
We consider the automorphisms ρt1,t2 of A 1
2
acting on the generators U1 and U2 by ρt1,t2(Uj) = e
2piitj ,
j = 1, 2, t1, t2 ∈ R and ρ acting by ρ(U1) = −U2, ρ(U2) = −U1. The relations
ϑ
(2)
1
2 ,b
(−U, τ) = −ϑ(2)1
2 ,b
(U, τ) , b ∈ R , τ ∈ H ,
ϑ
(2)
1
2 ,
1
2
(U1, τ)ϑ
(2)
1
2 ,
1
2
(U2, τ) = −ϑ(2)1
2 ,
1
2
(U2, τ)ϑ
(2)
1
2 ,
1
2
(U1, τ) ,
and the fact that ϑ(U21 , i) and ϑ(U
2
2 , i) are central in A 12 show that
e1 = (+ + + −) ,
e2 = ρ 1
2 ,0
(e1) = (+ − + +) ,
e3 = ρ0, 12 (e1) = (+ + − +) ,
e4 = ρ 1
2 ,
1
2
(e1) = (+ − − −) ,
e5 = ρ(e1) = (+ − − +) .
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In particular ej , 1 ≤ j ≤ 5 are projections of trace 12 in A 12 such that
e1 + e5 = e + ρ(e) = 1 , (3.33)
e1 + e2 + e3 + e4 =
1∑
c1,c2=0
ρ c1
2 ,
c2
2
(e) = 2 . (3.34)
We also notice that if ρ˜ is the automorphism of A 1
2
defined by ρ˜(U1) = U2, ρ˜(U2) = U1, then
ρ˜(e1) = (+ + + +) .
Actually, the analog of (3.34) holds for any α = 1q , q ∈ N∗, q ≥ 2. To see this, we notice first that for
all s, c ∈ Z, b ∈ R
ϑ
(q)
s
q
,b
(
e
2piic
q U, τ
)
= e
2piisc
q ϑ
(q)
s
q
,b(U, τ) ,
This implies that if we write e =
q−1∑
r,s=0
e−
piirs
q Ar,s as in proposition 3.1, then
ρ c1
q
,
c2
q
(e) =
1
q
q−1∑
r,s=0
e−
piirs
q
+
2piisc2
q
+
2piirc1
q Ar,s
and furthermore
q−1∑
c1,c2=0
ρ c1
q
,
c2
q
(e) =
1
q
q−1∑
r,s=0
e−
piirs
q
( q−1∑
c1=0
e
2piirc1
q
)( q−1∑
c2=0
e
2piisc2
q
)
Ar,s = qA0,0 = q . (3.35)
Let π : A 1
q
→ Mq(C), π(Uj) = U˜j , j = 1, 2 be the canonical finite dimensional representation of A 1
q
(i.e. U˜ q1 = U˜
q
2 = Iq). We consider the finite dimensional representations πt1,t2 = πρt1,t2 of A 1q Then, we
get πt1,t2(U
qm+s
j ) = e
2pii(qm+s)tj U˜sj , j = 1, 2, 0 ≤ s < q and
πt1,t2
(
ϑ
(q)
s
q
, r2
(U2, τ)
)
=
∑
m
epiiτ
(
m+ s
q
)2
+2pii
(
m+ s
q
)
r
2 e2pii(qm+s)t2 U˜s2 = ϑ sq ,
r
2
(qt2, τ) U˜
s
2 ,
πt1,t2
(
ϑ
(q)
r
q
, s2
(U1, τ)
)
= ϑ r
q
, s
2
(qt1, τ) U˜
r
1
πt1,t2
(
ϑ(U qj , τ)
)
= ϑ(qtj , τ) · Iq , j = 1, 2 .
Therefore, for any non-negative even integer q
πt1,t2(e) =
q−1∑
r,s=0
e−
piirs
q ϑ s
q
, r2
(
qt2,
iq
2
)
ϑ r
q
, s2
(
qt1,
iq
2
)
U˜s2 U˜
r
1
q ϑ
(
qt2,
iq
2
)
ϑ
(
qt1,
iq
2
) . (3.36)
Using (3.36) we compute τ
(
πt1,t2(e)
2
)
. As this is equal to τ
(
πt1,t2(e)
)
= q−1, we get for all t1, t2 ∈ R
q−1∑
m,n=0
e−
4piimn
q ϑ−n
q
,−m2
(
t1,
iq
2
)
ϑn
q
,m2
(
t1,
iq
2
)
ϑ−m
q
,−n2
(
t2,
iq
2
)
ϑm
q
,n2
(
t2,
iq
2
)
= q ϑ
(
t1,
iq
2
)2(
t2,
iq
2
)2
.
(3.37)
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Using ϑ−a,−b(z, τ) = ϑa,b(−z, τ), it follows that for any even integer q ∈ N∗ and any t1, t2 ∈ R
q−1∑
m,n=0
e−
4piimn
q ϑn
q
,m
2
(
t1,
iq
2
)
ϑn
q
,m
2
(
− t1, iq
2
)
ϑm
q
,n
2
(
t2,
iq
2
)
ϑm
q
,n
2
(
− t2, iq
2
)
= q ϑ
(
t1,
iq
2
)2
ϑ
(
t2,
iq
2
)2
.
(3.38)
Actually (3.38) can be regarded as a sort of Riemann theta relation. To see this, we specialize further
to q = 2 and denote as in [10] ϑ00 = ϑ, ϑ10 = ϑ 1
2 ,0
, ϑ01 = ϑ0, 12 , ϑ11 = ϑ
1
2 ,
1
2
. Taking q = 2 in (3.38) and
using the obvious equalities
ϑ00(−z, τ) = ϑ00(z, τ) , ϑ10(−z, τ) = ϑ10(z, τ) , ϑ01(−z, τ) = ϑ01(z, τ) , ϑ11(−z, τ) = −ϑ11(z, τ) ,
we obtain for all x, u ∈ R
ϑ01(x, i)
2 ϑ10(u, i)
2 + ϑ10(x, i)
2 ϑ01(u, i)
2 + ϑ11(x, i)
2 ϑ11(u, i)
2 = ϑ00(x, i)
2 ϑ00(u, i)
2 . (3.39)
REMARK 3.4 Identity (3.39) should be compared with Riemann’s theta formulae, for example with
formula (A1) in [10, p.21]
(A1) ϑ00(x, τ)
2 ϑ00(u, τ)
2 + ϑ11(x, τ)
2 ϑ11(u, τ)
2 = ϑ01(x, τ)
2 ϑ01(u, τ)
2 + ϑ10(x, τ)
2 ϑ10(u, τ)
2
= ϑ00(x+ u, τ)ϑ00(x− u, τ)ϑ00(0, τ)2 .
Nevertheless, it is not clear to us whether (3.39) is a mere consequence of Riemann type identities.
A Appendix
Let α ∈ [0, 1), ρ = e2piiα, u, v be unitaries such that uv = ρvu, Aα = C∗(u, v) and σ be the order four
automorphism of Aα defined by σ(u) = v, σ(v) = u
−1. Denote by E the conditional expectation from
Aα onto A
σ
α defined by
E(x) =
1
4
(
x+ σ(x) + σ2(x) + σ3(x)
)
x ∈ Aα .
For any n,m ∈ Z, set
[n,m] = ρ−
nm
2 (unvm + u−nv−m) = 2 ρ−
nm
2
(
unvm + σ2(unvm)
)
,
{n,m} = 4 ρ−nm2 E(unvm) = ρ−nm2 (unvm + u−nv−m + vnu−m + v−num)
= ρ−
nm
2 (unvm + u−nv−m) + ρ
nm
2 (u−mvn + umv−n) = [n,m] + [−m,n] .
The following properties of [n,m] are easy to check ([3])
[n,m]∗ = [n,m] = [−n,−m] , (A.1)
[n,m] [k, l] = ρ
nl−mk
2 [n+ k,m+ l] + ρ
mk−nl
2 [n− k,m− l] . (A.2)
Using (A1) and (A2) it is plain to check that for all n,m, k, l ∈ Z
{n,m}∗ = {n,m} = {−m,n} = {−n,−m} = {m,−n} , (A.3)
{n,m} {k, l} = ρnl−mk2 {n+ k,m+ l}+ ρmk−nl2 {n− k,m− l}+ ρnk+ml2 {n− l,m+ k}
+ρ
−nk−ml
2 {n+ l,m− k} .
(A.4)
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PROPOSITION A.1 If α 6= 0 and α 6= 12 , then Aσα = C∗
({n, 0} ; n ≥ 0) .
Proof. The linear span of (unvm)n,m∈Z is dense in Aα and the conditional expectation E continuous,
hence span
({n,m})
n,m∈Z is dense in A
σ
α. Denote by B the C
∗-algebra generated by
({n, 0})
n∈N .
According to (A3), it suffices to prove that for all n,m ∈ N
{n,m} ∈ B . (A.5)
According to (A4) and (A3) we have
{n, 0} {k, 0} = {n+ k, 0}+ {n− k, 0}+ ρnk2 {n, k}+ ρ−nk2 {k, n} , (A.6)
whence {n, k} ∈ B if and only if {k, n} ∈ B. The previous equality gives also for all n ∈ Z
ρ
n
2 {n, 1}+ ρ−n2 {1, n} ∈ B . (A.7)
In particular {1, 1} ∈ B and using again (A4), we get for all n ∈ Z
{n, 0} {1, 1} = ρn2 {n+ 1, 1}+ ρ−n2 {1, n− 1}+ ρn2 {n− 1, 1}+ ρ−n2 {1, n+ 1} . (A.8)
Let m ≥ 1 and assume that {k, 1} ∈ B for all 0 ≤ k ≤ m. Then {1, k} ∈ B for all 0 ≤ k ≤ m and by
(A8)
ρ
m
2 {m+ 1, 1}+ ρ−m2 {1,m+ 1} ∈ B . (A.9)
Taking n = m+ 1 in (A7) and using (A9) and∣∣∣∣ ρm+12 ρ−m+12ρm2 ρ−m2
∣∣∣∣ = ρ 12 − ρ− 12 6= 0 ,
we conclude that {m+ 1, 1} ∈ B, hence {n, 1} ∈ B and {1, n} ∈ B for all n ≥ 0.
Finally, we prove (A5) by induction. Assume that for some k ≥ 1 we have
{n,m} ∈ B for all n ≥ 0 and k ≥ n ≥ 0 or for all k ≥ n ≥ 0 and m ≥ 0 . (A.10)
To conclude, it will suffice to prove that
{n, k + 1} ∈ B , for alln ≥ 0 .
This holds for n = 0, 1, . . . , k. By (A10) and
{k, k} {1, 1} = {k + 1, k + 1}+ {k − 1, k − 1}+ ρk{k − 1, k + 1}+ ρ−k{k + 1, k − 1} ∈ B ,
{k + 1, k} {1, 1} = ρ 12 {k + 2, k + 1}+ ρ− 12 {k, k − 1}+ ρk+ 12 {k, k + 1}+ ρ−k− 12 {k + 2, k − 1} ∈ B ,
{k + 2, k} {1, 1} = ρ{k + 3, k + 1}+ ρ−1{k + 1, k − 1}+ ρk+1{k + 1, k + 1}
+ρ−k−1{k + 3, k − 1} ∈ B etc.
we get {k + 1, k + 1}, {k+ 2, k + 1}, {k + 3, k + 1}, . . . ∈ B. QED
COROLLARY A.2 If α /∈ Q, then
Aσα = C
∗({1, 0}, {2, 0})= C∗(u+ v + u−1 + v−1, u2 + v2 + u−2 + v−2) .
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Proof. Denote by C the ∗-algebra generated by {1, 0} and {2, 0}. According to the previous proposi-
tion it suffices to show that {n, 0} ∈ C for all n ≥ 3. Firstly, notice that
{1, 0}2 = {2, 0}+ {0, 0}+ (ρ 12 + ρ− 12 ) {1, 1} ∈ C
yields {1, 1} ∈ C. Then, we prove by induction that
{1, 0}, . . . , {n, 0}, {1, 1}, . . . , {n− 1, 1} ∈ C for all n ≥ 2 .
Assume that this is the case for some n ≥ 2. By (A6) we get
ρ
n
2 {n− 2, 1}+ ρ−n2 {1, n− 2} = {n− 2, 0} {1, 0}− {n− 1, 0} − {n− 3, 0} ∈ C ,
hence {1, n− 2} = {2− n, 1} ∈ C. By (A8) and the induction hypotheses
ρ
n−1
2 {n, 1}+ ρ−n−12 {1, n} = {n− 1, 0} {1, 1}− ρ−n−12 {1, n− 2} − ρn−12 {n− 2, 1} ∈ C . (A.11)
On the other hand
{1, 1} {n, 0} = ρ−n−12 {n, 1}+ ρn−12 {1, n}+ ρn−12 {2− n, 1}+ ρ−n−12 {n− 2, 1} ∈ C ,
whence
ρ−
n−1
2 {n, 1}+ ρn−12 {1, n} ∈ C . (A.12)
By (A11), (A12) and ρm 6= 1, m ∈ Z, we get {n, 1}, {1, n} ∈ C. Moreover, using also
{n, 0} {1, 0} = {n+ 1, 0}+ {n− 1, 0}+ ρn2 {n, 1}+ ρ−n2 {1, n} ∈ C ,
we conclude that {n+ 1, 0} ∈ C. QED
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