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The research reported in the paper aims the development of some methodologies for noise 
removal in image restoration. In real life, there is always some kind of noise present in the 
observed data. Therefore, it has been proposed that the ICA model used in image restoration 
should include noise term as well. Different methods for estimating the ICA model when noise 
is present have been developed. In noisy ICA, we have to deal with the problem of estimation 
of the noise free realization of the independent components. The noisy ICA model can be use 
to develop a denoising method, namely the sparse code shrinkage [10]. The final part of the 
paper presents a LMS optimal PCA compression/decompression scheme, where the noise is 
annihilated in the feature space. In order to derive conclusions concerning the correlations 
between the dimensionality reduction and the resulted quality of the restored images as well 
as the effect of using both LMS optimal compression/decompression technique and PCA 
based noise removal method several tests were performed on the same set of data. The tests 
proved that the proposed restoration technique yields high quality restored images in both 
cases, when the CSPCA algorithm was applied directly on the initial image and when it was 
applied in the reduced feature space respectively. [21] 
Keywords: ICA, noisy ICA, feature extraction, PCA, image processing, data restoration, noise 
removal, shrinkage function 
 
Introducere 
În multe aplicaţii practice, datele observa-
te conţin o componentă de tip zgomot, care 
poate fi rezultatul modului de observare 
/achiziţionare a datelor sau al alegerii ina-
decvate a modelului. În această situaţie, sunt 
utilizate modelele ICA cu zgomot înglobat 
aditiv.  
Definiţia unui model ICA cu zgomot este, 
(1)  η As x + = , 
unde  ()
T
n η η η ,..., , 2 1 = η  este vectorul zgo-
mot. În general, tehnicile ICA în cadrul mo-
delelor cu zgomot sunt dezvoltate în ipoteze-
le în care zgomotul este gaussian şi indepen-
dent de componentele principale  n i si ≤ ≤ 1 ,.  
Matricea de covarianţă a zgomotului este în 
general considerată cunoscută sau de forma 
I Σ
2 σ η = . Realizările componentelor inde-
pendente  n i si ≤ ≤ 1 ,  nu mai pot fi identifica-
te, deoarece nu pot fi complet separate de 
zgomot [9]. 
În cazul în care matricea de covarianţă a vec-
torului zgomot este  I Σ
2 σ η = , vectorul 
zgomot din (1) este considerat de tip senzor: 
variabilele zgomot sunt adăugate separat fie-
cărei variabile observate  n i xi ≤ ≤ 1 ,.   
Dacă vectorul zgomotul este adăugat, com-
ponentă cu componentă, variabilelor 
n i si ≤ ≤ 1 , , atunci zgomotul este de tip sur-
să. Modelele ICA în care zgomotul este de 
tip sursă sunt descrise prin intermediul relaţi-
ei, 
(2)  () η s A x + = , 
unde covarianţă vectorului zgomot este con-
siderată matrice diagonală. 
În situaţia modelelor ICA cu zgomot sursă, 
componentele independente sunt, 
n i s s i i i ≤ ≤ + = 1 , ~ η , 
şi modelul ICA (2) este, 
(3)  s A x ~ = . 
Relaţia (3) defineşte un model ICA standard 
în situaţia în care componentele  n i si ≤ ≤ 1 , ~  
sunt independente şi non-gaussiene, deci 
modelul poate fi estimat utilizând tehnicile 
1 Revista Informatica Economică nr. 1 (37)/2006 
 
 
30
corespunzătoare modelelor ICA fără zgo-
mot..   
În ipoteza în care matricea de covarianţă a 
vectorului zgomot este 
2 σ η
T AA Σ = , prin-
cipiul care stă la baza estimării modelului (1) 
este următorul. Fie  η A η
1 ~ − = ; obţinem, 
( ) () η s A η A s A x ~ 1 + = + =
− . 
Covarianţa vectorului zgomot η ~  este matri-
cea  I Σ
2
~ σ η = , deci componentele indepen-
dente transformate sunt independente. Rezul-
tă că în această situaţie matricea A poate fi 
estimată prin utilizarea tehnicilor corespun-
zătoare modelelor ICA fără zgomot. 
 
2. Estimarea modelului ICA cu zgomot. 
Tehnici de eliminare a interferenţelor 
Metodele de eliminare a interferenţelor pre-
supun modificarea tehnicilor de estimare a 
modelelor ICA standard astfel încât zgomotul 
să fie eliminat sau cel puţin redus. Fie mode-
lul ICA standard, 
(4) As v = . 
Componentele independente ale modelului 
(4) sunt determinate prin proiecţiile  v w
T , v 
vector alb şi astfel încât non-gaussianitatea 
este maximizată local  în ipoteza  1 = w . Ob-
ţinem,  η w v w x w
T T T + = , deci ideea este de 
a măsura non-gaussianitatea proiecţiei  v w
T  
pe baza proiecţiei observate  x w
T  astfel încât 
măsura să nu fie afectată de zgomotul  η w
T . 
Eliminarea interferenţelor prin kurtosis 
Deoarece măsura kurtosis este imună la 
zgomotul gaussian,  ( ) ( ) v w x w
T T kurt kurt = , 
poate fi aplicată în cadrul modelelor ICA cu 
zgomot.  
Algoritmii de tip gradient pentru maximiza-
rea măsurii kurtosis sunt de obicei aplicaţi 
vectorilor albi. Pentru estimarea componente-
lor independente ale modelelor ICA cu zgo-
mot este luat în calcul şi efectul transformării 
vectorului datelor observate x în vector alb 
asupra componentei zgomot. Dacă matricea 
de covarianţă  a vectorului zgomot  η Σ este 
cunoscută  şi  ( )
T xx Σ E =  ( x este centrat), 
atunci operaţia de transformare a lui x în vec-
tor alb este înlocuită cu,  
(5)  ( ) x Σ Σ x 2
1 ~ − − = η , 
cu alte cuvinte, în loc de Σ este utilizată ma-
tricea de covarianţă a datelor fără zgomot, 
η Σ Σ − . 
După efectuarea operaţiei (5), datele observa-
te sunt modelate prin,  η Bs x ~ ~ + = , unde B es-
te ortogonală şi  η ~  este transformata liniară a 
vectorului zgomot η. 
Eliminarea interferenţelor utilizând mă-
suri generale ale non-gaussianităţii  
În continuare vom considera măsura, 
(6)  ( ) ( ) ( ) () () [ ]
2
E E ν G G J
T T
G − = v w v w , 
unde G este o funcţie nepolinomială şi ν este 
variabilă aleatoare gaussiană standard. Măsu-
ra definită prin (6) poate fi utilizată pentru 
estimarea modelelor ICA cu zgomot dacă 
( ) v w
T
G J  poate fi estimată pe baza observaţi-
ilor perturbate x.  Cu alte cuvinte, dacă z este 
o variabilă aleatoare non-gaussiană şi η este 
o variabilă zgomot distribuită normal, cu me-
die 0 şi varianţă 
2 σ , atunci relaţia dintre 
( ) ( ) z G E   şi  ( ) ( ) η + z G E  trebuie să poată fi 
exprimată cât mai simplu. 
Fie  
() ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
− = ⎟
⎠
⎞
⎜
⎝
⎛ =
2
2
2
exp
2
1 1
c
x
c c
x
c
x c
π
ϕ ϕ  
densitatea de repartiţie gaussiană de medie 0 
şi varianţă 
2 c  şi, pentru orice număr natural 
k, fie  ( )( ) x
k
c ϕ  derivata de ordin k a funcţiei 
( ) x c ϕ , respectiv  () () () () ∫
+ − − =
x
k
c
k
c dy y x
0
1 ϕ ϕ ,  
unde  ( )( ) ( ) x x c c ϕ ϕ =
0 .  
Estimarea componentelor independente pe 
baza observaţiilor cu zgomot poate fi realiza-
tă prin maximizarea funcţiei definite de (6) 
[9], [10]; estimarea statisticii  ( ) ( ) v w
T G E e s t e  
posibilă pentru funcţii  () () () u u G
k
c ϕ = . Pentru 
orice k număr întreg, statistica  () ( ) ( ) v w
T k
c ϕ E  
este numită moment gaussian al datelor.  
Fie  x vectorul observaţiilor perturbate şi 
( ) x Σ Σ x 2
1 ~ − − = η . Estimarea componentelor 
independente ale modelului ICA cu zgomot Revista Informatica Economică nr. 1 (37)/2006 
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este realizată prin rezolvarea problemei va-
riaţionale, 
(7)  ()
()( ) () () () () []
2
1
E ~ E max ν
k
c
T k
d ϕ ϕ −
=
x w w w
, 
unde  () w Σ w w
~ 2 T c d − = . Calculul soluţiei 
problemei variaţionale (7) poate fi realizat 
prin utilizarea unuia din algoritmii gradient 
corespunzători modelelor ICA fără zgomot. 
În practică, algoritmii de estimare a compo-
nentelor independente ale modelului ICA cu 
zgomot sunt dezvoltaţi pentru  0 = k , respec-
tiv  2 − = k . În cazul  2 − = k ,  ( )( ) u
2 − ϕ  este 
aproximat prin  () () u u G cosh log
2
1
= . 
 
Algoritmul FastICA pentru date perturba-
te 
O variantă a algoritmului FastICA pentru es-
timarea componentelor independente ale mo-
delelor cu zgomot este derivată pe baza func-
ţiei definite prin (6); regula de actualizare a 
algoritmului este, 
(8)  () () ( ) ( ) () x w Σ I x w x w ~ ' E
~ ~ ~ E
* T T g g + − = , 
*
*
*
w
w
w = , unde  
() () () 2
1
2
1 ~ ~ E
~ − − − − = = µ µ µ Σ Σ Σ Σ Σ η η Σ
T   şi  g 
este derivata funcţiei G, deci poate fi selecta-
tă prin,  () ( ) u u g tanh = ,  () ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
− =
2
exp
2 u
u u g , 
respectiv  ()
3 u u g = . 
 
3. Tehnici de estimare a componentelor 
independente fără zgomot 
În cadrul modelelor ICA cu zgomot definite 
de (1), nu este suficientă estimarea matricei 
mixtură. Într-adevăr, dacă 
1 − = A W , obţinem 
Wη s Wx + = , deci estimări ale componente-
lor independente care înglobează componen-
ta zgomot Wη. Problema este de a estima 
componentele independente originale s sau 
variante ale acestora care să conţină o canti-
tate minimă de zgomot. O variantă de rezol-
vare a problemei este obţinută prin utilizarea 
estimaţiilor MAP (Maximum A Posteriori). 
Fie  θ vectorul parametrilor; estimatorul 
MAP al lui θ,  MAP θ ˆ ,  este definit prin valoa-
rea vectorului θ care maximizează densitatea 
posteriori  a lui θ pe baza măsurătorilor  T x , 
( ) T x p x θ θ . Estimatorul MAP este cea mai 
probabilă valoare a vectorului parametrilor θ  
pentru datele observate  T x . Densitatea poste-
riori  ( ) T x p x θ θ  este calculată prin formula 
Bayes, 
(9)  () () ( )
() T x
T x
T x p
p p
p
x
θ θ x
x θ
θ θ
θ = . 
Numitorul membrului drept al relaţiei (9) nu 
depinde de θ, deci este suficientă determina-
rea vectorului θ care maximizează 
( ) ( ) θ θ x θ θ p p T x , adică distribuţia comună 
( ) T x p x θ, , θ . Estimatorul MAP  MAP θ ˆ  este de-
terminat rezolvând ecuaţia de verosimilitate 
maximă (în varianta logaritmată), 
() () () 0 ln ln , ln =
∂
∂
+
∂
∂
=
∂
∂
θ
θ
θ x
θ
x θ
θ
p p p T T
 
În scopul estimării componentele indepen-
dente originale, este considerată funcţia de 
verosimilitate, 
(10)  () () ( ) () () () () () C t s f t t T L
T
t
n
i
i i + ⎥
⎦
⎤
⎢
⎣
⎡
+ − − = ∑∑
==
Σ
−
11
2
1
2
1
,..., 2 , 1 , log
η x As s s s A , 
unde  m Σ m m
1 2
1
−
Σ = − η
η
T ,  () ( ) ( ) T s s s ,..., 2 , 1  
sunt realizări ale componentelor independen-
te, C este o constantă şi, pentru  n i ≤ ≤ 1,   i f  
este logaritmul densităţii de probabilitate a 
componentei independente  i s . Estimatorul 
MAP este obţinut prin anularea gradientul 
funcţiei de verosimilitate (10) în raport cu 
( ) t s . Rezultă, 
(11)  ( )( ) ( ) () 0 ˆ ' ˆ ˆ ˆ ˆ 1 1 = + −
− − t f t t
T T s x Σ A s A Σ A η η , Revista Informatica Economică nr. 1 (37)/2006 
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unde derivata log-densităţii de repartiţie, f’, 
este aplicată separat fiecărei componente a 
vectorului  () t s ˆ . 
Calculul estimaţiilor  s ˆ pe baza relaţiei (11) 
este realizat de obicei prin optimizări nume-
rice. Un caz particular este acela al zgomotu-
lui cu matricea de covarianţă definită prin 
2 σ η
T AA Σ = , corespunzător zgomotului de 
tip sursă. Din (11) obţinem, 
() () () () 0 ˆ ' ˆ ˆ
1 2 = + −
− t f t t s x A s σ , 
deci 
(12)  ( ) x A s
1 ˆ ˆ
− = g , 
unde funcţia scalară g este, [9] 
(13)  () () u f u u g '
2 1 σ + =
− . 
Inversa funcţiei definite prin (13) nu poate fi 
de obicei obţinută analitic. În continuare sunt 
prezentate câteva exemple în care g poate fi 
calculată [10]. 
Dacă  s este distribuită Laplace (distribuţia 
Laplace este supergaussiană), cu varianţă 1, 
atunci, 
() ( )
2
2 exp s
s p
−
= ,  () ( ) s s f sign 2 ' =  şi  
(14)  () () ( )
2 2 , 0 max sign σ − ≅ u u u g . 
Funcţia definită de (14) este o funcţie de con-
tracţie. 
Dacă funcţia scor f’ este aproximată ca o 
combinaţie a funcţiilor scor Laplace şi 
gaussiană,  ( )( ) s b as s f sign ' + =  cu  0 , > b a , 
deci distribuţia de probabilitate este, 
(15)  () ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
− − = s b
as
C s p
2
exp
2
, C constantă, 
atunci, 
(16)  () () ()
2
2 , 0 max sign
1
1
σ
σ
b u u
a
u g −
+
=  
Funcţia definită prin (15) este o funcţie de 
contracţie cu scalare adiţională. 
O variantă alternativă este utilizarea densită-
ţii de probabilitate supergaussiene definite 
prin, 
(17)  ()
() ()
()
3
1
2
2
1
2
1
2
2
1
+
+
+
+
⎟
⎠
⎞
⎜
⎝
⎛ +
+
=
α
α
α α
α α
α
d
s d
s p , 
unde  0 , > d α . Pentru  ∞ → α , este obţinută 
distribuţia Laplace. Densitatea de probabilita-
te definită prin (17) are proprietatea că măsu-
ra kurtosis corespunzătoare este întotdeauna 
mai mare decât a distribuţiei Laplace şi, pen-
tru 2 ≤ α , măsura kurtosis tinde la infinit. 
Funcţia de contracţie rezultată este, 
(18)  () () () () ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
+ − + +
−
= 3 4
2
1
2
, 0 max sign
2 2
α σ ad u
ad u
u u g , 
dacă  () () 0 3 4
2 2
≥ + − + α σ ad u , unde 
()
2
1 +
=
α α
a  şi  () 0 = u g , în caz contrar. 
 
4. Eliminarea zgomotului prin contracţia 
codului 
Tehnica de estimarea componentelor inde-
pendente originale ale modelului ICA cu 
zgomot  poate fi extinsă pentru derivarea 
unui algoritm de eliminare a zgomotului 
dintr-un semnal dat. Fie observaţiile pertur-
bate,  η v x + = , unde v este modelat prin, 
(19)  As v = , 
unde A este matrice ortogonală şi matricea de 
covarianţă a vectorului zgomot este 
I Σ
2 σ η = . 
În practică, matricea mixtură este aproximată 
prin intermediul unei matrice ortogonale (al-
goritmul de ortogonalizare simetrică). 
În scopul eliminării zgomotului datelor ob-
servate x, putem proceda astfel. Sunt calcula-
te estimaţiile componentelor independente în 
vectorul s ˆ, utilizând estimatorul MAP. Date-
le sunt reconstruite prin, [10] 
s A v ˆ ˆ ˆ = . 
Metoda de eliminare a zgomotului presupune 
următoarele etape. 
1.  Modelul ICA definit prin (19) este esti-
mat pe baza unui set de antrenare neperturbat 
v. În continuare vom nota cu 
T W  matricea 
mixtură ortogonală astfel obţinută. Este esti-
mat modelul densităţilor de probabilitate 
( ) i i s p ,  n i ≤ ≤ 1 , utilizând unul din modelele 
descrise prin(15), respectiv (17). Revista Informatica Economică nr. 1 (37)/2006 
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2.  Pentru fiecare observaţie perturbată  ( ) t x , 
calculează  () () t t Wx u = . Calculează 
() () () t u g t s i i i = ˆ , unde funcţiile gi sunt defini-
te prin (16), respectiv (18). 
3.  Calculează datele neperturbate 
() () t t
Ts W v ˆ ˆ = . 
 
5. Aplicaţii ale modelelor ICA în procesa-
rea imaginilor 
Una din abordările fundamentale în procesa-
rea de semnal este determinarea unui model 
statistic generativ pentru semnalul observat. 
Componentele sistemului generativ obţinut 
constituie o modalitate de reprezentare a da-
telor, pe baza căreia pot fi dezvoltate tehnici 
de compresie, eliminare de zgomot şi recu-
noaştere a formelor. De asemenea, acest tip 
de abordare permite modelarea proprietăţilor 
neuronilor în aria senzorilor primari. 
Reprezentarea imaginilor este în general rea-
lizată pe baza unor transformări liniare în 
domeniul discret, aplicate datelor observate. 
Fie I o imagine monocromă; I poate fi repre-
zentată prin superpoziţia liniară a unui set de 
caracteristici  () n i y x ai ≤ ≤ 1 , ,,  
(20)  () () ∑
=
=
n
i
i i s y x a y x I
1
, , , 
unde, pentru  n i ≤ ≤ 1,   i s  este un coeficient 
stochastic. Mulţimea coeficienţilor 
stochastici este specifică fiecărui semnal 
imagistic. Alternativ, colectând pixelii ima-
gine în vectorul  ()
T
m x x x ,..., , 2 1 = x , obţinem 
reprezentarea ICA standard, 
(21)  As x = . 
În cadrul reprezentării (21) a imaginii I co-
lectată în vectorul x, numărul componentelor 
independente este egal cu numărul variabile-
lor observate.  
În aplicaţii, datorită dimensionalităţii semna-
lului imagistic observat, modelul de repre-
zentare (21) este utilizat pentru descrierea fi-
ecărui bloc obţinut prin partiţionarea imaginii 
în ferestre (dimensiunea unei ferestre este 
aleasă de obicei  8 8× ).  
Estimarea reprezentării definite prin relaţia 
(20) revine la calculul valorilor  i s   şi 
() y x ai , , pentru orice  n i ≤ ≤ 1  şi orice pozi-
ţie ( ) y x,  a imaginii I. Determinarea parame-
trilor modelului (20) este realizată pe baza 
unui număr suficient de mare de observaţii 
asupra imaginii sau, în practică, ale blocuri-
lor imaginii I. 
În continuare vom considera că matricea A 
este pătratică  şi inversabilă. Pentru orice 
n i ≤ ≤ 1  obţinem,  () () ∑ =
y x
i i y x I y x w s
,
, , , 
unde  i w  este filtrul invers şi 
(22)  i i
T
i Σw w AA a = = , 
unde  Σ este matricea de autocorelaţie a 
semnalului imagistic. 
Relaţia (22) exprimă legătura dintre filtrele 
i w   şi vectorii bazei de reprezentare,  i a . 
Vectorii bazei sunt obţinuţi prin filtrarea cu 
Σ a coeficienţilor vectorului  i w . În general, 
în cazul datelor imagistice, matricea de 
autocorelaţie este simetrică  şi reprezintă un 
filtru trece-jos, deci vectorii  i a  sunt variante 
nivelate ale filtrelor  i w . 
Problema este de a determina principiile es-
timării transformării pe baza datelor observa-
te. Punctul de plecare în soluţionarea pro-
blemei este un principiu de reprezentare nu-
mit codificare rară. În cadrul acestui tip de 
reprezentare, datele observate sunt modelate 
prin intermediul unei baze de vectori astfel 
încât, la un moment de timp, numai un număr 
mic de vectori bază sunt “activi”. În interpre-
tare neuronală, fiecare vector al bazei cores-
punde unui neuron şi coeficienţii  i s  sunt ob-
ţinuţi prin activarea sistemului de neuroni. 
Rezultă că, pentru un bloc dat, sunt activaţi 
un număr mic de neuroni. O modalitate echi-
valentă de exprimare a principiului codifică-
rii rare este: un neuron dat este activat rar. Cu 
alte cuvinte, coeficienţii  i s  au o distribuţie 
rară (de tip supergaussian). 
În ipoteza în care codul rar este liniar, trans-
formarea aplicată datelor observate este esti-
mată prin formularea unei măsuri a proprietă-
ţii componentelor  i s  de a avea o distribuţie 
rară şi maximizarea acelei măsuri. Deoarece 
distribuţiile rare sunt legate de proprietatea 
de supergaussianitate,  pot fi folosite măsuri-
le kurtosis, respectiv negentropia, deci sunt Revista Informatica Economică nr. 1 (37)/2006 
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utilizaţi algoritmii de estimare a componente-
lor independente ale modelelor ICA fără 
zgomot. Rezultă că principiul codificării rare 
poate fi considerat ca o metodă ICA. [9] 
Utilitatea principiului de codificare rară este 
remarcată în aplicaţii de compresie şi elimi-
nare de zgomot în cazul semnalelor imagisti-
ce. În problemele de compresie, deoarece, 
pentru un set de date observate, relativ puţine 
componente sunt nenule, codificarea datelor 
poate fi realizată eficient prin considerarea 
componentelor nenule. Pentru eliminarea 
zgomotului, pot fi utilizate proceduri de tip 
prag care determină componentele active şi 
setează pe 0 celelalte componente (observaţi-
ile reprezintă zgomot). 
 
6. Eliminarea zgomotului repartizat 
( ) n I 0
2 , N σ  utilizând PCA şi contracţia co-
dului 
Modelul propus pentru eliminarea zgomotu-
lui  ( ) n I 0
2 , N σ  utilizează tehnici de tip PCA 
şi contracţie a codului [21]. În continuare 
vom considera că  setul imaginilor originale 
0 X  este perturbat aditiv cu zgomo-
tul () 0 , ≥ = t t η η , modelat prin intremediul 
unui proces stochastic staţionar: pentru orice 
t,  ηt este distribuit  ( ) n I 0
2 , N σ , cu 
2 σ  cu-
noscut. De asemenea, presupunem că  0 X  es-
te proces staţionar, cu   ( ) () t E 0 X µ =   şi 
() () () ( )
T t t Cov 0 0 , X X Σ =  cunoscute. Setul de 
imagini observate este,  η X X + = 0 . 
Datele observate reprezintă imagini mono-
crome  şi sunt prelucrate considerând des-
compunerea în blocuri de dimensiune  8 8× , 
ulterior liniarizate () 64 = n . În etapa de pre-
procesare datele sunt reduse la intervalul 
[] 1 , 0  (rezultă  1 0
2 < <σ ) şi centrate, 
() η µ X X X Y + − = − = 0 E 
Rezultă,  ( ) n
T I Σ Y Y 2 , Cov σ + = . 
Fie  2
1
−
= ΦΛ A , unde Φ este matricea 
ortonormală cu coloane vectorii proprii ai lui 
Σ  şi  () n λ λ λ = ,..., , diag 2 1 Λ , 
i
i θ
σ
λ
2
1+ = , 
unde  n θ θ θ ,..., , 2 1  sunt valorile proprii ale 
matricei Σ. 
Rezultă că fiecare coloană din A corespunde 
unui vectori propriu al matricei 
( ) n I Σ Σ 2 1 σ + − , iar  n λ λ λ ,..., , 2 1  sunt valorile 
proprii asociate. Matricea A diagonalizează 
simultan matricele Σ  şi  n I Σ
2 σ + , 
n
T I ΣA A = ,  ( ) Λ A I Σ A = + n
T 2 σ  
Fie transformarea, 
(23)  () η A µ X A Y A Z
T T T + − = = 0 . 
Obţinem,  ( )
1 2 , Cov
− = ⎟
⎠
⎞ ⎜
⎝
⎛ Λ η A η A σ
T T T  
Deoarece  ηt este distribuit  ( ) n I 0
2 , N σ , vec-
torul  η AT  are distribuţia  ( )
1 2 , N
− Λ 0 σ , deci 
elementele componentei zgomot rezultate, 
η AT , sunt independente. În continuare vec-
torului Z îi este aplicată funcţia de contracţie 
() () ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
− =
i
u u u g
λ
σ
2
2 , 0 max sign , 
şi rezultă o aproximare a lui Z în varianta fă-
ră zgomot, 
(24) Z0= () µ X A − 0
T . 
Deoarece  AA
T=Σ
-1  şi din relaţiile (23) şi 
(24) este obţinută o aproximare a setului de 
imagini iniţiale,  0 0 ˆ ΣAZ µ X + = . 
Tehnica propusă mai sus, CSPCA, este com-
binată cu o schemă de compre-
sie/decompresie, astfel încât procesul de eli-
minare a zgomotului este tratat în spaţiul ca-
racteristicilor principale. Fie  n Φ Φ Φ ,..., , 2 1  
vectorii proprii unitari ai matricei Σ  şi 
n θ θ θ ≥ ≥ ≥ ... 2 1  valorile proprii corespunză-
toare. Pentru orice  n m ≤ ≤ 1,  f i e  
( ) m
m Φ Φ Φ Φ ,..., , 2 1 =   şi 
( ) m m λ λ λ ,..., , diag 2 1 = Λ . Schema de com-
presie/decompresie optimală LMS este, 
      
⎯→ ⎯
Y               ⎯ ⎯ ⎯ ⎯→ ⎯
⎟
⎠
⎞ ⎜
⎝
⎛ = Y Φ
T m F
             ⎯→ ⎯
Y
~ ( )
T m Φ   ( )
m Φ  
unde  ( ) Y Φ Φ Y
T m m =
~
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Modulul de eliminare a zgomotului prezentat 
mai sus este implementat în spaţiul  m-
dimensional al caracteristicilor principale, F. 
Obţinem următoarea schemă de compre-
sie/decompresie şi restaurare: 
1. Compresia 
() ( ) () ( ) Y Φ Λ Φ Λ
µ X Y T m
m
T m
m F 2
1
2
1
− − − = = → ⎯ ⎯ ⎯→ ⎯
 
2. Modulul de eliminare a zgomotului  
      
⎯→ ⎯
F                    ⎯→ ⎯ 0 F   CSPCA 
 
3. Decompresia  
() () X Φ Λ ˆ 2
1
0 → ⎟
⎠
⎞
⎜
⎝
⎛ ⎯→ ⎯
+
− T m
m
F , 
unde X ˆ  este imaginea restaurată,  
(25)  () () 0 2
1
  ˆ   F
T m
m
+
− ⎟
⎠
⎞
⎜
⎝
⎛
= Φ Λ X . 
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