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Приведены результаты исследований, которые позволили снизить ошибки 
идентификации процессов дробления и измельчения руд путем вариации струк-
тур их интеллектуальных прогнозирующих моделей в условиях изменения ди-
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ва управления технологическими процессами в адаптивных системах управле-
ния за счет снижения ошибок их интеллектуальных прогнозирующих моделей, 
имеющих оптимальную структуру для текущего режима функционирования. 
При этом идентификацию управляемых процессов для снижения вычислитель-
ных затрат предложено проводить в зависимости от изменения их режимов ра-
боты. Разработаны методика, алгоритмы и программы идентификации управ-
ляемых процессов, обеспечивающие повышение качества управления ними за 
счет снижения ошибок их интеллектуальных прогнозирующих моделей. 
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ПЕРЕЧЕНЬ УСЛОВНЫХ СОКРАЩЕНИЙ 
 
АО – алгоритмическое обеспечение 
БМ – барабанная мельница 
ГА – генетический алгоритм 
ГОК – горно-обогатительный комбинат 
ИД – исходные данные 
ИО – информационное обеспечение 
КД – конусная дробилка 
ККД – крупнокусковое дробление 
ЛДБ – линейный динамический блок 
МГУА – метод группового учета аргументов 
МИО – метод имитации отжига 
ММС – мельница мокрого самоизмельчения 
МСИ – мокрое самоизмельчение 
НС – нейронная сеть 
НСБ – нелинейный статический блок 
НСПР – нейронная сеть прямого распространения 
ОУ – объект управления 
ПИТ – апериодическое звено первого порядка с запаздыванием 
ПИТ2 – последовательно соединенные апериодическое звено первого порядка с 
запаздыванием с безинерционным квадратичным звеном 
ПО – программное обеспечение 
ПСП – прямой случайный поиск 
РБФ – радиальная базисная функция 
СК – спиральный классификатор 
ТО – техническое обеспечение 
ЭА – эволюционный алгоритм 
Anfis – адаптивная нейронная система нечеткого вывода 






Рудоподготовка включает процессы дробления и измельчения и является 
одной из наиболее энерго- и материалоемких технологических циклов обога-
щения руд, поэтому актуальным является снижения затрат на эти процессы пу-
тем создания АСУ этими процессами. 
Известно, что наиболее эффективными системами управления процесса-
ми дробления и измельчения руд являются адаптивные системы. В них прин-
цип управления основан на включении математической модели объекта в кон-
тур управления и определении управляющих воздействий по прогнозу в реаль-
ном времени результатов процесса. Для реализации этих систем необходима 
разработка динамических моделей управляемых процессов, которая осуществ-
ляется с помощью процедуры их идентификации.  
В качестве моделей сложных процессов большое развитие получили ней-
ронные сети и системы нечеткого вывода, которые являются универсальными и 
эффективными аппроксиматорами и способны адаптироваться под изменяемые 
свойства (режимы работы) управляемых процессов.  
Крупное дробление и самоизмельчение руд являются начальными про-
цессами технологических линий переработки и обогащения руды. Поэтому ак-
туальным является повышение качества управления этими процессами для 
уменьшения дисперсии технологических параметров, что приводит к улучше-
нию качества продуктов обогащения. 
Таким образом, обоснование, разработка и внедрение методов идентифи-
кации процессов крупного дробления и самоизмельчения руд с целью сниже-
ния ошибок их моделей, предназначенных для построения адаптивных систем 
управления этими процессами, является актуальным. 
Целью работы является решение актуальной научной задачи снижения 
ошибок идентификации процессов крупного дробления и самоизмельчения руд 
путем вариации структур их интеллектуальных прогнозирующих моделей в ус-
ловиях изменения динамических режимов работы. 
Объектом исследования являются технологические процессы крупного 
дробления и самоизмельчения руд на горно-обогатительных комбинатах. 
Предметом исследования являются методы идентификации процессов 
крупного дробления и самоизмельчения руд как объектов управления. 
В основу исследований положены методы систем искусственного интел-
лекта (нейронные сети, системы нечеткой логики) для синтеза прогнозирующих 
моделей процессов крупного дробления и самоизмельчения руд; методы нели-
нейной динамики для определения характеристик управляемых процессов; 
структурные (эволюционные, поисковые) и параметрические (градиентные, 
квазиньютоновские) методы оптимизации для получения оптимальных струк-






АНАЛИЗ МЕТОДОВ РЕШЕНИЯ ЗАДАЧ ИДЕНТИФИКАЦИИ В АСУТП 
РУДОПОДГОТОВКИ 
 
1.1. Технология дробления и измельчения руд 
 
Рудоподготовка на горно-обогатительном комбинате (ГОК) включает 
процессы дробления и измельчения руды (рис. 1.1), а также грохочение, клас-
сификацию и т.п., задачей которых является подготовка руды к последующему 
процессу ее обогащения [1-7]. Таким образом, чем полнее раскрываются мине-
ралы при дроблении и измельчении, тем успешнее последующее обогащение 
полезного ископаемого. 
 
   а        б 
 
Рис. 1.1. Технологические схемы процессов дробления (а) и измельчения (б) 
руд 
 
Дробление – процесс разрушения материала (крупностью 5  мм), осу-
ществляемый в дробилках, а измельчение материала (крупностью 5  мм) – в 
мельницах. На ГОКах процесс крупнокускового дробления (ККД) осуществля-
ется, обычно, в конусных дробилках (КД) ККД-1500, а процесс мокрого само-
измельчения (МСИ) – в барабанных мельницах (БМ) мокрого самоизмельчения 
(ММС) ММС 70х23 (или ММС 90х30).  
Рудоподготовка в значительной степени предопределяет технологические 




мельчение составляют 51,0–51,5 %; перекачивание хвостов – 22,0–24,0 %; маг-
нитную сепарацию – 10,0–11,0 %; обезвоживание концентрата – 6,5–8,0 %. С 
рудоподготовкой связаны также и основные затраты (до 85-87%) на электро-
энергию. Таким образом, главным направлением повышения рентабельности 
ГОКов является повышение эффективности работы переделов дробления и из-
мельчения, что позволит уменьшить расход электроэнергии и других ресурсов. 
Процесс ККД находится в начале технологической линии дробления, а 
процесс МСИ – в начале технологической линии переработки и обогащения ру-
ды. При этом актуальным является повышение качества управления этими про-
цессами для уменьшения дисперсии технологических параметров, что приводит 
к улучшению качества продуктов обогащения.  
 
1.2. Анализ существующих систем управления процессами дробления и 
измельчения руд 
 
1.2.1. Системы управления процессами дробления и измельчения.  
При создании систем автоматизированного управления процессом дроб-
ления руководствуются следующими принципами [8, 9, 10-14]: 
- повышение производительности при обеспечении гранулометрического 
состава продукта дробления на уровне заданного значения; 
- снижение энергозатрат при обеспечении гранулометрического состава 
продукта дробления и производительности на уровне заданного значения; 
- обеспечение заданного гранулометрического состава продукта 
дробления с поддержкой производительности на уровне не ниже допустимого 
значения.  
Для построения систем автоматического управления мельницами и агре-
гатами на их основе выделяют следующие системы и методы [15-22]:  
- поисковые системы с непосредственным измерением характеристик го-
товой продукции;  
- системы управления, использующие регрессионные статические зави-
симости;  
- экстремальные системы управления по средней мощности двигателя и 
шума мельницы;  
- системы управления контуром регулирования ступени внутримельнич-
ного заполнения; 
- адаптивные системы на основе структурных моделей объектов управле-
ния (ОУ) с параметрической идентификацией в процессе управления.  
Наиболее эффективными из вышеперечисленных систем являются адап-
тивные системы, основанные на структурных моделях ОУ с параметрической 
идентификацией в процессе управления. Такие системы характеризуются 
сложными алгоритмами обработки информации в управляющей части и появи-
лись благодаря развитию современных средств вычислительной техники. К не-
достаткам этих систем относят использование линейных моделей для прогноза 
нелинейных процессов измельчения, а также неоптимальность управления. Од-




априорной информации о закономерностях измельчения в сочетании с совре-
менными методами адаптивной идентификации и управления является наибо-
лее перспективным методом, базирующемся на контроле переменных состоя-
ния ОУ [15-18].  
Основная особенность адаптивных систем управления – возможность по-
лучения информации в процессе функционирования и использования ее для 
управления, что позволяет повысить качество управления при наличии помех. 
Это достигается за счет того, что в данных системах стратегия управления ос-
нована на включении математической модели в контур управления и прогнозе в 
режиме реального времени результатов процесса.  
Примером адаптивной системы является автоматизированная система 
управления технологическим процессом (АСУ ТП) рудоподготовки MineOOcad 
компании National Steel Pellet Company (США, штат Миннесота) [18, 20, 21]. 
Данная система выполняет процедуры идентификации и прогнозирования про-




Рис. 1.2. Интерфейс АСУ MineOOcad  
 
Использование данной АСУ позволяет: 
- рассчитывать расходы по эксплуатации для всего технологического 
процесса; 
- интегрировать системы управления в масштабах предприятия в АСУ 
MineOOcad; 
- вести учет воздействия обслуживания, используя реальный износ обо-
рудования и корректировку моделей; 





Внедрение данной системы позволило увеличить производительность за 
счет улучшения измельчения руды на 15% и уменьшить время разгрузки грузо-
виков на 25%, а также уменьшить складские запасы. 
К достоинствам системы также следует отнести: сокращение расходов 
электроэнергии и других ресурсов; система работает с любым числом элемен-
тов технологического процесса; полученные модели достаточно точно аппрок-
симируют все элементы технологических процессов дробления и измельчения 
руд. 
В работе [21] предложены адаптивные системы управления, работающие 
в режиме реального времени и основанные на различных стратегиях:  
- стратегия для мельницы измельчения, в которой используется фильтр 
Калмана для оценки загрузки мельницы, а также твердости руды;  
- стратегия с обратной связью, для поддержания определенного значения 
объема пульпы в ванне классификатора и размеров частиц продукта в мельнице 
измельчения;  
- стратегия, которая динамически оптимизирует скорость подачи и раз-
мер частиц в одной стадии измельчения технологической цепи аппаратов.  
Ключевые элементы, требуемые для этих АСУ – адекватные модели, точ-
ные процедуры оценки, основанные на измерениях, а также недорогие распре-
деленные аппаратные средства управления для реализации функций стабилиза-
ции и оптимизации.  
Примером реализации в Украине адаптивной системы является АСУ ТП 
секций обогащения руды, реализованной ОАО «Северный ГОК» и разработан-
ной на базе SCADA-cистемы TRACE MODE 6 [22]. 
Основные функции этой АСУ ТП включают: 
- автоматизированное и автоматическое управление процессами измель-
чения;  
- автоматическое управление загрузкой мельниц;  
- управление подачей воды в мельницы, классификаторы и зумпфы;  
- использование математической модели процесса для выбора оптималь-
ных режимов работы агрегатов;  
- мониторинг состояния агрегатов. 
Недостатком данной АСУ ТП является неэффективность реализации ли-
нейных законов регулирования нелинейным нестационарным процессом из-
мельчения. 
Следует отметить, что главным недостатком всех адаптивных систем 
управления является отсутствие в них структурной идентификации, что важно, 
учитывая наличие различных режимов работы процессов рудоподготовки. 
Для реализации адаптивных систем управления необходимо наличие ди-
намических моделей управляемых процессов, для получения которых исполь-
зуются процедуры их идентификации. 
 
1.2.2. Математические модели процессов дробления и измельчения.  
Для процесса крупного дробления в КД выходными переменными явля-




ность процесса дрQ  и потребляемая мощность дрP  (рис. 1.3.а). Управляющими 
воздействиями являются производительность рудного питания (подача) вхQ  и 
размер разгрузочной щели дробилки g . К возмущениям относят гранулометри-
ческий состав входной руды вх  и ее крепость  , состояние футеровок   и т.п. 
[10-14, 23, 24].  
Основными выходными переменными процесса самоизмельчения в ММС 
являются содержание готового класса крупности в выходном продукте м , 
производительность по готовому классу готQ , потребляемая мощность мP  и 
степень внутримельничного заполнения   (рис. 1.3.б). Его управляющими воз-
действиями являются производительность по входной руде рQ  и расходы во-
ды мВ . К возмущениям относят гранулометрический состав входной руды р , 
ее физико-механические и вещественные свойства q , пески П , состояние фу-
теровок и лифтеров   и др. [10-14, 23-26].  
 
               а       б 
 
Рис. 1.3. Процессы крупного дробления в КД (а) и самоизмельчения в ММС (б) 
как объекты управления 
 
Наиболее трудоемким и важным в оптимизации процессами крупного 
дробления и самоизмельчения руд является выбор критерия оптимальности 
(цели управления) и математической модели технологического процесса [26]. 
Так как процессы ККД и МСИ относят к подготовительным процессам, то для 
их управления используют технологические критерии [10]. 
Производительность процесса дробления в значительной степени зависит 
от свойств дробимой руды, поскольку данный процесс выполняет две функции: 
дробление и транспортирование руды. Поэтому при проектировании ГОКов 
дробильное оборудование выбирают с большим запасом по производительно-
сти, что обеспечивает хорошие условия для согласования процессов дробления 
и измельчения без необходимости достижения максимально возможной произ-
водительности процесса дробления. Выбор целью управления снижение энер-
гозатрат процесса дробления является нерациональным, поскольку они значи-




Управление процессом ККД осуществляют по заданному задвых  грану-
лометрическому составу продукта дробления [12, 27]: 
 
minзадвыхвых        (1.1) 
 
при ограничениях на допустимые мощность maxдрдр PP   и производительность 
minдрдр QQ  . При этом, заданный гранулометрический состав задвых  отвечает 
максимальной производительности по входной руде следующего в технологи-
ческой линии процесса МСИ.  
Управление процессом МСИ можно осуществлять, например, с целью 
максимизации производительности по готовому классу:  
 
maxготQ        (1.2) 
 
при ограничениях на допустимую мощность maxмм PP  . Эта цель управления 
отвечает минимизации эксплуатационных затрат технологической линии обо-
гащения [3, 10, 12-14, 26, 27].  
Целями управления процессом МСИ также могут быть [13]:  
- обеспечение требуемого качества (гранулометрического состава про-
дукта измельчения) задмм    при ограничениях на производительность цикла 
по входной руде допрр QQ  ; 
- минимизация энергозатрат (отношения допустимой мощности к произ-
водительности по готовому классу) minQP готм   при ограничениях на гра-
нулометрический состав продукта измельчения задмм   .  
Процессы дробления и измельчения являются сложными динамическими 
ОУ, модели которых имеют нестационарные параметры, нелинейные зависимо-
сти и стохастические переменные. Кроме того, процессы ККД и МСИ имеют 
значительные транспортные запаздывания и очень чувствительны к качеству 
руды [10-14, 15-17, 24-26, 28, 29].  
В системах управления процессами дробления и измельчения [20, 21] ис-
пользуются модели идеального перемешивания, основанные на матричной мо-
дели Линча А.Дж. [24]. Уравнения первого порядка, описывающие кинетику в 
агрегатах, связывают продукт разрушения с питанием. Однако, эти модели не 
позволяют достаточно точно описать переходные режимы, так как не учитыва-
ют конструктивных особенностей дробилок и мельниц (профиль камеры раз-
рушения, уровень материала в ней, частоту вращения и т.п.). 
Развитием моделей [24] являются тактово-имитационная модель процесса 
дробления [30, 31], учитывающая конструктивные и технологические особен-




ний, описывающие динамику процессов дробления, измельчения и классифи-
кации.  
Динамические свойства процесса ККД могут быть представлены переда-
точной функцией в виде апериодического звена первого порядка с запаздыва-








pу  ,       (1.3) 
 
где уk  – коэффициент усиления;   – запаздывание; p  – оператор Лапласа; T  – 
постоянная времени. 
Динамические свойства процесса ККД могут быть представлены нели-


















,    (1.4) 
 
где m  – такт времени; 70 a,...,a  – коэффициенты; вых  – содержание класса 
+100 мм в дробленой руде; вх  – средневзвешенная крупность входной руды. 
Динамическая структура ММС может быть представлена схемой, со-
стоящей из последовательно соединенных линейной инерционной части и без-
инерционного нелинейного звена (ПИТ2) [10, 11, 26, 27]. Подобную динамиче-
скую структуру имеют также дробилки, сушильные барабаны и другие аппара-
ты. На рис. 1.4. представлена модель измельчительных агрегатов (мельница-
классификатор) в виде последовательно включенных линейного инерционного 
звена мW  и нелинейного безинерционного звена, линейного инерционного зве-
на классификатора кW , обратной связи по пескам )t(П . Здесь )t(Qм  и )t(Qк  – 
производительности мельницы и в сливе классификатора, соответственно, а мW  
и кW  – расходы воды в мельницу и классификатор в виде передаточных функ-
ций (1.3). Нелинейное инерционное звено для большинства технологических 




Рис. 1.4. Динамическая структура измельчительных агрегатов (мельница-




Динамическая модель, представленная на рис. 1.4. является блочно-
ориентированной моделью Винера-Гаммерштейна (Wiener-Hammerstein) [33, 
34]. Еще одним подходом к таким моделям являются модели Гаммерштейна 
[15] и Гаммерштейна-Винера [8].  
Одним из примеров моделей процессов ККД и МСИ являются отображе-
ния Эно (Henon), описывающие движение частиц в условиях трения и им-




11 11  ; ]m[x]m[x 12 1  ,   (1.5) 
 
где b,c  – параметры порядка ( }b,c{ ); 21, xx  – координаты; m  – такт време-
ни.  
В зависимости от значений параметров порядка система может 
находиться в режиме равновесия, периодическом и квазипериодическом 
режимах, а также в режиме хаоса. Причем параметр c  характеризует 
пространственное распределение взаимодействия (столкновений) частиц, а 
параметр b  – затухание в системе.  
Процессы ККД и МСИ также могут быть представлены с помощью нели-
нейных диссипативных осцилляторов с силовым или параметрическим возбуж-
дениями, которые в пространстве параметров также имеют периодические и 
хаотические режимы [35, 38]: 
 
tsinA)x(fxKx t   ;      (1.6) 
01  )x(f)tsinA(xKx t  ,     (1.7) 
 
где tK  – коэффициент трения; )(xf  – возвращающая сила; A  – амплитуда воз-
буждения;   – частота возбуждения. 
В исследованиях [39, 40] процессы, происходящие в ММС, представлены 
в виде упрощенных моделей осцилляторов (1.6)-(1.7), в которых возвращающая 






xd ,      (1.8) 
где a  и q  – постоянные; x  – функция с периодом  . 
В зависимости от значений параметров a  и q , уравнение Матье (1.8) мо-
жет быть как устойчивым, так и неустойчивым, что отображается на диаграмме 
Айнса-Стретта. Выполненные исследования позволили рассмотреть устойчи-
вые параметрические резонансы внутримельничного заполнения и обосновать 
эффективные технологические режимы и способы управления процессом из-
мельчения.  
Динамические режимы работы КД и ММС изменяются при изменении 




гранулометрического состава входной руды, заполнения и соотношения твер-
дое/жидкое в мельнице. 
Следует также отметить, что процессы крупного дробления и самоиз-
мельчения руд являются мультифрактальными, то есть подобны на разных 
масштабах крупности [42-44].  
Сигналы, порождаемые процессами ККД и МСИ, представляют собой 
полигармонические и полосовые авторегрессионные сигналы с нормальной 
функцией распределения [10, 11, 25, 29, 45]. 
 
1.3. Анализ методов идентификации процессов дробления и измельчения  
 
Рассмотрим существующие методы и алгоритмы идентификации процес-
сов дробления и измельчения, а также способы использования моделей для це-
лей управления этими процессами. 
В работе [16] разработан алгоритм адаптации процессов измельчения-
классификации руд, который предусматривает предварительную идентифика-
цию статических и динамических характеристик ОУ с последующей коррекци-
ей параметров регулятора в соответствии с полученными оценками. При этом, 
повышение помехозащищенности результатов коррекции осуществляется за 
счет фильтрации контролируемого сигнала, которая построена на использова-
нии многочленов Чебышева и цифрового фильтра Калмана. К тому же, фильтр 
Калмана дает прогнозирующие свойства разработанной модели. 
Повышение эффективности управления в таких САУ достигается за счет 
предложенных технических способов ультразвукового контроля концентрации 
и плотности частиц твердой фазы пульпы, содержания контрольного класса 
крупности измельченного материала в потоке пульпы, степени раскрытия по-
лезного компонента при измельчении руд, количественных характеристик ру-
до- и пульпопотоков.  
Однако, в таких системах используется только параметрическая, и не 
предусмотрено выполнение структурной идентификации.  
В работе [46] предложена адаптивная СУ процессом магнитной сепара-
ции руд на базе способов ультразвукового контроля. В качестве базисных 
функций использовались системы с нечеткой логикой, что позволило повысить 
эффективность систем управления инерционными объектами с запаздыванием 
в случае нечеткой и неполной информации об объекте и неконтролируемых 
возмущений. При этом управляющие влияния формируются на базе измерен-
ных значений регулированной координаты через промежутки времени между 
шагами исполнительного механизма, согласно текущим значениям статических 
и динамических характеристик объекта, которые определяются как нечеткие 
множества, степень принадлежности к которым задается предикатами отноше-
ний.  
Таким образом, применение нечеткой логики позволило решить пробле-
му помехоустойчивости и прогнозирования. Однако проблемы обоснования ти-




В работе [47] предложен способ активной идентификации нелинейных 
динамических объектов, позволяющий определять не только параметры, но и 
структуру математической модели БМ по каналу «степень заполнения барабана 
– интенсивность колебаний внутримельничной нагрузки».  
БМ по каналу «подача исходного материала Q  – степень заполнения   – 
интенсивность колебаний A» упрощенно можно представить в виде соедине-
ния инерционных линейных звеньев 1W  и 2W  и нелинейного безинерционного, 
расположенного между ними (рис. 1.5). Задача идентификации при этом состо-





Рис. 1.5. Структура барабанной мельницы 
 
Данная модель БМ является блочно-ориентированной моделью Винера-
Гаммерштейна. Однако, в отличие от модели, предложенной на рис. 1.4, где 
мельница-классификатор являются ОУ, в данном случае ОУ – это только мель-
ница.  
Преимуществом такого способа идентификации является существенное 
повышение оперативности отбора информации об объекте, что для инерцион-
ных ОУ с возмущениями имеет существенное значение.  
Недостатками такого подхода также является отсутствие обоснования 
структуры ОУ и невозможность ее изменения при вариации режимов работы 
БМ.  
Математическая модель КД, предложенная в [29-31], синтезируется на 
основе допущения Эпстайна о разделении процесса дробления на два субпро-
цесса, и принятого в известной модели дробления предположения о том, что 
камера дробилки может быть представлена в виде расположенных друг под 
другом элементарных камер.  
Это допущение использовал также А.Дж. Линч [24] в своих матричных 
моделях, связывая продукт дробления с питанием:  
 
f)BC)(C(p  111 ,      (1.9) 
 
где B  – матрица разрушения; C  – матрица отбора; f  и p  – векторы-столбцы, 
характеризующие массовые расходы каждого выделенного класса крупности, и 





Структура модели процесса дробления в КД, предложенная проф. Кача-
ном Ю.Г., представлена на рис. 1.6. Поток материала на выходе j -й элементар-
ной камеры на i -м такте и продукт дробления в ней на том же такте определя-
ются с помощью матричных соотношений: 
 
jijji x)CI(p  ,       (1.10) 




Рис. 1.6. Структура конусной гирационной дробилки 
 
Параметрическая идентификация полученной тактово-имитационной мо-
дели КД выполнялась локальным методом скользящего допуска, имеющего ос-
цилляции решений относительно границы области допустимых значений.  
Выполненная идентификация КД с позиций управления с помощью 
МГУА для получения статической и динамической моделей [29] оказалась не-
достаточно эффективной (качество системы автоматической оптимизации, ис-
пользующей эти модели, повысилось незначительно).  
Другим направлением реализации управления процессов ККД и другими 
ОУ обогащения, предложенным в [48], является использование математической 
модели процесса в виде логической суммы предикатных уравнений, которые 
однозначно определяют подобласти пространства состояний ОУ. При этом 
идентификация параметров такой логико-предикатной модели основывается на 
методах распознавания образов, а синтез управления осуществляется с помо-
щью алгоритмов статической оптимизации. 
Недостатком такого подхода является статическое управление, что пред-
полагает потери в динамических режимах.  
В работах [17, 19] для идентификации технологического процесса обога-
щения железной руды предложена искусственная нейронная сеть, которую 
можно применять при идентификации в составе интеллектуальной системы 
управления. Однако, недостатком такого подхода является отсутствие струк-
турной идентификации объектов управления.  
В работе [49] предложена модель пятиуровневого представления инфор-
мации о координатах процесса, что позволяет повысить информативность обу-
чающей выборки данных и отрабатывать аварийные ситуации «зависания» 
данных путем фильтрации возмущенной исходной координаты. При этом, ана-




общее неоднородное диофантовое уравнение второго порядка с двумя неиз-
вестными.  
Недостатками предложенного подхода идентификации является исполь-
зование метода наименьших квадратов, который требует независимости вход-
ных переменных. Кроме того, задача нахождения оптимальной структуры мо-
дели ОУ для конкретного режима работы ОУ не рассматривается.  
В работе [15] предложен метод идентификации технологических процес-
сов обогащения руд на основе моделей Гаммерштейна. 
Для идентификации и управления в условиях неполной и нечеткой ин-
формации объекты магнитного обогащения железных руд аппроксимировались 
гибридными моделями структуры Гаммерштейна, в которых нелинейный блок 
представлен нечеткой моделью типа Такаги-Сугэно и последовательно объеди-
нен с динамическим блоком, построенным на основе авторегрессионных урав-
нений. Это позволило учесть информацию разных математических классов для 
осуществления адекватной структурно-параметрической идентификации.  
Также для управления нелинейными динамическими объектами обогати-
тельных производств предложены ортогональные модели структуры Гаммер-
штейна, в которых нелинейность аппроксимирована тремя функциями Эрмита, 
что позволило повысить точность идентификации ОУ.  
Несомненным достоинством такого подхода является исследование раз-
ных типов моделей структуры Гаммерштейна для идентификации объектов 
обогатительных производств посредством аналитических методов и метода 
имитационного моделирования.  
При этом, недостатком является отсутствие обоснования выбора типа 
структуры в виде блочно-ориентированной модели Гаммерштейна. 
В композиционном методе идентификации процессов ККД и МСИ, пред-
ложенном в [8], выполняется идентификация данных процессов в реальном ре-
жиме времени, что позволило получить их динамические интеллектуальные 
прогнозирующие модели, учитывающие размерность порождающих процессов. 
Однако, при данном подходе не обоснован выбор типа структуры моде-
лей процессов ККД и МСИ в виде модели Винера-Гаммерштейна. Кроме того, 
рассмотрено ограниченное количество методов глобальной и локальной опти-
мизаций моделей (причем, методы локальной оптимизации ограничены выбо-
ром базисных функций). Это не позволяет выявить преимущества алгоритмов 
друг перед другом, а также сужает поиск оптимальных структурных характери-
стик и параметров модели исследуемых процессов. Исходя из этого, можно 
предполагать, что композиционный метод идентификации процессов ККД и 
МСИ руд имеет недостаточную точность вследствие неоптимальности структур 
интеллектуальных прогнозирующих моделей этих процессов для конкретных 
режимов работы оборудования.  
 
1.4. Анализ методов идентификации сложных объектов управления 
 
В качестве методов идентификации сложных объектов управления боль-




Алгоритмы метода группового учета аргументов (МГУА) реализуют 
принцип самоорганизации моделей и воспроизводят схему массовой селекции 
[50-53]. МГУА фактически является методом поиска закономерностей с авто-
матическим выбором структуры и параметров модели, то есть реализует как 
параметрическую, так и структурную идентификацию, что является его основ-
ным преимуществом. Метод эффективен в условиях малого объема экспери-
ментальных данных и высокого уровня шумов [54]. 
Недостатком МГУА является то, что принцип свободы выбора, который 
реализуется при определении параметров метода, приводит к его неадекватно-
му применению.  
Алгоритм МГУА относят к эволюционным алгоритмам (ЭА), общим для 
которых является то, что они моделируют процесс биологической эволюции: 
мутации структуры и параметров, их скрещивание (размножение) и правило 
отбора. Это позволяет обнаруживать их благоприятные вариации, с помощью 
которых строится последовательность улучшенных решений [55-60].  
ЭА (последовательный перебор и случайный поиск) являются методами 
глобальной оптимизации, которые целесообразно использовать при структур-
ной идентификации сложных ОУ с различными динамическими режимами [10]. 
Среди ЭА наибольшее распространение получили генетические алгорит-
мы (ГА) [60-62], представляющие собой адаптивные методы поиска, основан-
ные на механизмах естественного отбора и наследования на уровне генов. В 
них используется эволюционный принцип выживания наиболее приспособлен-
ных особей (генов): размножение наиболее адаптированных к внешней среде 
генов, а также производство генов с характеристиками, которые отсутствовали 
у генов предыдущих поколений. При этом, основными операторами ГА явля-
ются кроссинговер, мутация, выбор родителей и селекция.  
К преимуществам ГА относят способность нахождения глобального экс-
тремума, высокое быстродействие при многопроцессорной обработке и произ-
водительность. К недостаткам – потребность в большом объеме памяти и отно-
сительно низкое быстродействие на фон-неймановських ЭВМ.  
Для параметрической идентификации важным является вопрос выбора 
типа базисных функций. В МГУА, например, в качестве базисных функций ис-
пользуются, как правило, полиномы Колмогорова-Габора. Развитием полино-
миального представления функций являются нейронные сети (НС) – вычисли-
тельные структуры, моделирующие процессы мозга и состоящие из множества 
одинаковых элементов – искусственных нейронов [63-68].  
Обоснованием эффективности использования НС является доказательст-
во возможности представления функции нескольких переменных через супер-
позицию функций одного переменного, а также операций их сложения и умно-
жения. Кроме того, для НС было доказано, что при нелинейной функции акти-
вации нейронов можно так построить сеть связей и подобрать коэффициенты 
w , чтобы НС как угодно точно вычисляла любую непрерывную функцию Y  от 








Рис. 1.7. Двухслойная нейронная сеть прямого распространения 
 
Архитектура НС зависит от конкретной решаемой задачи и характеризу-
ется количеством слоев НС, количеством нейронов в каждом слое и их функ-
циями активации, алгоритмами обучения сети и т.д. Архитектура многослойной 
НС прямого распространения (НСПР) состоит из последовательно соединенных 
слоев, где нейрон каждого слоя своими входами связан со всеми нейронами 
предыдущего слоя, а выходами – следующего (см. рис. 1.7).  
Обучаются многослойные НС с помощью алгоритма обратного распро-
странения ошибки, который является разновидностью градиентного спуска в 
пространстве весов с целью минимизации суммарной ошибки сети.  
НС с радиальными базисными функциями (РБФ) – это двухслойная сеть 
без обратных связей [63, 69], которая содержит скрытый (шаблонный) слой ра-









Обучение НС с РБФ происходит в два этапа. На первом этапе определя-
ются центры и отклонения для радиальных элементов, на втором – оптимизи-
руются параметры линейного выходного слоя.  
Преимуществом сетей с РБФ является то, что они моделируют произ-
вольную нелинейную функцию с помощью всего одного промежуточного слоя, 
тем самым, снимая проблему выбора числа слоев. Кроме того, параметры ли-
нейной комбинации в выходном слое можно оптимизировать с помощью мето-
дов линейной оптимизации, которые быстро сходятся. К недостаткам следует 
отнести плохие экстраполирующие свойства сети. 
Наряду с НС широкое распространение также получили системы с нечет-
кой логикой, которые позволяют построить модель объекта, основываясь на не-
четких рассуждениях и правилах [63, 70-72]. 
Для устранения недостатков НС и систем с нечеткой логикой предложе-
ны гибридные НС, вариантом которых является адаптивная нейронная система 
нечеткого вывода (Anfis – Adaptive neuro-fuzzy inference system), реализующая 




Рис.1.9. Структура гибридной нейронной системы нечеткого вывода 
 
Назначения слоев следующие: слой 1 – термы входных переменных ( x ); 
слой 2 – антецеденты (посылки) нечетких правил; слой 3 – нормализация сте-
пеней выполнения правил; слой 4 – заключения правил; слой 5 – агрегирование 
результата ( y ), полученного по различным правилам.  
Обучение гибридной сети проводится или с помощью алгоритма обрат-
ного распространения ошибки, или комбинированным методом, разработанным 
для гибридных сетей. 
 
1.5. Выводы и постановка задачи 
 
Обобщая вышеизложенное можно сделать следующие выводы:  
1. Рудоподготовка включает технологические процессы дробления и из-




горно-обогатительного производства. Поэтому актуальным является проведе-
ние исследований с целью снижения затрат на эти процессы путем создания 
систем автоматизированного управления ними. 
2. Для автоматического управления процессами дробления и измельчения 
наиболее эффективными являются адаптивные системы, в которых стратегия 
управления основана на включении математической модели в контур управле-
ния и прогнозе по ней в режиме реального времени результатов процесса.  
3. Процессы ККД и МСИ с позиций управления являются сложными ди-
намическими объектами, модели которых имеют нестационарные параметры, 
нелинейные зависимости и стохастичные переменные. Эти процессы имеют 
различные режимы работы (переменную структуру), значительные транспорт-
ные запаздывания и чувствительны к качеству руды. 
4. Анализ методов и алгоритмов идентификации технологических про-
цессов рудоподготовки показал, что развитие получили параметрические мето-
ды идентификации ОУ. При этом, выбор структур этих моделей, как правило, 
осуществляется эвристически. Проведение структурно-параметрической иден-
тификации ОУ было ориентировано на использование определенной структуры 
моделей, что при изменении режимов работы оборудования приводит к увели-
чению ошибок идентификации.  
5. Для идентификации процессов ККД и МСИ перспективными являются 
методы систем искусственного интеллекта, в частности нейронные сети и сис-
темы с нечеткой логикой, которые являются универсальными и эффективными 
аппроксиматорами. 
Таким образом, нерешенной актуальной научной задачей является сни-
жение ошибок идентификации процессов крупного дробления и самоизмельче-
ния руд путем вариации структур их интеллектуальных прогнозирующих моде-
лей в условиях изменения динамических режимов работы.  
Для решения этой научной задачи необходимо: 
- исследовать точность идентификации процессов крупного дробления и 
самоизмельчения руд при изменении их режимов работы;  
- предложить метод идентификации процессов ККД и МСИ руд, который 
учитывает вариацию структур моделей и не приводит к существенному увели-
чению вычислительных затрат;  
- разработать методику, алгоритмы и программное обеспечение для ре-
шения задач идентификации процессов крупного дробления и самоизмельчения 
руд;  
- исследовать эффективность идентификации процессов ККД и МСИ руд 
в классе их интеллектуальных прогнозирующих моделей; 
- выполнить оценку эффективности управления процессами рудоподго-







ОБОСНОВАНИЕ И ИССЛЕДОВАНИЕ КОМПЛЕКСНОГО МЕТОДА 
ИДЕНТИФИКАЦИИ НЕЛИНЕЙНЫХ ДИНАМИЧЕСКИХ ПРОЦЕССОВ 
РУДОПОДГОТОВКИ 
 
2.1. Задача структурно-параметрической идентификации 
 
Сформулируем задачу идентификации ОУ следующим образом. На осно-
вании экспериментально полученных множеств функций (временных рядов) 
возмущений, управлений и выходов в условиях помех определить структуру 
(обобщенную функцию Ф ) (структурная идентификация) и вектор параметров 
a  (параметрическая идентификация) модели [73]: 
 
}m],m[a],m[],m[Y{]nm[Y  , M,m 1       (2.1) 
 
которая достаточно точно (в смысле некоторого критерия) аппроксимирует ОУ 
в отношении входных и выходных величин во всем функциональном 
пространстве. Здесь ]m[Y  – вектор (матрица) состояния процесса; ]m[  – 
вектор (матрица) помех; m  – текущий такт времени ( T/tm  ); t  – 
непрерывное время; T  – период дискретизации; M  – время наблюдения; n  – 
глубина прогноза.  
Установлено, что для решения задач идентификации технологических 
процессов рудоподготовки целесообразно применять методы интеллектуальной 
обработки информации [73].  
 
2.1.1. Параметрическая идентификация. 
В прямых методах параметрической идентификации неизвестные пара-
метры a  модели (2.1) определяются на основе решения системы уравнений, 
получаемых путем подстановки в модель (2.1) последовательностей экспери-
ментальных значений входных и выходных величин ОУ [73]. 
При использовании в качестве прогнозирующей модели ОУ реккурент-
ной гибридной или четкой НС для решения задачи параметрической идентифи-
кации (обучения) широко используется, например, градиентный метод обратно-
го распространения ошибки [63, 65]. Процесс обучения при этом (рис. 2.1) за-
ключается в подстройке параметров НС по величине ошибки между откликом 
модели и требуемым по экспериментальным исходным данным (ИД) выходом.  
Такая идентификация предполагает известным структуру модели (или же 
диапазона ее рациональных значений), то есть требует выполнения значитель-







Рис. 2.1. Процесс параметрической идентификации (обучения) НС 
 
2.1.2. Структурно-параметрическая идентификация. 
Процесс структурно-параметрической идентификации (рис. 2.2) включает  
определение структуры, оценку и оптимизацию параметров модели ОУ (2.1). 
Первые две операции выполняются путем генерирования (с помощью базисных 
функций) моделей-претендентов различной сложности и настройки их пара-
метров с последующей селекцией лучших из них по выбранным критериям. Ре-
зультат – оптимальная структура модели ОУ. Операция определения оптималь-
ных параметров решается известными методами оптимизации путем уточнения 
полученных ранее значений параметров по критериям параметрической опти-




Рис. 2.2. Процесс структурно-параметрической идентификации 
 
При структурной идентификации актуальными проблемами являются вы-
бор базисных функций, в терминах которых осуществляется идентификация, а 
также выбор эффективного для конкретного случая критерия селекции.  
Методы глобальной оптимизации позволяют решить структурно-
параметрическую идентификацию ОУ в виде НС, как единого набора характе-
ристик (параметров). Использование комбинации методов глобальной и ло-
кальной оптимизации для задач структурно-параметрической идентификации 
ОУ, например НС и ГА, представляется наиболее перспективным.  
При этом, открытым является вопрос целесообразности проведения па-





2.2. Исследования режимов работы технологических процессов дробле-
ния и измельчения руд  
 
Особенностью нелинейных процессов дробления и измельчения руд яв-
ляется наличие в них различных динамических режимов работы. Это обуслов-
ливает необходимость решения задачи идентификации управляемых процессов 
не только на стадии проектирования их АСУ ТП, но и в процессе функциони-
рования этих систем [9, 74]. 
Нелинейный процесс (динамическая система) описывается с помощью 
векторного уравнения потока [9]: 
 
),x(Fx  ,      (2.2) 
 
или дискретного отображения Пуанкаре: 
 
}],m[x{F]m[x 1 ; ]}m[x],...,m[x{]m[x d 11  ,   (2.3) 
 
где F  – нелинейная вектор-функция размерности d ; x  – вектор координат;   – 
вектор параметров порядка системы; m  – такт времени ( Tmt  ); T  – период 
дискретизации. 
Динамические системы (2.2)-(2.3) имеют в зависимости от значений па-
раметров порядка   четыре типа решения [35-37, 74]: равновесие, когда после 
переходного процесса система достигает стационарного состояния, периодиче-
ское и квазипериодическое решения, а также хаос. Этим решениям соответст-
вуют аттракторы системы в виде устойчивого равновесия, предельного цикла, 
квазипериодического и хаотического (странного) аттрактора.  
Система (2.2)-(2.3) при изменении параметра   теряет устойчивость сво-
его состояния (режима функционирования) и переходит в другое, отличное от 
первого, состояние. Этот переход называют бифуркацией, а значения парамет-
ров, при котором оно происходит – точкой бифуркации [36]. 
Такой формальный подход хорошо согласуется с результатами теорети-
ческих и экспериментальных исследований процессов крупного дробления и 
самоизмельчения руд, как нелинейных динамических ОУ с переменными 
структурой (размерностью, режимом динамики) и параметрами, которые зави-
сят от свойств руды, конструктивных и технологических переменных [74]. 
Процессы крупного дробления и самоизмельчения руд могут быть пред-
ставлены с помощью отображения Эно (1.5). Очевидно, что для разрушения 
материалов наилучшим является хаотический режим, так как в нем из-за экспо-
ненциального разбегания все частицы взаимодействуют со всеми, что соответ-
ствует минимуму подводимой внешней энергии [74]. 
Идентификация таких сложных ОУ традиционными способами требует 
больших затрат на экспериментальные исследования, поэтому целесообразно 




В работах [8, 75, 76] предложена методика идентификации нелинейных 
процессов рудоподготовки, которая включает определение характеристик со-
стояния данных процессов и их структурно-параметрическую идентификацию. 
Эта методика позволяет в реальном режиме времени определять режим функ-
ционирования динамической системы, ее размерность, а затем определять 
структуру и параметры модели ОУ. 
Вместе с тем, в этих работах отсутствуют исследования идентификации 
различных режимов работы ОУ и не определены критерии перехода от проце-
дуры определения характеристик состояния ОУ к процедуре его структурно-
параметрической идентификации. 
 
2.2.1. Идентификация режимов работы нелинейных процессов дробления 
и измельчения руд. 
Модель сложного ОУ, которая правильно передает динамику одного его 
режима функционирования, может быть неадекватной к описанию другого его 
режима. Проведем исследования точности идентификации различных режимов 
работы процессов крупного дробления и самоизмельчения руд на основе их 
модели в виде структуры Гаммерштейна-Винера [33, 34] с нелинейным звеном 
в виде отображения Эно и линейным апериодическим звеном первого порядка с 
запаздыванием. При этом из особенностей этих процессов глубина прогноза 
принята в 1 такт, а глубина памяти по входам – 3 такта.  
Моделирование выполнялось с помощью разработанной программы в 
среде Matlab.  
На первом этапе исследований [9, 74] выполнялась структурно-
параметрическая идентификация одного из режимов функционирования ОУ: 
периодического (режим 2), квазипериодического (режим 3) и хаоса (режим 4). 
При этом режим 1 – режим равновесия. В качестве базисной функции исполь-
зовалась каскадная НСПР [63, 65, 69].  
На втором этапе для оптимальной структуры одного режима выполнялась 
параметрическая адаптация модели во всех режимах функционирования.  
За меру точности прогноза выхода модели использовался критерий ми-
нимума относительной среднеквадратической ошибки, результаты расчета ко-
торого приведены на рис. 2.3 и в табл. 2.1. При этом в табл. 2.1 введены сле-




Ошибка моделей по режимам идентификации 
Ошибка по режимам Идентифициро-
ванный режим 1  (%) 2  (%) 3  (%) 4  (%) 
Средняя 
ошибка 
  (%) 
Режим 2 13,09 8,96 10,59 29,00 15,69 
Режим 3 11,73 8,28 5,65 24,65 12,44 










Рис. 2.3. Изменение ошибки модели ОУ по режимам его функционирования 
при его идентификации в режимах 2 (а), 3 (б) и 4 (в)  
 
Из рис. 2.3 и табл. 2.1 видно, что в режиме, для которого была определена 
оптимальная структура модели, ошибка существенно меньше, чем в других ре-
жимах, и меньше допустимой для рядовых массовых опробований в обогаще-




В результате моделирования установлено, что при идентификации в ре-
жимах 2 и 4 (рис. 2.3 а и в) ошибка только для идентифицированного режима 
меньше допустимой. При идентификации в режиме 3 (рис. 2.3 б) значения оши-
бок меньше допустимой не только в обученном режиме, но и в режиме 2. 
Таким образом, в каком бы режиме не проводилась идентификация, 
ошибка в других режимах, как правило, больше допустимой. То есть, опти-
мальная структура модели для одного режима функционирования ОУ не явля-
ется таковой для других режимов и ее точность, как правило, превышает допус-
тимую точность. Тогда при изменении динамических режимов работы ОУ не-
обходимо проводить его структурно-параметрическую идентификацию.  
При этом открытым остается вопрос о времени ее проведения. Использо-
вание структурно-параметрической идентификации в реальном режиме време-
ни не целесообразно, поскольку режимы работы изменяются нечасто, да и вре-
мя ее проведения составляет несколько часов. Поэтому необходимо определить 
критерий (условия) перехода к структурно-параметрической идентификации, 
который будет характеризовать закономерности в изменении состоянии систе-
мы.  
В этом случае использование только значений минимума относительной 
среднеквадратической ошибки недостаточно, поскольку по ее величине можно 
судить лишь о том, что точность модели ниже допустимой (например, из-за то-
го, что режим работы ОУ уже изменился).  
 
2.2.2. Идентификация состояния стохастических динамических процессов 
дробления и измельчения. 
Основной проблемой определения состояния процессов дробления и из-
мельчения является неопределенность их будущего поведения. Поскольку дан-
ные процессы являются мультифрактальными, то есть подобными на разных 
масштабах крупности, то определение тенденции к изменению их режимов 
функционирования описывает показатель Херста H  [42, 77]. Показатель Хер-
ста H  характеризует отношение уровня тренда (детерминированного фактора) 





  0 ,      (2.4) 
где )(R 0  – разность максимального и минимального значений (размах) про-
цесса )t(y  на интервале времени  : 
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а )(S   – среднеквадратическое отклонение приращений случайного процесса 
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)t(y)(y ;   – ко-
эффициент пропорциональности. 
Значение показателя Херста 50,H   характеризует сохранение имею-
щейся тенденции развития процесса [74]: если некоторое время   наблюдался в 
среднем рост отклонений вектора состояний, то и впредь в среднем сохранится 
тенденция к их увеличению. Аналогично сохраняется тенденция к уменьше-
нию. Эта ситуация соответствует уходу из одного режима функционирования 
ОУ и переходу его в другой режим. При этом возникает необходимость опреде-
ления структуры модели (проведения структурно-параметрической идентифи-
кации ОУ [163]).  
При 50,H   рост значений вектора состояний процесса в прошлом озна-
чает их вероятное уменьшение в будущем, а тенденция к уменьшению откло-
нений в прошлом делает вероятным их увеличение в будущем [74]. Этому свой-
ству можно поставить в соответствие свойство «стабилизируемости», то есть 
ОУ работает в одном режиме функционирования, структура его модели не ме-
няется, и нет необходимости выполнять структурно-параметрическую иденти-
фикацию ОУ.  
Таким образом, задача идентификации состояния стохастических процес-
сов может быть сформулирована как задача определения показателя Херста. 
Алгоритм вычисления показателя Херста имеет следующий вид [77]: 
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2) вычисление накопившегося отклонения ряда измерений )t(y  от сред-








 ;     (2.8) 
 
3) определение размаха процесса )(R 0  (2.5); 
4) определение отклонения )(S   (2.6); 
5) по текущим значениям )(R 0  и )(S   вычисление размаха )(R   (2.4); 








 0 ,     (2.9) 
 
после чего, используя замену  )ln( , массив аппроксимируется линейной 
зависимостью qHˆ)(f   , дающей искомую оценку показателя Херста Hˆ , 
где q  – константа. 
Моделирование идентификации состояния стохастических процессов 
проводилось с помощью стандартных [79] программ. В качестве идентифици-
руемых процессов использовались временные реализации содержания класса 
+100 мм в крупнодробленой руде 1100  и 2100 , полученные в условиях Ин-
гулецкого ГОКа в различные периоды работы фабрики.  
В результате расчетов определены значения показателя Херста для сиг-
налов 1100  и 2100  (рис. 2.4): 1H  = 0,2639   0,1879 и 2H  = 0,7604   
0,1865, а также значения их фрактальной размерности: 11 2 HD   =1,7361   











Показатель Херста сигнала 1100  составил: 501 ,H  , а это определяет, 
что порождающая система (процесс крупнокускового дробления) работает в 
одном режиме функционирования, и нет необходимости выполнять ее струк-
турно-параметрическую идентификацию. Параметр Херста сигнала 2100  – 
502 ,H  , то есть процесс крупнокускового дробления имеет тенденцию к ухо-
ду из текущего режима функционирования и, соответственно, необходимо пла-
нировать выполнение его структурно-параметрической идентификации.  
 
 
2.3. Комплексный метод идентификации нелинейных динамических про-
цессов дробления и измельчения руд 
 
2.3.1. Определение характеристик состояния ОУ. 
Рассмотрим динамические системы (2.2)-(2.3), описанные в пункте 2.2. 
В работах [36, 37] показано, что по одной временной реализации можно 
определить: корреляционную размерность аттрактора, которая характеризует 
нижнюю границу фрактальной размерности Хаусдорфа [35], а также корреля-
ционную энтропию (нижнюю границу энтропии Колмогорова [37]), которая ха-
рактеризует насколько хаотичен сигнал. 
Корреляционная размерность аттрактора характеризует сложность ат-
трактора динамической системы [80], то есть позволяет дать ответ на вопрос, 
какое минимальное количество отсчетов (глубину памяти) переменных должна 
включать соответствующая математическая модель (в виде оценки этой вели-
чины снизу). Корреляционная размерность – одна из фундаментальных харак-
теристик аттрактора. 
Расстояние между ближайшими точками аттрактора до и после бифурка-
ций находится в универсальном отношении [35]. Cамоподобие такого явления 
описывает фрактальная размерность Хаусдорфа D , которая является числом, 
характеризующим скорость роста числа ячеек покрытия данного множества 





 0 ,     (2.10) 
 
где   – размер ячейки; )(N   – количество ячеек. При этом, основание лога-
рифма произвольное. 
Оценку снизу размерности Хаусдорфа ngD  можно получить непосредст-
венно из измерений в соответствии с теоремой Такенса [37], которая утвержда-
ет, что размерность ngD  можно восстановить по измерениям лишь одной реали-
зации (наблюдаемой). 
Рассмотрим траекторию  )t(x),...,t(x)t(x d1  динамической системы на 




делено на ячейки размера d . Преобразуем траекторию в последовательность 
точек )t(x 0 , )tt(x  , … )tmt(x  . Вероятность попадания точки, принад-
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где iN  – число точек в этой ячейке  ))t(jt(x  . 
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2  – вероятность того, что две точки на аттракторе лежат внутри ячей-
ки d  (вероятность того, что две точки аттрактора разделены расстоянием, 
меньшим  ); ]xx[
j,i
ji   – число пар i  и j , для которых расстояние 








00 ; ]ti[xxi  . 
Для определения ngD  строят зависимость )(Jlog   от log  и ищут на ней 
линейный участок, наклон которого и определяет искомое значение корреляци-
онной размерности ngD , которое далее используется для определения размер-
ности аттрактора. 
Размерность странного аттрактора в общем случае дробная [81], что ис-
пользуется как характерный признак «странности» аттрактора. 
Таким образом, вычисление размерности ngD  позволяет реконструиро-
вать аттрактор [36], а также определить размерность переменных математиче-
ской модели ОУ.  
Энтропия Колмогорова K  описывает динамическое поведение на стран-
ном аттракторе и является важнейшей характеристикой хаотического движения 
в фазовом пространстве произвольной размерности, наряду с корреляционной 




Энтропия K  пропорциональная скорости потери информации о состоя-
нии динамической системы во времени и показывает насколько динамическая 
система хаотична. Колмогоровым было строго обосновано [82], что для регу-
лярного движения K -энтропия равна нулю, для систем с детерминированным 
хаосом – положительна и постоянна. Энтропия K  бесконечна в случае поведе-
ния системы как белого шума, что говорит об отсутствии предсказуемости про-
цесса.  
Предположим, что d -мерное фазовое пространство разделено на ячейки 
размера d  аналогично (2.11), а состояние системы измеряется через интерва-
лы времени t . Пусть 
mi...iP0  – совместная вероятность того, что )t(x 0  нахо-










     (2.14) 
 
пропорциональна информации, необходимой для определения положения сис-
темы на заданной траектории mi...i1  с точностью   (если априори известны 
только вероятности 
mi...ip 0 ). То есть, разность mm KK 1  является дополни-
тельной информацией, которая необходима для предсказания, в какой ячейке 
1mi  будет система. Причем известно, что прежде система находилась в ячейках 
mi...i1 . Таким образом, величина mm KK 1  на интервале времени от m  до 
1m  описывает потерю информации о системе.  
K -энтропия определяется как средняя скорость потери информации о со-
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Предел 0  (который берется после N ) делает величину K  независи-
мой от частного вида разбиения.  
Непосредственный расчет K -энтропии не представляется возможным, 
поэтому на практике используются различные методы ее оценки. Одной из них 































1  ,   (2.17) 
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Обобщенный корреляционный интеграл )(Jm   вычисляется по измерен-
ному сигналу (наблюдаемой) и значения 0ngK  являются достаточным усло-
вием существования хаоса. 
Из вышеизложенного следует, что значения K -энтропии характеризуют 
хаотичность, регулярность или случайность движения ОУ, то есть его режим 
функционирования. 
Кроме того, K -энтропия определяет среднее время, на которое можно 
предсказать состояние системы с динамическим хаосом. При этом, точное 
предсказание возможно только на интервале времени prT  таком, что 
1 prKTe .  
Для одномерных отображений K -энтропия равна показателю Ляпунова. 
Для систем большей размерности K -энтропия является мерой средней дефор-
мации ячейки в фазовом пространстве и равна усредненной по фазовому про-
странству сумме положительных показателей Ляпунова. То есть, для динамиче-







Tpr ;      (2.19) 
 
Для одномерных отображений – K , где   – показатель Ляпунова. Следует 
отметить, что точность  , с которой определяется положение начального со-
стояния ОУ, влияет на prT  логарифмически.  










11       (2.20) 
 
Таким образом, по значению корреляционного интервала предсказуемо-




Размерность d  в фазовом пространстве, начиная с которой корреляцион-
ная размерность ngD  перестает изменяться, является минимальной размерно-
стью вложения аттрактора, то есть наименьшей целой размерностью фазового 
пространства, которая содержит весь аттрактор. То есть, размерность фазового 
пространства d  определяется по зависимости )d(Dng . Вместе с тем, из теоремы 
про вложение [37] вытекает, что оценка размерности фазового пространства d  
определяется через оценку размерности аттрактора ngD  реальной динамиче-
ской системы (формула Мане): 
 
12  ngDd .      (2.21) 
 
На практике значения d  для отображений оказываются завышенными, 
поэтому часто ограничиваются пространством размерности ngDd  . 
Таким образом, размерность вложения аттрактора d  определяет размер-
ность модели динамической системы (глубина памяти входных и выходных пе-
ременных модели ОУ). 
Большинство природных процессов являются «смещенными случайными 
блужданиями» – трендами с шумом [37, 42]. Показатель Херста H , описанный 
в пункте 2.2.2, является критерием состояния динамической стохастической 
системы. Он показывает тенденцию к изменению режима работы ОУ и исполь-
зуется как критерий необходимости проведения его структурно-
параметрической идентификации [163].  
 
2.3.2. Структурно-параметрическая идентификация ОУ. 
Задача идентификации ОУ формулируется таким образом [75, 78, 83-85]: 
на основании экспериментального множества функций (временных рядов) воз-
мущений, управлений и выходов в условиях помех определить структуру 
(обобщенную функцию  ) и вектор параметров a  модели вида: 
 
}m],m[a],m[],m[],m[u],m[Y{]nm[Y  , M,m 1     (2.22) 
 
которая достаточно точно (в смысле некоторого критерия) аппроксимирует ОУ 
относительно входных и выходных величин во всем функциональном про-
странстве. Здесь ]m[],m[],m[u],m[Y   – соответственно, векторы (матрицы) 
выхода процесса, его управлений, возмущений и помех к текущему такту вре-
мени m  ( T/tm  ) с соответствующими глубинами памяти; t  – непрерывное 
время; T  – период дискретизации; M  – время наблюдения; n  – глубина про-
гноза (для компенсации чистого запаздывания и времени на синтез и реализа-
цию управления). 
Считаем, что оценка состояния ]m[Z  ОУ (2.22) выполняется с помощью 






 .      (2.23) 
 
Таким образом, формирование вектора  a,s    оценки структуры Ф  
(структурная идентификация) и параметров a  (параметрическая идентифика-
ция) модели ОУ (2.22) осуществляется на основе векторов сигналов наблюде-






    ,    (2.24) 
 






















      (2.25) 
 
Здесь g,h  – непрерывные дифференцируемые функции; i  – элементы дис-
кретного вектора D  возможных значений структурной функции }{ i  . 
Поскольку выражения (2.24)-(2.25) являются полимодальными [33, 83-85] 
(комбинацией непрерывного и дискретного программирования), то это требует 
использования методов глобальной оптимизации, среди которых наиболее эф-
фективными являются поисковые методы. В них алгоритм поиска оптимально-
го решения связывает следующие друг за другом решения )]j([F)j( ss  1 , 
где F – алгоритм поиска, который показывает какие операции следует произве-
сти на шаге j при решении )j(s , чтобы получить новое решение )j()j( ss  1 . 
Здесь знак преимущества   при минимизации функционала имеет смысл: 
 
)]j([C)]j([C ss  1 .     (2.26) 
 
В алгоритмах прямого случайного поиска (ПСП) задаются направления 
поиска и определяются значения функционала C  в точках  )j(s . Решение 
состоит в выборе шага в направлении уменьшения этого функционала: 
  })j(C])j([C{)j()j( ssss  1 ,  (2.27) 
 
где  ,,  – параметры, которые определяют сферы принятия решения ( ), 
сбора информации )(  и единичное случайное направление )( . В общем слу-
чае параметры в (2.27) могут изменяться (адаптироваться) к процедуре поиска и 
вида гиперповерхности принятого функционала.  
Развитием метода ПСП является метод имитации отжига (МИО), который 




ведение расплавленного материала при отвердении с применением процедуры 
управляемого охлаждения (отжига). 
В процессе отжига кристаллизация расплава сопровождается глобальным 
уменьшением его энергии, однако допускаются ее возрастание на некоторое 
время, например, при подогреве расплава для предотвращения слишком быст-
рого его остывания. Благодаря допустимости кратковременного повышения 
энергетического уровня, возможен выход из ловушек локальных минимумов 
энергии, которые возникают при реализации процесса.  
В алгоритмах МИО задаются направления поиска и определяются значе-
ние функционала C  в точках  )j(s . Решение состоит в выборе шага в на-
правлении уменьшения этого функционала: 
  })j(C])j([C{)j()j( ssss  1 ,  (2.28) 
 
где  ,,  – параметры, которые определяют сферы принятия решения ( ), из-
менение текущего решения )(  и уменьшение температуры )( . В общем слу-
чае эти параметры могут изменяться (адаптироваться) к процедуре алгоритма и 
вида гиперповерхности принятого функционала. Таким образом, в (2.28), в от-
личие от (2.27), выбор случайного направления   заменен на выбор направле-
ния уменьшения температуры  . 
Развитием поисковых методов являются ЭА, среди которых наиболее 
распространены ГА [33, 78, 84, 85], которые моделируют развитие биологиче-
ской популяции на уровне геномов: мутации структуры и параметров s , их 
скрещивание (размножение):  
 
)j()j()j( sss  1 ,     (2.29) 
 
и правило отбора, что позволяет обнаруживать их благоприятные вариации, с 
помощью которых строится последовательность улучшенных по свойству 
(2.25) решений. 
При решении задач (2.24)-(2.25) актуальным является выбор критериев 
качества модели (функционала C ) [84]. Для структурной идентификации эф-
фективными считаются внешние критерии, которые адекватны задаче построе-
ния моделей с минимальной дисперсией ошибки прогноза и делятся на крите-
рии регулярности и критерии несмещенности (минимума смещения) [51]. 
К критериям регулярности относится критерий минимума относительной 















который вычисляется на всей выборке экспериментальных данных N , а также 














.     (2.31) 
 
Критерий регулярности регВC  основан на разделении данных на две последова-
тельности: обучающую A  (выход модели ]nm[YA 

), и проверочную B , что 
отмечено в (2.31) индексом внизу. Оптимизация модели осуществляется на 
обучающей, а проверка ее эффективности (величины ошибки) на проверочной 
последовательности. Вся выборка BAN  . 
Физический смысл критерия регулярности состоит в том, что он ориен-
тирован на выбор модели, которая будет наиболее точной на множестве точек, 
которых еще нет в таблице, но которые появятся там в ближайшем будущем. То 
есть, критерии (2.30) и (2.31) могут быть рекомендованы для идентификации и 
прогнозирования процессов с глубиной прогноза не более 2 шагов. Кроме того, 
эти критерии чувствительны к уровню шума в начальных данных, и при увели-
чении помех их минимум смещается в область простейших моделей [75, 84].  
Более стойкие к помехам критерии минимума смещения (несмещенно-















 и ]nm[YB 

 – выходы моделей, которые обучены на выборках 
A  и B , соответственно. Вычисление критерия смC  осуществляется на всей вы-
борке N . 
Критерий минимума смещения позволяет выбрать модель наименее чув-
ствительную к изменению множества точек, по которым она получена. Такая 
модель должна давать одинаковые результаты на выборках A  и B . Поэтому, 
этот критерий рекомендуется для решения задачи идентификации [86]. 
Наряду с критериями (2.30)-(2.32) используются различные виды комби-
нированных критериев, которые объединяют в себе различные требования, 
предъявляемые к выбору модели. Например, в качестве критерия структурной 
оптимизации может быть предложен комбинированный критерий вида:  
 
смрегкомб C)(CC   1 ;     (2.33) 
 




Преимуществами комбинированного критерия (2.33) является глобаль-
ность результата (то есть однозначный выбор структуры модели) и повышенная 
помехоустойчивость. 
Ограничения   )j()j( ss , которые накладываются при решении 
задачи (2.24)-(2.25), допускают    и   aa  [83, 84]. Ограничения 
gh  1  формируют непрерывную задачу математического программирова-
ния, а Dh  2  – задачу дискретного программирования. При этом ограни-
чения },{ 21    можно учитывать следующим образом:  
- при ограничениях h   удачным считается шаг, когда выполняется ус-
ловие (2.28) и  )j(s , иначе шаг неудачный и необходимо вернуться в пре-
дыдущее состояние с последующим новым шагом из него; 
- при ограничениях g   вводится коридор допs )(g   , ограничен-
ный допустимой ошибкой доп ; 
- при ограничениях на дискретность структурных функций D   осуще-
ствляется случайный выбор новой точки около начальной: 
  )j()j( sisi 1 , где si  – вектор структурно-параметрических факторов 
со значением структурной функции i . Если )j(  – множество векторов si , 
которое удовлетворяет вышеприведенному условию, то на шаге 1j  из )j(  
выбирают точку (значение si ), которое удовлетворяет условиям 
)]j([C)]j([C sisi  1  и )j()j(sz  1 ;  
- ограничения gh    являются комбинация первых двух случаев. 
При этом, дополнительно необходимо, чтобы hsi )j(  1 . 
Одной из основных проблем при решении задачи идентификации ОУ яв-
ляется выбор типа структуры модели [9, 87]. Обычно структуру определяют, 
исходя из физических законов, реализуемых в системе. Однако, такая модель, 
зачастую, имеет высокую размерность, что затрудняет ее практическое исполь-
зование.  
Более продуктивным представляется определение структуры модели ОУ 
на основе наблюдений его входных и выходных переменных с использованием 
аппроксимаций в виде функциональных рядов Вольтерра, полиномов Колмого-
рова-Габора, блочно-ориентированных моделей и др. [33, 34]. 
В блочно-ориентированных моделях нелинейные динамические ОУ пред-
ставляются путем композиции линейного динамического (ЛДБ) и нелинейного 
статического (НСБ) блоков, например, в виде моделей Винера, Гаммерштейна 
или их комбинаций [78, 84, 87, 88].  
Модель Винера содержит последовательно соединенные линейный дина-
мический и нелинейный статический блоки (рис. 2.5,а), а в модели Гаммер-
штейна, наоборот, линейный блок приведен к выходу (рис. 2.5,б) [87].  
Модель Винера-Гаммерштейна образуется путем объединения блоков 
моделей Винера и Гаммерштейна, для чего вводится обратная связь (рис. 2.6,а), 




Гаммерштейна и Винера, при этом в центре соединения оказываются два ли-






Рис. 2.5. Структура Винера (а) и Гаммерштейна (б) прогнозирующей модели 
нелинейного динамического ОУ 
 
На рис. 2.5 и 2.6 в качестве ЛДБ используются линии задержки T , вели-
чины которых (глубина памяти) определяются размерностью входных id  и вы-
ходных Yˆd  переменных, а в качестве НСБ – как традиционные средства: поли-
номы Лежандра или Колмогорова-Габора, так и интеллектуальные – НС, гиб-
ридные НС с нечеткой логикой и др. Входом моделей являются векторы на-
блюдений ]m[Z]}m[z{ i
  для моментов времени m , а выходом – его прогноз 
на n  тактов ( ]nm[Y  ). 
Кроме моделей Винера, Гаммерштейна и их комбинаций к блочно-
ориентированным моделям относятся также модели авторегрессии c дополни-
тельным входным сигналом – ARX-модели [33, 34, 88], которые описывают не-










Рис. 2.6. Структура Винера-Гаммерштейна (а) и Гаммерштейна-Винера (б) про-
гнозирующей модели нелинейного динамического ОУ 
 
Выбор метода локальной (параметрической) оптимизации ограничен вы-
бором типа базисных функций, в качестве которых целесообразно выбирать НС 
и системы нечеткой логики, являющиеся универсальными и эффективными ап-
проксиматорами.  
Уравнение ОУ (2.22) на основе НСПР со скрытым слоем предлагается 








Y    
 ,   (2.34) 
 
где P  – множество глубин памяти соответствующих входов; YF – функция ак-
тивации выходного слоя НС; Q – множество входов нейронов; l  – порядковый 
номер входа выходного слоя НС; lw  – весовые коэффициенты выходного слоя; 
lF  – функция активации нейронов скрытого слоя; k  – порядковый номер входа 
НС; k,lw  – весовые коэффициенты связи k -го входа и l -го нейрона; ky  – вход 
НС. 
В общем случае входами НС (2.34) согласно (2.22) и (2.23), а также рис. 




стиками – }M,r,F,F,P,P,T{ poslYprs  , где sT  – тип структуры, Qrs   – раз-
мер скрытого слоя, poM  – метод параметрической оптимизации (функция обу-
чения НС), prP  – глубина прогноза. При этом параметрами НСПР являются 
a}w,w{ k,ll  . 
К НСПР относятся перцептроны, каскадные НС, вейвнеты (НС с функ-
циями активации в виде вейвлет) и др. 










 ,  (2.35) 
 
где ll ,  – параметры РБФ l –го нейрона скрытого слоя. 
При этом, структурными характеристиками НС (2.35) являются – 
}M,r,F,F,P,P,T{ poslYprs  , а ее параметрами – a},,w{ lll  . 





















)a(UU U ; )a(LL L . 
Здесь 1kU  – функция, обратная функции принадлежности промежуточ-
ного выхода k  сети с параметрами Ua ; k  – значение промежуточного выхо-
да; normT  – произвольная t-норма моделирования логической операции «І»; k,lL  
– функция принадлежности нечеткого правила l  входа k  с параметрами La . 
Структурные характеристики НС (2.36) – }M,r,L,U,P,P,T{ popk,lkprs , 
где Qrp   – количество правил разложения по входам, а ее параметры – 
a}a,a{ LU  .  
Идентификация параметров (обучение) НСПР (2.34) осуществляется [84] 
с помощью градиентных алгоритмов обучения: алгоритмов метода сопряжен-
ных градиентов, алгоритмов обратного распространения ошибки или квазинь-
ютоновских алгоритмов [63, 69]. При этом в пространстве параметров 
a}w,w{ k,ll   при выбранных структурных характеристиках ОУ   минимизи-




При обучении НС с РБФ (2.35) сначала определяются центры и отклоне-
ния для радиальных элементов, после чего оптимизируются параметры линей-
ного выходного слоя: a},,w{ lll  .  
Обучение гибридной НС (2.36) выполняется аналогично НСПР (2.34) пу-
тем оптимизации параметров функций принадлежности a}a,a{ LU   с помо-
щью гибридного алгоритма или алгоритма обратного распространения ошибки 
[63, 69]. 
Преимуществом этих алгоритмов параметрического обучения НС являет-
ся их простота и быстродействие, а недостатком – их локальность (высокая ве-
роятность «застревания» в локальном экстремуме). 
В качестве критерия параметрической оптимизации используется либо 
критерий минимума среднеквадратической ошибки между экспериментальны-
ми и модельными значениями выхода: 
  ]nm[Y]nm[YMC *osred   ,     (2.37) 
 
где oM  – математическое ожидание; либо критерий регулярности (2.30), опре-
деляемый на всей (либо проверочной) выборке данных. 
Поскольку задача (2.24)-(2.25) имеет большую размерность (количество 
структурных характеристик и параметров в реальности составляют сотни, ты-
сячи и десятки тысяч), то целесообразно использовать композицию алгоритмов 
глобальной и локальной оптимизации [75, 76, 84] (для структурной и парамет-
рической идентификации модели соответственно). 
 
Выводы к разделу 
1. На основе формулировки задачи идентификации ОУ установлены ус-
ловия выполнения параметрической или структурно-параметрической иденти-
фикации для конкретного ОУ. 
2. В результате исследований точности идентификации различных режи-
мов работы технологических процессов дробления и измельчения руд установ-
лено, что оптимальная структура модели для одного режима функционирова-
ния не является таковой для других режимов. То есть при изменении динамиче-
ских режимов работы ОУ необходимо проводить его структурно-
параметрическую идентификацию.  
3. В результате исследований идентификации состояния стохастических 
динамических процессов дробления и измельчения руд, закономерности в из-
менении которых характеризует параметр Херста, для различных эксперимен-
тальных данных определены его значения. 
4. В результате исследования метода [8, 84], позволяющего определить 
режим функционирования ОУ, его размерность, а затем с помощью процедуры 
идентификации определить структурные характеристики и параметры модели 
ОУ, установлено, что в методе не обоснован выбор типа структуры моделей 




процедуры идентификации в режиме реального времени, как предполагает дан-
ный метод, может быть нецелесообразно, поскольку для процессов ККД и МСИ 
руд она процедура проводится несколько часов. 
5. Впервые предложено обосновать выбор типа структур моделей процес-
сов ККД и МСИ руд путем исследования вариации их типов, что позволяет, в 
отличие от известного, повысить точность идентификации для разных режимов 
функционирования со снижением ошибок интеллектуальных прогнозирующих 
моделей. 
6. Предложено модифицировать композиционный метод идентификации 
процессов ККД и МСИ [8, 84], включив в него критерий перехода к процедуре 
структурно-параметрической идентификации ОУ путем определения параметра 
Херста. При этом параметрическую идентификацию целесообразно проводить 
в режиме реального времени, а структурно-параметрическую – планировать, то 
есть выполнять ее в периоды небольшой нагрузки на вычислительные устрой-
ства и распределять между ними, и таким образом, снизить требования к их 
производительности и вычислительные затраты. Таким образом, комплексный 
метод идентификации процессов ККД и МСИ руд позволяет повысить точность 
идентификации этих процессов в условиях изменения их динамических режи-
мов работы, параметров, и наличия помех, а также снизить вычислительные за-






РАЗРАБОТКА ИНТЕЛЛЕКТУАЛЬНЫХ ПРОГНОЗИРУЮЩИХ МОДЕЛЕЙ 
НЕЛИНЕЙНЫХ ДИНАМИЧЕСКИХ ПРОЦЕССОВ КРУПНОГО ДРОБЛЕНИЯ 
И САМОИЗМЕЛЬЧЕНИЯ РУД 
 
3.1. Методика структурно-параметрической идентификации 
 
На основе исследований, изложенных в разделе 2, предложена методика 
идентификации нелинейных динамических процессов крупного дробления и 




Рис. 3.1. Схема идентификации нелинейных динамических процессов крупного 
дробления и самоизмельчения руд 
 
Данная методика состоит из процедур определения характеристик со-
стояния ОУ и его структурно-параметрической идентификации. 
 
3.1.1. Определение характеристик состояния ОУ. 
Данная процедура включает вычисление показателя Херста H  согласно 
выражениям (2.4)-(2.9) в соответствии с алгоритмом его вычисления, изложен-
ным в п. 2.2.2. 
Параметр Херста определяется для выявления тенденции ОУ к переходу 
в другой, отличный от текущего, режим функционирования. Если показатель 
Херста 50,H  , то целесообразно планировать выполнение структурно-
параметрической идентификации ОУ с текущим выполнением в реальном вре-
мени параметрической адаптации модели ОУ.  
При переходе к структурно-параметрической идентификации необходимо 
выполнить п. 1.2 методики (см. рис. 3.1), чтобы оценить размерности перемен-
ных модели ОУ. После этого выполняется пункт 2 методики, включающий 




ции (п. 2.1 методики). Далее выполняется процедура структурно-
параметрической идентификации ОУ согласно п.п. 2.2 и 2.3 методики.  
Если значение показателя Херста 50,H  , то в реальном режиме времени 
достаточно использовать параметрическую идентификацию согласно п. 2.3 ме-
тодики, а планировать выполнение структурно-параметрической идентифика-
ции согласно п.п. 1.2, 2.1 и 2.2 методики нет необходимости.  
Определение размерности (порядка) ОУ включает следующие этапы: 
- вычисление корреляционной энтропии ngK  согласно выражениям 
(2.16)-(2-18); 
- вычисление корреляционного интервала предсказуемости (глубины 
точного прогноза) процесса vgT  согласно выражению (2.20); 
- вычисление корреляционной размерности аттрактора ngD  согласно вы-
ражениям (2.12), (2.13); 
- определение размерности вложения аттрактора d  согласно выражению 
(2.21) и по графику зависимости )d(Dng  (глубины памяти входных и выходных 
переменных модели ОУ). 
Размерность переменных ОУ определяет размерность его модели, кото-
рая синтезируется с помощью процедуры структурно-параметрической иден-
тификации ОУ. 
 
3.1.2. Структурно-параметрическая идентификация ОУ. 
Формирование задачи структурно-параметрической идентификации осу-
ществляется с выбором:  
- типа структуры модели (Винера, Гаммерштейна, Винера-
Гаммерштейна, Гаммерштейна-Винера (см. рис. 2.5 и 2.6, соответственно), или 
ARX); 
- способов учета ограничений; 
- метода структурной (глобальной) оптимизации (метода ПСП согласно 
выражению (2.27), либо МИО согласно (2.28), либо ГА согласно (2.29));  
- критериев структурной и параметрической оптимизации (2.33) и (2.30); 
- базисных функций (НСПР согласно выражению (2.34), НС РБФ соглас-
но (2.35), или НС Anfis согласно (2.36)); 
- методов параметрической оптимизации, которые ограничены выбором 
базисных функций. 
Вышеописанный выбор осуществляется на этапе проектирования АСУ 
ТП и базируется на априорных (теоретических и экспериментальных) данных, а 
при необходимости может быть откорректирован. 
Структурная идентификация осуществляется следующим образом: снача-
ла находится оптимальная структура модели для текущего режима функциони-
рования ОУ по критериям (2.30), (2.33) или (2.37) путем исследования вариации 
их типов. Затем с помощью композиции методов глобальной ((2.27), (2.28) или 
(2.29)) и локальной оптимизации [84] осуществляется генерирование структур 




ми характеристиками) и отбор лучших из них по критерию структурной опти-
мизации (2.31), (2.32) или (2.33). Результатом структурной идентификации яв-
ляется модель ОУ оптимальной структуры в смысле вышеназванных критериев.  
Параметрическая идентификация заключается в определении параметров 
модели оптимальной структуры путем ее обучения методом локальной пара-
метрической оптимизации по критериям (2.30) или (2.37). 
 
3.2. Алгоритм определения изменения режимов работы технологических 
процессов  
 
Ошибка   является критерием параметрической адаптации модели ОУ и 
вычисляется согласно выражений (2.37) или (2.30) [9, 89]. Ее физический смысл 
состоит в том, что она определяет разницу между значениями выхода модели 
ОУ оптимальной структуры и реального выхода ОУ. Таким образом, в реаль-
ном времени происходит переопределение (перерасчет) оптимальных парамет-
ров модели ОУ оптимальной структуры. Если значение ошибки   для опти-
мальных значений параметров оказывается больше допустимой ( доп  ), то 
это значит, что определенная ранее оптимальная структура модели ОУ уже не 
является таковой (например, из-за смены режима функционирования ОУ). По-
этому ошибку  , наряду с параметром Херста, целесообразно учитывать при 
принятии решения о необходимости перехода к выполнению структурно-
параметрической идентификации ОУ (см. п. 2.2.2). 
Таким образом, алгоритм определения изменения режимов работы техно-
логических процессов ККД и МСИ руд (рис. 3.2) предусматривает переход к 
планированию выполнения их структурно-параметрической идентификации 
при соблюдении следующих условий [9, 89]: 
- ошибка доп   и параметр Херста 50,H  ; 
- ошибка доп   и параметр Херста 50,H  ; 
- ошибка доп   и параметр Херста 50,H  . 
В противном случае (если ошибка доп   и параметр Херста 50,H  ) 
продолжает выполняться параметрическая адаптация модели ОУ в режиме ре-
ального времени. 
При этом под планированием структурно-параметрической идентифика-
ции подразумевается ее выполнение в периоды небольшой нагрузки на вычис-







Рис. 3.2. Алгоритм определения изменения режимов работы технологических 








3.3. Разработка алгоритмов структурно-параметрической идентификации 
нелинейных процессов дробления и измельчения руд 
 
3.3.1. Алгоритмы глобальной оптимизации моделей. 
Обобщенная схема глобальной оптимизации для решения задачи струк-
турно-параметрической идентификации с использованием ГА, ПСП и МИО 




Рис. 3.3. Обобщенная схема глобальной оптимизации 
 
Алгоритм глобальной оптимизации с использованием ГА согласно выра-
жению (2.29) осуществляется следующим образом (см. рис. 3.3): 
Шаг 1. Определение целевой функции (критерия структурной оптимиза-
ции). Выполняется определение структурных характеристик модели: типа ба-
зисных функций, количества нейронов в скрытом слое, типа функций актива-





Шаг 2. Формирование начальных особей. Каждая особь представляет со-
бой вектор с элементами в виде структурных характеристик. На этом этапе 
осуществляется настройка опций ГА: условия останова, размера популяции, а 
также формирование генетических операторов (мутации, отбора, кроссингове-
ра, миграции и др.)  
Шаг 3. Вычисление значения целевой функции для начальных условий. С 
помощью алгоритмов локальной оптимизации, базисных функций определяют-
ся значения выхода модели ОУ, по которым вычисляется значение критерия 
структурной оптимизации (целевой функции). 
Шаг 4. Выполняется ли условие останова алгоритма? Если да, то осуще-
ствляется переход к шагу 8, иначе – переход к шагу 5. При этом, условия оста-
нова ГА следующие:  
- число поколений достигает заданного значения;  
- истекло заданное время работы алгоритма;  
- значение целевой функции лучшей особи текущей популяции достигает 
экстремума; 
- нет улучшения целевой функции в последовательности следующих друг 
за другом поколений, длина которой задана на шаге 2; 
- нет улучшения для целевой функции в течение заданного интервала 
времени. 
Шаг 5. Формирование новых особей происходит с помощью генетиче-
ских операторов, настроенных на шаге 2. Сначала происходит отбор родителей, 
затем кроссинговер родителей, скрещивание и вероятностная мутация потом-
ков. Здесь также устанавливается доля мигрирующих особей из одной популя-
ции в другую. 
Шаг 6. Вычисление значения целевой функции для новых особей проис-
ходит аналогично вычислениям на шаге 3.  
Шаг 7. Отбор особей с лучшими значениями целевой функции. В новую 
популяцию особи отбираются в зависимости от значений их функций пригод-
ности (целевых функций). Далее выполняется переход к шагу 4. 
Шаг 8. Формирование модели оптимальной структуры. С помощью ГА 
определяются значения лучших особей (структурных характеристик), соответ-
ствующих экстремуму целевой функции. Формируется модель оптимальной 
структуры.  
Алгоритм глобальной оптимизации с использованием метода ПСП в со-
ответствии с (2.27) осуществляется следующим образом (см. рис. 3.3): 
Шаг 1. Определение целевой функции (критерия структурной оптимиза-
ции). Выполняется определение структурных характеристик модели: типа ба-
зисной функции, количества нейронов в скрытом слое, типа функций актива-
ции (принадлежности) скрытого слоя, а также типа алгоритма параметрической 
оптимизации.  
Шаг 2. Формирование начальных точек. Каждая точка представляет со-
бой вектор структурных характеристик. При этом настраиваются опции для ра-
боты ПСП: условия останова алгоритма ПСП, выбор методов, способов и 




Шаг 3. Вычисление значения целевой функции для начальных условий. С 
помощью алгоритмов локальной оптимизации, базисных функций определяют-
ся значения выхода модели ОУ, по которым вычисляются значения критерия 
структурной оптимизации (целевой функции). 
Шаг 4. Выполняется ли условие останова алгоритма? Если да, то осуще-
ствляется переход к шагу 8, иначе – переход к шагу 5. При этом, условия оста-
нова ПСП следующие:  
- число итераций достигает заданного максимального значения;  
- размер ячейки меньше заданного значения; 
- общее число расчетов значений целевой функции достигло максималь-
ного заданного значения; 
- расстояние между точкой, найденной в успешном опросе, и точкой, 
найденном в неудачном опросе будет меньше заданного значения; 
- изменения в целевой функции для одного успешного опроса и после-
дующего успешного опроса будут меньше заданной величины. 
Шаг 5. Формирование новых точек происходит с помощью методов по-
иска, настроенных шаге 2.  
Шаг 6. Вычисление значения целевой функции для новых точек происхо-
дит аналогично вычислениям на шаге 3.  
Шаг 7. Отбор точек с лучшими значениями целевой функции, которые 
заносятся в новую последовательность поиска в зависимости от значений их 
целевых функций (пригодности). Далее выполняется переход к шагу 4. 
Шаг 8. Формирование модели оптимальной структуры. С помощью алго-
ритма ПСП определяются значения лучших точек (структурных характери-
стик), соответствующих экстремуму целевой функции. Формируется модель 
оптимальной структуры.  
Алгоритм глобальной оптимизации с использованием МИО в соответст-
вии с (2.28) осуществляется следующим образом (см. рис. 3.3): 
Шаг 1. Определение целевой функции (критерия структурной оптимиза-
ции). Выполняется определение структурных характеристик модели: типа ба-
зисной функции, количества нейронов в скрытом слое, типа функций актива-
ции (принадлежности) скрытого слоя, а также типа алгоритма параметрической 
оптимизации.  
Шаг 2. Формирование начальных точек и температуры. Каждая точка 
представляет собой вектор структурных характеристик. На этом этапе осущест-
вляется настройка опций МИО: условия останова алгоритма МИО, способы и 
свойства метода.  
Шаг 3. Вычисление значения целевой функции для начальных условий. С 
помощью алгоритмов локальной оптимизации, базисных функций, определя-
ются значения выхода модели ОУ, по которым вычисляются значения критерия 
структурной оптимизации (целевой функции). 
Шаг 4. Выполняется ли условие останова алгоритма? Если да, то осуще-
ствляется переход к шагу 8, иначе – переход к шагу 5. При этом, условия оста-
нова МИО следующие:  




- число оценок целевой функции достигнет заданного значения;  
- истекло заданное время работы метода; 
- значение целевой функции достигло экстремума; 
- среднее изменение в целевой функции (после заданного количества ите-
раций) меньше заданной величины. 
Шаг 5. Формирование новых точек происходит с помощью способов ме-
тода, настроенных на шаге 2.  
Шаг 6. Вычисление значения целевой функции для новых точек происхо-
дит аналогично вычислениям на шаге 3.  
Шаг 7. Отбор точек с лучшими значениями целевой функции, которые 
заносятся в новую последовательность поиска в зависимости от значений их 
функций пригодности (целевых функций). Далее выполняется уменьшение зна-
чения температуры и осуществляется переход к шагу 4. 
Шаг 8. Формирование модели оптимальной структуры. С помощью алго-
ритма МИО определяются значения лучших точек (структурных характери-
стик), соответствующих экстремуму целевой функции. Формируется модель 
оптимальной структуры.  
 
3.3.2. Алгоритмы локальной оптимизации моделей. 
Обобщенная схема алгоритма локальной оптимизации для решения зада-
чи структурно-параметрической идентификации с использованием базисных 
функций в виде НСПР (2.34), НС РБФ (2.35) и НС Anfis (2.36) приведена на 




Рис. 3.4. Обобщенная схема алгоритма локальной оптимизации 
 
Алгоритм локальной оптимизации с использованием в качестве базисной 




Шаг 1. Формирование модели оптимальной структуры. Создание НСПР 
(2.34) со следующими структурными характеристиками: типом структуры, глу-
бинами памяти и прогноза, размером скрытого слоя, функцией активации ней-
ронов скрытого и выходного слоя, а также методом параметрической оптими-
зации. Выполняется настройка опций для обучения НС: условий останова обу-
чения, формирование массивов проверочных и тестовых данных, функций од-
номерного поиска и др. 
Шаг 2. Выбор критерия параметрической оптимизации (2.30) или (2.37).  
Шаг 3. Оптимизация параметров модели (обучение НС) путем определе-
ния значений весовых коэффициентов в соответствии с выбранным на шаге 1 
методом параметрической оптимизации. Условия останова обучения [69]:  
- количество циклов (эпох) обучения достигло максимально заданного 
значения;  
- ошибка уменьшилась до заданного уровня;  
- время обучения достигло максимально заданного значения;  
- уровень превышения ошибки проверочной выборки по сравнению с 
обучающей достиг максимально заданного значения. 
Шаг 4. Формирование модели оптимальной структуры с оптимальными 
значениями параметров, соответствующих минимуму критерия параметриче-
ской оптимизации (весовых коэффициентов связи входного и выходного слоев 
согласно выражению (2.34)). 
Алгоритм локальной оптимизации с использованием в качестве базисной 
функции НС РБФ осуществляется следующим образом (см. рис. 3.4): 
Шаг 1. Формирование модели оптимальной структуры. Выбор структур-
ных характеристик НС РБФ (2.35): типа структуры, глубин памяти и прогноза, 
максимального размера скрытого слоя, функции активации нейронов скрытого 
(РБФ) слоя, функции активации нейронов выходного слоя, а также метода па-
раметрической оптимизации. Выполняется настройка опций для обучения НС: 
условий останова обучения, выбор значения отклонения (параметра влияния) и 
др. 
Шаг 2. Выбор критерия параметрической оптимизации (2.30) или (2.37).  
Шаг 3. Оптимизация параметров модели (обучение НС) путем определе-
ния значений весовых коэффициентов в соответствии с выбранным на шаге 1 
методом параметрической оптимизации. Условия останова обучения:  
- ошибка уменьшилась до заданного уровня;  
- количество нейронов скрытого слоя достигло максимального заданного 
значения. 
Шаг 4. Формирование модели оптимальной структуры с оптимальными 
значениями параметров, соответствующими минимуму критерия параметриче-
ской оптимизации (параметров РБФ нейронов скрытого слоя и весовых коэф-
фициентов выходного слоя согласно выражению (2.35)).  
Алгоритм локальной оптимизации с использованием базисной функции – 
НС Anfis осуществляется следующим образом (см. рис. 3.4): 
Шаг 1. Формирование модели оптимальной структуры. Генерация струк-




па структуры, глубин памяти и прогноза, функций принадлежности и количест-
ва правил разложения по входам.  
Шаг 2. Выбор критерия параметрической оптимизации (2.30) или (2.37).  
Шаг 3. Оптимизация параметров модели (обучение НС) путем определе-
ния значений весовых коэффициентов в соответствии с выбранным на шаге 1 
методом параметрической оптимизации. Условия останова обучения:  
- количество циклов (эпох) обучения достигло максимально заданного 
значения;  
- ошибка уменьшилась до заданного уровня.  
Шаг 4. Формирование модели оптимальной структуры с оптимальными 
значениями параметров, соответствующих минимуму критерия параметриче-




3.4. Исследование эффективности структурно-параметрической иденти-
фикации  
 
3.4.1. Идентификация характеристик процессов крупного дробления и 
самоизмельчения. 
Моделирование процедуры определения характеристик состояния про-
цессов ККД и МСИ проводилось в соответствии с предложенной методикой и с 
помощью стандартных [79] и разработанных программ в среде Matlab. В каче-
стве идентифицируемых процессов использовались временные реализации со-
держания класса +100 мм в крупнодробленой руде 1100  и 2100  (рис. 3.5), 
полученные в условиях Ингулецкого ГОКа в различные периоды работы фаб-
рики.  
 
    а       б 
 





В результате расчетов с помощью программы Fractan [79] определены 
значения показателя Херста сигналов 1100  и 2100 , приведенные на рис. 
2.4. Согласно полученным результатам для процесса, порождающего сигнал 
2
100  рекомендуется определить оптимальную структуру его модели, а для 
процесса, порождающего сигнал 1100  такой необходимости нет. Однако, по-
скольку для сигналов еще не определены оптимальные структуры моделей, то 
согласно алгоритму (см. рис. 3.2), вне зависимости от значений показателей 
Херста, для последовательностей 1100  и 2100  необходимо провести все 
процедуры согласно методике идентификации. 
В результате расчетов для сигналов 1100  и 2100  определены значе-
ния корреляционной энтропии (рис. 3.6) и корреляционной размерности (рис. 
3.7) [9, 89]. Значения корреляционной энтропии составили: 1ngK =0,220 и 
2ngK =0,404, а корреляционной размерности: 1ngD =2,353 и 2ngD =3,798, соот-
ветственно.  
При этом корреляционные интервалы предсказуемости (глубины прогно-
за) процессов порождающих сигналы 1100  и 2100  в соответствии с выра-
жением (2.20) составили: 1vgT =7,27 такта и 2vgT =3,96 такта, что подтверждает 
плохую прогнозируемость сигнала 2100 , и соответственно, необходимость 
планирования выполнения структурно-параметрической идентификации про-
цесса, его порождающего. 
Для определения размерности фазового пространства вложения аттракто-
ра (режима работы порождающего процесса) вычислялась ее оценка сверху по 
выражению (2.21). Для сигналов 1100  и 2100  ее значения составили 
751 ,d   и 682 ,d  . Оценка значения d  снизу определялась по рис. 3.7. Из ана-
лиза рис. 3.7 видно, что размерности 1ngD  и 2ngD  практически перестают воз-
растать (входят в насыщение) при размерностях фазового пространства 31 d  и 
42 d , соответственно. С учетом вышеизложенного, получим, что 84911 ,Dng  и 
00832 ,Dng  , а также 53 1  d  и 84 2  d .  
Таким образом, для решения задачи идентификации процессов, порож-
дающих сигналы 1100  и 2100 , глубина точного прогноза для них составля-
ет 7 и 4 такта соответственно, а глубина памяти по разным входам – от 3 до 5 



















Рис. 3.7. Корреляционная размерность для сигналов 1100  (а) и 2100  (б) 
 
 
3.4.2. Разработка интеллектуальной прогнозирующей модели процесса 
ККД. 
Пусть прогнозирующая модель ОУ процесса ККД (согласно рис. 1.3.а) 
имеет вид: 
 
}m],m[a],m[],m[],m[],m[g],m[{]nm[ˆ ˆвхвыхˆвых    ,  (3.1) 
 
где m  – текущий такт времени с соответствующими глубинами памяти; n  – 




В качестве критерия параметрической оптимизации использовался крите-











,   (3.2) 
 
где ]nm[выхB   – гранулометрический состав продукта дробления, вычис-
ленный на выборке B , а ]nm[ˆвыхB   – выходы моделей, которые обучены на 
выборке B .  
В качестве критерия структурной оптимизации использовался комбини-
рованный критерий вида (в соответствии с (2.33)): 
 
смККДрегККДкомбККД C,C,C  8020 ,    (3.3) 
 











,   (3.4) 
 
где ]nm[ˆвыхA   – выходы моделей, которые обучены на выборке A . Вычис-
ление критерия смККДC  осуществляется на всей выборке N . 
Поскольку одной из основных проблем при решении задачи идентифика-
ции ОУ является выбор структуры модели, то нами была оценена эффектив-
ность модели процесса ККД при вариации типов структур [9, 78].  
Моделирование решения задачи структурно-параметрической идентифи-
кации выполнялось с помощью разработанной программы в среде Matlab [90]. 
Для моделирования процесса ККД в качестве входных сигналов исполь-
зовался полосовой авторегрессионный сигнал с гауссовским шумом амплиту-
дой 10% от уровня сигнала, а сам процесс моделировался адекватным 
нелинейным конечно-разностным уравнением (1.4). При этом, в соответствии с 
динамическими свойствами процесса ККД глубина прогноза составляла 3n  
такта, а глубина памяти – 4 такта. Размер реализации составлял 1024N . 
В качестве критерия оценки моделей выбран критерий регулярности 
(3.2), а в качестве типов структур применялись модели Винера, Гаммерштейна, 
Гаммерштейна-Винера и ARX с базисными функциями в виде каскадной НС, 
вейвнета и полинома Колмогорова-Габора.  
Результаты идентификации ОУ со структурой модели ARX и базисными 




этом значения критерия (3.2) составили 0,0644 для вейвнета и 0,0995 для кас-
кадной НС. 
Результаты идентификации ОУ со структурой модели Гаммерштейна-
Винера и базисными функциями в виде вейвнета и полинома Колмогорова-
Габора приведены на рис. 3.8,б. При этом значения критерия (3.2) составили 
0,0334 для вейвнета и 0,0370 для полинома Колмогорова-Габора. 
Результаты идентификации ОУ с базисными функциями в виде вейвнет и 
со структурами моделей Винера и Гаммерштейна приведены на рис. 3.9, а со 
структурами Гаммерштейна-Винера и ARX – на рис. 3.10. Значения критерия 
регулярности (3.2) составили: для моделей Винера – 0,0336, Гаммерштейна – 
0,0723 (см. рис. 3.9,а-б, соответственно), для моделей Гаммерштейна-Винера – 
0,0334, ARX – 0,0644 (см. рис. 3.10,а-б, соответственно).  
Время вычислений на компьютере с процессором Pentіum ІV по моделям 
со структурами Винера, Гаммерштейна и Гаммерштейна-Винера составило 7-10 
мс на цикл прогноза, а по модели ARX – 0,2 мс, что не вносит временных огра-
ничений на применение этих моделей в АСУТП рудоподготовки. 
Таким образом, в результате проведенных исследований установлено, что 
в качестве структуры модели процесса ККД предпочтительной является струк-
тура Гаммерштейна-Винера, поскольку она дает меньшие значения критерия 
регулярности (3.2) при различных базисных функциях [9, 78]. 
Нами была разработана интеллектуальная прогнозирующая модель про-
цесса ККД, в ходе чего было исследовано влияние различных методов (алго-
ритмов) структурной и параметрической оптимизации и типов базисных функ-
ций на точность идентификации динамических режимов нелинейного процесса 
ККД. 
Решение этой задачи структурно-параметрической идентификации вы-
полнялось в среде Matlab на основе экспериментальных реализаций значений 
технологических переменных процесса ККД, полученных в условиях Ингулец-
кого ГОКа. Структура программы идентификации показана на рис. 4.2. 
Возмущениями процесса ККД являлась средневзвешенная крупность и 
крепость входной руды, управляющим воздействием – ширина разгрузочной 
щели дробилки, а выходом процесса – содержание класса +100 мм в дробленой 
руде. Из особенностей этого процесса глубина прогноза была принята 3n  
такта, а глубина памяти по разным входам от 1 до 4 в соответствии с размерно-
стями входных 1id  переменных на рис. 2.6,б. Погрешность измерения пере-
менных процесса ККД не превышала 10%, а размер экспериментальных реали-
заций составлял 58N .  
В качестве критерия структурной оптимизации выбран комбинированный 
критерий (3.3), который имеет малую чувствительность к вариации шума и 










Рис. 3.8. Результаты идентификации процесса ККД в виде моделей ARX (а) и 



















Рис. 3.10. Результаты идентификации процесса ККД в виде моделей Гаммер-
штейна-Винера (а) и ARX (б) 
 
При идентификации в качестве глобальных методов оптимизации приме-
нялись ГА, ПСП и МИО. При этом использовалась структура моделей Гаммер-
штейна-Винера с базисными функциями в виде НС: НСПР (каскадной НС и 




Результаты глобальной оптимизации структуры модели процесса ККД [9, 
85] приведены на рис. 3.11. 
ГА имел одноточечное скрещивание, селективный выбор родителей и 
формирование новой популяции с вытеснением, алгоритм ПСП – адаптивный 
шаг поиска и полный поиск вокруг текущей итерации, а алгоритм МИО – огра-
ниченную область переотжига. Количество итераций для ПСП и МИО (для ГА 
поколений) ограничивалось на уровне 100, а размер пространства поиска для 
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Рис. 3.11. Результаты глобальной оптимизации структуры модели процесса 





При глобальной оптимизации использовались (варьировались) следую-
щие структурные характеристики модели:  
1) тип базисной функции – НСПР (каскадная НС и вейвнет), НС РБФ 
и НС Anfis;  
2) количество нейронов в скрытом слое;  
3) тип функций активации (для НСПР) и принадлежности (для НС 
Anfis) скрытого слоя;  
4) тип алгоритма параметрической оптимизации (для НСПР и НС 
Anfis).  
В результате моделирования (см. рис. 3.11) установлено [9, 85], что ГА 
имеет самую высокую скорость сходимости (ГА выходит в область оптималь-
ных решений на первых поколениях, МИО – в среднем после 5 итераций, а 
ПСП – после 15 итераций). Алгоритм МИО выявил самое высокое быстродей-
ствие (0,2 с на итерацию при 9,2 с на итерацию в ПСП и 16 с на поколение в 
ГА). При этом алгоритм ПСП выявил наилучшую сходимость (значения ком-
бинированного критерия (3.3) при его использовании составили 0,013, в отли-
чие от 0,022 при ГА и 0,082 при МИО). 
Результат структурно-параметрической идентификации процесса ККД 




Рис. 3.12. Результат идентификации процесса ККД  
 
В целом установлено, что минимуму комбинированного критерия для 
процесса ККД отвечают базисные функции в виде каскадной НСПР. При этом 
количество нейронов в скрытом слое составляет 28, функция активации скры-
того слоя – логистическая сигмоидальная, выходного слоя – линейная, алго-




За меру точности параметрической идентификации модели оптимальной 
структуры использовался критерий регулярности (3.2), значение которого со-
ставило для модели процесса ККД – 0,0311, что существенно меньше, чем оши-
бка идентификация по принципу самоорганизации (0,0653 [10]), а также мень-
ше ошибки модели процесса ККД, полученной с помощью композиционного 
метода идентификации (0,365 [8]).  
Адекватность полученной интеллектуальной прогнозирующей модели 
процесса ККД проверялась по непараметрическому критерию знаков [91]. Было 
установлено, что для уровня значимости 0,01 разработанная модель с иденти-
фицированными структурой и параметрами адекватна динамике рассматривае-
мых процессов.  
Время поиска оптимальных решений при глобальной оптимизации про-
цесса ККД на компьютере с процессором Pentіum ІV составило 2…16 минут, а 
время вычислений по модели этого процесса при ее параметрической оптими-
зации составило 7…10 мс на цикл прогноза, что значительно меньше перио-
дичности изменения режимов функционирования процессов рудоподготовки, 
которые составляют несколько часов. 
Общее время проведения структурно-параметрической идентификации 
для процесса ККД на компьютере с процессором Pentіum ІV с учетом всех ха-
рактеристик согласно методике составляет 1,5...2 часа, что предполагает значи-
тельные затраты вычислительных ресурсов для структурно-параметрической 
идентификации в автоматизированных системах управления этими процессами. 
Поэтому нецелесообразно проводить процесс структурно-параметрической 
идентификации постоянно, в режиме реального времени, а целесообразно пла-
нирование ее выполнения. Данные исследования являются обоснованием пред-
ложенного комплексного метода идентификации процессов крупного дробле-
ния и самоизмельчения руд, рассмотренного в разделе 2. 
Полученные оптимальные значения структурных характеристик и пара-
метров разработанной интеллектуальной прогнозирующей модели процесса 
ККД приведены в приложении А. 
 
3.4.3. Разработка интеллектуальной прогнозирующей модели процесса 
МСИ. 
Пусть прогнозирующая модель ОУ процесса МСИ (согласно рис. 1.3.б) 
имеет вид: 
 
}m],m[a],m[],m[q],m[],m[],m[],m[],m[Q{]nm[Qˆ QрмкготQˆгот  ,  (3.5) 
 
где ]m[к  – плотность слива классификатора; ]m[м  – отношение твер-
дое/жидкое в мельнице; m  – текущий такт времени с соответствующими глу-
бинами памяти; n  – глубина прогноза.  
В качестве критерия параметрической оптимизации для процесса МСИ 
использовался критерий регулярности вида (в соответствии с (2.30), вычисляе-











 ,   (3.6) 
 
где ]nm[QготB   – производительность по готовому классу, вычисляемая на 
выборке B , ]nm[QˆготB   – выходы моделей, которые обучены на выборке B . 
В качестве критерия структурной оптимизации для процесса МСИ ис-
пользовался комбинированный критерий вида: 
 
смМСИрегМСИкомбМСИ C,C,C  8020 ,    (3.7) 
 








 ,    (3.8) 
 
где ]nm[QˆготA   – выходы моделей, которые обучены на выборке A . Вычис-
ление критерия смМСИC  осуществляется на всей выборке N .  
Исследования эффективности типов структур модели процесса МСИ вы-
полнялось [9, 87] с помощью разработанной программы в среде Matlab. 
Для моделирования процесса МСИ в качестве входного сигнала исполь-
зовался полигармонический корреляционный нормированный сигнал с гауссов-
ским шумом амплитудой 10% от уровня сигнала, а сам процесс МСИ 
моделировался ПИТ2 звеном (см. рис. 1.4). При этом, глубины памяти и 
прогноза, а также размер реализации аналогичны данным для процесса ККД 
при исследовании вариации типа структур моделей.  
В качестве критерия оценки моделей выбран критерий регулярности 
(3.6), а в качестве типов структур применялись модели Винера, Гаммерштейна, 
Гаммерштейна-Винера и ARX с базисными функциями в виде каскадной НС 
прямого распространения, вейвнета (НС с функциями активации в виде вейв-
лет) и полинома Колмогорова-Габора.  
Результаты идентификации ОУ со структурой модели ARX и базисными 
функциями в виде вейвнета и каскадной НС (2.34) приведены на рис. 3.13,а. 
При этом значения критерия (3.6) составили 0,1279 для вейвнета и 0,089 для 
каскадной НС. 
Результаты идентификации ОУ со структурой модели Гаммерштейна-
Винера и базисными функциями в виде вейвнета и полинома Колмогорова-
Габора приведены на рис. 3.13,б. При этом значения критерия (3.6) составили 









Рис. 3.13. Результаты идентификации процесса МСИ в виде моделей ARX (а) и 
Гаммерштейна-Винера (б)  
 
Результаты идентификации ОУ с базисными функциями в виде вейвнет и 
со структурами моделей Винера и Гаммерштейна приведены на рис. 3.14, а для 
моделей Гаммерштейна-Винера и ARX – на рис. 3.15. Значения критерия регу-




(см. рис. 3.14,а-б, соответственно), для моделей Гаммерштейна-Винера – 





Рис. 3.14. Результаты идентификации процесса МСИ в виде моделей Винера (а) 









Рис. 3.15. Результаты идентификации процесса МСИ в виде моделей Гаммер-
штейна-Винера (а) и ARX (б) 
 
Время вычислений на компьютере с процессором Pentіum ІV по моделям 
со структурами Винера, Гаммерштейна и Гаммерштейна-Винера составило 7-10 
мс на цикл прогноза, а по модели ARX – 0,2 мс [87], что не вносит временных 




Таким образом, в результате проведенных исследований установлено, что 
в качестве структуры модели процесса МСИ предпочтительной является струк-
тура Гаммерштейна-Винера, поскольку она дает меньшие значения критерия 
регулярности (3.6) при различных базисных функциях [9, 87]. 
При разработке прогнозирующей модели процесса МСИ были проведены 
исследования, аналогичные исследованиям для процесса ККД (см. п. 3.4.2), с 
помощью разработанной программы в среде Matlab. Структура программы 
идентификации показана на рис. 4.2. ИД для решения этой задачи аналогичны 
описанным выше ИД для процесса МСИ при исследовании вариации типа 
структур моделей. Из особенностей этого процесса глубина прогноза была при-
нята 3n  такта, а глубина памяти по разным входам от 1 до 4.  
В качестве критерия структурной оптимизации выбран комбинированный 
критерий (3.7), который имеет малую чувствительность к вариации шума и 
глубины прогноза (малый сдвиг глобального минимума в пространстве призна-
ков). 
При идентификации в качестве глобальных методов оптимизации приме-
нялись ГА, ПСП и МИО. При этом использовалась структура моделей Гаммер-
штейна-Винера с базисными функциями в виде НС: НСПР (каскадной НС и 
вейвнет) (2.34), НС РБФ (2.35) и НС Anfis (2.36).  
Результаты глобальной оптимизации структуры модели процесса МСИ 
[9, 85] приведены на рис. 3.16. 
Особенности алгоритмов глобальной оптимизации, а также структурные 
характеристики модели для их работы аналогичны процессу ККД (см. п. 3.4.2).  
В результате моделирования (см. рис. 3.16) установлены характеристики 
алгоритмов глобальной оптимизации по скорости сходимости, быстродействию 
и наилучшей сходимости, которые аналогичны моделированию для процесса 
ККД (см. п. 3.4.2). При этом значения комбинированного критерия (3.7) при 
использовании алгоритма ПСП составили 0,009 в отличие от 0,042 при ГА и 
0,047 при МИО.  
Результат структурно-параметрической идентификации процесса МСИ 
приведен на рис. 3.17. 
В целом установлено, что минимуму комбинированного критерия для 
процесса МСИ отвечают базисные функции в виде каскадной НСПР. При этом 
количество нейронов в скрытом слое составляет 58, функция активации скры-
того слоя – логистическая сигмоидальная, выходного слоя – линейная, алго-
ритм обучения НС – алгоритм Биеле-Пауэлла [69].  
За меру точности параметрической идентификации моделей оптимальной 
структуры использовался критерий регулярности (3.6), значение которого со-
ставило для модели процесса МСИ – 0,0302, что меньше ошибки модели про-
цесса МСИ, полученной с помощью композиционного метода идентификации 
(0,348 [8]).  
Адекватность полученной интеллектуальной прогнозирующей модели 
процесса МСИ проверялась по непараметрическому критерию знаков [91]. Бы-




тифицированными структурой и параметрами адекватна динамике рассматри-
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Рис. 3.16. Результаты глобальной оптимизации структуры модели процесса 







Рис. 3.17. Результат идентификации процесса МСИ 
 
Общее время поиска оптимальных решений при глобальной оптимиза-
ции, а также по модели процесса МСИ аналогично времени для процесса ККД, 
и также значительно меньше периодичности изменения режимов функциони-
рования процессов рудоподготовки, которые составляют несколько часов. 
Общее время проведения структурно-параметрической идентификации 
для процесса МСИ на компьютере с процессором Pentіum ІV с учетом всех ха-
рактеристик согласно методике составляет 1,5...2 часа, что предполагает значи-
тельные затраты вычислительных ресурсов для структурно-параметрической 
идентификации в автоматизированных системах управления этими процессами. 
Поэтому нецелесообразно проводить процесс структурно-параметрической 
идентификации постоянно, в режиме реального времени, а целесообразно пла-
нирование его выполнения. Данные исследования являются обоснованием 
предложенного комплексного метода идентификации процессов крупного 
дробления и самоизмельчения руд, рассмотренного в разделе 2. 
Полученные оптимальные значения структурных характеристик и пара-
метров разработанной интеллектуальной прогнозирующей модели процесса 
МСИ приведены в приложении Б. 
 
 
Выводы к разделу 
1. Предложена методика структурно-параметрической идентификации 
нелинейных динамических процессов крупного дробления и самоизмельчения 
руд, которая состоит из процедур определения состояния этих процессов и их 
структурно-параметрической идентификации. Это позволяет, в отличие от из-




режиме путем структурно-параметрической, а в режиме реального времени – 
параметрической оптимизации их моделей.  
2. Разработан алгоритм определения изменения режимов работы процес-
сов ККД и МСИ руд, который позволяет автоматизированно планировать вы-
полнение их структурно-параметрической идентификации в случае, когда ре-
жим работы уже изменился или возникла тенденция к его изменению.  
3. Разработаны алгоритмы глобальной и локальной оптимизации моделей 
процессов ККД и МСИ руд, которые реализуют процедуру структурно-
параметрической идентификации путем их структурной и параметрической оп-
тимизации.  
3. В результате исследований эффективности идентификации характери-
стик процессов крупного дробления и самоизмельчения руд согласно предло-
женной методике, получены значения параметра Херста, глубины точного про-
гноза (корреляционного интервала предсказуемости) для них, а также глубины 
памяти по разным входам (размерности вложения аттрактора) для их моделей.  
4. В результате исследований обоснована структура модели процесса 
ККД и установлено, что предпочтительной является структура Гаммерштейна-
Винера, поскольку она дает меньшие значения критерия регулярности при раз-
личных базисных функциях (0,0334 для вейвнета и 0,0370 для полинома Кол-
могорова-Габора). Для структуры модели ARX значения критерия регулярно-
сти – 0,0644 для вейвнета и 0,0995 для каскадной НС, для структуры модели 
Винера – 0,0644 для вейвнета, а для структуры модели Гамерштейна – 0,0723 
для вейвнета (рис. 6.г). 
5. При глобальной оптимизации процесса ККД установлено, что ГА име-
ет самую высокую скорость сходимости (выходит в область оптимальных ре-
шений на первых поколениях, в то время как МИО – в среднем после 5 итера-
ций, а ПСП – после 15 итераций); МИО выявил самое высокое быстродействие 
(0,2 с на итерацию при 9,2 с на итерацию в ПСП и 16 с на поколение в ГА); 
ПСП выявил наилучшую сходимость в смысле комбинированного критерия 
(0,013, в то время для ГА – 0,022 и для МИО – 0,082).  
6. Разработана интеллектуальная прогнозирующая модель процесса ККД, 
точность которой (значение критерия регулярности) 0,0311, а структурные ха-
рактеристики – базисные функции в виде каскадной НСПР с 28 нейронами в 
скрытом слое, логистической сигмоидальной функцией активации скрытого 
слоя, линейной – выходного, алгоритмом обучения НС – метод Флетчера-
Ривса.  
7. В результате исследований обоснована структура модели процесса 
МСИ и установлено, что предпочтительной является структура модели Гам-
мерштейна-Винера, поскольку она дает меньшие значения критерия регулярно-
сти при различных базисных функциях (0,0862 для вейвнета и 0,1734 для поли-
нома Колмогорова-Габора). Для структуры модели ARX значения критерия ре-
гулярности – 0,1279 для вейвнета и 0,089 для каскадной НС, для структуры мо-
дели Винера – 0,0871 для вейвнета, а для Гамерштейна – 0,1862 для вейвнета. 
8. При глобальной оптимизации процесса МСИ установлено, что ГА име-




шений на первых поколениях, в то время как МИО – в среднем после 5 итера-
ций, а ПСП – после 15 итераций); МИО выявил самое высокое быстродействие 
(0,2 с на итерацию при 9,2 с на итерацию в ПСП и 16 с на поколение в ГА); 
ПСП выявил наилучшую сходимость в смысле комбинированного критерия 
(0,009, в то время для ГА – 0,042 и для МИО – 0,047). 
9. Разработана интеллектуальная прогнозирующая модель процесса 
МСИ, точность которой (значение критерия регулярности) 0,0302, а структур-
ные характеристики – базисные функции в виде каскадной НСПР с 58 нейро-
нами в скрытом слое, логистической сигмоидальной функцией активации скры-
того слоя, линейной – выходного, алгоритмом обучения НС – метод Биеле-
Пауэлла.  
10. Установлено, что общее время проведения структурно-
параметрической идентификации для процессов ККД и МСИ на компьютере с 
процессором Pentіum ІV учетом всех характеристик согласно методике состав-
ляет 1,5...2 часа, что предполагает значительные затраты вычислительных ре-
сурсов для структурно-параметрической идентификации в автоматизированных 
системах управления этими процессами. Поэтому нецелесообразно проводить 
процесс структурно-параметрической идентификации постоянно, в режиме ре-
ального времени, а целесообразно его планирование. Данные исследования яв-
ляются обоснованием предложенного комплексного метода идентификации 
процессов крупного дробления и самоизмельчения руд, использование которо-
го позволяет снизить вычислительные затраты на идентификацию этих процес-
сов, а также повысить точность моделей путем их своевременной адаптации 






ТЕХНИЧЕСКАЯ РЕАЛИЗАЦИЯ РЕЗУЛЬТАТОВ ИССЛЕДОВАНИЙ 
 
4.1. Разработка алгоритмического и программного обеспечений АСУТП 
рудоподготовки  
 
АСУ ТП реализуется посредством: информационного (ИО), алгоритмиче-
ского (АО), программного (ПО), технического (ТО) и других видов обеспече-
ний, которые представляют собой комплекс методов и средств, объединенных в 
соответствии со спецификой решаемых ими задач. 
Решение задачи структурно-параметрической идентификации выполняет-
ся в АСУТП [9, 87] с использованием совокупностей: 
- экспериментальных и справочных данных о состоянии ОУ (ИО); 
- математических методов и алгоритмов решения задачи структурно-
параметрической идентификации (АО); 
- системных и прикладных программ решения задачи структурно-
параметрической идентификации (ПО); 
- технических средств получения, обработки, отображения и хранения 
информации (ТО). 
Структура АО и ПО для решения задачи структурно-параметрической 
идентификации процессов рудоподготовки [87, 92] приведена на рис. 4.1.  
АО и ПО для решения задачи структурно-параметрической идентифика-
ции процессов рудоподготовки (см. рис. 4.1) реализуют операции методики 
структурно-параметрической идентификации (см. п. 3.1), результатами которой 
являются интеллектуальные прогнозирующие модели управляемых процессов, 
а также алгоритмы и программы.  
АО включает алгоритм определения изменения режима работы ОУ (см.  
п. 3.2), алгоритмы выбора и реализации методов глобальной оптимизации (см. 
п. 3.3.1), а также алгоритмы локальной оптимизации (выбора и реализации ба-
зисных функций и методов параметрической оптимизации (см. п. 3.3.2)).  
Программа реализации структурно-параметрической идентификации ОУ 
















Рис. 4.2. Обобщенная структура программы реализации структурно-








4.2. Экспериментальные исследования 
 
4.2.1. Идентификация характеристик процесса ККД по эксперименталь-
ным данным. 
Моделирование определения характеристик состояния процесса ККД 
проводилось в соответствии с предложенной методикой и с помощью стан-
дартных [79] и разработанных программ в среде Matlab. В качестве идентифи-
цируемых процессов использовались временные реализации крупности вхd  и 
крепости входной руды   (рис. 4.3) процесса ККД, полученные в условиях 
Ингулецкого ГОКа. 
 
    
 
Рис. 4.3. Временные реализации сигналов вхd  (а) и   (б) 
 
В результате расчетов [9, 94] определены значения показателя Херста для 
сигналов вхd  и   (рис. 4.4): dH  = 0,0941   0,1144 и H  = 0,2527   0,1712, а 
также значения их фрактальной размерности: dd HD  2  =1,9059   0,1144 и 
 HD  2  =1,7473   0,1712.  
Согласно полученным результатам для процессов, порождающих сигна-
лы вхd  и   нет необходимости в проведении структурно-параметрической 
идентификации, достаточно параметрической. Однако, поскольку для них еще 
не определены оптимальные структуры моделей для текущего режима работы, 
то согласно алгоритму (см. рис. 3.2), вне зависимости от значений показателей 










Рис. 4.4. Параметр Херста сигналов вхd  (а) и   (б) 
 
В результате расчетов для сигналов вхd  и   определены значения кор-
реляционной энтропии (рис. 4.5) и корреляционной размерности (рис. 4.6). Зна-
чения корреляционной энтропии составили: ngdK =0,280 и ngK =0,261, а кор-
реляционной размерности: ngdD =2,358 и ngD =2,499, соответственно [94].  
При этом корреляционные интервалы предсказуемости (глубины прогно-
за) процессов порождающих сигналы вхd  и   в соответствии с выражением 
(2.20) составили: vgdT =5,71 такта и vgT =6,13 такта, что подтверждает хорошую 
прогнозируемость исследуемых сигналов, и соответственно, отсутствие необ-
ходимости выполнения структурно-параметрической идентификации процес-
сов, их порождающих. 
Для определения размерности фазового пространства вложения аттракто-
ра (режима работы порождающего процесса) вычислялась ее оценка сверху по 




6d . Оценка значения d  снизу определялась по рис. 4.6. Из анализа рис. 4.6 
видно, что размерности ngdD  и ngD  практически перестают возрастать (вхо-
дят в насыщение) при размерностях фазового пространства 4dd  и 4d , 
соответственно. С учетом вышеизложенного, получим, что 0622,Dngd  и 






Рис. 4.5. Корреляционная энтропия для сигналов вхd  (а) и   (б)  
 
Таким образом [9, 94], для решения задачи идентификации процессов, 
порождающих сигналы вхd  и  , глубина прогноза для них составляет 6 так-








Рис. 4.6. Корреляционная размерность для сигналов вхd  (а) и   (б) 
 
 
4.2.2. Оценка эффективности управления процессом ККД по разработан-
ной модели. 
В работах [8, 32] предложены системы управления процессом ККД    
(рис. 4.7), которые используют прогнозирующую модель в контуре управления. 
В таких системах входная руда после дробления в КД через промежуточный 
бункер (ПБ) с помощью пластинчатых питателей поступает на конвейер 1 и да-
лее в накопительный бункер (НБ). Из НБ руда затем подается в мельницу само-
измельчения (МС), готовый продукт которой в сливе спирального классифика-







Рис. 4.7. Схема системы адаптивного управления процессом ККД  
 
В качестве МС на первой обогатительной фабрике Лебединского ГОКа 
используются мельницы типа ММС 70х23. При этом порция руды, загружаемая 
в отдельный накопительный бункер, превышает количество руды, продрабли-
ваемой за такт управления. Время измельчения руды, продробленой за один 
такт управления (2 думпкара) с учетом проектной загрузки думпкаров            
пдP  = 105 т и проектной производительности мельницы по исходной руде    
писхQ  = 188 т/час, равно 811182102 ,/Q/PT писхпдизм   час.  
Поскольку постоянные времени мельницы ММС 70х23 не превышают 
десятков минут, то такту управления процессом крупнокускового дробления 
соответствует период работы мельницы, за который ее можно считать статиче-
ским объектом [10]. Это позволяет воспользоваться статической зависимостью 
производительности мельницы по исходной руде от содержания в ней класса 
+100 мм )(Qисх 100  [95], экспериментально полученной в условиях Лебедин-
ского ГОКа для работающей в замкнутом цикле мельницы ММС 70х23, которая 


















1 ;       (4.2) 
613007910967 22 ,,)(,Q iiі,исх    ,     (4.3) 
 
где m  – количество тактов за время наблюдения; i  – усредненное за такт 




Рис. 4.8. Зависимость производительности мельницы ММС 70х23 по 
входной руде от содержания в ней класса +100 мм 
 
Управляющая система выполняет оценку текущего состояния процесса 
ККД до момента начала очередного интервала управления. Для этого осущест-
вляется опрос и усреднение за предыдущий интервал показания устройства 2 
контроля ширины щели ( g ), устройства 3 контроля крупности и крепости 
входной руды ( вхd ,  ), конвейерных весов 4 ( дрQ ), а также гранулометра 5 
( 100 ).  
Целью управления является стабилизация содержания класса +100 мм в 
дробленой руде: 
 
minзад   100100  .     (4.4) 
 
Далее выполняется идентификация прогнозирующей модели процесса 
ККД согласно алгоритмам, приведенным в п. 3.2, 3.3. Сначала выполняется 
структурно-параметрическая оптимизация модели процесса ККД (выбор опти-




тем обучение модели). Далее, в текущем режиме выполняется адаптация пара-
метров модели процесса ККД с вычислением ее погрешности и параметра Хер-
ста. Если погрешность модели меньше некоторого допустимого значения 
( доп  ) и параметр Херста 50,H  , то переходят к прогнозированию процес-
са ККД на заданный интервал управления. А если нет, то планируется выпол-
нение структурно-параметрической идентификации [9].  
По оценкам и прогнозу процесса ККД определяется значение изменения 
ширины разгрузочной щели дробилки 6 *optg  на следующий интервал, которое 
отрабатывается гидравлической системой 7 регулирования щели. Устройства 2-
7 связаны с управляющей системой с помощью информационной шины 8. 
Глубина прогноза модели выбирается из условия ее превышения суммы 
времени транспортирования руды (времени запаздывания) через конусную 
дробилку ККД-1500, бункер ПБ и конвейер 1 к месту контроля гранулометра 5, 
а также времени поиска управления *optg  и времени его отработки исполни-
тельным механизмом 7. 
Оценка эффективности системы управления технологическим процессом 
ККД с разработанной в разделе 3 интеллектуальной прогнозирующей моделью 
процесса выполнялась путем ее имитационного моделирования в среде Matlab с 
помощью разработанной программы [9]. 
В качестве характеристики гранулометрического состава входной руды 
использовалась средневзвешенная крупность вхd , а в качестве характеристики 
выходной руды вых  – содержание класса +100 мм 100 . Качество входной 
руды (ее крупность вхd  и крепость  ) моделировалось генераторами возмуще-
ний с корреляционными функциями и статистическими характеристиками, оп-
ределенными по экспериментальным последовательностям, а процесс ККД мо-
делировался нелинейным конечно-разностным уравнением [29]. Ошибки изме-
рения качества входной руды принимались на уровне 10% (гауссовская модель 
шума с уровнем 0,1 от уровня сигналов). Нестационарность ОУ принималась на 
уровне 20% от номинальных значений его параметров за время наблюдения в 
256 тактов (продолжительность цикла управления равнялась одному такту). 
В системе управления для прогнозирования ОУ использовалась модель 
(ModelKKD) в виде каскадной НСПР с 28 нейронами в скрытом слое, логисти-
ческой сигмоидальной функцией активации скрытого слоя, линейной – выход-
ного, алгоритмом обучения НС – методом Флетчера-Ривса (см. п. 3.4.2).  
Из особенностей процесса ККД глубина прогноза принималась 3n  так-
та, а глубина памяти по разным входам от 1 до 4 тактов. Диапазоны значений 
входных ( вхd  [130…330 мм],   [4…19 ед.]) и выходных ( 100  [30…70%]) пе-
ременных были занормированы в сигналы с уровнем 0…1. При этом значения 
ширины разгрузочной щели дробилки g  ограничивались значениями           
ming  = 160 мм и maxg  = 240 мм. 
В качестве задания (Gam+100) использовались значения зад100  = 57%, что 




идентификации и управления оценивались с помощью среднеквадратических 
ошибок e  и   соответственно. 
Результаты моделирования работы СУ процессом ККД в управляемом 




Рис. 4.9. Результаты управления процессом ККД с разработанной моделью 
 
Значения ошибок составили 0360,Control   и 1080,notControl  , что оп-
ределяет снижение среднеквадратичной ошибки в управляемом режиме в          
3 раза. При этом ошибка прогнозирующей модели составила 0210,eModelKKD  . 
Следует отметить, что ошибки управления определяются ошибками прогнози-
рования.  
Полученное повышение качества управления процессом ККД позволяет, 
согласно зависимости (рис. 4.8), повысить производительность по входной руде 
мельниц самоизмельчения типа ММС 70х23 на 6,45 т/ч. или на 5,3 % (что су-
щественно лучше, чем в системах оптимизации, которые имеют в контуре 
управления известные модели [8], где снижение ошибки управления составляет 
в 2,5 раза, а повышение производительности – на 5,5 т/ч.).  
Таким образом, система управления с разработанной интеллектуальной 
прогнозирующей моделью в контуре управления обеспечивает по сравнению с 
системами, которые имеют в контуре управления известные модели [8], сни-
зить в 1,2 раза ошибку управления и повысить на 0,8 % или 0,95 т/ч производи-
тельность процесса мокрого самоизмельчения за счет стабилизации содержания 





Выводы к разделу 
1. Разработана структура алгоритмического и программного обеспечений 
для решения задачи идентификации ОУ в АСУТП рудоподготовки, которые 
реализуют процедуры методики структурно-параметрической идентификации 
(п. 3.1). Результатами реализации процедур этой методики являются интеллек-
туальные прогнозирующие модели данных процессов, алгоритмы и программы.  
2. На основании предложенной структуры разработаны программы для 
решения задач идентификации нелинейных процессов дробления и измельче-
ния руд. 
3. С помощью разработанных программ проведены экспериментальные 
исследования эффективности идентификации характеристик процессов крупно-
го дробления (крупности и крепости исходной руды, полученные в условиях 
Ингулецкого ГОКа), получены значения параметра Херста, глубины точного 
прогноза (корреляционного интервала предсказуемости) для них, а также глу-
бины памяти (размерности вложения аттрактора) по разным входам для их мо-
делей.  
4. В результате оценки эффективности управления процессом ККД по 
разработанной модели установлено, что система управления с предложенной 
прогнозирующей моделью в контуре управления обеспечивает по сравнению с 
системами, которые имеют в контуре управления известные модели, снижение 
в 1,2 раза ошибки управления и повышения на 0,8 % или 0,95 т/ч производи-
тельности процесса самоизмельчения за счет стабилизации содержания класса 
+100 мм в его входной руде. Прогнозируемый годовой экономический эффект 







Предложенная работа является завершенным научным исследованием, в 
котором решена актуальная научная задача снижения ошибок идентификации 
процессов крупного дробления и самоизмельчения руд за счет вариации 
структур интеллектуальных прогнозирующих моделей в условиях изменения 
динамических режимов работы этих процессов, их параметров и наличия 
помех.  
Установлено, что: 
1. Вариация структур интеллектуальных прогнозирующих моделей при 
идентификации процессов крупного дробления и самоизмельчения руд, которая 
осуществляется путем определения их типов в условиях изменения динамиче-
ских режимов работы управляемых процессов, обеспечивает выбор лучшей из 
них для текущего режима функционирования и позволяет, в отличие от извест-
ных подходов, получить модели со сниженными ошибками. 
2. Определение тенденции к изменению режимов функционирования 
процессов крупного дробления и самоизмельчения руд, которое осуществляет-
ся путем анализа параметра Херста, указывает на необходимость проведения 
структурно-параметрической либо параметрической оптимизации интеллекту-
альных прогнозирующих моделей этих процессов, и позволяет, в отличие от 
известного, снизить требования к производительности вычислительных уст-
ройств и уменьшить вычислительные затраты на идентификацию. 
Основные научные и практические результаты состоят в следующем: 
1. Впервые исследованы различные динамические режимы работы про-
цессов крупного дробления и самоизмельчения руд, и установлено, что опти-
мальная структура модели для одного режима функционирования не обеспечи-
вает допустимую ошибку для других режимов. Это определяет, в отличие от 
известного, необходимость проведения структурно-параметрической иденти-
фикации управляемых процессов при изменении их режимов работы. 
2. Впервые обоснован выбор типа структур моделей процессов крупного 
дробления и самоизмельчения руд путем исследования вариации их типов, и 
установлено, что лучшей для них в смысле критерия регулярности является 
структура Гаммерштейна-Винера (установлено, что для процесса крупного 
дробления его значения составляют 0,0334 для вейвнета и 0,0370 для полинома 
Колмогорова-Габора, а для процесса самоизмельчения – 0,0862 для вейвнета и 
0,1734 для полинома Колмогорова-Габора). Это позволяет, в отличие от извест-
ного, повысить точность идентификации для разных режимов функционирова-
ния со снижением ошибок интеллектуальных прогнозирующих моделей. Уста-
новлено, что общее время проведения структурно-параметрической идентифи-
кации этих процессов составляет 1,5...2 часа.  
3. Получил дальнейшее развитие композиционный метод идентификации 
процессов крупного дробления и самоизмельчения руд путем включения в него 
определения тенденции перехода этих процессов из одного режима функцио-




зить вычислительные затраты на процедуру идентификации путем планирова-
ния выполнения структурной оптимизации моделей. 
4. Впервые получены интеллектуальные прогнозирующие модели про-
цессов крупного дробления и самоизмельчения руд, которые, в отличие от из-
вестных, имеют оптимальную структуру для текущего режима работы, что по-
зволяет снизить ошибки моделей и повысить качество управления этими про-
цессами. Установлено, что ошибки моделей (значение критерия регулярности) 
процессов крупного дробления и самоизмельчение руд составляют 0,0311 и 
0,0302, соответственно. 
5. Установлено, что система адаптивного управления процессом ККД с 
разработанной моделью в контуре управления обеспечивает по сравнению с 
системами, имеющими в контуре управления известные модели, снижение в 1,2 
раза ошибки управления и повышения на 0,8 % или 0,95 т/ч производительно-
сти процесса самоизмельчения за счет стабилизации содержания класса +100 
мм в его входной руде. Прогнозируемый годовой экономический эффект со-
ставляет 210,21 тыс. грн. с окупаемостью капитальных затрат 0,59 года. 
6. Разработана методика идентификации процессов крупного дробления и 
самоизмельчения руд, которая включает процедуры определения изменения 
режимов работы этих процессов и вычисления их размерностей, а также струк-
турно-параметрическую идентификацию. Это позволяет, в отличие от извест-
ного, выполнять идентификацию управляемых процессов в режиме реального 
времени путем параметрической, а в пакетном режиме – структурно-
параметрической оптимизации их моделей.  
7. Разработан алгоритм определения изменения режимов работы процес-
сов крупного дробления и самоизмельчения руд, который реализует переход к 
выполнению их структурно-параметрической идентификации по критерию 
тенденции перехода из одного режима функционирования в другой (парамет-
ром Херста) и погрешностью параметрической адаптации. Это позволяет вы-
полнять структурно-параметрическую идентификацию в случае, когда возникла 
тенденция к изменению режима работы (при 50,H  ) или когда он уже изме-
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Интеллектуальная прогнозирующая модель процесса ККД  
 
А.1. Структура интеллектуальной прогнозирующей модели процесса 
ККД 
 
Структурные характеристики интеллектуальной прогнозирующей модели 
процесса ККД приведены в табл. А.1. 
 
Таблица А.1 
Структурные характеристики модели процесса ККД 
sT  P  prP  YF lF  sr  poM  
Гаммерштейна-







В табл. А.1 использовались следующие обозначения (согласно выраже-
нию (2.35)): sT  – тип структуры модели, P  – глубина памяти, prP  – глубина 
прогноза, YF – функция активации выходного слоя, lF  – функция активации 
скрытого слоя, sr  – размер скрытого слоя, poM  – метод параметрической опти-
мизации. 
Развернутая информация о структуре нейросетевой модели процесса ККД 




Рис. А.1. Структура модели процесса ККД 
 
На рис. А.1 использовались следующие обозначения: x{1} – вход сети, 
y{1} – выход сети, Neural Network – НСПР (2.35). Блок Neural Network пред-















Рис. А.3. Структура слоев Layer 1 (а) и Layer 2 (б) НС модели процесса ККД 
 
На рис. А.2 и А.3 использовались следующие обозначения: p{1} – вход 1 
на слой 1 и 2; a{1}и a{2} – выход слоя 1 и 2; Delays 1, 2 – линии задержки для 
входов 1 и 2 соответственно; IW – матрица весов входов; LW – матрица весов 
связей слоев 1 и 2; b – вектор смещения для слоев 1 и 2; netsum – сумматор; log-
sig и purelin – функции активации слоев 1 и 2. 
 
А.2. Параметры интеллектуальной прогнозирующей модели процес-
са ККД 
 
Параметрами НС модели процесса ККД являются матрицы весов IW и 
LW, вектор смещений b, а также задержки Delays (см. рис. А.3,а и б). 
Матрица весов входного слоя IW состоит из двух матриц: IW{1,1} разме-
ром [28x3] – матрицы весов связей трех входов со слоем 1 сети, состоящим из 
28 нейронов, и IW{2,1} размером [1x3] – матрицы весов связей входов сети со 
слоем 2 сети, состоящим из 1 нейрона. Каждый вход сети соответствует вход-
ным параметрам процесса ККД: средневзвешенная крупность и крепость ис-
ходной руды, а также ширина разгрузочной щели дробилки. Значение матрицы 
IW{1,1} представлено в табл. А.2, а значение матрицы IW{2,1} – в табл. А.3. 
Матрица весов промежуточного слоя LW (см. рис. А.3,б) состоит из мат-
рицы: LW{2,1} размером [1x28] – матрицы весов связей слоя 1 с слоем 2 сети. 
Значение матрицы LW{2,1} представлено в табл. А.4. 
Вектор смещений b (см. рис. А.3,а и б) состоит из двух векторов: b{1} 




вектора смещений для слоя 2 сети. Значение вектора b{1} представлено в    
табл. А.5. Значение вектора b{2} = -0.1860. 
 
Таблица А.2 
Весовые коэффициенты IW{1,1} НС модели процесса ККД 
IW[1:14x1] IW[15:28x1] IW[1:14x2] IW[15:28x2] IW[1:14x3] IW[15:28x3]
-6.9387 4.0903 4.7578 -4.0169 1.4272 6.2622 
-6.8885 -6.0241 0.7037 -4.8787 -4.8676 3.4166 
5.3564 7.1381 -5.2893 -4.5834 3.7258 -0.1631 
3.5633 7.9610 6.7888 -1.9283 3.2914 2.2993 
2.5508 -0.2604 6.4921 -4.9172 -4.8368 -6.8819 
-1.0811 -1.3152 1.1093 8.3252 -8.3287 -0.7812 
1.6656 -0.9668 4.3160 -1.2774 -7.1097 8.3468 
-6.0285 -4.4099 2.4917 -7.1810 -5.2694 1.0712 
5.2781 0.1594 -6.5690 8.5394 -1.6025 0.3437 
-7.0713 0.1725 -4.5937 7.3778 -0.1117 -4.1319 
3.4802 8.3449 -0.5480 -1.6051 -7.7368 -0.2919 
-5.6319 4.9781 -4.7985 -6.5668 -4.2249 2.0950 
-2.4410 3.6768 6.0968 -6.1595 5.3936 4.5637 
1.7463 -5.6044 -4.5961 -4.2073 -6.9320 -4.7136 
 
Таблица А.3 
Весовые коэффициенты IW{2,1} НС модели процесса ККД 
IW[1x1] IW[1x2] IW[1x3] 
-0.4350 0.8467 -0.7748 
 
Таблица А.4 
Весовые коэффициенты LW{2,1} НС модели процесса ККД 
LW [1x1:6] 0.5238 0.3492 0.0951 0.0010 -0.2387 -0.4389 
LW [1x7:12] 0.2075 -0.6030 0.2359 -0.9488 -0.4386 0.6201 
LW [1x13:18] 0.0428 0.0133 0.5206 0.3191 0.1467 0.3826 
LW [1x19:24] -0.1515 -0.2897 0.1356 -0.0413 -0.3715 0.3457 
LW [1x25:28] -0.0965 -0.1067 0.3779 0.4615   
 
Таблица А.5 
Вектор смещений b{1} НС модели процесса ККД 
b[1:5x1] b[6:10x1] b[11:15x1] b[16:20x1] b[21:25x1] b[26:28x1]
8.4583 5.3996 -2.2011 -0.9756 -4.0747 7.2426 
7.9123 -4.7605 1.4570 1.5469 -4.7215 7.8731 
-7.3520 4.2496 0.8239 2.2033 5.2369 -8.5588 
-6.7731 -3.3013 -0.3886 -2.9009 6.0668  
-5.9961 2.8407 0.2566 -3.3832 6.6125  
 





Интеллектуальная прогнозирующая модель процесса МСИ 
 
Б.1. Структура интеллектуальной прогнозирующей модели процесса 
МСИ 
 
Структурные характеристики интеллектуальной прогнозирующей модели 
процесса МСИ приведены в табл. Б.1. 
 
Таблица Б.1 
Структурные характеристики модели процесса МСИ 
sT  P  prP  YF lF  sr  poM  
Гаммерштейна-







В табл. Б.1 использовались следующие обозначения (согласно выраже-
нию (2.35)): sT  – тип структуры модели, P  – глубина памяти, prP  – глубина 
прогноза, YF – функция активации выходного слоя, lF  – функция активации 
скрытого слоя, sr  – размер скрытого слоя, poM  – метод параметрической оп-
тимизации. 
Развернутая информация о структуре нейросетевой модели процесса 




Рис. Б.1. Структура модели процесса МСИ 
На рис. Б.1 использовались следующие обозначения: x{1} – вход сети, 
y{1} – выход сети, Neural Network – НСПР (2.35). Блок Neural Network пред-















Рис. Б.3. Структура слоев Layer 1 (а) и Layer 2 (б) НС модели процесса МСИ 
 
На рис. Б.2 и Б.3 использовались следующие обозначения: p{1} – вход 1 
на слой 1 и 2; a{1}и a{2} – выход слоя 1 и 2; Delays 1, 2 – линии задержки для 
входов 1 и 2 соответственно; IW – матрица весов входов; LW – матрица весов 
связей слоев 1 и 2; b – вектор смещений для слоев 1 и 2; netsum – сумматор; log-
sig и purelin – функции активации слоев 1 и 2. 
 
Б.2. Параметры интеллектуальной прогнозирующей модели процесса 
МСИ 
 
Параметрами НС модели процесса МСИ являются матрицы весов IW и 
LW, вектор смещений b, а также задержки Delays (см. рис. Б.3,а и б). 
Матрица весов входного слоя IW состоит из двух матриц: IW{1,1} разме-
ром [58x1] – матрицы весов связей входа со слоем 1 сети, состоящим из 58 ней-
ронов, и IW{2,1} размером [1x1] – матрицы весов связей входа со слоем 2 сети, 
состоящим из одного нейрона. Значение матрицы IW{1,1} представлено в табл. 
Б.2. Значение матрицы IW{2,1} [1x1] = 0.5544. 
Матрица весов промежуточного слоя LW (см. рис. Б.3,б) состоит из мат-
рицы: LW{2,1} размером [1x58] – матрицы весов связей слоя 1 с слоем 2 сети. 
Значение матрицы LW{2,1} представлено в табл. Б.3. 
Вектор смещений b (см. рис. Б.3,а и б) состоит из двух векторов: b{1} 
размером [58x1] – вектора смещений для слоя 1 сети, и b{2} размером [1x1] – 
вектора смещений для слоя 2 сети. Значение вектора b{1} представлено в    





Весовые коэффициенты IW{1,1} НС модели процесса МСИ 
IW[1:12x1] IW[13:24x1] IW[25:36x1] IW[37:48x1] IW[49:58x1]
162.3912 162.4064 162.3993 162.4003 -162.3785 
-162.3999 162.4356 -162.4013 162.4002 -162.4054 
-162.3983 -162.3998 162.3982 162.3988 -162.4179 
162.4004 -162.4031 -162.4000 -162.3828 -162.3529 
162.3993 162.3987 162.4002 -162.4254 162.4003 
162.4008 -162.3943 162.3991 -162.4012 162.3791 
162.3999 -162.4029 -162.4000 162.3809 -162.3992 
-162.3994 162.4005 -162.4002 162.3861 -162.3947 
162.3994 162.4007 -162.4004 162.4113 162.4174 
-162.4050 162.3990 162.4063 162.3998 -162.4000 
162.4224 162.3983 -162.3936 -162.3991  
-162.3975 162.3992 -162.4085 -162.3945  
 
Таблица Б.3 
Весовые коэффициенты LW{2,1} НС модели процесса МСИ 
LW [1x1:12] LW [1x13:24] LW [1x25:36] LW [1x37:48] LW [1x49:58] 
0.3170 0.0081 -0.1457 0.1034 -0.5119 
-0.1733 -0.2081 0.1144 -0.1078 0.2059 
0.2961 0.2345 0.0765 0.0805 0.4210 
0.2120 -0.3310 0.1880 0.1781 -1.0729 
0.0622 -0.2695 0.1078 -0.1981 -0.2522 
-0.4888 0.1584 -0.1278 0.2497 -0.2007 
0.1360 -0.1208 0.0133 0.2536 -0.0304 
0.2806 -0.1304 -0.0128 -0.2091 0.2139 
0.0750 -0.0607 0.2007 0.0334 0.2478 
0.1751 -0.0621 0.1606 0.0929 -0.0711 
0.4178 -0.0696 0.0609 0.0740  
0.3169 0.0009 0.2028 0.0905  
 
Таблица Б.4 
Вектор смещений b{1} НС модели процесса МСИ 
b[1:12x1] b[13:24x1] b[25:36x1] b[37:48x1] b[49:58x1] 
-162.4088 -94.0100 -25.6467 42.7358 -111.1472 
156.7018 -88.2567 19.9313 48.4343 -116.8065 
151.0053 82.6250 -14.2632 54.1368 -122.4883 
-145.3048 76.9193 8.5477 -59.8751 -128.2698 
-139.6078 -71.2310 -2.8383 -65.4645 133.9084 
-133.9077 65.5433 2.8735 -71.2251 139.6313 
-128.2107 59.8236 -8.5468 76.9662 -145.3062 
122.5131 -54.1315 -14.2414 82.6494 -151.0092 




Продолжение таблицы Б.4 
Вектор смещений b{1} НС модели процесса МСИ 
b[1:12x1] b[13:24x1] b[25:36x1] b[37:48x1] b[49:58x1] 
111.1085 -42.7405 25.6022 94.0212 -162.4001 
-105.3822 -37.0458 -31.3721 -99.7208  
99.7229 -31.3442 -37.0002 -105.4259  
 








Герасіна Олександра Володимирівна 




СТРУКТУРНО-ПАРАМЕТРИЧНА ІДЕНТИФІКАЦІЯ ПРОЦЕСІВ  











Підп. до друку 02.07.2013. Формат 30х42/4. 
Папір офсет. Ризографія. Ум. друк. арк. 5,6. 




Підготовлено до друку та видрукувано  
у Державному вищому навчальному закладі 
«Національний гірничий університет». 
Свідоцтво про внесення до Державного реєстру ДК №1842 від 11.06.2004. 
49027, м. Дніпропетровськ, просп. К. Маркса, 19. 
