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Abstract
We study the tail asymptotics of the r.v. X (T ) where fX (t)g is a stochastic process with a
linear drift and satisfying some regularity conditions like a central limit theorem and a large
deviations principle, and T is an independent r.v. with a subexponential distribution. We nd
that the tail of X (T ) is sensitive to whether or not T has a heavier or lighter tail than a
Weibull distribution with tail e−
p
x. This leads to two distinct cases, heavy tailed and moderately
heavy tailed, but also some results for the classical light-tailed case are given. The results are
applied via distributional Little’s law to establish tail asymptotics for steady-state queue length
in GI=GI=1 queues with subexponential service times. Further applications are given for queues
with vacations, and M=G=1 busy periods. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let fX (t)gt>0 be a stochastic process satisfying a LLN X (t)=t!m>0, and T an
independent random time. The question we address in this paper is to derive the tail
asymptotics of the r.v. X (T ), with particular emphasis on the case where T has a
heavy-tailed (subexponential) distribution.
A main special case where fX (t)g is a Poisson process at rate  and T has a
regularly varying tail, P(T>x)=L(x)=x with >0 and L(x) slowly varying, has been
considered in Grandell (1997, Chapter 8). The results there basically show that in this
setting, the variability of T dominates that of fX (t)g so that one can replace X (t) by
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its expected value t to get
P(X (T )>x)P(T>x): (1.1)
Here and in the rest of the paper,  means that the ratio is one in the limit x!1.
For the regularly varying case, Eq. (1.1) is also shown to hold in Rolski et al. (1999)
when fX (t)g is special Markov additive process (this is a key step in the study of a
certain uid queue). In Schmidli (1997), the question of subexponentiality of X (T ) is
addressed in some special settings, but no tail estimates are given.
The results that we give are in part generalizations of Eq. (1.1), allowing a more
general structure of fX (t)g and/or more general distributions of T . However, we
also nd that even for the Poisson case, Eq. (1.1) does not extend to the whole
class of subexponential distributions: when T has a lighter tail than the Weibull tail
e−x

with =1=2, the deviation of X (t) from t described by the CLT makes a
small but non-negligible contribution to the tail of X (T ). To see this, assume that
P(T>x)= expf−xg; >1=2, and let fN (t)g be a Poisson process at rate =1. By
the CLT, (N (t)− t)=pt!N (0; 1) in distribution so that
lim inf
x!1 infy>x−px
P(N (y)>x)>1− (−1)=(1)>0;
((x) is the standard normal d.f.). This yields
lim inf
x!1
P(N (T )>x)
P(T>x)
>(1) lim inf
x!1
P(T>x −px)
P(T>x)
=(1) lim
x!1 expfx
 − (x −px)g=(1) lim
x!1 expfx
−1=2g=1:
This behaviour can be seen as intermediate between Eq. (1.1) and the classical light-
tailed case where X (T ) becomes large only when both fX (t)g attains atypically large
values and T is large at the same time; see for example Jensen (1995) for a discrete
time version where fX (t)g is a random walk and T has a Poisson distribution, and
Section 5 of the present paper. For this reason, we refer to distribution with a tail like
expf−xg with 1=2  <1 as moderately heavy tailed.
Our study was motivated by a queueing problem: determining tail asymptotics of
steady-state queue length L (total number in system) in a stable FIFO M=G=1 queue
with Poisson arrivals fN (t)g at rate  and generic service time S. Most general asymp-
totic results known for L involve establishing geometric tails in the light-tailed case (S
has nite moment generating function in a neighbourhood of the origin):
P(L>k) −k ; k!1: (1.2)
See for example Abate et al. (1994), Asmussen (1981), Asmussen and Thorisson
(1988), Gaver (1959), Le Gall (1962) and Neuts (1986). The connection to the general
problem outlined above is provided by distributional Little’s law (DLL), (Haji and
Newell, 1971), which asserts that L has the same distribution as N (W ) where W (the
steady-state sojourn time) is chosen independent of fN (t)g. Here the tail behaviour
of W has been known for a long time: W has an asymptotic exponential tail in the
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light-tailed case (see, e.g. Abate et al., 1995, 1996; Glynn and Whitt, 1994), whereas in
the heavy-tailed case (service times S have mean 1= and are subexponential, = =),
P(W>x) 
1− P(Se>x); x!1; (1.3)
where Se has the equilibrium density P(S>x), (Asmussen et al., 1994; 1999;
Asmussen and Hjgaard, 1996; von Bahr, 1975; Embrechts and Veraverbeke, 1982;
Jelenkovic and Lazar, 1998; Pakes, 1975). In particular, when Eq. (1.1) applies with
T =W , we get
P(L>k)P(W>k) 
1− P(Se>k); k!1: (1.4)
That is, asymptotically the tail of L is exactly like the tail of W , a kind of \gen-
eralized Little’s law". We obtain results also for more general cases, like S Weibull
with 1=26<1 and more general queueing models, in particular GI=G=1, tandem, and
vacation queues for which DLL holds.
The paper is organized as follows. Section 2 contains some preliminaries.
In Section 3, we study X (T ) when T has a distribution somewhat more general than
subexponential, with tails heavier than a Weibull F(x) expf−pxg. We start with the
case where fX (t)g is a Poisson process and give a rst application to M=G=1 queues.
Subsection 3.2 generalizes Eq. (1.1) away from the Poisson case. The main result is
Theorem 3.6. Again distributions of T with a heavier tail than e−
p
x satisfy the required
conditions. Here the link to extreme value theory becomes obvious. We present several
examples for processes fX (t)g, which satisfy the conditions of Theorem 3.6. In Section
4, we give the precise asymptotics for certain moderately heavy-tailed r.v.s T , when
fX (t)g is Poisson. For the sake of completeness, in Section 5 we include some results
on the light-tailed case which are in part expected but not in the literature. Finally,
Section 6 gives some further queueing applications, in particular to vacation models
and M=G=1 busy periods.
2. Preliminaries
2.1. Subexponential distributions
Given a non-negative random variable (r.v.) X , its distribution function (d.f.) is de-
noted by F(x)=P(X6x) and its tail by F(x)= 1−F(x)=P(X>x). We are interested
in d.f.’s that are heavy tailed: F(x)>0; x>0, and
lim
x!1P(X>x + y jX>x)= limx!1
F(x + y)
F(x)
= 1; y>0: (2.1)
For our purposes we focus on a special class S of such distributions called subex-
ponential distributions F . The reader is referred to Embrechts et al. (1997) or Goldie
and Kluppelberg (1998) for details and further references. If Fn denotes the n-
fold convolution of F; F2(x)=
R x
0 F(x − y) dF(y) and so on, with corresponding
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tail Fn(x)= 1 − Fn(x), then the d.f. F (or the r.v. X ) is called subexponential if
F(x)>0; x>0, and for all n>2,
lim
x!1
Fn(x)
F(x)
= n: (2.2)
(It can be shown that if the condition holds for n=2 then it holds for all n>2.)
In terms of r.v.’s, Eq. (2.2) can then be re-stated as
P(X1 +   + Xn>x)P(maxfX1; : : : ; Xng>x); x!1;
for all n>2 where X1; : : : ; Xn are i.i.d. distributed as F . In words this means that the
sum is likely to get large because one of the r.v.’s gets large. If X is subexponential
then in fact limx!1 exP(X>x)=1=E(eX ) for all >0, which explains why the
term subexponential is used in the denition.
For technical reasons we sometimes restrict this class even further to the class
SS, introduced in Kluppelberg (1988) and dened by
Denition 2.1 (The class S). Let F be a distribution on [0;1) such that F(x)>0;
x>0. We say that F 2S if F has nite rst moment 1= and
lim
x!1
Z x
0
F(x − y)
F(x)
F(y) dy=
2

: (2.3)
S includes (when the mean is nite) the following distributions: Pareto, Burr,
Log-gamma, Lognormal, heavy tailed Weibull, and many others.
Of special importance to us is the Weibull distribution with parameter :
F(x)= expf−xg; x>0; 0<<1:
2.2. Equilibrium distributions
For any non-negative random variable X with distribution F and nite mean 1=,
the equilibrium distribution Fe is dened by
Fe(x)= 
Z x
0
F(y) dy; x>0: (2.4)
We let Xe denote a r.v. distributed as Fe.
One of the important features of S for applications is the following:
Proposition 2.2. If F 2S, then both F and Fe are subexponential.
Note that for any d.f. F satisfying Eq. (2.1) (i.e. in particular for any F 2S) the
tail of Fe dominates that of F : Fe(x)=F(x)!1.
2.3. Basics of the FIFO GI=GI=1 queue
Customer interarrival times fTng are i.i.d. with nite mean 1=, and service times
fSng are i.i.d. distributed as G(x)=P(S6x) with nite mean 1=. The two sequences
are assumed independent. fN (t)g denotes the counting process of arrivals. We assume
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throughout = =<1 (stability). Customers join the queue in the order they arrive
(First In queue First Out of queue, FIFO). The delay of the nth customer (in queue)
is denoted by Dn and satises the recursion
Dn+1 = (Dn + Sn − Tn)+; n>0:
D denotes steady-state delay: P(D6x)= limn!1 P(Dn6x). The following is a pre-
cise rendering of result (1.3) (see Embrechts and Veraverbeke, 1982 (ruin probability
setting) and Pakes, 1975 (queueing setting)):
Theorem 2.3. D is subexponential if Se is subexponential, and in this case
P(D>x) 
1− P(Se>x); x!1: (2.5)
Note in particular (recall Proposition 2.2) that if G 2S, then Eq. (2.5) holds.
Steady-state sojourn time W =D + S (independent sum) denotes total time spent
in system and it is easily seen (from Theorem 2.3 and basic principles) that if Se is
subexponential then
P(W>x)P(D>x); x!1; (2.6)
because the tail of Se (and hence that of D) dominates that of S (see, e.g. Embrechts
et al., 1997, Lemma A3.28). That’s how one gets Eq. (1.3).
Remark 2.4. The M=G=1 queue is the special case when the interarrival time distri-
bution is exponential; i.e. the arrival process is a homogenous Poisson process. In this
case the implications of Theorem 2.3 become equivalences, i.e., D is subexponential
if and only if Se is subexponential if and only if (2.5) holds.
The \if and only if" aspect of Theorem 2.3 shows how fundamental the subexpo-
nential property is in the context of applications to queues. For it implies that if Se is
heavy tailed but not subexponential, then the asymptotic (2.5) will not hold.
2.4. Distributional Little’s law
Consider a queueing model with renewal arrivals (i.i.d. interarrival times fTng). Let
Wn denote nth customer’s sojourn time (total time spent in the system from arrival
to departure). Let L denote steady-state number in system, and W denote steady-state
sojourn time. Finally, independent of W , let fN (t)g denote a time stationary version of
the renewal counting process (the initial arrival time is distributed as Te (equilibrium
distribution)).
The following result is from Haji and Newell (1971), and known as distributional
Little’s law (DLL):
Proposition 2.5. If (1) and (2) below hold then L=N (W ) in distribution.
(1) Customers depart the system in the same order that they arrived (rst-in-rst-
out).
(2) Wn is independent of the future interarrival times fTn; Tn+1; : : :g; n>0.
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Some models for which DLL holds are FIFO GI=GI=1 queue, FIFO GI=GI=1 queue
with server vacations, FIFO tandem queues of the form GI=GI=1! =GI=1!    =GI=1.
DLL does not hold for FIFO multi-server queues (such as GI=GI=c) because Condition
(1) above then fails (unless service times are deterministic); but it does hold for the
number of customers waiting in the queue (not in service) for such models (for then
Condition (1) does hold); note, however, that the tail asymptotics of D or W is not at
present available for GI=GI=c queues with subexponential S. Nor does DLL hold for
queues with non-renewal arrivals because otherwise Condition (2) will fail (except for
extremely trivial cases). It is not crucial that service times be i.i.d., so, for example,
DLL holds for GI=G=1 queues (and tandem and vacation) in which the service time
sequence is stationary and independent of the renewal arrival process. (More recent
references on DLL (since the classic paper of Haji and Newell, 1971) are Bertsimas
and Mourtzinou (1997) and Keilson and Servi (1990) for example.)
In what follows, DLL is our route to studying P(L>k) due to well known asymp-
totics for W (such as Eqs. (2.5) and (2.6)); this diers from much classical work
where the approach is via transforms (Abate et al., 1994; Gaver, 1959; Le Gall, 1962;
Neuts, 1986).
2.5. Some basic lemmas
Lemma 2.6. If fN (t)g is Poisson with rate  and T an independent random time
with distribution F , then
P(N (T )>k − 1)= 
k
(k − 1)!
Z 1
−1
ekug(u) du; k 2 N; (2.7)
where g(u)=F(eu)e−e
u
.
Proof. By partial integration, for k 2N,
P(N (T )>k − 1) =
Z 1
0
P(N (t)>k − 1) dF(t)= 
Z 1
0
e−t
(t)k−1
(k − 1)!F(t) dt
(set u= ln t)
=
k
(k − 1)!
Z 1
−1
e−e
u
e(k−1)uF(eu)eu du
=
k
(k − 1)!
Z 1
−1
ekuF(eu)e−e
u
du
=
k
(k − 1)!
Z 1
−1
ekug(u) du: (2.8)
Hence Eq. (2.7) is up to a multiplicative factor the moment generating function bg of
a distribution with density g. The following result is Theorem 6.6 of Balkema et al.
(1993) and was proved there using Laplace’s method.
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Lemma 2.7. Let g have the representation g(u)= (u)e− (u), where  and  have the
properties that  00 exists,  00 > 0 and =( 00)−1=2 is self-neglecting, i.e.
lim
u!1
(u+ x(u))
(u)
= 1 uniformly on compact x-sets; (2.9)
and
lim
u!1
(u+ x(u))
(u)
= 1 uniformly on compact x-sets: (2.10)
ThenZ 1
−1
ekug(u) du ( 0 (k))( 0 (k))
p
2e 
(k); k!1; (2.11)
where  0 denotes the inverse of  0 and   is the convex conjugate of  .
3. The heavy-tailed case
3.1. Poisson arrivals
Proposition 3.1. Assume that fN (t)g is Poisson with parameter >0 and T>0 an
independent r.v. with d.f. F satisfying
lim
t!1
F(tex=
p
t)
F(t)
= lim
t!1
F(t + x
p
t)
F(t)
= 1; locally uniformly in x>0; (3.1)
(e.g. F is at for
p
t, see Balkema et al. (1993)). Then
P(N (T )>k)F(k=); k!1: (3.2)
Before proving this proposition, we rst point out the consequences for any F sat-
isfying Condition (3.1), and give a quick application to the M=G=1 queue.
Lemma 3.2. (a) If F satises Eq. (3.1), then F satises Eq. (2.1), that is, F is heavy
tailed.
(b) If F satises Eq. (3.1) then Fe does.
Proof. (a) For any y>0 and x>0,
1= lim
t!1
F(t)
F(tex=
p
t)
> lim
t!1
F(t)
F(t + x
p
t)
> lim
t!1
F(t)
F(t + y)
>1: (3.3)
(b) is an immediate consequence of l’Hospital’s rule.
Weibull-like distributions have tails like expf−xg; 0<<1, and (as the reader can
check) if <1=2, then Condition (3.1) holds. If   1=2, then Condition (3.1) does
not hold. Consequently any distribution with a tail that is heavier than expf−xg for
some <1=2 will satisfy Condition (3.1), whereas any distribution with a tail that is
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lighter than e−
p
x will not satisfy Condition (3.1). In fact, we shall see in Section 4
that if the tail of F is like e−
p
x or lighter, then the asymptotic (3.2) does not hold.
Proposition 3.3. For a stable M=G=1 queue, with service time distribution G(x)=
P(S6x), if Ge 2S and satises Condition (3.1), then the steady-state queue length
L satises Eq. (1.4).
Proof. From Theorem 2.3 the tail of W is like that of Se which is assumed to sat-
isfy Eq. (3.1); thus so does W and the result follows from DLL (Section 2.4) and
Proposition 3.1 with T =W .
Remark 3.4. By Proposition 2.2, and Lemma 3.3, for any d.f. G 2S which satises
Eq. (3.1), result (1.4) holds.
Proof of Proposition 3.1. Set in Eq. (2.11) (u)=F(eu);  (u)= eu. We check
Conditons (2.9) and (2.10): since  ()(u)= eu for all >0, the function (u)=
1=
p
 00(u)= 1=
p
e−u=2 has derivative 0(u)=−1=(2p)e−u=2! 0; u!1, which is
sucient for Eq. (2.9), (see Bingham et al. (1987), Theorem 2.11.1). Furthermore, by
Condition (3.1),
lim
u!1
(u+ x(u))
(u)
= lim
u!1
F(eu+(x=
p
)e−u=2 )
F(eu)
= 1; locally uniformly in x:
Now let u=  0 (k)= ln(k=) and notice that u!1 if and only if k!1. Further-
more,
 (k)= ku−  (u)= k ln(k=)− k
is the convex conjugate of  .
Then, using Stirling’s formula (k−1)! e−(k−1)(k−1)k−1=2p2, yields in Eq. (2.7)
P(N (T )>k − 1) kek−1(k − 1)−(k−1=2)F

k


1p

r

k

k

k
e−k
= e−1

k − 1
k
−k k − 1
k
1=2
F

k


 F

k


; k!1:
Noting that Eq. (2.1) can be rewritten as F(x + y)F(x) as x!1 for y>0, the
result follows by Lemma 3.2.
Remark 3.5. If Ge satises Condition (3.1) (hence is heavy tailed) but is not sub-
exponential, then \generalized Little’s law", P(L>k)P(W>k), remains valid. But
the (=(1 − ))P(Se>k) asymptotic is no longer valid (recall Theorem 2.3, and
Remark 2.4).
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3.2. Generalizing away from the Poisson process
Our objective here is to obtain an analogue to Proposition 3.1 for processes more
general than a Poisson process. Our methods dier, however. As for applications to
queues, we present at the end of this section (as Proposition 3.12) the GI=GI=1 analogue
of Proposition 3.3.
Theorem 3.6. Let fX (t)g be a stochastic process such that (X (t)−mt)=pt D!N (0; 2)
for some m>0 and 2>0. Let T>0 be a r.v. independent of fX (t)g with d.f. F and
assume that for some function a(t) it holds that
(a) (T−t)=a(t) conditional on fT>tg has a limit V 2 (0;1) in distribution as t!1.
(b) a(t)=
p
t!1 as t!1.
(c) For all c>0 it holds that P(X (t)>mt + ca(t))= o(P(V>t=m)).
(d) The sample paths of fX (t)g are increasing or, more generally, there exist ; >0
such that P(X (s)>x)6P(X (t)>x) for all x>0 and all s; t with 06s6t − .
Then
P(X (T )>x)  F(x=m); x!1 :
If fX (t)g is Poisson and F satises Condition (3.1), then the conditions in the above
theorem are met.
Remark 3.7. Condition (a) of the above theorem can be rewritten as
lim
t!1P

T − t
a(t)
6 j T>t

=P(V6x); x>0 : (3.4)
This is equivalent to T being in the maximum domain of attraction of some ex-
treme value distribution, see e.g. Embrechts et al. (1997, Section 3.4). The function
a can be chosen to be absolutely continuous with Lebesgue density a0. Since T has
support unbounded to the right, it must be the Frechet or Gumbel distribution. The
limit variable V has generalised Pareto distribution.
If T is in the maximum domain of attraction of the Frechet distribution with param-
eter >0, then a can be chosen asymptotically linear with a0(x)! 1=. As a Cesaro
limit, a(x)=x! 1=, moreover,
lim
x!1
a(x + ya(x))
a(x)
= 1 +
y

; locally uniformly in y: (3.5)
Furthermore, V has Pareto distribution.
If T is in the maximum domain of attraction of the Gumbel distribution, then
a0(x)! 0 as x!1. As a Cesaro limit a(x)=x! 0, moreover,
lim
x!1
a(x + ya(x))
a(x)
= 1; locally uniformly in y:
Furthermore, V has exponential distribution.
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Proof of Theorem 3.6. We rst note that (a) and Eq. (3.4) easily yield
P(T>x − a(x))  P(T>x)
P(V>)
:
Assume w.l.o.g. that m=1. Write P(X (T )>x)=f1(x) + f2(x) + f3(x) where
f1(x)=P(X (T )>x; T<x − a(x));
f2(x)=P(X (T )>x; x − a(x)<T<x + a(x));
f3(x)=P(X (T )>x; T>x + a(x)):
We start with f3: For any >0 we have
f3(x)6P(T>x + a(x))  P(T>x)P(V>):
Now we use the CLT and local uniformity of the convergence, then for any b2R,
>0 and x suciently large,
f3(x) =
Z 1
x+a(x)
P(X (t)>x)P(T 2 dt)
> inf
y2(x+bpx; x(1+))
P

X (y)− yp
y
>
x − yp
y

P(x + a(x)<T<x(1 + ))
> inf
y2(x+bpx; x(1+))
P
 
X (y)− yp
y
>
−bpxp
x(1 + )
!
P(x + a(x)<T<x(1 + ))
 (b=(
p
1 + ))P(x + a(x)<T<x(1 + ))
> (1− )P(x + a(x)<T<x(1 + ))
for arbitrary small  taking b suciently large. Using a(t)=O(t), letting !1 and
combining with the lower bound above now yields f3(x)  P(T>x)P(V>).
Next consider f2. It follows from (d) that
f1(x)6 P(x − a(x)− <T<x − a(x)) + −1P(X (x − a(x))>x)
6 o(P(T>x − a(x)) + −1P(X (x − a(x))>x − a(x) + a(x − a(x)))
= o(P(T>x − a(x))= o(P(T>x) ;
where we used also (c) and (a). Finally
f2(x)6 P(x − a(x)<T<x + a(x))
= P(T>x − a(x))− P(T>x + a(x))
=

1 + o(1)
P(V>)
− P(V>)(1 + o(1))

P(T>x):
Combining the above estimates for f1, f2 and f3 and letting  # 0 yields the result.
Theorem 3.8. The conditions of Theorem 3.6 are satised if fX (t)g is a Levy pro-
cess with EesX (1) dened in a neighbourhood of 0, and T is a random variable
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with a distribution in the maximum domain of attraction of some extreme value dis-
tribution with auxiliary function a() which is eventually monotone increasing and
a(t)=
p
t!1.
Proof. Condition (a) holds by Remark 3.7 and (d) follows easily from the increments
being independent and P(X (t)−X (s)>0)! 1, jt−sj!1 (by the CLT). Thus, it only
remains to verify (c). In the regularly varying case, (c) follows from the exponential
decay of P(X (t)>(m+ )t) (the Cherno bound (Asmussen, 1987, p. 260)), and for
the maximum domain of attraction of the Gumbel distribution, we proceed by similar
methods as in Asmussen (1987). Dene
()=
1
t
log EeX (t)
(note that () is independent of t by the stationary increments of Levy processes)
and let = (t)>0 be the root of 0()=m + ca(t)=t. Then a(t)=t! 0 implies that
! 0 as t!1. More precisely,
m+ c
a(t)
t
= 0()  m+ 00(0)
so that
 c a(t)
t00(0)
; ()m+ c2 a(t)
2
2t200(0)
:
Let now E refer to the exponential change of measure dened by , (Asmussen, 1987,
Ch. XII). Then
P(X (t)>mt + ca(t)) = E[e−X (t)+t();X (t)>mt + ca(t)]
6 expf−(mt + ca(t)) + t()g
= exp

−t

m+ c
a(t)
t
− ()

;
which can be bounded by expf−c1a(t)g. It remains to show that
expf−c1a(t)g=o(P(T>t=m)) : (3.6)
By the representation theorem for a d.f. in the maximum domain of attraction of the
Gumbel distribution (see, e.g. Embrechts et al., 1997, Section 3.3),
expf−c1a(t)g
P(T>t=m)
 c exp
(
−c1a(t) +
Z t=m
z
1
a(u)
du
)
:
Now
1
a(t)
Z t=m
z
1
a(u)
du>
t − z
a2(t)

 p
t=m
a(t)
!2
! 0:
This implies Eq. (3.3).
Remark 3.9. The conditions of the above theorem are in particular satised for d.f.’s
which are regularly varying, lognormal, or Weibull (P(T>x) = expf−xg with <1=2).
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This is immediate by the respective auxiliary functions a(x)= x, a(x)= x= log x and
a(x)= x1−.
Theorem 3.10. The conditions of Theorem 3.6 are satised if fX (t)g is an additive
process on a nite Markov process fJtg,
X (t) =
Z t
0
r(Jv) dv;
and T satises the same conditions as in Theorem 3.8.
Proof. The argument closely parallels the proof of Theorem 3.8. The analogue of the
Cherno bound can be found, e.g., in Bucklew (1990), as well as the relevant facts on
exponential change of measure which are as follows. Let Mt(s) be the matrix with ijth
element Ei[esX (t); J (t)= j]. Then the Perron{Frobenius root can be written as et(s),
and the corresponding positive right eigenvector h=(hi) does not depend on t. The
relevant likelihood identity yields
Pi(X (t)>mt + ca(t)) = Ei; 
1
hi
[e−X (t)+t()hJ (t);X (t)>mt + ca(t)]:
Noting that the components of h are bounded below and above, the rest of the proof
is just as for Theorem 3.8.
For the special case of regularly varying T , see Grandell (1997, Ch. 8) and Rolski
et al. (1999).
Theorem 3.11. Assume that fX (t)g is a renewal process with arbitrary delay dis-
tribution and interarrival distribution G having mean m−1. Then the conditions of
Theorem 3.6 are satised provided T is as in Theorem 3.8.
Proof. The CLT for X (t) is standard, so again we only have to verify (c). It suces
to consider the zero-delayed case since P(X (t)>n) is maximized in this case.
Let Sn be a random walk with increment distribution G and ()= log
R1
0 e
xG(dx).
A standard identity from renewal theory states that fX (t)>ng= fSn6tg (see, e.g.
Puhalskii (1995), Puhalskii and Whitt (1997), for an application in a similar context),
hence we get
P(X (t)>mt + ca(t)) = E[expf− Smt+ca(t) + t()g; Smt+ca(t)6t]:
Taking = (t)<0 as the root of 0()= (m + ca(t)=t)−1, the remaining details are
just as for Theorem 3.8.
As an analogue to, and generalization of, Proposition 3.3, we present the following
Proposition 3.12. For a stable GI=GI=1 queue; with interarrival times having nite
mean 1= and service time distribution G(x)=P(S6x), if Ge 2S and Ge is in the
maximum domain of attraction of some extreme value distribution with auxiliary
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function a() which is eventually monotone increasing and a(t)=pt!1, then the
steady-state queue length L satises Eq. (1.4).
Proof. Immediate from Theorems 2.3 and 3.11.
4. The moderately heavy-tailed case
We now consider distributions F that are still heavy tailed, but with a tail at least
as light as something proportional to the Weibull with =1=2. Note that the Weibull
itself with =1=2 is included here which shows that this critical distribution falls into
this moderately heavy-tailed case, and yields asymptotics for N (T ) that are dierent
from Eq. (3.2).
Theorem 4.1. Assume that fN (t)g is a homogeneous Poisson process with parameter
>0 and T>0 is a r.v. (independent of fX (t)g) with d.f. F such that F(t)=e(t)
expf−tg for 1=2  <1 and e is a continuous function. Assume that =e  exp
satises
lim
u!1
(u+ xe−u=2)
(u)
= 1 locally uniformly in x: (4.1)
Then
P(N (T )>k)ek


exp
(
−

k


− (1− )t
)
; k!1;
where t= t(k) is the solution to the equation
t + t= k: (4.2)
Remark 4.2. Condition (4.1) is a technical one. The important factor for the tail of F
is expf−tg, the factor e allows for exibility of the model.
For =1=2 Eq. (4.2) is a quadratic equation for
p
t and can be solved explicitly.
Corollary (Criticality of Weibull for =1=2). In the situation of Theorem 4.1 we
obtain for =1=2 and e=1,
P(N (T )>k) exp

1
8

exp
(
−1
2
r
k

 
1 +
r
1 +
1
16k
!)
 exp

1
8

exp
(
−
r
k

)
; k!1:
Remark 4.4. If 2 [1=2; 2=3), it follows by Taylor expansions in Eq. (4.2) that
exp
(
−

k


− (1− )t
)
 exp
(
−

k


+
(1− )2


k

2−1)
:
If 2 [2=3; 3=4), we get an added term of order (k=)3−2 and so on.
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Corollary 4.5. For a stable M=GI=1 queue with Weibull service time distribution
G(x)=P(S6x) = 1− e−x with 1=26<1, the steady-state queue length L satises
P(L>k) 1


k

1−
exp
(
−

k


− (1− )t
)
; k!1;
where t= t(k) is the solution to Eq. (4.2).
Proof. Note that P(W>x)  Ge(x)  −1x1−e−x and take ~(x)= −1x1−.
Proof of Theorem 4.1. We start from Eq. (2.7), where g(u)= (u)e− (u) with
 (u)= eu + eu (4.3)
and (u)=e(eu). The second derivative is positive, hence  is convex and
(u)= ( 00(u)−1=2)= (2eu + eu)−1=2  e−u=2=
p
 ; (4.4)
and, since 0(u)! 0, the function  is self-neglecting, i.e. it satises Eq. (2.9). Fur-
thermore, Eq. (4.1) implies Eq. (2.10). Hence Eq. (2.11) holds and we calculate the
rhs. We start with  0 (k). If we set t=eu, then we need a solution to Eq. (4.2). Since
<1 we get
t=
k

(1 + r(k)) and r(k)! 0:
Inserting this into Eq. (4.2) and collecting terms of smaller order yields
kr(k) + (k=)(1 + r(k)(1 + o(1))= 0:
This implies
r(k)= −

 +


k1−(1 + o(1))
−1
; k!1:
We obtain
eu= t=
k

 
1−

 +


k1−(1 + o(1))
−1!
:
Now we can calculate the terms of Eq. (2.11). By continuity,
( 0(k))= (ln t)=e(t)  ek


; ( 0 (k))= (ln t) 1p
t
 1p
k
;
and
 (k)= ku−  (u)= ku− eu − eu;
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where eu= t=  0 (k), hence by Eq. (4.2),
e 
(k) = t ke−t
−t = t ke−k−(1−)t

:
t k =

k

k 
1− =

k1−
(1 + o(1))
k1−k 


k

k
exp
(
−

k

)
:
Combining these results and using Stirling’s formula yields the assertion of the theorem.
In the last step we have used Eq. (2.1) giving P(N (T )>k)P(N (T )>k − 1).
5. The light-tailed case
The (known) classical light-tailed asymptotics of queue length probabilities is
covered by
Proposition 5.1. Assume that fN (t)g is a Poisson process with parameter >0 and
T>0 is independent of fN (t)g with
P(T>t)  ct−1e−t ; t>0; c; ; >0:
Then
P(N (T )>k)  c
(+ )


+ 
k
k; k!1:
Proof.
P(N (T )>k) c
Z 1
0
P(N (t)= k)t −1e−t dt
=
ck
k!
Z 1
0
t k+−1e−(+)t dt
=
c
(+ )


+ 
k  (k + )
 (k + 1)
;
which gives the asymptotic as above.
Here is a result on the tail of N (T ) covering some more light-tailed T ’s:
Theorem 5.2. Assume that the conditions of Theorem 4.1 are satised for >1 and
=e  exp satises
lim
u!1
(u+ xe−u=2)
(u)
= 1 locally uniformly in x: (5.1)
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Then
P(N (T )>k − 1)  e  k

1=! k (k=)
 (k + 1)
exp
(
−


k

1=
− t

1− 1

)
;
as k!1; where t= t(k) is the solution to Eq. (4.2).
Proof. The proof is exactly the same as the proof of Theorem 4.1 up to Eq. (4.4). For
>1 we obtain
(u) e−u=2=; (5.2)
and since 0(u)! 0, the function  is self-neglecting. Furthermore, =e  exp satises
condition (2.10) and hence Eq. (2.11) holds. For >1 the solution to Eq. (2.11)
satises
t=

k

1=
(1 + r(k)) and r(k)! 0:
Inserting this into Eq. (4.2) and collecting terms of smaller order yields
kr(k) (1 + o(1)) = − 

k

1=
:
This implies
r(k)= − =(k1−1=1+1=)(1 + o(1)):
We obtain
eu= t=

k

1= 
1− 
k1−1=1+1=
(1 + o(1))

:
Now we can calculate the terms of Eq. (2.11). By continuity,
( 0 (k))= (ln t)=e(t)  e((k=)1=);
( 0 (k)) 1


k

−1=2
=
1p
k
;
and
e 
(k) = t ke−t
+t = t ke−k+(−1)t

;
with t as above. For the rst term we obtain
t k =

k

k= 
1− =
1+1=
k1−1=
(1 + o(1))
k1−1=k1=


k

k=
exp
(
−


k

1=)
:
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Combining these results yields
P(N (T )>k − 1)e  k

1=! k
(k − 1)!
s
2
k

k

k=
 exp
(
−


k

1=
− k + ( − 1)t 
)
:
By Stirling’s formula, we may set
 

k



p
2

k

k=+1=2
e−k=:
This gives the asymptotic form as in the assertion.
Remark 5.3. There are of course many light-tailed distributions not covered by
Proposition 5.1 and Theorem 5.2, for example the Raleigh case P(T>x)= e−x
2=2.
Dene
()= logEeT ; !()= logEeNT = ((e − 1)); 2()=!00():
A general conjecture for T ’s such that 1= is self-neglecting (basically, the tail of T
is lighter than Gamma) is then that
P(N (T )= k) 1p
22()
e−k+!(); k!1;
where = (k) is the solution to
!0()= e0((e − 1))= k:
This is motivated by a saddlepoint approach (Jensen, 1995) as follows. The exponential
families generated by T; N (T ) are given by
()= (+ )− ()
resp.
!()=!(+ )− !()= ((e − 1));
where = e; = ()= (e − 1). Then the denition of  can be rewritten
EN (T )=!0()= 0()= k:
Furthermore,
var N (T )= 2()=!00():
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Denote N (T ) the r.v. with cgf !(). Then by Theorem 1.2 of Balkema et al. (1995),
the centred and normalised r.v.’s
N (T ) =
N (T ) − !0()p
!00()
converge in distribution to a standard normal r.v. This is immediate by the following
Taylor expansion of the cgf of N (T ) ,
!()=!

+

2()

− !()− !
0()
()
=
!00(+ =())
2()
2
2
;
for some jj61. By the self-neglecting property, the rhs tends to 2=2. Hence if the
CLT can be strengthened to a local CLT, we get (notice that !1 if and only if
k!1)
P(N (T )= k) = E[e−N (T )+!(); N (T )= k] = e−k+!()P(N (T )>k)
 1p
2()
e−k+!(); k!1:
To make this argument rigorous, one possible approach is to work with logconcave
densities as in Jensen (1991), another is to verify that suitable unimodality conditions
on N (T ) (A.A. Balkema, personal communication) applies.
6. Further queueing applications
6.1. Vacation model
Consider a stable FIFO M=G=1 queue but with vacations: Every time the system
becomes idle, the server goes away for an amount of time V (having nite rst mo-
ment). Customers who arrive while the server is away wait in the queue. If the server
returns to an empty queue, he goes away yet again and so on. Vacation times fVng
are assumed i.i.d. and independent of all else. Letting Dv denote steady-state delay in
this model and D steady-state delay in the regular (non-vacation) model, the following
decomposition was established in Fuhrmann and Cooper (1985):
Dv=D + Ve ; (6.1)
where Ve is independent of D and has the equilibrium distribution of V . Adding an
independent copy of S yields sojourn time representation
Wv=W + Ve ; (6.2)
where W is regular M=G=1 sojourn time and is independent of Ve. Conditions (1) and
(2) of DLL remain valid for this model yielding (in distribution)
Lv=N (W + Ve):
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A variety of results follows from the general theory of the paper; we present three
next as examples, leaving out the moderately heavy-tailed case.
Proposition 6.1. For the M=G=1 vacation model, if the equilibrium service time Se 2S
and if P(Ve>x)= o(P(Se>x)) as x!1, then steady-state queue length Lv satises
P(Lv>x)P(L>x) (vacations are negligible asymptotically). If in addition Se satis-
es either Condition (3.1) or the conditions on T in Theorem 3.8, then
P(Lv>k)P(Wv>k) 1− P(Se>k); k!1: (6.3)
Proof. Since W is subexponential with tail asymptotically proportional to that of Se
(Theorem 2.3 and Eq. (2.6)), general subexponential theory yields P(W+Ve>x)P(W
>x). It then follows easily from Proposition 3.1 and Theorem 3.8 that P(N (W +
Ve)>x)P(N (W )>x), yielding P(Lv>x)P(L>x). Eq. (6.3) is then clear from
Eq. (1.4).
Proposition 6.2. For the M=G=1 vacation model, if the equilibrium vacation time
Ve 2S and if P(Se>x)= o(P(Ve>x)) as x!1, then steady-state queue length Lv
satises P(Lv>x)P(N (Ve)>x) (vacations dominate asymptotically). If in addition
Ve satises either Condition (3.1) or the conditions on T in Theorem 3.8, then
P(Lv>k)P(Ve>k); k!1: (6.4)
Proof. It suces to show that P(W +Ve>x)P(Ve>x); x!1; the rest of the proof
is then as for Proposition 6.1. For >0, choose x0 such that P(Ve>x)6P(Se>x) for
x>x0 and let the r.v. U have distribution given by P(U>x)= 1 for x<x0; P(U>x)=
P(Se>x) for x>x0. Then U is subexponential and stochastically larger than Se.
Hence by the Pollaczek{Khintchine formula, W is stochastically smaller than
PN
1 Ui
where U1; U2; : : : are i.i.d. and distributed as U and N is an independent r.v. with
P(N = k)= (1 − )k . Therefore P(W>x)6(=(1 − )P(U>x) which yields
lim supP(W>x)=P(Ve>0)6. Letting  # 0 we get P(W>x)=P(Ve>0)! 0, which to-
gether with the subexponentiality of Ve yields P(W + Ve>x)P(Ve>x).
Remark 6.3. (a) If E(esV )<1 for some s>0 then the second condition of
Proposition 6.1 holds.
(b) If E(esS)<1 for some s>0 then the second condition of Proposition 6.2 holds.
Proposition 6.4. For the M=G=1 vacation model, if the equilibrium service time Se 2S
satises either Condition (3.1) or the conditions on T in Theorem 3.8 and if P(Ve>x)
 cP(Se>x) for some c>0, then steady-state queue length Lv satises
P(Lv>k)P(Wv>k)

c +

1− 

P(Se>k); k!1: (6.5)
Proof. By an easy variant of the proof of Proposition 6.1.
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6.2. M=G=1 busy periods: heavy-tailed case
Consider the busy period B of a stable M=G=1 queue with service time S. There are
two representations for B that typically are used in its analysis
B d= S +
N (S)X
i=1
Bi; (6.6)
where B1; B2; : : : are i.i.d. with the same distribution as B, and
B=
KX
i=1
Si; (6.7)
where K denotes the number of customers served during the busy period. K can be
identied as the rst strictly descending ladder epoch in the negative-drift random walk
(starting at 0) with increments distributed as S − T (service time minus interarrival
time).
It is known (for k>1) that E(Bk)<1 if and only if E(Sk)<1, and E(eB)<1
in an  neighbourhood of 0 if and only if E(eS)<1 in an  neighbourhood of 0
(Shahabbudin and Sigman, 1996 and Theorem 4.1 in Abate and Whitt, 1997). In
particular, B is light-tailed if and only if S is, and the asymptotics in this case are
dealt with using transform methods in Sections 7 and 8 in Abate and Whitt (1997).
The asymptotics in the heavy-tailed case are not fully understood, but we present some
partial results in what follows.
It was conjectured in Asmussen and Teugels (1996) that if the service time S is
subexponential, then
P(B>x) 1
1− P(S>(1− )x); x!1: (6.8)
This conjecture seems plausible because of the result of de Meyer and Teugels (1980),
where Eq. (6.8) was proved for regularly varying S, and of the following heuristics
for the general subexponential case. Considering the representation in Eq. (6.6), one
expects B to be large if either S is large, in which case one expects
B S(1 + EB)= S
1−  ;
or if one of the Bi is large, which occurs with probability EN (S)P(B>x)= P(B>x).
This leads to
P(B>x)P

S
1− >x

+ P(B>x);
yielding Eq. (6.8). However, if S has a lighter tail than expf−pxg (but is still heavy-
tailed), it follows from our previous results that the tail of B is heavier than the rhs of
Eq. (6.8). Indeed, let X (t)= t +
PN (t)
i=1 Bi, (compound Poisson process plus linear drift
at rate 1) so that B d= X (S). Then EX (t)= t=(1− ), var X (t)= tw2 for some w2, and
S. Asmussen et al. / Stochastic Processes and their Applications 79 (1999) 265{286 285
we get
lim inf
x!1
P(B>x)
P(S>(1− )x)
> lim inf
x!1
P(S>(1− )(x −px))
P(S>(1− )x) infy>(1−)(x−px)P(X (y)>x)
>(c) lim inf
x!1
P(S>(1− )(x −px))
P(S>(1− )x) =1:
Note, however, that we do not get the tail of B equally precise as in previous sections:
In the specied compound Poisson process we need to know apriori what the tail of
the Bi is!
The analysis does not exclude that Eq. (6.8) could be true if S is subexponential with
a heavier tail than expf−pxg, say lognormal or Weibull with <1=2 (the regularly
varying case is covered by de Meyer and Teugels (1980)).
Note added in Proof
After the present paper was accepted for publication we learned that a result some-
what related to Proposition 3.1 has been given by:
Perline, R., 1998. Mixed Poisson distributions tail equivalent to their mixing distribu-
tions. Stat. Probab. Letters 38, 229{233.
7. For Further Reading:
The following reference is also of interest to the reader: Puhalskii (1997)
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