Abstract. In 2001, E. M. Stein and S. Wainger gave the L p boundedness of the Carleson type maximal operator T * , which is defined by
x − t dt .
In 1966, using the weak type (2, 2) of C * , Carleson [2] proved his celebrated theorem on almost everywhere convergence of the 
Theorem A (Sjölin, [11] ). Let K satisfy the following conditions:
In 2001, Stein and Wainger [13] considered a more general case. Denote by P λ (x) = 1≤|α|≤d λ α x α the polynomial in R n with real coefficients λ := (λ α ) 1≤|α|≤d . Define T λ (f )(x) =
R n e iP λ (y) K(y)f (x − y)dy.
Then the Carleson type maximal operator T * is defined by
where the supremum is taken over all the real coefficients λ of P λ . Stein and Wainger got the following result:
Theorem B (Stein and Wainger, [13] ). Suppose that P λ (x) = 2≤|α|≤d λ α x α and K satisfies the following conditions:
(1) K is a tempered distribution and agrees with a
Remark 1.1. We should point out that Stein and Wainger's result is a meaningful extension of Theorem A. In fact, on the one hand, they replaced the linear phase in the definition of S * by the more general polynomial phase with fixed degree. On the other hand, the homogeneous kernel of Theorem A is also replaced by the more general distribution kernel in Theorem B. Therefore, the conditions of the kernel K in Theorem B are more general for the applicability of Theorem B.
In 1974, Hunt and Yong [8] established a weighted norm inequality for the Carleson operator C * . In 2000, Prestini and Sjölin [10] gave the weighted analogue of Theorem A.
Motivated by the above results, in this note we give the weighted L p boundedness for the Carleson type maximal operator T * defined in (1.3). Before stating our result, let us first give some definitions.
Suppose that Ω is a measurable function on R n \ {0} and satisfies the following conditions:
where S n−1 denotes the unit sphere in R n (n ≥ 2) with area measure dσ;
where ω q (δ) (0 < δ ≤ 1) is called the integral continuous modulus of Ω of degree q, which is defined by 
where ρ is a rotation in R n and ρ = sup |ρx − x | : x ∈ S n−1 .
A function Ω is said to be a Lipschitz function on S n−1 , which is denoted by Ω ∈ Lip(S n−1 ), if there exists a constant L > 0 such that for any x , y ∈ S n−1 ,
where Q denotes a cube in R n with its sides parallel to the coordinate axes (see [6] for the properties of A p ).
Our main result in this paper is as follows:
where
where H 1 (S n−1 ) denotes the Hardy space on S n−1 (see [3] for the definition of H 1 (S n−1 )). Therefore, Theorem 1.3 is an improvement only when Theorem B is applied to the homogeneous kernel. Recently, we [4] considered the L p boundedness of the Carleson type maximal operator T * with Ω ∈ H 1 (S n−1 ).
The proof of Theorem 1.3 is based on an idea of linearized maximal operators and Stein and Wainger's T T * method in [13] . However, because the kernel of our objective operator lacks smoothness on the unit sphere, we need to develop some new techniques for dealing with the roughness of the kernel.
The proof of Theorem 1.3
It is obvious that
where T Ω is given by
By the weighted L p boundedness of T Ω (see [9] ), we may assume that the supremum is taken over all vectors λ = (λ α ) 2≤|α|≤d with |λ| > 0, where
Thus by (2.2), to prove (1.7), it is sufficient to prove that, under the conditions of Theorem 1.3, there exists a constant C, independent of the choice of λ(·), such that
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It is easy to see that the second term on the right side of (2.5) is controlled pointwise by a function M Ω (f ), where M Ω denotes the maximal operator with homogeneous kernel defined by
Thus, the first term on the right side of (2.5) can be dominated by
where T * Ω denotes the maximal operator of truncated singular integrals with homogeneous kernel, which is defined by
Hence,
, where C is independent of the choice of λ(·). Using the weighted L p boundedness of T Ω , T * Ω and M Ω (see [9] and [5] ), we know that, under the conditions of Theorem 1.3,
, where the constant C is independent of λ(·).
The weighted estimates of T
For each j ∈ N and some σ > 0 small enough, which will be chosen later, let
respectively. It is clear that
Hence, if we can show that there exist C, θ > 0, independent of the choice of λ(·),
then we have
In the above estimate, we use the fact that Ω satisfies the L q -Dini condition and
Thus, Theorem 1.3 follows from (2.3), (2.4), (2.7) and (2.10). Hence, to complete the proof of Theorem 1.3, it remains to verify (2.8) and (2.9).
Proof of (2.8). The weighted estimates of L j λ(·)
. Obviously, L j,λ is smooth by its definition and
Then by a simple calculation, we have
It is trivial that (2.13)
where C is independent of j and λ(·). By (2.11) and (2.13), we have
where, and in the sequel, M denotes the usual Hardy-Littlewood maximal operator.
for convenience. Note that 
From now on, we denote L j λ(x) (f )(x) by L j (f )(x) for simplicity. Note that for a nonzero vector ν α 2≤|α|≤d ,
Since there exists a constant c 0 > 0 such that N (ν) ≤ c 0 |ν| for any vector ν satisfying N (ν) ≥ 1, we get
We claim that for r ≥ 2 j /c 0 and fixed x, z ∈ U j,r ,
where the sets
. Accepting (2.17), we first show how to deduce (2.8) from (2.17). To do this, we need a variant of the Hardy-Littlewood maximal operator M and its L p boundedness. Let B 3 = {x ∈ R n : |x| ≤ 3}. For a measurable set E ⊂ B 3 , denote by χ E the characteristic function of E. For ε > 0, the maximal operator M ε is defined by
Lemma 2.1 (see [13] ).
Let us return to the proof of (2.8). Denote ε = r −4δ and by (2.17), we have
Using Hölder's inequality, the L 2 boundedness of M (see [12] ) and Lemma 2.1, we get
Note that
Now we take r = 2 j+k /c 0 successively for k = 0, 1, · · · , and denote L
By (2.14), we also have
Using the Riesz-Thörin interpolation theorem between (2.19) and (2.20), we get
where γ(p) = min{2/p, 2/p }. On the other hand, using (2.14) again and the weighted L p boundedness of M (see [6] ), for 1 < p < ∞ and w ∈ A p , we have
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Since w ∈ A p/q , there is an ε > 0 such that w 1+ε ∈ A p/q ⊂ A p (see [6] ). Thus by (2.22), we get
Applying the Stein-Weiss interpolation theorem with change of measure (see [14] ) between (2.21) and (2.23), we get for q < p < ∞ and w ∈ A p/q ,
Hence, taking 0 < σ < γ(p)δε/n(1 + ε) and letting θ = γ(p)δ ε 1+ε − nσ, we obtain (2.8).
Finally, we give the proof of (2.17). Define
where ν = ν α 2≤|α|≤d and μ = μ α 2≤|α|≤d , to satisfy 
Below we give the estimate of F μ,ν j By a trivial calculation, we have
and |A j,μ • μ| < 2r. Hence if η is chosen small enough, then
Thus, by the van der Corput lemma in n dimensions (see Proposition 2.1 in [13, p. 791] ) and (2.25), we have
Case 2. η < h ≤ 1. By the assumption on polynomials in Theorem 1.3, there was no first-order term in y in P A j,ν •ν (y). Thus, the first-order term in y in 
For ρ > 0, denote
By Proposition 2.2 in [13, p. 791], we obtain
Thus for u ∈ E j μ , we have
and |E j μ | ≤ r −4δ . Note that r ≥ 2 j /c 0 . It follows from (2.26), (2.27) and (2.28) that
Then, for μ and ν with
By the symmetry of μ and ν and by (2.29), we obtain (2.17).
Proof of (2.9). The weighted estimates of R
and |z| ≤ Hence
where C is independent of the choice of λ(·). Since p > q and w ∈ A p/q , applying the weighted L p boundedness of M Ω and M again, we have
which is just the desired result (2.9).
