The production rates and substructure of jets have been studied in charged current deep inelastic e+p scattering for Q**2>200 GeV**2 with the ZEUS detector at HERA using an integrated luminosity of 110.5 pb**-1. Inclusive jet cross sections are presented for jets with transverse energies E_T(jet) > 14 GeV and pseudorapidities in the range -1 < eta(jet) < 2. Dijet cross sections are presented for events with a jet having E_T(jet) > 14 GeV and a second jet having E_T(jet) > 5 GeV. Measurements of the mean subjet multiplicity, <n_sbj>, of the inclusive jet sample are presented. Predictions based on parton-shower Monte Carlo models and next-to-leading-order QCD calculations a re compared to the measurements. The value of alphas(M_Z), determined from <n_sbj> at y_cut=0.01 for jets with 25<E_T(jet)<119 GeV, is alphas(M_Z) = 0.1202 +-0.0052 (stat.) +0.0060-0.0019 (syst.) +0.0065-0.0053 (th.). The mean subjet multiplicity as a function of Q**2 is found to be consistent with that measured in ... Jet production in charged current deep inelastic e + p scattering at HERA
jet
T > 14 GeV and pseudorapidities in the range −1 < η jet < 2. Dijet cross sections are presented for events with a jet having E jet T > 14 GeV and a second jet having E jet T > 5 GeV. Measurements of the mean subjet multiplicity, n sbj , of the inclusive jet sample are presented. Predictions based on parton-shower Monte Carlo models and next-toleading-order QCD calculations are compared to the measurements. The value of α s (M Z ), determined from n sbj at y cut = 10 −2 for jets with 25 < E jet T < 119 GeV, is α s (M Z ) = 0.1202 ± 0.0052 (stat.)
+0.0060
−0.0019 (syst.)
+0.0065
−0.0053 (th.). The mean subjet multiplicity as a function of Q 2 is found to be consistent with that measured in NC DIS.
Introduction
Measurements of the charged current (CC) deep inelastic scattering (DIS) cross section at HERA [1, 2, 3, 4] at high virtuality, Q 2 , of the exchanged boson have demonstrated the presence of a space-like propagator with a finite mass, consistent with that of the W boson. Jet production in CC DIS provides a testing ground for QCD as well as the electroweak sector of the Standard Model. Up to leading order in the strong coupling constant, α s , jet production in CC DIS proceeds via the QCD-Compton (W q → q ′ g) and W-gluon-fusion (W g →′ ) processes in addition to the pure electroweak process (W q → q ′ ).
At HERA, multijet structure has been observed in CC DIS [2, 5] at large Q 2 and jet substructure has been studied using the differential and integrated jet shapes [6] . Another useful representation of the internal jet structure is the subjet multiplicity [7, 8] . The lowest-order non-trivial contribution to the subjet multiplicity is of order α s , so that measurements of the subjet multiplicity provide a direct test of QCD.
This paper reports a detailed study of the hadronic final state in CC e + p DIS. Differential cross sections are presented for both inclusive jet and dijet production. The jets were identified in the laboratory frame using the longitudinally invariant k T cluster algorithm [9] . After describing experimental conditions and the theoretical calculations, in Section 7.2 the inclusive jet cross sections are presented as a function of the virtuality of the exchanged boson, the jet pseudorapidity, η jet , and the jet transverse energy, E jet T . In Section 7.3, the dependence of the dijet cross sections on Q 2 and the invariant mass, m 12 , of the two highest-E T jets are given. In Section 7.4, the mean subjet multiplicity, n sbj , as a function of the resolution scale, y cut and E jet T using the inclusive jet sample is presented. Parton-shower Monte Carlo (MC) calculations and next-to-leading-order (NLO) QCD predictions [10] are compared to the measurements. In Section 8, the value of α s (M Z ) determined using the measurements of n sbj as a function of E jet T is given. In Section 9, the measurements of n sbj as a function of E jet T and Q 2 are compared to the results obtained by ZEUS in neutral current (NC) DIS [11] .
Experimental conditions
The data sample used in this analysis was collected with the ZEUS detector at HERA and corresponds to an integrated luminosity of 110.5 pb −1 . During the 1995-1997 (1999-2000) running period, HERA operated with protons of energy E p = 820 GeV (920 GeV) and positrons of energy E e = 27.5 GeV, yielding a centre-of-mass energy of 300 GeV (318 GeV). A detailed description of the ZEUS detector can be found elsewhere [12] . A 1 brief outline of the components that are most relevant for this analysis is given below. Charged particles are tracked in the central tracking detector (CTD) [13] , which operates in a magnetic field of 1.43 T provided by a thin superconducting solenoid. The CTD consists of 72 cylindrical drift chamber layers, organized in nine superlayers covering the polar-angle 1 region 15 • < θ < 164
• . The transverse-momentum resolution for full-length tracks is σ(p T )/p T = 0.0058p T ⊕ 0.0065 ⊕ 0.0014/p T , with p T in GeV. The high-resolution uranium-scintillator calorimeter (CAL) [14] consists of three parts: the forward (FCAL), the barrel (BCAL) and the rear (RCAL) calorimeters. Each part is subdivided transversely into towers and longitudinally into one electromagnetic section (EMC) and either one (in RCAL) or two (in BCAL and FCAL) hadronic sections (HAC). The smallest subdivision of the calorimeter is called a cell. The CAL energy resolutions, as measured under test-beam conditions, are σ(E)/E = 0.18/ √ E for electrons and σ(E)/E = 0.35/ √ E for hadrons, with E in GeV. Jet energies were corrected for the energy lost in inactive material, typically about one radiation length, in front of the CAL. The effects of the uranium noise were minimised by discarding cells in the electromagnetic or hadronic sections if they had energy deposits of less than 60 MeV or 110 MeV, respectively. A three-level trigger [12, 15] was used to select events online.
The luminosity was measured using the Bethe-Heitler reaction e + p → e + pγ. The resulting small-angle energetic photons were measured by the luminosity monitor [16] , a leadscintillator calorimeter placed in the HERA tunnel at Z = −107 m.
Data selection and jet search
The selection of charged current events for the present study is very similar to those described in detail in previous ZEUS publications [3] . The efficiency of the selection cuts is typically above 90% and the remaining backgrounds are negligible.
The principal signature of a CC DIS event at HERA is the presence of a large missing transverse momentum, p T , arising from the energetic final-state neutrino which escapes detection. The quantity p T was calculated from
The ZEUS coordinate system is a right-handed Cartesian system, with the Z axis pointing in the proton beam direction, referred to as the "forward direction", and the X axis pointing left towards the centre of HERA. The coordinate origin is at the nominal interaction point. The pseudorapidity is defined as η = − ln tan where the sums run over all CAL cells, i, E i is the energy deposit and θ i , φ i are the polar and azimuthal angles of the cell as viewed from the interaction vertex. The total transverse energy, E T , is given by E T = E i sin θ i .
The inelasticity, y, was reconstructed using the Jacquet-Blondel method [17] and corrected for detector effects as described previously [2] . The detector simulation was used to derive corrected values p T,cor and y cor . The corrected value of Q 2 , Q 2 cor , was calculated in terms of p T,cor and y cor using the relation
The following requirements were imposed on the data sample:
• p T > 11 GeV and Q 2 cor > 200 GeV 2 , to ensure high trigger efficiency;
• y cor < 0.9, to avoid the degradation of the resolution in Q 2 near y ∼ 1;
• p T /E T > 0.5, to reject photoproduction and beam-gas background. For the dijet sample, this cut was reduced to p T /E T > 0.3 with the further requirement that the difference between the azimuthal angle of the missing transverse momentum and that of the closest jet was greater than 1 rad. This cut removed poorly reconstructed back-to-back dijet photoproduction events;
• a vertex position reconstructed with the CTD in the range −50 < Z < 50 cm, consistent with an ep interaction;
• the difference, ∆φ, between the azimuthal angle of the net transverse momentum as measured by the tracks associated with the vertex and that measured from the CAL be less than 1 rad. This requirement removed random coincidences of cosmic rays with ep interactions;
is the net transverse momentum of the tracks associated with the vertex. This condition was not applied if p T > 25 GeV. This cut rejected events with additional energy deposits in the CAL not related to ep interactions (mainly cosmic rays) and beam-related background in which p T has a small polar angle;
• the event was removed from the sample if there was an isolated positron candidate with energy above 10 GeV, to reject NC DIS events;
• a pattern-recognition algorithm based on the topology of the calorimeter energy distribution and the signals detected in the muon chambers was applied to reject cosmic rays and beam-halo muons.
The longitudinally invariant k T cluster algorithm [9] was used in the inclusive mode [18] to reconstruct jets in the hadronic final state both in data and in MC simulated events (see Section 4) . In data and MC, the algorithm was applied to the energy deposits in the CAL cells and in the MC it was also applied to the final-state hadrons. The jet search was performed in the η −φ plane of the laboratory, starting with the CAL cells or hadrons as initial objects. In the following discussion, E T,i denotes the transverse energy, η i the pseudorapidity and φ i the azimuthal angle of object i in the laboratory frame. For each pair of objects, the quantity
was calculated. For each individual object, the quantity d i = (E T,i ) 2 was also calculated. If, of all the values {d ij , d i }, d kl was the smallest, then objects k and l were combined into a single new object. If, however, d k was the smallest, then object k was considered a jet and was excluded from further clustering. The procedure was repeated until all objects were assigned to jets. The jet variables were defined according to the Snowmass convention [19] :
where the sums run over all objects associated with the given jet. This prescription was also used to determine these variables for the subjets. For jets constructed from CAL cells, jet energies were corrected for all energy-loss effects, principally in inactive material of typically about one radiation length, in front of the CAL (see Section 4).
For the inclusive jet sample, all jets with E jet T > 14 GeV and −1 < η jet < 2 were retained. For the dijet sample, at least one additional jet with E jet T > 5 GeV and −1 < η jet < 2 was required. The upper rapidity requirement is made so that the jet is within the CTD acceptance for efficient background rejection. There are very few events with jets with sufficient E jet T below the lower rapidity requirement. With the above criteria, 1865 events with at least one jet and 282 dijet events were identified.
Definition of subjet multiplicity
Subjets were resolved within a jet by considering all objects associated with the jet and by repeating the application of the k T cluster algorithm described above, until for every pair of objects i and j, the quantity d ij was greater than d cut = y cut · E jet T
2
. All remaining objects were called subjets. The jet structure depends upon the value chosen for the resolution parameter y cut . For each sample studied, the mean subjet multiplicity, n sbj , is defined as the average number of subjets contained in a jet at a given value of y cut :
where n i sbj is the number of subjets in jet i and N jets is the total number of jets in the sample. The mean subjet multiplicity of the inclusive jet sample was measured for y cut values in the range 5 · 10 −4 to 0.1. The y cut range was chosen to be small enough to have mean subjet multiplicities larger than unity and large enough to avoid the degradation in resolution caused by the finite size of the CAL cells.
Monte Carlo simulation
Samples of events were generated to determine the response of the detector to jets of hadrons and to evaluate the correction factors necessary to obtain the hadron-level jet cross sections and subjet multiplicities. The CC DIS events were generated using the LEPTO 6.5 program [20] interfaced to HERACLES 4.6.1 [21] via DJANGOH 1.1 [22] . The HERACLES program includes first-order electroweak radiative corrections. The CTEQ4D [23] NLO proton parton distribution functions (PDF) were used. The QCD radiation was modelled with the colour-dipole model [24] by using the ARIADNE 4.08 program [25] including the boson-gluon-fusion process. As an alternative, samples of events were generated using the LEPTO model which is based on first-order QCD matrix elements and parton showers. For the generation of the LEPTO samples, the option for soft-colour interactions was switched off since its inclusion results in an increase both in particle multiplicity and energy per unit of rapidity that disagrees with the measurements in NC DIS at HERA [26] . In both cases, fragmentation into hadrons was performed using the Lund string model [27] as implemented in JETSET 7.4 [28] . To calculate the acceptances and to estimate hadronisation effects, the generated events were passed through the GEANT 3.13-based [29] simulation of the ZEUS detector and trigger. They were reconstructed and analysed by the same program chain as used for data. For both the ARIADNE and LEPTO event samples, a good description of the measured distributions for the kinematic and jet variables was obtained [30] .
To correct the data to hadron level, multiplicative correction factors, defined as the ratio of the measured quantities for jets of hadrons over the same quantity for jets at detector level, were estimated by using the ARIADNE and LEPTO models. Parton-level predictions were also obtained by applying the jet algorithm to the MC-generated partons. These predictions were used to correct the NLO QCD calculations to hadron level (Section 5). HERACLES 4.6.2 [21] was used to correct the measured cross sections to the electroweak Born level evaluated using the electromagnetic coupling constant α = 1/137.03599, the Fermi coupling constant G F = 1.16639 · 10 −5 GeV −2 and the mass of the Z boson M Z = 91.1882 GeV [36] to determine the electroweak parameters. 5 
NLO QCD calculations
The NLO QCD calculations were obtained from the program MEPJET [31] , which employs the phase-space slicing method [32] . This is the only available program providing NLO calculations for jet production in charged current deep inelastic scattering. The calculations were performed in the MS renormalisation and factorisation schemes. The number of flavours was set to five and the renormalisation (µ R ) and factorisation (µ F ) scales were chosen to be µ R = µ F = Q. The calculations were performed using the CTEQ4M [23] parametrisations of the proton PDFs, which are based on the MS scheme. The jet algorithm described in Section 3 was also applied to the partons in the events generated by MEPJET in order to compute the jet cross section and the predictions for the subjet multiplicities. The cross sections were evaluated using the same values for α, G F and M Z as in the electroweak Born level of the measured cross sections (Section 4). In addition, the mass of the W boson was fixed to 80.4603 GeV.
Since the measurements correspond to jets of hadrons whereas the NLO QCD calculations correspond to jet of partons, the predictions were corrected to the hadron level using the MC simulations. The multiplicative correction factor (C had ) is defined as the ratio of either the cross sections or the mean subjet multiplicities for jets of hadrons to the same quantity for jets of partons, estimated using the MC programs described in Section 4. The ratios obtained with the ARIADNE and LEPTO models were in good agreement and the mean was taken as the value of C had . The value of C had is ∼ 1.03 (∼ 1.10) for the inclusive jet (dijet) cross sections. For the mean subjet multiplicity, C had is 2.13 at y cut = 5 · 10 −4 and 14 < E jet T < 17 GeV and approaches unity as y cut and E jet T increase. The theoretical predictions were redetermined after changing the parameters as described below. In each case the difference between the redetermination and the nominal prediction was taken to be the uncertainty in the calculation associated with the parameter under consideration.
• Proton PDFs: the CTEQ5M [33] and MRST [34] sets, rather than CTEQ4M [23] , were used. Also, a set of the MRST PDFs with a larger d/u quark ratio at large Bjorken x was used. The uncertainty in the cross sections was less than ∼ 4% for the inclusive jet cross section, except for high E jet T , where it reaches ∼ 20%. It was less than ∼ 10% for the dijet cross sections. The uncertainty was negligible for the subjet multiplicities;
• α s (M Z ): the α s (M Z ) values of 0.113 and 0.119, corresponding to the proton PDFs CTEQ4A2 and CTEQ4A4, were used. The uncertainty in the cross sections was typically ∼ 2%; for the mean subjet multiplicity the uncertainty was ∼ 1% ;
• µ R : in order to estimate the effects of the terms beyond NLO, the scale µ R was varied 6 between Q/2 and 2Q, while keeping µ F fixed at Q. The uncertainty of the cross sections was less than 5%. The uncertainty on the mean subjet multiplicity was ∼ 3% for y cut = 10 −2 ;
• C had : the hadronisation correction, C had , was varied by half of the difference between those evaluated using ARIADNE and LEPTO. The uncertainty typically amounted to less than 1%(3%) for inclusive jet (dijet) cross sections. For the subjet multiplicities, the uncertainty was less than 3% for y cut = 10 −2 .
• s min : the cut-off parameter s min in the phase-space slicing was changed from the default value of 0.1 GeV 2 to 0.01 GeV 2 . This uncertainty was less than 1% in all the calculations and was neglected in the estimation of the total theoretical uncertainty.
The total theoretical uncertainty was obtained by adding in quadrature the individual uncertainties listed above and is shown as the hatched band in the figures.
Experimental systematic uncertainties
A study of the sources contributing to the systematic uncertainties of the measurements was carried out. The following sources were considered:
• the uncertainty on the absolute energy scale of the jets was taken to be ±1% for E jet T > 10 GeV and ±3% for lower E jet T values [35] . The resulting uncertainty was less than 5% (12 %) for the inclusive jet (dijet) cross sections and less than 2% for the mean subjet multiplicity;
• the uncertainty in the reconstruction of the kinematic variables due to that in the absolute energy scale of the CAL was estimated by varying the energy variables measured with the CAL by ±3%. The uncertainty was less than 5% for all distributions;
• the differences in the results obtained by using ARIADNE or LEPTO to correct the data for detector effects were taken as systematic uncertainties; they were typically smaller than 5% for the cross sections and smaller than 2% for the mean subjet multiplicities;
• the selection cut of p T > 11 GeV was changed to 10 GeV and 12 GeV. This gave a variation of the cross sections (subjet multiplicities) of less than 5% (2%). The uncertainty evaluated from the variation of other selection cuts was typically less than 2%.
For the jet cross sections, the systematic uncertainties not associated with the absolute energy scale of the jets and the CAL are not point-to-point correlated and were added in quadrature to the statistical errors. They are shown as the bars in the figures. The uncertainty due to the absolute energy scale is point-to-point correlated and is shown separately as a shaded band in each figure. For the subjet multiplicities all the systematic uncertainties are point-to-point correlated and were added in quadrature to the statistical errors. They are shown as the bars in the figures.
In addition, there is an overall normalisation uncertainty of 2.0% from the luminosity determination, which is not included in the results presented in the figures and the tables of the cross sections.
Results

Data-combination method
Due to the different centre-of-mass energy of the two data sets used in the analysis, the measured jet cross sections based on each set are presented separately in Tables 1 to 5 .
The measured jet cross sections, σ √ s , were combined using the following formula:
, where L √ s is the luminosity and σ th √ s is the predicted cross section. The ratio σ th 300 /σ th 318 was obtained using the program MEPJET. The ratio obtained by ARIADNE is within 1% of that obtained by MEPJET and was the same, within statistical errors, as that measured in the data. All the systematic errors have been assumed to be correlated between the measurements.
No dependence of the subjet multiplicities with the centre-of-mass energy was seen either in the data or in the theoretical predictions; thus the subjet multiplicities were calculated using the inclusive jet sample of both data sets. The measured subjet multiplicities are presented in Tables 6 to 9.
Inclusive jet differential cross sections
The differential inclusive jet cross sections were measured in the kinematic region defined by Q 2 > 200 GeV 2 and y < 0.9. These cross sections include every jet of hadrons in the event with E 
Dijet differential cross sections
The differential dijet cross sections were measured in the kinematic region defined by Q 2 > 200 GeV 2 and y < 0.9. These cross sections refer to the two jets of hadrons with highest transverse energy in the event with E
Subjet multiplicities
The mean subjet multiplicity, n sbj , was determined using the inclusive sample of jets in the kinematic region defined by Q 2 > 200 GeV 2 and y < 0.9. The n sbj values were obtained using every jet of hadrons in the event with E jet T > 14 GeV and −1 < η jet < 2. The results are shown in Fig. 6 as a function of y cut for different E jet T regions. In the region of small y cut , the ARIADNE MC model gives a better description of the multiplicity than the NLO QCD calculation MEPJET. At larger values of y cut both the MC model and the NLO QCD calculation give a good description of the measurement. In the region of small y cut values, fixed-order QCD calculations are affected by large uncertainties and a resummation of terms enhanced by ln(y cut ) [8] would be required for a precise comparison with the data. At relatively large values of y cut , a NLO fixed-order calculation is expected [8] to be a good approximation to such a resummed calculation.
The measured n sbj at y cut = 10 −2 as a function of E jet T is shown in Fig. 7 . The measured mean subjet multiplicity decreases as E jet T increases. The overall description of the data by the NLO QCD calculations is good.
Measurement of α s
The sensitivity of the subjet multiplicity to the value of α s (M Z ) is illustrated in Fig. 7 , which compares the measured n sbj at y cut = 10 −2 as a function of E jet T with NLO QCD calculations obtained with different values of α s (M Z ). Both the measurements and the NLO QCD predictions of the subjet multiplicities have smaller uncertainties compared to those of the jet cross sections. Therefore, the measured n sbj , rather than the jet cross sections, was used to determine α s (M Z ) using the following procedure:
• the NLO QCD calculations of n sbj were performed for the five sets of the CTEQ4 "A-series" PDFs, which differ in the assumed value of α s (M Z ). The value of α s (M Z ) used in each calculation was that associated with the corresponding set of PDFs;
• for each bin i in E jet T , the NLO QCD calculations, corrected for hadronisation effects, were used to parametrise the α s (M Z ) dependence of n sbj according to
The coefficients C i 1 and C i 2 were determined by performing a χ 2 -fit to the NLO QCD predictions. This simple parametrisation gives a good description of the α s (M Z ) dependence of n sbj over the entire range spanned by the CTEQ4 "A-series";
• this parametrisation was used to extract a value of α s (M Z ) in each bin;
• in addition, a combined value of α s (M Z ) was determined by a χ 2 -fit of Eq. (1) to the measured n sbj values for all bins.
This procedure correctly handles the complete α s dependence of the calculations (the explicit dependence coming from the partonic cross sections as well as the implicit dependence coming from the PDFs) in the fit, while preserving the correlation between α s and the PDFs.
The uncertainty in the extracted values of α s (M Z ) due to the experimental systematic uncertainties was evaluated by repeating the above analysis for each systematic check. The largest contribution to the experimental uncertainty was that due to the simulation of the hadronic final state.
The theoretical uncertainties arising from terms beyond NLO and uncertainties in the hadronisation correction were evaluated as described in Section 5. These resulted in uncertainties in α s (M Z ) of ∆α s (M Z ) = +0.0064 −0.0051 and ∆α s (M Z ) = ±0.0014, respectively. The total theoretical uncertainty was obtained by adding these in quadrature. Other uncertainties described in Section 5 were small and were neglected. As a cross check, a linear parametrisation of the α s (M Z ) dependence of n sbj was considered; the change in the extracted value of α s (M Z ) was negligible.
The values of α s (M Z ) obtained from the measurement of n sbj for various E This result is consistent with other recent determinations using measurements in NC DIS of inclusive jet [37, 38] and exclusive dijet cross sections [39] as well as measurements of n sbj [11] and with the PDG value, α s (M Z ) = 0.1172 ± 0.0020 [40] .
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The present measurements of subjet multiplicities in CC interactions are compared with the corresponding measurements in NC DIS [11] . The NC data were reanalysed in the same kinematic region as that of the CC analysis.
The measurements of n sbj at the value of y cut = 10 −2 as a function of E jet T in CC and NC DIS are compared in Fig. 8a . The value of n sbj is slightly larger for jets in NC DIS than for CC DIS for a given jet transverse energy. The NLO QCD predictions behave in the same way as the data.
The subprocess population and the phase space available for QCD radiation depend on Q 2 . The measurements of n sbj at y cut = 10 −2 as a function of Q 2 in CC and NC DIS are compared in Fig. 8b . The values of n sbj in CC and NC DIS are similar and are in agreement with the NLO predictions. The differences observed in the subjet multiplicity as a function of E jet T can be attributed to the different Q 2 distributions of the CC and NC processes.
Summary
Measurements of differential cross sections for inclusive jet and dijet production in charged current deep inelastic e + p scattering have been performed and are corrected to the electroweak Born level. The internal structure of the inclusive jet sample has been studied in terms of the mean subjet multiplicity. The results are given for jets of hadrons identified with the longitudinally invariant k T cluster algorithm in the laboratory frame in the kinematic region defined by Q 2 > 200 GeV 2 and y < 0.9. Inclusive jet cross sections are presented for jets with transverse energies E 
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This result is consistent with other recent determinations and with the PDG value.
The subjet multiplicities in CC and NC DIS are similar as a function of Q 2 . The measured n sbj at a given E jet T is somewhat smaller in CC DIS than in NC DIS. This can be attributed to the different Q 2 distributions of the two processes.
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1995-1997 e + p data sample ( √ s = 300 GeV) 1.1633 Table 1 : Inclusive jet cross-section dσ/dQ 2 for jets of hadrons in the laboratory frame. The statistical, systematic and energy-scale uncertainties are shown separately. The multiplicative correction applied to correct for QED radiative effects and for hadronisation effects and the theoretical correction factor used to combine the two data sets are shown.
1995-1997 e
+ p data sample ( √ s = 300 GeV) Table 6 : Mean subjet multiplicity as a function of y cut for the E jet T regions 14 < E jet T < 17 and 17 < E jet T < 21 GeV. The statistical and systematic uncertainties are shown separately. The multiplicative correction applied to correct for hadronisation effects is shown in the last column. 
