Abstract. We investigate the I/O-complexity of computing the trapezoidal decomposition de ned by a set of N line segments in the plane. We present a the size of the block transfer. The proposed algorithm requires an optimal expected number of internal operations. As a by-product, the algorithm also solves the segment intersections problem requiring the same number of I/Os and internal operations.
Introduction Computer graphics 19] as well as Geographic Information Systems
are nowadays rich sources of large-scale computational problems. Therefore, they need the design of appropriate external-memory techniques and data structures to eciently cope with the enormous amount of spatial data which have to be searched, stored and manipulated. In those applications, most of the subproblems require the processing of line segments, so that Computational Geometry turns out to be a hot topic of research in the external memory context. In this paper, we study the I/O-complexity of the problem of computing the trapezoidal decomposition of a set of line segments 18]. We give a randomized algorithm and analyze its I/Ocomplexity in the external memory model 20] , in which M is the available internal memory size and B is the size of the block transfer (where 1 B M=2). As a by-product, the algorithm also solves the segment intersections problem.
Let S be a set of N segments in the plane with a set K(S) of pairwise intersection points. The trapezoidal decomposition of S is obtained by extending vertically each segment endpoint, and each intersection point, upward and downward until it hits another segment. The resulting connected regions of the plane are called trapezoids (see Fig. 1 ).
The set of these trapezoids is denoted by T (S). Note that jT (S)j is (N + K) where K = jK(S)j. Given S, the segment intersections problem consists in computing K(S), whereas the trapezoidal decomposition problem consists in computing T (S). Clearly, by solving the second problem we also get a solution for the rst one. The internal memory version of the line segments intersections problem has been extensively studied. A deterministic algorithm is known that nds the intersections in O(N log N + K) optimal time 7]. There are also much simpler randomized algorithms 10, 16] . All of these algorithms actually compute T (S) (or some variation of it). There are also algorithms that use space O(N) and output
In the external memory model, optimality means that the total number of I/Os required to compute the K intersections or the trapezoidal decomposition of S, is (n log m n + k), where n = N=B, m = M=B and k = K=B. In fact, the rst term derives from the optimal I/O-cost for sorting the N segments of S 1], whereas the latter term derives from the cost due to the storage of the produced output on the disk. No I/O-optimal algorithm is known. The best known algorithms are due to
. They solve the segment intersection problem (their algorithm does not compute the trapezoidal decomposition) in sub-optimal O((n+k) log m n) I/Os, and they show how to compute the trapezoidal decomposition induced by a set of N non-intersecting segments in optimal O(n log m n) I/Os.
In this paper, we present a randomized algorithm that computes T (S) for an arbitrary set of line segments S using an optimal expected number of I/Os. It uses a variation of the randomized incremental construction approach (RIC) 10] that has been successfully employed in the design of geometric algorithms. Our algorithm also requires an optimal expected number of internal operations. As a by-product, the algorithm also computes K(S).
The content of this extended abstract is as follows. In Sec. 2, we review the sampling concepts and results that are needed in the design and analysis of our algorithm. In Sec. 3, we present the basic RIC approach via gradations. Then, in Secs. 4 and 5, we present its implementation in external memory. Complete details can be found in the full version of the paper 11].
2. Preliminaries from Geometric Sampling Let R S. For 2 T (R), S denotes the set of segments in S that intersect the interior of , and is called the con ict list. Let N = jS j. A p-sample R from S is obtained by choosing every s 2 S into R independently with probability p. Note that for a p-sample R the expected value of jT (R)j is (f(p; S)) where f(p; S) = pjSj + p 2 K(S). There are two main properties of this sampling process that are relevant for the analysis of the algorithms 9, 10, 17] . First, the average con ict list size is at most 1=p. More precisely, for a constant C > 0:
Second, the deviation of the con ict list size is O(logs) with high probability. More precisely, for s pN, given c > 0 there is C > 0, such that with probability at least 1 ? 1=s c :
For the optimal algorithms under general conditions, the concept of a (1=r)-cutting for S is needed 8, 15] : A decomposition of the plane into a set T of disjoint trapezoids such that max 2T N N=r. In particular, the following fact is used: Fact 1. There are constants c and d such that for any set S of N segments, a (1=r)-cutting for S of size O(r c ) can be computed using O(r d N) expected operations.
RIC via Gradations
To facilitate the presentation we use the following additional notation: Given a set of segments X and a set of trapezoids T, we write T X] to denote the set of con ict lists X for 2 T, and write jT X]j to denote P 2T jX j. 3.1. Gradation. The algorithm is a variant of the RIC approach 10] and follows 6, 5] . Given parameters and 0 , it chooses a sequence of subsets of S, and T i?1 S]. We refer to the l-th round as the last round, and to all the others as early rounds. Let R i be S i ? S i?1 , the set of segments added in the i-th round, and for each trapezoid 2 T i?1 , let R i; be the subset of the segments in R i which are con icting with . Because of the random sampling, the sets R i; will be well balanced on the average. More precisely, in each early round, the average is at most , and in the last round the average is at most 0 (recall Eqn. (1) Remarks. In Step 1, if jR i; j is O(1) then a non-optimal polynomial algorithm sufces. In our external-memory implementation, jR i; j is relatively large and hence, we require the use of an optimal (internal memory) algorithm. In
Step 3, we need to recover T (S i ) so that we can apply the sampling results for S i with respect to S. If the clean-up is not performed, then we could only use the sampling results locally in each trapezoid for S i with respect to S i?1 .
The expected running time of the algorithm can be estimated using Eqn.
(1) and other more general bounds. The result is that the algorithm performs an optimal expected number of operations O(N log N + K).
The Algorithm for External Memory (Ignoring Deviations)
We now present an I/O-e cient implementation of the previous algorithm (recall the notation m = M=B, n = N=B and k = K=B). First, as a technical point, we assume that the gradation is constructed before the algorithm starts, so that for each segment s 2 S there is an associated tag that indicates the round in which s is inserted. The tag is carried by each copy of s (in each con ict list) so that, in the i-th round, the sets R i; can be easily determined by scanning the con ict lists S . This is important in an e cient external memory implementation where we cannot assume random access to data.
The choice of parameters and 0 is done as follows: = m 1=2 and 0 = maxfB; M 1=2 g. Therefore, the expected number of levels in the gradation is l = O(log (N= 0 )) = O(log m n). The main observations that lead to an I/O e cient implementation are: (i) The choice of 0 implies that f(1= 0 ; S) = O(f(S)=B). As a result, in each early i-th round, the algorithm does not need to handle T i?1 in an I/O-e cient manner: even incurring one I/O per operation of the internal memory algorithm is acceptable. Only the last round must handle T l in an I/O-e cient manner, but then this is aided by the knowledge of T l?1 . (ii) The choice of implies that in each early round the average size of T is at most 2 = M=B (since the average size of R i; is at most ). Therefore, ignoring deviations, T can be computed in internal memory and one block of memory allocated for each trapezoid of T , allowing the con ict lists to be written in an I/O-e cient manner. Similarly, in the last round, the choice of 0 implies that, also ignoring deviations, the average size of R l; = S is at most 0 , for each 2 T l?1 . If B 2 M then 0 = M 1=2 and an optimal internal memory algorithm can be used to construct T , because the decomposition ts in internal memory. If B 2 > M then 0 = B and T can be larger than M, so that an I/O-optimal algorithm must be devised to handle small inputs of size less than B. We discuss the I/O operations needed to implement the basic algorithm of Section 3.2 in external memory under the hypothesis that jR i; j for i < l and jR l; j 0 . We will relax these assumptions in Section 5 where we will cope with the deviations of the R i; 's.
4.1. The Early Rounds. We detail below the external-memory implementation of the three steps forming the i-th early round in the basic algorithm.
Step 1. Each trapezoid 2 T i?1 in turn, and its con ict list S , are loaded in internal memory so that R i; is determined by checking the tags and T = T (R i; ) is computed. Since the size of T is at most 2 M=B, then T can be constructed by an optimal internal-memory algorithm without performing any I/Os. Thus, the number of I/Os required by this step is proportional to: X Step 2. By the hypothesis jT j 2 = M=B, hence we can reserve in internal memory a bu er of size B for each trapezoid 2 T . The con ict lists T S], for 2 T i?1 , are computed by scanning S and walking through T in internal memory. As a con ict of s with some is determined, it is written into the bu er associated with . As a bu er becomes full, it is written to external memory. In this way, the number of I/Os is proportional to the size of the scanned and returned con ict lists, divided by B. Therefore, the overall number of I/Os required by this step is proportional to: X Step 3. We have the intermediate decomposition T I i and we need to determine the decomposition T i . As noted earlier, a trapezoid 2 T i may occur in T I i chopped into pieces \ , for 2 T i?1 . To achieve optimal bounds, the stitching of pieces \ has to be performed using a number of I/Os proportional to the total number of blocks of size B required to hold the con ict lists T I i S], and the resulting con ict lists T i S]. Achieving this goal presents some di culties because we cannot a ord to use sorting since this would lead to a suboptimal algorithm paying an extra-factor log m n in the nal I/O-complexity. Our approach is to rst consider the partial ordering between trapezoids induced by their vertical adjacencies; then, compute a linear order by topologically sorting that partial order; and nally, traverse the decomposition T i?1 by following this linear order. A di culty is that we do not know how to topologically sort with a \linear" number of I/Os, that is, jT i?1 j=B. Fortunately, jT i?1 j is \small" so that one can a ord to use an optimal internalmemory algorithm that even performs one I/O per internal memory operation. As T i?1 is traversed, the chopped trapezoids of T i are put together by maintaining, for each trapezoid in T i?1 already visited but whose right neighbor is yet to be visited, a list of the chopped trapezoids in T i that cross its right vertical boundary. This list is matched to the list of chopped trapezoids in T i that cross the left vertical boundary of the adjacent trapezoid in T i?1 when it comes under consideration. The conclusion is that Step 3 can be performed using a number of I/Os which is proportional to the total number of blocks required to hold the con ict lists T I
i S] and the resulting con ict lists T i S], plus the I/Os needed for the topological sort 4.2. The Last Round. The goal is now to compute the nal decomposition T l = T (S) from T l?1 in a reduced number of I/Os. We recall that S l?1 is a (1= 0 )-sample from S, and we assumed that jR l; j 0 . We need an optimal algorithm that handles the small case, that is, it computes T (R l; ) for jR l; j 0 M requiring O((N =B) log m (N =B) + K =B) I/Os, where N = jR l; j and K = jK(R l; ) \ j (that is, K is the number of pairwise intersections of R l; inside ). This is trivial if K = 0 because we can use an internal-memory algorithm that requires linear space. But when this is not the case T (R l; ) might not t in internal memory at once and a proper optimal external-memory algorithm is needed. The algorithm for such a \small case" can be obtained again using sampling: Take a sample of size p M, compute its decomposition using an internal memory algorithm, compute its con ict lists, compute each of the resulting subproblems again in internal memory, and nally put together the result. It can be shown that for this case, the clean-up step is possible by using sorting (details in the full version 11]).
We note that in the discussion above we ignored the deviations, so that we are actually assuming that the internal memory can always accommodate R i; , its decomposition and corresponding bu ers. In this situation we can prove the following result: Theorem 1. Assuming that the internal memory can always accommodate R i; , its decomposition T and the corresponding jT j bu ers of size B, the trapezoidal decomposition problem on a set of N line segments with K pairwise intersections can be optimally solved in O(n log m n + k) expected I/Os. The algorithm can be modi ed to handle degeneracies and still achieve optimal complexity: O(n log m n +i) where i = I=B and I is the number of intersection points (which can be much smaller than the number of pairwise intersections).
Handling Deviations
We describe how to remove the conditions imposed on jR i; j, and thus cope with the deviation of these random variables. This is achieved by using a re nement approach of Chazelle and Friedman 8, 15]. For i < l, the idea is to construct using Fact 1, for each 2 T i?1 , a (1=t )-cuttingT for R i; restricted to , where t = jR i; j= . Since each trapezoid 2T satis es the desired constraint on the size of its con ict list, we can apply to it the Steps 1 and 2 of the i-th round in the algorithm of the previous section. Then, to take care of the independent re nement performed by the cutting process on each trapezoid 2 T i?1 , we perform two levels of clean-up; both levels are similar to Step 3 in the algorithm of the previous section. The rst clean-up obtains T and T S] fromT andT S], and the second one obtains the nal decomposition T i = T (S i ) and its con ict lists T i S] from T I i and T I
i S]. Similarly, for the last round. In the analysis, the essential fact needed is that t behaves as a constant in the expectations in which it appears. See 11] for detailed description and analysis. Theorem 2. The trapezoidal decomposition problem on a set of N line segments with K pairwise intersections can be solved using O(n log m n + k) expected I/Os, which is optimal.
Concluding Remarks

