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INTRODUCTION 
The escalating inflation in the second part of the 1970s and the early 
1980s has revived interest in the theoretical relationship between 
i nfl at i on and the growth of product i vi ty. The standard theoret i ca 1 vi ew 
maintains that the unidirectional flow of causality runs from productivity 
changes to inflation. 1 It assumes that productivity growth is exogenous, 
and that positive productivity growth is anti-inflationary because it 
increases the economy's aggregate supply, which in turn offsets the 
inflationary pressure. An obvious implication of this view is that the 
inflation rate could be reduced through productivity growth. 
An alternative view states that causality flows from inflation to 
productivity growth. According to this view, an increase in the rate of 
inflation tends to adversely affect overall economic productivity. 
Inflation can decrease firms' outputs by causing an inefficient mix of 
factor inputs as well as by i nduc i ng bus i ness fi rms to increase the i r 
inventories of unproductive buffer stocks. 2 Inflation can also disrupt the 
way firms conduct business. 3 Furthermore, inflation can greatly influence 
investment decisions. Given the non-neutral tax laws, inflation diverts 
business investment into essentially non-productive residential investment 
and into purchases of consumption goods. 4 Finally, inflation causes welfare 
losses to individuals and to the society as a whole. 5 
Two recent studies empirically investigate the causal relationship 
between inflation and productivity. Jarrett and Selody (1982) test the 
hypothesis that an increase in productivity growth leads to a unit-
proportional reduction in inflation. Using a bivariate reduced-form 
I' 
approach and the Canad i an data, the authors reject the un it e 1 ast i city 
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hypothes is. Furthemore, the authors c1 aim that i nf1 at i on reduces 
productivity growth initially through changes in man-hour growth and later 
through reduced output growth. These resu1 ts are in di rect contrast wi th 
the results reported by Ram (1984) for the United States economy. Ram finds 
the causal impact of productivity change on inflation statistically 
insignificant. Deploying a trivariate analysis, he maintains that the main 
causa 1 impact of i nf1 at i on on product i vi ty changes operates through a 
reduction in output growth, with very little effect on the growth of man-
hours. 
These results leave unsettled the issue of how inflation affects the 
growth of man-hours and output. Although the two economies are very similar 
in their structures, statistical analyses of their data yield different 
results. Consequently, it would be of interest to gather further empirical 
evidence on the theoretical and empirical issues raised by the two studies. 
One obvi ous method of doi ng so is to anal yze data of another simi 1 ar 
economy and compare the resul ts to those of Ram (1984) and Jarrett and 
Selody (1982). 
Our paper reports the undertaki ng of such empi ri ca 1 research. The 
United Kingdom data are analyzed and empirically tested. The bivariate 
minimum final prediction error (FPE) causality testing procedure 
establishes a causal flow between inflation and productivity.6 The purpose 
of this procedure is to determine whether there exists a unidirectional 
causal flow from productivity to inflation, or from inflation to 
productivity, or whether this flow is bidirectional. The analysis is then 
expanded into a tri vari ate test to determi ne the impact of i nfl at i on on 
man-hours and real output. 
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STATISTICAL PROCEDURES AND BIVARIATE TEST RESULTS 
Most causal i ty test procedures are based on the concept of causal i ty 
suggested by Granger (1969), and applied originally by Sims (1972) to 
money-income causality testing. Recent contributions in this area include 
works of Geweke, Meese, and Dent (1983); Guilkey and Salemi (1982); and Ram 
(1984). These studies, with the exception of Ram, adopt an arbitrary lag 
selection method for causality testing. One serious drawback of this method 
is that the test results so obtained can be sensitive to lag selection and, 
therefore, unreliable. 7 Ram uses the minimum final prediction error (FPE) 
procedure developed by Hsiao (1981) to overcome the problem of an arbitrary 
lag selection in causality testing. Following the analysis of Ram, we use 
the method suggested by Hsiao (1981, and 1982) for the bivariate and the 
trivariate analyses. 8 
To test Granger (1969 ) causal i ty Hs i ao (1981, and 1982) suggests a 
sequential procedure which relies on Akaike's (1969a, and b) final 
predict.ion error (FPE) criterion. This causality testing method is 
essentially a search procedure which finds the "optimal" lag length for all 
test equations. 9 The final prediction error is computed as (SEE)2 . (T + 
K)jT, where SEE is the standard error of the regression, T is the number of 
observations, and K is the number of parameters. We implement this 
procedure by searching for the optimal 1 ag structure over the previous 
eight quarters. 
Hsiao's (1981, and 1982) procedure has several considerable advantages 
over the conventional arbitrary lag selection causality testing techniques. 
First, Hsiao's method is based upon a statistical criterion rather than on 
an ad hoc selection of lag lengths. Second, this procedure indicates which 
of the test variables are exogenous and which are endogenous. Furthermore, 
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the conventional selection of the 5 percent or 1 percent .levels of 
significance is entirely avoided. When compared with other causality 
testing methods, Hsiao's procedure performs well in ·selection of an 
appropriate model [Thornton and Batten (1985)]. 
The fi rst step (1 ater referred to as step 1 ) in Hs i ao' s (1981, . and 
1982) procedure involves calculating the FPEs of one-dimensional 
autoregress i ve processes for two test vari ab 1 es, product i vi ty (PRUK) and 
inflation (CPIUK). The minimum FPEs of these variables and the number of 
lags associated with these minimum FPEs are reported in the first part of 
Table 1 as equations (1) and (2). Initially, this statistical procedure 
involves the determination of the order of lags of PRUK by computing the 
FPEs through varying the maximum order of lags from one to eight. Here the 
productivity variable is treated as a one-dimensional autoregressive 
process. The second step involves treating this variable as the only output 
of the system. CPIUK is assumed to be the manipulated (independent) 
variable which controls the outcome of PRUK. The FPE criterion is then used 
to determi ne the 1 ag order of CPIUK assumi ng that the order of the 1 ag 
operator on PRUK is the one determi ned in the previ ous step (th is is 
referred to as step 2). Then the small est FPEs of step one and two are 
compared. If the latter is smaller than the former then CPIUK causes PRUK. 
If the opposite holds true, then CPIUK does not cause PRUK. 
Essentially, the FPEs of the controlled (dependent) variable are 
computed holding the length of its lags constant while varying the order of 
lags of the independent (manipulated) variable from one to eight. The order 
which results in the smallest FPE is chosen and reported in the first part 
of Table 1. The entire procedure is repeated by reversing the roles of PRUK 
and CPIUK. Overall causality inferences are made on the basis of the 
comparison of the 'minimum FPEs of steps 1 and 2. 
Our inquiry is confined to the partial factor productivity analysis 
covering the period from the third quarter 1977 to the second quarter 
1985. 10 We restrict our analysis to the manufacturing sector of the U.K. 
economy.II The productivity growth (PRUK) is measured as the ratio of the 
seasonally adjusted real gross domestic product (RGDP) to total man-hours 
worked (H). The actual product i vi ty growth is the percentage change in 
product i vi ty from one quarter to the next, computed as the difference of 
the logarithms of the productivity variable. 
Infl ation can be approximated by the consumer price index (CPIUK) or 
the implicit GOP deflator (DGDP).I2 The main difference between these two 
measures of inflation is the way the two measures are constructed. The GOP 
deflator is used in the computation of real gross domestic product, whereas 
the consumer price index is constructed independently of the GOP measures. 
Ram (1984) argues that there may be some advantage in work i ng wi th a 
measure of inflation which is constructed independently of the GOP 
calculations. I3 Our estimations use both measures of inflation, CPIUK and 
OGDP. The inflation variable is therefore calculated as a quarterly 
difference of the logarithms of the CPIUK and the OGOP. 
The bivariate test results are presented in the first part of Table I. 
Causality implications are outlined in Table 2. Table 2 has two separate 
sections: the first uses an inflation measure based on the CPIUK, and the 
second approximates inflation by the GOP deflator (OGDP). The causal ity 
test results are equivalent for both measures of inflation. The results 
provide strong evidence against the standard view of causality in the 
productivity - inflation relationship. It appears that inflation does 
a ffect product i vi ty growth. We fi nd un i direct i ona 1 causal flow from both 
5 
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Table 1* 
Causality Testing by Computing Final Prediction Errors (FPEs) 
Equation 
I. 
( 1 ) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
I I. 
(8) 
(9) 
(10) 
( 11 ) 
(12) 
(13) 
(14) 
(15) 
Controlled 
(Dependent) 
Variable 
First 
Manipulated 
(Independent) 
Variable 
Bivariate Results 
PRUK (1) 
CPIUK (2) 
DGDP (5) 
PRUK (1) CPIUK (5) 
CPIUK (2) PRUK (3) 
PRUK (1) DGDP (3) 
DGDP (5) PRUK (1) 
Trivariate Results 
RGDP (1) 
H (1 ) 
RGDP (1 ) H (1 ) 
H (1) RGDP (2) 
RGDP (1) H (1) 
H (1) RGDP (2) 
RGDP (1) H (1) 
H (1) RGDP (2) 
Second 
Manipulated 
(Independent) 
Variable 
CPIUK (1) 
CPIUK (2) 
DGDP (I) 
DGDP (8) 
FPE x 10-3 
0.3598 
0.1321 
0.0842 
0.3070 
0.1377 
0.3512 
0.0914 
0.1536 
0.1833 
0.1400 
0.1847 
0.1388 
0.1061 
0.1488 
0.1363 
---------------------------------------------------------------------------
* Numbers in parentheses in columns 2, 3, and 4 are lags for minimum FPEs. 
These lags indicate the number of quarters used for each test variable. 
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TABLE 2 
Causality Implications of the FPE Procedure for CPIUK, DGDP, and PRUK 
CPIUK DGDP 
Process Implications Process Implications 
PRUK Process: PRUK Process: 
FPE (Step 1) 0.3598 0.3598 > 0.3070 FPE (Step 1) 0.3598 0.3598 > 0.3512 
FPE (Step 2) 0.3070 CPIUK => PRUK FPE (Step 2) 0.3512 DGDP => PRUK 
CPIUK Process: DGDP Process: 
FPE (Step 1) 0.1321 0.1321 < 0.1377 FPE (Step 1) 0.0842 0. 0842 > 0.0914 
FPE (Step 2) 0. 1377 PRUK f> CPIUK FPE (Step 2) 0.0914 PRUK f> DGDP 
measures of i nfl at i on to product i vi ty. Consequently, the resul ts are in 
support of those reported by Ram (1984) for the United States economy, even 
though the bivariate causality testing procedure is different. 
TRIVARIATE ANALYSIS 
Although the bivariate results reported in the preceding section 
clearly indicate the existence of a causal flow from inflation to labor 
productivity, they give no indication of which of the two components of the 
labor productivity is affected by inflation. In other words, does inflation 
1 ead to changes in 1 abor hours worked, or does it affect real output? 
Consequently, further insight into the effects of inflation on labor 
productivity can be acheived by determining the existence and the strength 
of causal flow from inflation to labor hours worked and real output. This 
can be accomplished by employing a trivariate analysis of the data. Ram 
(1984) outlines the trivariate analysis of the inflation and productivity 
data. 
Following Ram (1984), we implement Hsiao's (1981, and 1982) procedure 
by searching for the optimal lag specification in the real output equations 
(equations 12 and 14) and the labor hour equations (equations 13 and 15). 
The trivariate analysis outlined by Ram is essentially an extension of 
Hs i ao' s bi vari ate sequent i a 1 search procedure. For example, for the RGDP 
equation [equation (12)] with the H variable used to measure hours worked, 
RGDP is taken as the only variable of the system. The order of the one-
dimensional autoregressive process for RGDP is determined by using the FPE 
criterion. In this case the lag length is one. Therefore, the first 
explanatory variable is entered in the RGDP equation as RGDPt - 1· 
Assuming that the order of the lag operator on RGOP is one, the lag 
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order of H is then determined by using the minimum FPE criterion. The order 
of the 1 ags of His found to be one in th is case. The process is then 
continued to determine the lag length of the second manipulated 
(independent) variable, CPIUK. The optimum lag of CPIUK is again one. One 
quarter is the 1 ag whi ch gi ves the small est FPE for the ent ire RGDP 
equation. 
Following the FPE procedure, the real output and the hours equations 
are specified within the trivariate analysis framework as follows: 
(12 ) 
(13 ) 
RGDP t a
l + ai RGDP t_l + bi Ht-l + ci OGOP t_l + 
1 (14 ) Et . . . . . . . . . . 0 
2 8 
Ht a~ + aiHt-l + L 6· RGOP t . + L y·OGOP t . + E,t . . . . . . . . (15) j=1 J -J j=1 J -J 
where Et, Et, E,t, and E,i are stochastic disturbance terms with all assumed 
properties. Equations (12) and (14) are the real output equations whereas 
equat ions (13) and (15) are the 1 abor hour equat ions . All of the above 
equations are estimated in the first differences of their 10garithms. 14 
The test results are reported in the second section of Table 1. The 
last two rows of this table enable us to draw inferences about causal flow 
from inflation to hours-growth and real output-growth. Here the empirical 
results seem to differ depending on the choice of the inflation variable. 
In the case of the CPIUK, there appears to be clear evidence of a causal 
flow from inflation to hours since the inclusion of the lagged CPIUK 
vari ab 1 e to the 1 abor hour equat ion (13) reduces the 'FPE from 0.1847 to 
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0.1061. There also appears to be some evi dence of a causal flow from 
inflation to real output as the inclusion of the lagged CPIUK variable to 
the real output equation (12) also reduces the FPE. This reduction is from 
0.1400 to 0.1388. It is, therefore, apparent that inflation affects both 
components of labor productivity. 
An indication of the direction and the magnitude of the effect of 
inflation on the labor productivity and hours worked is given by the values 
and signs of the lagged inflation terms coefficients of equations (12) -
(15). These equations are reported in Table 3. It is clear that inflation 
has adverse effects on both real output and hours. It coul d further be 
postulated that inflation has a stronger initial adverse impact on real 
output [as indicated by the -0.226 coefficient of the CPIUK term in 
equat ion (12)], and a somewhat weaker negat i ve impact on hours [i nd i cated 
by the -0.0133 coefficient of the first lagged CPIUK term in equation 
(13)]. Furthermore, it seems that inflation has a strong negative effect on 
hours in the second quarter, as indicated by the -0.723 coefficient in 
equation (13). 
The estimates of equations (12) and (15) reveal another interesting 
result. The lagged response of the real output equation [equation (12)] to 
changes in inflation (as approximated by CPIUK) is distributed over the 
past one quarter as compared with an eight-period lagged response of hours 
to changes in inflation [equation (15)]. Therefore, on the basis of this 
study it is fair to conclude that in the long run inflation affects hours 
worked more than it does real output. 
One theoretical explanation of the negative long run effect of 
inflation on the man-hour growth can be found by considering the effects of 
inflation on the real wage rate and employment. 1S 'Unless correctly 
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TABLE :5 
AutoregressIve EstImates of EquatIons (12), (13), (14), and (15) 
EquatIon 12 
StatIstIcs 
R2 0.205 
S.E. of 0.011 
regressIon 
D.W. 1.993 
F 2.396 
Statl stl cs 
R2 0.186 
S.E. of 0.011 
regressIon 
D.W. 1.938 
F 2.138 
Coeff I ctents 
Lags (t-statlstlcs) 
RGOP (-1) -0.162 
(-0.920) 
H (-1) 0.222 
( 1.681) 
a>IUK (-1) -0.226 
(-1.448 ) 
EquatIon 14 
Coeff I ct ents 
Lags (t-statfstTcs) 
RGDP (-1) -0.134 
(-0.762) 
H (-1) 0.208 
(1.473) 
DGDP (-1) -0.183 
(-1.198) 
Statf stl cs 
S.E. of 
regressIon 
D.W. 
F 
EquatIon 13 
0.729 H 
0.009 RGDP 
1.956 
a>IUK 
13.442 
EquatIon 15 
StatIstIcs 
R2 0.845 H 
S.E. of 0.010 RGDP 
regressIon 
D.W. 1.609 
DGOP 
F 6.424 
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Coeftl cfents 
Lags (t-statfstfcs) 
(-1) 0.348 
(2.938) 
(-1) 
-0.069 
(-0.443) 
(-2) 0.213 
<1.343) 
(-1) 
-0.0133 
(-0.085) 
(-2) 
-0.723 
(-4.418) 
Coeff I clents 
Lags (t-statt st1 cs 
(-1) 0.585 
0.017 ) 
(-1) 
-0.061 
(-0.278) 
(-2) 0.907 
(2.883) 
(-1) 
-0.338 
(-0.804) 
(-2) -0.985 
(-2.864) 
(-3) 1.025 
<1.774) 
(-4) -0.241 
(-0.765) 
(-5) 0.594 
(2.059) 
(-6) 
-0.167 
(-0.454) 
(-7) 0.076 
(0.280) 
(-8) 
-0.178 
<-0.772) 
anticipated, inflation reduces the real wage rate. This in turn may lead to 
a reduct ion in the work effort and an increase in the consumption of 
leisure. The final result depends on the relative strength of the income 
and the substitution effects in case of a real wage rate reduction. 
On the whole, the empi ri cal resul ts of our study i nd i cate that the 
initial impact of inflation on output is large and quite rapid, whereas the 
initial impact on hours is relatively small. But at later stages inflation 
appears to have significant adverse effects on labor hours. These results, 
especially in the initial period, support Ram's (1984) findings for the 
United States economy. 
Using the OGOP as a measure of inflation leads to different 
conclusions. There appears to be no empirical evidence of causal flow from 
i nfl at i on to real GOP. The add it i on of 1 agged OGDP terms to the output 
equation (14) does not reduce the FPE. However, adding the lagged inflation 
terms to the hours equat ion (15) reduces the FPE from a .1847 to 0.1363. 
Consequently, in this case, the major impact of inflation on labor 
product i vi ty operates through a reduct ion inman -hours growth, and not 
through changes in real output. The magnitude of this effect can be 
observed in Table 3, equation (15). Examination of the lagged OGOP 
coefficients suggests that this effect is initially strong and negative. 
One plausible explanation of the different results obtained using the 
two measures of inflation can be found in the way these measures of 
inflation are derived. As explained earlier, the implicit GOP deflator and 
rea 1 output are constructed in the same way. Therefore, the OGDP in our 
case is directly related to real output. Consequently, using the OGOP 
measure may not be appropriate for the task at hand. 
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OVERALL CONCLUSIONS 
Our study investigates the causal relationship between inflation and 
productivity in the United Kingdom. The period under investigation ranges 
from the first quarter of 1977 to the fourth quarter of 1985. Our primary 
purpose is twofold. First we seek to provide further empirical evidence on 
the somewhat unsettled question of the causal flow in the inflation -
productivity relationship. Second, we investigate the effects of inflation 
on the two components of labor productivity, namely real output growth and 
man-hour growth. To achieve these purposes, we use the minimum FPE 
causality testing procedure. This method of causality testing is based upon 
a statistical criterion rather than an ad hoc selection of lag length. As 
such it has a greater appeal than other arbitrary lag selection causality 
testing methods. 
The minimum FPE causality testing technique used throughout this study 
overcomes some of the inherent difficulties associated with causality tests 
which rely on the arbitrary lag selection technique. Using the FPE 
procedure, a unidirectional causal flow was established from inflation (as 
approximated by both inflation variables) to labor productivity. 
Furthermore, the impact of inflation on labor productivity was found to be 
both strong and rapid. These findings are contrary to the standard view of 
the inflation - productivity relationship; however, the bivariate results 
of our study for the United Kingdom support Ram's (1984) findings for the 
United States economy. 
The results of the trivariate analysis in our study convey very 
important information regarding the effects of inflation on real output 
growth and man-hours growth. Using the CPIUK measure of inflation, we find 
that inflation adversely affects both real output gro'wth and man-hours 
13 
growth. Furthermore, results indicate that inflation has a stronger initial 
adverse impact on output growth and a weaker negative impact on the man-
hour growth. It also appears that inflation has a strong negative impact on 
the man-hours growth in later quarters. This empirical finding is contrary 
to most results reported to date. As such it implies the possibility that 
inflation has a negative impact not only on output growth but also on man-
hours growth. From an economic policy point of view, this study's findings 
indicate that there may be a greater benefit associated with reducing 
inflation than is commonly presumed. 
14 
NOTES 
1. For a further discussion of this view, see Houthakker (1977), 
Kendrick (1973), and Klein (1980). 
2. For a further outline of this view, see Jarrett and Selody 
(1982, pp. 361 - 62). 
3. See, Carlton (1982). 
4. Feldstein (1982) explains the relationship between inflation, 
tax structure, and investment. 
5. From an individual's point of view, inflation causes a loss 
of utility due to the reduced amount of cash balances. See, 
Mak i nen (1977, pp. 319 - 20). The soc i ety as a whole may 
experience social disruption due " to inflation [see, Okun 
(1975)]. 
6. This procedure is described in detail in the following part of 
this paper. 
7. Biswas and Saunders (1986) demonstrate that causality test 
resul ts may be di rectly dependent upon the arbi trary 
selection of the lag structure. Similar conclusions are 
reached by Thornton and Batten (1985). 
8. The Granger - type arbi trary 1 ag select i on causal i ty tests 
were in fact carried out for the productivity and inflation 
variables. Several problems were encountered using this test 
procedure. First, as previoustly explained, the test results 
tended to depend to a 1 arge extent upon the arbi trary 1 ag 
se 1 ect ion. Furthermore, the overall re 1 i abi 1 i ty of these 
results was seriously impeded by a substantial loss of the 
degrees of freedom. 
9. Hsiao (1981, pp. 92-93) outlines this procedure. 
10. The quarterly data are not available prior to 1977 for some 
of the test variables. 
11. The manufacturing sector is assumed to be representative of the 
man-hours worked in the U.K. economy. A similar type of 
assumption was made by Jarrett and Selody (1982) in their 
study of the Canadian data. 
12. The data for the RGDP and CPIUK were obtained from the 
various issues of International Financial Statistics. The data 
for total man - hou rs worked were obta i ned directly from the 
Department of Employment, Runcorn, Cheshire, England. 
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13. For a further discussion of this point, see Ram (1983, p. 473). 
14. Space constra i nts do not permi t the inc 1 us i on of mathemat i cal 
specifications of equations (1) - (11). However, estimation 
results of these equations are reported in detail in the bivariate 
section of this paper. 
15. For a detailed discussion of the effects of unanticipated money 
growth on unemployment, see Barro (1977). 
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