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a b s t r a c t
LetD be an acyclic digraph. The competition graph ofD is a graphwhich has the same vertex
set as D and has an edge between u and v if and only if there exists a vertex x in D such that
(u, x) and (v, x) are arcs of D. For any graph G, G together with sufficiently many isolated
vertices is the competition graph of some acyclic digraph. The competition number k(G) of
G is the smallest number of such isolated vertices.
A hole of a graph is an induced cycle of length at least four. Kim (2005) [8] conjectured
that the competition number of a graph with h holes is at most h + 1. Recently, Li and
Chang (2009) [11] showed that the conjecture is true when the holes are independent. In
this paper, we show that the conjecture is true though the holes are not independent but
mutually edge-disjoint.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
SupposeD is an acyclic digraph (for all undefined graph-theoretical terms, see [1,15]). The competition graph ofD, denoted
by C(D), is a simple undirected graph which has the same vertex set as D and has an edge between vertices u and v if and
only if there is a vertex x in D such that (u, x) and (v, x) are arcs of D. Roberts [14] observed that if G is any graph, G together
with sufficiently many isolated vertices is the competition graph of an acyclic digraph. As such, he defined the competition
number k(G) of a graph G to be the smallest number k such that G together with k isolated vertices is the competition graph
of an acyclic digraph.
The notion of the competition graph was introduced by Cohen [3] as a means of determining the smallest dimension of
ecological phase spaces. Since then, some variations have been defined and studied by many authors (see [7] for a survey
and [4–6,10,16] for some recent results). Besides the application to ecology, the concept of the competition graph can be
applied to a variety of fields, as summarized in [13].
Roberts [14] observed that the characterization of competition graphs is equivalent to computing competition numbers.
It does not seem to be easy in general to compute k(G) for all graphs G. Opsut [12] showed that the computation of the
competition number of a graph is an NP-hard problem (see [7,9] for graphs whose competition numbers are known). One
important problem in the study of competition graphs is the characterization of a graph by its competition number. From
this point of view, we study the relationship between the competition number and the number of holes of a graph. A cycle
of length at least four as an induced subgraph is called a hole of the graph and a graphwithout holes is called a chordal graph.
The competition number of a graph with a few holes has been studied.
Theorem 1.1 ([14]). Let G be a chordal graph. Then the competition number of G is at most 1.
Theorem 1.2 ([2]). Let G be a graph with exactly one hole. Then the competition number of G is at most 2.
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Fig. 1. A graph Gwith h holes and k(G) = h+ 1.
In fact, Kim [8] conjectured that the competition number of a graph with h holes is at most h + 1. Li and Chang [11]
showed that this conjecture is true for graphs in which all the holes are independent. In a graph G, a hole C is independent if
the following two conditions hold for any other hole C ′ of G.
(1) C and C ′ have at most two common vertices.
(2) If C and C ′ have two common vertices, then they have one common edge and C is of length at least 5.
Theorem 1.3 ([11]). Suppose that G is a graph with exactly h holes, all of which are independent. Then k(G) ≤ h+ 1.
In this paper, we show that the conjecture is true for the graphs whose holes are not independent but mutually edge-
disjoint. We call a graph G a hole-edge-disjoint graph if all the holes of G are mutually edge-disjoint. We shall show the
following two theorems:
Theorem 1.4. Let G be a hole-edge-disjoint graph. Then exactly one of the following holds:
(a) All the holes of G are independent,
(b) G has an induced subgraph isomorphic to the complete tripartite graph K2,2,2.
Theorem 1.5. If G is a hole-edge-disjoint graph with exactly h holes, then k(G) ≤ h+ 1.
It is easy to see that K2,2,2 has holes that are not independent. Thus, in some sense, Theorem 1.5 extends Theorem 1.3.
The upper bound is sharp. Kim [8] observed that the graph given in Fig. 1 with h holes has competition number h + 1. In
fact, from Theorems 1.3 and 1.5, we can conclude with the following result.
Theorem 1.6. Let G be a graph with exactly h holes which satisfy the following conditions:
(1) Any two distinct holes C and C ′ have at most two common vertices.
(2) If two distinct holes C and C ′ have a common edge, then both C and C ′ have length at least 5.
Then k(G) ≤ h+ 1.
2. Proofs of Theorems 1.4 and 1.5
For a graph G and a hole C of G, let
XC := {v ∈ V (G) | uv ∈ E(G) for all u ∈ V (C)}.
Given awalkW of a graphG, we denote byW−1 thewalk represented by reversing the vertex sequence ofW .We also denote
the length ofW by |W |. For a graph G and a hole C of G, we call a walk (resp. path)W a C-avoiding walk (resp. C-avoiding
path) if one of the following hold:
• |W | ≥ 2 and none of the internal vertices ofW are in V (C) ∪ XC ,
• |W | = 1 and one of the two vertices ofW is not in V (C) ∪ XC .
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A set S of vertices of a graph G is called a clique of G if the subgraph of G induced by S is a complete graph. A set S of
vertices of a graph G is called a vertex cut of G if the number of connected components of G − S is greater than that of G. A
section of a walk W = v1v2 . . . vk is a walk that is a subsequence vivi+1 . . . vj of consecutive terms of W . We refer to this
subsequence as the (vi, vj)-section ofW .
Lemma 2.1. Let G be a graph and let C be a hole of G. Suppose that a vertex v not on C is adjacent to two non-adjacent vertices
x and y of C. Then exactly one of the following holds:
(a) v is adjacent to all the vertices of C,
(b) v is on a hole C ′ such that C ′ shares at least two edges with C and all the common edges of C and C ′ are contained in exactly
one of the (x, y)-sections of C.
Proof. Suppose that (a) does not hold. Then there exists a vertex z on C which is not adjacent to v. Let P be the (x, y)-section
of C which contains z. Let w (resp. u) be the first vertex right after z along P (resp. P−1) that is adjacent to v. Such a vertex
exists since v is adjacent to y (resp. x). Then uvw and the (u, w)-section of C containing z form a hole satisfying the property
of C ′ given in (b). 
Lemma 2.2. Let G be a hole-edge-disjoint graph and let C be a hole of G. If a vertex v not on C is adjacent to two non-adjacent
vertices of C, then v is adjacent to all the vertices of C.
Proof. Since G is a hole-edge-disjoint graph G, (b) of Lemma 2.1 cannot happen. Thus the lemma immediately follows. 
Lemma 2.3. Let G be a hole-edge-disjoint graph and let C be a hole of G. Then there is no C-avoiding path between two non-
adjacent vertices of C.
Proof. By contradiction. Suppose that there is a C-avoiding (vi, vj)-path P for some i, j ∈ {0, . . . ,m−1} satisfying |i− j| ≥ 2
where C = v0v1 · · · vm−1v0. Let P be the shortest among the C-avoiding (vi, vj)-paths. Then there is no edge joining two
nonconsecutive vertices on P . Let P1 and P2 be the two (vi, vj)-sections of C containing vi−1 and vi+1, respectively. Then P
and P1 form a cycle in G and so do P and P2. By the hypothesis, these cycles cannot be holes. Then, by the choice of P , an
internal vertex of P is adjacent to an internal vertex on P1. Let u be the first internal vertex on P that is adjacent to an internal
vertex on P1. Furthermore, let v be the first internal vertex on P1 that is adjacent to u. Then the (vi, u)-section of P , the edge
uv, and the (v, vi)-section of P−11 form a triangle or a hole. Since it shares an edge with C , it must form a triangle and so
u is the vertex immediately following vi on P and v = vi−1. By applying a similar argument for P2, we can show that u is
adjacent to vi+1. Therefore, by Lemma 2.2, u belongs to XC . However, since P is a C-avoiding path, u does not belong to XC
and we reach a contradiction. 
We first prove Theorem 1.4.
Proof of Theorem 1.4. It is enough to show that, if two distinct holes have two common vertices, then G has an induced
subgraph isomorphic to K2,2,2. Suppose that two distinct holes C and C ′ have two common vertices u and v. As G is a hole-
edge-disjoint graph, u and v are not adjacent. Let P and Q be two (u, v)-sections of C . Since C is a hole, P and Q are paths
without chords. Since P is a path between two non-adjacent vertices u and v on C ′, P cannot be a C ′-avoiding path joining
u and v by Lemma 2.3. Thus there exists a vertex x on P belonging to XC ′ . Then x is adjacent to both u and v. Since P does
not have a chord, it holds that P = uxv. By the same argument, we have Q = uyv for some y ∈ XC ′ . Thus C = uxvyu. By
applying the same argument for C ′, we can show that C ′ = uzvwu for some vertices z and w in XC . Then the subgraph of G
induced by {u, v, x, y, z, w} is isomorphic to K2,2,2. 
In order to prove Theorem 1.5, we use the following lemmas. We denote by Km2 a complete multipartite graph with m
parts each of which has size 2. For example, K2,2,2 is denoted by K 32 .
Lemma 2.4. Let G be a hole-edge-disjoint graph. Let m be the maximum integer such that G has an induced subgraph K
isomorphic to Km2 and let
XK := {v ∈ V (G) | uv ∈ E(G) for all u ∈ V (K)}.
Then the following hold:
(1) XK is a clique.
(2) For two non-adjacent vertices u and v in K , we have NG(u) ∩ NG(v) ⊂ V (K) ∪ XK .
Proof. (1) By contradiction. Suppose that there exist two non-adjacent vertices u and v in XK . Then V (K)∪ {u, v} induces a
subgraph isomorphic to Km+12 , which contradicts the choice ofm.
(2) Consider a vertexw ∈ (NG(u) ∩ NG(v)) \ V (K) and any vertex x in V (K) \ {u, v}. By the definition of K , x is adjacent
to both u and v. If w is not adjacent to x, then uwvxu and uyvxu are holes where y is a vertex of K that belongs to the same
partite set as x. This contradicts the hypothesis that G is a hole-edge-disjoint graph. Thusw is adjacent to x. Since x is chosen
arbitrarily from V (K), it holds thatw ∈ XK . 
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For a graphG and two vertices u, v ofG, letG+uv be the graph defined by V (G+uv) = V (G) and E(G+uv) = E(G)∪{uv}.
Lemma 2.5. Let G be a hole-edge-disjoint graph. Let m be the maximum integer such that G has an induced subgraph K
isomorphic to Km2 . Let u and v be two non-adjacent vertices of K . If m ≥ 3, then the graph G + uv is hole-edge-disjoint and
the number of holes of G+ uv is at most h− 2, where h is the number of holes of G.
Proof. Lemma 2.3 assures that G+ uv does not contain any new holes. In addition, ifm ≥ 3, then u and v are contained in
at least two distinct holes of length 4 in K . In the graph G+ uv, these holes become 4-cycles with the chord uv. Thus G+ uv
has at most h− 2 holes. 
Now we are ready to prove our main theorem:
Proof of Theorem 1.5. Weprove by induction on h. The case h = 1 corresponds to Theorem 1.2. Assume that the statement
holds for any hole-edge-disjoint graph with at most h − 1 holes for h ≥ 2. Let G be a graph with exactly h holes. By
Theorem 1.4, either all the holes of G are independent or G has an induced subgraph isomorphic to K 32 . If all the holes of
G are independent, then k(G) ≤ h+ 1 by Theorem 1.3. Thus we assume that G has an induced subgraph isomorphic to K 32 .
Let m be the maximum integer such that G contains an induced subgraph K isomorphic to Km2 . Then m ≥ 3. Consider two
vertices u and v of K which are not adjacent. Then the graph G′ := G+ uv is hole-edge-disjoint and has at most h− 2 holes
by Lemma 2.5. Therefore, by the induction hypothesis, there exists an acyclic digraph D′ such that C(D′) = G′ ∪ Ih−1, where
Ih−1 is the set of h− 1 isolated vertices.
In the following, we shall construct an acyclic digraph D such that C(D) = G ∪ Ih+1 by using D′. Let N+D′(u) ∩ N+D′(v) =
{w1, . . . , wp} for some integer p ≥ 1. For each i ∈ {1, . . . , p}, N−D′(wi) forms a clique in G′. Thus the edges of the subgraph of
G induced by N−D′(wi) are covered by exactly two cliques N
−
D′(wi) \ {u} and N−D′(wi) \ {v}. Furthermore, sincewi is a common
out-neighbor of u and v, we have
p⋃
i=1
N−D′(wi) ⊂ (NG(u) ∩ NG(v)) ∪ {u, v} ⊂ V (K) ∪ XK ,
where the last inclusion follows from Lemma 2.4 (2). Thus
NG(v) ∩
p⋃
i=1
N−D′(wi) ⊂ NG(v) ∩ (V (K) ∪ XK ).
Since XK is a clique by Lemma 2.4 (1), the vertices in NG(v)∩ (V (K)∪ XK ) are covered by exactly two cliques of G and so the
vertices in NG(v) ∩⋃pi=1 N−D′(wi) are covered by exactly two cliques of G. We denote those cliques by Z1 and Z2. We define
a digraph D as follows:
V (D) = V (D′) ∪ {z1, z2},
A(D) = A(D′) \ {(v,wi) | i ∈ {1, . . . , p}} ∪ {(x, z1) | x ∈ Z1} ∪ {(x, z2) | x ∈ Z2} ∪ {(v, z1), (v, z2)}.
The acyclicity of D is guaranteed by that of D′.
It is easy to see that E(C(D)) ⊆ E(G). To show that E(C(D)) ⊇ E(G), consider an edge e = xy ∈ E(G). If {x, y} 6⊂ N−D′(wi)
for any i ∈ {1, . . . , p}, then clearly e ∈ E(C(D)). Now suppose that {x, y} ⊂ N−D′(wi) for some i ∈ {1, . . . , p}. If x 6= v and
y 6= v, then {x, y} ⊂ N−D′(wi) \ {v} and so (x, wi) ∈ A(D) and (y, wi) ∈ A(D). Thus e ∈ E(C(D)). Suppose that x = v or
y = v. We may assume, without loss of generality, that x = v. Then y 6= u and so y ∈ Z1 ∪ Z2. That is, (y, z1) ∈ A(D) or
(y, z2) ∈ A(D). Since (v, z1) ∈ A(D) and (v, z2) ∈ A(D), it holds that e ∈ E(C(D)).
Thus C(D) = G ∪ Ih+1 and so k(G) ≤ h+ 1. 
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