I Introduction
Beta coefficients play a prominent role in finance theory and practice. As measures of systematic risk, they have a variety of applications in risk management, portfolio management, and investment evaluation. In risk management, for example, individual stocks are frequently mapped on an index via beta coefficients to facilitate value-at-risk calculations. Asset managers use beta to measure and control market risk over specified re-balancing and evaluation periods, and an investment project's cost-of-capital is often based on beta as a crucial parameter.
A common, essential feature of most applications is the need for ex-ante beta coefficients. Consequently, the need for predicting betas has received much attention in recent literature. Starting with the early literature in the 1970s, 1 strong evidence revealed a time variation of beta coefficients, which led to the development of different estimation approaches.
2 Specific approaches apply multivariate GARCH models, 3 model beta as a random coefficient within a state space model, 4 or use different economic conditioning variables. 5 A major drawback of these techniques is, however, that they require stability of the assumed structures over time.
This paper investigates an alternative approach: the use of option-implied information to obtain beta coefficients. Since option prices contain information on market participants' views of the underlying stocks' return distributions, such an approach is inherently forward-looking. Moreover, no assumptions about structural stability are necessary, as this approach relies only on current market prices. Therefore, option-implied betas are a promising alternative to traditional beta estimators.
French, Groth, and Kolari (1983) were the first to use option-implied information for beta estimation by combining implied volatilities 6 with historical correlations. Buss and Vilkov (2012) incorporate option-implied information into correlation modeling.
However, their estimators still require historical correlations. Fully-implied beta estimators (i.e., estimators that do not require any time series data) were suggested by Siegel (1995) and Husmann and Stephan (2007) . A drawback of these betas, however, is the need for cross-correlation derivatives between single stocks and the index, or the reliance on the validity of a very specific option pricing model.
Several fully-implied beta estimators have recently been developed in the literature.
Skintzi and Refenes (2005) introduce a market's average implied correlation based on the assumption of a constant correlation between all assets. This fully-implied correlation can be combined with implied variances of individual stocks and the market index to obtain implied betas. Chang, Christoffersen, Jacobs, and Vainberg (2012) derive a fully-implied beta by starting from a market model and assuming that an individual stock's implied skewness has no idiosyncratic component. 7 They
show that option-implied betas perform well compared to traditional historical betas.
Finally, Kempf, Korn, and Saßning (2011) develop a family of implied betas based on the implied variance, implied skewness and implied kurtosis, respectively. Betas are identified via cross-sectional restrictions on the systematic and idiosyncratic components of individual stocks' implied moments. Kempf, Korn, and Saßning (2011) use implied betas to construct minimum variance portfolios to show that these portfolios lead to a lower out-of-sample variance than historical and passive benchmark strategies.
Because option-implied betas are very promising, it is important to gain a better understanding of their properties and information content. In particular, a comparative analysis of the different approaches of the literature is needed to guide further theoretical developments and applications. The main contribution of this paper is an empirical study that provides such an analysis. Since the major attraction of and Granger (2003) and Poon and Granger (2005) for survey articles. The survey by Christoffersen, Jacobs, and Chang (2012) also reviews recent developments concerning higher-order implied moments and correlations. 7 Fouque and Kollman (2011) derive a similar estimator that can be seen as a simplified version of the option-implied beta by Chang, Christoffersen, Jacobs, and Vainberg (2012) . the implied approach is to extract the most recent information about ex-ante betas from current market prices, we concentrate on fully-implied betas and their information content and do not try to find the best combination of implied and historical estimators. Besides analyzing five different implied beta estimators that have been proposed in the literature, we derive and analyze a new implied beta estimator based on kurtosis. Instead of assuming that skewness has no idiosyncratic component, like Chang, Christoffersen, Jacobs, and Vainberg (2012) , this estimator is identified from the assumption of zero idiosyncratic excess kurtosis.
The main findings of the paper include: (i) Beta estimators based on implied variances provide more accurate predictions of realized betas than estimators based on implied skewness. (ii) The cross-sectional restriction that the market beta must equal one is important for the accuracy of implied betas. In this sense, implied information on all stocks in the cross section should be used to estimate an individual stock's beta. The paper is organized as follows: Section II introduces the different fully-implied beta estimators. Section III describes the data set and the design of the empirical study. Section IV presents the results, and Section V concludes.
II Implied Beta Estimators
All implied beta estimators studied in this paper are based on implied moments of the marginal return distributions of individual stocks and the market. The different estimators vary in terms of the used order of moments (variance, skewness, or kurtosis) and the way identification is achieved. We present the different approaches in Subsection II.A. A common prerequisite of all approaches is the estimation of the respective moments from option prices. To make a fair comparison between different betas, we use the same method for all estimators, as explained in Subsection II.B.
A Beta Identification
We consider six different implied betas in this study. They can be grouped into variance-based betas, skewness-based betas, and kurtosis-based betas. Furthermore, an identifying assumption regarding the connection between stock and market returns is required. An initial identifying assumption is a constant correlation between all stock returns, as suggested by Skintzi and Refenes (2005) and Driessen, Maenhout, and Vilkov (2009) , which leads to a variance-based beta. Another identifying assumption is a constant proportion of idiosyncratic variance (skewness, kurtosis) to total variance (skewness, kurtosis) for all stock returns. This idea, brought up by Kempf, Korn, and Saßning (2011) , leads to three estimators based on the second to fourth central moments. A third identifying assumption, suggested by Chang, Christoffersen, Jacobs, and Vainberg (2012) , is a zero proportion of idiosyncratic skewness; that is, the skewness of individual stocks is entirely driven by the market.
A similar assumption can be made with respect to excess kurtosis (i.e., the excess kurtosis of individual stocks is solely driven by the market). The following describes the six implied betas in detail.
(i) Variance-based betas:
The first group of betas analyzed can be identified from the variances of individual stock returns and the market return. Assume that the market consists of N assets and denote their returns in period t by R it , i = 1, . . . , N . The market return is R mt .
A first identification approach presumes that the return correlation is identical for 5 all stocks in the cross section.
8 Under this assumption, the correlation ρ t equals
where w it is the relative weight of stock i in the market portfolio. With constant correlations, the return covariance of the ith asset and the market becomes
with ρ t from Eq. (1).
A second way to identify beta assumes a market model with time-varying coefficients:
where it is independent of R mt . However, the idiosyncratic risks of different stocks are allowed to be correlated, which implies that the return correlations between stocks can be different. If one assumes that the proportion of idiosyncratic variance is identical for all stocks in the cross section, 9 the return variance of a stock equals
where s
V ar t
denotes the proportion of the variance that is systematic. Solving for β it yields β it = (s
Since the market beta equals one, the weights w it , i = 1, . . . , N , of the individual 8 See Skintzi and Refenes (2005) . 9 See Kempf, Korn, and Saßning (2011) . Note also that the proportion is allowed to change over time.
6 assets in the market portfolio can be used to identify s
Substitution of s V ar t from Eq. (6) into Eq. (5) leads to our second beta
(ii) Skewness-based betas:
The idea to distinguish between a systematic part and an unsystematic part of the variance within the framework of a market model can also be used for the skewness.
Under the assumption that the proportion of idiosyncratic skewness is identical for all stocks in the cross section, the skewness of a stock return equals
Skew t
is the proportion of systematic skewness. Solving for β it leads to
Again, the condition that the market beta equals one can be used to identify s into Eq. (9) leads to the third beta
Chang, Christoffersen, Jacobs, and Vainberg (2012) assume that an individual asset's return skewness results only from the skewness of the market; i.e., s Skew t = 1.
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Under this assumption, we obtain a fourth beta directly from Eq. (9):
(iii) Kurtosis-based betas:
Under the market model (3), the kurtosis of a stock return equals
We can again employ an assumption about the proportion of idiosyncratic kurtosis relative to total kurtosis. 10 If this proportion is identical for all stocks in the cross section, beta is identifiable in the same way as shown for the variance and the skewness. As a result, we obtain a fifth beta:
Alternatively, similar to the idea that skewness is completely determined by the market, one could assume that excess kurtosis is systematic only. The excess kurtosis of stock i equals
Because of the structure of the market model,
. Accordingly, the excess kurtosis of stock i becomes
10 See Kempf, Korn, and Saßning (2011) .
Since the excess kurtosis of it is zero by assumption, we obtain the following sixth beta: for three specific contracts whose payoffs equal the squared return, the cubed return, and the quadrupled return of the underlying for a given time horizon τ :
where S denotes the price of the underlying and c (τ, K) and p (τ, K) denote the respective prices of a European call and put with maturity τ and strike price K.
Based on these contracts, the implied central risk-neutral moments are given by
12 The idea of recovering underlying return distributions from option prices dates back to the seminal paper by Breeden and Litzenberger (1978) . See, for example, Britten-Jones and Neuberger (2000), Carr and Madan (2001) , Jiang and Tian (2005) , Vanden (2008) , and Shackleton, Taylor, and Yu (2010) for more recent studies on model-free implied moments.
13 See Bakshi, Kapadia, and Madan (2003) .
Here, r denotes the risk-free rate, and E Q [R ] is the expected log return under the risk-neutral measure, which can be calculated based on the mentioned contracts:
While this approach is very appealing, its major shortcoming is that it delivers moments under the risk-neutral measure. Most applications would need betas under the physical measure, which requires the corresponding physical moments. Therefore, all implied beta estimators potentially suffer from a lacking risk adjustment of implied moments, 15 making it important do determine how this issue affects the properties of the different beta estimators. Unfortunately, the theoretical literature on the relation between risk-neutral and physical moments is scarce. Rubinstein Therefore, we take a different route and provide some empirical evidence on how different implied beta estimators may be affected by the lacking risk adjustment of implied moments.
III Empirical Study: Data and Design
The information content of option-implied betas is likely to be highest for stocks with highly liquid options markets. Therefore, blue chips from a major stock market provide a natural benchmark for the potential of option-implied betas. In our empirical study, we concentrate on the largest US stocks, represented by the Dow Jones Industrial Average (DJIA). Besides options data for the single stocks, for some betas (β V arCorr , β SkewSyst , and β KurtSyst ), we also need the data of index options.
Our investigation period starts with the introduction of options on the DJIA at the
Chicago Board of Options Exchange (CBOE) in January 1998
18 and ends in January 2012. Results are presented for the 19 stocks which were permanent index members over the whole investigation period.
19
Regarding the time horizon for the estimation of option-implied betas, we consider a forward-looking period of three months as our base case. Three months is a typical horizon used in asset management for the reassessment of a strategy. As part of the robustness analysis, we also consider a shorter period (one month) and a longer period (twelve months) to gain information on the performance of the estimators for other horizons. We estimate option-implied betas on a monthly basis over the whole investigation period. Within each month, we choose the first trading day following an expiration day at the CBOE. This choice guarantees the existence of an option series close to the one-, three-and twelve-month time horizons. Option data are taken from IvyDB, and we directly use the implied volatilities IvyDB for a time horizon of 91 days (30 days and 365 days, respectively, for the robustness analysis). IvyDB calculates implied volatilities for standardized options at deltas of 0.20, 0.25, 0.30, . . . , 0.80 (for calls), based on closing quotes and using a kernel smoothing algorithm.
20
18 Actually, trading of DJIA index options at the CBOE started in October 1997. We skip the first three months to allow the price discovery process of this new market to settle. Table 2 lists the 19 stocks in our study and provides some descriptive statistics of stock and option trading activity. 25 The maximum, minimum and average trading volumes over the 169months of our investigation period are given.
[Insert Table 2 about here]
Chakravarty, Gulen, and Mayhew (2004) show that the information share of the options market for price discovery depends on the ratio of traded option volume to traded stock volume. Because the information content of option-implied betas 21 Note that this procedure does not assume the Black-Scholes model to hold. It is merely used to smoothly interpolate between market prices of options.
22 IvyDB provides a zero curve of continuously-compounded zero-coupon interest rates based on BBA LIBOR rates for maturities up to 12 months and CME Eurodollar futures for longer maturities.
23 As the option price functions are well-shaped, the accuracy of this numerical integration is quite good. See also Chang, Christoffersen, Jacobs, and Vainberg (2012) for an accuracy analysis of the procedure.
24 For a fair comparison of the performance of different betas it would not be adequate to simply treat these cases as missing values. Applying a beta of one is a readily available alternative if the β KurtSyst estimator fails to deliver an estimate. 25 The data source for the trading volumes is also IvyDB.
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should depend on the information content of the options, the same measure could be a driver of the quality of option-implied beta estimators. As the last three columns of Table 2 show, there is a substantial variation in relative market share. In particular, a comparison between minima and maxima indicates that the variation over time can
be very large. We analyze the impact of this variation on beta quality in Subsection IV.D.
One property of implied betas that we analyze is their predictive power for future realized betas. Realized betas are calculated from daily data, using the DJIA as the market index, for the forward-looking period of three months (one month and twelve months for robustness). As benchmarks, we also consider two historical beta estimators. A first historical beta estimator is based on monthly returns over a five-year time horizon (60 monthly returns). A second historical beta estimator is obtained from short-window regressions, as seen in Lewellen and Nagel (2006), using daily returns over a period equal to the forward-looking period of three months (one month and twelve months in the robustness analysis). As pointed out by Lewellen and Nagel (2006), this short-term estimator can be interpreted as a conditional beta, without explicitly using any state variables. Historical betas are calculated monthly with rolling estimation windows, parallel to each calculation of the implied betas.
Historical prices for the calculation of historical benchmark betas and realized betas are taken from Datastream. Furthermore, we use a constant beta equal to one as a simple benchmark that does not require any information from current or past market prices.
IV Empirical Study: Results

A Distributional Properties of Implied Betas
To get a first impression of the properties of different beta estimators, we report some summary statistics. 27 An upward bias results if the market skewness (excess kurtosis), the individual stock's total skewness (excess kurtosis), and its idiosyncratic skewness (excess kurtosis) all have the same sign, which is the most likely case. below 0.27 for five out of six implied estimators (the exception being SkewSyst with a value of 0.34). So the variation of implied beta estimators is substantially lower than the variation of historical estimators (and thus realized betas, which have the same distributional properties). To determine if this is a desirable property depends on whether the variation captures information or just reflects estimation errors. We will explore this issue further by assessing the predictive performance of the different estimators.
B Prediction of ex-post Realized Betas
An essential property of beta estimators is to provide precise predictions of future betas. Hope for improvement in this respect has certainly been a motivation for the development of the forward-looking implied estimators. Table 4 presents some measures of prediction errors. Prediction errors are defined as the difference between the beta estimate and the ex-post realized beta. The table considers the mean error (ME) as a measure of prediction bias, the standard deviation of errors (STDE) as a measure of variability, and the root mean squared error (RMSE) and the mean absolute error (MAE) as general performance measures. In addition, we include the percentage improvement in mean absolute errors over a prediction that always uses a constant beta equal to one. It serves as a measure of the informational value of a beta estimator, because a beta of one would be the natural choice of an investor with no information about market prices and firm characteristics.
[Insert Table 4 The comparison between the KurtProp estimator and the KurtSyst estimator shows that it is not the use of implied kurtosis per se that leads to a good or bad performance, but rather the additional cross-sectional information employed by the KurtProp estimator. Out of the group of the four betas using cross-sectional information, the skewness-based estimator, SkewProp, performs worst.
The two historical benchmarks behave quite differently. The short-term historical estimator (Hist-3M) delivers very similar mean absolute prediction errors as the leading group of implied estimators, but the performance of the long-term estimator (Hist-60M) is rather bad. This finding suggests that both the first group of implied estimators and the short-term historical estimator pick up recent information that is relevant for predicting betas over the next three months. However, a comparison between the RMSE and the MAE also points to a difference between the short-term historical estimator and the implied estimators. In terms of MAE, the short-term historical estimator is closer to the first group of implied estimators than in terms of RMSE. This finding suggests that the short-term historical estimator leads to more prediction errors with large absolute values, which have a stronger impact on the RMSE than on the MAE.
Another interesting issue is the correspondence between prediction errors and the stability of beta estimates over time. We see from Tables 3 and 4 that the worst performing strategies have either a very low or a very high mean absolute variation (MAV). This finding is consistent with the long-term historical estimator adapting too slowly to information, and the implied estimators SkewSyst and KurtSyst capturing too much noise. Moreover, the implied estimators with the lowest prediction errors are much more stable (lower MAV) than the short-term historical benchmark.
This result suggests that market participants in the options market do not consider all recent co-movements between a stock and the market as viable information about future betas.
In summary, we can draw two main conclusions from the results of Table 3 : (i) It is important to use implied information from all stocks in the cross section to estimate individual implied betas; and (ii) Skewness-based estimators lead to relatively high prediction errors compared to variance-based and also kurtosis-based alternatives, which is in line with complementary evidence in the literature.
28
The mean prediction errors of the VarProp, SkewProp and KurtProp estimators are close to zero by construction, if we aggregate over the universe of all stocks in the market. Nevertheless, significant mean prediction errors for individual stocks are possible. Table 5 provides some information on this issue. It reports mean prediction errors (ME), mean absolute prediction errors (MAE), and average implied betas for individual stocks. Indeed, we observe that all three implied estimators lead to significant mean prediction errors for certain stocks. Moreover, the mean prediction errors are clearly related to the size of the stocks' implied betas. As the last row of Table 5 shows, the correlations between mean prediction errors and betas are strongly negative for all three estimators, meaning that implied beta estimates for low-beta stocks tend to be too high, compared to realized betas, and implied estimates for high-beta stocks tend to be too low. Stated differently, implied betas 28 Kempf, Korn, and Saßning (2011) find that minimum variance portfolio strategies with skewness-based implied betas perform relatively poorly compared to strategies using varianceand kurtosis-based betas. Buss and Vilkov (2012) show that their beta estimator, which incorporates the same implied correlations as the β V arCorr estimator, leads to lower errors than the skewness-based beta β SkewSyst by Chang, Christoffersen, Jacobs, and Vainberg (2012).
tend to be more centered around one than ex post realized betas.
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One explanation for this effect could be the assumed cross-section restrictions that are necessary to identify implied betas. Another explanation could be significant "beta risk premia" due to deviations between risk-neutral and risk-adjusted moments. If we interpret the difference between the ex-post realized beta and the ex-ante implied beta as a beta risk premium, our results accordingly show negative premia for low-beta stocks and positive premia for high beta stocks.
[Insert Table 5 about here]
C Implied Betas and ex-ante Historical Betas
In this subsection, we take a closer look at the information content of implied betas.
It could well be that historical price movements are the main source of information used by market participants to form expectations about future betas. In such a scenario, implied betas should have an information content very similar to historical betas. In contrast, if market participants consider historical price movements as out-dated information and then primarily use other sources, implied estimators should carry quite different information. Such a scenario does not mean, however, that implied estimators necessarily perform better than historical ones, because the alternative information set might not be superior.
To investigate exactly how much information on historical betas impacts implied betas, we regress the implied estimators on the Hist-3M estimators for all 19 stocks.
The VarProp estimator serves as a representative for the implied estimators, since it belongs to the group of best-performing betas and all members of this group behave very similarly. The regression model reads
The results presented in Table 6 show that there is a positive relation between implied betas and historical betas. The slope coefficients for all 19 stocks are positive, and we obtain an average R 2 of about 36%. Moreover, the coefficients are significantly different from zero (1% level) in 18 cases. Therefore, we have strong evidence that information about historical price movements does enter into implied betas.
However, the relation between implied betas and historical betas is far from being one to one, as documented by an average slope coefficient of about 0.29. Moreover, the R 2 s are much lower than one, leaving room for significant differences in information content.
[ Insert Table 6 about here ]
A conceptual advantage of option-implied betas is that they could in principle be based on a much broader information set than historical betas, because market participants in the options market are free to use any information they consider relevant. Our next question is therefore if this potentially larger information set completely encompasses the information contained in historical betas. To investigate this issue, we proxy the additional information contained in the Hist-3M estimator by the residuals of a regression of the Hist-3M estimator on the VarProp estimator. This incremental information content is then used as an additional regressor in the following regressions:
with Res it being the residuals of the regression
If Hist-3M estimators have some incremental information over VarProp estimators, it should show up in a significant slope coefficient of the additional regressor and a substantial improvement of R 2 . Table 7 reports the corresponding results.
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[ Insert Table 7 about here ]
There is some evidence for an additional information content of historical betas, but it is rather weak. Only two of the relevant slope coefficients are significant at the 1% level and seven at the 5% level, all with the expected positive sign. The gain in adjusted R 2 when compared to a regression that uses VarProp beta estimators as sole regressors, as shown in the last column of Table 7 , lies on average by about 4.4%. The variation between different stocks is quite large. For four stocks we even observe a decrease in the adjusted R 2 . Hence it would be very difficult in practice to decide if the historical beta provides useful additional information for a particular stock.
Given the weak additional information content of historical betas, using implied beta estimators without relying on historical estimators seems to be sufficient. However, an argument for using information based on both types of estimators could be a low correlation of the respective estimation errors. In such a case, a combined estimator could have a reduced estimation error even if little additional information was used. Table 8 reports linear correlation coefficients between estimation errors of the eight different implied and historical estimators.
[ Insert Table 8 
+0.5β
Hist−3M it
. It yields a considerably reduced mean absolute error of 0.206 (compared to 0.232 of "pure"
estimators, see Table 4 ), which demonstrates this effect.
D Role of Options Market Activity
As implied beta estimators rely on the information content of option prices, we would expect better results in periods when option prices carry more information.
Chakravarty, Gulen, and Mayhew (2004) find that the information share of options in stock price discovery tends to be higher when options trading volume is higher and stock trading volume is lower, which motivates the use of relative trading volume as a proxy of information content. We use this variable to divide our investigation period in sub-periods of relatively high and low options trading activity. A month is assigned to the sub-sample of high options activity if the average (over 19 stocks) ratio of options trading volume to stock trading volume is higher than the median value of the 169 months in our investigation period. Table 9 presents the mean absolute prediction errors of the six implied estimators and the benchmarks for both sub-samples.
[ Insert Table 9 about here ]
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The results are clearly consistent with the hypothesis that implied betas perform better in periods with higher information content of option prices. All six implied estimators have a much lower mean prediction error in the sub-sample of high options trading activity. 30 As the last two columns of the table indicate, differences between the two sub-samples are not only economically significant, but also statistically significant at a 1% level. The results for the historical estimators show no significant differences between the sub-samples at a 1% level. This finding is further evidence that the documented differences for the implied strategies result from a differential information content of options and are not merely a coincidence of the sample selection.
E Alternative Time Horizons
Because applications that require ex-ante betas differ in terms of the relevant time horizon, it is important to investigate the robustness of our results with respect to changing horizons. Hence we repeat our analysis for time horizons of one month and twelve months. The results for the mean prediction errors (ME) and the mean absolute predictions errors (MAE) are presented in Table 10 .
[ Insert Table 10 about here ]
We can see that MAEs are generally higher for shorter time horizons than for longer ones, irrespective of the estimator employed. The main reason should be that realized short-horizon betas simply vary more strongly than long-horizon betas. The major findings about different implied estimators obtained for the base case remain stable for the one-month horizon and the twelve-month horizon. The leading group of best performing estimators (VarProp, VarCorr, KurtProp) exhibit very similar 30 If we use a different sorting and build a first sub-sample that contains all stocks with above median average (over 169 months) options trading activity ratios and a second sub-sample with all other stocks, we obtain similar results. The group of stocks with higher average options trading activity shows lower absolute prediction errors for the implied estimators than the group with lower activity. However, the differences are smaller than for the other sorting. This finding is not surprising because the variation of options trading activity is much stronger over time than between different stocks. prediction errors. The SkewProp estimator always performs worse than the estimators of the first group, and the SkewSyst and KurtSyst estimators generally lead to very bad results. We can therefore conclude that the use of implied skewness as the basis for a beta estimator is not advisable, and the use of cross-sectional information to standardize estimators brings important advantages.
The analysis of different time horizons reveals another interesting point. The shortterm historical beta estimator leads to clearly higher prediction errors than the first group of implied estimators for the one-month horizon, and similar errors for the three-month and twelve-month horizons. This finding suggests that the shorter the forward-looking period, the more important the use of most recent information, which is reflected in implied estimators. If the horizon gets longer and shocks level out over time, however, most recent information might lose relative importance compared to the "usual" co-movement between the stock and the index observed over the previous year.
An additional explanation for the comparatively good results of the implied estimators for shorter time horizons is that statistical estimation errors affect historical and implied estimators differently. Whereas the Hist-1M estimator is subject to a larger statistical estimation error than the Hist-3M estimator due to the smaller number of observations, the implied estimators are not. On the contrary, the higher liquidity of short-term options should reduce errors for shorter time horizons.
V Conclusions
We have analyzed the properties of different implied beta estimators based on higher moments extracted from options data. Implied beta estimators can be categorized by the order of the moment they use and by their identifying assumption. For a good performance, even moments (variance or kurtosis) should be used, and the identifying assumption should cover market-wide data of single stocks instead of only using data of the one stock under estimation together with the market index.
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This requirement holds for the identifying assumptions of homogenous correlations and of a homogenous proportion of systematic risk across all single stocks. The three estimators that fulfill both criteria are very similar, as their prediction errors are correlated with coefficients above 0.99.
Compared to the benchmarks of historical beta estimators, the predictive performance of this leading group of implied beta estimators is clearly superior if the time horizon is short (one month), or options market activity is high. This property makes them an attractive alternative to traditional short-window regressions with historical data, which are used in asset pricing studies to obtain conditional betas.
As we concentrated on fully-implied approaches in this paper, a field of future research emerges from the identification of optimal combinations of historical and implied strategies; for example, the hybrid estimator suggested by Buss and Vilkov (2012) . Our correlation analysis, having found moderate correlations between prediction errors of implied and historical betas, provides arguments for convex combinations of both types of betas. Moreover, we find some indication for beta risk premia in our study. A better understanding of such premia and the development of appropriate risk adjustments for option-implied betas are further challenges that need to be addressed in the future. The table reports minimum, maximum, and average daily trading volume in stocks and options for the 19 stocks included in the study. Averages were taken over all days between January 1998 through January 2012 when betas were calculated. The figures refer to thousands of traded contracts. The last three columns show the ratios of traded options to traded stocks in percent. The table reports the mean prediction error (ME), the standard deviation of the prediction error (STDE), the root mean squared prediction error (RMSE), the mean absolute prediction error (MAE), and the percentage reduction in MAE over a constant beta of one of six implied beta estimators and historical benchmark estimators. Prediction errors are defined as the difference between the beta estimate and the ex post realized beta. All results are calculated from the 19 stocks that have been permanently included in the DJIA Index over the investigation period from January 1998 to January 2012 (3211 observations for each estimator). The table reports the mean prediction error (ME), the mean absolute prediction error (MAE) and the average beta (Beta) of three implied beta estimators (VarProp, SkewProp, KurtProp).
Prediction errors are defined as the difference between the beta estimate and the ex post realized beta. Results are calculated separately for each of the 19 stocks that have been permanently included in the DJIA Index over the investigation period from January 1998 to January 2012. 
+ it for the 19 stocks that have been permanently in the DJIA Index over the investigation period January 1998 to January 2012. The values in parentheses are the p-values of significance tests for the null hypotheses that the intercept equals zero and the slope coefficient equals one. The p-values are based on the heteroscedasticity and autocorrelation consistent estimator by Newey and West (1987) with two lags, which accounts for the autocorrelation caused by the overlapping intervals. In addition, the table reports the summary statistics mean and standard deviation for the regression coefficients and the adjusted R 2 . + u it for an estimation horizon of 3 months. The values for the intercept, both coefficients, and the adjusted R 2 s are reported. The final column reports the increase in adjusted R 2 with respect to a univariate regression without the incremental historical information. The values in parentheses are the p-values for the significance tests for the null hypotheses that the intercept a and the slope coefficient b 2 for the historical incremental information equals zero, respectively, and the slope coefficient b 1 for the implied beta equals one. The p-values are based on the heteroscedasticity and autocorrelation consistent estimator by Newey and West (1987) with two lags, which accounts for the autocorrelation caused by the overlapping intervals. In addition, the table reports the summary statistics mean and standard deviation for the regression coefficients across the 19 stocks. The table reports linear correlations between the prediction errors of six implied beta estimators and two historical benchmark estimators over the period January 1998 and January 2012. The table reports the mean prediction error (ME) and the mean absolute prediction error (MAE) of six implied beta estimators and historical benchmark estimators for different estimation horizons (one month 1M, three months 3M, and twelve months 12M). As with the base case of three months, all results are calculated from the 19 stocks that have been permanently includes in the DJIA Index over the investigation period from January 1998 to January 2012. The results for 3M are thus identical with Table 4 . The benchmark estimator Hist-xM is consistent with the estimation period, that is, for 1M, one month of daily historical data is applied, for 3M three months, and for 12M twelve months.
