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Résumé
Cette thèse s’inscrit dans le cadre de la correspondance de Langlands locale p-adique,
imaginée par Breuil [6] (au moins dans le cas potentiellement semi-stable) et établie par Col-
mez [12] pour GL2(Qp), à la suite des travaux de Colmez [13], Berger-Breuil [4], Kisin [32].
Cette correspondance encode la correspondance de Langlands locale classique pour GL2(Qp).
De plus, grâce au travail [38] de Paskunas, elle permet de décrire (provisoirement pour p ≥ 5)
les représentations de Banach unitaires, admissibles, de longueur finie et à caractère central
de GL2(Qp), en termes de représentations p-adiques de Gal(Qp/Qp).
Soit p un nombre premier, L une extension finie de Qp et soit V une L-représentation
irréductible 1 de Gal(Qp/Qp), de dimension 2. En utilisant la théorie des (ϕ,Γ)-modules de
Fontaine [26], on associe [12] à V une GL2(Qp)-représentation de Banach Π(V ), unitaire, ad-
missible, topologiquement irréductible. On donne une nouvelle preuve, nettement plus simple,
d’un théorème de Colmez, qui permet de décrire les vecteurs localement analytiques Π(V )an
de Π(V ) en fonction de V (plutôt du (ϕ,Γ)-module surconvergent attaché à V ). La description
est très indirecte, ce qui rend l’étude de Π(V )an un peu délicate : par exemple, on ne sait pas
si Π(V )an est toujours de longueur finie.
Le résultat principal de cette thèse est une description simple de l’action infinitésimale de
GL2(Qp) sur Π(V )an. En particulier, on montre que Π(V )an admet un caractère infinitésimal,
que l’on peut calculer en fonction des poids de Hodge-Tate de V , ce qui répond à une question
de Harris. En utilisant ces résultats, on montre aussi l’absence d’un analogue p-adique d’un
théorème classique de Tunnell et Saito, répondant à une autre question de Harris (l’analogue
pour les représentations modulaires a été établi par Morra [37]).
Nous étendons et précisons certains résultats de Colmez concernant le modèle de Kirillov
des vecteurs U -finis de Π(V ) (ici U est l’unipotent supérieur de GL2(Qp)). En combinant cette
étude avec la description de l’action infinitésimale de GL2(Qp), on obtient une démonstration
simple d’un des résultats principaux de [12], caractérisant les représentations V telles que Π(V )
possède des vecteurs localement algébriques non nuls. Ce résultat permet de faire le pont avec
la correspondance classique et est un des ingrédients clés de la preuve d’Emerton [22] de la
conjecture de Fontaine-Mazur en dimension 2 (et dans la plupart des cas). On étend nos
méthodes pour démontrer l’analogue de ce résultat pour les déformations infinitésimales de V .
Cela répond à une question de Paskunas et a des applications à la conjecture de Breuil-Mézard.
Nous appliquons ces techniques différentielles à l’étude du module de Jacquet de Π(V )an.
On montre par exemple que ce module est non nul si et seulement si V est trianguline. Cela a
des applications directes [14, 19, 35, 36] à des conjectures de Berger, Breuil [4] et Emerton [21],
qui décrivent de manière précise l’espace Π(V )an quand V est trianguline.
Enfin, dans un travail en collaboration avec Benjamin Schraen, nous démontrons le lemme
de Schur pour les représentations de Banach et localement analytiques topologiquement irré-
ductibles d’un groupe de Lie p-adique. Ce résultat basique n’était connu que pour des groupes
de Lie commutatifs et pour GL2(Qp) (sous certaines hypothèses techniques). La preuve repose
sur des résultats récents d’Ardakov et Wadsley [1].
1. Pour les applications arithmétiques, il est important de considérer aussi des déformations artiniennes de
V , de déterminant fixé, et c’est dans ce cadre plus général que l’on se place dans cette thèse.
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Abstract
The subject of this thesis is the p-adic Langlands correspondence, imagined by Breuil [6] (at
least in the potentially semi-stable case) and established by Colmez [12] for GL2(Qp), building
on work by Colmez [13], Berger-Breuil [4], Kisin [32]. This correspondence gives a new insight
in the classical local Langlands correspondence for GL2(Qp). Moreover, deep work of Paskunas
[38] shows that the p-adic Langlands correspondence also gives a description (temporarily for
p ≥ 5) of the unitary, admissible, finite length Banach space representations of GL2(Qp) with
a central character, in terms of p-adic Galois representations.
Let p be a prime number and let L be a finite extension ofQp. Let V be an irreducible 2, two-
dimensional L-representation of Gal(Qp/Qp). Using Fontaine’s [26] theory of (ϕ,Γ)-modules,
one associates to V a GL2(Qp)-Banach space representation Π(V ) (defined over L), which
is unitary, admissible and topologically irreducible. We give a new proof, much easier, of a
theorem of Colmez, which describes the locally analytic vectors Π(V )an of Π(V ) in terms of V
(more precisely, in terms of the overconvergent (ϕ,Γ)-module attached to V ). This description
is however very indirect, making the study of Π(V )an rather delicate : for instance, it is not
known if Π(V )an is (topologically) of finite length.
The main result of this thesis is a simple description of the infinitesimal action of GL2(Qp)
on Π(V )an. In particular, we show that Π(V )an has an infinitesimal character, which can be
computed in terms of the Hodge-Tate weights of V , answering therefore a question of Harris.
Using these results, we show that there is no p-adic analogue of a classical theorem of Saito
and Tunnell, answering another question of Harris (the analogue for mod p representations
was proved by Morra [37]).
We extend results of Colmez concerning the Kirillov model of the U -finite vectors of Π(V )
(here U is the upper unipotent of GL2(Qp)). Combining this study with the description of the
infinitesimal action, we obtain a simple proof of one of the main results of [12], characterizing
the representations V such that Π(V ) has nonzero locally algebraic vectors. This result is the
first step in making the connection with the classical Langlands correspondence, and it is also
a key ingredient in Emerton’s proof [22] of the Fontaine-Mazur conjecture in dimension two
(and in most cases). We extend our methods to prove the analogous result for infinitesimal
deformations of V . This answers a question of Paskunas and has applications to the Breuil-
Mézard conjecture.
We also apply differential methods to study the Jacquet module of Π(V )an. We prove for
instance that this module is nonzero if and only if V is trianguline. This has direct applications
[14, 19, 35, 36] to conjectures of Berger, Breuil [4] and Emerton [21], describing the space
Π(V )an when V is trianguline.
Finally, in joint work with Benjamin Schraen we prove Schur’s lemma for topologically
irreducible Banach and locally analytic representations of p-adic Lie groups. This basic result
was previously known only for commutative Lie groups and for GL2(Qp) (under technical
hypotheses). The proof crucially uses recent results of Ardakov and Wadsley [1].
2. For the arithmetic applications, it is crucial to allow more flexibility, by including for instance deformations
of V with appropriate determinant ; this is the approach taken in the body of the thesis.
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Chapitre 1
Introduction et présentation des
résultats obtenus
On fixe dans toute la suite un nombre premier p et une extension finie L de Qp, ainsi
qu’une clôture algébrique Qp de Qp, contenant L.
La correspondance de Langlands locale p-adique pour GL2(Qp) associe à toute représen-
tation continue ρ : Gal(Qp/Qp) → GL2(L) une représentation de Banach Π(ρ), définie sur
L et munie d’une action continue, unitaire 1 de GL2(Qp). Ses propriétés les plus importantes
peuvent être résumées en :
• Π(ρ) détermine ρ à isomorphisme près.
• ρ → Π(ρ) est compatible avec les twists, la réduction modulo p, et se comporte bien en
familles p-adiques (ce qui est fondamental pour les applications arithmétiques).
• ρ → Π(ρ) est compatible avec la correspondance de Langlands locale classique pour
GL2(Qp), via le foncteur de passage aux vecteurs localement algébriques Π→ Πalg.
• La correspondance de Langlands locale p-adique est compatible avec la cohomologie étale
complétée (objet introduit par Emerton).
La construction de cette correspondance est indirecte, passant par la théorie des (ϕ,Γ)-
modules de Fontaine. Il s’agit d’espaces vectoriels D sur un corps un peu compliqué E , et
qui sont munis d’actions semi-linéaires d’un Frobénius ϕ et de Γ = Z∗p (ces actions doivent
commuter et satisfaire certaines conditions techniques). Il n’est souvent pas facile de lire les
propriétés de Π(ρ) sur ρ.
Le but d’une bonne partie de cette thèse est de faciliter le transfert de ces propriétés (de
ρ vers Π(ρ)), en étudiant l’action de l’algèbre de Lie de GL2(Qp) sur les vecteurs localement
analytiques Π(ρ)an de Π(ρ). Même si cela perd pas mal d’information, il se trouve que c’est
suffisant pour un certain nombre de résultats, dont les preuves originales étaient difficiles.
Mais cette approche a aussi des défauts : elle ne permet pas de montrer la compatibilité avec
la correspondance de Langlands locale classique. D’ailleurs, la seule démonstration connue
pour l’instant (et due à Emerton) utilise la compatibilité avec la cohomologie complétée, et
donc est de nature globale.
Même si notre approche n’est pas assez fine pour décrire Π(ρ)alg, elle permet de préciser
exactement quand Π(ρ)alg 6= 0. La condition est que ρ est "géométrique" (il s’agit d’une notion
1. Cela signifie que Π(ρ) admet une norme invariante sous l’action de GL2(Qp) et qui définit la topologie
de Π(ρ).
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délicate de théorie de Hodge p-adique, due à Fontaine). Ce critère avait été démontré par
Colmez [12] par voie très détournée et joue un rôle très important dans une généralisation
des travaux de Wiles. Combiné à la compatibilité avec la cohomologie, il a permis à Emerton
de démontrer un théorème de modularité très puissant, connu sous le nom de "conjecture de
Fontaine-Mazur en dimension 2".
Dans la suite de cette introduction, nous allons présenter les résultats obtenus dans cette
thèse.
Soit χ : Gal(Qp/Qp)→ Z∗p le caractère cyclotomique ; alors χ induit un isomorphisme de
Γ = Gal(Qp(µp∞)/Qp) sur Z∗p, et on note a 7→ σa l’isomorphisme réciproque de Z∗p sur Γ (on
a donc σa(ζ) = ζa pour tout ζ ∈ µp∞).
1.1 Le lemme de Schur p-adique
Les résultats de cette partie ont été obtenus en collaboration avec Benjamin Schraen [20].
Soit G un groupe de Lie p-adique de dimension finie. Dans [42, 44, 45], Schneider et Teitelbaum
ont défini de bonnes catégories de représentations de G sur des L-espaces vectoriels localement
convexes et ont étudié certaines de leurs propriétés fonctorielles. Un des résultats basiques
de la théorie qui n’était pas établi était le lemme de Schur pour les objets irréductibles de
ces catégories. En utilisant la correspondance de Langlands locale p-adique, Paskunas [38] a
démontré ce résultat pour G = GL2(Qp) et p ≥ 5 (il y a d’autres hypothèses techniques,
comme la présence d’un caractère central ou l’unitarité).
Notre but est de démontrer le lemme de Schur en toute généralité. Commençons par définir
une des catégories de représentations introduite par Schneider et Teitelbaum. Il s’agit de la
catégorie BanadmL (G) des L-représentations de Banach admissibles de G. Par définition, un
objet de cette catégorie est un L-espace de Banach Π muni d’une action continue de G, tel
qu’il existe n ≥ 1, un sous-groupe ouvert compact H de G et une immersion fermée H-
équivariante de Π dans C (H,L)n. Ici C (H,L) est l’espace des fonctions continues sur H à
valeurs dans L.
L’analogue localement analytique LAadmL (G) de BanadmL (G) est nettement plus technique et
nous renvoyons le lecteur au chapitre 2 pour les détails. Précisons seulement qu’il ne s’agit pas
simplement de remplacer C (H,L) par l’espace des fonctions localement analytiques sur H, et
que les constructions utilisent la théorie p-adique des algèbres de Fréchet-Stein et des modules
coadmissibles sur ces algèbres [45]. L’exemple fondamental d’une telle algèbre est l’algèbre des
distributions sur un groupe de Lie p-adique compact et l’application des constructions de [45]
à cette algèbre permet de construire LAadmL (G). Notre résultat principal s’énonce alors :
Théorème 1.1.1. Soit G un groupe de Lie p-adique de dimension finie et soit Π un objet
topologiquement irréductible de la catégorie BanadmL (G) (resp. LAadmL (G)). Alors
a) L’algèbre EndL[G](Π) des endomorphismes continus G-équivariants de Π est une algèbre
à division de dimension finie sur L.
b) Π est absolument irréductible (i.e. Π⊗L L′ est irréductible pour toute extension finie L′
de L) si et seulement si EndL[G](Π) = L.
c) Il existe une extension finie Galoisienne L′/L et un nombre fini d’objets absolument
irréductibles Π1,Π2, ...,Πs de BanadmL′ (G) (resp. LAadmL′ (G)) tels que Π⊗LL′ ' Π1⊕Π2⊕...⊕Πs.
La preuve de ce résultat est assez détournée. L’ingrédient le plus délicat est une version p-
adique du lemme de Quillen [40], due à Ardakov et Wadsley [1]. Combiné à l’étude des algèbres
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des distributions des groupes p-adiques faite dans [45], cela nous permet de montrer que les
éléments de EndL[G](Π) sont algébriques sur L. Pour démontrer la finitude de EndL[G](Π) sur
L, nous montrons le résultat suivant, qui généralise le fait que les extensions algébriques et
complètes de Qp sont finies sur Qp.
Théorème 1.1.2. Soit A une L-algèbre de Fréchet, dont tout élément est algébrique sur Qp.
Si A est une algèbre à division, alors dimL(A) <∞.
1.2 (ϕ,Γ)-modules et représentations p-adiques
Soit L une extension finie de Qp et soient R l’anneau de Robba 2, E † le sous-anneau
de R des éléments bornés (c’est un corps) et E le complété de E † pour la valuation p-adique.
On munit ces anneaux d’actions continues de Γ et d’un Frobenius ϕ, commutant entre elles,
en posant ϕ(T ) = (1 + T )p − 1 et σa(T ) = (1 + T )a − 1 si a ∈ Z∗p.
Soit V une L-représentation de Gal(Qp/Qp), i.e. un L-espace vectoriel de dimension finie,
muni d’une action L-linéaire continue de Gal(Qp/Qp). La théorie de Fontaine [26], complétée
par des travaux de Cherbonnier-Colmez [7], Berger [2] et Kedlaya [31], associe à V des modules
D = D(V ), D†, Drig, libres de rang dimL(V ) sur E , E † et R, munis d’une action semi-linéaire
de Γ et d’un Frobenius ϕ semi-linéaire, commutant à Γ (le module D† n’a pas d’intérêt propre,
mais il permet de passer de D à Drig et vice-versa).
On dispose sur ∆ ∈ {D,D†, Drig} d’un inverse à gauche ψ de ϕ qui commute à Γ et qui
joue un rôle crucial dans toute la théorie. La définition utilise le fait que tout z ∈ ∆ s’écrit de
manière unique sous la forme z = ∑p−1i=0 (1 + T )i · ϕ(zi), avec zi ∈ ∆, ce qui permet de poser
ψ(z) = z0.
Soient δ : Q∗p → O∗L un caractère unitaire, V et D comme ci-dessus et soit G = GL2(Qp).
Dans [12] on associe à la paire (D, δ) un faisceau G-équivariant U → D δ U sur la droite
projective P1(Qp) (qui, elle, est munie de l’action usuelle de G, définie par
(
a b
c d
)
z = az+bcz+d).
La restriction de ce faisceau à Zp, munie de l’action du monoïde P+ =
(
Zp−{0} Zp
0 1
)
satisfait
aux propriétés suivantes (qui la caractérisent) :
• Pour tous n ≥ 0 et a ∈ Zp, on a
D δ (a+ pnZp) = (1 + T )a · ϕn(D) ⊂ D
et l’application de restriction Resa+pnZp : D = D δ Zp → D δ (a+ pnZp) est
Resa+pnZp = ( 1 a0 1 ) ◦ ϕn ◦ ψn ◦
( 1 −a
0 1
)
,
( 1 a0 1 ) agissant par multiplication par (1 + T )a sur D.
• L’action de P+ est donnée sur D δ Zp par(
pka b
0 1
)
z = (1 + T )b · ϕk(σa(z))
pour z ∈ D et k ≥ 0, a ∈ Z∗p, b ∈ Zp.
Les formules donnant l’action de G tout entier sont nettement plus compliquées que celles
ci-dessus, mais sont en fait inutiles pour la plupart des applications. Un point important est
que le centre de G agit à travers le caractère δ.
2. Il s’agit de l’anneau des séries de Laurent
∑
n∈Z anT
n à coefficients dans L, qui convergent sur une
couronne du type 0 < vp(T ) ≤ r, où r dépend de la série.
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Soit w = ( 0 11 0 ) ∈ G et soit wδ la restriction de w à D δ Z∗p (qui, lui, s’identifie à Dψ=0).
C’est une involution continue de Dδ Z∗p. Comme P1(Qp) est obtenu par recollement à partir
de Zp et w ·Zp le long de Z∗p, on peut décrire l’espace des sections globales du faisceau attaché
à (D, δ) par
D δ P1 = {(z1, z2) ∈ D ×D| ResZ∗p(z2) = wδ(ResZ∗p(z1))}.
Si U est un ouvert compact de P1(Qp), on dispose d’une application de prolongement par
0 de Dδ U dans Dδ P1, ce qui permet en particulier de voir D comme un sous-module de
D δ P1.
1.3 Paires G-compatibles et la catégorie RepL(G)
Le (ϕ,Γ)-module D admet, par définition, un 3 OE -réseau D0, stable par ϕ et Γ. On
montre [11, prop. II.6.3] qu’il existe un plus petit sous-OL[[T ]]-module compact D\0 de D0 qui
est stable par ψ et qui engendre D0. Le module D\ = L ⊗OL D\0 ne dépend pas du choix de
D0 et permet de définir un sous-espace de D δ P1 par
D\ δ P1 =
{
z ∈ D δ P1 | ResZp
((
pn 0
0 1
)
z
)
∈ D\, ∀n ≥ 0
}
.
Par construction, D\ δ P1 est stable sous l’action du Borel supérieur B de G et fermé
dans D δ P1. En utilisant les théorèmes d’Amice et Mahler (convenablement interprétés en
termes d’anneaux de Fontaine, cf. [12]), il est facile de démontrer que D\ δ P1 est stable par
G tout entier si D est de dimension 1 et si δ est quelconque. C’est loin d’être le cas en général.
Définition 1.3.1. On dit que la paire (D, δ) est G-compatible si D\ δ P1 est stable par G.
Dans ce cas, on pose
Π(D, δ) = (D δ P1)/(D\ δ P1).
Un point essentiel dans la théorie est la dualité. Soit Dˇ l’objet attaché à V ∗(1) (rappelons
que D est attaché à une L-représentation V de Gal(Qp/Qp)). Le résultat suivant est un des
points clés du chapitre II de [12]. On en donne une preuve différente.
Théorème 1.3.2. Si (D, δ) est une paire G-compatible, alors (Dˇ, δ−1) l’est aussi. De plus, on
a un isomorphisme canonique de G-modules topologiques Π(D, δ)∗ ' Dˇ\ δ−1 P1, et donc une
suite exacte de G-modules topologiques
0→ Π(Dˇ, δ−1)∗ → D δ P1 → Π(D, δ)→ 0.
Soit RepL(G) la catégorie des L-espaces de Banach Π munis d’une action continue de G
et ayant les propriétés suivantes :
• Π admet un caractère central.
• Il existe un OL-réseau Θ de Π, ouvert, borné, stable sous l’action de G, et 4 tel que
Θ/piLΘ soit une kL-représentation de longueur finie de G.
Alors RepL(G) est une sous-catégorie pleine de la catégorie des représentations de Banach
unitaires et admissibles, au sens de Schneider et Teitelbaum.
3. OE est l’anneau des entiers de E pour la norme de Gauss.
4. piL est une uniformisante de L et kL est le corps résiduel de L.
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Proposition 1.3.3. Si (D, δ) est une paire G-compatible, alors Π(D, δ) est un objet de
RepL(G).
Définition 1.3.4. a) On dit qu’un objet Π de RepL(G) est ordinaire si Π est un sous-quotient
d’une induite parabolique d’un caractère unitaire.
b) Une représentation Π ∈ RepL(G) est dite supersingulière si elle est absolument (topo-
logiquement) irréductible et non ordinaire.
Par un théorème fondamental de Colmez [12] et Kisin [32], si V est absolument irréduc-
tible de dimension 2, alors 5 (D,χ−1 detV ) est une paire G-compatible et la représentation
Π(D,χ−1 detV ) est supersingulière. De plus, les travaux de Paskunas [38] montrent qu’au
moins pour p ≥ 5 toute représentation supersingulière de RepL(G) est attachée à une unique
(à isomorphisme près) représentation V comme ci-dessus.
Définition 1.3.5. Soit Irr2(Gal(Qp/Qp)) l’ensemble des L-représentations absolument irré-
ductibles, de dimension 2 de Gal(Qp/Qp). Si V ∈ Irr2(Gal(Qp/Qp)) on note δV = χ−1 · detV
et on appelle (D(V ), δV ) la paire G-compatible associée à V . On note Π(V ) = Π(D(V ), δV ).
On dispose [12, chap. IV] d’un foncteur contravariant exact Π → D(Π) de la catégorie
RepL(G) dans la catégorie des (ϕ,Γ)-modules étales sur E (qui, elle, est équivalente à la
catégorie des L-représentations de Gal(Qp/Qp) par un théorème de Fontaine [26]). Un point
important 6 est que la paire (D(Π), δ−1) est G-compatible pour tout Π ∈ RepL(G) de caractère
central δ. Pour l’appliquer à l’étude de RepL(G), nous démontrons le résultat suivant, qui
montre que D(Π) contient presque toute l’information contenue dans Π. Notons que tous les
résultats que nous prouvons n’ont pas de restriction sur p, car nous n’utilisons pas les résultats
les plus profonds de la correspondance de Langlands locale p-adique (voir la discussion qui
précède la définition 1.3.5), qui ont parfois des restrictions sur p.
Théorème 1.3.6. Soit Π ∈ RepL(G), de caractère central δ. Il existe des L[G]-modules de
dimension finie K1 et K2 tels que l’on ait une suite exacte de G-modules topologiques
0→ K1 → Π(Dˇ(Π), δ)→ Π/ΠSL2(Qp) → K2 → 0.
Les espaces K1 et K2 sont en général nuls ; c’est par exemple le cas (au moins si p ≥ 5) si
les composantes de Jordan-Hölder de Π sont supersingulières. Une conséquence du théorème
1.3.6 et des résultats de [11] est alors le
Corollaire 1.3.7. Tout objet de RepL(G) est un B-module topologiquement de longueur finie.
Notons que si p ≥ 5 et si Π est une G-représentation de Banach unitaire, admissible et
topologiquement de longueur finie, alors Π ∈ RepL(G) (le point à démontrer est que la réduc-
tion modulo p d’un réseau de Π est de longueur finie). Il s’agit d’un des résultats principaux
du travail monumental [38] de Paskunas.
Une application des théorèmes 1.3.2 et 1.3.6 est le résultat suivant, qui n’est malheureu-
sement pas optimal (dans [38], Paskunas a démontré que sous les hypothèses du corollaire et
si p ≥ 5, alors D(Π) est de dimension 2). Par contre, il est vrai pour tout p et il permet déjà
d’établir un certain nombre de résultats nontriviaux concernant RepL(G).
Corollaire 1.3.8. Si Π ∈ RepL(G) est supersingulière, alors D(Π) est absolument irréductible,
de dimension ≥ 2 et on a des isomorphismes de G-modules topologiques
Π ' Π(Dˇ(Π), δ), Π∗ ' D(Π)\ δ−1 P1 .
5. On note χ le caractère cyclotomique et on voit les caractères galoisiens comme des caractères de Q∗p par
la théorie locale du corps de classes.
6. Il s’agit d’un des résultats centraux du chapitre IV de [12].
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1.4 Vecteurs localement analytiques
Le théorème suivant étend le résultat principal de [12, chap. V] à toutes les paires G-
compatibles. Si (D, δ) est une telle paire, on note
D† δ P1 = (D δ P1) ∩ (D† ×D†),
que l’on munit de la topologie induite par l’inclusion dans D†×D† (et non par l’inclusion dans
D δ P1).
Théorème 1.4.1. Soit (D, δ) une paire G-compatible. Alors D† δ P1 est stable par G et
l’inclusion de D† δ P1 dans D δ P1 induit un isomorphisme de G-modules topologiques
(D† δ P1)/(D\ δ P1) ' Π(D, δ)an.
La preuve de ce résultat est fort technique et suit, pour une bonne partie, les arguments
de loc.cit. Il y a quand même des différences notables entre notre approche et celle de loc.cit :
nous démontrons directement que les vecteurs localement analytiques se relèvent à D† δ P1
et nous faisons l’étude de Π(D, δ)an à travers les coefficients de Mahler des applications orbite
des vecteurs localement analytiques. Cela nous permet d’éviter les arguments de théorie de
Hodge p-adique et dualité de [12]. Signalons un sous-produit de notre preuve, qui ne découle
pas de l’approche de loc.cit, et qui ne semble pas être facile à démontrer directement :
Proposition 1.4.2. Soit Π ∈ RepL(G) supersingulière et soit v ∈ Π. Si les applications
x→ ( 1 x0 1 ) v et x→ ( 1 0x 1 ) v sont localement analytiques (de Qp dans Π), alors v ∈ Πan.
Soit (D, δ) une paire G-compatible. Il découle de la preuve du théorème 1.4.1 que l’invo-
lution wδ de Dψ=0 = D δ Z∗p préserve (D†)ψ=0 et agit continûment sur cet espace, ce qui
permet d’étendre par continuité wδ à Dψ=0rig (dans lequel (D†)ψ=0 est dense). Cela permet de
définir un faisceau G-équivariant sur P1(Qp), en représentations localement analytiques, dont
les sections globales sont données par
Drig δ P1 = {(z1, z2) ∈ Drig ×Drig| ResZ∗p(z2) = wδ(ResZ∗p(z1))}.
Nous obtenons le théorème suivant comme conséquence du théorème 1.4.1. Notons que
notre approche est tout à fait orthogonale à celle de [12], qui prend le chemin inverse.
Théorème 1.4.3. Soit (D, δ) une paire G-compatible. Alors on a une suite exacte canonique
de G-modules topologiques
0→ (Π(Dˇ, δ−1)an)∗ → Drig δ P1 → Π(D, δ)an → 0.
1.5 Actions infinitésimales
Si (D, δ) est une paire G-compatible, on déduit des théorèmes 1.4.1 et 1.4.3 queDrigδP1
est un module sous l’action de l’algèbre enveloppante 7 U(gl2) de Lie(G), et cette action stabilise
DrigδU pour tout ouvert compact U de P1(Qp) ; en particulier, cette action stabilise le sous-
module Drig = Drig δ Zp.
Soit alors
h =
( 1 0
0 −1
)
, u+ = ( 0 10 0 ) , u− = ( 0 01 0 )
7. C’est même un module sur l’algèbre des distributions sur un sous-groupe ouvert compact de G.
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la base usuelle de sl2, de sorte que I2 =
( 1 0
0 1
)
, u+, u−, h forment une base de gl2. L’élément
de Casimir
C = u+u− + u−u+ + 12h
2 ∈ U(sl2),
qui engendre le centre de l’algèbre U(sl2), joue un rôle essentiel dans la suite. C’est en effet
cet élément qui nous permet de relier l’action infinitésimale de G sur Drig δ P1 à l’action
infinitésimale de Γ sur Drig. Rappelons que, d’après Berger [2], cette action de Γ est donnée
par la connexion
∇(z) = lim
a→1
σa(z)− z
a− 1 .
Si V est la représentation attachée à D, Sen [41] a défini un sous-espace DSen de Cp⊗Qp V
stable par Γ et sur lequel l’action de Γ s’étend en une action linéaire de ∇. Les valeurs propres
de l’endomorphisme ΘSen de DSen ainsi défini sont les poids de Hodge-Tate généralisés de V .
Par exemple, si δ : Q∗p → O∗L est un caractère unitaire, le poids de Hodge-Tate généralisé du
caractère galoisien attaché à δ par la théorie locale du corps de classes est w(δ) = δ′(1). Enfin,
si V est de Hodge-Tate, alors les poids de Hodge-Tate généralisés sont les poids usuels (avec la
convention que le poids de Qp(1) est 1). Un des nos résultats principaux est alors le suivant.
Théorème 1.5.1. Soit (D, δ) une paire G-compatible.
i) L’élément de Casimir C est un endomorphisme du (ϕ,Γ)-module Drig.
ii) Si End(D) = L, et si α ∈ L est le scalaire par lequel C agit sur Drig, alors
(2ΘSen,D − (1 + w(δ)) · id)2 = (2α+ 1) · id.
Le premier point est une conséquence formelle du fait que C engendre le centre de U(sl2). La
deuxième partie utilise la théorie de Hodge p-adique, en particulier les techniques différentielles
de Berger et Fontaine [2, 27].
Soit t = log(1 + T ) ∈ R le 2ipi p-adique de Fontaine. L’énoncé suivant admet une version
pour toute paire G-compatible, mais pour simplifier on ne donne qu’un cas particulier, plus
parlant. Il répond à une question de Harris [21, remark 3.3.8].
Corollaire 1.5.2. Soit V ∈ Irr2(Gal(Qp/Qp)), à poids de Hodge-Tate a, b, et soit (D(V ), δV )
la paire G-compatible associée à V . Alors l’action de gl2 sur D(V )rig est donnée par I2(z) =
(a+ b− 1)z,
u−(z) = −(∇− a)(∇− b)(z)
t
, h(z) = 2∇(z)− (a+ b− 1)z, u+(z) = tz.
De plus, l’élément de Casimir C agit par multiplication par (a−b)
2−1
2 sur D(V )rigδP1 et donc
sur Π(V )an.
Si a, b ∈ L, l’espace des représentations V dont les poids de Hodge-Tate généralisés sont a, b
est une variété de dimension 3. Les représentations de Banach attachées à ces représentations
galoisiennes ont le même caractère infinitésimal d’après le corollaire 1.5.2, mais elles sont deux
à deux non isomorphes (la correspondance de Langlands locale p-adique étant injective). On
voit ainsi qu’il y a une infinité de représentations de Banach de G, absolument irréductibles,
unitaires, admissibles, ayant le même caractère infinitésimal. Cela ne se produit pas dans la
théorie classique des représentations unitaires des groupes réels (semi-simples, mais oublions
cela pour un moment), d’après des résultats classiques de Harish-Chandra.
Si p ≥ 5, la première partie du résultat suivant (obtenu en combinant le théorème 1.5.1 et
le corollaire 1.3.8) est une conséquence immédiate des travaux de Paskunas [38].
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Corollaire 1.5.3. Si Π ∈ RepL(G) est supersingulière, alors D(Π) a au plus 2 poids de Hodge-
Tate généralisés distincts. Plus précisément, si α ∈ L est le scalaire par lequel agit l’élément
de Casimir sur Πan, alors on a une égalité
(2ΘSen,Dˇ(Π) − (1 + w(δ)) · id)2 = (2α+ 1) · id.
Le résultat suivant répond à une question de Harris. C’est la version localement analytique
d’un résultat de Morra [37], qui démontre l’analogue de ce résultat pour les représentations
modulo p de G.
Théorème 1.5.4. Soit E une extension quadratique de Qp, et regardons E∗ comme un sous-
groupe de G. Si Π ∈ RepL(G) est absolument irréductible et non ordinaire, alors pour tout
caractère δ : E∗ → L∗ on a HomE∗(Πan, δ) = 0.
1.6 Vecteurs localement algébriques et représentations de de
Rham
Les résultats de cette partie représentent le coeur de cette thèse et la motivation pour
les autres résultats obtenus. Le premier est une nouvelle preuve d’un des résultats principaux
de [12] (loc.cit, thm. VI.6.13 et VI.6.18).
Théorème 1.6.1. Soit V ∈ Irr2(Gal(Qp/Qp)) et soit Π(V ) la représentation de G attachée à
V par la correspondance de Langlands locale p-adique. Alors Π(V ) a des vecteurs localement
algébriques non nuls si et seulement si V est de de Rham, à poids de Hodge-Tate distincts.
Le théorème 1.6.1 joue un rôle crucial dans la preuve de la conjecture de Fontaine-Mazur en
dimension 2 (sous certaines hypothèses faibles) par Emerton [22]. Il joue aussi un rôle important
dans la preuve par Kisin [33] de la même conjecture (mais Kisin a besoin d’informations plus
fines concernant les vecteurs localement algébriques).
Notre démonstration du théorème 1.6.1 est nettement plus directe que celle de [12], qui
repose sur deux généralisations des lois de réciprocité explicites de Kato [30] et Perrin-
Riou [39], [9]. L’ingrédient principal de la preuve est l’analyse de l’action infinitésimale de
l’unipotent inférieur sur un sous-espace Π(V )P−algc , dont la construction est directement ins-
pirée par la théorie classique du modèle de Kirillov.
La preuve du résultat suivant suit le même chemin, mais est techniquement plus com-
pliquée. C’est d’ailleurs ce résultat qui a motivé l’extension aux paires G-compatibles des
principaux résultats de [12].
Théorème 1.6.2. Soit D un (ϕ,Γ)-module étale, E ∈ Ext1(D,D) et δ un caractère unitaire
tel que les paires (D, δ) et (E, δ) soient G-compatibles 8. Supposons que Π(D, δ)alg 6= 0. Alors
Π(E, δ)alg est dense dans Π(E, δ) si et seulement si E est de de Rham, auquel cas on a une
suite exacte de G-modules
0→ Π(D, δ)alg → Π(E, δ)alg → Π(D, δ)alg → 0.
En fait, l’hypothèse Π(E)alg 6= Π(D)alg est suffisante pour montrer que E est de de Rham.
Nous avons préféré l’énoncé plus faible ci-dessus, car c’est celui qui se généralise bien. En effet,
dans une première étape on déduit des théorèmes 1.3.6, 1.6.2, des résultats de Paskunas [38]
et du corollaire 1.3.8, le résultat suivant qui répond à une question de Paskunas. L’hypothèse
p ≥ 5 est due au fait que les résultats de [38] sont connus pour l’instant seulement dans ce cas.
8. Il suffit que (E, δ) le soit, car alors (D, δ) l’est automatiquement.
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Corollaire 1.6.3. Soit p ≥ 5 et soit 0 → Π → B → Π → 0 une suite exacte dans RepL(G),
avec Π supersingulière. Supposons que Πalg 6= 0. Alors Balg est dense dans B si et seulement
si V (B) est de de Rham, auquel cas on a une suite exacte de G-modules
0→ Πalg → Balg → Πalg → 0.
Ensuite, en utilisant les résultats de [38], le corollaire ci-dessus entraîne le résultat général
suivant :
Corollaire 1.6.4. Soit p ≥ 5 et Π ∈ RepL(G). Si Πalg est dense dans Π, alors l’image de Π
par le foncteur de Montréal est une représentation de de Rham.
1.7 Représentations triangulines et modules de Jacquet ana-
lytiques
Soit U =
(
1 Qp
0 1
)
. Si pi est une L-représentation localement analytique de G, on note
J(pi) son module de Jacquet naïf, quotient de pi par l’adhérence du sous-espace engendré par
les vecteurs (u − 1) · v, où u ∈ U et v ∈ pi. Le dual 9 de J(pi) est J∗(pi) = (pi∗)U et c’est
naturellement une représentation localement analytique du tore diagonal de G.
La preuve du résultat suivant un bon nombre de résultats énoncés ci-dessus.
Théorème 1.7.1. Pour tout Π ∈ RepL(G), le L-espace vectoriel J∗(Πan) est de dimension
finie.
Pour préciser ce résultat, on va se placer dans une situation plus simple et nous aurons
besoin de quelques préliminaires. Supposons dans la suite que V ∈ Irr2(Gal(Qp/Qp)) et que
(D, δ) = (D(V ), δV ) est la paire G-compatible qui lui est attachée. Rappelons que dans [10]
est défini un espace Sirr de représentations irréductibles de dimension 2 de Gal(Qp/Qp),
appellées triangulines. Un point de Sirr est un triplet s = (δ1, δ2,L ), où δ1, δ2 : Q∗p → L∗
sont des caractères continus et L ∈ P1(L) si δ1 = xkχδ2 (k ∈ N), ou L ∈ P0(L) = {∞}
si δ1 /∈ {xkχδ2, k ∈ N}. Si s ∈ Sirr, on note w(s) = w(δ1) − w(δ2), V (s) la représentation
associée et Drig(s) son (ϕ,Γ)-module sur l’anneau de Robba. Par construction, on a une suite
exacte
0→ R(δ1)→ Drig(s)→ R(δ2)→ 0,
dont la classe d’isomorphisme est déterminée par L .
Le résultat suivant est l’analogue p-adique d’un résultat classique de la théorie des représen-
tations lisses, et confirme le principe selon lequel les représentations triangulines correspondent
aux G-représentations de la série principale unitaire [13].
Théorème 1.7.2. Soit V ∈ Irr2(Gal(Qp/Qp)). Alors J∗(Πan(V )) est un L-espace vectoriel de
dimension au plus 2 et il est non nul si et seulement si V est trianguline.
Ce théorème est aussi démontré dans [14, th. 0.1], en utilisant l’action de ϕ sur Drig. Notre
approche est orthogonale (elle utilise l’action infinitésimale de Γ au lieu de celle de ϕ) : le
corollaire 1.5.2 montre que le noyau de u+ sur (Πan(V ))∗ s’identifie à l’espace des solutions de
l’équation différentielle (∇ − a)(∇ − b)z = 0, où z ∈ Drig et a et b sont les poids de Hodge-
Tate généralisés de V . Cela ramène l’étude de J∗(Πan(V )) à la résolution de cette équation
différentielle, ce qui se fait de manière plus ou moins directe.
9. Tous les duaux que l’on considère sont topologiques.
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Pour énoncer le résultat que l’on obtient, rappelons que l’espace Sirr admet une partition
Sirr = S ng∗ qS cris∗ qS st∗ , où
• S cris∗ = {s ∈ Sirr|w(s) ∈ N∗, w(s) > vp(δ1(p)) et L =∞}.
• S st∗ = {s ∈ Sirr|w(s) ∈ N∗, w(s) > vp(δ1(p)) et L 6=∞}.
• S ng∗ = {s ∈ Sirr|w(s) /∈ N∗}.
Par exemple, supposons que δ1 est localement algébrique. Si V ∈ Irr2(Gal(Qp/Qp)), alors
• V correspond à un point deS cris∗ si et seulement si V devient cristalline sur une extension
abélienne de Qp ;
• V correspond à un point de S st∗ si et seulement si V est une tordue par un caractère
d’ordre fini d’une représentation semi-stable non cristalline.
Soit enfin δ1 ⊗ δ2 le caractère (a, d) → δ1(a)δ2(d) du tore diagonal T de G. Le résultat
suivant précise le théorème 1.7.2 et correspond à [14, th. 0.6].
Théorème 1.7.3. Soit s = (δ1, δ2,L ) ∈ Sirr et soit Π(s) = Π(V (s)).
1) Si s ∈ S st∗ ou si w(s) /∈ Z∗, alors J∗(Π(s)an) = δ−11 ⊗ δ−12 χ.
2) Si w(s) ∈ {...,−2,−1}, alors J∗(Π(s)an) = (δ−11 ⊗ δ−12 χ)⊕ (xw(s)δ−11 ⊗ x−w(s)δ−12 χ).
3) Si s ∈ S cris∗ , alors J∗(Π(s)an) = (δ−11 ⊗ δ−12 χ) ⊕ (x−w(s)δ−12 ⊗ xw(s)δ−11 χ) si s est non
exceptionnel (i.e. si δ1 6= xw(s)δ2) et J∗(Π(s)an) = (δ−11 ⊗ δ−12 χ) ⊗
(
1 vp(a/d)
0 1
)
dans le cas
contraire.
Comme nous l’avons mentionné, toutes les paires (D, δ), avec D de dimension 1, sont G-
compatibles. Nous avons supposé partout que δ est un caractère unitaire. On vérifie que l’on
peut construire (de la même manière) des G-modules topologiques RδP1 pour tout caractère
continu δ : Q∗p → L∗. Le théorème ci-dessous est un des résultats principaux du chapitre 7.
On le démontre en explicitant l’involution wδV sur D
ψ=0
rig , ce qui utilise les résultats précédents
concernant les modules de Jacquet analytiques (en fait, seulement le fait qu’ils sont non nuls
dans le cas triangulin).
Théorème 1.7.4. Soit s ∈ Sirr. La suite exacte 0→ R(δ1)→ Drig → R(δ2)→ 0 induit une
suite exacte de G-modules topologiques (avec δD = χ−1δ1δ2)
0→ (R δD·δ−21 P
1)⊗ δ1 → Drig δD P1 → (R δD·δ−22 P
1)⊗ δ2 → 0.
Ce résultat est démontré dans [14, th. 4.6], ainsi que dans [36] (prop. 6.8) par des méthodes
différentes. Il permet de donner [14, th.07] une description complète de la représentation Πan,
confirmant ainsi des conjectures de Berger, Breuil et Emerton [4, 21]. Par exemple, une consé-
quence facile du théorème 1.7.4 est le fait que
(Πan)ss = (IndGB(δ1 ⊗ χ−1δ2))ss ⊕ (IndGB(δ2 ⊗ χ−1δ1))ss
et que, pour s générique 10 on a une suite exacte de G-modules topologiques
0→ Indan(δ2 ⊗ χ−1δ1)→ Πan → Indan(δ1 ⊗ χ−1δ2)→ 0.
L’étude est plus délicate quand s est spécial, cf. [14].
10. Cela signifie que δ1
χδ2
n’est pas de la forme xk, avec k ∈ N ; en particulier, s /∈ S st∗ .
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On en déduit que Π(D, δ)an est de longueur finie dans le cas triangulin. Ceci devrait être
vrai en général, mais nous ne savons pas le prouver. Notons que dans la théorie des groupes
réels, ce résultat est une conséquence formelle du fait qu’il y a seulement un nombre fini de
(classes de) représentations unitaires irréductibles ayant un caractère infinitésimal donné, mais
comme on l’a remarqué ces résultats ne sont plus valables en p-adique.
Finissons une introduction avec un résultat de densité qui renforce un des résultats princi-
paux de [45] dans le cas particulier G = GL2(Qp) et pour les représentations de RepL(G). Nous
pensons qu’il est vrai en général, mais déjà pour GL2(Qp) notre preuve est bien détournée.
Si pi est une représentation localement analytique de G, soit piU−fini l’espace des vecteurs v
qui sont tués par une puissance de l’opérateur u+ (rappelons qu’il s’agit de l’action infinitési-
male de l’unipotent supérieur). Il n’est nullement évident si cet espace est non nul en général.
Cependant, on a le résultat suivant :
Théorème 1.7.5. Soit Π ∈ RepL(G) supersingulière.
a) (Πan)U−fini est un sous-espace dense de Π.
b) Supposons 11 que dimL V (Π) = 2. Alors (Πan)U−fini est dense dans Πan si et seulement
si V (Π) n’est pas trianguline.
On renvoie au chapitre 8 pour la preuve un peu acrobatique de ce résultat.
11. Cela est automatique pour p ≥ 5, d’après [38].
Chapitre 2
Endomorphismes des
représentations p-adiques de
groupes de Lie p-adiques
Les résultats de ce chapitre ont été obtenus en collaboration avec Benjamin Schraen [20].
On démontre le lemme de Schur pour les représentations de Banach et localement analytiques
admissibles, topologiquement irréductibles d’un groupe de Lie p-adique. Les ingrédients prin-
cipaux sont une version 1 p-adique du lemme de Quillen d’Ardakov et Wadsley [1], l’étude fine
des algèbres de distributions sur un groupe de Lie p-adique, faite par Schneider et Teitelbaum
[45] (en s’appuyant sur le travail monumental de Lazard [34]) et un résultat d’algèbre non com-
mutative de Kaplansky [29]. Le lemme de Schur n’était connu que pour les représentations de
Banach unitaires admissibles de GL2(Qp), avec p ≥ 5, démontré par Paskunas (la preuve uti-
lise pleinement la correspondance de Langlands locale p-adique pour GL2(Qp)). Voir [3] pour
ce que l’on sait (beaucoup moins...) concernant le lemme de Schur pour les représentations
lisses irréductibles modulo p des groupes de Lie p-adiques.
Dans la suite "groupe de Lie p-adique" signifie "groupe localement Qp-analytique". Si G
est compact, on note Λ(G) = OL[[G]] l’algèbre de groupe complétée de G (sur OL), limite
inverse des algèbres de groupe OL[G/N ] selon les sous-groupes ouverts distingués N de G. Soit
C (G,L) l’espace des fonctions continues sur G à valeurs dans L. Alors Λ(G)[1p ] := L⊗OLΛ(G)
s’identifie au dual continu de C (G,L).
2.1 Groupes uniformes
On renvoie à [17] pour les preuves des résultats énoncés dans cette partie. Soit G un
pro-p-groupe topologiquement de type fini. On note q = p si p > 2 et q = 4 sinon. Si n ≥ 1,
on note Gn le sous-groupe de G engendré par les gn, avec g ∈ G.
Définition 2.1.1. On dit que G est un groupe uniforme si [G,G] ⊂ Gq et si la suite de terme
général [Gpi : Gpi+1 ] est constante.
Remarque 2.1.2. En présence des autres hypothèses (topologiquement de type fini et [G,G] ⊂
Gq), la dernière condition est équivalente à : G n’a pas d’élément d’ordre p.
Proposition 2.1.3. Soit G un pro-p-groupe uniforme et notons Gi = Gp
i. Alors
1. La preuve est nettement plus délicate que celle du lemme de Quillen...
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a) Les Gi sont des sous-groupes normaux de G et ils forment un système fondamental de
voisinages ouverts de 1.
b) Pour tout i ≥ 1 on a Gi = {gpi |g ∈ G} et l’application x → xp induit une bijection de
Gi/Gi+1 sur Gi+1/Gi+2.
c) Pour tout i, j on a [Gi, Gj ] ⊂ Gi+j+1. Si p = 2, on a même [Gi, Gj ] ⊂ Gi+j+2.
d) Si h1, h2, ..., hd est un système minimal de générateurs topologiques de G, alors l’appli-
cation Zdp → G définie par (x1, x2, ..., xd)→ hx11 hx22 ...hxdd est un homéomorphisme.
Soit G un pro-p groupe uniforme. Si g ∈ G\{1} satisfait g ∈ Gi−1\Gi et p > 2 (resp.
g ∈ Gi−2\Gi−1 et p = 2), on pose ω(g) = i. La proposition 2.1.3 montre que ω est une
p-valuation au sens de Lazard, i.e. (en posant ω(1) =∞)
• Pour tout g ∈ G on a ω(g) > 1p−1 et ω(gp) = ω(g) + 1.
• Pour tous g, h ∈ G on a ω(gh−1) ≥ min(ω(g), ω(h)) et ω(g−1h−1gh) ≥ ω(g) + ω(h).
Si h1, h2, ..., hd est un système minimal de générateurs topologiques de G, alors ω(h1) =
... = ω(hd) = 1 si p > 2 (resp. = 2 si p = 2) et
ω(hx11 h
x2
2 ...h
xd
d ) = min1≤i≤d(ω(hi) + vp(xi))
pour tous x1, ..., xd ∈ Zp. Enfin, ω satisfait l’hypothèse HYP de [45] (i.e. on a ω(hi) +ω(hj) >
p
p−1 si i 6= j et tout g ∈ G tel que ω(g) > pp−1 est dans G1).
2.2 Coefficients de Mahler
SoitG un pro-p-groupe uniforme et soit (h1, h2, ..., hd) un système minimal de générateurs
topologiques de G. On utilise les notations standard pour les d-uplets : |α| = ∑di=1 αi, (αβ) =∏
i
(αi
βi
)
, hα = ∏i hαii , etc. On écrit α ≤ β si αi ≤ βi pour tout i.
Si B est un Zp-module complet et si f ∈ C (G,B) est une fonction continue sur G, à valeurs
dans B, on définit ses coefficients de Mahler (aα(f))α∈Nd par
aα(f) = (∆αf)(0) =
∑
β≤α
(−1)α−β
(
α
β
)
f(hβ).
Le théorème de Mahler [34, th. III.1.2.4.] affirme alors que lim|α|→∞ aα(f) = 0 et que pour
tout x ∈ Zdp on a
f(hx) =
∑
α∈Nd
(
x
α
)
· aα(f).
Si B est un L-espace de Banach et vB est une valuation sur B qui définit sa topologie, le
théorème d’Amice [34, I.3.9] montre qu’une application f ∈ C (G,B) est localement analytique
sur G si et seulement s’il existe r > 0 tel que lim|α|→∞ vB(aα(f))− r|α| =∞. Ainsi, en posant
bi = hi − 1, le dual continu D(G,L) de C an(G,L) est l’ensemble des séries λ = ∑α∈Nd cαbα,
avec cα ∈ L et lim|α|→∞ |cα|pr|α| = 0 pour tout 0 < r < 1, l’action de λ sur f étant
λ(f) =
∑
α
cαaα(f).
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2.3 L’algèbre de Fréchet-Stein D(G,L)
Gardons les notations ci-dessus. Pour tout 0 < r < 1 on définit une norme sur D(G,L)
en posant 2
||
∑
α∈Nd
cαb
α||r = sup
α
|cα|p · rω(h1)|α|.
C’est la norme utilisée dans [45]. La famille des normes (|| · ||r)0<r<1 définit une topologie de
Fréchet sur D(G,L). Soit Dr(G,L) la complétion de D(G,L) par rapport à || · ||r. C’est donc
l’espace des séries λ = ∑α cαbα, avec |cα|p · rω(h1)|α| → 0 quand |α| → ∞. Alors D(G,L) est
naturellement isomorphe à la limite inverse des Dr(G,L), pour r ∈]1p , 1[∩pQ. On dispose alors
du théorème fondamental suivant, dû à Schneider et Teitelbaum [45, chap. 4] et qui utilise
pleinement le travail de Lazard [34] :
Théorème 2.3.1. Soit G un pro-p-groupe uniforme et soient r < r′ ∈]1p , 1[∩pQ. Alors
a) La norme || · ||r est multiplicative sur Dr(G,L) et ne dépend pas du choix du système
minimal de générateurs topologiques de G. De plus, (Dr(G,L), || · ||r) est une L-algèbre de
Banach noethérienne.
b) Les morphismes naturels Λ(G)[1p ] → Dr(G,L) et Dr′(G,L) → Dr(G,L) sont plats (à
gauche et à droite).
c) Le morphisme naturel Λ(G)[1p ]→ D(G,L) est fidèlement plat (à gauche et à droite).
On déduit du théorème précédent que D(G,L) est une algèbre de Fréchet-Stein [45, chap.
3]. En utilisant le fait (dû à Lazard) que tout groupe de Lie p-adique compact admet un
sous-groupe ouvert distingué qui est un pro-p-groupe uniforme, on obtient facilement [45,
chap. 5] que ce résultat reste vrai quand G est un groupe de Lie p-adique compact arbi-
traire. On renvoie à [45, chap. 3] pour la notion de module coadmissible sur une algèbre de
Fréchet-Stein. Par exemple, si G est un pro-p-groupe uniforme, tout D(G,L)-module coad-
missible M est la limite projective d’une famille (Mr)r∈pQ∩]p−1,1[, où Mr est un Dr(G,L)-
module et Mr = Dr(G,L) ⊗Dr′ (G,L) Mr′ pour r < r′. Dans ce cas on récupère les Mr par
Mr = Dr(G,L) ⊗D(G,L) M et M → Mr est à image dense. Un module coadmissible a une
topologie naturelle d’espace de Fréchet nucléaire. Si A est une algèbre de Fréchet-Stein, la
catégorie des A-modules coadmissibles est abelienne et un sous-A-module N d’un A-module
coadmissible M est coadmissible si et seulement si N est fermé dans M .
2.4 Représentations de Banach et localement analytiques ad-
missibles
Soit G un groupe de Lie p-adique. Une L-représentation de Banach de G est un L-
espace de Banach muni d’une action L-linéaire continue de G. On renvoie à [23, 44, 45] pour
les preuves des résultats énoncés dans cette partie.
Définition 2.4.1. 1) Supposons que G est compact. Une L-représentation de Banach Π de G
est dite admissible si une des conditions équivalentes suivantes est satisfaite :
a) Le dual continu Π∗ de Π est un Λ(G)[1p ]-module de type fini.
b) Il existe n ≥ 1 tel que Π soit isomorphe à un sous-espace fermé de C (G,L)n.
2. Rappelons que ω(h1) = ... = ω(hd) et il vaut 1 si p > 2 et 2 sinon.
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c) Il existe un réseau G-invariant Θ ⊂ Π tel que Θ/piLΘ soit une kL-représentation lisse
admissible de G.
2) Si G n’est pas compact, on dit qu’une L-représentation de Banach Π de G est admissible
si sa restriction à un sous-groupe ouvert compact de G l’est (cela est alors vrai pour n’importe
quel sous-groupe ouvert compact de G).
3) On dit enfin que Π est unitaire si sa topologie est définie par une norme G-invariante.
Soit BanadmL (G) la catégorie des L-représentations de Banach admissibles de G.
Théorème 2.4.2. a) Soit G un groupe de Lie compact. Le foncteur Π → Π∗ induit une
anti-équivalence entre BanadmL (G) et la catégorie des Λ(G)[1/p]-modules de type fini.
b) BanadmL (G) est abélienne et tout morphisme est strict, à image fermée.
Remarque 2.4.3. Le b) du théorème 2.4.2 combiné aux théorèmes du graphe fermé et de
l’image ouverte montre que si Π1,Π2 ∈ BanadmL (G) sont topologiquement irréductibles, alors
tout f ∈ HomL[G](Π1,Π2)− {0} est un isomorphisme, i.e. HomL[G](Π1,Π2) est une L-algèbre
à division. On verra bien plus loin qu’elle est de dimension finie sur L.
Définition 2.4.4. Une L-représentation localement analytique de G est un L-espace de type
compact Π muni d’une action continue 3 de G, telle que les applications orbite g → g · v (pour
v ∈ Π) soient dans C an(G,Π). On dit qu’elle est admissible si, avec sa structure naturelle de
D(H,L)-module, Π∗ est un D(H,L)-module coadmissible pour un/tout sous-groupe ouvert
compact H de G.
On note LAadmL (G) la catégorie des L-représentations localement analytiques admissibles
de G. Si Π ∈ BanadmL (G), on note Πan le sous-espace des vecteurs localement analytiques de Π,
i.e. v ∈ Π dont l’application orbite est dans C an(G,Π) et on le munit de la topologie induite
par l’inclusion dans C an(G,L) (qui envoie v sur son application orbite). Noter que [23] utilise
une autre topologie sur Πan, mais pour les objets de BanadmL (G) les deux topologies coïncident.
Le résultat suivant est une conséquence formelle du théorème 2.3.1. Il jouera un rôle important
dans la démonstration du lemme de Schur pour les objets de BanadmL (G).
Théorème 2.4.5. Si Π ∈ BanadmL (G), alors Πan ∈ LAadmL (G) et pour tout sous-groupe ouvert
compact H de G on a un isomorphisme de D(H,L)-modules coadmissibles
(Πan)∗ ' D(H,L)⊗Λ(H)[1/p] Π∗.
2.5 Le lemme de Quillen p-adique d’Ardakov et Wadsley
Le résultat suivant est un cas particulier d’un profond théorème d’Ardakov et Wadsley
[1] (voir le corollaire de la fin du chapitre 8 de loc.cit.), version p-adique du lemme de Quillen
pour les algèbres enveloppantes [40].
Théorème 2.5.1. Soit (A, ||·||) une L-algèbre de Banach et soit A0 sa boule unité. On suppose
que A0/piLA0 est une algèbre de polynômes sur kL. Soit M un A-module de type fini et soit
f ∈ EndA(M). Si tout élément non nul de L[f ] est un automorphisme de M , alors f est
algébrique sur L.
Corollaire 2.5.2. Soit H un pro-p-groupe uniforme et soit r ∈]1p , 1[∩pQ. SoitM un Dr(H,L)-
module de type fini et soit f un endomorphisme Dr(H,L)-linéaire de M . Si tout élément non
nul de L[f ] est un automorphisme de M , alors f est algébrique sur L.
3. Comme Π est de type compact, il suffit qu’elle soit séparément continue.
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Démonstration. Soit L′/L une extension galoisienne finie, d’indice de ramification absolu e′,
tel que r = p−
a
e′ (resp. r2 = p−
a
e′ si p = 2) pour un entier a. Soit A = Dr(H,L′) et, pour
s ≥ 0, soit F sA = {λ ∈ A| ||λ||r ≤ p−s}. Comme || · ||r prend des valeurs dans p
1
e′Z sur A, on
a ∪s>0F sA = piL′F 0(A), ce qui fait que gr0(A) est isomorphe à F 0A/piL′F 0A. Si d = dimH,
la preuve du lemme 4.8 de [45] montre que gr0(A) ' kL′ [u1, u2, ..., ud]. Ainsi, A satisfait aux
hypothèses du théorème 2.5.1.
Revenons maintenant à notre f , que l’on suppose trancendant sur L. Si Q ∈ L′[X] est non
nul, soit P = ∏σ∈Gal(L′/L) σ(Q) ∈ L[X]. Alors P est non nul, donc P (f) est un automorphisme
deM , ce qui entraîne que Q(f⊗id) est un automorphisme deM⊗L′. Le théorème 2.5.1 montre
donc que f ⊗ id est algébrique sur L′, contradiction avec le fait que Q(f ⊗ id) est inversible
pour tout Q 6= 0.
Corollaire 2.5.3. Soit G un groupe de Lie et soit Π ∈ BanadmL (G) (resp. Π ∈ LAadmL (G))
topologiquement irréductible. Alors tout f ∈ EndL[G](Π) est algébrique sur L.
Démonstration. On fixe un sous-groupe ouvert compact H de G qui est un pro-p-groupe
uniforme et on voit (Πan)∗ (resp. Π∗) comme un D(H,L)-module coadmissible. D’après le
théorème 2.4.5 (resp. par définition) il existe r ∈]1p , 1[∩pQ tel que (Πan)∗r 6= 0 (resp. Π∗r 6= 0).
Pour simplifier les notations, on va poser aussi Π∗r = (Πan)∗r . On dispose dans les deux cas d’un
anti-homomorphisme g → g′r de EndL[G](Π) dans EndDr(H,L)(Π∗r) (si Π ∈ LAadmL (G), cela est
clair ; si Π ∈ BanadmL (G), le théorème 2.4.5 montre que Π∗r ' Dr(H,L) ⊗Λ(G)[1/p] Π∗, ce qui
permet de conclure).
Soit maintenant f ∈ EndL[G](Π) non nul et soit A = L[f ]. La remarque 2.4.3 (et sa version
localement analytique) montre que tout g ∈ A non nul est un automorphisme de Π, donc g′r est
un automorphisme de Π′r. Le corollaire 2.5.2 montre que f ′r est algébrique sur L. Si P (f ′r) = 0,
alors P (f) = 0 (sinon P (f) serait un automorphisme de Π, donc P (f ′r) = 0 serait aussi un
automorphisme). Cela permet de conclure.
2.6 Le cas absolument irréductible
Si Π ∈ BanadmL (G), alors toute suite décroissante de sous-représentations fermées est
stationnaire (par dualité, cela suit du fait que Λ(H)[1/p] est noetherien pour H compact).
En particulier, tout Π ∈ BanadmL (G) admet une sous-représentation fermée topologiquement
irréductible. Nous ne savons pas si cela reste vrai pour la catégorie LAadmL (G) (il est probable
que c’est faux). Cela explique le caractère un peu tordu de la preuve du résultat suivant, dans
le cas des représentations localement analytiques. Nous devons beaucoup au chapitre 4 de [38]
pour les arguments de cette partie.
Proposition 2.6.1. Soit L′/L une extension galoisienne finie et soit Π ∈ BanadmL (G) (resp.
Π ∈ LAadmL (G)) topologiquement irréductible . Alors ΠL′ = Π⊗L′ est une somme directe finie
de L′-représentations admissibles topologiquement irréductibles.
Démonstration. On fera la preuve dans le cas localement analytique, qui est plus délicat (voir
la preuve du lemme 4.2 de [38] pour les Banach). On fixe r ∈]p−1, 1[∩pQ tel que Π′r 6= 0.
Lemme 2.6.2. Si V est un sous-L′[G]-module fermé de ΠL′, alors V ∗r 6= 0.
Démonstration. On suit les arguments du lemme 4.2 de [38]. Soit Γ = Gal(L′/L) et soit rγ
l’automorphisme topologique de ΠL′ donné par rγ(v⊗c) = v⊗γ(c). L’application⊕γ∈Γrγ(V )→
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ΠL′ est alors surjective. En effet, son image X est fermée dans ΠL′ (par admissibilité) et stable
par G, donc XΓ ⊂ Π est un sous-espace fermé et G-stable de Π. De plus, XΓ 6= 0, car pour
tout v ∈ X − {0} on peut trouver c ∈ L′ tel que ∑γ∈Γ rγ(cv) 6= 0 (indépendence linéaire des
caractères). Ainsi, XΓ = Π et X = ΠL′ , ce qui démontre la surjectivité. Ensuite, Π∗L′ est un
sous-module de ⊕γ∈Γrγ(V ∗), donc, par platitude de Dr(H,L) sur D(H,L), Π∗r ⊗ L′ est un
sous-module de ⊕γ∈Γrγ(V ∗r ) ' ⊕γ∈Γ(V ∗r ⊗L′,γ L′). En particulier, V ∗r 6= 0.
Lemme 2.6.3. Π∗L′ contient un sous-D(H,L′) module coadmissible, strict, stable par G et
maximal pour ces propriétés.
Démonstration. On fait la convention que sous-module coadmissible veut dire un sous
D(H,L′)-module coadmissible de Π∗L′ , stable par G. Le lemme précédent montre, par dua-
lité, que Mr 6= (ΠL′)∗r pour tout sous-module coadmissible strict M de Π∗L′ . Soit alors (Mi)i∈I
une chaine de sous-modules coadmissibles stricts de Π∗L′ et soit N l’adhérence dans Π∗L′ de
∪iMi. Alors N est un sous-module coadmissible de Π∗L′ . On va montrer que N 6= Π∗L′ , ce qui
permettra de conclure par le lemme de Zorn. Le D(H,L′)r-module (ΠL′)∗r étant de type fini,
la réunion des (Mi)r est un sous-module strict de (ΠL′)∗r . Mais ∪i(Mi)r est un sous-Dr(H,L)-
module de (ΠL′)∗r , donc il est fermé (les sous-modules d’un module de type fini sur une algèbre
de Banach noethérienne sont fermés). Or, par définition ∪i(Mi)r est dense dans Nr, donc
Nr ⊂ ∪i(Mi)r et Nr 6= (ΠL′)∗r . Ainsi N 6= ΠL′ , ce qui permet de conclure.
Par dualité, le lemme 2.6.3 montre que ΠL′ contient un sous-L′[G] module fermé topologi-
quement irréductible V . L’argument utilisé dans le lemme 2.6.2 montre que ΠL′ est un quotient
de ⊕γ∈Γrγ(V ). Comme chacune des rγ(V ) est admissible et irréducible, on peut conclure.
Corollaire 2.6.4. Soit G un groupe de Lie p-adique et soit Π ∈ BanadmL (G) (resp.
LAadmL (G)), topologiquement irréductible. Alors Π est absolument irréductible si et seulement
si EndL[G](Π) = L.
Démonstration. Si Π est absolument irréductible et f ∈ EndL[G](Π), soit P ∈ L[X] non nul tel
que P (f) = 0 (il en existe, d’après le corollaire 2.5.3). Si L′ est le corps de décomposition de P ,
alors il existe c ∈ L′ tel que f ⊗ 1− c ne soit pas inversible sur Π⊗L′, et donc nul (car Π⊗L′
est irréductible). En faisant agir Gal(L′/L), on en déduit le résultat. L’autre implication est
une conséquence de la proposition 2.6.1.
Corollaire 2.6.5. 1) Toute représentation de Banach admissible et topologiquement absolu-
ment irréductible d’un groupe de Lie p-adique admet un caractère central.
2) Toute représentation localement analytique admissible et topologiquement absolument
irréductible d’un groupe de Lie p-adique admet un caractère infinitésimal.
Remarque 2.6.6. Sans l’hypothèse d’admissibilité, ces résultats tombent en défaut.
2.7 Algèbres de Fréchet et algèbres à identité polynomiale
Il est bien connu qu’une extension algébrique de Qp qui est complète pour la topologie p-
adique est finie surQp. Le résultat suivant est une généralisation de ce résultat, mais la présence
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d’algèbres non commutatives complique considérablement la situation. Pour s’en sortir, on
utilise un théorème d’algèbre non commutative, dû à Kaplansky [29].
Théorème 2.7.1. Soit A une L-algèbre de Fréchet, dont tout élément est algébrique sur Qp.
Si A est une algèbre à division, alors dimL(A) <∞.
Remarque 2.7.2. Il est fort probable que l’hypothèse que A soit une algèbre à division est
inutile, mais nous ne savons pas le démontrer.
Démonstration. Soit Fn l’ensemble des a ∈ A qui sont tués par un polynôme f ∈ L[X] de
degré ≤ n et dont la norme de Gauss est dans [1/n, n]. Il est facile de voir que Fn est fermé
dans A (c’est pour cela que l’on a imposé la condition sur la norme de Gauss). Par hypothèse
on a A = ∪n≥1Fn, donc par le lemme de Baire il existe n et une boule ouverte B(x, r) ⊂ A
contenue dans Fn. Si u, v ∈ Fn, alors (ui)0≤i≤n n’est pas libre sur L et donc (uiv)0≤i≤n n’est
pas libre sur L, non plus. Ainsi, on doit avoir∑
σ∈Sn+1
ε(σ)(uσ(0)v · uσ(1)v · ... · uσ(n)v) = 0,
ce qui montre l’existence d’un polynôme non nul homogène p(u, v) (variables non commuta-
tives) tel que p(u, v) = 0 pour tous u, v ∈ Fn. Mais alors p(a, b) = 0 pour tous a, b ∈ A (car si
λ1, λ2 ∈ L sont proches de 0, alors x+λ1a, x+λ2b ∈ Fn et donc p(x+λ1a, x+λ2b) = 0. Cette
identité polynômiale reste vraie pour tous λ1 et λ2 et on conclut par homogénéité de p). Ainsi
A est une algèbre à identité polynômiale. D’après Kaplansky [29], toute algèbre à division qui
est aussi à identité polynômiale est de dimension finie sur son centre Z.
Il suffit donc de voir que dimL Z <∞. Cela est standard, mais, pour le confort du lecteur,
rappelons-en la preuve. Fixons un clôture algébrique Qp de Qp et un plongement Qp → Qp.
Comme Z est une extension algébrique de Qp, ce plongement s’étend en une injection de Qp-
espaces vectoriels Z → Qp. Le lemme de Krasner montre queQp est de dimension dénombrable
sur Qp, donc il en est de même de Z. Or, tout espace de Fréchet de dimension au plus
dénombrable sur Qp est de dimension finie (application standard du lemme de Baire). Cela
permet de conclure (noter que Z est bien un Fréchet, car il est fermé dans A).
En mettant ensemble tous les résultats de ce chapitre, nous arrivons à :
Théorème 2.7.3. Soit G un groupe de Lie p-adique et soit Π ∈ BanadmL (G) (resp LAadmL (G))
une représentation topologiquement irréductible. Alors EndL[G](Π) est une L-algèbre à division,
de dimension finie.
Démonstration. On a déjà vu que EndL[G](Π) est une algèbre à division. En combinant le
corollaire 2.5.3 et le théorème 2.7.1, il suffit de montrer que EndL[G](Π) est une L-algèbre de
Fréchet. Si Π ∈ BanadmL (G), cela est clair, car alors EndL[G](Π) est une sous-algèbre fermée
de EndL(Π), qui est une L-algèbre de Banach pour la norme sup. On suppose donc que
Π ∈ LAadmL (G) et on fixe un sous-groupe ouvert compact H de G. On voit Π∗ comme D(H,L)-
module coadmissible. On a un isomorphisme naturel de L-algèbres
EndD(H,L)(Π∗) ' lim←−
r
EndDr(H,L)(Π∗r).
De plus, par dualité on a un isomorphisme canonique EndD(H,L)(Π∗) ' EndL[H](Π)op.
Mais Π∗r étant un Banach, il en est de même de EndL(Π∗r), donc aussi de son sous-espace
fermé EndDr(H,L)(Π∗r). Cela montre que EndD(H,L)(Π∗) est une L-algèbre de Fréchet et donc
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EndL[G](Π) aussi (car fermée dans EndD(H,L)(Π∗)). Enfin, cette topologie ne dépend pas du
choix de H, car si H1 ⊂ H2, alors D(H1, L) (resp. Dr(H1, L)) est un module libre de type fini
sur D(H2, L) (resp. Dr(H2, L)).
Le théorème 2.7.3 a la conséquence utile suivante, observée dans [38, lemma 4.20]. On laisse
au lecteur d’en adapter la preuve pour obtenir le
Corollaire 2.7.4. Soit G un groupe de Lie p-adique et soit Π ∈ BanadmL (G) (resp. LAadmL (G))
une représentation topologiquement irréductible. Il existe alors une extension finie galoisienne
L′/L et des Πi ∈ BanadmL′ (G) (resp. LAadmL′ (G)) absolument topologiquement irréductibles, telles
que
Π⊗L L′ ' Π1 ⊕Π2 ⊕ ...⊕Πs.
Chapitre 3
Théorie de Hodge p-adique et
(ϕ,Γ)-modules
Le but de ce chapitre 1 est de rappeler quelques résultats standard concernant les
liens entre la théorie des (ϕ,Γ)-modules et la théorie de Hodge p-adique. Les seuls résultats
originaux dans ce chapitre sont la proposition 3.5.3 et la preuve de la proposition 3.7.1. Ils
nous seront utiles bien plus tard.
Pour expliquer certaines constructions classiques, il faut malheureusement ouvrir la boîte
de Pandore des anneaux de Fontaine. Le lecteur pourra facilement faire abstraction de la
plupart de ces anneaux, car souvent seuls les anneaux BdR, B˜, B˜+ et R (voir plus bas pour
les définitions) seront utilisés. Voir [25] et [15] pour les preuves des assertions concernant les
anneaux de Fontaine, ainsi que [16] pour une vue d’ensemble. Soit ε(n) une racine primitive
d’ordre pn de l’unité, telle que (ε(n+1))p = ε(n) pour tout n. On pose Fn = Qp(ε(n)), Ln =
L⊗Qp Fn et L∞ = ∪nLn.
3.1 Anneaux de fonctions analytiques
On note, pour b ≥ 1, nb = pb−1(p − 1) et rb = 1nb = vp(ε(b) − 1). Nous ferons un usage
constant de la pléiade d’anneaux de séries de Laurent suivants.
• L’anneau
OE = {
∑
n∈Z
anT
n| an ∈ OL et lim
n→−∞ vp(an) =∞}
et son corps de fractions E = OE [1/p]. On munit OE de la topologie faible, dont une base
de voisinages de 0 est donnée par les pinLOE + TmOL[[T ]], avec m,n ∈ N et on munit E =
∪n≥0pi−nL OE de la topologie limite inductive.
• Pour tout b ≥ 1 on note O†,bE la complétion p-adique de OL[[T ]][ pTnb ]. On le munit de
la topologie T -adique, pour laquelle il est complet. On note O(0,rb]E = O
†,b
E [ 1T ] et on munit
E (0,rb] = O(0,rb]E [1p ] = ∪k≥0p−kO
(0,rb]
E de la topologie limite inductive. On montre que E (0,rb]
est l’anneau des séries f = ∑k∈Z akT k ∈ E qui convergent sur la couronne 0 < vp(T ) ≤ rb
(elles y sont bornées) et O(0,rb]E est le réseau de E (0,rb] formé des séries à coefficients dans OL.
Soit E ]0,rb] l’anneau des séries de Laurent à coefficients dans L, qui convergent sur la couronne
0 < vp(T ) ≤ rb. C’est naturellement un anneau de Fréchet, muni de la topologie définie par
1. Le lecteur est fortement conseillé de revenir à ce chapitre seulement si besoin se fait sentir...
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les normes sup sur les couronnes rn ≤ vp(T ) ≤ rb, avec n ≥ b
• L’anneau de Robba est la réunion des E ]0,rb], muni de la topologie limite inductive. Le
corps E † = ∪b≥1E (0,rb] est le sous-anneau de R des éléments bornés. Il est dense dans R et E
s’identifie au complété de E † pour la valuation p-adique.
• Si Λ ∈ {E ,R}, on pose Λ+ = Λ∩L[[T ]]. Ainsi, E + = OL[[T ]][1p ] est l’anneau des mesures
sur Zp, à valeurs dans L et R+ est l’anneau des fonctions rigides analytiques sur le disque unité
ouvert (sur L) ou encore l’anneau des distributions sur Zp, à valeurs dans L. L’isomorphisme
entre E + (resp. R+) et l’anneau des mesures (resp. distributions) sur Zp est donné par la
transformée d’Amice :
µ→ Aµ =
∑
n≥0
∫
Zp
(
x
n
)
µ · Tn.
On munit ces anneaux d’actions continues de Γ = Gal(Qp(µp∞)/Qp) et d’un Frobenius ϕ,
commutant entre elles, en posant ϕ(T ) = (1 +T )p− 1 et σa(T ) = (1 +T )a− 1 si a ∈ Z∗p. Alors
E +,R+, OE ,E ,E
†,R sont stables par ϕ et Γ. L’action de Γ surR se dérive, d’où une connexion
∇ = lima→1 σa−1a−1 sur R. Explicitement, on a ∇(f) = t(1 + T )f ′(T ), où t = log(1 + T ) ∈ R
est le 2ipi de Fontaine. Noter que l’on a σa(t) = at pour tout a ∈ Z∗p et ϕ(t) = pt. De plus, on
dispose pour tout n ≥ 1 d’une injection Γ-équivariante 2 ϕ−n : E ]0,rn] → Ln[[t]], qui envoie f
sur f(ε(n)et/pn − 1).
3.2 Anneaux de Fontaine
Soit Cp le complété de Qp et soit OCp l’anneau de ses entiers. On note E˜+ l’anneau des
suites x = (x(n))n≥0 ∈ ONCp telles que (x(n+1))p = x(n) pour tout n, l’addition étant définie par
(x+ y)(n) = lim
j→∞
(x(n+j) + y(n+j))pj
et la multiplication étant définie composante par composante ; c’est un anneau parfait de
caractéristique p, muni d’une action naturelle de Gal(Qp/Qp), commutant au Frobenius x→
xp, que l’on note ϕ. En posant vE(x) = vp(x(0)) pour x ∈ E˜+, on obtient une valuation sur
l’anneau E˜+. L’élément T = (ε(n))n − 1 ∈ E˜+ satisfait vE(T ) = pp−1 et le corps des fractions
E˜ = E˜+[1/T ] de E˜+ est complet pour la valuation vE .
Soit A˜+ = W (E˜+) (resp. A˜ = W (E˜)) l’anneau des vecteurs de Witt à coefficients dans E˜+
(resp. E˜). Tout élément de A˜+ (resp. A˜) s’écrit de manière unique sous la forme ∑k≥0 pk[xk],
avec xk ∈ E˜+ (resp. E˜), [x] ∈ A˜+ (resp. A˜) étant le représentant de Teichmuller de x ∈ E˜+
(resp. E˜). On munit A˜ et A˜+ de la topologie définie par les semi-valuations (wn)n≥0, où
wn
∑
k≥0
pk[xk]
 = min
k≤n
vE(xk).
Ils sont séparés et complets pour cette topologie, qui est plus faible que la p-adique. Le Frobe-
nius et l’action de Gal(Qp/Qp) sur E˜+ et E˜ induisent un Frobenius bijectif ϕ et une action de
Gal(Qp/Qp) sur A˜+ et A˜. Les actions de ϕ et Gal(Qp/Qp) sont continues. On note B˜ = A˜[1p ]
et B˜+ = A˜+[1p ], munis de la topologie limite inductive et des actions naturelles de ϕ et
Gal(Qp/Qp), déduites de celles sur A˜.
2. Comme f converge en ε(n) − 1, f(ε(n)et/pn − 1) est bien défini en tant qu’élément de Ln[[t]].
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Un élément important de A˜+ est T = [1+T ]−1. On a ϕ(T ) = (1+T )p−1, T est invariant
par H = Gal(Qp/Qp(µp∞)) et σa(T ) = (1 + T )a − 1 pour a ∈ Z∗p. C’est d’ailleurs cet élément
qui permet de faire le lien avec les anneaux de la partie 3.1.
Nous aurons besoin des sous-anneaux (et complétions de sous-anneaux) suivants de B˜, qui
font le lien entre la théorie de Hodge p-adique et la théorie des (ϕ,Γ)-modules :
• Pour r > 0 on note
A˜(0,r] = {
∑
k≥0
pk[xk] ∈ A˜| lim
k→∞
vE(xk) +
k
r
=∞},
et on pose v(0,r](x) = infk≥0 vE(xk) + kr . On munit A˜(0,r] de la topologie définie par 3 v(0,r],
pour laquelle il est séparé et complet. L’anneau A˜(0,r] est stable sous l’action de Gal(Qp/Qp),
qui agit continûment, et ϕ : A˜(0,r] → A˜(0,p−1r] est un homéomorphisme. On note B˜(0,r] =
A˜(0,r][1p ] = ∪k≥0p−kA˜(0,r], muni de la topologie limite inductive. Enfin, B˜† est la réunion des
B˜(0,r], muni aussi de la topologie limite inductive. Il s’agit d’un corps.
• Pour b ≥ 1 on note A˜†,b = {x ∈ A˜(0,p−b]| v(0,p−b](x) ≥ 0}. On a alors A˜(0,p−b] = A˜†,b[ 1
T
].
La topologie induite sur A˜†,b par la topologie de A˜(0,p−b] est la topologie T -adique.
• Si ak ∈ Zp et limk→−∞ ak = 0, la série
∑
k∈Z akT k converge dans A˜ et l’on obtient de
cette manière une copie
AQp = {
∑
k∈Z
akT
k ∈ A˜| ak ∈ Zp, lim
k→−∞
ak = 0}
de l’anneau OE pour L = Qp, plongée dans A˜ (de manière compatible avec les actions de
ϕ et Gal(Qp/Qp)). Soit B l’adhérence, pour la topologie p-adique, de l’extension maximale
non-ramifiée de AQp [1/p] dans B˜. Ce sous-corps de B˜ est stable sous l’action de ϕ et de
Gal(Qp/Qp), et il en est de même de son anneau d’entiers A.
• Si Λ ∈ {A,B} et déco ∈ {†; †, b; (0, r]} on pose Λdéco = Λ˜déco ∩ Λ. On pose enfin
Brig = R ⊗E † B†.
• Soit B˜]0,r] la complétion de B˜(0,r] pour la topologie de Fréchet induite par les semi-
valuations (min(v(0,s], v(0,r]))0<s≤r et soit B˜rig la réunion des B˜]0,r]. Cet anneau est muni d’un
Frobenius bijectif, obtenu par prolongement à partir du Frobenius sur B˜†.
• L’application θ : A˜+ → OCp définie par
θ
∑
k≥0
pk[xk]
 = ∑
k≥0
pkx
(0)
k
est un morphisme surjectif d’anneaux et Ker(θ) = ω · A˜+, où ω = T
ϕ−1(T ) . Le séparé complété
B+dR de B˜+ pour la topologie ω-adique est un anneau de valuation discrète, d’uniformisante ω
ou 4
t = log(1 + T ) =
∑
n≥1
(−1)n−1T
n
n
.
Le morphisme θ : B˜+ → Cp s’étend par continuité en un morphisme surjectif B+dR → Cp,
dont le noyau est engendré par ω ou t. On note BdR = B+dR[1/t], qui est donc un corps de
valuation discrète, d’uniformisante t et de corps résiduel Cp.
3. L’application v(0,r] satisfait v(0,r](x+ y) ≥ min(v(0,r](x), v(0,r](y)) et v(0,r](xy) ≥ v(0,r](x) + v(0,r](y).
4. Noter que l’on utilise la même lettre que pour l’élément t = log(1 + T ) de R. Cela s’explique par le fait
que l’on a une injection naturelle de R+ = R ∩ L[[T ]] dans B+dR, qui envoie f sur f(et − 1) et cette injection
envoie l’élément t de R sur t ∈ B+dR.
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Si Λ est un des anneaux précédents, on étend l’action de ϕ et Gal(Qp/Qp) à OL⊗Zp Λ (ou
L⊗Qp Λ), par OL (ou L)-linéarité.
Proposition 3.2.1. On a des isomorphismes compatibles avec toutes les structures supplé-
mentaires (topologie, Frobenius, action de Gal(Qp/Qp))
(OL ⊗Zp A)H ' OE , (OL ⊗Zp A†,b)H ' O†,bE , (OL ⊗Zp A(0,p
−b])H ' O(0,rb]E .
Démonstration. [15], propositions 7.1, 7.5 et 7.6.
La proposition 3.2.1 et [2, prop. 3.15] entraînent les isomorphismes naturels suivants
(L⊗Qp B)H = E , (L⊗Qp B†)H = E †, (L⊗Qp Brig)H = R.
On utilisera souvent le lemme suivant 5.
Lemme 3.2.2. a) Soit a ∈ Z. Alors ϕa(T ) ∈ tB+dR si et seulement si a ≥ 0. Dans ce cas, on
a ϕ
a(T )
ϕb(T ) ∈ B+dR pour tout b ∈ Z.
b) Si j /∈ [1, n], alors ϕ−j
(
T
ϕn(T )
)
∈ B+dR.
c) Soit x ∈ A˜+ et k ≥ 1. Alors x ∈ T kA˜+ si et seulement si ϕn(x) ∈ tkB+dR pour tout
n ≥ 0.
Démonstration. a) Il suffit de noter que ϕn(T ) = epnt−1 ≡ pnt (mod t2B+dR) pour tout n ≥ 0
et ϕ−n(T ) = ε(n)et/pn − 1 /∈ tB+dR pour n ≥ 1.
b) C’est une conséquence immédiate du a).
c) Un sens étant évident, supposons que ϕn(x) ∈ tkB+dR pour tout n ≥ 0 et montrons que
x ∈ T kA˜+. Pour k = 1, c’est un résultat standard [9, lemme III.3.7]. Si k > 1, le cas k = 1
nous dit qu’il existe y ∈ A˜+ tel que x = Ty. Alors ϕn(y) ∈ tk−1 tϕn(T )B+dR = tk−1B+dR (par la
preuve de a)), ce qui permet de conclure par récurrence sur k.
3.3 (ϕ,Γ)-modules
Définition 3.3.1. a) Soit A un anneau topologique muni d’un endomorphisme continu ϕ et
d’une action continue de Γ, qui commutent. Un (ϕ,Γ)-module sur A est un A-module de type
fini muni d’un endomorphisme semi-linéaire ϕ et d’une action semi-linéaire de Γ, commutant
entre elles.
b) Un (ϕ,Γ)-module D sur OE est dit étale si ϕ(D) engendre D sur OE . Un (ϕ,Γ)-module
D sur E est dit étale s’il admet un OE -réseau stable par ϕ et Γ et qui est étale en tant que
(ϕ,Γ)-module sur OE .
c) On note ΦΓettors (resp. ΦΓet(OE )) la catégorie des (ϕ,Γ)-modules étales sur OE , qui sont
de torsion (resp. libres) comme OE -module. Enfin, on note ΦΓet(E ) la catégorie des (ϕ,Γ)-
modules étales sur E .
On dispose alors du théorème fondamental suivant, dû à Fontaine [26].
5. Le lemme VI.5.2 de [12], qui est une version du b) de ce lemme, n’est pas correct.
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Théorème 3.3.2. Le foncteur V → D(V ) = (A ⊗Zp V )H induit une équivalence exacte
entre la catégorie des (ϕ,Γ)-modules étales sur OE et la catégorie des OL-représentations 6 de
Gal(Qp/Qp). De plus, on a un isomorphisme canonique
A⊗Zp V ' (OL ⊗Zp A)⊗OE D(V ).
Soit D ∈ ΦΓet(OE ) et soit V la OL-représentation de Gal(Qp/Qp) qui lui correspond.
Posons, pour b ≥ 1, D†,b = (A†,b ⊗Zp V )H . Voir [5, prop. 4.2.6] pour une preuve du résultat
suivant de Cherbonnier et Colmez :
Théorème 3.3.3. Si D ∈ ΦΓet(OE ) est libre de rang d, alors il existe m(D) tel que D†,m(D)
soit libre de rang d sur O†,m(D)E , et D†,b = O
†,b
E ⊗O†,m(D)E D
†,m(D) pour tout b ≥ m(D).
Remarque 3.3.4. Dans la suite m(D) désigne toujours un entier assez grand, qui ne dépend
que de D, mais qui est "variablement fixe", i.e. on se permet de l’augmenter si besoin est.
Si D est un (ϕ,Γ)-module étale correspondant à V , on associe à D une famille de (ϕ,Γ) et
Γ-modules :
• Les (ϕ,Γ)-modules
D˜ = (A˜⊗Zp V )H , D˜+ = (A˜+ ⊗Zp V )H , D˜†,b = (A˜†,b ⊗Zp V )H ,
ainsi que D(0,rb] = (A(0,p−b] ⊗Zp V )H et D˜(0,rb] = (A˜(0,p−b] ⊗Zp V )H .
• Les (ϕ,Γ)-modules D˜]0,rb] = (B˜]0,p−b] ⊗Zp V )H , D]0,rb] = (B]0,p−b] ⊗Zp V )H et
D† = (B† ⊗Zp V )H , Drig = (Brig ⊗Zp V )H , D˜rig = (B˜rig ⊗Zp V )H .
• Les Γ-modules D˜dif = (BdR ⊗Qp V )H et D˜+dif = (B+dR ⊗Qp V )H .
Remarque 3.3.5. a) On déduit des théorèmes 3.3.2 et 3.3.3 les isomorphismes suivants, com-
patibles avec toutes les structures supplémentaires
Drig ' R ⊗E † D†, E ⊗OE D ' E ⊗E † D†, D˜ ' A˜H ⊗AQp D.
b) On récupère V de manière fonctorielle à partir de D et D˜ par
V = ((OL ⊗Zp A)⊗OE D)ϕ=1 = ((OL ⊗Zp A˜)⊗OL⊗ZpA˜H D˜)
ϕ=1
et on récupère VL = L⊗OL V de manière fonctorielle à partir de D† et Drig par
VL = ((L⊗Qp B˜†)⊗E † D†)ϕ=1 = ((L⊗Qp B˜rig)⊗R Drig)ϕ=1.
Combiné avec l’isomorphisme fonctoriel Drig = (Brig ⊗Qp VL)H , cela montre que
EndL[Gal(Qp/Qp)](VL) = Endϕ,Γ,R(Drig(VL)).
Nous aurons besoin du résultat suivant.
Lemme 3.3.6. Soit D ∈ ΦΓet(OE )∪ΦΓet(E ). Alors D˜+ est dense dans D˜+dif pour la topologie
ω-adique.
6. Soit A ∈ {OL, L}. Une A-représentation de Gal(Qp/Qp) est un A-module de type fini muni d’une action
A-linéaire continue de Gal(Qp/Qp).
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Démonstration. Il suffit de traiter le cas D ∈ ΦΓet(OE ). Soit V = V (D). On démontre par
récurrence sur k que pour tout u ∈ D˜+dif , il existe y˜ ∈ D˜+ tel que y˜ − u ∈ ωkD˜+dif . D’après [12,
lemme V.1.7], l’application θ : D˜+ → (OCp ⊗Zp V )H est surjective. Donc pour tout u ∈ D˜+dif il
existe y˜ ∈ D˜+ tel que θ(y˜) = θ(u), i.e. y˜− u ∈ ω · D˜+dif . Cela démontre le cas k = 1. Supposons
le résultat vrai pour k et soit u ∈ D˜+dif . Il existe y˜ ∈ D˜+ et u1 ∈ D˜+dif tel que y˜ − u = ωk · u1.
Soit y˜1 ∈ D˜+ tel que y˜1 − u1 ∈ ω · D˜+dif . Alors (y˜ − ωk · y˜1)− u ∈ ωk+1 · D˜+dif , ce qui permet de
conclure.
Définition 3.3.7. Si D est le (ϕ,Γ)-module étale attaché à une OL (ou L)-représentation V ,
on note Dˇ le (ϕ,Γ)-module attaché à V ∗(1) = V ∗ ⊗ χ. Cela s’applique aussi à D˜, D˜+, Drig,
etc...
3.4 Morphismes de localisation et le module de Fontaine D+dif,n
Si x = ∑k pk[xk] ∈ B˜(0,1], la série ∑k pk[xk] converge dans B+dR, ce qui fournit un
morphisme naturel B˜(0,1] → B+dR, qui se trouve être injectif. Ce morphisme s’étend en un mor-
phisme, toujours injectif, de B˜]0,1] dans B+dR. Composé avec l’isomorphisme B˜]0,1] ' B˜]0,p
−n]
induit par ϕn, ce morphisme induit une application de localisation ϕ−n : B˜]0,p−n] → B+dR,
compatible avec l’action de Gal(Qp/Qp).
Définition 3.4.1. Soit D ∈ ΦΓet(E ), auquel on associe une L-représentation V de
Gal(Qp/Qp) et des (ϕ,Γ)-modules Drig, etc, comme dans 3.3. Pour n ≥ m(D) :
a) On note ϕ−n : D]0,rn] → D˜+dif la composée de l’injection D]0,rn] ⊂ D˜]0,rn] avec l’applica-
tion ϕ−n ⊗ 1 : B˜]0,p−n] ⊗ V → B+dR ⊗ V . Cette injection L-linéaire, Γ-équivariante est appelée
morphisme de localisation en ε(n) − 1.
b) On note D+dif,n le sous Ln[[t]]-module de D˜
+
dif engendré par l’image de ϕ−n : D]0,rn] →
D˜+dif et on pose Ddif,n = D
+
dif,n[1/t].
Exemple 3.4.2. Si D est le (ϕ,Γ)-module attaché à la représentation triviale, le morphisme de
localisation est l’injection ϕ−n de E ]0,rn] → Ln[[t]] de la partie 3.1, composée avec l’inclusion
Ln[[t]] ⊂ L⊗Qp (B+dR)H .
Remarque 3.4.3. a) Pour n ≥ m(D) on a
D+dif,n = Ln[[t]]⊗E ]0,rn] D]0,rn],
où Ln[[t]] est vu comme E ]0,rn]-algèbre via ϕ−n (exemple 3.4.2). Le théorème 3.3.3 entraîne
que D+dif,n est un Ln[[t]]-module libre de même rang que D (et égal à dimL(V )), stable sous
l’action de Γ. De plus, Γn agit de manière Ln-linéaire sur D+dif,n.
b) La représentation V est dite de de Rham si le L-espace vectoriel
DdR(V ) = (BdR ⊗Qp V )Gal(Qp/Qp)
est de dimension dimL V . La filtration sur DdR(V ) est définie par Fili(DdR(V )) = (tiB+dR⊗Qp
V )Gal(Qp/Qp) pour tout i ∈ Z. On pose aussi D+dR(V ) = Fil0(DdR(V )). Si V est de de Rham,
alors on peut retrouver DdR(V ) et sa filtration à partir de D+dif,n par la recette Fili(DdR(V )) =
(tiD+dif,n)Γ, pour n ≥ m(D) et i ∈ Z. De plus,Ddif,n = Ln((t))⊗LDdR(V ) pour tout n ≥ m(D).
Notons qu’avec nos conventions, si V est de de Rham, alors les poids de Hodge-Tate de V sont
les opposés des sauts de la filtration sur DdR(V ).
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3.5 L’action infinitésimale de Γ
Soit D ∈ ΦΓet(E ) attaché à V . D’après Berger [2], lemme 4.1 et ce qui suit, l’action
infinitésimale de Γ sur Drig définit une connexion
∇ : Drig → Drig, ∇(z) = lim
a→1
σa(z)− z
a− 1 ,
qui commute à ϕ et Γ et laisse stable D]0,rn] pour n ≥ m(D). Par exemple, si D est trivial,
alors Drig = R et
∇(f) = (1 + T ) log(1 + T ) · d
dT
f(T ) = t · df
dt
pour f ∈ R. En général, la connexion ∇ satisfait ∇(fz) = ∇(f)z + f∇(z) pour z ∈ Drig et
f ∈ R.
L’action de Γ sur D+dif,n (avec n ≥ m(D)) peut aussi se dériver, ce qui induit une connexion
Ln-linéaire ∇ = lima→1 σa−1a−1 sur D+dif,n, au-dessus de la connexion t ddt sur Ln[[t]]. Cette
connexion préserve donc tiD+dif,n pour tout i ≥ 0.
Définition 3.5.1. Les poids de Hodge-Tate généralisés (resp. le polynôme PSen,D de Sen) de
D (ou de V ) sont les valeurs propres (resp. le polynôme caractéristique) de ∇ agissant sur le
Ln-module libre de type fini DSen,n := D+dif,n/tD
+
dif,n. L’opérateur de Sen ΘSen,D est l’opérateur
∇ (mod t) agissant sur la réunion des DSen,n.
Remarque 3.5.2. La définition 3.5.1 est compatible avec la définition classique 7 des poids
de Hodge-Tate généralisés. En effet, θ : (B+dR ⊗Qp V )H → (Cp ⊗Qp V )H identifie DSen,n à un
sous-Ln-module de DSen(V ), tel que DSen,n⊗LnL∞ = DSen(V ), compatible avec les opérateurs
ΘSen.
La proposition suivante va jouer un rôle important dans la suite.
Proposition 3.5.3. Si P ∈ L[X], alors P (ΘSen,D) = 0 équivaut à P (∇)(Drig) ⊂ t ·Drig.
Démonstration. Si z ∈ Drig et ϕ−n(z) ∈ tD+dif,n pour tout n assez grand, alors z ∈ tDrig
(voir [2], lemmes 5.1 et 5.4). Ensuite, Drig est la réunion des D]0,rn], qui sont stables par ∇,
pour n assez grand. En utilisant tout ceci et le fait que ϕ−n commute à ∇, on obtient que
P (∇)(Drig) ⊂ t ·Drig si et seulement si P (∇)(ϕ−n(D]0,rn])) ⊂ t ·D+dif,n pour tout n assez grand.
Cela équivaut à P (∇)(D+dif,n) ⊂ t ·D+dif,n pour n assez grand. Mais cela arrive si et seulement
si P (ΘSen,D) = 0, ce qui permet de conclure.
3.6 Traces de Tate normalisées
Rappelons que H = Gal(Qp/Qp(µp∞)). Soit I = [0, 1)∩Z[1p ] et In = I ∩ p−nZp, de telle
sorte que I est la réunion croissante des In et aussi un système de représentants de Qp/Zp. Si
b ∈ Qp, soit n tel que pnb ∈ Zp et posons
[(1 + T )b] = ϕ−n
(
(1 + T )pnb
)
= ϕ−n
∑
k≥0
(
pnb
k
)
T k

7. D’après Sen [41], il existe un plus grand sous-L∞-module libre de type fini DSen(V ) de (Cp⊗Qp V )H , qui
est stable par Γ. Le module DSen(V ) engendre Cp⊗QpV sur Cp et est de rang dimL V . L’action infinitésimale de
Γ surDSen(V ) définit un opérateur L∞-linéaire ΘSen, dont les valeurs propres s’appelent les poids de Hodge-Tate
généralisés de V .
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et ε(b) = (ε(n))pnb. On obtient ainsi des éléments de (A˜+)H , resp. µp∞ , qui ne dépendent pas
du choix de n et tels que
[(1 + T )b] = ε(b) · etb ∈ (B+dR)H .
La proposition 8.5. de [15] montre que tout élément z de A˜H s’écrit de manière unique
sous la forme z = ∑i∈I [(1 + T )i]zi, avec zi ∈ AQp qui tend vers 0 quand vp(i) → −∞. De
plus, on a z ∈ (A˜+)H si et seulement si zi ∈ Zp[[T ]] pour tout i ∈ I, et les applications z → zi
sont AQp-linéaires. Posons alors, pour z ∈ A˜H
Tn(z) =
∑
i∈In
[(1 + T )i]zi ∈ A˜H .
Lemme 3.6.1. On a ϕ−n ◦ T0 = Tn ◦ ϕ−n et Tn est ϕ−n(AQp)-linéaire, Γ-équivariante.
Démonstration. La première égalité est équivalente à T0 ◦ ϕn = ϕn ◦ Tn, qui est immédiate
sur la définition (les deux quantités valent ∑i∈In(1 + T )pniϕn(zi)). La ϕ−n(AQp)-linéarité
découle de la AQp-linéarité de T0 et de ce que l’on vient de démontrer. La Γ-équivariance est
immédiate.
On étend Tn à B˜H par Qp-linéarité. Alors Tn préserve (B˜+)H . Si n ≥ 1, alors Tn(ωjz) =
ωjTn(z) pour tout j ∈ N et z ∈ (B˜+)H (lemme 3.6.1 ; noter que ω ∈ ϕ−1(AQp))). Le résultat
suivant fait l’objet de [9, prop. V.4.5], mais pour le confort du lecteur on en donne une preuve.
Proposition 3.6.2. Soit n ≥ 1. Il existe un unique prolongement continu Tn : (B+dR)H →
(B+dR)H de Tn : (B˜+)H → (B˜+)H . De plus, Tn est Fn[[t]]-linéaire, son image est contenue
dans Fn[[t]] et pour tous m ≥ 0 et x ∈ Fn+m ⊂ (B+dR)H
Tn(x) =
1
pm
TrFn+m/Fn(x).
Démonstration. Le lemme 3.3.6 montre que (B˜+)H est dense dans (B+dR)H pour la topologie ω-
adique (et donc aussi pour la topologie faible deB+dR). Le lemme 3.6.1 et la discussion qui la suit
montrent que Tn : (B˜+)H → (B+dR)H est continu pour la topologie ω-adique, d’où l’existence et
l’unicité d’un prolongement continu de Tn à (B+dR)H . Ensuite, on a [(1+T )i] = ε(i)eit ∈ Fn[[t]]
si i ∈ In. Donc Tn((B˜+)H) ⊂ Fn[[t]]. Comme Fn[[t]] est fermé dans (B+dR)H , on obtient
Tn((B+dR)H) ⊂ Fn[[t]]. Puisque t = log(1+T ) et Tn est Zp[[T ]]-linéaire continue, elle estQp[[t]]-
linéaire. Pour conclure, il suffit d’utiliser la formule ε(m) = e−
t
pm [(1 + T )
1
pm ], qui montre à la
fois que Tn est Fn-linéaire et que Tn(ε(m)) = 0 pour tout m > n.
On définit alors T0,dR : (B+dR)H → Qp[[t]] ⊂ (B+dR)H par
T0,dR =
1
p
TrF1((t))/Qp((t)) ◦ T1.
Il faut faire attention au fait que T0,dR ne coincide pas avec T0 (ou avec p−1p T0) sur (B˜+)H .
3.7 Dualité
Soit V une OL-représentation de Gal(Qp/Qp) et soit D = D(V ). L’accouplement
Gal(Qp/Qp)-équivariant parfait V ∗(1) × V → OL(1) induit un accouplement A˜H ⊗Zp OL-
bilinéaire, Γ-équivariant
〈 , 〉 : ˜ˇD × D˜ = (A˜⊗Zp V ∗(1))H × (A˜⊗Zp V )H → (A˜H ⊗Zp OL)(1).
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On note dT1+T la base canonique du Γ-module Zp(1) et on fait agir ϕ sur
dT
1+T par ϕ(
dT
1+T ) =
dT
1+T .
On identifie M(1) à M dT1+T pour tout Γ-module M . L’application T0 du § 3.6 induit une
application Γ-équivariante
T0 = (T0 ⊗ id)(1) : (A˜H ⊗Zp OL)(1)→ (AQp ⊗Zp OL)
dT
1 + T = OE
dT
1 + T ,
ce qui permet de définir un accouplement entre ˜ˇD et D˜ par
{ , } : ˜ˇD × D˜ → OL, {zˇ, z} = res0(T0(〈σ−1(zˇ), z〉)),
avec la notation habituelle res0(f) = a−1 si f = (
∑
n∈Z anTn)dT . Cet accouplement est ϕ et
Γ invariant (lemme 3.6.1 et [11, prop. I.2.2]) et sa restriction à Dˇ ×D est celle utilisée dans
[12]. Bien sûr, si on part d’une L-représentation V , les constructions précédentes s’appliquent.
Soit maintenant V une L-représentation de Gal(Qp/Qp) et soit D = D(V ). La dualité
entre V ∗ et V induit un accouplement Γ-équivariant parfait
〈 , 〉 : ˜ˇDdif × D˜dif → (L⊗Qp BHdR)(1) = (L⊗Qp BHdR)dt,
dt étant une base deQp(1) (comme t = log(1+T ), on a bien dt = dT1+T , compatible avec l’action
de Γ). Cet accouplement envoie ˜ˇD+dif×D˜+dif dans (L⊗Qp(B+dR)H)dt et induit, pour n assez grand,
un accouplement parfait Γ-équivariant 〈 , 〉 : Dˇdif,n×Ddif,n → Ln((t))dt, tel que Dˇ+dif,n et D+dif,n
soient exactement orthogonaux. On définit alors un accouplement { , }dif : ˜ˇDdif × D˜dif → L
en posant (cf. § 3.6 pour T0,dR)
{zˇ, z}dif = res0(T0,dR(〈σ−1(zˇ), z〉)),
où res0 : L((t))dt→ L est l’application résidu. Alors { , }dif induit un accouplement Γ-invariant
parfait entre Dˇdif,n etDdif,n et Dˇ+dif,n etD
+
dif,n sont exactement orthogonaux pour n assez grand
[12, lemme VI.3.3].
Le résultat suivant est une reformulation de [12, prop. VI.1.3]. Il sera un ingrédient essentiel
pour la suite. Pour le confort du lecteur, on en donne une preuve.
Proposition 3.7.1. Soient n, k ∈ N∗, a ∈ Z et zˇ ∈ ˜ˇD+, z ∈
(
ϕa(T )
ϕn(T )
)k
D˜+. Alors
{zˇ, z} =
∑
j∈Z
{ϕ−j(zˇ), ϕ−j(z)}dif ,
la somme n’ayant qu’un nombre fini de termes non nuls.
Démonstration. On peut supposer 8 que a = 0. Posons 〈σ−1(zˇ), z〉 = f dT1+T , avec f ∈(
T
ϕn(T )
)k
(L⊗Qp (B˜+)H). Alors
〈σ−1(ϕ−j(zˇ)), ϕ−j(z)〉 = ϕ−j(f)dt ∈ (L⊗Qp BHdR)dt
et ϕ−j(f) ∈ (L ⊗Qp B+dR)H pour j /∈ [1, n] (lemme 3.2.2), ce qui fait que seuls les termes
d’indice j ∈ [1, n] dans la somme sont non nuls. Dans la suite on fixe un tel j.
8. Si a 6= 0, remplacer z et zˇ par ϕ−a(z) et ϕ−a(zˇ), ainsi que n par n−a ; l’égalité à démontrer est la même,
car { , } est ϕ-invariant.
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Notons g = T0(f) ∈
(
T
ϕn(T )
)k
E +, de telle sorte que {zˇ, z} = res0(g dT1+T ). Ensuite, comme
j ≥ 1, on a (lemme 3.6.1)
T1(ϕ−j(g)) = T1(ϕ−j(T0(f))) = T1 ◦ Tj(ϕ−j(f)) = T1(ϕ−j(f)),
donc (en prenant la trace) T0,dR(ϕ−j(g)) = T0,dR(ϕ−j(f)) et
{ϕ−j(zˇ), ϕ−j(z)}dif = res0(T0,dR(ϕ−j(g))dt).
Si Aj est l’ensemble des racines primitives d’ordre pj de l’unité, alors
T0,dR(ϕ−j(g)) =
1
pj
TrLj/L(g(ε
(j)et/p
j − 1)) = 1
pj
∑
ζ∈Aj
g(ζet/pj − 1)
et, en faisant la substitution t→ pj−nt, on obtient finalement
{ϕ−j(zˇ), ϕ−j(z)}dif = 1
pn
∑
ζ∈Aj
res0(g(ζet/p
n − 1)dt),
ce qui permet de conclure que∑
j∈Z
{ϕ−j(zˇ), ϕ−j(z)}dif = 1
pn
∑
ζ∈µpn
res0(g(ζet/p
n − 1)dt)
= res0
 1
pn
∑
ζ∈µpn
g(ζet/pn − 1)dt
 = res0(ψn(g)(et − 1)dt) =
res0
(
ψn(g) dT1 + T
)
= res0
(
g
dT
1 + T
)
= {zˇ, z}.
Les dernières égalités utilisent la définition de { , }, le changement de variable T = et − 1 et
l’égalité [11, prop. I.2.2] res0(f dT1+T ) = res0(ψ(f)
dT
1+T ) pour tout f ∈ R.
3.8 Les modules Dnr, D] et D\
Les modules suivants jouent un rôle très important dans la correspondance de Langlands
locale p-adique pour G. Ils font l’objet d’une étude détaillée dans [11].
Définition 3.8.1. Soit D ∈ ΦΓet(OE ) ∪ ΦΓettors.
a) Le OL-module Dnr est l’intersection des ϕn(D), pour n ≥ 1.
b) D+ (resp. D++) est le OL-module des x ∈ D tels que la suite (ϕn(x))n≥0 soit bornée
(resp. tend vers 0) pour la topologie faible de D.
c) Si D est de torsion, on définit D\ et D] comme les orthogonaux respectifs de Dˇ+ et
Dˇ++, pour l’accouplement { , } (voir 3.7). Dans le cas général on définit D\ (resp. D]) comme
la limite projective des (D/pk)\ (resp. (D/pkD)]).
On étend ces définitions aux (ϕ,Γ)-modules sur E , en choisissant des réseaux stables par
ϕ et Γ (les objets obtenus ne dépendent pas des choix) et en tensorisant par L. Noter que
D\ ⊂ D].
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Proposition 3.8.2. Soit D ∈ ΦΓet(OE ) ∪ ΦΓettors. Alors :
a) Dnr et D]/D\ sont des OL-modules de type fini. Si D est de torsion, alors Dˇnr est le
dual de D]/D\.
b) D\ (resp. D]) sont des sous OL[[T ]]-modules compacts de D, qui engendrent D et sur
lesquels ψ est surjectif.
c) Si D est de torsion ou si D est irréductible de rang ≥ 2, alors D]/D\ est un OL-module
de longueur finie.
Démonstration. Toutes les références sont à [11]. Le a) suit de la prop. II.2.2 et de la prop.
II.5.19. Le b) découle de la prop. II.6.3. Enfin, c) est le cor. II.5.21.
Remarque 3.8.3. 1) Il est immédiat de vérifier que D → D? est un foncteur si ? ∈
{+,++,nr, \, ]}. Un point important [11, prop. II.6.5] est que ce foncteur préserve les sur-
jections si ? ∈ {\, ]}.
2) L’idée de base de la preuve de la proposition est que si D est de torsion, alors D+ et D++
sont assez gros pour engendrer D. Ce résultat est en général faux si D n’est pas de torsion.
3) On déduit de la proposition ci-dessus que si D ∈ ΦΓet(E ), alors Dnr et D]/D\ sont des
L-espaces vectoriels de dimension finie et que Dˇnr est le L-dual de D]/D\. De plus, si D est
irréductible de dimension ≥ 2, alors D\ = D]. Cela est faux si D est de dimension 1.
4)D ∈ ΦΓet(OE ), il n’est pas vrai en général que D]/D\ est le dual de Dˇnr.
Nous aurons aussi besoin du résultat plus technique suivant, déduit [12, lemme IV.5.1] de
la technique des extensions presque étales :
Lemme 3.8.4. Soit D ∈ ΦΓet(OE ) et Dk = D/pkD. Il existe c = c(D) tel que pc tue
Coker(Dnr → Dnrk ) et Coker(D˜+ → D˜+k ) pour tout k ≥ 1.
Chapitre 4
Paires G-compatibles et foncteur de
Montréal
Dans ce chapitre, dont la raison d’exister est le théorème 10.0.3, on démontre quelques
propriétés de base de la catégorie RepL(G) (voir l’introduction ou ci-dessous), en utilisant la
théorie des (ϕ,Γ)-modules. L’ingrédient clef est le foncteur de Montréal et le point est le
fait que le (ϕ,Γ)-module attaché à une représentation Π ∈ RepL(G) contient presque toute
l’information contenue dans 1 Π. Ce résultat fondamental est démontré dans [12, chap. IV]
pour les représentations de torsion. On fait l’exercice de passage à la limite pour montrer qu’il
reste vrai pour RepL(G). Cela nous permet de montrer que tout objet de RepL(G) est de
longueur finie (topologiquement). C’est la réciproque d’un théorème profond de Paskunas [38,
th.1.1]. Même si beaucoup plus facile (et vraie pour tout p, alors que loc.cit. est pour l’instant
démontrée pour p ≥ 5) la preuve de cette réciproque utilise un bon nombre de résultats de
[12]. On aura besoin de ce résultat dans les chapitres suivants pour démontrer un résultat de
finitude pour les modules de Jacquet localement analytiques des représentations de RepL(G).
Il est à noter que même si on utilise essentiellement tous les objets qui interviennent dans
la construction de la correspondance de Langlands locale p-adique pour G, on évite les deux
théorèmes les plus délicats de la théorie (dûs à Colmez [12, th.II.3.3], Kisin [32, th.0.1.1] et
Paskunas [38]). Ainsi, les résultats que l’on démontre n’ont pas de restriction sur p.
Dans ce chapitre D est un objet de ΦΓettors, ΦΓet(OE ) ou ΦΓet(E ). On résumera ceci par
"D est un (ϕ,Γ)-module étale". On fixe un caractère unitaire δ : Q∗p → O∗L et on utilise
systématiquement les résultats et définitions de la partie 3.8. Enfin, on rappelle que G =
GL2(Qp).
4.1 Paires G-compatibles et fonctorialité
Représentations de G
Si A est un anneau commutatif et H est un groupe topologique, une A-représentation de
H est un A[H]-module à gauche. Une telle représentation Π est dite lisse si le stabilisateur de
tout v ∈ Π est ouvert dans H et lisse admissible si de plus les invariants de Π sous n’importe
quel sous-groupe ouvert compact de H forment un A-module de type fini.
Nous aurons besoin des catégories de représentations suivantes :
1. Le foncteur de Montréal tue les morceaux de dimension finie, mais à peu de choses près c’est l’unique
information que l’on perd.
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• Reptors(G) est la catégorie des OL-représentations Π de longueur finie, ayant un caractère
central, lisses et 2 admissibles. Tout Π ∈ Reptors(G) est un OL-module de torsion.
• RepOL(G) est la catégorie des OL-représentations Π de G, ayant un caractère central et
telles que Π est un OL-module séparé et complet pour la topologie p-adique, sans p-torsion et
tel que Π/pnΠ ∈ Reptors(G) pour tout n.
• RepL(G) est la catégorie des L-représentations de G qui admettent un OL-réseau ouvert,
borné, stable par G et dans RepOL(G).
Si Π ∈ Reptors(G), on note Π∨ = Hom(Π, L/OL) le dual de Pontryagin de Π. C’est naturel-
lement un OL-module compact pour la topologie de la convergence faible, muni d’une action
évidente de G. Si Π ∈ RepOL(G) (resp. RepL(G)) on note Π∗ le OL (resp. L)-dual continu de
Π.
Rappels
SoitD un (ϕ,Γ)-module étale, muni de la topologie faible. Rappelons que l’on dispose [12,
chap. II] d’un faisceau G-équivariant sur P1(Qp), attaché à (D, δ), dont l’espace des sections
sur U est noté D δ U . Par définition,
D δ Qp = {(xn)n∈N| xn ∈ D et ψ(xn+1) = xn},
muni de la topologie induite par la topologie produit sur DN.
Si ? ∈ {\, ]}, on note D? δ Qp = (D δ Qp) ∩ (D?)N et, si D ∈ ΦΓet(E ), on note
(D? δ Qp)b = (D?0 δ Qp) ⊗OL L, pour n’importe quel réseau D0 de D, stable par ϕ et Γ.
AlorsD?δQp est un sous-module fermé deDδQp et il est compact siD ∈ ΦΓet(OE )∪ΦΓettors.
De plus, (D?δQp)b est un L-espace vectoriel topologique localement convexe pour la topologie
limite inductive.
On munit
D δ P1 = {(z1, z2) ∈ D ×D| ResZ∗p(z2) = wδ(ResZ∗p(z1))}
de la topologie induite par D ×D et on en considère les sous-B-modules fermés suivants :
• D] δ P1 = {z ∈ D δ P1 | ResQp(z) ∈ D] δ Qp}.
• (D\ δ P1)ns = {z ∈ D δ P1 | ResQp(z) ∈ D\ δ Qp}.
•D\δP1 = (D\δP1)ns siD ∈ ΦΓettors∪ΦΓet(E ), et 3 D\δP1 est le saturé de (D\δP1)ns
si D ∈ ΦΓet(OE ).
Remarque 4.1.1. L’action de G sur D δ P1 est décrite par les formules suivantes :
• Pour z ∈ D, a ∈ Z∗p et b ∈ Zp on a(
p 0
0 1
)
z = ϕ(z), ( a 00 1 ) z = σa(z),
( 1 b
0 1
)
z = (1 + T )b · z.
• Pour z = (z1, z2) ∈ D δ P1 et a ∈ Q∗p on a ( a 00 a ) z = δ(a)z, ( 0 11 0 ) z = (z2, z1),
ResZp
(
w
(
p 0
0 1
)
z
)
= δ(p)ψ(z2) et enfin RespZp
(
w
( 1 b
0 1
)
z
)
= ub
(
RespZp(z2)
)
, où 4
ub = δ(1 + b)
( 1 −1
0 1
) ◦ wδ ◦ ( (1+b)−2 b(1+b)−10 1 ) ◦ wδ ◦ ( 1 (1+b)−10 1 )
2. L’admissibilité est une conséquence des autres hypothèses, grâce aux travaux de Barthel-Livné et Breuil.
3. Le sous-module (D\ δ P1)ns de D δ P1 n’est pas forcément saturé p-adiquement, voir la remarque
VII.4.28 de [12].
4. La formule de [12, pag. 325] comporte quelques fautes de frappe.
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sur D  pZp.
Remarque 4.1.2. Si f : D1 → D2 est un morphisme de (ϕ,Γ)-modules, il est apparent sur la
définition du faisceau D → DδU que f induit un morphisme équivariant du faisceau attaché
à (D1, δ) dans le faisceau attaché à (D2, δ). En particulier, f induit des morphismes de G
(resp. B)-modules topologiques f : D1 δ P1 → D2 δ P1 (resp. f : D1 δ Qp → D2 δ Qp).
Si ? ∈ {], \}, alors f envoie D?1 dans D?2 (remarque 3.8.3) et donc f envoie D?1 δ Qp dans
D?2 δ Qp et D?1 δ P1 dans D?2 δ P1.
Si D\ δ P1 est stable par G, on dit que (D, δ) est une paire G-compatible et on pose
Π(D, δ) = (D δ P1)/(D\ δ P1).
C’est un objet de Reptors(G), RepOL(G), resp. RepL(G), suivant que D ∈ ΦΓettors, D ∈
ΦΓet(OE ), resp. D ∈ ΦΓet(E ) [12, lemme II.2.10].
Proposition 4.1.3. Soient D un (ϕ,Γ)-module étale et soient δ, η : Q∗p → O∗L des caractères
unitaires. Si (D, δ) est une paire G-compatible, alors il en est de même de (D(η), δη2) et on a
un isomorphisme de G-modules de Banach
Π(D(η), δη2) ' Π(D, δ)⊗ (η ◦ det).
Démonstration. C’est une conséquence de [12, prop. II.1.11].
Proposition 4.1.4. Pour tout δ, la paire (E , δ) est G-compatible. Plus précisément :
a) On a un isomorphisme de G-modules topologiques 5
E \ δ P1 = E + δ P1 ' (IndGB(δ−1 ⊗ 1)cont)∗.
b) L’application E δ P1 → IndGB(χ−1δ ⊗ χ−1) définie par
z → φz, φz(g) = res0
(
ResZp(wgz)
dT
1 + T
)
est une surjection G-équivariante, de noyau E + δ P1, d’où un isomorphisme
Π(E , δ) ' IndGB(χ−1δ ⊗ χ−1)cont.
Les résultats de a) et b) restent vrais si on remplace E par R et les induites continues par
des induites localement analytiques.
Démonstration. Voir la remarque II.1.1 de [12].
Les résultats suivants seront souvent utilisés par la suite. Rappelons que P =
(
Q∗p Qp
0 1
)
est
le sous-groupe mirabolique de G.
Proposition 4.1.5. a) Soit D ∈ ΦΓettors ∪ ΦΓet(OE ) et soit M un sous OL-module fermé de
D]δQp, stable par P . Si ResZp(M) engendre D en tant que (ϕ,Γ)-module, alors D\δQp ⊂
M .
b) Soit (D, δ) une paire G-compatible, avec D ∈ ΦΓet(OE ). Alors (D/pkD, δ) est une paire
G-compatible pour tout k ≥ 0.
c) Une paire (D, δ) est G-compatible si et seulement si D] δ P1 est stable par G.
5. On note dans la suite IndGB(δ1⊗ δ2)cont l’espace des fonctions continues f : G→ L telles que f (( a b0 d ) g) =
δ1(a)δ2(d)f(g) pour tous a, d ∈ Q∗p, b ∈ Qp et g ∈ G. La définition de IndGB(δ1⊗δ2)an est obtenue en remplaçant
"continue" par "localement analytique".
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Démonstration. Le a) découle de la preuve du théorème III.3.8 de [11] (noter que le caractère
δ ne joue aucun rôle quand on considère la restriction à P ). Le b) et le c) sont contenus dans
la proposition II.2.6 (et sa preuve) de [12].
4.2 Invariants sous SL2(Qp)
Dans cette partie on démontre certains résultats élémentaires concernant les SL2(Qp)-
invariants d’une représentation de Reptors(G) ou RepL(G).
Lemme 4.2.1. Soit Π ∈ Reptors(G). Alors ΠSL2(Qp) est un OL-module de longueur finie.
Démonstration. Soit Km le noyau de l’application naturelle GL2(Zp)→ GL2(Z/pmZ). Il suffit
de montrer que ΠSL2(Qp) ⊂ ΠKm pour m assez grand. Soit δ un caractère central de Π et soit
n ≥ 1 tel que δ soit trivial sur 1 + pnZp. Si x ∈ 1 + pn+1Zp, il existe y ∈ 1 + pnZp tel que
x = y2. Si v ∈ ΠSL2(Qp), alors
( x 00 1 ) v =
(
y 0
0 y
) (
y 0
0 y−1
)
v = δ(y)v = v.
Comme detKn+1 ⊂ 1 + pn+1Zp, on en déduit que l’on peut prendre m = n+ 1.
Corollaire 4.2.2. Pour tout Π ∈ RepOL(G) (resp. Π ∈ RepL(G)), ΠSL2(Qp) est un OL-module
libre de type fini (resp. un L-espace vectoriel de dimension finie).
Démonstration. On peut supposer que Π ∈ RepOL(G). Alors ΠSL2(Qp) est un OL-module sans
p-torsion, séparé et complet pour la topologie p-adique (car fermé dans Π) et dont la réduction
modulo une uniformisante piL de OL est un kL-espace vectoriel de dimension finie (lemme
4.2.1). Le résultat découle du lemme de Nakayama topologique.
Lemme 4.2.3. Soit M un OL-module tué par une puissance de p et muni d’une action OL-
linéaire de SL2(Qp). Alors M/MSL2(Qp) n’a pas de SL2(Qp)-invariants nontriviaux.
Démonstration. Il faut montrer que si x ∈M et (g− 1)(h− 1)x = 0 pour tous g, h ∈ SL2(Qp),
alors (g − 1)x = 0 pour tout g ∈ SL2(Qp). On obtient gn+1(x) − gn(x) = g(x) − x pour tout
g ∈ SL2(Qp) et n ≥ 0. Ainsi, gn(x) = n(g(x)−x)+x. Par hypothèse il existe n qui tueM . On a
alors gn(x) = x pour tout g ∈ SL2(Qp). On conclut en utilisant le fait que g → gn est bijective
sur U et sur l’unipotent inférieur, et que ces deux sous-groupes engendrent SL2(Qp).
Corollaire 4.2.4. Si Π ∈ RepL(G), alors Π/ΠSL2(Qp) n’a pas de SL2(Qp)-invariants nontri-
viaux.
Démonstration. Prendre un réseau de Π, réduire mod pn pour tout n et utiliser le lemme
4.2.3.
Lemme 4.2.5. Soit V une L-représentation unitaire, de dimension finie de G. Alors SL2(Qp)
agit trivialement sur Π.
Démonstration. C’est bien connu, mais on va donner la preuve. Par hypothèse V admet un
OL-réseau Θ stable par G. Alors Θ/pinLΘ est un OL-module de longueur finie, muni d’une
action lisse de G (car toutes les normes sur V sont équivalentes). Donc [12, lemme III.1.4]
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1 Qp
0 1
)
et
(
1 0
Qp 1
)
agissent trivialement sur Θ/pinLΘ. On conclut en passant à la limite et en
utilisant le fait que
(
1 Qp
0 1
)
et
(
1 0
Qp 1
)
engendrent SL2(Qp).
Proposition 4.2.6. Soit (D, δ) une paire G-compatible, avec D ∈ ΦΓet(E ). Alors
Π(D, δ)SL2(Qp) = (D] δ P1)/(D\ δ P1)
et c’est la plus grande sous-représentation de dimension finie sur L de Π(D, δ).
Démonstration. D’après la prop. 4.1.5, X := (D] δ P1)/(D\ δ P1) est un sous-G-module
de Π(D, δ). De plus, X est de dimension finie car il s’injecte (via ResZp) dans D]/D\, qui
est de dimension finie sur L (car dual de Dˇnr). On déduit du lemme 4.2.5 l’inclusion X ⊂
Π(D, δ)SL2(Qp).
Pour montrer l’inclusion inverse, soit D0 un réseau de D, stable par ϕ et Γ. Alors (D0, δ)
est une paire G-compatible 6 et Θ := Π(D0, δ) est un OL-réseau de Π(D, δ). Si l’image de
z = (z1, z2) ∈ D0δP1 appartient à ΘSL2(Qp), alors z1, z2 ∈ 1TD\0 (car (( 1 10 1 )−1)x ∈ D\0δP1,
pour x ∈ {z, wz}). Ainsi, le sous-OL-module des z ∈ D0 δ P1 dont l’image appartient à
ΘSL2(Qp) est compact est stable par G. Il est donc inclus dans D]0 δ P1 [12, remarque II.2.3
(i)]. Cela permet de conclure.
Corollaire 4.2.7. Si (D, δ) est une paire G-compatible avec D ∈ ΦΓet(E ) non nul, alors
Π(D, δ) est de dimension infinie sur L.
Démonstration. Sinon, la proposition 4.2.6 montre que D] δ P1 = D δ P1 et donc (en
appliquant ResZp) D = D], ce qui est impossible pour D 6= 0 (car D]0 est compact si D0 est
un réseau de D stable par ϕ et Γ).
Corollaire 4.2.8. Si (D, δ) est G-compatible et si D ∈ ΦΓet(E ) est irréductible, alors
a) Π(D, δ)SL2(Qp) = 0 si dim(D) ≥ 2.
b) Supposons que D ' E (η) pour un caractère unitaire η. Si δ 6= η2, alors Π(D, δ)SL2(Qp) =
0, et si δ = η2, alors
Π(D, δ)SL2(Qp) = χ−1η ◦ det .
Démonstration. a) Dans ce cas D\ = D] et la prop. 4.2.6 permet de conclure.
b) Par les propositions 4.1.3 et 4.1.4 on se ramène à prouver que
(
Ind(χ−1δ ⊗ χ−1)cont
)SL2(Qp) = χ−1
si δ = 1 et 0 sinon. Ceci est immédiat.
6. C’est une conséquence immédiate de la définition de D\0 δ P1 comme saturé de (D
\
0 δ P1)ns.
CHAPITRE 4. PAIRES G-COMPATIBLES ET FONCTEUR DE MONTRÉAL 45
4.3 Le sous-module D˜+ de D\ δ P1
Soit D ∈ ΦΓettors∪ΦΓet(OE ). On renvoie aux parties 3.3 et 3.6 pour les notations utilisées
dans la suite. On munit D˜ d’une action du mirabolique P en posant, si k ∈ Z, a ∈ Z∗p, b ∈ Qp,(
pka b
0 1
)
z˜ = [(1 + T )b]ϕk(σa(z˜)).
Cette action laisse stable D˜+.
Comme D˜ = A˜H ⊗AQp D (cela découle du théorème 3.3.2), l’application Tn : A˜H →
ϕ−n(AQp) de 3.6 induit une application Tn = Tn ⊗ id : D˜ → ϕ−n(D). Explicitement, si
I = [0, 1[∩Z[1p ], alors tout élément z de D˜ s’écrit de manière unique sous la forme z =
∑
i∈I [(1+
T )i]zi, avec zi ∈ D et limvp(i)→−∞ zi = 0, et on pose Tn(z) =
∑
i∈In [(1 + T )i]zi. D’après [12,
lemme II.1.16], la suite de terme général(
p−n 0
0 1
)
· ϕn(Tn(z)) =
∑
i∈In
( 1 i0 1 ) zi ∈ D δ p−nZp ⊂ D δ P1
converge dans D δ P1 et on note i(z) sa limite. 7
Proposition 4.3.1. a) Pour tous z ∈ D˜ et k ∈ N on a
ResZp
((
pk 0
0 1
)
i(z)
)
= ϕk(Tk(z)).
b) i : D˜ → D δ P1 induit une injection P -équivariante de D˜+ dans (D\ δ P1)ns.
Démonstration. Le point a) est une traduction facile des définitions. Le b) est une conséquence
du lemme IV.2.2 i) de [11] (le a) montre que le plongement de D˜ dans D δ Qp est bien celui
considéré dans loc.cit).
4.4 Dualité
On suppose toujours que D ∈ ΦΓettors ∪ ΦΓet(OE ) (le cas D ∈ ΦΓet(E ) s’obtient en
tensorisant par L). On étend l’accouplement (voir 3.7) { , } : Dˇ×D → OL en un accouplement
{ , }P1 : (Dˇ δ−1 P1)× (D δ P1)→ OL, en posant
{(zˇ1, zˇ2), (z1, z2)}P1 = {zˇ1, z1}+ {ψ(zˇ2), ψ(z2)}.
On montre [12, th.II.1.13] qu’il est G-équivariant et parfait. Rappelons (4.3) que l’on dispose
d’injections i : D˜ → D δ P1 et i : ˜ˇD → Dˇ δ−1 P1. Voir 3.6 et 3.7 pour les autres notations
qui apparaissent dans la preuve du résultat suivant, qui est implicite dans [12].
Proposition 4.4.1. Si zˇ ∈ ˜ˇD et z ∈ D˜, alors {i(zˇ), i(z)}P1 = {zˇ, z}.
Démonstration. Ecrivons zˇ = ∑i∈I [(1 + T )i]zˇi et z = ∑i∈I [(1 + T )i]zi, avec zi ∈ D et zˇi ∈ Dˇ,
qui tendent vers 0 pour la topologie faible. Si a /∈ Zp, alors ResZp est nulle sur Dδ (a+Zp),
donc pour tous xˇ ∈ Dˇ, x ∈ D
{( 1 a0 1 ) xˇ, x}P1 =
{
ResZp (( 1 a0 1 ) xˇ) , x
}
= 0.
7. Pour faciliter la comparaison avec loc.cit., mentionnons que
(
p−n 0
0 1
)
· ϕn(Tn(z)) y est noté Resp−nZp(z).
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Ainsi, par définition des injections i et continuité de { , }P1 , on a
{i(zˇ), i(z)}P1 = limn→∞
∑
i,j∈In
{( 1 i0 1 ) zˇi,
(
1 j
0 1
)
zj}P1 =
lim
n→∞
∑
i,j∈In
{
(
1 i−j
0 1
)
zˇi, zj}P1 = limn→∞
∑
i∈In
{zˇi, zi}.
Ensuite, comme T0 est OE -linéaire et T0([(1 + T )b]) = 0 si b /∈ Zp, on obtient
T0(〈σ−1(zˇ), z〉) = lim
n→∞
∑
i,j∈In
T0([(1 + T )i−j ]〈σ−1(zˇj), zi〉) = lim
n→∞
∑
i∈In
〈σ−1(zˇi), zi〉.
Les deux quantités sont donc égales à ∑i∈I{zˇi, zi}.
L’application de restriction
ResQp : D δ P1 → D δ Qp, z →
(
ResZp
(
pn 0
0 1
)
z
)
n≥0
est B-équivariante et, par définition de (D\ δ P1)ns, on a Ker(ResQp) ⊂ (D\ δ P1)ns.
Lemme 4.4.2. Soit (D, δ) une paire G-compatible. Posons X = D\ δ Qp si D ∈ ΦΓettors ∪
ΦΓet(OE ) et X = (D\ δ Qp)b si D ∈ ΦΓet(E ). Alors ResQp induit une suite exacte
0→ (0, Dnr)→ (D\ δ P1)ns → X → 0.
Démonstration. L’exactitude à gauche est démontrée dans [12, prop. II.1.14]. Par définition,
l’image de ResQp est contenue dans X. La surjectivité est prouvée dans le ii) de la remarque
II.2.3 de loc.cit, le point étant que si D ∈ ΦΓettors ∪ ΦΓet(OE ), alors (D\ δ P1)ns est compact
(car fermé dans le compact D\ × D\) donc son image par ResQp est un sous-P (Qp)-module
compact de D\ δ Qp, qui contient (prop. 4.3.1) le sous-module dense (prop.4.1.5) D˜+ de
D\ δ Qp.
On continue avec une preuve alternative de [12, th. II.2.11]. Ce résultat sera systématique-
ment utilisé dans la suite.
Théorème 4.4.3. Soit D un (ϕ,Γ)-module étale et δ : Q∗p → O∗L un caractère unitaire.
a) L’orthogonal de D˜+ dans Dˇ δ−1 P1 est un sous-module de Dˇ\ δ−1 P1.
b) Si (D, δ) est une paire G-compatible, alors Dˇ\ δ−1 P1 est l’orthogonal de D˜+ et de
D\ δ P1 dans Dˇ δ−1 P1.
Démonstration. Le cas D ∈ ΦΓet(E ) se déduit par tensorisation par L, donc on suppose dans
la suite que D ∈ ΦΓettors ∪ ΦΓet(OE ).
a) Soit N l’orthogonal de D˜+ dans Dˇδ−1 P1. Il est stable par P , car D˜+ l’est. Supposons
que D est de torsion. Si x = (x1, x2) ∈ N , alors pour tout y ∈ D+ ⊂ D˜+ on a {x1, y} =
{x, y}P1 = 0, donc x1 est orthogonal à D+ et x1 ∈ Dˇ\. En appliquant ceci à
(
pn 0
0 1
)
x pour
tout n ≥ 0, on obtient x ∈ Dˇ\ δ−1 P1 et donc N ⊂ Dˇ\ δ−1 P1.
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Supposons maintenant que D ∈ ΦΓet(OE ) et soient Dk = D/pkD et c tel que pc tue le
conoyau de D˜+ → D˜+k pour tout k (lemme 3.8.4). Donc, si x ∈ N , alors pcx (mod pk) est
orthogonal à D˜+k et, d’après le cas de torsion, on a pcx (mod pk) ∈ Dˇ\k δ−1 P1. En passant à
la limite projective on obtient x ∈ Dˇ\ δ−1 P1 et donc N ⊂ Dˇ\ δ−1 P1.
b) En utilisant a) et l’inclusion (prop. 4.3.1) D˜+ ⊂ D\ δ P1, il suffit de montrer que
D\ δ P1 est orthogonal à Dˇ\ δ−1 P1. Quitte à remplacer D par D/pkD et à passer à la
limite, on peut supposer 8 que D est de torsion.
Soit M l’orthogonal de D\ δ P1. Alors M est stable par w (car D\ δ P1 l’est) et M ⊂
Dˇ\δ−1P1 (par a)), doncM est compact (car fermé dans le compact Dˇ\×Dˇ\). Alors ResQp(M)
est un sous P -module compact de Dˇ\δQp, tel que ResZp(M) contient Dˇ++ (car M contient
Dˇ++ ⊂ Dˇ\δ−1P1), qui engendre Dˇ. On en déduit (prop. 4.1.5 a)) que ResQp(M) = Dˇ\δQp
et donc (lemme 4.4.2) Dˇ\δ−1P1 ⊂M+(0, Dˇnr). Ainsi, Dˇ\δ−1P1 est lui-même compact 9. Le
même argument montre alors que ResQp(Mˇ) = D\δQp, si Mˇ est l’orthogonal de Dˇ\δ−1P1.
On a donc Dˇ\ δ P1 ⊂ M + (0, Dˇnr) et D\ δ P1 ⊂ Mˇ + (0, Dnr), et il reste à voir que
M + (0, Dˇnr) est orthogonal à Mˇ + (0, Dnr). Or, on a vu que Mˇ + (0, Dnr) ⊂ D\ δ P1 et, par
définition, M est orthogonal à D\ δ P1, donc M est orthogonal à Mˇ + (0, Dnr). En faisant
la même chose avec Mˇ et en utilisant le fait que Dnr est orthogonal à Dˇnr, cela permet de
conclure.
Corollaire 4.4.4. Soit (D, δ) une paire G-compatible. Alors (Dˇ, δ−1) est G-compatible et le
dual faible de Π(D, δ) est isomorphe à Dˇ\ δ−1 P1, dans lequel ˜ˇD+ est dense. On a donc une
suite exacte de G-modules topologiques
0→ Π(Dˇ, δ−1)∗ → D δ P1 → Π(D, δ)→ 0.
Démonstration. Cela découle du théorème précédent et du fait que { , }P1 est parfait et G-
équivariant.
Le résultat suivant est [12, cor.II.2.9], mais la démonstration que l’on donne ici est ortho-
gonale à celle de loc.cit. : en effet, on le voit ici comme corollaire du théorème 4.4.3, alors que
dans loc.cit. il est un des ingrédients essentiels dans la preuve de ce théorème.
Corollaire 4.4.5. Soit (D, δ) une paire G-compatible, avec D ∈ ΦΓettors ∪ ΦΓet(E ). Alors
l’inclusion de D˜ dans D δ P1 induit une suite exacte de B-modules topologiques
0→ D˜/D˜+ → Π(D, δ)→ D]/D\ → 0.
Démonstration. Commençons par le cas de torsion. Alors D]/D\ est le dual (de Pontryagin)
de Dˇnr et D˜/D˜+ est le dual de Dˇ\δ−1 Qp, d’après [11, prop. IV.5.4]. En utilisant le théorème
4.4.3, on voit que la suite exacte demandée est obtenue en dualisant la suite exacte
0→ (0, Dˇnr)→ Dˇ\ δ−1 P1 → Dˇ\ δ Qp → 0
du lemme 4.4.2, ce qui permet de conclure.
Supposons que D ∈ ΦΓet(OE ) et posons Dk = D/pkD. Alors D]/D\ est la limite pro-
jective des D]k/D
\
k et D˜/D˜+ est la limite projective des D˜k/D˜
+
k ([11, lemme IV.5.3] pour
8. (D/pkD, δ) reste une paire G-compatible par la prop. 4.1.5.
9. Cela n’a rien de trivial à cet instant, car nous ne savons pas encore que (Dˇ, δ−1) est G-compatible. C’est
d’ailleurs ce qu’on cherche à démontrer...
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le dernier). L’isomorphisme D˜k ' A˜H ⊗AQp Dk (remarque 3.3.5) montre que l’application
naturelle D˜k+1 → D˜k est surjective. Il en est donc de même de l’application de transition
D˜k+1/D˜
+
k+1 → D˜k/D˜+k . Ainsi, en passant à la limite dans
0→ D˜k/D˜+k → Π(Dk, δ)→ D]k/D\k → 0
on obtient bien une suite exacte
0→ D˜/D˜+ → lim←−Π(Dk, δ)→ D
]/D\ → 0.
Comme Π(D) est le quotient de lim←−Π(Dk, δ) par son OL-module de torsion, cela permet de
conclure dans le cas D ∈ ΦΓet(E ).
Remarque 4.4.6. 1) Le corollaire ne s’applique pas en général aux (ϕ,Γ)-modules sur OE .
Cependant, si D ∈ ΦΓet(OE ) a la propriété que D] = D\, alors la preuve montre que l’on a un
isomorphisme B-équivariant D˜/D˜+ ' Π(D, δ) (le point est que dans ce cas lim←−Π(Dk, δ) n’a
pas de OL-torsion, car D˜/D˜+ n’en a pas).
2) Ce corollaire va jouer un rôle très important dans la suite, car il permet de faire le lien
avec la théorie de Hodge p-adique, à travers la théorie du modèle de Kirillov.
Corollaire 4.4.7. Soit (D, δ) une paire G-compatible telle que Dˇnr = 0.
a) Si D ∈ ΦΓettors, alors on a un isomorphisme de B-modules compacts Π(D)∨ ' Dˇ\δ−1Qp.
b) Si D ∈ ΦΓet(E ), on a un isomorphisme de B-modules topologiques Π(D)∗ ' (Dˇ\ δ−1
Qp)b.
Démonstration. Cela découle du corollaire 4.4.4 et du lemme 4.4.2.
4.5 Presqu’exactitude de D → Π(D, δ)
Si (D1, δ) et (D2, δ) sont des paires G-compatibles (noter que δ est le même dans les
deux paires) et si f : D1 → D2 est un morphisme de (ϕ,Γ)-modules, la remarque 4.1.2
montre que f induit un morphisme G-équivariant f : Π(D1) → Π(D2). Le résultat suivant
sera systématiquement utilisé dans la suite.
Proposition 4.5.1. Soit 0 → D1 → D → D2 → 0 une suite exacte dans une des catégories
ΦΓettors, ΦΓet(OE ), ΦΓet(E ). Si (D, δ) est une paire G-compatible, alors :
a) (D1, δ) et (D2, δ) sont des paires G-compatibles.
b) Si D,D1, D2 ∈ ΦΓet(E ), alors l’application α : Π(D, δ) → Π(D2, δ) est surjective,
l’image de Π(D1, δ) dans Π(D, δ) est de L-codimension finie dans Ker(α), et Ker(Π(D1, δ)→
Π(D, δ)) est de L-dimension finie.
Démonstration. Commençons par noter que la suite 0→ D1δP1 → DδP1 → D2δP1 → 0
est trivialement exacte. Si D ∈ ΦΓet(E ), remplacer dans la suite D? δ Qp par (D? δ Qp)b.
a) Pour montrer que (D1, δ) est G-compatible 10, il suffit (prop. 4.1.5) de montrer que
D]1 δ P1 est stable par G. Soit z ∈ D]1 δ P1 et g ∈ G, et posons xn = ResZp
((
pn 0
0 1
)
gz
)
.
10. La preuve qui suit est un peu détournée, le résultat suit aussi facilement de [12, lemme II.2.5].
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Comme D] δ P1 est stable par g (prop. 4.1.5), on a (xn)n≥0 ∈ D] δ Qp. On en déduit que
(xn)n≥0 ∈ (D1 δ Qp) ∩ (D] δ Qp) = D]1 δ Qp (l’égalité suit de l’exactitude [11, th. III.3.5]
du foncteur D → D] δ Qp), ce qui permet de conclure.
Pour montrer que (D2, δ) est G-compatible, on dualise la suite exacte 0 → D1 → D →
D2 → 0 et on obtient une suite exacte 0→ Dˇ2 → Dˇ → Dˇ1 → 0. On conclut alors en utilisant
ce que l’on vient de démontrer et le corollaire 4.4.4.
b) La surjectivité de α découle de celle de D δ P1 → D2 δ P1. Ensuite, en utilisant le
lemme du serpent, il suffit de montrer que le conoyau de D\δP1 → D\2δP1 est de dimension
finie sur L et que D\1 δ P1 est de codimension finie dans le noyau de D\ δ P1 → D\2 δ P1.
Cela résulte du lemme du serpent et des faits suivants :
• La suite 0→ (D]1δQp)b → (D]δQp)b → (D]2δQp)b → 0 est exacte [11, th. III.3.5].
• Pour tout D ∈ ΦΓet(E ), le L-espace vectoriel (D\ δ Qp)b est de codimension finie dans
(D] δ Qp)b. En effet, le quotient (D] δ Qp)b/(D\ δ Qp)b s’injecte (via ResZp) dans D]/D\
(cela découle du fait que ψ est injectif sur le L-espace vectoriel de dimension finie D]/D\, car
surjectif).
• Le lemme 4.4.2 et le fait que dimLDnr <∞.
Remarque 4.5.2. La réciproque du point a) de la proposition 4.5.1 est presque toujours fausse,
la condition de G-compatibilité d’une paire étant très forte.
Corollaire 4.5.3. Soit 0 → D1 → D → D2 → 0 une suite exacte dans RepL(G) et δ tel que
(D, δ) soit une paire G-compatible. Si Dnrj = 0 et Dˇnrj = 0 pour j = 1, 2, alors la suite exacte
précédente induit une suite exacte dans RepL(G)
0→ Π(D1, δ)→ Π(D, δ)→ Π(D2, δ)→ 0.
Démonstration. Notons pour simplifier Π(D) = Π(D , δ) pour D ∈ {D,D1, D2}. La proposition
4.5.1 (et la discussion qui la précède) montre que 0 → D1 → D → D2 → 0 induit des
morphismes G-équivariants continus α : Π(D) → Π(D2) et β : Π(D1) → Π(D) tels que
α ◦ β = 0 et α est surjectif. Pour démontrer l’exactitude de la suite induite par α et β dans
RepL(G), il suffit de montrer que la suite de B-modules topologiques (induite par α et β)
0→ Π(D2)∗ → Π(D)∗ → Π(D1)∗ → 0 est exacte.
Or, l’hypothèse Dnr1 = 0 et Dnr2 = 0 entraîne Dnr = 0 et donc Dˇ ] = Dˇ \ pour
D ∈ {D,D1, D2} (rappelons que Dˇ ]/Dˇ \ est isomorphe au dual de Dnr). En combinant
cela avec le corollaire 4.4.7, on obtient un isomorphisme de B-modules topologiques (avec
D ∈ {D,D1, D2})
Π(D)∗ ' (Dˇ \ δ−1 Qp)b ' (Dˇ ] δ−1 Qp)b.
L’exactitude des foncteurs D → Dˇ et D → (D] δ−1 Qp)b ([11, th. III.3.5] pour le dernier)
permet de conclure.
Proposition 4.5.4. Soit (D, δ) une paire G-compatible, avec D ∈ ΦΓet(E ) de dimension ≥ 2.
Les assertions suivantes sont équivalentes :
a) D est irréductible.
b) Π(D, δ) est topologiquement irréductible comme G-module.
c) Π(D, δ) est topologiquement irréductible comme B-module, B étant le Borel supérieur.
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Démonstration. Supposons que D est irréductible et montrons le c). Comme dimE D ≥ 2, on
a Dˇnr = 0 (car Dˇ est aussi irréductible de dimension ≥ 2) et donc Π(D, δ)∗ ' (Dˇ\ δ−1 Qp)b
comme B-modules topologiques (corollaire 4.4.7). En choisissant un réseau Dˇ0 stable par ϕ
et Γ dans Dˇ et en lui appliquant le a) de la proposition 4.1.5, on voit que Dˇ\0 δ−1 Qp est
irréductible comme OL[B]-module topologique et donc (Dˇ\ δ−1 Qp)b est aussi irréductible.
On conclut par dualité.
Il nous reste à montrer que b) entraîne a). Supposons que D est réductible et soit 0 →
D1 → D → D2 → 0 une suite exacte dans ΦΓet(E ), avec D1 6= 0 et D1 6= D. Les paires (D1, δ)
et (D2, δ) sont G-compatibles (prop. 4.5.1) et on a un morphisme f : Π(D1) → Π(D) dans
RepL(G). On conclut en utilisant le b) de la prop. 4.5.1 et le fait que Π(D, δ) est de dimension
infinie (cor. 4.2.7).
Remarque 4.5.5. Le (ϕ,Γ)-module trivial et le caractère trivial fournissent un contre-exemple
à la proposition 4.5.4 si on considère des (ϕ,Γ)-modules de dimension 1.
Proposition 4.5.6. Soit (D, δ) une paire G-compatible, avec D ∈ ΦΓet(E ). Alors Π(D, δ) est
un B-module topologiquement de longueur finie.
Démonstration. Si dimE D = 1, cela résulte de la proposition 4.1.5 et du lemme 4.4.2). Le cas
général s’en déduit par récurrence sur dimE (D), en utilisant la proposition 4.5.4 pour traiter
le cas irréductible et la proposition 4.5.1 (et l’hypothèse de récurrence) pour traiter le cas
réductible.
4.6 Le foncteur de Montréal
Cette partie est consacrée à des rappels sur le foncteur de Montréal. Soit K = GL2(Zp)
et soit Z le centre de G. Si W est une KZ-représentation lisse, on note c− indGKZW l’ensemble
des fonctions f : G→W à support fini modulo KZ et telles que f(kg) = k ·f(g) pour k ∈ KZ
et g ∈ G. Alors c − indGKZW est une G-représentation lisse, l’action de G étant définie par
(g · f)(h) = f(hg). Si g ∈ G et v ∈ W , on note [g, v] ∈ c − indGKZW la fonction définie par
[g, v](h) = 1hg∈KZhg · v.
Soit Π de Reptors(G) et soit W ⊂ Π de type fini sur OL, stable par KZ et qui engendre Π
comme G-module (un tel W existe toujours, cf. [12, lemme III.1.6]). L’application
φW : c− indGKZW → Π, φW (f) =
∑
g∈G/KZ
g · f(g−1)
est alors une surjection G-équivariante. On dit que W induit une présentation standard de Π
si Ker(φW ) est engendré comme OL[G]-module par{[
( 1 00 1 ) ,
(
p 0
0 1
)
y
]
−
[(
p 0
0 1
)
, y
]
, où y ∈W ∩
(
p−1 0
0 1
)
W
}
.
D’après [12, th. III.3.1], pour tout Π ∈ Reptors(G) on peut trouver W induisant une présenta-
tion standard de Π.
Définition 4.6.1. Si W induit une présentation standard de Π ∈ Reptors(G), on note
• D\W (Π) le dual de Pontryagin de P+ ·W , où P+ =
(
Zp−{0} Zp
0 1
)
.
• D+W (Π) l’ensemble des µ ∈ Π∨ nuls sur g ·W pour tout g ∈ P − P+, où P =
(
Q∗p Qp
0 1
)
.
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D+W (Π) est naturellement un P+-module et donc il admet une structure naturelle 11 de
(ϕ,Γ)-module sur OL[[T ]]. On définit alors
D(Π) = OE ⊗OL[[T ]] D+W (Π).
Il est facile de voir que la restriction à P+ ·W induit une injection de D+W (Π) dans D\W (Π),
dont l’image est d’indice fini dans D\W (Π). On a donc un isomorphisme de OE -modules D(Π) '
OE ⊗OL[[T ]] D\W (Π), ce qui permet de définir une application βZp : Π∨ → D(Π), composée des
Π∨ → D\W (Π)→ OE ⊗OL[[T ]] D\W (Π) ' D(Π),
la première flèche étant la restriction, la deuxième x → 1 ⊗ x et la troisième vient de la
discussion ci-dessus. L’application βZp est
(
Z∗p Zp
0 1
)
-équivariante et [12, prop. IV.1.7, IV.1.12]
satisfait βZp ◦
(
p−1 0
0 1
)
= ψ ◦ βZp . On définit enfin βP1 : Π∨ → D(Π) ⊕ D(Π) par βP1(x) =
(βZp(x), βZp(w ·x)). Comme les noms l’indiquent, les objets D(Π), βZp et βP1 ne dépendent pas
du choix deW . On montre [12, th. IV.2.13] que Π→ D(Π) est un foncteur exact contravariant
de Reptors(G) dans ΦΓettors, appelé foncteur de Montréal par Paskunas. Le résultat suivant est
un des résultats principaux du chapitre IV de [12].
Proposition 4.6.2. Soit Π ∈ Reptors(G), de 12 caractère central δ et soit D = D(Π).
a) (D, δ−1) est une paire G-compatible et βP1 est un morphisme G-équivariant Π∨ →
D] δ−1 P1. Son noyau est (Π∨)SL2(Qp) et c’est un OL-module de longueur finie.
c) βP1 envoie l’orthogonal de ΠSL2(Qp) dans D\ δ−1 P1.
4.7 Reconstruction de Π
Soit Π ∈ RepL(G), de caractère central δ et soit Θ un réseau ouvert borné de Π, stable
par G. Les Θ/pinLΘ ∈ Reptors(G) forment un système inductif, les transitions étant induites
par la multiplication par piL. Le foncteur de Montréal étant contravariant et exact, les Dn =
D(Θ/pinLΘ) forment un système projectif isomorphe au système projectif (D(Θ)/pinLD(Θ))n≥1.
Les paires (Dn, δ−1) sont G-compatibles (prop. 4.6.2) et (D(Θ)\ δ−1 P1)ns est isomorphe
à la limite projective des D\n δ−1 P1, donc (D(Θ), δ−1) et (D(Π), δ−1) sont des paires G-
compatibles. De plus, le OL-dual de Θ s’identifie à la limite projective des Θ∨n et les applications
βP1 : Θ∨n → D]n δ−1 P1 sont compatibles. Elles définissent donc par passage à la limite une
application continue βP1 : Θ∗ → D(Θ)] δ−1 P1, qui est G-équivariante. En inversant p, on
obtient une application continue et G-équivariante βP1 : Π∗ → D(Π)] δ−1 P1. En passant à
la limite dans la prop. 4.6.2, on voit que Ker(βP1) est égal à (Π∗)SL2(Qp) et c’est un L-espace
vectoriel de dimension finie.
Posons σ = Π/ΠSL2(Qp) ∈ RepL(G), de telle sorte que 13 D(σ) ' D(Π) et σSL2(Qp) = 0
(cor. 4.2.4). Le lemme 4.7.3 ci-dessous (appliqué à σ) montre que l’application βP1 : σ∗ →
D(σ)] δ−1 P1 se factorise par D(σ)\ δ−1 P1 ' D(Π)\ δ−1 P1 ' Π(Dˇ(Π), δ)∗, le dernier
isomorphisme étant fourni par le cor. 4.4.4. La transposée de βP1 induit donc un morphisme
G-équivariant continu
βΠ : Π(Dˇ(Π), δ)→ Π/ΠSL2(Qp).
11. Les actions de ϕ et Γ sont celles de
(
p 0
0 1
)
et
( Z∗p 0
0 1
)
; la structure de OL[[T ]]-module est induite par
l’action de
( 1 Zp
0 1
)
et l’isomorphisme standard OL[[T ]] ' OL
[[( 1 Zp
0 1
)]]
.
12. Le caractère central n’est pas unique pour les objets de Reptors(G).
13. Par le cor. 4.2.2 et le fait que le foncteur de Montréal tue les objets de dimension finie.
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En général 14 il découle du théorème suivant que ce morphisme est un isomorphisme (mais ce
n’est pas toujours le cas).
Théorème 4.7.1. Si Π ∈ RepL(G), alors le noyau et conoyau de βΠ sont de dimension finie
sur L. Plus précisément, Coker(βΠ) est un quotient de ((Π∗)SL2(Qp))∗.
Démonstration. Gardons les notations ci-dessus. Comme σ∗ est une sous-représentation de Π∗,
il suffit de démontrer le théorème pour σ, ce qui nous permet de supposer que ΠSL2(Qp) = 0,
et donc σ = Π. Les lemmes 4.7.3 et 4.7.4 ci-dessous et la prop. 4.6.2 montrent que βP1 induit
une suite exacte
0→ (Π∗)SL2(Qp) → Π∗ → D(Π)\ δ−1 P1 → K → 0,
avec K de dimension finie. On conclut en dualisant cette suite exacte et en utilisant le cor.
4.4.4.
Il nous reste maintenant à démontrer les lemmes. On fixe un réseau ouvert borné Θ de
Π, stable par G et on note Θn = Θ/pinLΘ, D = D(Θ) et Dn = D(Θn) = D/pinLD. Soit
H = SL2(Qp) et soit Zn l’orthogonal de ΘHn dans Θ∨n , de telle sorte que βP1(Zn) ⊂ D\nδ−1P1
(prop. 4.6.2).
Lemme 4.7.2. Si ΠH = 0, alors il existe n0 tel que la multiplication par piL induit un iso-
morphisme de ΘHn dans ΘHn+1 pour tout n ≥ n0.
Démonstration. La multiplication par piL de Θn dans Θn+1 est G-équivariante injective, donc
induit une injection de ΘHn dans ΘHn+1 pour tout n. Si un tel n0 n’existe pas, il existe une
partie infinie I de N et, pour tout n ∈ I, un vecteur vn ∈ ΘHn+1 qui n’est pas dans l’image de
la multiplication par piL. On peut donc trouver xn ∈ Θ − piLΘ tel que vn = xn (mod pin+1L )
et gxn − xn ∈ pin+1L Θ pour tout g ∈ H. Pour n ∈ I∩]j,∞] on a xn (mod pijL) ∈ ΘHj , qui est
un ensemble fini (lemme 4.2.1). Par extraction diagonale, on obtient ainsi l’existence d’une
sous-suite (yn)n de (xn)n∈I qui converge piL-adiquement vers un α ∈ Θ. En passant à la limite
dans gxn − xn ∈ pin+1L Θ, on obtient α ∈ ΘH = 0. Mais cela contredit le fait que yn /∈ piLΘ
pour tout n, ce qui permet de conclure.
Lemme 4.7.3. Si ΠH = 0, alors βP1(Θ∗) ⊂ D\ δ−1 P1, donc βP1(Π∗) ⊂ D(Π)\ δ−1 P1.
Démonstration. En dualisant la suite exacte
0→ ΘHn → Θn → Θn/ΘHn → 0,
on obtient une suite exacte de OL-modules profinis 0→ Zn → Θ∨n → (ΘHn )∨ → 0. En passant
à la limite projective, on obtient
0→ lim←− Zn → Θ
∗ → lim←−(Θ
H
n )∨ → 0.
Les lemmes 4.2.1 et 4.7.2 montrent qu’il existe N tel que pN tue 15 lim←−(Θ
H
n )∨ = (lim−→ Θ
H
n )∨.
On a donc pNΘ∗ ⊂ lim←− Zn. Comme βP1(Zn) ⊂ D
\
n δ−1 P1 (prop. 4.6.2), on obtient
βP1(pNΘ∗) ⊂ lim←−D
\
n δ−1 P1 = (D(Θ)\ δ−1 P1)ns
et donc βP1(Θ∗) ⊂ D\ δ−1 P1, ce qui permet de conclure.
14. La suite montre que c’est le cas si les composants de Jordan-Hőlder de Π sont supersinguliers.
15. Rappelons que les applications de transition Θn → Θn+1 sont induites par la multiplication par piL.
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Lemme 4.7.4. On a D(Π)\ δ−1 P1 ⊂ βP1(Π∗) + (0, D(Π)nr).
Démonstration. Comme Θ∗ est compact,M = ResQp(βP1(Θ∗)) est un sous-P -module compact
de D\δ−1 Qp. De plus, ResZp(M) engendre D (car ResZp(βP1(Θ∗n)) = βZp(Θ∗n) engendre Dn
par construction même), donc par la proposition 4.1.5 on a M = D\ δ−1 Qp. On en déduit
(lemme 4.4.2) que D\δ−1 P1 ⊂ βP1(Θ∗) + (0, Dnr), ce qui permet de conclure, en tensorisant
par L (par définition on a D(Π) = E ⊗OE D).
Corollaire 4.7.5. Soit Π ∈ RepL(G) supersingulière, de caractère central δ. Alors D(Π) est
absolument irréductible de dimension ≥ 2 et on a des isomorphismes topologiques de G-modules
Π∗ ' D(Π)\ δ−1 P1, Π ' Π(Dˇ(Π), δ).
Démonstration. Comme Π est irréductible de dimension infinie, on a ΠSL2(Qp) = 0 et
(Π∗)SL2(Qp) = 0. Le théorème 4.7.1 fournit une suite exacte 0 → K → Π(Dˇ(Π), δ) → Π → 0,
avec dimL(K) <∞. On va montrer que Dˇ(Π) est irréductible.
Supposons que 0 → D1 → Dˇ(Π) → D2 → 0 est une suite exacte dans ΦΓet(Γ). Alors
(Dj , δ) sont des paires G-compatibles et la suite 0 → Π(D1) → Π(Dˇ(Π), δ) → Π(D2) → 0
est exacte modulo des L-représentations de dimension finie (prop. 4.5.1). On en déduit qu’au
moins une des représentations Π(D1, δ) et Π(D2, δ) n’admet pas Π comme facteur de Jordan-
Hőlder, et donc est de dimension finie. Le corollaire 4.2.7 entraîne alors D1 = 0 ou D2 = 0, ce
qui montre que Dˇ(Π) est irréductible, et donc D(Π) aussi. En appliquant ceci à Π⊗L L′ pour
tout extension finie L′ de L, on conclut que D(Π) est absolument irréductible.
Si dimE (D(Π)) = 1, il découle du th. 4.7.1 et de la prop. 4.1.4 que Π est ordinaire, contra-
diction. Donc dimE ≥ 2 et Dˇ(Π)] = Dˇ(Π)\, ce qui entraîne K = 0 (th. 4.7.1). On a donc
Π ' Π(Dˇ(Π), δ) et on conclut en utilisant le cor. 4.4.4.
Remarque 4.7.6. On déduit du cor. 4.7.5 que si Π1, Π2 sont supersingulières, de même caractère
central et si D(Π1) ' D(Π2), alors Π1 ' Π2. Cette propriété d’injectivité du foncteur de
Montréal est démontrée par voie très détournée dans [38] (voir la preuve du théorème 10.4 de
loc.cit.), mais l’approche de loc.cit. fournit plus d’informations. On y prouve que si p ≥ 5 et si
Π est supersingulière à caractère central δ, alors V (Π) est de dimension 2 et det Vˇ (Π) = χδ (les
normalisations ne sont pas les mêmes dans [12] et [38]). En particulier, l’image par le foncteur
de Montréal suffit à retrouver le caractère central, ce qui est assez surprenant à priori, car
le (ϕ,Γ)-module attaché à un Π ∈ RepL(G) n’utilise que la restriction au mirabolique. Il est
probable que ceci est vrai pour tout p.
Théorème 4.7.7. Tout objet de RepL(G) est de longueur finie comme B-module topologique.
Démonstration. C’est une conséquence immédiate du théorème 4.7.1 et de la proposition 4.5.6.
Chapitre 5
Vecteurs localement analytiques
Ce chapitre étend à toutes les paires G-compatibles les résultats de [12, chap. V], concer-
nant l’espace Π(D, δ)an. Ce degré de généralité sera essentiel pour les applications aux chapitres
8 et 10.
La plus grande partie de ce chapitre est consacrée à la preuve du théorème 5.5.1. La démons-
tration de ce résultat est fort technique et reprend un bon nombre d’idées de [12]. Cependant,
il y a aussi des différences notables avec l’approche de loc.cit. : on remplace les arguments de
dualité et de théorie de Hodge p-adique de loc.cit. par une étude directe des rayons d’analy-
ticité des vecteurs de Π(D, δ). Cette étude est grandement facilitée par la proposition 5.2.2,
qui permet de simplifier certains arguments de [12]. Cette proposition est aussi utilisée dans la
preuve du corollaire 5.5.2. Une preuve indépendante de ce corollaire permettrait de simplifier
considérablement la preuve du théorème 5.5.1. Notons aussi que l’on retrouve les résultats de
Schneider et Teitelbaum sur la densité des vecteurs localement analytiques (et même quelque
chose de plus fort) pour les objets de RepL(G).
5.1 Préliminaires
On fixe dans la suite une paire G-compatible (D, δ), avec D ∈ ΦΓet(E ), et un réseau
D de D, stable par ϕ et Γ. On note Π = Π(D, δ) et Θ = Π(D , δ). Alors Θ est un réseau ouvert,
borné et stable par G de l’espace de Banach Π. On munit Π de la valuation vΠ définie par
vΠ(v) = k si v ∈ pkΘ et v /∈ pk+1Θ. Ainsi, p−vpi est une norme sur Π, définissant la topologie
de Π.
On renvoie àu § 3.1 pour les anneaux de fonctions analytiques utilisés dans la suite. Rap-
pelons que Λ(Γ) est l’anneau des mesures à valeurs dans OL sur Γ. Si R est un anneau de
séries de Laurent (comme OE , R, O†,bE , etc.), on dispose d’anneaux R(Γ). On renvoie le lecteur
au paragraphe 3 de la partie V.1 de [12] pour les définitions et propriétés de ces anneaux.
Rappelons quem(D) est un entier assez grand, qui ne dépend que de D . Il est en particulier
choisi tel que le théorème 3.3.3 s’applique à D et D \ δ P1 ⊂ D (0,rm(D)] δ P1 (cela utilise le
cor. II.7.2 de [11]). Comme D \ est compact, il existe l1 = l1(D) tel que D \ ⊂ T−l1D†,m(D),
donc D \ δ P1 ⊂ (T−l1D†,m(D))δ P1, où l’on note
X δ P1 = (D δ P1) ∩ (X ×X)
pour toute partie X de D (pareil avec D). Quitte à augmenter encore l1 et m(D), on peut
supposer qu’ils sont aussi associés à (Dˇ , δ−1), et que l’involution iδ de OL[Γ] qui envoie σa sur
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δ(a)σ 1
a
s’étend en une involution continue de O†,bE (Γ), O
(0,rb]
E (Γ), R(Γ) pour b ≥ m(D) (voir
[12, lemme V.2.3]).
On fixe une base e1, e2, ..., ed de D†,m(D) sur O†,m(D)E (c’est aussi une base de D†,b sur O
†,b
E
pour tout b ≥ m(D)).
Nous allons utiliser systématiquement le résultat parfaitement classique suivant.
Lemme 5.1.1. ϕ
n(T )
T p
n est une unité de O†,bE si b > n.
Démonstration. Voir le lemme II.5.2 de [7].
On continue avec un lemme technique, dont les arguments sont aussi standard. Faute d’une
référence, on donne la preuve.
Lemme 5.1.2. Il existe l(D) ≥ 1 tel que pour tous a ∈ Z, k ∈ N∗ et b ≥ m(D) + k
ψk(T aD†,b) ⊂ T [
a
pk
]−l(D)
D†,b−k.
Démonstration. Si a ∈ Z et si c = [ a
pk
], alors le lemme 5.1.1 montre que
ψk(T aD†,b) ⊂ ψk(T pkcD†,b) = ψk(ϕk(T )cD†,b) = T cψk(D†,b).
On peut donc se contenter de traiter le cas a = 0.
Soit l ≥ 1 tel que p divise l et ψ((1 + T )jei) ∈ T−lD†,m(D) pour (i, j) ∈ [1, d] × [0, p − 1].
Alors ψ(D†,b) ⊂ T−lD†,b−1 pour tout b > m(D), car ψ(O†,bE ) ⊂ O†,b−1E et donc
D†,b =
d∑
i=1
O†,bE · ei =
d∑
i=1
p−1∑
j=0
(1 + T )jϕ(O†,b−1E )ei.
Posons l(D) = 2l et montrons par récurrence sur k que ψk(D†,b) ⊂ T−l(D)D†,b−k pour
b ≥ m(D) + k. Pour k = 1, on vient de le faire. Pour passer de k à k+ 1, on utilise l’hypothèse
de récurrence et le lemme 5.1.1, ce qui donne pour b > m(D) + k
ψk+1(D†,b) ⊂ ψ(ϕ(T )−
l(D)
p D†,b−k) = T−
l(D)
p ψ(D†,b−k).
On conclut en utilisant l’inclusion ψ(D†,b−k) ⊂ T− l(D)2 D†,b−k−1 (second paragraphe) et l’in-
égalité l(D) ≥ l(D)2 + l(D)p .
5.2 Vecteurs localement analytiques et coefficients de Mahler
On renvoie aux parties 2.1 et 2.2 pour les généralités sur les groupes uniformes et les
coefficients de Mahler. Si m ≥ 2, notons Km = 1 + pmM2(Zp) et
a+m =
(
1+pm 0
0 1
)
, a−m =
(
1 0
0 1+pm
)
, u+m =
(
1 pm
0 1
)
, u−m =
(
1 0
pm 1
)
.
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Alors Km est un pro-p-groupe uniforme et (a+m, a−m, u+m, u−m) est un système minimal de géné-
rateurs topologiques. Pour simplifier, on notera pour α ∈ N4
bαm = (a+m − 1)α1 · (a−m − 1)α2 · (u+m − 1)α3 · (u−m − 1)α4 ∈ Zp[Km].
Si v ∈ Π, on note ov : Km → Π la fonction g → g · v. C’est une fonction continue sur Km dont
les coefficients de Mahler sont donnés par aα(ov) = bαm · v. Par le théorème de Mahler, on a
lim|α|→∞ aα(ov) = 0.
Définition 5.2.1. Soit Π(b)m le sous-espace de Π formé des vecteurs v ∈ Π tels que
lim
|α|→∞
vΠ(bαm · v)− pmrb · |α| =∞.
On munit Π(b)m de la valuation
v(b)m (v) = inf
α∈N4
(vΠ(bαm · v)− pmrb · |α|),
pour laquelle il est complet (donc un espace de Banach). De plus, le théorème d’Amice montre
que la limite inductive (sur b, à m fixé) des Π(b)m s’identifie en tant qu’espace vectoriel topolo-
gique à Πan. Le but d’une bonne partie de ce chapitre est de décrire cet espace en termes de
D .
Rappelons que l’on dispose d’une constante l1 telle que D \ ⊂ T−l1D†,b (voir 5.1).
Proposition 5.2.2. Soient b > m > m(D) et v ∈ Π(b)m . Alors v admet un relèvement à
(psT s′D†,b)δ P1 ⊂ D(0,rb] δ P1, avec s = v(b)m et s′ = −(pmnb + l1).
Démonstration. On peut supposer que v(b)m (v) ≥ 0. Notons ξ = (u+m)nb , µ = (u−m)nb et
ak = min(vΠ(ξkv), vΠ(µkv)),
de telle sorte que limk→∞ ak − pmk =∞ et ak ≥ pmk + v(b)m (v) pour tout k (par définition de
Π(b)m et v(b)m ).
Soient X = D δ P1 et Y = D \δ P1, et fixons un relèvement z = (z1, z2) ∈ pa0X de v (il
en existe, car vΠ(v) ≥ a0 ≥ 0). Nous aurons besoin du lemme suivant.
Lemme 5.2.3. Il existe une suite (yn)n≥0 d’éléments de Y telle que pour tout n ≥ 1
ξnz −
n−1∑
k=0
pakξn−k−1yk ∈ panX.
Démonstration. On construit la suite en question par récurrence. Noter que Y est stable par
ξ et η (car il est stable par G), ainsi que l’égalité pnX ∩ Y = pnY (pour n ≥ 0), qui découle
de la définition de Y .
Supposons d’abord que n = 1. Si a1 < a0, on prend y0 = 0, supposons donc que a1 ≥ a0.
Comme vΠ(ξv) ≥ a1 ≥ 0, on a ξz ∈ (pa1X + Y ) ∩ pa0X ⊂ pa1X + pa0Y , ce qui montre
l’existence de y0. Supposons avoir trouvé y0, ..., yn−1 et écrivons
ξnz =
n−1∑
k=0
pakξn−k−1yk + panu
pour un u ∈ X. Si an > an+1, on prend yn = 0. Sinon, en appliquant ξ à l’égalité précédente
on obtient panξu ∈ ξn+1z+Y ⊂ pan+1X+Y (la deuxième inclusion suit de vΠ(ξn+1v) ≥ an+1).
On en déduit que panξu ∈ pan+1X+panY et on choisit yn ∈ Y tel que panξu−panyn ∈ pan+1X.
Cela permet de conclure.
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Revenons à la preuve de la proposition. En appliquant ResZp à la relation du lemme 5.2.3, et
en utilisant le fait que ξ agit par multiplication par ϕm(T )nb , on obtient z1−∑n−1k=0 Ak ∈ panD ,
avec
Ak =
pak
ϕm(T )(k+1)nb
ResZp(yk) =
pak−p
mk 1
ϕm(T )nb
(
pp
m
ϕm(T )nb
)k
ResZp(yk) ∈ pak−p
mkT−l1−p
mnbD†,b,
la dernière relation utilisant le lemme 5.1.1, le fait que p ∈ TnbO†,bE et ResZp(yk) ∈ D \ ⊂
T−l1D†,b.
Comme D†,b est complet pour la topologie p-adique et comme ak − pmk tend vers ∞ et
est minoré par v(b)m (v), on déduit de ce qui précède que z1 ∈ pv
(b)
m (v)T−pmnb−l1D†,b. Les mêmes
arguments (remplacer dans ce qui précède ξ par η et ResZp par ResZp(w·)) donnent la même
estimée pour z2, ce qui permet de conclure.
Remarque 5.2.4. Suppposons que D\ = D] (par exemple D est irréductible de dimension ≥ 2),
de telle sorte que l’inclusion de D˜ dans Π induise un isomorphisme de B-modules de Banach
Π ' D˜/D˜+. En posant X = D˜ et Y = D˜+, on vérifie sans mal que le lemme 5.2.3 s’applique
encore (le point est que Y est stable par ξ et Y ∩ pnX = pnY pour n ≥ 0). Le reste de la
preuve s’applique et montre que tout v ∈ Π(b)m admet un relèvement à D˜(0,rb]. Par contre, les
éléments de D˜(0,rb] ne fournissent pas en général des vecteurs localement analytiques.
Le but de la suite est de montrer que l’image de D(0,rb] δ P1 par la projection canonique
pΠ : DδP1 → Π est contenue dans Π(b+1)m pour m convenable 1 et b > 2m. Nous allons suivre
les arguments de [12], qui s’adaptent sans problème à notre degré de généralité.
5.3 Vecteurs propres de ψ
Pour tout α ∈ O∗L, on note
C α = (1− α · ϕ)Dψ=α ⊂ Dψ=0.
La proposition suivante est une version de la proposition V.2.1 de [12] (qui n’est vraie 2
qu’après tensorisation par L). Voir 5.1 pour les objets iδ, Λ(Γ), etc.
Proposition 5.3.1. Soit P ∈ OL[X] tel que P (ψ) = 0 ∈ EndOL(D ]/D \). Soit α ∈ O∗L tel que
α et β := 1δ(p)α ne soient pas des racines de P et α
−1 et β−1 ne soient pas des valeurs propres
de ϕ sur Dnr. Alors wδ(C α) ∩ C β est d’indice fini dans C β.
Démonstration. Etape 1 On montre que wδ(C α)⊗OL L = C β ⊗OL L.
Soit z ∈ Dψ=α et soit z′ = P (α)z = P (ψ)z. Par hypothèse on a z′ ∈ D \, donc (α−nz′)n≥0 ∈
D \ δ Qp. Comme D \ δ P1 se surjecte sur D \ δ Qp (lemme 4.4.2), il existe x = (x1, x2) ∈
D \ δ P1 tel que ResZp
((
pn 0
0 1
)
x
)
= α−nz′ pour tout n ≥ 0. Alors (ibid.)
(
p 0
0 1
)
x − α−1x ∈
1. On peut vérifier que les espaces de Banach Π(b)m ne dépendent pas du choix de m, c’est d’ailleurs pour
cela que l’on a choisi des normalisations un peu étranges dans leur définition. Comme nous n’avons pas besoin
de ce résultat pour la suite, nous le laissons en exercice au lecteur.
2. Le problème est que Dψ=1 n’est pas toujours contenu dans D\, même sous les hypothèses de loc.cit.
Comme le montre la suite, cela ne change rien aux arguments.
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Ker(ResQp) = (0,Dnr) et un petit calcul montre que ceci entraîne ψ(x2)−βx2 ∈ Dnr. Comme
β−1 n’est pas valeur propre de ϕ ∈ EndL(Dnr), il existe u ∈ Dnr tel que βϕ(u)− u = ψ(x2)−
βx2. Alors x2 + ϕ(u) ∈ Dψ=β ⊗OL L et donc ResZ∗p(x2 + ϕ(u)) = ResZ∗p(x2) ∈ C β ⊗OL L.
Comme
ResZ∗p(x2) = wδ(ResZ∗p(x1)) = P (α)wδ((1− αϕ)(z)),
on conclut que wδ(C α ⊗OL L) ⊂ C β ⊗OL L. Par symétrie, cette inclusion est une égalité.
Etape 2 Comme C α et C β sont des Λ(Γ)-modules de type fini et comme wδ est iδ-semi-
linéaire, l’étape 1 montre l’existence d’une constante c = c(P, α,D) telle que wδ(C β) ⊂ p−cC α.
Soit alors x ∈ C β. On vient de voir qu’il existe y ∈ Dψ=α tel que wδ(x) = p−c(1− αϕ)y. Si y′
est un autre choix, alors y− y′ ∈ Dϕ= 1α . Comme wδ(x) ∈ D , on a y (mod pc) ∈ (D/pcD)ϕ= 1α .
De plus, si y (mod pc) = 0, alors x ∈ wδ(C α)∩C β. Ainsi, l’application x→ y (mod pc) induit
une injection de C β/(C β ∩ wδ(C α)) dans le quotient de (D/pcD)ϕ= 1α par l’image de Dϕ= 1α .
Comme ce quotient est fini (car (D/pcD)ϕ= 1α est contenu dans (D/pcD)nr, qui est fini), cela
permet de conclure.
5.4 L’action de G sur T aD †,b δ P1
Le but de cette partie est de contrôler l’action de G sur les modules (T aD†,b) δ P1.
Tous les arguments sont repris de [12, chap. V] et les résultats importants pour la suite sont
les propositions 5.4.5 et 5.4.7 ci-dessous. Rappelons que les constantes c, c1, c2, ...,m1,m2, ...
ci-dessous ne dépendent que de D , δ et du choix de la base e1, e2, ..., ed (voir 5.1).
Proposition 5.4.1. Il existe m1 ≥ m(D) tel que wδ laisse stable D (0,rb] δ Z∗p pour tout
b ≥ m1.
Démonstration. On choisit P, α et β comme dans la proposition 5.3.1 et on noteM = wδ(C α)∩
C β. On choisit ensuite m1 ≥ m(D) tel que pour tout b ≥ m1
• Si ? ∈ {α, β}, alors C ? est un sous-Λ(Γ)-module libre de rang d de D (0,rb] δ Z∗p, tel que
O
(0,rb]
E (Γ)⊗Λ(Γ) C ? = D (0,rb] δ Z∗p (c.f. [12, cor. V.1.13]).
• L’inclusion de M dans C β induit un isomorphisme
O
(0,rb]
E (Γ)⊗Λ(Γ) M = O(0,rb]E (Γ)⊗Λ(Γ) C β
(car C β/M est un Λ(Γ)-module fini-ensemblistement- d’après prop. 5.3.1).
On a alors O(0,rb]E (Γ)⊗Λ(Γ)M = D (0,rb]δZ∗p et wδ(M) ⊂ C α ⊂ D (0,rb]δZ∗p (par définition
de M), ce qui permet de conclure, en utilisant la iδ-semi-linéarité de wδ.
Rappelons que l’on note X δ P1 = (D δ P1) ∩ (X ×X) pour X ⊂ D (pareil avec D).
Corollaire 5.4.2. Si b > m1, alors D (0,rb]δP1 est stable par GL2(Zp) et D†δP1 est stable
par G.
Démonstration. C’est une conséquence formelle des formules donnant l’action de G sur D δ
P1, de la proposition 5.4.1 et des inclusions ψ(D (0,rb+1]) ⊂ D (0,rb], ϕ(D (0,rb]) ⊂ D (0,rb+1] et
σa(D (0,rb]) ⊂ D (0,rb].
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Si b ≥ m > m1, on note τm = σ1+pm − 1 et
M †,bm = (1 + T )ϕm(D†,b) et M (0,rb]m = (1 + T )ϕm(D (0,rb]).
Notons que
(
1+pm 0
0 1
)
−1 agit comme τm sur D et
(
1 pm
0 1
)
−1 y agit agit par multiplication par
ϕm(T ). Le résultat suivant ([12, prop. V.1.14] et sa preuve) compare les deux actions, ce qui
est fondamental pour la suite. Rappelons que l’on a fixé une base (ei)i du O†,bE -module D†,b,
et que Γm = χ−1(1 + pmZp). Si m ≥ 2, on définit des anneaux O†,bE (Γm), etc, en remplaçant
simplement la variable T par τm.
Proposition 5.4.3. Il existe m2 > m1 tel que pour tous b ≥ m ≥ m2 on ait
a) τm est bijectif sur M (0,rb]m et τam induit une bijection de M †,bm sur ϕm(T )a ·M †,bm , pour
tout a ∈ Z.
b) M †,bm (resp. M
(0,rb]
m ) est un O†,bE (Γm) (resp. O
(0,rb]
E (Γm))-module libre de base ((1 +
T )ϕm(ei))i.
On fixe un tel m2 et on le note simplement m. Voir 5.2 pour les notations Km, a+m, a−m,
bαm, etc.
Lemme 5.4.4. Il existe une constante c ≥ 1 telle que :
a) Pour tous b ≥ m et a ∈ Z on a wδ(τamM †,bm ) ⊂ τa−cm M †,bm .
b) Pour tous b ≥ m, a ∈ Z, n ≥ 0 et g ∈ Km on a (g − 1)n(τamM †,bm ) ⊂ τn+a−cm M †,bm .
Démonstration. a) Notons fi := (1+T )ϕm(ei) ∈ D (0,r2m]. Alors (cor. 5.4.1) wδ(fi) ∈ D (0,r2m] =
D†,2m[ 1T ]. On choisit (et on fixe) c′ tel que wδ(fi) ∈ ϕm(T )−c
′+l(D)D†,2m pour 1 ≤ i ≤ d (voir
le lemme 5.1.2 pour l(D)). Comme wδ commute à Res1+pmZp (car 1 + pmZp est stable par w),
il existe gi ∈ D tels que wδ(fi) = (1 + T )ϕm(gi). Ainsi, on a ϕm(gi) ∈ ϕm(T )−c′+l(D)D†,2m,
ensuite gi ∈ T−c′D†,m (utiliser le lemme 5.1.2 et l’identité gi = ψm(ϕm(gi))) et donc finalement
(prop. 5.4.3) wδ(fi) ∈ ϕm(T )−c′M †,mm = τ−c
′
m M
†,m
m .
Soient enfin b ≥ m, a ∈ Z et notons X = M †,bm . Comme les ei forment une base D†,b sur
O†,bE , les fi forment une base de X sur O
†,b
E (Γm) (prop. 5.4.3). En utilisant la iδ-semi-linéarité
de wδ et le fait que wδ(fi) ∈ τ−c′m X, on obtient wδ(τamX) ⊂ τa−c
′
m X, ce qui permet de conclure.
b) On va montrer que c = 8c′ marche (avec c′ comme dans la preuve de a), dont on garde les
notations). Le a) de prop. 5.4.3 montre que (g− 1)n(τamX) = τa+nm X si a ∈ Z et g ∈ {a+m, u+m}.
En combinant cela avec le a), on obtient pour g ∈ {u+m, a+m}
(wgw − 1)n(τamX) = w(g − 1)nw(τamX) ⊂ w(τa+n−c
′
m X) ⊂ τa+n−2c
′
m X
et donc bαm(τamX) ⊂ τ |α|+a−cm X.
Soit maintenant g ∈ Km quelconque et écrivons (g − 1)n = ∑α∈N4 cαbα dans Λ(Km).
D’après Lazard (voir la discussion qui précède le théorème 4.11 de [45]), on sait que cα ∈ Zp et
vp(cα) ≥ n− |α| quand |α| < n. Comme p est multiple de τnbm (et donc de τm) dans O†,bE (Γm),
on obtient cαbα(τamX) ⊂ τmax(n,|α|)+a−cm X pour tout α ∈ N4. Comme X est complet pour
la topologie τm-adique (car O†,bE (Γm) l’est), cela permet de conclure que (g − 1)n(τamX) ⊂
τn+a−cm X, ce qui finit la preuve.
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Proposition 5.4.5. Il existe c1 > c tel que :
a) Pour tout a ∈ Z on a wδ((T aD†,b)ψ=0) ⊂ (T a−c1D†,b)ψ=0.
b) Pour tous b > 2m, a ∈ Z, n ≥ 1 et g ∈ Km
(g − 1)n(T aD†,b) ⊂ T a+pmn−c1D†,b.
Démonstration. On va montrer que l’on peut prendre c1 = pm(1 + c+ l(D)). Fixons b > 2m,
a ∈ Z, n ≥ 1 et notons, pour simplifier, q = [ apm ] et Y = τ
q−l(D)
m M †,b−mm .
Lemme 5.4.6. Soit A (resp. B) l’ensemble des i ∈ {0, 1, ..., pm − 1} tels que p ne divise
pas i (resp. p divise i). Alors T aD†,b ⊂ ∑i∈A ( i 00 1 )Y + ∑i∈B ( 1 i−10 1 )Y et (T aD†,b)ψ=0 ⊂∑
i∈A ( i 00 1 )Y .
Démonstration. Soit z ∈ T aD†,b et posons zi = ψm((1 + T )−iz), de telle sorte que z =∑pm−1
i=0 (1 + T )i · ϕm(zi) et zi ∈ T q−l(D)D†,b−m (lemme 5.1.2). On en déduit (prop. 5.4.3) que
xi = (1 + T )ϕm(σ 1
i
(zi)) (pour i ∈ A) et yi = (1 + T )ϕm(zi) (pour i ∈ B) sont des éléments de
Y et on conclut en remarquant que z = ∑i∈A ( i 00 1 )xi+∑i∈B ( 1 i−10 1 ) yi. La deuxième assertion
s’en déduit, car si ψ(z) = 0, alors zi = 0 pour tout i ∈ B.
En revenant à la preuve de la proposition 5.4.5 et en appliquant le lemme 5.4.4, la prop.
5.4.3 b) et le lemme 5.1.1 (dans cet ordre) on obtient, pour g ∈ Km,
(g − 1)n(Y ) ⊂ τ q−l(D)−c+nm M †,b−mm = ϕm(T )q−c−l(D)+nM †,b−mm
⊂ T pm(q−c−l(D)+n)D†,b ⊂ T a+pmn−c1D†,b.
On conclut pour le b) en utilisant le lemme 5.4.6 et le fait que Km est distingué dans GL2(Zp).
Le a) se démontre de la même manière, en utilisant le a) de la prop. 5.4.3.
Rappelons que vΠ(v) = k si v ∈ pkΘ et v /∈ pk+1Θ, et que pΠ : D δ P1 → Π est la
projection naturelle. Voir 3.7 pour les accouplements 〈 . 〉 et { , }.
Proposition 5.4.7. Il existe une constante c2 telle que si a ∈ Z, b > 2m et z ∈ (T aD†,b)δP1,
alors v = pΠ(z) satisfait
inf
α∈N4
vΠ(bαmv)− pmrb|α| ≥ arb − c2.
Démonstration. Comme pTnb ∈ O†,bE , l’énoncé est évident quand a < 0. La proposition 5.4.5
montre que bαm·z ∈ (T a+p
m|α|−4c1D†,b)δP1 et on conclut en utilisant le lemme 5.4.8 ci-dessous.
Lemme 5.4.8. Il existe c3 tel que vΠ(pΠ(z)) ≥ arb−c3 si b > 2m, a ∈ Z et z ∈ (T aD†,b)δP1.
Démonstration. Par dualité de Schikhof et cor. 4.4.4, un vecteur v ∈ Π est dans pkΘ si et
seulement si {zˇ, v}P1 ∈ pkOL pour tout zˇ ∈ Dˇ \ δ−1 P1. On applique cette observation à
v = pΠ(z). Comme {zˇ, v}P1 = {zˇ, z}P1 , le résultat suit de l’inclusion D \ ⊂ T−l1D†,b et du
lemme 5.4.9 ci-dessous.
Lemme 5.4.9. Si a1, a2 ∈ Z et b > max(m(D),m(Dˇ)), alors
{T a1Dˇ†,b, T a2D†,b} ⊂ p(a1+a2)rbOL.
CHAPITRE 5. VECTEURS LOCALEMENT ANALYTIQUES 61
Démonstration. Soient zˇ ∈ T a1Dˇ†,b, z ∈ T a2D†,b et f tel que f dT1+T = 〈σ−1(zˇ), z〉. Alors
f ∈ T a1+a2O†,bE et si on écrit f = T a1+a2
∑
n∈Z bnTn, alors
res0
(
f
dT
1 + T
)
=
∑
j≥0
(−1)jb−1−a1−a2−j .
On conclut en utilisant l’inégalité vp(bj) ≥ −jrb.
Remarque 5.4.10. Avec plus de travail, on peut montrer que lim|α|→∞ vΠ(bαmv)− |α|rbpm =∞
pour v dans l’image de D(0,rb]. Combiné avec les propositions 5.4.7 et 5.2.2, on obtient un
isomorphisme de L-espaces vectoriels topologiques
(D(0,rb] δ P1)/(D\ δ P1) ' Π(b)m .
5.5 Le module Drig δ P1 et l’espace Π(D, δ)an
Commençons par préciser un peu les topologies sur les espaces divers et variés que
l’on manipulera dans la suite. Le module D†,b est séparé et complet pour la topologie T -
adique, d’où une topologie naturelle sur D (0,rb] = D†,b[ 1T ]. On munit D(0,rb] = ∪k≥0p−kD (0,rb]
et D† = ∪bD(0,rb] de la topologie limite inductive.
Il nous sera également utile d’avoir une description plus concrète de ces topologies. Pour
cela, rappelons l’on dispose d’une pléiade d’anneaux de séries de Laurent (voir 3.1), chacun
ayant une topologie naturelle. Cela induit une topologie naturelle sur les modules libres de
type fini sur ces anneaux (on vérifie qu’elle ne dépend pas des choix de bases). En appliquant
cette discussion aux modules D†,b, D (0,rb], D(0,rb], D†, Drig, etc, on obtient des topologies sur
ces modules, qui sont les mêmes que celles introduites dans le premier paragraphe.
Si X ∈ {D (0,rb], D(0,rb], D†}, on munit X δ P1 de la topologie induite par l’inclusion
X δ P1 ⊂ X ×X. Cette topologie est plus forte que celle induite par l’inclusion X δ P1 ⊂
D δ P1 (ou X ⊂ Dδ P1). Comme D \δ P1 est fermé dans D δ P1, il est aussi fermé dans
D (0,rb] δ P1 pour b > m(D), donc D\ δ P1 est fermé dans D(0,rb] δ P1 et dans D† δ P1.
On munit alors (D (0,rb] δ P1)/(D \ δ P1) et (X δ P1)/(D\ δ P1) de la topologie quotient,
pour X ∈ {D(0,rb], D†}.
La discussion précédente nous fournit un L-espace vectoriel topologique (D†δP1)/(D\δ
P1). Le corollaire 5.4.2 montre que D† δ P1 admet une action de G, qui est continue pour
sa topologie naturelle (cela suit de la proposition 5.4.5). Ainsi, (D† δ P1)/(D\ δ P1) est un
G-module topologique.
Théorème 5.5.1. Soit (D, δ) une paire G-compatible avec D ∈ ΦΓet(E ). Alors l’inclusion de
D† δ P1 dans D δ P1 induit un isomorphisme de G-modules topologiques
(D† δ P1)/(D\ δ P1) ' Π(D, δ)an.
Démonstration. Les propositions 5.2.2 et 5.4.7 montrent que l’on a des injections continues
Π(D, δ)(b)m ⊂ (D(0,rb] δ P1)/(D\ δ P1) ⊂ Π(D, δ)(b+1)m ,
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qui sont des homéomorphismes sur leurs images. On conclut en passant à la limite inductive
sur b > 2m (rappelons que l’isomorphisme d’Amice identifie Π(D, δ)an comme espace vectoriel
topologique à la limite inductive des Π(D, δ)(b)m ).
Le résultat suivant est en fait un sous-produit de la preuve du théorème 5.5.1, mais il ne
semble pas facile à démontrer directement :
Corollaire 5.5.2. Soit Π ∈ RepL(G) supersingulière et v ∈ Π. Si les applications x→ ( 1 x0 1 ) v
et x→ ( 1 0x 1 ) v sont localement analytiques, alors v ∈ Πan.
Démonstration. On peut supposer que Π = Π(D, δ) pour une paire admissible (D, δ). La
preuve de la proposition 5.2.2 n’utilise que la croissance des coefficients de Mahler des appli-
cations x → ( 1 x0 1 ) v et x → ( 1 0x 1 ) v. Elle montre que v admet un relèvement à D† δ P1. Le
théorème 5.5.1 permet alors de conclure.
Corollaire 5.5.3. Soit (D, δ) une paire G-compatible et soit Π = Π(D, δ). Il existe m et b tels
que Π(b)m soit dense dans Π.
Remarque 5.5.4. En particulier, Πan est dense dans Π. Bien sûr, cela est bien connu en toute
généralité par les travaux de Schneider et Teitelbaum, mais notons que nous les retrouvons
dans ce cas particulier par la théorie des (ϕ,Γ)-modules. Nous ne savons pas si le résultat du
corollaire est aussi valable en toute généralité, même si cela est probable.
Démonstration. Soit m comme dans les parties précédentes (cf. prop. 5.4.3 et ce qui suit) et
soit b = 2m + 1. Supposons que z ∈ Π∗ ' Dˇ\ δ−1 P1 s’annule sur Π(b+1)m . On déduit de la
prop. 5.4.7 que z est orthogonal à D(0,rb] δ P1. Mais D(0,rb] δ P1 est dense dans D δ P1,
donc z est orthogonal à D δ P1 et donc il est nul. Cela permet de conclure.
Le a) de la prop. 5.4.5 montre que wδ est continu sur D†δ Z∗p, quand on munit cet espace
de la topologie induite par la topologie naturelle de D†, qui, elle, est induite par la topologie
de Drig. La densité de D† δ Z∗p dans D
ψ=0
rig (qui suit de celle de D† dans Drig) nous permet
d’étendre wδ de manière unique en une involution de Dψ=0rig . On définit alors, de la manière
usuelle
Drig δ P1 = {(z1, z2) ∈ Drig ×Drig| ResZ∗p(z2) = wδ(ResZ∗p(z1)).}.
L’action continue de G sur D† δ P1 s’étend, elle aussi, par continuité en une action de G
sur Drig δ P1. On dispose donc d’un G-module topologique Drig δ P1. En appliquant ceci
à la paire G-compatible (Dˇ, δ−1) on obtient aussi un module Dˇrig δ−1 P1. L’accouplement
{ , }P1 : (Dˇ† δ−1 P1) × (D† δ P1) → L s’étend en un accouplement G-équivariant parfait
(voir la discussion qui précède [12, prop. V.2.10])
{ , }P1 : (Dˇrig δ−1 P1)× (Drig δ P1)→ L.
Théorème 5.5.5. Soit (D, δ) une paire G-compatible et notons Π = Π(D, δ) et Πˇ =
Π(Dˇ, δ−1). Alors
a) (Πan)∗ est isomorphe comme G-module topologique à l’orthogonal de D\ δ P1 dans
Dˇrig δ−1 P1.
b) (Πan)∗ et (Πˇan)∗ sont exactement orthogonaux pour l’accouplement { , }P1.
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c) L’injection (Πˇan)∗ → Drig δ P1 induit une suite exacte de G-modules topologiques
0→ (Πˇan)∗ → Drig δ P1 → Πan → 0.
Démonstration. a) Le théorème 5.5.1 montre que le dual topologique de Πan s’identifie à
l’orthogonal de D\ δ P1 dans (D† δ P1)∗. Par densité de D† δ P1 dans Drig δ P1, tout
élément de (D†δP1)∗ s’étend de manière unique en un élément de (DrigδP1)∗ = Dˇrigδ−1P1,
ce qui permet de conclure (la G-équivariance suit de celle de l’isomorphisme du théorème 5.5.1
et du fait que { , }P1 est G-équivariant).
b) Le cor. 4.4.4 fournit un isomorphisme de G-modules D\δ P1 ' Πˇ∗. Le a) montre donc
que (Πan)∗ est l’orthogonal de Πˇ∗. Or Πˇ∗ est un sous-espace dense de (Πˇan)∗ (par densité de
Πˇan dans Πˇ combinée à la réfléxivité de Πˇan et au théorème de Hahn-Banach), donc (Πan)∗
est en fait l’orthogonal de (Πˇan)∗, ce qui démontre le b).
c) D’après a), (Πˇan)∗ est un sous-espace fermé de DrigδP1. Soit Y le quotient. En utilisant
de nouveau que { , }P1 induit une dualité parfaite entre Dˇrigδ−1 P1 et DrigδP1, on obtient
un isomorphisme topologique de Y ∗ sur l’orthogonal de (Πˇan)∗ dans Dˇrig δ−1 P1, donc sur
(Πan)∗ (par b)). On a donc un isomorphisme de G-modules topologiques Y ∗ ' (Πan)∗ (la
G-équivariance suit de celle de { , }P1), ce qui permet de conclure (notons que Y est réflexif,
car Dˇrig δ−1 P1 satisfait Hahn-Banach).
Corollaire 5.5.6. Avec les notations du théorème 5.5.5, on a
Drig δ P1 = D† δ P1 +(Πˇan)∗.
Démonstration. Ceci découle de la preuve du théorème 5.5.5. Explicitement, si z ∈ DrigδP1,
alors x→ {x, z}P1 est une forme linéaire continue sur (Πan)∗ et donc elle est représentée par un
élément v ∈ Πan (car Πan est réflexif). Par le théorème 5.5.1, v a un relèvement zv à D†δP1.
Par construction z − zv est orthogonal à (Πan)∗ et donc z − zv ∈ (Πˇan)∗, ce qui permet de
conclure.
Corollaire 5.5.7. Sous les hypothèses du théorème 5.5.5, il existe m = m(D, δ) tel que
(Π(D, δ)an)∗ ⊂ Dˇ]0,rm] δ−1 P1.
Démonstration. Le théorème 5.5.5 appliqué à (Dˇ, δ−1) montre que (Π(D, δ)an)∗ est un sous-
espace fermé de Dˇrig δ P1, qui est isomorphe comme espace vectoriel topologique à la limite
inductive des Dˇ]0,rm] δ−1 P1, chacun de ces espaces étant un Fréchet. Puisque (Π(D, δ)an)∗
est lui-même un Fréchet, il est contenu dans un des Dˇ]0,rm] δ−1 P1.
Chapitre 6
L’action infinitésimale de G
Ce court chapitre représente le coeur de cette thèse, car les résultats que l’on établit
dans ce chapitre seront utilisés partout dans la suite. Comme le lecteur pourra facilement
se convaincre, les preuves des résultats principaux sont très élémentaires, mais utilisent plei-
nement les résultats techniques du chapitre précédent. Les formules obtenues, qui décrivent
l’action infinitésimale de G sur Drig δ P1, sont assez frappantes : il suffit par exemple de
contempler les formules donnant l’action de l’unipotent inférieur de G (cf. remarque 4.1.1)
pour se rendre compte que la formule du corollaire 6.2.5 ci-dessous n’a rien d’évident. On finit
le chapitre par une réponse à une question de Harris, qui est une version localement analytique
d’un théorème de Morra [37].
6.1 Fonctions analytiques sur des couronnes et distributions
sur Km
Les résultats importants pour la suite sont les propositions 6.1.6 et 6.1.8, ainsi que le
corollaire 6.1.7. Les détails topologiques étant un peu délicats, nous avons besoin de quelques
préliminaires pour les démontrer. Notons que l’on utilisera pleinement les résultats du chapitre
précédent.
Soit m comme après la prop. 5.4.3 et soient a ≥ b > 2m. On note E [ra,rb] l’anneau des
fonctions analytiques sur la couronne ra ≤ vp(T ) ≤ rb, que l’on munit de la valuation
v[ra,rb](f) = inf
ra≤vp(x)≤rb
vp(f(x)).
Une série de Laurent f = ∑k∈Z akT k est dans E [ra,rb] si et seulement si limk→±∞ vp(ak)+kra =
∞ et limk→±∞ vp(ak) + krb =∞, et il découle du principe du maximum que
v[ra,rb]
∑
k∈Z
akT
k
 = min( inf
k∈Z
(vp(ak) + kra), inf
k∈Z
(vp(bk) + krb)).
Soit O[ra,rb]E l’anneau de valuation de E [ra,rb]. Rappelons que O
†,b
E est le complété de O
+
E [
p
Tnb ]
pour la topologie p-adique. Le résultat suivant est bien connu.
Lemme 6.1.1. Si a ≥ b, alors O†,bE est le sous-anneau de O[ra,rb]E formé des séries
∑
k∈Z akT k
à coefficients dans OL, telles que limk→−∞ vp(ak) + krb = ∞ et [vp(ak)] ≥ −krb pour tout k,
[vp(ak)] étant la partie entière de vp(ak).
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Lemme 6.1.2. a) O[ra,rb]E ∩O(0,rb]E ⊂ 1pO†,bE .
b) Si f ∈ O(0,rb]E satisfait v[ra,rb](f) ≥ N pour un N ∈ N, alors f ∈ 1pTNnbO†,bE .
Démonstration. a) C’est une conséquence immédiate du lemme 6.1.1 (la présence de 1p est due
au terme [vp(ak)] dans le lemme 6.1.1).
b) Si ra ≤ vp(x) ≤ rb, on a
vp(f(x))−Nnbvp(x) ≥ v[ra,rb](f)−Nnbrb ≥ 0,
donc T−Nnbf ∈ O[ra,rb]E ∩O(0,rb]E et on conclut en utilisant le a).
Le lemme suivant établit un résultat de continuité, qui sera raffiné par la suite. Rappelons
que l’on a choisit une base e1, e2, ..., ed de D†,b sur O†,bE . C’est aussi une base de D]0,rb] sur
E ]0,rb], ce qui nous permet de poser
v[ra,rb](z) = min
1≤i≤d
v[ra,rb](fi) si z =
d∑
i=1
fiei ∈ D]0,rb]
Lemme 6.1.3. Il existe une constante c4 telle que pour tous a ≥ b > 2m, α ∈ N4 et z ∈ D]0,rb]
on ait
v[ra,rb](bαmz) ≥
nb
na
(
v[ra,rb](z)− 1
)
+ pm|α|ra − c4.
Démonstration. On peut supposer que z ∈ D(0,rb] (car D(0,rb] est dense dans D]0,rb] et car
l’action deKm surD]0,rb] a été définie par continuité à partir de l’action surD(0,rb]). Ensuite, en
multipliant z par une puissance entière de p, on peut supposer que z ∈ D (0,rb] et v[ra,rb](z) ≥ 0.
Soit N la partie entière de v[ra,rb](z). On déduit du lemme 6.1.2 que z ∈ 1pTNnbD†,b, ce qui
permet d’utiliser la prop. 5.4.5 pour obtenir bαmz ∈ 1pTNnb+p
m|α|−4c1D†,b, d’où
v[ra,rb](bαmz) ≥ (Nnb + pm|α| − 4c1)ra − 1,
ce qui permet de conclure avec c4 = 4c1 + 1 (noter que N > v[ra,rb](z)− 1).
Le résultat suivant est aussi bien connu, mais nous en donnons la preuve, pour le confort
du lecteur.
Lemme 6.1.4. a) Si (fk)k est une suite d’éléments de O†,bE qui converge vers 0 pour la topologie
p-adique, alors la série ∑k≥0 (Tnap )k fk converge dans O[ra,rb]E .
b) Si f ∈ O[ra,rb]E , alors il existe une suite (fk)k comme dans a) et telle que
pf =
∑
k≥0
(
Tna
p
)k
fk.
Démonstration. a) Il suffit de constater que
v[ra,rb]
((
Tna
p
)k
fk
)
≥ v[ra,rb](fk)
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et que, par hypothèse, la dernière quantité est positive et tend vers ∞ pour k →∞.
b) Posons pf = ∑k∈Z bkT k et, pour k ≥ 0, posons gk = ∑na−1j=0 pkbkna+jT j . Alors gk ∈ O+E
tend vers 0 pour la topologie p-adique (car vp(bk)+kra ≥ 1 pour tout k et limk→∞ vp(bk)+kra =
∞) et on a ∑
k≥0
bkT
k =
∑
k≥0
(
Tna
p
)k
gk.
Pour conclure, il suffit de vérifier que ∑k≤0 bkT k ∈ O†,bE . Cela découle du lemme 6.1.1.
Notons, pour a > 2m,
Da(Km, L) = {
∑
α∈N4
cαb
α
m| lim|α|→∞ vp(cα) + p
mra|α| =∞},
de telle sorte que D(Km, L) est la limite projective des Da(Km, L). L’algèbre Da(Km, L) est
de Banach pour la valuation
va
 ∑
α∈N4
cαb
α
m
 = inf
α∈N4
(vp(cα) + pm|α|ra)
et la famille (va)a>2m définit la topologie de Fréchet de D(Km, L). Nous pouvons enfin donner
la version optimale du lemme 6.1.3.
Proposition 6.1.5. Il existe une constante c5 telle que pour tous a ≥ b > 2m, z ∈ D]0,rb] et
λ = ∑α∈N4 cαbαm ∈ Da(Km, L), la série ∑α cαbαmz converge dans D]0,rb] et
v[ra,rb]
(∑
α
cαb
α
mz
)
≥ v[ra,rb](z) + va(λ)− c5.
Démonstration. Il suffit de montrer qu’il existe c5 tel que
v[ra,rb](bαmz) ≥ v[ra,rb](z) + pm|α|ra − c5
pour tous z ∈ D]0,rb], α ∈ N4 et a ≥ b > 2m. On peut supposer que v[ra,rb](z) ∈ [0, 1]
(multiplier z par une puissance de p), en particulier z ∈ O[ra,rb]E ⊗O†,bE D
†,b. Le lemme 6.1.4
permet d’écrire pz comme une série convergente (pour v[ra,rb])
pz =
∑
k≥0
(
Tna
p
)k
zk,
avec zk ∈ D†,b tendant vers 0 pour la topologie p-adique. Soit SN =
∑
k≤N
(
Tna
p
)k
zk. Le
lemme 6.1.3 montre que bαmSN tend vers pbαmz pour la valuation v[ra,rb]. La proposition 5.4.5
montre que
bαmSN ∈
N∑
k=0
(
Tna
p
)k
T p
m|α|−4c1D†,b,
et donc
v[ra,rb](bαmSN ) ≥ (pm|α| − 4c1)ra.
En faisant N → ∞ on obtient donc que v[ra,rb](bαmz) ≥ pm|α|ra − 4c1 − 1 pour tout z tel que
v[ra,rb](z) ∈ [0, 1]. Cela permet de conclure.
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Proposition 6.1.6. Si H est un sous-groupe compact de G et si b est assez grand, alors
l’action de H sur D]0,rb] δ P1 s’étend en une structure de D(H,L)-module topologique.
Démonstration. Comme H est commensurable à Km = 1 + pmM2(Zp) (avec m comme ci-
dessus), on peut supposer que H = Km. Notons que tout élément z = (z1, z2) de D]0,rb] δ P1
s’écrit z = z1 + w · RespZp(z2), avec z1,RespZp(z2) ∈ D]0,rb]. En passant à la limite projective
dans la proposition 6.1.5, on obtient une application continue D(Km, L) × D]0,rb] δ P1 →
D]0,rb] δ P1, définie par (λ, z) →
∑
α∈N4 cαbαmz si λ =
∑
α∈N4 cαbαm. Cette application étend
la structure de L[Km]-module de D]0,rb] δ P1. Comme L[Km] est dense 1 dans D(Km, L), on
conclut que D]0,rb] δ P1 est un D(Km, L)-module topologique.
Corollaire 6.1.7. Si H est un sous-groupe ouvert compact de G, alors Drig δ P1 est un
D(H,L)-module topologique.
Proposition 6.1.8. Soit H un sous-groupe ouvert compact de G, qui stabilise l’ouvert compact
U ⊂ P1(Qp). Alors Drig δ U est un sous-D(H,L)-module de Drig δ P1 et ResU (λ · z) =
λ · ResU (z) pour tous z ∈ Drig δ P1 et λ ∈ D(H,L).
Démonstration. Cela découle de la continuité de l’action de D(H,L), de la densité de L[H]
dans D(H,L) et de la G-équivariance de l’application ResU .
6.2 Le gl2-module Drig δ P1
Soit U(gl2) l’algèbre enveloppante de l’algèbre de Lie de G. Si H est un sous-groupe
ouvert compact de G, on dispose d’une inclusion L ⊗Qp U(gl2) ⊂ D(H,L), en voyant les
éléments de L⊗Qp U(gl2) comme des opérateurs différentiels sur Can(H,L) et en évaluant en
1 ∈ H. La proposition 6.1.8 montre queDrigZp = Drig est un gl2-module et que ResU (X ·z) =
X · ResU (z) pour z ∈ Drig, X ∈ gl2 et U ⊂ Zp ouvert compact.
On utilise la base
I2 = ( 1 00 1 ) , h =
( 1 0
0 −1
)
, u+ = ( 0 10 0 ) , u− = ( 0 01 0 )
de gl2. Rappelons que w(δ) désigne la dérivée de δ en 1. C’est aussi le poids de Hodge-Tate
généralisé du caractère galoisien attaché à δ par la théorie locale du corps de classes.
Proposition 6.2.1. Pour tout z ∈ Drig on a I2(z) = w(δ)z, u+(z) = tz et h(z) = 2∇z−w(δ)z.
Démonstration. La formule I2(z) = w(δ)z suit du fait que Drigδ P1 a pour caractère central
δ. Comme
( 1 b
0 1
)
z = (1 + T )bz pour z ∈ Drig et b ∈ Zp, on a
u+(z) = lim
b→0
(1 + T )b − 1
b
z = tz
pour tout z ∈ Drig. Le caractère central de Drig δ P1 étant δ, un calcul immédiat donne(
a 0
0 a−1
)
z = δ−1(a)σa2(z).
1. C’est une conséquence immédiate du fait que le dual de D(Km, L) est C an(Km, L).
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Il s’ensuit que pour z ∈ Drig on a
h(z) = lim
a→1
δ−1(a)σa2z − z
a− 1 = 2∇z − w(δ)z.
L’élément de Casimir
C = u+u− + u−u+ + 12h
2
engendre le centre de U(sl2). La proposition 6.1.8 montre que l’on peut voir C comme endo-
morphisme L-linéaire continu de Drig = Drig δ Zp.
Lemme 6.2.2. L’endomorphisme C de Drig est R-linéaire et compatible avec ϕ et Γ.
Démonstration. Comme C commute à l’action adjointe de G, les formules donnant l’action
de G sur Drig δ P1 montrent que l’opérateur C : Drig → Drig commute à ϕ et Γ et satisfait
C((1 + T )m · z) = (1 + T )m ·C(z) pour tout m ∈ N et tout z ∈ Drig. Par linéarité, on obtient
C(f(T )z) = f(T )C(z) pour tout f ∈ L(T ) et 2 tout z ∈ Drig. Or, il est facile de voir que L(T )
est dense dans R (tout f = ∑n∈Z an ·Tn ∈ R est la limite dans R de la suite ∑|n|≤N an ·Tn).
On en déduit le résultat.
Lemme 6.2.3. On a une égalité d’opérateurs sur Drig
C = 2tu− + (2∇− (w(δ) + 1))
2 − 1
2 .
Démonstration. C’est une conséquence immédiate de la proposition 6.2.1 et de l’égalité C =
2u+u− + h2−2h2 , qui découle de u+u− − u−u+ = h.
Théorème 6.2.4. Supposons que les endomorphismes de D sont tous scalaires. Alors il existe
α ∈ L tel que Cz = αz pour tout z ∈ Drig et α est uniquement déterminé par l’égalité
d’opérateurs
(2ΘSen,D − (w(δ) + 1) · Id)2 = (2α+ 1) · Id.
Démonstration. Sous l’hypothèse du théorème les endomorphismes de Drig sont aussi tous
scalaires (remarque 3.3.5). L’existence de α suit alors du lemme 6.2.2. Le lemme 6.2.3 montre
que (2∇−(w(δ)+1))
2−1
2 −α envoie Drig dans t ·Drig, et on conclut en utilisant la proposition 3.5.3.
Notons
PD,δ =
(2X − (w(δ) + 1))2 − (1 + 2α)
4 .
Le corollaire suivant sera très utile par la suite.
2. Noter que si z ∈ Drig et P ∈ L[T ] est non nul, alors 1P (T ) · z ∈ Drig.
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Corollaire 6.2.5. a) Pour tout z ∈ Drig δ Z∗p on a
wδ(tz) = −PD,δ(∇)(wδ(z))
t
.
b) Pour tout (z1, z2) ∈ Drig δ P1 on a
u+(z1, z2) =
(
tz1,−PD,δ(∇)(z2)
t
)
.
c) Pour tout z ∈ Drig on a
u−(z) = −PD,δ(∇)(z)
t
.
Démonstration. a) Le lemme 6.2.3 et la définition de α montrent que que
wδ(tz) = wδ(u+z) = wu+z = u−wz = u−(wδ(z)) = −PD,δ(∇)(wδ(z))
t
.
b) On peut écrire z = z1 + w · (ϕ ◦ ψ(z2)). On a donc
u+(z) = u+(z1) + w · u−(ϕ(ψ(z2)))
et le résultat découle alors de a) et du lemme 6.2.3.
c) Cela découle du lemme 6.2.3 (ou bien de a) et b)).
Remarque 6.2.6. Soit (D, δ) la paire G-compatible attachée à une L-représentation V de di-
mension 2 de Gal(Qp/Qp). Supposons que EndL[Gal(Qp/Qp)](V ) = L et soient a, b les poids de
Hodge-Tate généralisés de V . Soit PSen,V = (X − a)(X − b) le polynôme de Sen de V . Alors
PD,δ = PSen,V et α = (a−b)
2−1
2 . En effet, dans ce cas δ = χ−1 · detV (vu comme caractère de
Q∗p par la théorie locale du corps de classes) et donc
w(δ) = w(detV )− 1 = a+ b− 1.
On en déduit que PSen,V − PD,δ est un polynôme constant, qui tue ΘSen,D. C’est donc le
polynôme nul.
6.3 Une question de Harris
Nous allons appliquer les résultats précédents pour répondre à une question de Harris.
Soit E une extension quadratique de Qp et soit α ∈ E tel que E = Qp(
√
α). Si x ∈ E∗ s’écrit
x = a+ b
√
α, avec a, b ∈ Qp, on pose gx =
(
a bα
b a
)
. Alors x→ gx est un morphisme injectif de
E∗ dans G.
Théorème 6.3.1. Soit E/Qp une extension quadratique, Π ∈ RepL(G) supersingulière et
δ : E∗ → L∗ un caractère continu. Alors HomE∗(Πan, δ) = 0.
Démonstration. En utilisant le corollaire 4.7.5 et le c) du théorème 5.5.5, il suffit par dualité de
démontrer l’énoncé suivant : soit (D, δ) une paire G-compatible, avec D ∈ ΦΓet(E ) absolument
irréductible de dimension ≥ 2 et soit ω un caractère de E∗. Alors il n’existe pas z ∈ DrigδP1
non nul tel que gx · z = ω(x)z pour tout x ∈ E∗.
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Supposons que z est comme avant et que z 6= 0. Ecrivons z = (z1, z2) et notons k = w(δ).
Alors PD,δ = X2 − (k + 1)X + β pour un β ∈ L (le polynôme PD,δ a été défini avant le cor.
6.2.5). Soit a+ (resp. a−) l’action infinitésimale de
(
Z∗p 0
0 1
)
(resp.
(
1 0
0 Z∗p
)
). La proposition 6.2.1
montre que a+ = ∇ et a− = k −∇. La relation(
b 1
1 αb
)
z = w
( 1 αb
b 1
)
z = δ(1 + b
√
α)wz
entraîne, en prenant la dérivée par rapport à b en b = 0, l’existence d’un c ∈ L tel que
a+(z) + αa−(z) = cwz. En appliquant ResZp et ResZp ◦ w à cette relation et en utilisant les
expressions précédentes de a+ et a− on obtient
cz2 = ((1− α)∇+ kα)z1, cz1 = (k + (α− 1)∇)z2.
Ensuite, en dérivant la relation ( 1 bα
b 1
)
z = δ(1 + b
√
α)z
on obtient αu+(z) + u−(z) = cz, ce qui fournit, compte tenu du corollaire 6.2.5
αtz1 − PD,δ(∇)z1
t
= cz1, tz2 − αPD,δ(z2)
t
= cz2.
Supposons dans un premier temps que c = 0. En combinant les deux relations obtenues
ci-dessus on obtient ∇(z1) = kαα−1z1 et PD,δ
(
kα
α−1
)
z1 = PD,δ(∇)z1 = αt2z1, et des relations
semblables pour z2. Or, cela entraîne trivialement z1 = z2 = 0.
Supposons donc que c 6= 0. La relation
cz2 = ((1− α)∇+ kα)z1, cz1 = (k + (α− 1)∇)z2
fournit
z1 =
(k + (α− 1)∇)(kα− (α− 1)∇)z1
c2
,
qui s’écrit, après un calcul pénible mais immédiat ∇2(z1) − k∇(z1) + γz1 = 0, avec γ =
c2−k2α
(α−1)2 ∈ L. En combinant ceci avec la relation αtz1 −
PD,δ(∇)z1
t = cz1, un nouveau calcul
fournit ∇(z1) = F · z1, avec F ∈ L[t] de degré 2 (explicitement F = −αt2 + ct+ β − γ). Ainsi,
∇2(z1) = (∇F + F 2)z1 et, en remplaçant tout ceci dans l’égalité ∇2(z1)− k∇(z1) + γz1 = 0,
on obtient enfin (∇F +F 2−kF +γ)z1 = 0. Clairement, cela entraîne z1 = 0. L’argument pour
z2 étant le même, cela permet de conclure.
Chapitre 7
Modules de Jacquet analytiques et
série principale p-adique
Dans ce chapitre on applique les résultats du chapitre 6 à l’étude des modules de Jacquet
localement analytiques des représentations de RepL(G). On en démontre par exemple la fini-
tude (la preuve est bien détournée). Ensuite, nous calculons le module de Jacquet analytique
de Π(D, δD) quand D est de dimension 2, ce qui nous permet de dévisser le module DrigδDP1
quand D est triangulin. Cela permet de répondre à des questions de Berger, Breuil et Emer-
ton [4, 22] et d’obtenir ainsi une description explicite de Π(D)an quand D est triangulin de
dimension 2. Ces résultats ont été démontrés par des methodes différentes par Liu, Xie, Zhang
et Colmez [35, 36, 14].
7.1 Un résultat de finitude
On démontre un résultat de finitude pour les équations différentielles p-adiques attachées
aux représentations galoisiennes. Soit V une L-représentation de Gal(Qp/Qp), soit Drig son
(ϕ,Γ)-module surR et soit∇ = lima→1 σa−1a−1 la connexion surDrig obtenue en dérivant l’action
de Γ. Si P ∈ L[X], notons
D
P (∇)=0
rig = {z ∈ Drig| P (∇)(z) = 0}.
Proposition 7.1.1. Avec les notations précédentes, on a l’inégalité suivante pour tout P ∈
L[X] non nul
dimLDP (∇)=0rig ≤ dimL(V ) · deg(P ).
Démonstration. Quitte à remplacer L par une extension finie, on peut supposer que toutes les
racines de P dans Qp sont dans L. On démontre le résultat par récurrence sur degP . Pour
traiter le cas deg(P ) = 1, nous avons besoin de quelques préliminaires.
Lemme 7.1.2. On a (Frac(R))∇=0 = L.
Démonstration. Ce résultat est probablement standard, mais faute d’une référence voici une
preuve. Rappelons que ∇(f) = t · (1 + T )f ′(T ) pour f ∈ R, où t = log(1 + T ). En particulier
R∇=0 = L. La condition ∇
(
f
g
)
= 0 équivaut à f ′ · g = f · g′. Soit r > 0 tel que f et g soient
analytiques sur la couronne 0 < vp(T ) ≤ r. Si 0 < r′ ≤ r et si z ∈ Cp est un zéro de g dans la
couronne r′ ≤ vp(T ) ≤ r, la relation f ′ · g = g′ · f montre que z a la même multiplicité (finie)
dans f et dans g. D’après des résultats standard de Lazard (voir par exemple la prop. 4.12
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de [2]), le quotient fg est donc analytique dans la couronne r′ ≤ vp(T ) ≤ r. Comme cela vaut
pour tout r′ ≤ r, le quotient fg est analytique sur la couronne 0 < vp(T ) ≤ r et donc est dans
R∇=0 = L.
Le cas deg(P ) = 1 suit alors du lemme ci-dessous et du fait que le rang de Drig sur R est
dimL(V ).
Lemme 7.1.3. Soit α ∈ L. L’application naturelle D∇=αrig ⊗L R → Drig est injective.
Démonstration. Il s’agit de vérifier que si z1, z2, ..., zd ∈ D∇=αrig sont libres sur L, alors ils sont
libres surR. Soit (quitte à renuméroter les zi)
∑k
i=1 fi·zi = 0 une relation de longueur minimale
sur R et soit gi = fif1 ∈ Frac(R). En appliquant ∇ et en utilisant le fait que ∇(zi) = α · zi, on
obtient ∑ki=1∇(gi) · zi = 0. Comme ∇(g1) = 0, par minimalité on obtient ∇(gi) = 0 pour tout
i. Le lemme 7.1.2 permet alors de conclure.
Supposons le résultat démontré pour degP = n et montrons-le pour degP = n + 1. Soit
P = (X − α) ·Q(X), avec Q ∈ L[X] et notons W1 = DP (∇)=0rig et W2 = DQ(∇)=0rig . Alors ∇− α
est un opérateur L-linéaire de W1 dans W2, dont le noyau est de dimension au plus dimL(V )
(lemme 7.1.3) et dont l’image est de dimension au plus dimLW2 ≤ deg(Q) ·dimL V . Le résultat
s’en déduit.
7.2 Finitude du module de Jacquet
Rappelons que l’on note J∗(pi) = (pi∗)U (avec U =
(
1 Qp
0 1
)
) pour toute représentation
localement analytique admissible pi de G. Alors J∗(pi) est le dual du module de Jacquet "naïf",
quotient de pi par le sous-espace fermé engendré par les vecteurs (u−1)v, avec u ∈ U et v ∈ pi.
La preuve du résultat suivant utilise un bon nombre de résultats des chapitres précédents.
Il serait intéressant d’en donner une démonstration directe, qui n’utilise pas la théorie des
(ϕ,Γ)-modules. Rappelons que u+ désigne l’action infinitésimale de U .
Théorème 7.2.1. Pour tout Π ∈ RepL(G) on a dimL(J∗(Πan)) < ∞ et J∗(Πan) =
((Πan)∗)u+=0.
Démonstration. Le foncteur Π → Πan est exact, donc Π → J∗(Πan) est exact à gauche. En
utilisant cette observation et les théorèmes 4.7.1 et 4.7.7, il suffit de démontrer le résultat pour
les représentations Π(D, δ) attachées aux paires G-compatibles (D, δ), avec D irréductible. Si
D est de dimension 1, cela suit facilement de la proposition 4.1.4. Si D est de dimension ≥ 2,
le corollaire 6.2.5 et la proposition 7.1.1 montrent que ((Πan)∗)u+=0 est un L-espace vectoriel
de dimension finie. Cela montre que dimL(J∗(Πan)) < ∞, car J∗(Πan) est un sous-espace de
((Πan)∗)u+=0. Pour conclure, il suffit d’utiliser le lemme ci-dessous :
Lemme 7.2.2. Soit M une L-représentation localement analytique du mirabolique P . Si
Mu
+=0 est de dimension finie sur L, alors Mu+=0 = MU .
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Démonstration. Il existe n tel que Mu+=0 soit invariant par
(
1 pnZp
0 1
)
. Si m ∈ Mu+=0 et
a ∈ Qp, on a alors pour tout k ≥ n− vp(a)(
pk 0
0 1
)
( 1 a0 1 )m =
(
1 pka
0 1
) (
pk 0
0 1
)
m =
(
pk 0
0 1
)
m,
donc ( 1 a0 1 )m = m. Cela permet de conclure.
Dans la suite on suppose que Π = Π(D, δ), où (D, δ) est la paire G-compatible attachée
à une représentation V ∈ Irr2(Gal(Qp/Qp)) (voir la définition 1.3.5). On a donc δ = δD =
χ−1 · detV . On note simplement Drig  U = Drig δD U .
7.3 Critère d’annulation en dimension 2
Soient a et b les poids de Hodge-Tate généralisés de D. D’après la proposition 7.1.1, le
L-espace vectoriel
X = {z ∈ Drig|(∇− a)(∇− b)z = 0}
est de dimension au plus 4 (on fera mieux par la suite). Comme X est stable par ϕ, on a
X ⊂ ϕ(Drig), de telle sorte que (0, z) ∈ Drig P1 pour tout z ∈ X. Rappelons que l’on a une
suite exacte de G-modules topologiques 1
0→ (Πan)∗ ⊗ δD → Drig P1 → Πan → 0.
Proposition 7.3.1. On a une égalité de sous-L-espaces vectoriels de Drig P1
J∗(Πan)⊗ δD = {(0, z)|z ∈ X}.
Démonstration. Soit pi = Πan. L’inclusion pi∗ ⊗ δD ⊂ Drig P1 induit une inclusion
J∗(pi)⊗ δD ⊂ (Drig P1)U ⊂ (Drig P1)u+=0
et, d’après le corollaire 6.2.5 et la remarque 6.2.6, on a
(Drig P1)u
+=0 = {(0, z)|z ∈ X}.
Montrons maintenant que les inclusions précédentes sont des égalités. On déduit du lemme
7.2.2 que (Drig  P1)U = (Drig  P1)u
+=0. Il nous reste à montrer que (0, z) ∈ pi∗ ⊗ δD pour
tout z ∈ X. Les ϕn(z) vivent dans X, qui est un L-espace vectoriel de dimension finie. Nous
aurons besoin du lemme suivant.
Lemme 7.3.2. Soit z ∈ Drig tel que l’espace engendré par les ϕn(z), avec n ≥ 0, soit de
dimension finie sur L. Alors fz est orthogonal à Dˇ\ pour tout f ∈ R+.
Démonstration. Par densité de L[T ] dans R+, on peut supposer que f ∈ L[T ], ensuite f =
(1 + T )k (par linéarité) et enfin f = 1 (car Dˇ\ est un OL[[T ]][1p ]-module et {(1 + T )kzˇ, (1 +
T )kz} = {zˇ, z}). Soit P ∈ L[X] non nul, tel que P (ϕ)(z) = 0. Comme ϕ et ψ sont adjoints
pour { , }, on obtient {P (ψ)zˇ, z} = 0 pour tout z ∈ Dˇ\ (même Dˇrig). Mais P (ψ)D\ = D\,
d’après [11, prop. II.5.15], ce qui permet de conclure.
1. Cela utilise le théorème 5.5.5 et le fait que Dˇ ' D ⊗ δ−1D , car dimD = 2.
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Revenons à la preuve du fait que (0, z) ∈ pi∗ ⊗ δD pour tout z ∈ X. D’après le b) du
théorème 5.5.5, il suffit de montrer que (0, z) est orthogonal à Dˇ\δ−1 P1, ce qui vient du fait
que z est orthogonal à Dˇ\ (lemme 7.3.2). Cela permet de conclure.
Corollaire 7.3.3. V est trianguline si et seulement si J∗(Πan) 6= 0.
Démonstration. Si V est trianguline, et si 0→ R(δ1)→ Drig → R(δ2)→ 0 est une triangula-
tion de son (ϕ,Γ)-module, alors la base canonique e1 de R(δ1) est clairement un élément de
X, ce qui permet de conclure, au vu de la proposition ci-dessus et du théorème 7.2.1.
Pour conclure, il suffit de vérifier que X = 0 si V n’est pas trianguline. Si X 6= 0, il existe
(après avoir remplacé L par une extension finie) un vecteur propre pour ϕ et Γ dans X. On
en déduit que V est trianguline [10, lemme 3.2].
7.4 Le module de Jacquet dans le cas triangulin
Dans la suite on fixe un point s = (δ1, δ2,L ) ∈ Sirr et on note V = V (s), Π = Π(s),
etc. On renvoie au § 1.7 pour les notations utilisées ci-dessous. Le but de cette partie est de
calculer l’espace X défini dans § 7.2. Cela va demander quelques préliminaires.
On note ei la base canonique de R(δi) (rappelons que ϕ(ei) = δi(p)ei et σa(ei) = δi(a)ei) et
ps la projection de Drig sur R(δ2). Noter [10, prop 4.5] que les poids de Hodge-Tate généralisés
de V sont w(δ1) et w(δ2). De plus, comme Drig est de pente 0 et que V est irréductible, la
théorie des pentes de Kedlaya montre que vp(δ1(p)) = −vp(δ2(p)) > 0.
Rappelons que s ∈ S cris∗ est dit exceptionnel si δ1 = xw(s)δ2. Si s ∈ S cris∗ , il existe e′2 ∈ Drig
tel que ps(e′2) = tw(s)e2 et σa(e′2) = aw(s)δ2(a)e′2 pour tout a ∈ Z∗p. Si s n’est pas exceptionnel,
on peut choisir e′2 tel que ϕ(e′2) = pw(s)δ2(p)e′2 et alors e′2 est unique à multiplication par un
élément de L∗ près. Si s est exceptionnel, on peut choisir e′2 tel que ϕ(e′2) = pw(s)δ2(p)e′2 + e1,
et alors e′2 est unique à addition près d’un élément de Le1. Ces résultats sont déduits du calcul
de la cohomologie de R(δ), voir [10, prop. 3.10]. On aura besoin dans la suite du résultat
suivant [14, lemme 3.22] :
Lemme 7.4.1. Soit V ∈ Irr2(Gal(Qp/Qp)) (déf. 1.3.5) et soit Drig son (ϕ,Γ)-module.
a) Si Drig possède un vecteur propre pour les actions de ϕ et Γ, alors V est trianguline.
b) Si V correspond à un point s ∈ S st∗ ∪S ng∗ ou si s ∈ S cris∗ est exceptionnel, alors les
vecteurs propres pour l’action de ϕ et Γ sont dans ∪k≥0L∗ · tke1.
c) Si V correspond à un point s ∈ S cris∗ non exceptionnel, les vecteurs propres pour ϕ et Γ
sont dans L∗ · tke1 ou dans L∗ · tke′2 pour un k ≥ 0.
Le lemme suivant sera utilisé constamment dans la suite. Il fournit aussi une démonstration
très directe de la proposition 1.19 de [14].
Lemme 7.4.2. Soit k ∈ L. L’espace des solutions de l’équation ∇f + kf = 0 (avec f ∈ R)
est {0} si k /∈ {0,−1,−2, ...} et L · t−k si k ∈ {0,−1,−2, ...}.
Démonstration. Soit f ∈ R une solution non nulle de l’équation ∇f + kf = 0 et soit j le
plus grand entier positif tel que f ∈ tj · R. Posons f = tj · g, avec g ∈ R − t · R. On a
∇g + (k + j)g = 0. Comme ∇(R) ⊂ t · R, on obtient k + j = 0 et g ∈ L. Le résultat s’en
déduit.
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Notons X2 = {z ∈ Drig|(∇− w(δ2))z = 0}, de telle sorte que (∇− w(δ1))X ⊂ X2.
Lemme 7.4.3. On a X2 = 0 si w(s) /∈ {0,−1,−2, ...} et X2 = L · t−w(s)e1 si w(s) ∈
{0,−1,−2, ...}.
Démonstration. Comme ∇ej = w(δj) · ej , l’équation (∇ − w(δ2))(fe1) = 0 équivaut à ∇f +
w(s)f = 0 et l’équation (∇− w(δ2))(fe2) = 0 équivaut à ∇f = 0 et donc à f ∈ L.
Supposons que w(s) /∈ {0,−1, ...}. La suite exacte 0 → R(δ1) → Drig → R(δ2) → 0
et l’observation du premier paragraphe montrent que X2 s’injecte dans Le2. Supposons que
X2 6= 0, donc dimLX2 = 1. Soit x ∈ X2 − {0}, donc x /∈ Re1 et x est vecteur propre pour
ϕ et Γ. Le lemme 7.4.1 montre que s ∈ S cris∗ n’est pas exceptionnel et qu’il existe c ∈ L∗
et k ∈ N tels que x = ctk · e′2. Comme x ∈ X2 et ∇e′2 = (w(s) + w(δ2))e′2, on obtient
w(s) = −k ∈ {0,−1,−2, ...}, une contradiction. Donc X2 = 0.
Supposons maintenant que w(s) ∈ {0,−1,−2, ...}. Le premier paragraphe nous fournit une
suite exacte 0 → Lt−w(s)e1 → X2 → Le2 et il reste à voir qu’elle n’est pas exacte à droite.
Supposons donc qu’il existe z ∈ X2 qui s’envoie sur e2. Alors ϕ(z)−δ2(p)z est dans X2∩Re1 =
Lt−w(s)e1 et donc, quitte à travailler 2 avec z + ct−w(s)e1 pour un c ∈ L bien choisi, on peut
supposer que ϕ(z) = δ2(p)z. Soit γ ∈ Γ. Il existe a ∈ L tel que γ(z) = δ2(χ(γ))z + at−w(s)e1.
Comme ϕ et Γ commutent, un petit calcul donne a(p−w(s)δ1(p)− δ2(p)) = 0, donc a = 0. Mais
alors la suite exacte 0→ R(δ1)→ Drig → R(δ2)→ 0 est scindée, contradiction.
Proposition 7.4.4. 1) Si s ∈ S st∗ ou si w(s) /∈ Z∗, alors X = L · e1.
2) Si w(s) ∈ {...,−2,−1}, alors X = L · e1 ⊕ L · t−w(s)e1.
3) Si s ∈ S cris∗ , alors X = L · e1 ⊕ L · e′2.
Démonstration. Commençons par remarquer que e1 ∈ X et que t−w(s)e1 ∈ X (resp. e′2 ∈ X)
pour s ∈ {...,−2,−1} (resp. s ∈ S cris∗ ). Pour l’inclusion inverse, on va distinguer deux cas :
• Si w(s) /∈ {0,−1,−2, ...}, la proposition précédente montre que (∇ − w(δ1))z = 0 si
z ∈ X, donc 3 la triangulation de Drig induit une suite exacte
0→ Le1 → X → {fe2|∇(f) = w(s)f}.
Si w(s) /∈ N∗, le lemme 7.4.2 montre que le terme de droite de cette suite exacte est nul et
X = Le1. Si w(s) ∈ N∗ (ce qui inclut les cas s ∈ S cris∗ et s ∈ S st∗ ), on obtient donc (par le
lemme 7.4.2) une suite exacte 0→ Le1 → X → L · tw(s). Cela montre déjà que dimL(X) ≤ 2 et
permet de conclure dans le cas s ∈ S cris∗ . Supposons que s ∈ S st∗ et montrons que cette suite
n’est pas exacte à droite (et donc que X = L · e1). Si ce n’était pas le cas, on trouve comme
dans la preuve du lemme 7.4.3 un z ∈ X qui s’envoie sur tw(s)e2 et tel que ϕ(z) = pw(s)δ2(p)z.
Comme σa(z) − aw(s)δ2(a)z ∈ L · e1 et comme ϕ commute à Γ, on obtient facilement que
σa(z) = aw(s)δ2(a), donc z est propre pour ϕ et Γ, ce qui contredit le lemme 7.4.1.
• Si w(s) ∈ {0,−1,−2, ...}, le lemme 7.4.3 montre que (∇ − w(δ1))X ⊂ X2 ⊂ Re1, donc
l’image de X dans R(δ2) est contenue dans {fe2|∇f − w(s)f = 0}. Le dernier espace est nul
si w(s) < 0 et de dimension 1 si w(s) = 0. Enfin,
X ∩Re1 = {fe1|∇(∇f) + w(s)∇f = 0}
2. Cela utilise le fait que p−w(s)δ1(p) 6= δ2(p), car vp(δ1(p)) > 0 et vp(δ2(p)) < 0.
3. Noter que (∇− w(δ1))(fe2) = (∇− w(s))f · e2.
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et ceci est de dimension 2 (resp. 1) si w(s) < 0 (resp. w(s) = 0), toujours d’après le lemme
7.4.2 (si w(s) = 0, noter que la relation ∇(∇f) = 0 force ∇f ∈ L∩ t ·R = {0} et donc f ∈ L).
Ceci permet de conclure.
7.5 L’involution wD dans le cas triangulin
Le but de cette partie est de décrire de manière explicite l’action de wD = wδD sur
Dψ=0rig , ce qui fait l’objet des propositions 7.5.2 et 7.5.4 ci-dessous. Cela étend et raffine le
résultat du délicat lemme II.3.13 de [12] (dont on n’utilise pas le résultat et dont la méthode
de démonstration n’est pas adaptable à notre situation).
Rappelons que l’on suppose que V est trianguline, correspondant à un point s = (δ1, δ2,L )
de Sirr.
Lemme 7.5.1. On a w · e1 ∈ (Drig P1)U .
Démonstration. C’est une conséquence de la proposition 7.3.1 et du fait que w · e1 = (0, e1) et
e1 ∈ X.
Proposition 7.5.2. Pour tout f ∈ Rψ=0 on a wD(f · e1) = δ1(−1)wδDδ−21 (f) · e1.
Démonstration. On laisse au lecteur le soin de vérifier l’identité suivante (dans laquelle w =
( 0 11 0 ))
( 1 10 1 )w ·
(
−1 0
0 −1
)
· (−1 00 1 ) · ( 1 10 1 ) · w = w · ( 1 10 1 ) .
Appliquons cette identité à e1 ∈ DrigP1. Le terme de gauche est égal 4 à δ1(−1)(1+T )e1,
ce qui permet donc d’écrire wD((1 + T )e1) = δ1(−1)(1 + T )e1. Comme σa(e1) = δ1(a)e1 et
comme wD(σa(z)) = δD(a)σ 1
a
(wD(z)), il est facile de voir que les applications F (f) = wD(fe1)
et G(f) = δ1(−1)wδD·δ−21 (f) · e1 sont semi-linéaires pour l’action de iδD·δ−11 . Comme elles
coïncident sur 1 + T , qui est une base de Rψ=0 sur R(Γ), on obtient bien F = G, d’où le
résultat.
Soit Re1 P1 = (Drig P1) ∩ (Re1 ×Re1).
Corollaire 7.5.3. Re1  P1 est un sous-module fermé de Drig  P1, stable sous l’action de
G.
Démonstration. En tant qu’espace vectoriel topologique, Re1P1 (resp. DrigP1) s’identifie
à Re1 ×Re1 (resp. Drig ×Drig). La fermeture de Re1 P1 dans Drig P1 suit donc de celle
de Re1 dans Drig. La stabilité de Drig P1 sous l’action de G découle de la proposition 7.5.2,
de la stabilité de Re1 par ϕ et Γ, et des formules donnant l’action de G sur Drig  P1 (cf.
remarque 4.1.1).
4. Utiliser le fait que w ·e1 = (0, e1), le lemme 7.5.1, l’égalité σ−1(e1) = δ1(−1)e1 et enfin le fait que DrigP1
a pour caractère central δD.
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Rappelons que ps désigne la projection canonique Drig → Re2 = R(δ2).
Proposition 7.5.4. Pour tout B ∈ Rψ=0 on a
ps(wD(B · ϕ(eˆ2))) = δ2(−1)wδD·δ−22 (B)ϕ(e2).
Démonstration. Un argument de semi-linéarité comme dans la preuve de la proposition 7.5.2
montre que l’on peut supposer que B = 1 + T .
Posons Y = (DrigP1)/(Re1P1) et notons z → [z] la projection canonique DrigP1 →
Y . Nous aurons besoin du résultat suivant, analogue du lemme 7.5.1.
Lemme 7.5.5. L’élément [w · ϕ(eˆ2)] de Y est invariant par U .
Démonstration. Le lemme 7.2.2 montre qu’il suffit de vérifier que dimL Y u
+=0 < ∞ et que
[w · ϕ(eˆ2)] ∈ Y u+=0. Le L-espace vectoriel
W = {f ∈ R(δ2)|(∇− w(δ1))(∇− w(δ2))f = 0}
est de dimension finie d’après la proposition 7.1.1. Si z = (z1, z2) ∈ Drig  P1 satisfait [z] ∈
Y u
+=0, alors u+z ∈ Re1  P1 et on déduit du corollaire 6.2.5 et de la remarque 6.2.6 que
z1 ∈ Re1 et que ps(z2) ∈W . Donc
z = z1 + w · RespZp(z2) ≡ w · RespZp(ps(z2)) (mod Re1 P1),
ce qui montre que dimL Y u
+=0 <∞.
Pour conclure, il nous reste à vérifier que u+(w · ϕ(eˆ2)) ∈ Re1  P1. Cela découle du
corollaire 6.2.5 et du fait que (∇ − w(δ2))eˆ2 ∈ Re1 (car σa(eˆ2) − δ2(a)eˆ2 ∈ Re1 pour tout
a ∈ Z∗p).
Revenons à la preuve de la proposition 7.5.4. On applique l’identité matricielle du début
de la preuve de la proposition 7.5.2 à [w ·ϕ(eˆ2)]. Noter que [w ·ϕ(eˆ2)] est vecteur propre pour
l’opérateur
(−1 0
0 1
)
, de valeur propre δ2 · δD(−1). L’identité matricielle s’écrit donc ps(wD((1 +
T )ϕ(eˆ2))) = δ2(−1)(1 + T )ϕ(e2), ce qui permet de conclure.
7.6 Dévissage de Drig P1
Nous sommes maintenant en mesure d’appliquer les résultats des parties précédentes
pour étudier le G-module topologique Drig  P1 quand D est triangulin. Le résultat suivant
admet au moins 2 autres démonstrations [14, 35, 36].
Théorème 7.6.1. La suite exacte 0 → Re1 → Drig → Re2 → 0 induit une suite exacte de
G-modules topologiques
0→ (R δD·δ−21 P
1)⊗ δ1 → Drig P1 → (R δD·δ−22 P
1)⊗ δ2 → 0.
Démonstration. Commençons par définir les morphismes dans cette suite exacte. L’application
i de R δD·δ−21 P
1 dans Drig  P1 envoie (f1, f2) sur (f1 · e1, δ1(−1)f2 · e1). L’application de
DrigP1 dans RδD·δ−22 P
1 envoie (A1 ·e1 +B1 ·ϕ(eˆ2), A2 ·e1 +B2 ·ϕ(eˆ2)) sur (B1, δ2(−1)B2),
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où Ai, Bi ∈ R (eˆ2 ∈ Drig est un relèvement fixé de e2). Le fait que ces applications i et pr sont
bien définies et induisent une suite exacte d’espaces vectoriels topologiques est une conséquence
immédiate des propositions 7.5.2 et 7.5.4. La G-équivariance (à torsion par δ1, resp. δ2 près)
suit des propositions 7.5.2 et 7.5.4, du fait que f → f · e1 et ps sont des morphismes de (ϕ,Γ)-
modules et des formules explicites donnant l’action de G sur les modules intervenant dans la
suite exacte (cf. remarque 4.1.1).
Remarque 7.6.2. Le théorème 7.6.1 combiné à la proposition 4.1.4 et à la suite exacte de
G-modules topologiques
0→ (Πan)∗ ⊗ δD → Drig P1 → Πan → 0
permet de montrer que Πan est de longueur finie et que
(Πan)ss = (IndGB(δ1 ⊗ χ−1δ2))ss ⊕ (IndGB(δ2 ⊗ χ−1δ1))ss.
Il faut travailler un peu plus [14] pour déterminer les extensions entre les constituants de
Jordan-Hölder. Si D correspond à un point générique s ∈ Sirr (i.e. δ1χδ2 n’est pas de la forme
xk, avec k ∈ N), on obtient une suite exacte de G-modules topologiques
0→ Indan(δ2 ⊗ χ−1δ1)→ Πan → Indan(δ1 ⊗ χ−1δ2)→ 0.
Chapitre 8
Dualité et modèle de Kirillov
Dans ce chapitre on construit, suivant [12], un modèle de Kirillov pour les vecteurs
localement algébriques eventuels de la représentation Π(D, δ). Le résultat essentiel pour la suite
est le théorème 8.3.1, qui établit un lien entre la dualité, la théorie du modèle de Kirillov et la
théorie de Hodge p-adique. Ce lien sera très important dans les chapitres suivants, qui étudient
les vecteurs localement algébriques de Π(D, δ). Le théorème 8.3.1 a aussi des applications à la
n-cohomologie de Π(D, δ)an (cf. par exemple le théorème 8.4.3).
Dans la suite (D, δ) est une paire G-compatible, avec D ∈ ΦΓet(E ). On note Π = Π(D, δ) ∈
RepL(G) et on suppose que D\ = D] (par exemple, D est irréductible de dimension au moins
2), de telle sorte que l’inclusion de D˜/D˜+ dans Π est un isomorphisme de L[B]-modules de
Banach (cor. 4.4.5).
8.1 Vecteurs U-finis et modèle de Kirillov
Rappelons que P est le sous-groupe mirabolique de G.
Définition 8.1.1. a) Soient k ∈ N∗ et v ∈ Π. On dit que v est U -fini de degré < k s’il existe
n ≥ 1 tel que
((
1 pn
0 1
)
− 1
)k
v = 0. On note ΠU,k le sous-L-espace vectoriel des vecteurs U -finis
de degré < k et ΠU−fini la réunion des ΠU,k.
b) v ∈ Π est dit P -fini si v ∈ ΠU−fini et si le L-espace vectoriel engendré par ( a 00 1 ) v (avec
a ∈ Z∗p) est de dimension finie sur L.
Lemme 8.1.2. Soient k ∈ N∗ et v ∈ Π. Les assertions suivantes sont équivalentes :
a) v ∈ ΠU,k.
b) L’application x→ ( 1 x0 1 ) v est localement polynomiale de degré plus petit que k.
c) Tout relèvement z ∈ D˜ de v appartient à 1
ϕn(T )k D˜
+ pour un certain n ≥ 1.
Démonstration. Si a ∈ Zp et n ≥ 1, soit fn,a(x) =
(
1 a+pnx
0 1
)
v. Alors fn,a : Zp → Π est une
application continue dont le k-ième coefficient de Mahler est
ak(fn,a) = ( 1 a0 1 ) ·
((
1 pn
0 1
)
− 1
)k
v.
En utilisant le théorème de Mahler, l’équivalence entre a) et b) est immédiate. L’équivalence
entre a) et c) est une simple traduction de l’action de
(
1 Zp
0 1
)
sur D˜ (voir 4.3).
79
80 L’espace ΠP−finic
On déduit du ii) (ou du iii)) du lemme précédent que ΠU−fini est stable par le Borel
supérieur B de G. On dispose d’une injection de D˜+ dans D˜+dif (car B˜+ ⊂ B+dR) et donc d’une
injection de 1
ϕa(T )k D˜
+ dans D˜dif pour tout a ∈ Z. Ceci permet, en utilisant le c) du lemme
précédent, de définir une fonction (pour v ∈ ΠU−fini)
φv : Q∗p → D˜dif/D˜+dif , φv(x) = ( x 00 1 ) z˜ (mod D˜+dif)
telle que Im(φv) ⊂ t−kD˜+dif/D˜+dif pour v ∈ ΠU,k.
Proposition 8.1.3. Soit v ∈ ΠU−fini. Alors
a) φv ne dépend pas du choix de z˜, et φv est à support compact dans Qp.
b) L’application v → φv est injective.
c) On a σa(φv(x)) = φv(ax) pour a ∈ Z∗p et x ∈ Q∗p. De plus, si g =
(
a b
0 d
)
, on a
φgv(x) = δD(d)[(1 + T )
bx
d ]φv
(
ax
d
)
.
Démonstration. La preuve est identique à celle du lemme VI.5.4 de [12], mais pour le confort du
lecteur on rappelle l’argument. Le fait que φv ne dépend pas de z˜ suit de l’inclusion D˜+ ⊂ D˜+dif .
Supposons que v a un relèvement z˜ ∈ 1
ϕn(T )k D˜
+. Le a) du lemme 3.2.2 montre que
φv(p−m) = 0 pour tout m > n, et donc φv est à support compact dans Qp. Suppo-
sons que φv = 0. Alors ϕm(z˜) ∈ D˜+dif pour tout m ∈ Z. Donc, si x˜ = ϕn(T )k · z˜, alors
ϕm(ϕ−n(x˜)) ∈ ϕm(T )kD˜+dif ⊂ tkB+dR⊗Qp V pour tout m ≥ 0. On déduit du b) du lemme 3.2.2
que ϕ−n(x˜) ∈ T kD˜+ et donc z˜ ∈ D˜+ et v = 0. Cela démontre a) et b). Le c) étant une simple
traduction de l’action de B sur D˜, cela permet de conclure.
8.2 L’espace ΠP−finic
Le lemme suivant est une conséquence facile du lemme 3.2.2.
Lemme 8.2.1. Soit v ∈ Π. Les assertions suivantes sont équivalentes :
a) v ∈ ΠU−fini et φv est à support compact dans Q∗p (i.e. φv(x) = 0 quand vp(x) est
suffisament grand).
b) Il existe n, k ≥ 1 et m ∈ Z tels quepn−1∑
i=0
( 1 i0 1 )
k ( pm 0
0 1
)
v = 0.
Démonstration. Soient n, k etm comme dans b) et soit z˜ ∈ D˜ un relèvement de v. La condition
b) s’écrit alors
(
ϕn(T )
T
)k
ϕm(z˜) ∈ D˜+, ou encore z˜ ∈
(
ϕ−m(T )
ϕn−m(T )
)k
D˜+. Le lemme 3.2.2 montre
alors que ϕj(z˜) ∈ D˜+dif pour tout j ≥ m. En utilisant la première relation de la prop. 8.1.3
c), on obtient φv(x) = 0 si vp(x) ≥ m. Cela montre que b) entraîne a) (il est clair que tout v
comme dans b) est U -fini).
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Supposons maintenant que φv(x) = 0 pour tout vp(x) ≥ m, avec m ≥ 1. Soit z˜ = x˜ϕn(T )k
un relèvement de v, avec x˜ ∈ D˜+. Alors ϕm+j(z˜) ∈ D˜+dif pour tout j ≥ 0, donc ϕj(ϕm(x˜)) ∈
tkD˜+dif pour tout j ≥ 0. On déduit du lemme 3.2.2 que ϕm(x˜) ∈ T kD˜+ et donc ϕm(z˜) ∈(
T
ϕm+n(T )
)k
D˜+. Mais cela est équivalent àpm+n−1∑
i=0
( 1 i0 1 )
k ( pm 0
0 1
)
v = 0,
ce qui permet de conclure.
Définition 8.2.2. On dit qu’un vecteur v ∈ Π est U -fini à support compact si v satisfait
une des conditions du lemme 8.2.1. On note ΠU−finic l’espace de ces vecteurs et ΠP−finic =
ΠU−finic ∩ ΠP−fini. C’est donc l’espace des vecteurs v ∈ ΠU−finic tels que l’espace engendré par(
Z∗p 0
0 1
)
v soit de dimension finie sur L.
Remarque 8.2.3. a) Le b) du lemme 8.2.1 fournit une définition naturelle de ΠP−finic pour toute
P -représentation de Banach Π, et montre que Π→ ΠP−finic est un foncteur.
b) L’intérêt de considérer ΠP−finic (et pas ΠP−fini tout entier) est le fait que tous les vecteurs
de cet espace sont localement analytiques. Cela n’est pas du tout une évidence (th. 8.3.1)
et utilise pleinement des calculs dans les anneaux de Fontaine. Il serait très intéressant de
démontrer cette assertion directement.
c) Je ne sais pas en quelle mesure ΠP−finic est différent de ΠP−fini. Les résultats du chapitre
7 suggèrent que ΠP−finic est de L-codimension finie dans ΠP−fini (et même que les deux espaces
sont égaux si Π est supersingulière et D n’est pas triangulin).
Le but de la suite de cette partie est de décrire l’espace ΠP−finic en termes de théorie de
Hodge p-adique. Cela va demander quelque préliminaires. Rappelons (def. 3.4.1) que l’on dis-
pose de modules de FontaineDdif,n etD+dif,n pour n ≥ m(D), oùm(D) est un entier assez grand.
Soit Ddif,∞/D+dif,∞ la limite inductive (c’est aussi la réunion croissante) des Ddif,n/D
+
dif,n. C’est
naturellement un sous-module de D˜dif/D˜+dif . SiM est un L[Γ]-module, on noteMΓ−fini le sous-
espace deM formé des x ∈M dont l’orbite sous Γ engendre un L-espace vectoriel de dimension
finie.
Lemme 8.2.4. Pour tout D ∈ ΦΓet(E ) on a(
D˜dif/D˜
+
dif
)Γ−fini
= Ddif,∞/D+dif,∞.
Démonstration. Soit V = V (D) et notons, pour simplifier, X = D˜+dif et Y = D
+
dif,∞. L’ap-
plication θ induit des isomorphismes X/tX = D˜Sen(V ) = (Cp ⊗Qp V )H et Y/tY = DSen(V ),
donc d’après Sen [41] on a (X/tX)Γ−fini = Y/tY . Comme t est vecteur propre pour Γ, on
a aussi (t−1X/X)Γ−fini = t−1Y/Y . En utilisant les suites exactes (dont les applications sont
Γ-équivariantes, à des éléments de Z∗p près)
0→ t−1X/X → t−kX/X → t−k+1X/X → 0,
0→ t−1Y/Y → t−kY/Y → t−k+1Y/Y → 0,
on obtient par récurrence sur k ≥ 1 que (t−kX/X)Γ−fini = t−kY/Y . Le résultat se déduit en
passant à la limite inductive sur k.
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Le résultat suivant est [12, prop. VI.5.15], mais on en donne une preuve différente 1.
Proposition 8.2.5. L’application v → (φv(pi))i∈Z induit une bijection
ΠP−finic →
⊕
i∈Z
Ddif,∞/D+dif,∞.
Démonstration. Soit v ∈ ΠP−fini. Le lemme 8.2.4 montre que φv(x) ∈ Ddif,∞/Ddif,∞ pour tout
x ∈ Qp, donc (φv(pi))i∈Z ∈ ⊕i∈ZDdif,∞/D+dif,∞ pour tout x ∈ ΠP−finic . La proposition 8.1.3
montre que l’application ainsi obtenue est injective. Il reste à démontrer qu’elle est surjective.
Cela se fait en deux étapes.
Etape 1 Soit y ∈ Ddif,∞/D+dif,∞. On va construire v ∈ ΠP−finic tel que φv(pi) = 1i=0 ·y. Soit
yˆ un relèvement de y à t−kD+dif,∞ pour un certain k ≥ 1 et rappelons que ω = Tϕ−1(T ) ∈ A˜+ est
une uniformisante de B+dR. On a donc ωk · yˆ ∈ D˜+dif et en appliquant le lemme 3.3.6 à u = ωk · yˆ,
on obtient un y˜ ∈ D˜+ tel que y˜−ωk · yˆ ∈ ωkD˜+dif . Soit z˜ = ω−ky˜ ∈ D˜ et soit v son image dans
Π. Comme T k · z˜ ∈ D˜+, le vecteur v est U -fini. Le lemme 3.2.2 montre que φv(pi) = 0 pour
tout i 6= 0. Enfin, par construction φv(1) = y et comme Γ · y engendre un espace de dimension
finie sur L, l’injectivité de v → φv montre que v est Γ-fini. On a donc bien v ∈ ΠP−finic .
Etape 2 Soit (yi)i est une suite presque nulle dans Ddif,∞/D+dif,∞. D’après l’étape 1, il
existe pour chaque l ∈ Z un v′l ∈ ΠP−finic tel que φv′l(pi) = 1i=0yl. L’injectivité de v → φv et
le fait que (yl)l est une suite presque nulle montrent que (y′l)l est une suite presque nulle. On
peut donc définir
v =
∑
l∈Z
(
p−l 0
0 1
)
v′l
et on vérifie facilement que φv(pi) = xi pour tout i. Ceci permet de conclure.
8.3 Dualité et modèle de Kirillov
On démontre dans cette partie le résultat principal du chapitre, le théorème 8.3.1 ci-
dessous. Il correspond à [12, prop. VI.5.12], dont nous allons détailler un peu la preuve. Voir
3.7 pour l’accouplement { , }dif . On fixe une paire G-compatible (D, δ), avec D ∈ ΦΓet(E ) et
on note Π = Π(D, δ). Rappelons que l’on suppose que D\ = D].
Le théorème 5.5.5 combiné au corollaire 5.5.7 montrent l’existence d’un m(D) assez grand,
tel que (Πan)∗ ⊂ Dˇ]0,rm(D)]δ−1 P1. On peut donc définir pour zˇ ∈ (Πan)∗, n ≥ m(D) et j ∈ Z
ij,n(zˇ) = ϕ−n
(
ResZp
((
pn−j 0
0 1
)
zˇ
))
∈ Dˇ+dif,n.
Théorème 8.3.1. Soit v ∈ ΠP−finic et soit n ≥ m(D) tel que φv(pj) ∈ Ddif,n/D+dif,n pour tout
j ∈ Z. Alors v ∈ Πan et pour tout zˇ ∈ (Πan)∗ ⊂ Dˇrig δ−1 P1 on a
{zˇ, v}P1 =
∑
j∈Z
{ij,n(zˇ), φv(p−j)}dif .
Démonstration. Notons déjà qu’un tel n existe bien (prop. 8.2.5). Soit F (zˇ) la somme dans
le terme de droite. Puisque φv est à support compact dans Q∗p, il n’y a qu’un nombre fini
1. Celle donnée dans [12, prop. VI.5.8] ne s’adapte pas facilement au degré de généralité auquel nous nous
sommes placés, car elle utilise le résultat d’irréductibilité [12, prop. VI.2.6].
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de termes non nuls dans cette somme (et cela uniformément en zˇ). Comme z → ij,n(z) sont
continues (car ResZp et ϕ−n le sont), on en déduit que F définit une forme linéaire continue
sur (Πan)∗. Mais Πan est réflexif (c’est un espace de type compact), donc il existe v1 ∈ Πan tel
que F (zˇ) = {zˇ, v1}P1 pour tout zˇ ∈ (Πan)∗. On va montrer que v1 = v, ce qui permettra de
conclure. Pour cela, il suffit de montrer que F (i(zˇ)) = {i(zˇ), v}P1 pour tout zˇ ∈ ˜ˇD+ (en effet,
v1−v ∈ Π est alors orthogonal à ˜ˇD+ et donc est nul par le théorème 4.4.3 et le corollaire 4.4.4).
Nous avons besoin du lemme suivant (rappelons que Tn est la trace de Tate normalisée).
Lemme 8.3.2. Pour tout zˇ ∈ ˜ˇD+ et tout n ≥ m(D) on a
i0,n(i(zˇ)) = Tn(zˇ) ∈ Dˇ+dif,n.
Démonstration. On a ResZp
((
pn 0
0 1
)
zˇ
)
= ϕn(Tn(zˇ)) par la proposition 4.3.1. Il suffit d’ap-
pliquer ϕ−n pour obtenir l’égalité désirée dans ˜ˇD+ et donc aussi dans ˜ˇD+dif . Enfin, les deux
termes appartiennent à Dˇ+dif,n ⊂ ˜ˇD+dif , par construction, d’où le résultat.
Revenons à la preuve du théorème et fixons zˇ ∈ ˜ˇD+. Puisque φv(p−j) ∈ Ddif,n/D+dif,n, un
retour à la définition de { , }dif combiné avec le lemme 8.3.2 montrent que
{ij,n(i(zˇ)), φv(p−j)}dif = {Tn(ϕ−j(zˇ)), φv(p−j)}dif = {ϕ−j(zˇ), φv(p−j)}dif .
Comme v ∈ ΠP−finic , la preuve du lemme 8.2.1 montre l’existence d’entiers a,m, k tels que v ait
un relèvement z à
(
ϕa(T )
ϕm(T )
)k
D˜+. Comme ϕ−j(z)−φv(p−j) ∈ D˜+dif , on a {ϕ−j(zˇ), φv(p−j)}dif =
{ϕ−j(zˇ), ϕ−j(z)}dif . Le théorème est donc une conséquence de la proposition 3.7.1.
8.4 Densité des vecteurs analytiques U-finis
Le but de cette partie est d’appliquer le théorème 8.3.1 pour obtenir un résultat de
densité plus fort que celui de Schneider et Teitelbaum [45], pour la catégorie RepL(G).
Proposition 8.4.1. Soit (D, δ) une paire G-compatible, avec D ∈ ΦΓet(E ). Si D] = D\, alors
Π(D, δ)P−finic est dense dans Π.
Démonstration. Supposons que ce n’est pas le cas et posons Π = Π(D, δ). Il existe donc
z ∈ Π∗ = Dˇ\ δ−1 P1 tel que {z, v}P1 = 0 pour tout v ∈ ΠP−finic . Soit n ≥ m(D). Si
x ∈ Ddif,n/D+dif,n, la proposition 8.2.5 montre qu’il existe v ∈ ΠP−finic tel que φv(p−j) = 1j=0 ·x.
D’après le théorème 8.3.1, i0,n(z) est orthogonal à x. Comme l’accouplement { , }dif est non
dégénéré, on obtient i0,n(z) = 0. En revenant à la définition de i0,n et en utilisant l’injectivité
de ϕ−n, cela s’écrit ResZp
(
pn 0
0 1
)
z = 0 pour n ≥ m(D). En appliquant ψ, cette égalité reste
vraie aussi pour n ≤ m(D) et donc ResQp(z) = 0. Le lemme 4.4.2 et l’hypothèse D] = D\ (qui
entraîne Dˇnr = 0) permettent alors de conclure que z = 0, ce qui finit la preuve.
Remarque 8.4.2. L’hypothèse D\ = D] est cruciale dans la proposition 8.4.1. En effet, suppo-
sons qu’elle n’est pas satisfaite, donc l’espace Y = (0, Dˇnr) est non nul, stable par B (lemme
4.4.2) et de dimension finie sur L. De plus, il admet un OL-réseau stable par B (fourni par
(0, Dˇnr0 ) si Dˇ0 est un réseau de D stable par ϕ et Γ). Comme dans la preuve du lemme 4.2.5, on
obtient que U =
(
1 Qp
0 1
)
agit trivialement sur Y . Ceci combiné à la stabilité de Y par
(
pZ 0
0 1
)
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et au b) du lemme 8.2.1 montre que Y est inclus dans l’orthogonal de Π(D, δ)P−finic . Ainsi,
Π(D, δ)P−finic n’est pas dense dans Π(D, δ) quand D\ 6= D].
Soit, comme le nom l’indique, (Π(D, δ)an)U−fini = Π(D, δ)an ∩ Π(D, δ)U−fini. C’est aussi
l’espace des vecteurs v ∈ Π(D, δ)an qui sont tués par une puissance de u+.
Théorème 8.4.3. Supposons que V est absolument irréductible, de dimension 2. Alors
(Π(V )an)U−fini est dense dans Π(V )an si et seulement si V n’est pas trianguline.
Démonstration. Notons pour simplifier pi = Π(V )an. Supposons que piU−fini n’est pas dense
dans pi. Il existe donc zˇ ∈ pi∗ ⊂ Dˇrig δ−1 P1 qui est nul sur piU−fini. Par le théorème 8.3.1,
ΠP−finic est un sous-espace de piU−fini. La preuve de la proposition 8.4.1 montre alors que
ResQp(zˇ) = 0 et donc zˇ = (0, xˇ), pour un xˇ ∈ ∩n≥1ϕn(Dˇrig). On en déduit que si piU−fini
n’est pas dense dans pi, alors ∩n≥1ϕn(Dˇrig) 6= 0. Le théorème 3.23 de [14] montre 2 que Dˇ est
triangulin et donc D aussi.
Supposons maintenant que V est trianguline. On va montrer que l’on peut trouver l ∈
∩n≥1((u+)npi∗) non nulle. Une telle forme linéaire l est clairement nulle sur (Π(V )an)U−fini, ce
qui permettra de conclure. On choisit une triangulation 0 → R(δ1) → Dˇrig → R(δ2) → 0 de
Dˇrig et on note e1 la base canonique de R(δ1). Soient w1 = w(δ1) et w2 = w(δ2). Le corollaire
6.2.5 et la remarque 6.2.6 montrent que pour tout z ∈ Dˇrig et n ≥ 1 on a
(u−)nz = (−1)
n
tn
n−1∏
i=0
(∇− w1 − i)(∇− w2 − i)z.
En prenant z = tne1, on obtient donc
(u+)nw(tne1) = (−1)n
n−1∏
i=0
(∇− w1 + n− i)(∇− w2 + n− i)e1
= (−1)nn!
n∏
i=1
(w1 − w2 + n)we1.
Le lemme 7.3.2 combiné au théorème 5.5.5 montrent que w(tne1) ∈ pi∗. La formule précédente
permet donc de conclure (avec l = we1) si w1 − w2 n’est pas un entier négatif. Dans ce cas
nous laissons au lecteur l’exercice de vérifier qu’il suffit de prendre l = wtw2−w1e1. Cela permet
de conclure.
Remarque 8.4.4. La preuve montre que Π(V )P−finic est déjà dense dans Πan(V ) si V n’est pas
trianguline.
2. La preuve de ce résultat est fort délicate. Il serait intéressant de trouver un argument plus simple dans
notre situation.
Chapitre 9
Vecteurs localement algébriques et
représentations de de Rham
Dans ce chapitre, D est un (ϕ,Γ)-module étale de dimension 2 sur E , absolument
irréductible et δ : Q∗p → O∗L est un caractère tel que (D, δ) soit une paire G-compatible.
On note simplement Π(D) la représentation Π(D, δ) = (D δ P1)/(D\ δ P1) et on note
δD = χ−1 detV (D), vu comme caractère de Q∗p par la théorie du corps de classes locale. Le
théorème 1 II.3.3 de [12] montre que (D, δD) est une paire G-compatible. On se propose de
démonstrer le résultat suivant, qui se spécialise sur [12, th. VI.6.13, VI.6.18] pour δ = δD. 2
Théorème 9.0.5. Π(D)alg 6= 0 si et seulement si δ · δ−1D est un caractère lisse et D est de de
Rham à poids de Hodge-Tate distincts.
L’idée principale de la preuve est de relier la théorie du modèle de Kirillov à la théorie
de Hodge p-adique et ensuite, via l’étude infinitésimale faite dans le chapitre 6, à la dualité
entre Π et Π∗. L’objet qui permet de faire le passage d’une théorie à l’autre est un sous-espace
Π(D)P−algc de Π(D)P−finic (voir 8.2.2 pour ce dernier), qui est censé jouer le rôle de Π(D)algc ,
sous-espace de Π(D)alg formé de fonctions à support compact dans Q∗p (une fois que l’on a
considéré un modèle de Kirillov 3 pour Π(D)alg). Le théorème 9.0.5 se déduit de l’étude de
l’action infinitésimale de l’unipotent inférieur sur cet espace, ainsi que de la description de
Π(D)P−algc fournie par la théorie de Hodge p-adique (prop. 8.2.5).
Remarque 9.0.6. Si η : Q∗p → O∗L est un caractère unitaire, alors z → z ⊗ η induit [12, prop.
II.1.11] un isomorphisme de G-modules topologiques Π(D, δ) ⊗ (η ◦ det) → Π(D(η), δ · η2).
De plus, si η est localement algébrique, alors D est de de Rham si et seulement si D(η) l’est.
Ainsi, pour démontrer le théorème 9.0.5, on peut faire des torsions par des caractères unitaires
localement algébriques.
9.1 Sorites sur les vecteurs localement algébriques
Soit G un Qp-groupe algébrique réductif, que l’on identifie à ses Qp-points et soit pi une
L-représentation localement analytique de G (au sens de [44]). Soit g = Lie(G) et RepalgL (G)
1. Il s’agit du théorème fondamental de la correspondance de Langlands locale p-adique pour G.
2. Il découle des travaux de Paskunas que l’égalité δ = δD est automatique si p ≥ 5, et il est fort probable
que c’est encore le cas pour p = 2 ou p = 3. Comme nous voulons inclure les cas p = 2 et p = 3, nous avons
préféré cette formulation du théorème.
3. La théorie classique du modèle de Kirillov s’applique aux représentations lisses admissibles irréductibles,
mais elle s’adapte sans mal au cas localement algébrique, voir le chapitre VI de [12].
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la catégorie des L-représentations du groupe algébrique G.
Définition 9.1.1. a) SiW ∈ RepalgL (G), soit piW−lalg l’espace des vecteurs v ∈ pi qui sont dans
l’image d’un morphisme H-équivariant f : Wn → pi, pour un sous-groupe ouvert H de G et
un entier n ≥ 1. C’est un sous-espace de pi stable par G.
b) On dit que v ∈ pi est localement algébrique et on écrit v ∈ pialg s’il existeW ∈ RepalgL (G)
telle que v ∈ piW−lalg. On dit que pi est localement algébrique si pialg = pi.
Cette définition, tirée de [23] est équivalente aux celles utilisées par Schneider-
Teitelbaum [43] ou Colmez [12], grâce à la proposition 4.2.8 de [23]. Soit Hom(W,pi)g l’espace
des morphismes g-équivariants de W dans pi.
Proposition 9.1.2. a) Soit W ∈ RepalgL (G). Le morphisme naturel
Hom(W,pi)g ⊗LW → piW−lalg
est un isomorphisme topologique et piW−lalg est un sous-espace fermé de pi.
b) Soit Gˆ un système de représentants des objets irréductibles de RepalgL (G). L’application
naturelle
⊕W∈GˆpiW−lalg → pialg
est un isomorphisme.
Démonstration. Voir la section 4.2 de [23].
9.2 Représentations de Hodge-Tate et caractères infinitési-
maux
Le résultat suivant est [12, prop. VI.5.1]. Nous en donnons une démonstration plus
directe, basée sur le théorème 6.2.4. Si k ≥ 1 et l sont des entiers, on noteWl,k = Symk−1(L2)⊗
detl, où Symk−1(L2) est la puissance symétrique (k−1)-ième de la représentation standard de
G sur L⊕ L.
Proposition 9.2.1. Si Π(D)alg 6= 0, alors D est de Hodge-Tate à poids distincts et δ · δ−1D
est lisse. Dans ce cas, si l < l + k sont les poids de D, alors il existe une représentation lisse
admissible Π(D)lc telle que Π(D)alg = Wl,k ⊗Π(D)lc.
Démonstration. Supposons que Wl,k ⊗ Πlc est une sous-représentation de Π(D)alg, pour une
représentation lisse nontriviale Πlc. En considérant les caractères centraux, on obtient la lissité
du caractère x→ δ(x) · x1−k−2l, ce qui implique k + 2l = 1 + w(δ). Le caractère infinitésimal
de Wl,k ⊗Πlc étant k2−12 , le théorème 6.2.4 entraîne (2ΘSen,D − (1 +w(δ)))2 = k2. Combiné à
l’égalité k+ 2l = 1 +w(δ), ceci montre que les poids de Hodge-Tate de D sont l et k+ l et que
δ·δ−1D est lisse (car de poids 0). Ainsi, l est le plus petit poids deD, en particulier il est unique. Il
en est donc de même de k, ce qui montre (via la proposition 9.1.2) que Π(D)alg = Wl,k⊗LΠ(D)lc
pour une représentation lisse Π(D)lc. L’admissibilité de Π(D)lc suit de celle de Π(D), car
Π(D)lc = Hom(Wl,k,Π(D)an)g est un sous-espace fermé de Hom(Wl,k,Π(D)an), qui est une
représentation localement analytique admissible puisqueWl,k est de dimension finie ; on conclut
alors par la proposition 6.4 et le théorème 6.6 de [45].
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On supposera donc dans la suite que D est à poids de Hodge-Tate 1−k et 1, avec k ∈ N∗ et
que w(δ) = 1− k. Ce choix étrange s’explique par le fait que Dˇ a poids de Hodge-Tate 0 et k,
et que la plupart des calculs seront faits dans Dˇ. La remarque 9.0.6 montre que l’on peut faire
l’hypothèse concernant les poids de D et la proposition 9.2.1 montre que si w(δ) 6= 1−k, alors
il n’y a aucun espoir de trouver des vecteurs algébriques (noter que la condition que δ · δ−1D
soit lisse équivaut à w(δ) = w(δD) = 1− k).
9.3 Sous-modules divers et variés de Dˇ+dif,n
Rappelons que m(D) désigne un entier suffisament grand, qui ne dépend que de D (et
de δ). Le résultat suivant est une conséquence facile de la caractérisation différentielle des
représentations de Hodge-Tate [27].
Proposition 9.3.1. Posons ε = 1 si D n’est pas de Rham et 0 dans le cas contraire. Il existe
e1, e2 ∈ Dˇdif,m(D) tels que
a) e1, e2 forment une base de Dˇ+dif,n sur Ln[[t]] pour tout n ≥ m(D).
b) σa(e1) = e1 et σa(e2) = ake2 + εak log a · tke1 pour tout a ∈ Z∗p.
Démonstration. Dˇ est de dimension 2, de Hodge-Tate à poids 0 et k. D’après [12, prop. VI.3.2]
(mais on note ici e2 ce qui y est noté tke2), on peut trouver e1 et e2 qui satisfont a) et b), mais
avec a ∈ 1 + pm(D)Zp au lieu de a ∈ Z∗p. Notons m = m(D) et Γm = χ−1(1 + pmZp). Si b ∈ Z∗p,
alors (σb− 1)e1 est un élément Γm-invariant de Dˇ+dif,m, et un calcul immédiat montre que cela
entraîne l’existence de cb ∈ L∗m tel que σb(e1) = cbe1. Alors c définit un cocycle c : Γ/Γm → L∗m.
On conclut par Hilbert 90 que l’on peut modifier e1 par un élément de L∗m de façon à le rendre
Γ-invariant. L’argument pour e2 est le même.
On fixe dans toute la suite une base e1, e2 comme dans la prop. 9.3.1.
Définition 9.3.2. Soit D ∈ ΦΓet(E ) à poids de Hodge-Tate 1 et 1 − k (éventuellement avec
multiplicités). Si n ≥ m(D), on note
• On(D) l’orthogonal (dans Dˇ+dif,n) de
(
Ddif,n/D
+
dif,n
)µn,k=0 pour l’accouplement { , }dif
(pour lequel on renvoie à 3.7), où
µn,k =
k−1∏
i=0
(σ1+pn − (1 + pn)i+1−k).
• Mn(D) = {z ∈ Dˇ+dif,n|∇2k(z) ∈ tkOn(D)}, avec ∇2k = ∇(∇− 1) · ... · (∇− 2k + 1).
Les résultats techniques suivants fournissent des caractérisations différentielles des repré-
sentations de de Rham.
Lemme 9.3.3. Soit D comme dans la définition 9.3.2 et n ≥ m(D). Alors
On(D) = ∩k−1i=0 (σ1+pn − (1 + pn)i)Dˇ+dif,n.
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Démonstration. Notons a = 1 + pn et σ = σa. Le lemme des noyaux montre que(
Ddif,n/D
+
dif,n
)µn,k=0 = ⊕k−1i=0 (Ddif,n/D+dif,n)σ−ai+1−k=0 .
Mais
(
Ddif,n/D
+
dif,n
)σ−ai+1−k=0
est en dualité parfaite avec Dˇ
+
dif,n
σ−1−ai+1−k (car { . }dif est parfait
et Γ-invariant), donc
On(D) = ∩k−1i=0 (σ−1 − ai+1−k)Dˇ+dif,n = ∩k−1i=0 (σ − ai)Dˇ+dif,n.
Proposition 9.3.4. On(D) est le Ln[[t]]-module libre de base tke1 et e2.
Démonstration. Notons a = 1 + pn et σ = σa et fixons 0 ≤ i < k. Si A,B ∈ Ln[[t]], un calcul
immédiat montre que
(σ − ai)(Ae1 +Be2) = ((σ − ai)A+ εak log a · tkσ(B)) · e1 + (akσ − ai)B · e2.
Or B → (akσ − ai)B est bijective sur Ln[[t]] et l’image de A → (σ − ai)A est l’ensemble
des séries f ∈ Ln[[t]] dont le coefficient de ti est nul (utiliser le fait que σ(t) = at). On en
déduit que (σ − ai)Dˇ+dif,n est l’ensemble des combinaisons Ae1 +Be2, avec A,B ∈ Ln[[t]] et le
coefficient de ti dans A est nul. On conclut en utilisant le lemme 9.3.3.
Proposition 9.3.5. Pour tout n ≥ m(D) on a Mn(D) = Dˇ+dif,n si D est de de Rham et
Mn(D) = Ln[[t]]e1 + tkLn[[t]]e2 sinon.
Démonstration. Rappelons que ε = 1 si D est de de Rham et 0 sinon. En passant à la limite
(pour a→ 1) dans les égalités de la proposition 9.3.1 on obtient
∇(e1) = 0, ∇
(
e2
tk
)
= ε · e1.
En utilisant la règle de Leibnitz, on obtient pour B ∈ Ln((t)) et P ∈ Ln[X] les égalités
P (∇)(B · e1) = P (∇)(B) · e1 et
P (∇)(B · e2) = P (∇)
(
tkB · e2
tk
)
= P (∇)(t
kB)
tk
· e2 + εP ′(∇)(tkB) · e1
= P (∇+ k)(B) · e2 + εP ′(∇+ k)(B) · tke1.
Soit P = ∏2k−1i=0 (X − i), de telle sorte que P (∇) = ∇2k. On vérifie sans mal que
P (∇)(Ln[[t]]) ⊂ t2kLn[[t]] et que P (∇ + k)(Ln[[t]]) ⊂ tkLn[[t]]. Combiné à la proposition
9.3.4, ceci montre que pour tous A,B ∈ Ln[[t]] on a Ae1 + Be2 ∈ Mn(D) si et seulement
si ε · P ′(∇ + k)(B) ∈ tkLn[[t]]. Enfin, la condition P ′(∇ + k)(B) ∈ tkLn[[t]] équivaut à
P ′(∇)(tkB) ∈ t2kLn[[t]]. La proposition suit donc du lemme suivant.
Lemme 9.3.6. Soient B ∈ Ln[[t]] et P = ∏2k−1i=0 (X − i). Alors P ′(∇)(B) ∈ t2kLn[[t]] si et
seulement si B ∈ t2kLn[[t]].
Démonstration. Si B = ∑j≥0 αjtj , alors on a des égalités dans Ln[[t]]/t2kLn[[t]]
2k−1∑
j=0
∇2k
∇− jB =
2k−1∑
s=0
αs ·
2k−1∑
j=0
∇2k
∇− j (t
s)
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=
2k−1∑
s=0
αs · ∇2k∇− s(t
s) =
2k−1∑
s=0
(−1)2k−1−ss! · (2k − s− 1)!αs · ts.
On a donc P ′(∇)(B) ∈ t2kLn[[t]] si et seulement si αs = 0 pour tout 0 ≤ s ≤ 2k − 1, i.e. si et
seulement si B ∈ t2kLn[[t]].
9.4 Dualité
Dans cette partie (qui est le coeur technique du chapitre) on suppose que D ∈ ΦΓet(E )
est à poids de Hodge-Tate 1 et 1− k, que w(δ) = 1− k et que pour tout z ∈ Dˇrig on a
u−(z) = ∇(k −∇)(z)
t
.
Par exemple, D satisfait toutes ces propriétés (la dernière par le corollaire 6.2.5 et la remarque
6.2.6). Rappelons que ∇2k =
∏2k−1
i=0 (∇− i).
Lemme 9.4.1. Pour tout zˇ ∈ Dˇrig on a (u−)k(zˇ) = (−1)k∇2k(zˇ)tk .
Démonstration. On vérifie par calcul direct la formule (avec x ∈ Dˇrig et j ≥ 0)
∇(k −∇)
(
x
tj
)
= (k + j −∇)(∇− j)(x)
tj
.
Une récurrence immédiate permet alors de déduire de notre hypothèse sur l’action de u− que
pour tout j ≥ 1 et zˇ ∈ Dˇrig on a
(u−)j(zˇ) = ∇(∇− 1)...(∇− j + 1)(k −∇)(k + 1−∇)...(k + j − 1−∇)(zˇ)
tj
.
On conclut en prenant j = k.
Pour n ≥ m(D), on note Π(D)P−algc,n le sous-espace de Π(D)P−finic (voir 8.2.2 pour cet
espace) formé des vecteurs tués par ∏k−1i=0 (( 1+pn 00 1 )− (1 + pn)i+1−k) et par (( 1 pn0 1 )− 1)k.
On note Π(D)P−algc la réunion des ΠP−algc,n (D). C’est un sous-espace de Π(D)an d’après le
théorème 8.3.1. La proposition 8.2.5 montre que l’application v → (φv(pi))i∈Z induit une
bijection
Π(D)P−algc '
⊕
i∈Z
 lim−→
n≥m(E)
(
Ddif,n/D
+
dif,n
)µn,k=0 ,
où µn,k =
∏k−1
i=0 (σ1+pn− (1 +pn)i+1−k). On renvoie aux parties 8.3 et à la définition 9.3.2 pour
les notations ij,n, On(D) et Mn(D).
Proposition 9.4.2. (u−)k tue Π(D)P−algc si et seulement si Mn(D) = Dˇ+dif,n pour tout n ≥
m(D).
Démonstration. Par dualité, (u−)k tue Π(D)P−algc si et seulement si (u−)k((Π(D)an)∗) est
orthogonal à Π(D)P−algc pour l’accouplement { , }P1 . Le théorème 8.3.1 et la description de
Π(D)P−algc donnée ci-dessus montrent que cela arrive si et seulement si ij,n((u−)kzˇ) ∈ On(D)
pour tous n ≥ m(D) et zˇ ∈ (Π(D)an)∗. En revenant à la définition des applications ij,n et en
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utilisant le lemme 9.4.1, on conclut que (u−)k tue Π(D)P−algc si et seulement si ϕ−n(zˇ) ∈Mn(D)
pour tous zˇ ∈ ResZp((Π(D)an)∗) et n ≥ m(D).
Posons Y = (Π(D)an)∗. Comme Mn(D) est un Ln[[t]]-module, on peut conclure si on
prouve que ϕ−n
(
ResZp(Y )
)
engendre Dˇ+dif,n. Or, la surjectivité de ψ sur Dˇ \ et le lemme 4.4.2
montrent que ResZp(Y ) = ResZp(Dˇ \ δ Qp) = Dˇ \. Ainsi, il suffit de vérifier que ϕ−n(Dˇ \)
engendre Dˇ+dif,n, ce qui est évident car Dˇ \ engendre D et donc en contient une base.
Corollaire 9.4.3. D est de de Rham si et seulement si (u−)k tue Π(D)P−algc .
Démonstration. C’est une conséquence évidente des propositions 9.4.2 et 9.3.5.
9.5 Preuve du théorème 9.0.5
Supposons que Π(D)alg 6= 0. Le corollaire 4 VI.5.9 de [12], appliqué à D ⊗ χk−1 montre
que Π(D)P−algc ⊂ Π(D)alg. Comme Πalg(D) = W1−k,k⊗Π(D)lc, l’opérateur (u−)k tue Π(D)alg
et donc il tue Π(D)P−algc . On en déduit que D est de de Rham (corollaire 9.4.3).
Réciproquement, supposons que D est de de Rham à poids 1 et 1− k, et que w(δ) = 1− k.
Le corollaire 9.4.3 montre qu’alors (u−)k tue Π(D)P−algc . Or, par construction tout vecteur
v ∈ Π(D)P−algc est tué par
((
1 pn
0 1
)
− 1
)k
et ∏k−1i=0 (( 1+pn 00 1 )− (1 + pn)i+1−k) pour n assez
grand, donc v est tué par (u+)k et ∏k−1i=0 (h − 2i + k − 1) (car le caractère central δ de Π(D)
satisfait w(δ) = 1 − k). On en déduit qu’il existe un idéal de codimension finie dans U(sl2)
qui tue Π(D)P−algc et donc que tout vecteur de Π(D)P−algc est SL2(Qp)-algébrique. Comme le
caractère central δ de Π(D) est localement algébrique, cela montre que Π(D)P−algc ⊂ Π(D)alg.
Il nous reste donc à voir que Π(D)P−algc 6= 0 pour conclure. Cela suit de l’isomorphisme
Π(D)P−algc '
⊕
i∈Z
 lim−→
n≥m(E)
(
Ddif,n/D
+
dif,n
)µn,k=0
et de la proposition 9.3.4.
4. C’est une conséquence de l’irréductibilité sous l’action du sous-groupe de Borel de l’espace des fonctions
localement constantes à support compact dans Q∗p (voir le lemme 2.9.1 de [28]), et de la description explicite
de Π(D)P−algc .
Chapitre 10
Extensions de représentations de de
Rham et vecteurs localement
algébriques
Dans ce chapitre, D ∈ ΦΓet(E ) est de dimension 2, absolument irréductible et de de
Rham, à poids de Hodge-Tate distincts. On considère une suite exacte non scindée 0→ D →
E → D → 0 dans ΦΓet(E ) et un caractère unitaire δ : Q∗p → O∗L tel que la paire (E, δ) soit
G-compatible. On suppose enfin que δ · δ−1D est un caractère lisse, où δD = χ−1 detV (D). Pour
D ∈ {D,E} on note
Π(D) = (D δ P1)/(D \ δ P1) ∈ RepL(G).
Remarque 10.0.1. 1) La paire (D, δ) est G-compatible (prop. 4.5.1). En revanche, il n’est pas
vrai que si (D, δ) est G-compatible et E ∈ Ext1(D,D), alors (E, δ) est G-compatible. En effet,
il découle des travaux de Paskunas et Colmez que, génériquement, (E, δ) est G-compatible si
et seulement si detL[ε](V (E)) = detL(V (D)) (et donc que le sous-espace de Ext1(D,D) attaché
aux paires G-compatibles (E, δ) est de dimension 3).
2) Les hypothèses faites sur D entraînent, grâce au théorème 9.0.5, que Π(D)alg 6= 0.
Lemme 10.0.2. La suite exacte 0→ D → E → D → 0 induit une suite exacte 0→ Π(D)→
Π(E)→ Π(D)→ 0 dans RepL(G).
Démonstration. Les hypothèses du corollaire 4.5.3 sont trivialement satisfaites, vu que D et
Dˇ sont irréductibles de dimension 2.
Le but de ce chapitre est de démontrer le théorème suivant, qui répond à une question de
Paskunas.
Théorème 10.0.3. E est de de Rham si et seulement si Π(E)alg 6= Π(D)alg, auquel cas on a
une suite exacte de G-modules
0→ Π(D)alg → Π(E)alg → Π(D)alg → 0.
On supposera dans ce qui suit que D est à poids de Hodge-Tate 1 − k et 1, avec k ∈ N∗.
On a donc w(δ) = w(δD) = 1 − k. La remarque 9.0.6 nous permet de faire cette hypothèse.
91
92 Caractérisation infinitésimale des extensions de Hodge-Tate
Noter qu’alors Dˇ est à poids 0 et k et que le polynôme de Sen de Eˇ est X2(X−k)2. La preuve
du théorème 10.0.3 suit de près celle du théorème 9.0.5, mais les détails techniques sont plus
délicats.
Remarque 10.0.4. Même si D est de de Rham, E n’a aucune raison d’être de de Rham, ni
même de Hodge-Tate. En fait, pour n assez grand la suite exacte 0→ D → E → D → 0 induit
des suites exactes de Γ-modules 0→ DSen,n → ESen,n → DSen,n → 0 et
0→ D+dif,n → E+dif,n → D+dif,n → 0
et on vérifie que E est de Hodge-Tate (resp. de de Rham) si et seulement si la première (resp.
la seconde) suite exacte est scindée.
10.1 Caractérisation infinitésimale des extensions de Hodge-
Tate
Proposition 10.1.1. Les assertions suivantes sont équivalentes :
a) Eˇ est de Hodge-Tate ;
b) On a Θ2Sen,Eˇ = k ·ΘSen,Eˇ ;
c) L’élément de Casimir agit par multiplication par k2−12 sur Eˇrig δ−1 P1.
d) Pour tout z ∈ Eˇrig on a
u−(z) = ∇(k −∇)(z)
t
.
Démonstration. Comme Eˇ est de Hodge-Tate si et seulement si ΘSen,Eˇ est diagonalisable à
valeurs propres entières et comme le polynôme de Sen de Eˇ est X2(X − k)2, il est clair que
a) équivaut à b). L’équivalence entre c) et d) est une conséquence immédiate du lemme 6.2.3
(appliqué à Eˇrig et δ−1 ; noter que w(δ−1) = k − 1). Pour montrer que d) entraîne b), il suffit
d’appliquer la proposition 3.5.3 à P (X) = X(k − X) (noter que le d) entraîne l’inclusion
P (∇)(Eˇrig) ⊂ tEˇrig, car u− laisse stable Eˇrig).
Supposons maintenant que b) est vraie et montrons le c). La suite exacte 0 → Dˇrig →
Eˇrig → Dˇrig → 0 nous permet de voir Eˇrig comme une déformation de Dˇrig à L[ε] = L[X]/X2.
Comme cette suite exacte n’est pas scindée (sinon la suite 0→ D → E → D → 0 serait aussi
scindée) et commeD (et donc Dˇ) est absolument irréductible, on obtient Endϕ,Γ,R(Eˇrig) = L[ε].
L’élément de Casimir C étant un endomorphisme du (ϕ,Γ)-module Eˇrig (lemme 6.2.2), on en
déduit l’existence de a, b ∈ L tels que Cz = (a+bε)z pour tout z ∈ Eˇrig. Comme w(δ−1) = k−1,
le lemme 6.2.3 montre que l’on a une égalité d’opérateurs
C − k
2 − 1
2 = 2tu
− + (2∇− k)
2 − k2
2
sur Eˇrig. Or la proposition 3.5.3 et notre hypothèse entraînent l’inclusion
(2∇− k)2 − k2
2 (Eˇrig) ⊂ t · Eˇrig.
Ainsi, (a − k2−12 )z + bε(z) ∈ t · Eˇrig pour tout z ∈ Eˇrig. En prenant z ∈ Ker(ε) = Dˇrig ⊂ Eˇrig
on obtient (a − k2−12 )Dˇrig ⊂ t · Dˇrig, donc a = k
2−1
2 . On en déduit que b · ε(Eˇrig) ⊂ t · Eˇrig et
comme ε(Eˇrig) = Dˇrig, on obtient b = 0 et C = k
2−1
2 . Cela permet de conclure.
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Le lemme suivant est immédiat, mais il nous sera bien utile. Rappelons que Wl,k =
Symk−1(L2)⊗ detl.
Lemme 10.1.2. a) On a Π(E)alg = W1−k,k⊗Π(E)lc pour une représentation lisse admissible
Π(E)lc.
b) Si Π(E)alg se surjecte sur Π(D)alg, alors Π(E)lc se surjecte sur Π(D)lc.
Démonstration. a) En utilisant la suite exacte 0 → Π(D)alg → Π(E)alg → Π(D)alg, on se
ramène à montrer que Π(D)alg ne contient aucune représentation du type Wl′,k′ ⊗ Πlc, avec
Πlc lisse et (l′, k′) 6= (1− k, k). Ceci a été vu dans la preuve de la proposition 9.2.1.
b) Le morphisme Π(E)lc → Π(D)lc est induit par la surjection Π(E)an → Π(D)an (déduite
de l’exactitude du foncteur Π → Πan et du lemme 10.0.2) et par l’identification Π(D)lc =
Hom(W1−k,k,Π(D)an)g, avec D ∈ {D,E}. Après tensorisation par W1−k,k, il devient juste le
morphisme naturel Π(E)alg → Π(D)alg. Cela permet de conclure.
Proposition 10.1.3. Si Π(E)alg 6= Π(D)alg, alors E est de Hodge-Tate.
Démonstration. Comme dans la preuve de la proposition 10.1.1 on obtient l’existence de a, b ∈
L tels que C(z) = (a+ bε)z pour tout z ∈ Erig, où C est l’élément de Casimir. On voit Π(E)
comme déformation de Π(D) à L[ε], via le lemme 10.0.2. Cette structure de L[ε]-module est
induite par la structure de L[ε]-module sur Erig. Ainsi, C agit aussi par a + bε sur Π(E)an,
qui est un quotient de Erig δ P1 (th. 5.5.5). Le lemme 10.1.2 montre que C(v) = k
2−1
2 v pour
tout v ∈ Π(E)alg. En prenant v ∈ Π(D)alg ⊂ Π(E)alg non nul, on obtient av = k2−12 v et donc
a = k2−12 . Ainsi, on a b ·εv = 0 pour tout v ∈ Π(E)alg. On en déduit que si Π(E)alg 6= Π(D)alg,
alors b = 0 et C agit par k2−12 sur Erig δ P1 donc, par dualité, aussi sur Eˇrig δ−1 P1. La
proposition 10.1.1 montre que Eˇ est de Hodge-Tate, donc E l’est aussi.
10.2 Structure de Eˇ+dif,n
On suppose dans la suite que E est de Hodge-Tate. Rappelons que si D ∈ ΦΓet(E ), alors
m(D) désigne un entier suffisament grand, qui ne dépend que de D (et de δ). On supposera
dans la suite que m(E) ≥ m(D).
La proposition 9.3.1 nous fournit une base e1, e2 de D+dif,n pour n ≥ m(D). Comme D
est de de Rham, on peut en fait choisir directement une base e1, e′1 de DdR sur L et poser
e2 = tke′1. On a donc σa(e1) = e1 et σa(e2) = ake2 pour tout a ∈ Z∗p.
Proposition 10.2.1. Il existe f1, f2 ∈ Eˇ+dif,m(E) tels que
a) e1, e2, f1, f2 forment une base de Eˇ+dif,n sur Ln[[t]] pour tout n ≥ m(E).
b) Il existe α ∈ L tel que σa(f1) = f1 et σa(f2) = akf2 + αak log a · tke1 pour tout a ∈ Z∗p.
Démonstration. Pour simplifier, on note m = m(E), X = Eˇ+dif,m, Y = Dˇ
+
dif,m, R = Lm[[t]] et
enfin a = 1 + pm. La suite exacte 0 → D]0,rm] → E]0,rm] → D]0,rm] → 0 et la platitude de R
sur E ]0,rm] fournissent une suite exacte de R[Γm]-modules 0→ Y → X → Y → 0.
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Soient f1, f2 ∈ X qui s’envoient sur e1, e2, respectivement, de telle sorte que e1, e2, f1, f2
est une R-base de X. On a σa(f1)− f1 ∈ Y et σa(f2)− akf2 ∈ Y . Si A,B ∈ R, il est facile de
vérifier que
(σa − 1)(f1 +Ae1 +Be2) = (σa(f1)− f1) + (σa(A)−A)e1 + (akσa(B)−B)e2.
Mais B → akσa(B) − B est surjective sur R et A → σa(A) − A a pour image l’ensemble des
éléments de R de terme constant nul (cela découle trivialement du fait que σa(t) = at). Ainsi,
quitte à remplacer f1 par f1 + Ae1 + Be2 pour A,B ∈ R convenables, on peut supposer que
σa(f1)−f1 = α · e1 pour un α ∈ Lm. Alors (σa−1)2(f1) = 0 et donc ∇2(f1) = 0. On en déduit
que l’image de f1 dans X/tX est tuée par Θ2Sen,Eˇ et donc aussi par ΘSen,Eˇ (prop. 10.1.1). Ainsi,
∇(f1) = αlog ae1 ∈ tX et comme e1 /∈ tX, on en déduit que α = 0 et donc σa(f1) = f1.
Pour f2, l’argument est identique : on peut supposer que
(σa − ak)(f2) = αak log a · tke1 + βe2,
avec α, β ∈ Lm. On en déduit que (∇− k)2(f2) = 0, ensuite
αtke1 +
βe2
ak log a = (∇− k)(f2) ∈ tX
et donc β = 0 (mais, bien sûr, on ne peut rien dire de α...).
Pour l’instant on a obtenu σa(f1) = f1 et σa(f2) = akf2 + αak log a · tke1 pour tout
a ∈ 1 + pmZp, avec α ∈ Lm. On finit alors comme dans la preuve de la proposition 9.3.1, en
utilisant le théorème de Hilbert 90.
Remarque 10.2.2. Avec les notations de la proposition 10.2.1, on a α = 0 si et seulement si
E est de de Rham. En effet, E est de de Rham si et seulement si Eˇ l’est, et cela arrive si et
seulement si (Eˇdif,n)Γ est un L-espace vectoriel de dimension 4 pour un/tout n ≥ m(E). Or,
on vérifie facilement que (Eˇdif,n)Γ est le L-espace vectoriel de base e1, e2tk , f1,
f2
tk
si α = 0 et le
L-espace vectoriel de base e1, e2tk , f1 sinon.
On renvoie le lecteur à la définition 9.3.2 pour les modules On(E) et Mn(E).
Proposition 10.2.3. a) On(E) est le Ln[[t]]-module libre de base tke1, tkf1, e2, f2.
b) Mn(E) = Dˇ+dif,n si E est de de Rham et Mn(E) est le Ln[[t]]-module libre de base
e1, f1, e2, tkf2 sinon.
Démonstration. a) Fixons n ≥ m(E) et notons a = 1 + pn et σ = σa. Si A,B,C,D ∈ Ln[[t]]
et si 0 ≤ i < k, un calcul immédiat montre que pour 0 ≤ i < k on a
(σ − ai)(Ae1 +Be2 + Cf1 +Df2) = ((σ − ai)A+ αaktk log a · σ(D))e1+
(akσ − ai)B · e2 + (σ − ai)C · f1 + (akσ − ai)D · f2.
On en déduit comme dans la preuve de la proposition 9.3.4 que (σ − ai)Eˇ+dif,n est l’ensemble
des combinaisons A1e1 + B1e2 + C1f1 + D1f2 telles que les coefficients de ti dans A1 et C1
soient nuls. On conclut en prenant l’intersection sur i ∈ {0, 1, ..., k−1} et en utilisant le lemme
9.3.3.
b) En passant à la limite (pour a→ 1) dans la proposition 10.2.1 on obtient
∇(e1) = 0, ∇(f1) = 0, ∇
(
e2
tk
)
= 0, ∇
(
f2
tk
)
= α · e1.
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Comme dans la preuve de la proposition 9.3.5 on en déduit que pour tous B ∈ Ln[[t]] et
P ∈ L[T ]
P (∇)(B · f2) = P (∇+ k)(B) · f2 + αP ′(∇+ k)(B) · tke1,
ainsi que le fait que Ae1+Be2+Cf1+Df2 ∈Mn(E) si et seulement si αP ′(∇+k)(D) ∈ tkLn[[t]].
On conclut en utilisant le lemme 9.3.6.
10.3 Décomposition de Π(E)P−algc
On se propose de décrire l’espace Π(E)P−algc un peu plus en détail. Notons pour simplifier
Rn = Ln[[t]]. Des arguments identiques à ceux donnés dans les propositions 9.3.1 et 10.2.1
montrent l’existence de e′1, e′2, f ′1, f ′2 ∈ E+dif,m(E) tels que
• e′1, e′2 est une Rn-base de D+dif,n et e′1, e′2, f ′1, f ′2 est une Rn-base de E+dif,n pour n ≥ m(E).
• On a σa(e′1) = a1−ke′1, σa(e′2) = ae′2, σa(f ′1) = a1−kf ′1 et enfin σa(f ′2) = af ′2 +βa log a·tke′1
pour tout a ∈ Z∗p, pour un certain β ∈ L.
Les calculs usuels montrent alors que pour z = Ae′1 + Be′2 + Cf ′1 + Df ′2 ∈ Edif,n on a
µn,k(z) ∈ E+dif,n si et seulement si A,C ∈ Rn et B,D ∈ t−kRn. On a donc un isomorphisme de
Rn[Γ]-modules (
Edif,n/E
+
dif,n
)µn,k=0 = t−kRn/Rne′2 ⊕ t−kRn/Rnf ′2.
On obtient de même un isomorphisme de Rn[Γ]-modules(
Ddif,n/D
+
dif,n
)µn,k=0 = t−kRn/Rne′2.
En combinant ceci avec la congruence σa(f ′2) ≡ af ′2 (mod Rne1), on en déduit que(
Edif,n/E
+
dif,n
)µn,k=0 ' (Ddif,n/D+dif,n)µn,k=0 ⊕ (Ddif,n/D+dif,n)µn,k=0 ,
compatible avec la structure de Ln[[t]][Γ]-module. Bien sûr, par construction cette décompo-
sition est induite par la suite exacte
0→ Ddif,n → Edif,n → Ddif,n → 0.
En passant à la limite inductive sur n et en utilisant la proposition 8.2.5, on obtient une suite
exacte scindée de B-modules
0→ Π(D)P−algc → Π(E)P−algc → Π(D)P−algc → 0.
10.4 Preuve du théorème 10.0.3
On sait [12, prop. VI.5.6] que Π(D)lc a un modèle de Kirillov (c’est une conséquence
des constructions du chapitre 8 et de 10.3). D’après un résultat standard dans la théorie du
modèle de Kirillov, on a Π(D)lc = Π(D)lcc +w ·Π(D)lcc , où Π(D)lc désigne l’espace des vecteurs
v ∈ Π(D)lc dont l’image dans le modèle de Kirillov est à support compact dans Q∗p. On en
déduit que Π(D)alg = Π(D)algc +w ·Π(D)algc , avec des notations évidentes. Or, comme on a vu
dans 9.5, on a Π(D)algc = Π(D)P−algc . On en déduit que Π(D)alg = Π(D)P−algc +w ·Π(D)P−algc .
Supposons maintenant que E est de de Rham et montrons que l’application naturelle
Π(E)alg → Π(D)alg est surjective. Le b) de la proposition 10.2.3 et la proposition 9.4.2 montrent
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que (u−)k tue Π(E)P−algc et, comme dans 9.5, on conclut que Π(E)P−algc ⊂ Π(E)alg. L’image
de Π(E)alg dans Π(D)alg contient donc Π(D)P−algc (car Π(E)P−algc se surjecte sur Π(D)P−algc
d’après le § 10.3) et comme elle est stable par G, on peut conclure en utilisant le premier
paragraphe.
On conclut alors en utilisant la suite exacte
0→ Π(D)P−algc → Π(E)P−algc → Π(D)P−algc → 0
(cf. discussion qui suit la prop. 10.2.3) et le premier paragraphe.
Supposons maintenant que Π(E)alg 6= Π(D)alg et montrons que E est de de Rham. D’après
les propositions 10.2.3 et 9.4.2, il suffit de vérifier que (u−)k tue Π(E)P−algc . En utilisant le
lemme 10.1.2, on se ramène donc à montrer que Π(E)P−algc ⊂ Π(E)alg. Or, on a une suite
exacte scindée
0→ Π(D)P−algc → Π(E)P−algc → Π(D)P−algc → 0
et on sait déjà que Π(D)P−algc ⊂ Π(D)alg ⊂ Π(E)alg. Il reste à voir que l’image de Π(E)algc
contient Π(D)P−algc , sachant qu’elle est non nulle (car Π(E)alg 6= Π(D)alg). L’argument étant
identique à celui du corollaire VI.5.9 de [12], cela permet de conclure.
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