Purpose: Beam blocking grids provide a simple and direct measurement of the scattered photon signal which degrades image quality in x-ray imaging systems, such as cone-beam CT (CBCT). This study evaluates the scatter estimation accuracy of the beam blocking method to optimize the design parameters of the grid system (e.g., grid thickness, source-to-grid distance (SGD), septa width, air interspace, and grid ratio) using Monte Carlo (MC) simulations. Method: A MC model of a CBCT imaging system with a beam blocking grid in place is made using code based on EGSnrc, with the x-ray tube portion of the simulation including electron backscatter between the anode and cathode. The inclusion of the electron backscatter allowed a more complete model of the contamination signal to be estimated. The contamination signal consists of the off-focal radiation (OFR) and source component scatter (photon scatter in source components such as tube housing, filters, and collimators). The MC model was validated against measurements collected on a bench top imaging system with a grid in place. The MC model was used to simulate 11 different grid design configurations in addition to a case with no grid. For each design a simulated projection with and without a phantom in place was computed. The simulated projections were then used to estimate the scatter and contamination portion of the signal using the signal behind the grid septa. The estimated signals from the grid data were compared to the actual signals labeled during the MC simulation. Results: Simulated results showed good agreeance with measured results with the importance of including electron backscatter resulting in off-focal radiation in the simulation being highlighted. When the source was free of contamination photons all grids performed with an error less than 8% when estimating just the scatter from the object. When the contamination photons were included in the simulation, the error in estimating both the scatter and contamination signal rose by a factor of 4 on average. In the case when both signals are present, increasing the grid thickness, changing the SGD, and reducing septa width and air interspace sizes all showed the ability to improve the gridbased estimates of the object scatter and contamination portion signal. Conclusions: The inclusion of the contamination signal in MC simulations of x-ray imaging systems is important in the design, validation, and evaluation of measurement-based scatter methods. Beam blocking grids show potential not only in object scatter estimation but in the estimation of the contamination signal, but appropriate interpolation functions must be used to account for higher frequencies found in contamination signal.
INTRODUCTION
The purpose of this investigation is to examine the effect the design parameters of a previously implemented beam blocking grid 1, 2 have on the ability of the system to estimate both the scattered and contamination photon distributions, where the contamination photon distribution is defined as the photons in the x-ray source distribution that are not directly emanating from the focal spot. The contamination photons include photons from off-focal radiation generated from electron backscatter and secondary photons scattered from the xray source components such as x-ray housing, filters, collimators, and beam blocking grid. The detrimental effect of scatter on the image quality of x-ray-based imaging systems [radiography, computed tomography (CT), cone-beam CT (CBCT)] is well documented [3] [4] [5] and includes loss of contrast, as well as shading and streak artifacts. The scientific literature on methods for measuring, estimating, and/or correcting for these effects is quite dense and the authors point the reader to a set of well researched reviews by R€ uhrnschopf and Klingenbeck 6, 7 for more information. Beam blocking grids, also known as beam-absorber and beam-stop arrays, fall into the category of measurementbased scatter estimation. There exists a number of variations of this method within the literature 1, 2, [8] [9] [10] [11] [12] [13] [14] , but the general approach is to block a portion of the input x-ray fluence then use this portion of the detector signal in conjunction with some form of interpolation to estimate the signal in the detector resulting from scattered photons. It is often assumed that this blocked portion of the detector signal is solely a result of scatter photons from the subject being imaged and the interpolating function often take advantages of the low-frequency content 15 of this scatter signal. In actuality this portion of the signal often includes contamination photons that are a result of off-focal radiation from backscattered electrons and x-ray scatter occurring inside parts making up the x-ray source (e.g., filtration, collimation, tube housing) as well as other components before the x rays enter into the imaged object, such as the bowtie filter. [16] [17] [18] The magnitude and distribution of the contamination scatter signal is dependent on the source of x rays used and can change the frequency content of the signal being estimated from one dominated by low frequencies to one containing higher frequencies similar to that of the signal generated by the primary photons.
The paper explores the design parameters of a beam blocking grid and their effects on the ability to estimate and correct for scatter and contamination scatter in x-ray projection images using the grid. We use Monte Carlo (MC) models that have included both source-based scatter and off-focal radiation allowing us to separate out the effect of the contamination signal on the performance of the grid.
MATERIALS AND METHODS
A labeled diagram of both the grid and imaging system are shown in Figs. 1 and 2 , respectively. The grid system parameters which are investigated are the grid thickness (t g ), interspace (y air ), septa width (y septa ), grid ratio (y air :y septa ), and the scatter-to-grid distance (SGD). The list of the parameter values used is shown in Table I . The parameter values were chosen to cover a parameter space surrounding a physically prototyped grid (G1), allowing us to gain a better understanding of each the parameters' relationship with the different components of the x-ray signal. The grids are all simulated using methods outlined in section 0. Measurements for grids G0 and G1 were collected on a benchtop system and the resulting images were used as a validation of the simulation system.
2.A. Measurements
The bench top system used in the measurements was built to model the Varian TrueBeam system (Varian Medical Systems, Palo Alto, CA, USA), consisting of a x-ray tube (Varian G-1542; tungsten-rhenium (95% W, 5%) anode; 14°anode angle, 0.4-1.0 mm focal spot, Varian Medical Systems) and flat panel detector (Paxscan 4030; 0.194 mm pixel pitch; 2048 (w) 9 1536 (h) pixels; CsI scintillator; Varian Medical Systems). The system setup and coordinate axes are shown in Fig. 2 with details of the imaging geometry [e.g., source-to-axis distance (SAD), source-to-detector distance (SDD), and source-to-grid distance (SGD)]. Measurement projections were taken with the grid in place, I G , and were stored after being normalized by the resulting projection without the grid in place, I 0 . All projections were binned by a factor of 8, resulting in a pixel pitch of 1.552 mm, and a resolution of 256 9 192. The geometry and parameters of the grid's design are shown in Fig. 1 , with the parameters used for the grids in the measurement experiments corresponding to grids G0 and G1 in Table I .
2.B. Simulation

2.B.1. Source
A complete simulated model of the SMOG system (source, grid, phantom, and detector) was created similar to our previous work 18, 19 using the EGSnrc code system.
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A Monte Carlo (MC) model of the x-ray tube and collimation system used in the measurements was created using BEAMnrc 21 from internal documentation provided by Varian and work by Abolaban. 22 The photon cutoff (PCUT) and electron cutoff (ECUT) values for the simulation where 1 keV and 512 keV, respectively. Both directional bremsstrahlung splitting (DBS) 23, 24 (splitting field radius of 5.6 cm, source to surface distance of 13.6 cm, bremsstrahlung splitting number of 10,000) and bremsstrahlung cross-sectional enhancement (BCSE) 25 (enhancement constant of 200 and enhancement power of 0) were used to increase the photon production efficiency in the xray tube simulation. Scattering of photons (both coherent and incoherent) inside the x-ray tube filtration, collimation, and housing where kept track of by using LATCH options. In addition, the MC simulation included a code provided by E. S. M. Ali 26 for simulating electron backscatter allowing us to keep track of off-focal radiation (OFR) as well. Details of the implementation of the backscatter simulation method can be found in the appendix of Ref. [26] . The user settings affecting the amount OFR in the x-ray distribution are the simulated (interacting) area of the anode target and the anode-cathode separation distance. The anode-cathode separation was set to 1.5 cm and an anode area of 12.8 cm (y) 9 5 cm (z) (see figure 1 from Ref. [26] ). The anode area represents the portion of the anode material that the particles can interact with, it is especially important in determining interactions for backscattered electrons. This information was not directly available from the manufacturer specifications and was estimated from the drawings and empirically modified to match the measurements. A total of 7 9 10 9 electrons were simulated resulting in~1.2 9 10 9 photons that were stored in a phase space file (PHSP), P tube .
P tube was used as input in the modified version of the DOSXYZnrc user code, dosxyznrc_phsp_laraco, that keeps track of scatter and outputs a PHSP after transporting the particles through a voxelized geometry. The dosxyznrc_phsp_laraco was used to simulate the various grids and phantom setups described below.
2.B.2. Grids
10
9 particles from the P tube simulation were used as input to simulate the various grid setups outlined in Table I . The grids were created using a MATLAB script that generated a voxelized representation of the grid consisting of voxels with dimensions of 0.1 9 0.1 mm 9 t g (x 9 y 9 z). The simulations resulted in 12 PHSPs, P Gi , where i = 0, 2, . . ., 11.
2.B.3. Phantoms and detector response
Each P Gi along with P tube (for modeling the case without a grid) were used as input to dosxyznrc_phsp_laraco to transport particles through a phantom consisting of air and an anthropomorphic voxelized head phantom which is shown in Fig. 2 of our previous work. 15 The two PHSPs' output from each of the simulations where then processed by an analytical program to generate projection images based on the detector response model. 27 The resulting projections from the air (open-field) simulation will be referred to as I open , and from the phantom I phant . The resolution of the simulated detector for the comparison between the measured and simulated data was 192 9 256 (binning by 8, pixel pitch of 1.552 mm), for the parameter exploration the resolution of the simulated projections was 96 9 128 (binning by 16, pixel pitch of 3.104 mm). The choice of binning would affect the simulation results. The current binning was selected to reduce the noise in the projection without compromising the estimation of our key signals (e.g., scatter and contamination). An exploration of the binning effect on the estimation of these signals for different grids was provided in the supplemental data (see Fig. S3 , and Tables S1 and S2). 
2.C. Signal components
We first denote I as the projection image at the detector, P as primary photon signal, O as off-focal (or extra-focal) photon signal, S as scattered photon signal, and X as the combination of O and S photons. We use the subscript open to denote the measurement without an imaging object, and phant as the measurement with a phantom as the imaging object. The source photons, measured at the detector as I open , can be broken down into three components: (a) the primary signal P open consisting of primary photons generated from primary electrons hitting the focal spot of the anode, (b) the extra-focal or off-focal photons O open generated from backscattered electrons re-entering the anode, and (c) S open photons scattered by x-ray source components before the phantom (e.g., filters, tube housing, grid). In the interest of simplicity, the off-focal and source component-scattered photons will be combined and referred to as the contamination photons
The total input signal can then be written as
The photons arriving at detector, I phant , after being transported through the phantom can be broken down into four components: (a) P phant defined by the primary 
S phant , X phant , and X 0 phant corrupt our estimate of the attenuation signal, l, and degrade image quality. The total of these signals (S phant + X phant + X 0 phant ) will be denoted as S 0 phant . To better understand the distribution of the individual and components of the signals in the projection image we defined a set of ratios, the primary to open-field center pixel ratio (POCR), the scatter to open-field center pixel ratio (SOCR), the contamination to open-field center pixel ratio (XOCR), the scatter and contamination to open-field center pixel ratio, the unattenuated contamination to open-field center pixel ratio (X o OCR):
where C is center pixel value of I open without any grid in place. An additional breakdown of the components making up the X o OCR can be found in the supplemental data (see Fig. S3 ).
2.D. Scatter estimates using SMOG
To compare the effectiveness of the different grids in estimating the scatter each of the simulated images were divided into two different projections. The first projection was I phant consisting of all signal components. The second projection, I 0 phant , consisted of using just the signal from primary and scattered photons and excluding the contamination photons:
These two images were normalized by C then used to create an estimate of the scatter by interpolating the portion of the image in the shadow of the grid. 1 In the case of the first projection, the interpolation computed is an estimate of XASOCR and the second projection an estimate of SOCR. To evaluate the accuracy the Pearson's correlation coefficient, r, and the percent relative root-mean-square error, %RRMSE, are computed. The Pearson's correlation coefficient is computed as
where i and j are the row and column pixel indices, R and E are the real and estimated projection signals, and R and E are their mean values. The %RRMSE is given as
where N is the total number of pixels in the projection.
RESULTS
3.A. Monte Carlo validation
The normalized projection of the measured and simulated data for grid G1 can be found in Fig. 3 along with the locations of the horizontal profiles from the signal behind the grid and in the open air, which are shown in Fig. 4 . The magnitude and shape of the signals are in good agreeance with slight deviation at the left and right edges of the detector. Similar measurements for the G0 grid can be found in the supplemental data in Figs. S1 and S2. The importance of including off-focal radiation is made evident in Fig. 5 showing a vertical profile at the center of the detector of the measured signal along with two simulated signals with and without the inclusion of electron back scatter for both grids G0 and G1. The signal behind grid septa is around 0.05 for G0 and 0.08 for G1 for the measured and simulated data and closer to 0.01 for G0 and 0.02 for G1 when the electron backscatter is excluded showing a large portion of the signal is due to OFR. In the I open signal with no grid in place the OFR signal accounts for 11% of the total signal on average, in the case of having the G0 and G1 grids in place it accounts for 42% and 35% of the signal on average.
3.B. Grid primary signal
A 7.45 cm (48 pixel) wide section located at the center of the POCR signal for each of the grids listed in Table I is shown in Fig. 6 except for grid G0. Grid G0 is not included in Fig. 6 or any of the subsequent figures due to the fact it is nearly identical to grid G3. In the case of the varying SGD (G7 and G8), y septa and y air were modified to result in a signal at the detector matching that of G1 by accounting for the magnification change due to moving the grid. The changing of t g in grids G9, G10, and G11 from the original thickness of grid G1 results in a slight loss in the input fluence at the top and bottom openings. This loss is due to the decrease in the acceptance angle, a, calculated as:
G1 was has an acceptance angle of 40.6°, whereas G11 has an acceptance angle of only 11.3°and at the center of the opening the acceptance angle is only 5.71°which is the same as the angle made by the vector from center of the focal spot to the top of the detector.
3.C. Effect of grid parameters on scatter distribution
3.C.1. Unattenuated contamination signal
The X o OCR signal is shown in Fig. 7 as vertical profiles at the center of the detector for grid configurations G1-G11 and as a projection image for grid G1 and G2. In the case of the X o OCR signal with no grid we see that at the center of the detector the X open signal accounts for almost 15% of the total signal. The OFR signal accounts for 75% of that X open signal with the rest due to scatter from source components. Interestingly, the bright regions of the off-focal scatter distribution (X open ) shown in Fig. 7 (a) and its wave patterns in Table I . G0 is not included in this figure or subsequent figures due to the fact that it is identical to grid G3 other than the position of G0 has been slightly shifted in space to align the simulated and experimental setup. 
3.C.2. Scatter signal
The horizontal and vertical profiles of the SOCR signal in the projection of the head phantom for simulated grids G1-G11 are shown in Fig. 8 . The SOCR signal along the x-axis is symmetric, whereas along the y-axis it is not, these changes in symmetry correspond to the shape and symmetry of the head phantom causing the scatter. The scattered portion only accounts for small part in comparison with the off-focal component. The shape, but not the magnitude, of the SOCR distributions remains fairly consistent in spite of changing the grid, unlike when a compensator is used, 18, 19 although this might change if grid pattern was vertical instead of horizontal. All the grids decrease the amount of scatter due to the loss in total input fluence, the larger the septa width is in comparison to the interspace the lower the SOCR signal is. G4 created the largest decrease (77% at the center) and G6 the least (21% at the center). Changing the grid thickness (G1, G9, G10, G11) causes a small decrease in the magnitude of the signal with increasing thickness (20% decrease from t g = 0.3 mm to t g = 1.5 mm). Since the input fluence arriving at the detector was maintained by accounting for the magnification change when moving the SGD the magnitude of the scatter for G7 and G8 remain very similar to G1.
3.C.3. Attenuated contamination signal
The horizontal and vertical profiles of the XOCR signal at the center of the detector are shown in Fig. 9 . The phantom has a projected width (x-dimension) varying between 16 and 26 cm allowing regions blocked and unblocked by the phantom to be shown. The portion of the XOCR signal that is unattenuated and partially attenuated by the phantom (i.e., | x| > 10 cm) is much larger than the corresponding scatter signal but the XOCR signal behind the phantom is only onefifth to one-seventh the size of the SOCR signal at the center of the detector. The grid reduces the attenuated contamination signal in all cases. When we looked at the mean for a portion of the XOCR signal behind the phantom (|x| < 5), we found that the grid parameters have similar effects on the XOCR as on the SOCR. Grid thickness decreased the mean XOCR signal with increasing thickness, with G11 (t g = 1.5 cm) provided a mean decrease of 25% when compared to G1 (t g = 0.3 cm). Changing the SGD had no effect on the mean XOCR value. As to be expected the XOCR signal was inversely proportion to the grid ratio. Figure 10 shows the grid scatter estimates (~SOCR) for grids G1-G11 compared to the actual scatter when no contamination signal is included for a head phantom. Qualitatively all the grids do a reasonable job of estimating the scatter in the unblocked regions by interpolating the signal from the blocked regions. When we look at the percent difference images on the right it can be seen that some of the primary signal is still found in the blocked regions used to estimate scatter, as the shape of the head phantom can be seen in the difference signal especially for grid G11. A quantitative analysis of the estimated and real signals can be found in Table II . All grids except grid G5 have a Pearson correlation value greater than 0.9, and all have a percent RRMSE less than 8%. The horizontal and vertical signal profiles at the center of the detector are shown in Fig. 11 for the best (G8) and worst (G5) performing grids. It appears a potential reason that G5 underperforms is due to a combination of reduced sampling points and the higher noise in scatter distribution that may be possible to overcome with an increase to input fluence.
3.D. Grid Estimates of Scatter and Contamination
3.D.1. Estimation without contamination signal
3.E. Estimating scatter and contamination signal
The results for the grid estimated contamination and scatter signal (~XASOCR) are shown in Fig. 12 along with actual XASOCR and the percent difference between the two. The inclusion of the contamination signal causes an increase in error for the estimated scatter signal from all grids. A summary of the signal statistics and error analysis is given in Table III . The %RRMSE is on average 4 times higher for XASOCR estimates when compared to the SOCR estimates. The largest errors in~XASOCR can be seen to occur along the air-phantom boundary of the interpolated portion of the projection, as highlighted in the percent difference image in Fig. 12 . The horizontal and vertical profiles at the center of the detector for the XASOCR and~XASOCR signals are shown in Fig. 13 for the best (G4) and worst (G5) performing grids. A second vertical profile is also shown (location Fig. 12 for grid G4) along to the air-phantom boundary to highlight the errors found in this region. This error is most likely a result of not properly interpolating the high frequency content found in these regions of the signal.
DISCUSSION AND CONCLUSIONS
We examined several design parameters (e.g., thickness, SGD, septa width and air interspace) of a beam blocking grid for reducing and estimating scatter in x-ray projections, particularly those in CBCT.
1,2 The parameters were explored using a MC model which we validated against measured data.
The measurements showed good agreement with the MC simulations when electron backscatter was included in the simulation of the x-ray tube. When the electron backscatter was not included a difference in the portion of the signal in the shadow of the septa was evident. A large portion of the total fluence emanating from the grid is made up of photons created by backscattered electrons returning to the anode (~35% for grid G1), referred to as OFR.
The importance of including OFR was further made evident when evaluating various grids' ability to estimate the scatter signal. As aforementioned a portion of the OFR ends up creating signal at the detector in the shadow of the grid septa along with the scatter from the object being imaged. It is often assumed that signal in the shadow of the grid septa is made solely of scattered photons 1, 2, [8] [9] [10] [11] [12] [13] from the object and should therefore consist of a signal composed of low frequencies. 15 As our study has shown this assumption can lead to increased errors, as a portion of the signal will consist of contamination photons both from OFR and x-ray source component scatter. Once these photons have been attenuated by the object being imaged high-frequency components will be present, especially at the air-object boundaries, similar to the primary signal. If the assumption of low-frequency content is made, an inadequate interpolation function maybe chosen and an increase in estimation error will occur.
In the data presented here we showed that when we used simulated projections with no tube scatter or OFR signal included (e.g., no contamination photons) all grids tested estimated the scatter signal (SOCR) with a maximum of 7.94% RRMSE, the average %RRMSE for the grids was 5.4. Once the contamination signal was included and an estimate of the scatter and contamination signal (XASOCR) was obtained using the grid the average and maximum %RRMSE were 21.92 and 50.05. This error could potentially be reduced if an alternative method of interpolation is chosen to estimate the missing data. The current interpolation method used to estimate the signal takes advantage of the fact that the scatter signal is a low-frequency function. One idea is to use a interpolation method that uses the data from multiple projection angles, which has been done to interpolate the primary signal in other studies. 28, 29 Alternatively an x-ray tube with reduced OFR and optimized grid parameters could be used to get a better estimation.
In terms of grid design parameters, the use of a thicker grid was shown to not only reduce the amount of contamination photons reaching the detector but also reduce the % RRMSE in estimating the XASOCR signal. Although when the signal estimated is composed of just scattered photons from the object, the increase in thickness results in an increase in the %RRMSE. The additional benefit to a thicker grid is that cheaper material with a lower Z value can be used to achieve the same primary attenuation. Optimization of the grid position parameter, SGD, showed a decrease in the % RRMSE for both the~SOCR and~XASOCR. For the SOCR the optimal SGD was 45 cm while for XASOCR it was 35 cm, with the reason for their optimality being not entirely clear. Comparing grids G1 and G2, a smaller y septa and y air opening proved also to be beneficial to estimating the XASOCR as it increased the sampling frequency, whereas in the case of the SOCR signal it decreased the accuracy of the estimate. In both cases a large grid ratio provides a benefit to estimating the SOCR and XASOCR as it both decreases the magnitude of the scatter and increases the amount of data available to estimate the signal. Having such a high ratio has obvious advantages for estimating these signals, but it would make the problem of estimating the primary from the same image problematic resulting in an additional set of images needing to be collected for the patient, causing an increase in dose and imaging time.
The approach of using a beam blocking grid to estimate the scatter is a well discussed topic in the scientific literature, 1, 2, [8] [9] [10] [11] [12] [13] [14] the approach has the benefit of direct measurement of the scatter and contamination signal, although the latter component has not been the focus of previous work. The contamination component appears to be a double-edged sword for beam blocking methods as beam blockers provide a direct method of estimating both the contamination and object scatter (unlike other methods that often just estimate the object scatter), but the addition of the contamination signal makes the total scatter signal more difficult to estimate.
This study also has implications to other model-and measurement-based scatter reduction approaches. We have shown that there is a large contribution of contamination photons at the edges of the phantom which could affect reconstructed image quality. This contamination signal component, especially the off-focal portion, should be included in models used to estimate and correct scatter. In addition, its effect on other measurement-based methods should be explored. Author to whom correspondence should be addressed. Electronic mail: gregory.bootsma@rmp.uhn.ca
