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HIGH TEMPERATURE ASYMPTOTICS OF ORTHOGONAL MEAN-FIELD
SPIN GLASSES
BHASWAR B. BHATTACHARYA AND SUBHABRATA SEN
Abstract. We evaluate the high temperature limit of the free energy of spin glasses on the hy-
percube with Hamiltonian HN (σ) = σ
TJσ, where the coupling matrix J is drawn from certain
symmetric orthogonally invariant ensembles. Our derivation relates the annealed free energy of
these models to a spherical integral, and expresses the limit of the free energy in terms of the limit-
ing spectral measure of the coupling matrix J . As an application, we derive the limiting free energy
of the Random Orthogonal Model (ROM) at high temperatures, which confirms non-rigorous cal-
culations of Marinari et al. [20]. Our methods also apply to other well-known models of disordered
systems, including the SK and Gaussian Hopfield models.
1. Introduction
Consider a (random) function on the hypercube HN : SN = {−1,+1}N → R defined as
HN (σ) = σ
TJσ (1.1)
with coupling matrix J = ODOT , where O is Haar distributed over the orthogonal group O(N) and
D = diag(d1, · · · , dN ) is a diagonal matrix independent of O. This defines a probability distribution
over SN as follows: for τ ∈ SN and β ≥ 0,
P(σ = τ) =
1
2N
· e
βHN (τ)
ZN (β,O,D)
, (1.2)
where the partition function ZN (β,O,D) =
1
2N
∑
σ∈SN exp(βHN (σ)). These distributions arise fre-
quently in the analysis of disordered systems in statistical physics. In this context, HN (σ) describes
the energy of the configuration σ, and is usually referred to as the Hamiltonian of the system. The
parameter β denotes the inverse temperature, so the high temperature regime corresponds to small
values of β. We seek to evaluate the large N limit of the free energy
ΦN (β,O,D) =
1
N
logZN (β,O,D) (1.3)
in these models.
Models of the form (1.2) will be referred to as orthogonal mean-field spin glasses— they include
many well-known physical models of disordered systems:
(a) Sherrington-Kirkpatrick (SK) Model: In the SK model of spin glasses the coupling matrix
J = 1√
N
W , where W is a symmetric matrix drawn from the Gaussian Orthogonal Ensem-
ble. It is well known that W = ODOT , where O ∼ O(N) is Haar distributed and D =
diag(d1, d2, · · · , dN ) is a diagonal matrix independent of O, such that the empirical measure
1
N
∑N
i=1 δdi converges to the semi-circle law [2]. The limit of the free energy for all temperatures
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was conjectured by Parisi using deep ideas of replica symmetry breaking, and was rigorously
established by Talagrand [24] (refer to [22] for an introduction to this subject). Carmona and
Hu [5] (see also Chatterjee [7]) proved that the Parisi formula continues to hold even if the
entries of the coupling matrix J = ((Jij)) are independent mean zero random variables, subject
to some conditions on the higher moments.
(b) Random Orthogonal Model (ROM): Marinari et al. [20] introduced the ROM to model a deter-
ministic system which exhibits glassy behavior. In this model the coupling matrix J = ODOT ,
where D = diag(d1, · · · , dN ) is a deterministic sequence of {±1} such that the empirical mea-
sure
µN (D) =
1
N
N∑
i=1
δdi
D→ pδ1 + (1− p)δ−1, (1.4)
for some p ∈ (0, 1). The case p = 1/2 has received a lot of attention in the physics literature
(see [3, 12, 19] and the references therein). The limiting free energy of this model is not known
rigorously even in the high temperature regime. The coupling matrix J has dependent entries
and non-rigorous calculations based on the replica method predict different behavior compared
to the SK model [8, 19, 20]. This suggests that comparison/universality techniques like [5, 7]
cannot be directly used to compute the free energy.
(c) Gaussian Hopfield Model: Cherrier et al. [8] considered the Gaussian Hopfield Model where
the coupling matrix J = 1pXX
T , where X = ((Xij)) is a N × p matrix with i.i.d. N (0, 1). The
coupling matrix of the usual Hopfield model has the same structure, but the matrix X consists
of i.i.d. Rademacher {±1} random variables. Bovier et al. [4] studied the Gaussian Hopfield
model with 2-patterns and this “simple” case already shows highly complicated behavior. It is
generally believed that a Hopfield model with p parameters where p ∼ λN is significantly more
complicated compared to the one with a finite number of patterns.
This paper gives a general method for computing the limit of the free energy in orthogonal
mean-field spin glass models at sufficiently high temperatures (see Theorem 1.2). Exploiting a
connection with spherical integrals [6, 16] and using techniques from large deviations and random
matrix theory, we rigorously justify certain heuristics employed in the traditional analyses of these
systems. In particular, we derive:
1. the limiting free energy of the SK model in the entire high temperature phase (Corollary
2.1), re-deriving the classical result of Aizenman et. al. [1],
2. the limiting free energy of ROM for β sufficiently small (Corollary 1.3), which verifies pre-
dictions of Marinari et al. [20], and
3. the limiting free energy of the Gaussian Hopfield model with p/N → λ ∈ (1,∞) for high
temperatures, confirming non-rigorous calculations of Cherrier et al. [8]. We remark that
our techniques should also apply to the case λ ∈ (0, 1) but we restrict ourselves to the first
case for clarity.
1.1. Main Results. To state our main results we need to introduce some notations. The Haar
measure on the orthogonal group O(N) will be denoted by dO, and the expectation of a function
f will be denoted by E0f(O) :=
´
O f(O)dO.
For any probability measure µ, denote by supp the support of µ. We will always consider
probability measures with bounded support so that supp(µ) ⊆ [λmin, λmax]. To describe our results
we need to introduce the Hilbert transform and the R-transform of a probability measure with
bounded support:
HIGH TEMPERATURE ASYMPTOTICS OF ORTHOGONAL MEAN-FIELD SPIN GLASSES 3
Definition 1.1. The Hilbert transform Hµ of a measure µ is Hµ : R\supp(µ)→ R
z 7→
ˆ
1
z − λdµ(λ). (1.5)
It is easy to show that Hµ is a bijective map from R\supp(µ) to (Hmin, Hmax)\{0} (see [16]), where
Hmax = lim
z↓λmax
Hµ(z) Hmin = lim
z↑λmin
Hµ(z). (1.6)
Thus, setting xmin = λmin − 1/Hmin, xmax = λmax − 1/Hmax, and m =
´
λdµλ, for z ∈
Hµ(R\supp(µ)), define the R-transform Rµ : (Hmin, Hmax)\{0} → (xmin, xmax)\{m} as
Hµ
(
Rµ(z) +
1
z
)
= z. (1.7)
It is easy to see that Rµ is bijective and we denote its inverse by Qµ. Let
Iµ(β) =
1
2
ˆ 2β
0
Rµ(v)dv. (1.8)
Finally, for any β > 0, define
UL = 2β(1− tanhβ(xmax − xmin)), UR = 2β(1 + tanhβ(xmax − xmin)). (1.9)
We will restrict ourselves to models where the sequence of random empirical measures µN (D) =
1
N
∑N
i=1 δdi corresponding to the matrix D in (1.2) satisfy certain “rigidity” properties. This allows
us to neglect the fluctuations of the spectrum in the calculation of the free energy limit. We impose
the following property on the law of the matrix D.
Hypothesis 1. Let D = diag(d1, d2, . . . , dN ) be a (random) diagonal matrix with empirical mea-
sure µN (D) =
1
N
∑N
i=1 δdi . Assume that
(a) there exists a sequence of numbers MN = o(
√
N) such that
lim
N→∞
P(‖D‖∞ > MN ) = 0,
where ‖D‖∞ = max1≤i≤N |di|;
(b) there exists a deterministic measure νN supported on N points in R such that for any c > 0,
lim
N→∞
P
(
W2(µN (D), νN ) >
c√
N
)
→ 0 (1.10)
where W2(·, ·) is the 2-Wasserstein distance between two probability measures.
In most of our applications, it suffices to take νN =
1
N
∑N
i=1 δE(di). It can be easily checked that
all our results continue to hold with any sequence of probability measures νN satisfying Hypothesis
1. However, we state our results with νN =
∑N
i=1 δE(di) for clarity. We define, for any deterministic
diagonal matrix Λ = diag(λ1, · · · , λN ),
ΓN (β,Λ) =
1
N
E0(logZN (β,O,Λ)). (1.11)
Note that due to the invariance of the Haar measure on O(N), ΓN (β,Λ) is only a function of the
empirical distribution µN (Λ) =
1
N
∑N
i=1 δλi . The following proposition establishes that we may
neglect the fluctuations of the spectrum for the calculation of the free energy.
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Proposition 1.1. Consider an orthogonal mean field spin glass model (1.2) with a (random) di-
agonal matrix D = diag(d1, d2, . . . , dN ). If the sequence of measures µN (D) =
1
N
∑N
i=1 δdi satisfies
Hypothesis 1, then
|ΦN (β,O,D)− ΓN (β,E(D))| P→ 0. (1.12)
The proof of Proposition 1.1 is outlined in Section 3.1. Given this result, to compute the limit
of the free energy limN→∞ΦN (β,O,D) it suffices to compute the limit of ΓN (β,E(D)).
A crucial ingredient in the analysis of the asymptotics of ΓN (β,Λ) is a connection with a spherical
integral. Guionnet and Maida [16] derived the asymptotics of these integrals in terms of the R-
transform of the limit µ of the empirical measure µN (Λ) =
1
N
∑N
i=1 δλi (refer to Section 1.2 for
details). They assume the following conditions on the measure µN (Λ):
Hypothesis 2. For a deterministic diagonal matrix Λ = diag(λ1, λ2, . . . , λN ), denote by µN (Λ) =
1
N
∑N
i=1 δλi the empirical measure of Λ. Assume that
(a) the sequence of measures {µN (Λ)}N≥1 converges weakly to a compactly supported measure
µ, and
(b) λmin(Λ) := min1≤i≤N λi and λmax(Λ) := max1≤i≤N λi converge to λmin and λmax which are
finite.
We will also assume Hypothesis 2 to determine the limit of the partition function ZN (β,O,D).
We have the following general result for the limiting free energy at high temperature.
Theorem 1.2. Consider an orthogonal mean field spin glass model (1.2) with a (random) diagonal
matrix D = diag(d1, d2, . . . , dN ). Assume that
(a) the sequence of (random) measures µN (D) =
1
N
∑N
i=1 δdi satisfies Hypothesis 1, and
(b) the sequence of deterministic measures µN (E(D)) = 1N
∑N
i=1 δE(di)
D→ µ and satisfies Hypothesis
2.
(c) lim supβ→0 β2 supβ0∈[UL,UR] |R′(β0)| < 14 , where UL and UR are as defined in (1.9).
Then for β sufficiently small (depending on µ),
ΦN (β,O,D)
P→ Iµ(β), (1.13)
with Iµ defined in (1.8).
As a consequence of the above theorem, we obtain the limiting free energy for many well-known
models of disordered systems. Most importantly, we derive the limiting free energy of ROM (1.4) for
β sufficiently small (Corollary 1.3), which matches the predictions of Marinari et al. [20] obtained
by non-rigorous methods. The limiting free energy for the case p = 1/2 is given in the following
corollary. Refer to Proposition 2.2 for the expression for any p ∈ (0, 1).
Corollary 1.3. For the random orthogonal model (ROM) with p = 1/2, for β sufficiently small,
1
N
logZN (β,O,D)
P→ 1
4
(√
16β2 + 1 + log
(√
16β2 + 1− 1
8β2
)
− 1
)
. (1.14)
Using Theorem 1.2 we can also obtain the limiting free energy of the SK model in the entire
high temperature phase (Corollary 2.1), re-deriving the classical result of Aizenman et al. [1]. Our
calculations also give the limiting free energy for the Gaussian Hopfield model at high temperatures,
verifying non-rigorous calculations of Cherrier et al. [8].
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1.2. Proof Outline and Connections to Spherical Integrals. Spherical integrals over the
orthogonal group O(N) (also known as Harish Chandra-Itzykson-Zuber (HCIZ) integrals [6]) are
integrals of the form ˆ
O(N)
exp(N tr(ODNO
TEN ))dO, (1.15)
where DN and EN are N × N diagonal matrices. HCIZ integrals have been studied due to their
connection to matrix models and the enumeration of planar maps (refer [17] and the references
therein). Asymptotics of spherical integrals was studied by Guionnet and Maida [16] in the regime
where the rank of DN is small compared to N . An alternative simpler proof was provided in [9].
To see the connection of such integrals to mean-field orthogonal spin glass models consider the an-
nealed free energy of the model (1.2): φN (β,Λ) =
1
N logE0ZN (β,O,Λ), where Λ = diag(λ1, λ2, . . . , λN )
is a deterministic diagonal matrix. Note that
ZN (β,O,Λ) =
1
2N
∑
σ∈SN
exp(βσTOΛOTσ) =
1
2N
∑
σ∈SN
exp
(
Nβ tr
{
OΛOT
(
σ σT
N
)})
. (1.16)
By the spectral decomposition σ σ
T
N = PσE11Pσ where E11 = diag(1, 0, . . . , 0). Using (1.16) and the
invariance of the Haar distribution,
E0(ZN (β,O,Λ)) = E0 exp
(
Nβ tr
{
OΛOTE11
})
. (1.17)
This is exactly of the form (1.15) with DN = Λ and EN = E11 = diag(1, 0, . . . , 0). Therefore,
the annealed free energy φN (β,Λ) for any deterministic diagonal matrix Λ, is given by a spherical
integral. The limit of φN (β,Λ) was derived by Guionnet and Maida [16], when Hypothesis 2 holds:
Theorem 1.4 (Guionnet and Maida [16]). Consider an orthogonal mean field spin glass model
(1.2) with a deterministic diagonal matrix Λ = diag(λ1, λ2, . . . , λN ). If the sequence of empirical
measures µN (Λ) =
1
N
∑N
i=1 δλi
D→ µ and Hypothesis 2 holds, then for β sufficiently small (depending
on µ)
lim
N→∞
φN (β,Λ) = Iµ(β). (1.18)
The proof of Theorem 1.2 proceeds as follows: when D is random in (1.2), then under Hypothesis
1 we can replace the random matrix D by the deterministic matrix E(D). Theorem 1.2 then
involves computing the limit of the annealed free energy φN (β,E(D)) using the above theorem,
and the corresponding second moment. This together with results about concentration of measure
gives the desired result.
Remark 1.1. When D is random, another natural approach is to compute the total annealed free-
energy φannN (β) =
1
N logE(ZN (β,O,D)), where the expectation is respect to the joint distribution
of (O,D). From (1.16) it is easy to see that
φannN (β) =
1
N
logE
(
Nβ
∑N
i=1 diX
2
i∑N
i=1X
2
i
)
, (1.19)
where the Xi are i.i.d. N (0, 1) random variables.
It is expected that for β sufficiently small, this also gives the correct limit for the free energy. To
this end, consider the random measure νN =
∑N
i=1
X2i∑N
i=1X
2
i
δdi , i.e., νN is a random discrete measure
which assigns random weights
X2i∑
iX
2
i
to the random positions di. Gamboa and Rouault [14] derived
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a large deviation principle for the random measure νN , under certain technical assumptions on
the sequence µN (D) =
1
N
∑N
i=1 δdi . We believe that under these assumptions a second moment
argument can be done to derive the high temperature limit of the free energy ΦN (β,O,D). However,
this requires the full large deviation principle for the sequence {µN (D)}N≥1. On the other hand, we
only need control on the tails of µN (D) in terms of the 2-Wasserstein distance, which is generally
much easier to verify.
1.3. Organization. The rest of the paper is organized as follows: The proof of Corollary 1.3 and
the application of Theorem 1.2 to various other examples are given in Section 2. The proofs of
Proposition 1.1 and Theorem 1.2 are given in Section 3.1 and Section 3.2, respectively.
2. Examples
In this section, we apply Theorem 1.2 to evaluate the limit of the free energy in various orthogonal
mean-field spin glass models.
2.1. The SK Model. Recall the definition of the SK-model introduced in Section 1. In this case,
the coupling matrix J = W/
√
N , where W is a GOE matrix of order N . Thus J = ODOT , where
O is Haar distributed and independent of D. It is a classical result in random matrix theory that
µN (D) =
1
N
∑N
i=1 µN (D) converges almost surely to the Wigner semicircle law [2]
ρ(x) =
√
4− x2
2pi
· 1{x ∈ [−2, 2]}. (2.1)
Further, the edge of the empirical distribution converges to the edge of the semicircle law.
An application of Theorem 1.2 yields the following corollary about the high temperature limit
of the free-energy. It is well known that the SK model has a phase transition at β = 1/2. Our
approach covers the whole high temperature region of the SK model, thus re-deriving the classical
result of Aizenman et. al. [1].
Corollary 2.1. For the SK model with β < 1/2, limN→∞ 1N logZN (β,O,D)
P→ β2.
Proof. In this case λmin = −2, λmax = 2. Using the density of the semi-circle law (2.1), the Hilbert
transform can be easily computed to be Hρ(z) =
1
2(z −
√
z2 − 4) for z ∈ R\[−2, 2]. This implies
Hmax = 1, Hmin = −1, and xmax = 1, xmin = −1. Thus, using Definition 1.7, Rρ(z) = z on
(−1, 1)\{0}, Iρ(z) = z2 , and condition (c) in Theorem 1.2 holds trivially. This gives the desired
conclusion subject to the verification of the other conditions of Theorem 1.2.
It is well known that the measure µN (E(D)) := 1N
∑N
i=1 δE(di) satisfies Hypothesis 2 [2]. Further,
by [10, Corollary 4] there exists C > 0 such that
E{W2(µN (D), µN (E(D)))} ≤ C
√
logN
N
, (2.2)
Hypothesis 1 then follows using Markov’s inequality.
To see that the second moment method employed in our proof works up to β < 1/2, see Remark
3.1. 
2.2. The Random Orthogonal Model. In the random orthogonal model (ROM) introduced in
Section 1 the coupling matrix J = ODOT , where D = diag(d1, · · · , dN ) is a deterministic sequence
of {±1} such that the empirical measure µN (D) converges weakly to µp := pδ1 + (1− p)δ−1.
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Proposition 2.2. For the random orthogonal model (ROM), there exists a βm > 0 such that for
β < βm,
1
N
logZN (β,O,D)
P→ 1
2
ˆ 2β
0
√
1 + 4z(m+ z)− 1
2z
dz. (2.3)
where m = 2p− 1.
Proof. In this case, the diagonal matrix D is deterministic. Thus, Hypothesis 1 holds trivially.
Also, since the limiting measure µp is supported on two points, Hypotheses 2 is satisfied.
In this case, λmax = 1 and λmin = −1. Moreover, by direct calculations Hµp(z) = z+mz2−1 on
(−∞,−1) ∪ (1,∞). Thus, Hmax =∞ and Hmin = −∞ which implies that
Rµp(z) =
1
2z
(√
1 + 4z(m+ z)− 1
)
is bijective from R\{0} to (−1, 1)\{m}.
To verify condition (c) in Theorem 1.2, recall the definition of UL and UR from (1.9). For
β0 ∈ [UL, UR], there exists ε(β0) such that |ε(β0)| ≤ | tanhβ(xmax − xmin)| and β0 = 2β(1 + ε(β0)).
Thus,
R′µp(β0) =
16β2(1 + ε(β0))
2 − 1 +√1 + 4β0(m+ β0)
16β2(1 + ε(β0))2
√
1 + 4β0(m+ β0)
. (2.4)
From the above expression, it is easy to check that β2 supβ0∈[UL,UR]R
′
µp(β0) → 0, as β → 0. This
verifies condition (c) and the result follows. 
The integral in (2.3) has a closed form expression, which can be easily computed. We refrain
from writing this explicitly for notational clarity. However, for p = 1/2, in which case m = 0, (2.3)
simplifies to the expression in Corollary 1.3.
Remark 2.1. Marinari et al. [20] predicted that replica symmetry is broken in ROM with p = 1/2
for β ≥ 3.84. The exact location of symmetry breaking is, however, unclear. Corollary 1.3 shows
that there exists a β0 up to which the limit of free energy is given by the annealed limit. The value
of β0 can be calculated as follows: Let F (x, y) = β(x+ y) + log coshβ(x+ y), and
(x∗(β), y∗(β)) := arg sup
x,y∈R
(F (x, y)− Tµ(x)− Tµ(y)), (2.5)
where Tµ(z) := −14 log(1 − z2), for z ∈ [−1, 1]. It is follows from the proof of Theorem 1.2 (see
(3.29)) that β0 is largest β ≥ 0 such that the x∗(β) = y∗(β). Numerically solving the optimization
problem (2.5) approximately gives β0 ≤ 2.7, proving that replica symmetry is preserved for β ≤ 2.7.
2.3. Gaussian Hopfield Model. In the Gaussian Hopfield model the coupling matrix J =
1
pXX
T , where X = ((Xij)) is a N × p matrix with i.i.d. N (0, 1). For simplicity, we assume
0 < c1 < N/p < c2 < 1. In this case, spectral distribution of J converges weakly almost surely to
the Marchenko-Pastur law with density
f(x) =
√
4λ− (x− 1− λ)2
2pix
, x ∈ ((1−
√
λ)2, (1 +
√
λ)2), (2.6)
where p/N → λ. Thus, λmin = (1−
√
λ)2 and λmax = (1 +
√
λ)2 in this example.
Using the above density and Theorem 1.2 the limit of the free energy can be derived for high
temperatures.
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Proposition 2.3. In the Gaussian Hopfield model, for β sufficiently small,
1
N
logZN (β)
P→ If (β) = λ
2
log
(
1
1− 2β
)
. (2.7)
Proof. The Hilbert Transform of the Marchenko-Pastur law ([18, Example 3.3.5]) is known to be
Hf (x) =
x+ 1− λ−√(x− 1− λ)2 − 4λ
2x
. (2.8)
Thus, in this example, Hmax = 1/(1+
√
λ) and Hmin = 1/(1−
√
λ), which implies that xmax = λ+
√
λ
and xmin = λ−
√
λ. The R-transform (1.7) is Rf (z) = λ/(1− z). Hence, If (1.8) can be computed
easily, which gives the formula in (2.7). Finally, to check condition (c) in Theorem 1 note that
R′(z) =
λ
(1− z)2 .
The above representation implies that ζ(β)→ 0 as β → 0, thus verifying the required condition.
The result now follows if the spectrum of the coupling matrix J satisfies Hypothesis 1. To this
end, note that simple modifications of the arguments in [11, Corollary 2] yield the following: there
exists a constant c > 0 such that
E(d2(µN (D),E(µN (D)))) ≤ (logN)
c log logN
N
. (2.9)
Hypothesis 1 follows by an application of Markov’s inequality. 
3. Proofs
3.1. Proof of Proposition 1.1. In this section the proof of Proposition 1.1 is presented. Fix
δ > 0 and recall that ΦN (β,O,D) =
1
N logZN (β,O,D). Therefore, by triangle inequality,
P(|ΦN (β)− ΓN (β,E(D))| > δ) ≤ T1 + T2, (3.1)
where
T1 = P
(∣∣∣∣ 1N logZN (β,O,D)− 1N E0 logZN (β,O,D)
∣∣∣∣ > δ2
)
, (3.2)
and
T2 = P
(∣∣∣∣ 1N E0(logZN (β,O,D))− 1N E0 logZN (β,O,E(D))
∣∣∣∣ > δ2
)
. (3.3)
We first control T2. By the rotational invariance of O(N),
1
NE0 logZN (β,O,D) is actually a
function of only the empirical distribution µN (D) :=
1
N
∑N
i=1 δdi , where D = diag(d1, · · · , dN ).
Thus, without loss of generality assume d1 ≥ d2 ≥ · · · ≥ dN . Let O = [o1 : o2 : · · · : oN ] be the
columns of the matrix O. By the Cauchy-Schwarz inequality,
|σTODOTσ − σTOE(D)OTσ| =
∣∣∣∣∣
N∑
i=1
(di − E(di))(σT oi)2
∣∣∣∣∣ ≤ N
√∑
i
(di − E(di))2, (3.4)
since (σT oi)
2 = N , for all i ∈ [N ]. This implies that∣∣∣∣ 1N E0
(
log
ZN (β,O,D)
ZN (β,O,E(D))
)∣∣∣∣ ≤β√∑
i
(di − E(di))2
=β
√
NW2(µN (D), µN (E(D))), (3.5)
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where the last step uses W 22 (µN (D), µN (E(D))) = 1N
∑N
i=1(di − E(di))2 . Therefore,
T2 ≤ P
(
W2(µN (D),E(µN (D))) >
δ
2β
√
N
)
→ 0 (3.6)
by Hypothesis 1, as N →∞.
It remains to control the first term T1. For O ∈ O(N) and any fixed diagonal matrix Λ =
diag(λ1, · · · , λN ) define,
FΛ(O) =
1
N
log
∑
σ∈SN
exp(βσTOΛOTσ). (3.7)
Let ‖Λ‖∞ = max1≤i≤N |λi|. Moreover, for any N × N symmertic matrix A, denote the spectral
norm by ||A||2 = supx∈R ||Ax||2||x||2 and the Frobenius norm by ||A||F = (tr(A2))
1
2 . It is easy to see
that for O1, O2 ∈ O(N) and a unit vector x (that is ‖x‖2 = 1),
|xTO1ΛOT1 x− xTO2ΛOT2 x| ≤ |xTO1Λ(O1 −O2)Tx|+ |xT (O1 −O2)ΛOT2 x|
≤ 2‖Λ‖∞‖O1 −O2‖2
≤ 2‖Λ‖∞‖O1 −O2‖F . (3.8)
Thus, using (3.8),
|F (O1)− F (O2)| = 1
N
∣∣∣∣log ZN (β,O1,Λ)ZN (β,O2,Λ)
∣∣∣∣ ≤ 2‖Λ‖∞β‖O1 −O2‖F .
This implies F is Lipschitz with respect to the Frobenius norm.
Sub-gaussian tail inequalities are known for Lipschitz functions on SO(N) (see Gromov and
Milman [15]). This can be used to complete the proof as follows: Now, let T be the operator
which takes O ∈ SO(N) and changes the sign of the first column of O. Clearly, for O ∈ SO(N),
F (O) = F (TO). Let P1 and E1 be Haar measure and the expectation with respect it on SO(N),
respectively. Thus, E0(FD(O)) = E1(FD(O)), and recalling (3.2) and (3.7) it follows that
T1 ≤EP1
(
|FD(O)− E1(FD(O))| > δ
2
, ‖D‖∞ ≤MN
)
+ P(‖D‖∞ > MN )
≤ exp
(
− CNδ
2
β2M2N
)
+ P(‖D‖∞ > MN ), (3.9)
where C > 0 is a universal constant. By Hypothesis 1, the RHS above goes to zero as N →∞.
Combining (3.6) and (3.9) with (3.1) the result follows.
3.2. Proof of Theorem 1.2. By concentration arguments identical to those used in controlling
the term T1 in Proposition 1.1, the following lemma can be proved.
Lemma 3.1. For any β > 0, there exists an universal constant c, independent of N , such that
P (|ΦN (β,O,E(D))− E0ΦN (β,O,E(D))| > δ) ≤ exp (−cNδ2/β2). (3.10)
The proof of Theorem 1.2 also requires computing the first and second annealed moments of
ZN (β,O,E(D)).
Proposition 3.1. Under the assumptions of Theorem 1.2, for β sufficiently small (possibly de-
pending on the limiting measure µ),
lim
N→∞
1
N
logE0(ZN (β,O,E(D))) = lim
N→∞
1
2N
logE0(ZN (β,O,E(D))2). (3.11)
10 BHASWAR B. BHATTACHARYA AND SUBHABRATA SEN
The above lemma is the most challenging part of our argument and the proof is deferred to
Section 3.2.1.
The proof of Theorem 1.2 can be completed easily by combining Lemma 3.1 and Proposition 3.1
with Theorem 1.4. To this end, set γ0 =
4E0ZN (β,O,E(D))2
(E0ZN (β,O,E(D)))2
. Recall the definition of the annealed free
energy
φN (β,Λ) =
1
N
logE0ZN (β,O,Λ).
Then by [21, Lemma 4.1.1]
P
(
|ΦN (β,O,E(D))− φN (β,E(D))| < 1
N
log γ0
)
≥ 1
γ0
. (3.12)
Also, note that ΓN (β,E(D)) = E0ΦN (β,O,E(D)). Thus, inequality (3.12) combined with Lemma
3.1 gives
lim
N→∞
ΓN (β,E(D)) = lim
N→∞
1
N
logE0(ZN (β,O,E(D))) = Iµ(β), (3.13)
where the last step uses Theorem 1.4. Finally, using Proposition 3.1, Theorem 1.2 follows.
3.2.1. Proof of Proposition 3.1. For any function f : SN × SN 7→ R, denote by E1f(σ, τ) =
1
22N
∑
σ,τ∈SN f(σ, τ), the expectation over the uniform measure over SN × SN . Let Λ = E(D) =
diag(λ1, λ2, · · · , λN ). Therefore,
E0(ZN (β,O,E(D))2 =E0(ZN (β,O,Λ)2)
= E1E0 exp
(
Nβ tr
{
OΛOT
(
σ σT
N
+
τ τ ′
N
)})
= E1E0 exp
(
Nβ
{(
1 +
σT τ
N
)
(OΛOT )11 +
(
1− σ
T τ
N
)
(OΛOT )22
})
,
where we use the observation that the non-zero eigenvalues of (σσT + ττT )/N are (1+σT τ/N) and
(1− σT τ/N) respectively. Let V1 = (OΛOT )11 and V2 = (OΛOT )22. By interchanging the order of
the expectation and observing that E1eλσ
T τ = (coshλ)N , for any λ ∈ R, it follows that
E0(ZN (β,O,Λ)2) = E0 (exp (NF (V1, V2))) (3.14)
where F (x, y) = β(x+ y) + log coshβ(x− y).
The non-negativity of the log cosh function trivially implies that F (x, y) ≥ β(x + y). Then by
[16, Theorem 1.7], for β sufficiently small, we have
lim inf
N→∞
1
2N
logE0(ZN (β,O,Λ)2) ≥ lim
N→∞
1
2N
logE0 exp(Nβ(V1 + V2))
= lim
N→∞
1
2N
logE0 exp(Nβ(V1 + V2)) = Iµ(β), (3.15)
where µ is the limit of the empirical measure µN (E(D)) := 1N
∑N
i=1 δE(di).
For the upper bound, let X = (X1, X2, . . . , XN )
′ and Y = (Y1, Y2, . . . , YN )′ be i.i.d. N (0, I). If
Z = Y− 〈X,Y〉〈X,X〉X = (Z1, Z2, . . . , ZN )
′,
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then
(V1, V2)
D
=
(∑N
i=1 λiX
2
i∑N
i=1X
2
i
,
∑N
i=1 λiZ
2
i∑N
i=1 Z
2
i
)
. (3.16)
Let V ′2 =
∑N
i=1 λiY
2
i∑N
i=1 Y
2
i
. Note that V1 and V
′
2 are independent, but V1 and V2 are not. The following
lemma shows that we can replace V2 by V
′
2 to get an upper bound:
Lemma 3.2. Under the assumptions of Theorem 1.2, for any β > 0,
lim sup
N→∞
1
2N
logE0(ZN (β,O,Λ)2) ≤ lim
N→∞
1
2N
logE0 exp(NF (V1, V ′2)), (3.17)
where F (x, y) = β(x+ y) + log coshβ(x− y).
Proof. The lemma will be established using a “localization” argument similar to the one used in
[16]. Fix κ < 1/2 and
BN (κ) =
{∣∣∣∣∣ 1N
N∑
i=1
X2i − 1
∣∣∣∣∣ ≤ N−κ,
∣∣∣∣∣ 1N
N∑
i=1
Y 2i − 1
∣∣∣∣∣ ≤ N−κ,
∣∣∣∣∣ 1N
N∑
i=1
XiYi
∣∣∣∣∣ ≤ N−κ
}
. (3.18)
We adopt the following system of coordinates in R2N : r, α
(1)
1 , · · · , α(1)N−1 are the polar coordinates
of X, r2 = ||Y||, β2 is the angle between X and Y, and α(2)1 , · · · , α(2)N−2 are the angles needed to
spot Y on a cone of angle β2 around X. It is easy to see that (V1, V2) is a function of the α’s while
the event BN (κ) is determined by r and the β’s. So (V1, V2) and BN (κ) are independent.
Let IN = E0 exp(NF (V1, V2)). By (3.14), 12N logE0(ZN (β,O,Λ)
2) = 12N log IN . Therefore, to
prove (3.17) it suffices to show that
IN ≤ ε(N,κ)E0(1BN (κ) exp(NF (V1, V ′2))) (3.19)
where ε(N,κ) ≤ C(κ) exp(N1−2κ) for some constant C(κ) and N sufficiently large.
By bounding the moment generating functions of X21 and X1Y1 suitably in a neighborhood of
zero, we get
P(BN (κ)c)
≤ P
(∣∣∣ 1
N
N∑
i=1
X2i − 1
∣∣∣ ≥ N−κ)+ P(∣∣∣ 1
N
N∑
i=1
Y 2i − 1
∣∣∣ ≥ N−κ)+ P(∣∣∣ 1
N
N∑
i=1
XiYi
∣∣∣ > N−κ)
≤ C ′(κ) exp (−cN1−2κ), (3.20)
for some constants C ′(κ), c > 0 and N sufficiently large. Now, using the independence of (V1, V2)
and BN (κ),
IN ≤ 1P(BN (κ))E0(1BN (κ) exp(NF (V1, V2))) ≤ ε(N,κ)E0(1BN (κ) exp(NF (V1, V2))). (3.21)
By the Lipschitz property of the log cosh function |F (x, y)− F (x, z)| ≤ 2β|y − z|. Therefore,
IN ≤ ε(N,κ)E0(1BN (κ) exp(NF (V1, V ′2) + 2Nβ|V2 − V ′2 |)). (3.22)
The upper bound in (3.19) follows if, on the set BN (κ), |V2 − V ′2 | . N−κ. To this end, note that
on BN (κ),
1
N ||Y− Z||2 . N−κ. Further, on BN (κ),
1
N
|ZTΛZ−YTΛY| ≤ 2
N
‖Λ‖∞‖Z‖‖Z−Y‖ . N−κ, (3.23)
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since ‖Λ‖∞ is finite by Hypothesis 2(b).
From this it is easy to see that on the set BN (κ), |V2−V ′2 | . N−κ, and the proof is complete. 
Lemma 3.3. Under the assumptions of Theorem 1.2, for β ≥ 0 sufficiently small,
lim
N→∞
1
2N
logE0 exp(NF (V1, V ′2)) = Iµ(β). (3.24)
The proof of the above lemma is given below in Section 3.2.1. Note that the Lemma 3.3 together
with (3.15) and (3.17) gives
lim
N→∞
1
2N
logE0(ZN (β,O,E(D))2) = lim
N→∞
1
N
logE0(ZN (β,O,E(D))) = Iµ(β), (3.25)
where the last equality uses Theorem 1.4. This completes the proof of Proposition 3.1.
Proof of Lemma 3.3: The proof of this lemma follows from a large deviation result established
in [16]. Recall the Hilbert transform and the R-transform of a probability measure ν defined in
(1.5), and (1.7), respectively. Denote the inverse of Hν by Kν , and that of Rν by Qν . Refer to [16]
for further details about the Hilbert and the R-transforms.
Also, recall (1.6)
xmax = λmax − 1
Hmax
and xmin = λmin − 1
Hmin
, (3.26)
where Hmax = limz↓λmax Hν(z) and Hmin = limz↑λmin Hν(z). Finally, for κ ∈ (λmin, λmax)c, define
hx(κ) =
ˆ
log
κ− λ
κ− xdν(λ), (3.27)
and hminx = limκ↑λmin hx(κ) and h
max
x = limκ↓λmax hx(κ).
The following proposition, proved in [16], gives the large deviations rate function for the random
variable V1.
Proposition 3.4. ([16, Proposition 5.1]) If the sequence of non-random empirical measures µN (Λ) =
1
N
∑N
i=1 δλi → µ and satisfies Hypothesis 2, then the law of the random variables V1 defined in (3.16)
satisfies a large deviation principle with scale N and good rate function
Tµ(x) =

1
2hx(Kµ(Qµ(x))) if x ∈ [xmin, xmax],
1
2h
max
x if x ∈]xmax, λmax[,
1
2h
min
x if x ∈]λmin, xmin[,
∞ otherwise.
(3.28)
Since the empirical measures µN (Λ) satisfies Hypothesis 2, by Varadhan’s lemma [13] we get
lim
N→∞
1
2N
logE0 exp(NF (V1, V ′2)) =
1
2
sup
x,y∈R
(F (x, y)− Tµ(x)− Tµ(y)), (3.29)
where Tµ(·) is the good rate function of V1 and F (x, y) = β(x+ y) + log coshβ(x− y).
Set ψ(x, y) = F (x, y) − Tµ(x) − Tµ(y). To prove Lemma 3.3 it suffices to establish that for β
sufficiently small,
sup
x,y∈R
ψ(x, y) = sup
(x,y)∈[xmin,xmax]2
ψ(x, y) = 2Iµ(β), (3.30)
where xmax and xmin are as defined in (3.26).
HIGH TEMPERATURE ASYMPTOTICS OF ORTHOGONAL MEAN-FIELD SPIN GLASSES 13
To this end note that,
∂ψ
∂x
= β + β tanhβ(x− y)− T ′µ(x), (3.31)
∂ψ
∂y
= β − β tanhβ(x− y)− T ′µ(y). (3.32)
We begin by showing that the maxima of ψ on the set [λmin, λmax]
2\[xmin, xmax]2 is attained on
the boundary of the set [xmin, xmax]
2, for β < Hmax/4: For instance, for (x, y) ∈ (xmax, λmax] ×
[xmin, xmax] (as in Figure 1), by (3.28) T
′
µ(x) =
1
2
d
dxh
max
x =
1
2(λmax−x) . Then for β < Hmax/4, using
tanhβ(x− y) ≤ 1 and x ≥ xmax,
∂ψ
∂x
(x, y) = β(1 + tanhβ(x− y))− 1
2(λmax − x) < 0. (3.33)
Therefore, ψ(x, y) ≤ ψ(xmax, y) for (x, y) ∈ (xmax, λmax]× [xmin, xmax]. Other points in the region
[λmin, λmax]
2\[xmin, xmax]2 can be dealt with similarly.
(0, 0) (xmax, 0)(xmin, 0)
(λmax, 0)(λmin, 0)
(0, xmax)
(0, xmin)
(0, λmax)
(0, λmin)
(x, y)
Figure 1. The domain of the function ψ.
Next, we establish that for β small enough, the maxima of ψ on [xmin, xmax]
2 cannot be attained
on the boundary of [xmin, xmax]
2: For y ∈ (xmin, xmax),
∂
∂x
ψ(xmax−, y) = β(1 + tanhβ(xmax − y))− 1
2
Hmax < 0.
if β < 4Hmax as in (3.33). This ensures that the maxima cannot be attained for x = xmax. The
same analysis implies that the maxima is not attained for y = xmax. This establishes the required
assertion.
It remains to analyze the function ψ on (xmin, xmax)
2. Note that for x ∈ (xmin, xmax), T ′µ(x) =
1
2Qµ(x). Therefore, from (3.31)-(3.32) any stationary point of ψ in (xmin, xmax)
2 is a solution of
the system of equations
x = Rµ(2β(1 + tanhβ(x− y))), (3.34)
y = Rµ(2β(1− tanhβ(x− y))), (3.35)
since Rµ is the inverse of Qµ.
Let a(β) be the solution of β = T ′µ(·) = 12Qµ(·). It is easy to verify that x∗(β) = y∗(β) = a(β) is
a critical point of ψ in (xmin, xmax)
2. It remains to show that for β sufficiently small the maximum
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in (3.29) is attained at x∗(β) = y∗(β) = a(β). This implies Lemma 3.3, since by [16, Lemma 5.7],
{βa(β)− Tµ(a(β))} = Iµ(β).
To show that the maximum in (3.29) is attained at x∗(β) = y∗(β) = a(β) we will show (in
Lemma 3.5 below) that for β sufficiently small, the system of equations (3.34)-(3.35) has a unique
solution (a(β), a(β)) which is a local maxima. This establishes that (a(β), a(β)) maximizes ψ in
(xmin, xmax)
2 and (3.30) follows.
Lemma 3.5. For β sufficiently small and Rµ satisfying condition (c) in Theorem 1.2, the system
of equations (3.34)-(3.35) has a unique solution which is a local maximum.
Proof. For (x, y) ∈ [xmin, xmax]2, define
G(x, y) =
(
Rµ(2β(1 + tanhβ(x− y)))
Rµ(2β(1− tanhβ(x− y)))
)
. (3.36)
For β < Hmax/4, G maps [xmin, xmax]
2 to [xmin, xmax]
2. Consider the set M = [xmin, xmax]
2
equipped with the L1 metric, that is, d1((x1, y1), (x2, y2)) = |x1 − x2| + |y1 − y2|. We note that
(M,d1) is a complete metric space. Now, by the mean value theorem and using sech
2 ≤ 1,
|Rµ(2β(1 + tanhβ(x1 − y1)))−Rµ(2β(1 + tanhβ(x2 − y2)))| ≤ 2β2ζ(β)d1((x1, y1), (x2, y2)).
where ζ(β) = β2 supβ0∈[UL,UR] |R′(β0)| and UL and UR are as in (1.9). This implies, by condition
(c) of Theorem 1.2, that G is a contraction. Thus, using the Banach Fixed Point Theorem [23],
G has a unique fixed point. This implies (a(β), a(β)) is the unique fixed point of G, and the only
stationary point of ψ in (xmin, xmax)
2.
Finally, we establish that the critical point (a(β), a(β)) is a local maxima of the function G. To
see this note that the Hessian
∇2ψ(x, y) = −diag(T ′′µ (x), T ′′µ (y)) + β2 sech2 β(x− y)
(
1 −1
−1 1
)
. (3.37)
Using T ′′µ (x) =
1
2R′µ(Q(x))
, we note that ∇2ψ(a(β), a(β)) is negative definite provided β2R′(2β) ≤
1/4. This condition is satisfied for β sufficiently small as condition (c) holds, thus completing the
proof. 
Remark 3.1. In the SK model, Rρ(z) = z (defining Rρ(0) = 0), xmax = 1, xmin = −1, and ρ is
the semi-circle law (2.1). Moreover,
Tρ(x) =

1
4 − log(2 + x) x ∈ [−2,−1],
x2
4 x ∈ [−1, 1],
1
4 − log(2− x) x ∈ [1, 2].
(3.38)
Note that Tρ(x) > x
2/4 in [−2,−1] ∪ [1, 2]. Therefore, ψ(x, y) ≤ F (x, y) − x24 − y
2
4 := ψ˜(x, y) for
(x, y) ∈ [−2, 2]2. It is easy to see that (2β, 2β) ∈ [−1, 1]2, for β < 1/2, is a stationary point of ψ˜.
The Hessian ∇2ψ˜(x, y) is negative definitive for (x, y) ∈ [−2, 2]2 if
(a) (∇2ψ˜(x, y))11 = 12 + β2 sech2 β(x− y) < 0, which holds whenever β < 1√2 ; and
(b) det(∇2ψ˜(x, y)) = 14 + β2 sech2 β(x− y) < 0, whenever β < 12 .
Therefore, the maximum of ψ˜ is attained at (2β, 2β) ∈ [−1, 1]2, for β < 1/2, where the two
functions ψ˜ and ψ agree. Thus, for β < 1/2, which is the entire replica symmetric phase, the limit
in Corollary 2.1 holds.
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