Rapid progress of computational science and engineering has allowed our technical knowledge to mature in individual areas of science over the past few decades. Nevertheless, many of the complex interactions between two or more elementary phenomena, such as multi-phase flows, fluid-structure interactions, or reactive flows, remain poorly understood. Analysis of multi-disciplinary large-scale systems has emerged as an important task of modern computational science and engineering.
be interpolated can reside anywhere in the distributed memory of a parallel computer. Search and information exchange under these circumstances have often been referred to in the literature as the M × N problem (Plimpton et al. 2004) , and an efficient and scalable (both in CPU time and memory usage) solution to the M × N problem is not straightforward.
To address the issues stated above and hence facilitate a multi-code integration process, Stanford University has developed the software named CHIMPS (Coupler for Highperformance Integrated Multi-Physics Simulations; Alonso et al. 2006) , which automates the search, interpolation, communication, and data/information transfer based on the general unstructured-mesh format in a user-friendly and scalable manner. In this paper, we describe two newly extended capabilities of CHIMPS which have been recently implemented: One is the full support for the hole-cutting process for unstructured overset-mesh simulations in a parallel environment, and the other is a higher-order interpolation on unstructured meshes. Although our primary interest currently lies in the rotorcraft applications, we believe this implementation is readily applicable to unstructured overset simulations in any area.
In this article, we describe the overset hole-cutting algorithm and its validation in sections 2 and 3, respectively, and the higher-order interpolation algorithm is provided in section 4.
Hole cutting for overset-mesh simulation on unstructured meshes
In an overset-mesh simulation, the entire domain is decomposed into several overlapping patches or blocks, and the meshes are generated independently on each of them. Ever since it was first introduced two decades ago by Steger et al. (1983) , the oversetmesh computation has become increasingly popular as an efficient technique for complex geometry. Meanwhile, a coupled simulation using CHIMPS has a close similarity to an overset-mesh simulation in the sense that the interface conditions in one block are sought and interpolated from other blocks in the entire computational domain. This is our main motivation in using CHIMPS as a main coordinator of multi-code coupled overset-mesh simulations. Regarding the extension of CHIMPS to support overset-mesh simulations, our particular interest lies in the generalization for both static and moving unstructured meshes, robust automation to minimize human intervention, and efficiency both in speed and scalability.
Two important preprocessing steps related to an overset-mesh calculation are the hole cutting and donor-cell identification. Hole cutting is a process to identify the interior and exterior of given solid-body or hole surfaces on the volume meshes of each block. The final goal of hole cutting is to provide an integer array i b (called iblank), which has the values, for example, 1 and 0 for interior and exterior of hole surfaces. Mathematically, it is identical to the judgment whether a given point lies inside a given polyhedron (Milgram 1989) , and several algorithms have been suggested so far for efficient hole cutting: In the analytic shape method (Meakin 1991) , the entire solid-body surfaces are first expressed as a collection of several analytical shapes, a process which is known to be efficient but hard to automate and requires considerable expertise. Later, Chiu & Meakin (1995) suggested the Cartesian hole-map method, which utilizes the efficiency of "search by truncation" from inverse maps. Wang & Parthasarathy (2000) considered hole cutting for general unstructured meshes based on the ADT structure. Meakin (2001) developed the object X-ray method, which stores only two-dimensional arrays for hole maps and leads to significant memory savings for very large three-dimensional problems. Note that many of the existing hole-cutting algorithms assume a hole to form a closed surface. For problems where any open hole surface is involved, users may artificially close the surface just for hole-cutting purposes using Delauney triangulation, as was suggested by Chiu & Meakin (1995) . In order to apply CHIMPS to hole cutting, the easiest idea would be to directly search for the solid-body surface mesh points and identify hole-boundary cells within a given set of volume meshes, followed by a certain kind of painting algorithm to determine the interior and exterior of solid-body surfaces. However, two major difficulties arise in this case: First, depending on the actual extent of surface-mesh resolution, the resulting holeboundary cells may not form a closed surface. A systematic refinement of surface meshes may be necessary to guarantee the formation of closed surfaces and hence the success of the later painting algorithm. Second, the current version of CHIMPS keeps only the node connectivity information for a given set of volume meshes, but the painting algorithm essentially requires face-to-face connectivity as well. Therefore, we decided to make the hole-cutting capability completely independent of already existing search/interpolation functionalities and newly implemented a few API's exclusively for the hole-cutting purpose using the efficient Cartesian hole-map method (Chiu & Meakin 1995) . Once hole-cut boundaries are known, the donor-cell identification is essentially a search/interpolation procedure and hence API routines from the original version of CHIMPS library are applicable virtually without any modification. Figure 1 shows a schematic illustration of the Cartesian hole-map method. As stated above, the ultimate goal of a hole-cutting process is to identify the interior and exterior of a given hole surface on the volume meshes of each block, as demonstrated in figure  1(a) . In order to accomplish this task, the Cartesian hole-map method first constructs auxiliary uniform Cartesian meshes (called a Cartesian hole map) with a proper mesh size ds within the bounding box of the hole surface (figure 1b). Usually, the average hole-surface mesh resolution is chosen as the hole-map mesh size ds. Then the given hole surface is approximated on the Cartesian hole map by searching the hole-surface mesh elements on it (figure 1c). The final step is to further discriminate the interior from the exterior of the hole surface on the Cartesian hole map by a painting algorithm. Once the interior and exterior are successfully defined on the Cartesian hole map, whether a mesh cell is interior or exterior to the hole surface can also be readily determined by searching for it on the hole map and checking the color (integer value stored) there (figure 1d).
Cartesian hole-map method
One of the main advantages of the Cartesian hole-map method is that all the relevant search processes can be conducted very efficiently using the "search-by-truncation" method. For example, for a given mesh element with a bounding box (x j,min , x j,max ) (j = 1, 2, 3), the range of hole-map indices over which this mesh element spans can be easily determined by i j,min = int[(x j,min −X j,min )/ds] and i j,max = int[(x j,max −X j,min )/ds]+1, where X j,min are the lower bound coordinates of the entire Cartesian hole map.
Implementation of the Cartesian hole-map method onto CHIMPS
To implement the Cartesian hole-map method onto CHIMPS, we first defined a new class of object (named 'hole' object) in CHIMPS to represent the solid-body surface meshes. A hole object is composed of the Cartesian coordinates of solid-body surface mesh points and their node connectivity. Currently, triangular and quadrilateral elements are supported for the hole object. The first step for hole cutting is to register all the solid-body surfaces of each solver to CHIMPS as hole objects, a step which is handled by the newly implemented API routine chimps setHoleGeom. For each hole object registered, the local bounding box and average surface resolution are computed locally on each processor. The global bounding box and global average surface resolution then can be easily constructed by collective communications. These two items are shared by all the participating processors and used to create the Cartesian hole map for each solid-body surface. Once the Cartesian hole map is constructed, the hole-boundary elements are first identified by checking the truncated indices of bounding-box coordinates of each surface-mesh element. Next, the interior and exterior of the hole boundary surface points are identified by the painting algorithm illustrated by Cho et al. (1999) . Finally, the iblank array is defined rather conservatively by checking whether the Cartesian bounding box of a mesh element is fully contained in the exterior part of the Cartesian hole map. All of these procedures are realized by a single API routine chimps cutHoles and the resulting iblank array can be returned to the driver program by calling the API routine chimps getIblank. Figure  2 demonstrates how the hole-cutting functionalities of CHIMPS work for the HART-II rotor blades (Yu et al. 2002) . In this sample case, four blades (figure 2b) are located in a cylindrical wake mesh (figure 2a), from where we want to cut holes around each blade. The outer cylindrical mesh has 16.73 million cells, whereas each blade has 8064 (112×74) surface elements. Figure 2 (c) shows that CHIMPS correctly identifies the interior and exterior of blade surface meshes and successfully performs the hole-cutting procedure. Figure 3 shows the scalability result for the CHIMPS hole-cutting capability performed on the same set of meshes in figure 2. Overall the scalability is found to be reasonable up to 128 and 64 processors for wake and blade meshes, respectively. In addition, the main portion of the computational cost is shown to be comprised of iblank definition in figure  3(b) , which is almost perfectly scalable because each processor can work completely independently for this task. However, there is no parallelism involved in the painting algorithm that discriminates the interior and exterior on the Cartesian hole map (figure 3c). It is indeed almost unchanged with respect to the increase of processor number. The overall trend shows that the parallel performance would be somewhat saturated as the number of processors is further increased. However, the overall fraction of the hole-cutting procedure out of the entire simulation load is expected to be still minor in typical rotor applications. If the geometry of rotor blades is not too complex, further improvement would be also possible by adjusting the hole-map resolution, which is especially important in maintaining the load of painting algorithm smaller. It is usual to choose the hole-map resolution as the average resolution of the hole-surface meshes, but the number of threedimensional hole-map meshes will be inversely proportional to its cube, which would result in an enormous increase in the cost of the painting algorithm. A mild relaxation of the hole-map resolution can lead to a substantial reduction in the operation count of the painting algorithm.
Validation for the overset-mesh capabilities
In this section, we present the results of actual CHIMPS-integrated multi-code coupled overset-mesh computations as a proof of validation.
Flow over a circular cylinder
The overset-mesh capabilities are first applied to a two-dimensional simulation of flow over a circular cylinder at the Reynolds number of Re = u ∞ d/ν = 100, where u ∞ , d, and ν are the free-stream velocity, cylinder diameter, and the kinematic viscosity, respectively. This problem is solved coupling two different instances of the incompressible CDP code (Ham & Iaccarino 2004) . Both stationary and moving holes are tested. Note that the holecutting subroutines have to be called only once at the beginning of a run for the case of a stationary hole. Figure 4 (a) shows the overset-mesh configuration, where the entire computational domain is decomposed into near-body cylindrical and exterior Cartesian domains. Instead of directly using the circular cylinder as a hole surface, a fictitious surface which is reasonably distant from the cylinder wall is chosen as the hole surface in Figures 5 and 6 show instantaneous contours of various flow variables for a static and a moving hole, respectively. In general, the solution quality is satisfactory for both static and moving holes. It is especially notable that all the contours are smoothly connected and no artificial flow structures or disturbances are generated at the domain interface. In addition, the two solutions almost perfectly agree within the overlap region, confirming that the newly implemented hole-cutting capability and hole-boundary treatment of CDP are accurate. Figure 7 shows time histories of the pressure and viscous lift coefficients. The airload prediction from the present overset-mesh computations is also shown to be accurate. Even though slight high-frequency oscillations are found in the moving-hole case, overall the prediction accuracy for amplitude and frequency of unsteady airload variations is shown to be reasonable.
Flow over a hovering rotor
In order to verify our overset-mesh capabilities for a more realistic rotor problem, the newly implemented tools are also applied to the hovering rotor from Martin et al. (2001) , where a single NACA2415 blade with the radius and chord of 406 mm and 44.5 mm, respectively, rotates at Ω = 35.0 Hz, corresponding to the tip Mach number and chordbased Reynolds number of 0.26 and 272, 000, respectively. The effective blade loading and the collective pitch measured from the chord line are C T /σ = 0.064 and 4.5
• . Figure  8 shows the domain configuration. For the near-blade flow solver, the fully compressible Stanford University multi-block code (SUmb; formerly known as TFLO, Yao et al. 2001) is used, whereas the incompressible CDP solver is used for the outer wake region. Simple cylindrical hexahedra are used for the outer CDP domain, where 216 uniform meshes are used in the azimuthal direction. On the other hand, meshes are clustered near the blade tip in the radial and vertical directions. The computation is performed with 2.96 and 16.77 million mesh elements for SUmb and CDP, respectively, and the time marching was completed until the tenth revolution from the impulsive start with 360 time steps per revolution. For turbulence modeling, the v 2 -f turbulence model (Durbin 1995) is used. Figure 9 shows the iso-surfaces of q 2 = −∂u i /∂x j × ∂u j /∂x i = 2 × 10 6 after ten revolutions from the impulsive start. With this value of q 2 , a long trail of thin strong tip vortex is shown to be well captured almost up to the wake age of ζ = 540
• . Figure 10 shows the comparison of azimuthal velocity profiles of the tip vortex at different wake-age locations. Even though a large overshoot is observed at ζ = 3
• , which corresponds to the SUmb domain in the overset simulation, and the tip vortex is located at more inboard locations in the simulation than in the experiment, the overall behavior of the tip vortex with respect to the wake-age angle is reasonably well captured, including the decay rate and asymmetry of the vortex showing higher azimuthal velocity on the inboard side. 
Higher-order interpolation on unstructured meshes
The interpolation engine for the current version of CHIMPS is based on trilinear interpolations and provides a very stable and robust solution reconstruction. Since many applications use higher-order discretization, it would be desirable for CHIMPS to support higher-order interpolations as well. However, as will be shown below, the unstructured multivariate higher-order interpolation is not as straightforward as univariate higherorder or multivariate linear ones. Important factors to consider in the unstructured interpolation algorithm include the order of accuracy, efficiency, unisolvence, and wellposedness. Regarding the efficiency, it would be much more desirable for the interpolation scheme to be local and hence matrix solution required for a global scheme could be avoided, because solution to a matrix system is potentially very expensive on unstructured meshes. For this reason, we assume that, together with a scalar function φ, three Cartesian components of its gradient ∂φ/∂x i are additionally given at each node point, and we pursue a higher-order interpolation (more specifically, accuracy higher than the second order) on this configuration. A univariate counterpart for this problem is the well-known Hermite interpolation for φ P at x = x P ∈ [x i , x i+1 ]:
1)
which is fourth-order accurate. For an unstructured element with N nodes, one may expect to obtain a similar multivariate expression as follows:
which has 4N coefficients (α n , β 1,n , β 2,n , β 3,n ) to be determined. A straightforward procedure to obtain the necessary equations is to expand the right-hand side as the Taylor series about (x 1,P , x 2,P , x 3,P ) and equate the coefficients term by term between the left-and right-hand sides, which results in the following:
• Zeroth-order derivative: 1 equation
• First-order derivatives: 3 equations
• Second-order derivatives: 6 equations
β j,n (x i,n − x i,P ) = 0 for (i, j) = (1, 2), (2, 3), (3, 1) . (4.6)
• Third-order derivatives: 10 equations
Therefore, twenty equations in total should be solved to obtain interpolation weights for fourth-order accuracy. However, there is in general a fundamental inconsistency between the numbers of unknowns and equations, leading to non-unisolvence and arbitrariness. In the case of N = 5 (pyramids), the numbers of unknowns and equations are equal and unisolvence seems to be formally satisfied. Nevertheless, 20 × 20 matrix solution at each element would be considerably inefficient, particularly for a large set of unstructured data. More importantly, the above set of equations is a multivariate analogue of the Vandermonde matrix and indeed a direct matrix solution was very ill-behaving. Obviously, it is not straightforward to satisfy the higher-order accuracy, efficiency, and unisolvence at the same time on unstructured meshes. For example, Gasca & Maeztu (1982) developed an algorithm where unisolvence is always guaranteed. Furthermore, their resulting equations are simply reduced to a triangular matrix, which can be efficiently solved by a forward elimination. However, higher-order accuracy was not necessarily guaranteed in their algorithm. Our current approach acquires higher-order accuracy by serially applying univariate Hermite interpolations along the properly chosen paths. Figure 11 shows a schematic diagram for a serial application of univarite Hermite interpolaiton. For four nodal points (N 1 , N 2 , N 3 , N 4 ) of a given tetrahedron and an interpolation point P within it, the procedure can be summarized as follows: are first decomposed into a number of disjoint tetrahedra, and one of them having the given point P inside is arbitrarily chosen. This procedure cannot satisfy the unisolvence, but the interpolated value will asymptotically converge to the true value with the mesh refinement. Figure 12 shows the result of an accuracy test for the proposed interpolation procedure for two-dimensional triangular and three-dimensional tetrahedral elements. This figure shows that the present algorithm is indeed third-and fourth-order accurate with linear and higher-order interpolations applied to the gradient components, respectively.
