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Abstract
Despite having been studied for many years, z-pinches still pose many questions of researchers. On
the one hand, the combinations of skin effects, magnetism, thermodynamics and fluid mechanics are
often too complex to model accurately together, yet on the other hand it is difficult to observe the
whole broad range of phenomena experimentally because of the nanosecond timescales of the pinch
implosions. This work takes a magnetohydrodynamic approach to studying the implosion dynamics
of a multi-wire z-pinch. A model of an array of incompressible vaporised wires is introduced. The
free surface is evolved under the influence of inertial and magnetic effects using a Boundary Element
Method (BEM). While there are some results available for perfectly conducting wires, we will also look
at the other extreme, of low conductivity, to assess the different physical effects. Array implosions
rates and deformation of the wire plasma along the azimuth are shown to be different in the two cases.
However, there are some shared traits; in both conductivity limits, the plasma is shown to oscillate in
a remarkably similar manner for small wire numbers. The effect of varying the current pulse profile
is also considered. Attempts are made to model the collision and coalescence of the plasma columns
upon impact, and to study the post-merge dynamics of the resulting annulus. There is evidence of
jets being emitted from either side of the collision, into both the magnetically contained exterior and
into the (effectively) pressure-free interior. While the BEM seems to cope with the exterior jet, the
interior becomes unstable, possibly due to a lack of the stabilising effect otherwise provided by the
magnetic field.
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u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Wire velocity, ∇V
V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Velocity potential
V̂ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Nondimensional velocity potential
V0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A typical velocity potential scale
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V˜ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V , smoothed
Vn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The normal derivative of the velocity potential at a boundary
V˜n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Vn, smoothed
Vs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The tangential derivative of the velocity potential at a boundary
wj . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The position of the j
th wire in the array
0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The permittivity of free space, 0 = 8.85× 10−12 m kg−1 s4 A2
µ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Fluid viscosity
µ0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The permeability of free space, µ0 = 4pi × 10−7 m kg s−2 A−2
ρ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Density of the conducting fluid
ρe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Electric charge density
σ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Conductivity of the wire
Φ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . z-component of A
Φn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The normal derivative of Φ
Φs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The tangential derivative of Φ
Φ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Column vector containing values of Φ on the boundary
Φn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Column vector containing values of Φn on the boundary
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1.2. History and Overview
The concept of an electromagnetic pinching device has been around since the 1940s. The basic
premise of a pinch is that a current-carrying conductor will generate a magnetic field around itself
which results in an inward magnetic pressure, serving to confine and constrict – or ‘pinch’ – the con-
ductor (usually a plasma). While pinches are available in many different flavours (θ-pinch, z-pinch,
tokamak), the aims behind their conception were all similar – to be used to initiate and contain
Internal Confinement Fusion (ICF) reactions. Thorough reviews of current research can be found in
Ryutov, Derzon & Matzen [36] and, more recently, Haines [20].
Amid the early excitement, experiments such as those of Carruthers & Davenport [9] and Anderson
et al. [2] were performed to assess the practical feasibility of utilising these devices for ICF. However
a general consensus was quickly reached that z-pinches were far too unstable for an equilibrium
between the internal fluid pressure and external magnetic pressure to be reached or sustained for
the prolonged period of time necessary for fusion. As well as the much documented axisymmetric
‘sausage’ instability [44] [20] [2] [13], they are also prone to kink [9] [13] and Rayleigh-Taylor insta-
bilities [24] [34]. These initial setbacks were sufficiently serious that z-pinch research all but stopped
for several decades. In the 1970s and 80s, however, it emerged that certain configurations of pinches
– primarily the multi-wire z-pinch – would emit vast quantities of x-rays as their kinetic and internal
energy is converted into electromagnetic radiation [36]. The potential for developing a powerful x-ray
source has been the focus of many works since.
A z-pinch in its most basic form is a single wire that carries a current along its length – in the
z direction when using convenient polar coordinates, from which the name derives. This results in
a magnetic field in the θ direction. Passing a sufficiently large current through the wire causes it
to vaporise, but the resulting plasma continues to conduct. Z-pinches are most commonly seen in
multi-wire arrays, where several wires (anywhere from 8 to 300) are placed in a regular polygonal
configuration (Figure 1.1, LHS), typically surrounded by a ‘return can’ which takes the current back
down around the array [36]. The resulting magnetic field for an array of thin wires is illustrated
in Figure 1.1 (RHS). The varying magnetic pressure around the surface of the wires causes them
to accelerate towards the centre, collapsing the array. As well as this global motion, which can be
likened to each wire experiencing a Lorentz force as a result of the other wires’ fields, there is another
motion which is local to each wire, whereby the differential magnetic pressure causes it to squash
and flatten out along the azimuth.
The majority of recent research into z-pinches has been experimental, conducted across several
z-facilities around the world. Typical currents pulsed through a wire array are around 10MA over
100ns [36], requiring a power of several terawatts. Sandia National Laboratories have a facility with
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Figure 1.1: Left; Idealised diagram of an 8-wire pinch (red), with cathode (grey) and cutaway return
current can (green). Right; The magnetic field resulting from this configuration.
a peak total power of over 250TW [41] [36] [23], and total energy output close to 2MJ. Imperial
College has a smaller facility which can generate currents of 1.4MA and power of 1TW [24]. A very
detailed review of the physics and applications can be found in Ryutov, Derzon & Matzen [36] and
Haines [20]. Some of the more interesting aspects of z-pinch dynamics include variations in heating
rates and density leading to precursor plasma streamers [7] [6] [25] [26]. Underpinning this research,
however, is the drive to develop more efficient x-ray generators, for which a better understanding
of the implosions is crucial. It has been shown [39] [37] that the number of wires in an array is
an important factor, as well as the material from which they are drawn, although for practical fab-
rication purposes, experiments are limited to using aluminium or tungsten wires [12]. The use of
nested arrays, where a smaller array sits inside a larger one, has also been shown to have a beneficial
effect [14] [6] [10]. The resulting x-rays would typically be directed at a hohlraum, which may be
located within the array [36] [23] [3], or outside of it [36]. The effect of having a twisted array of
wires, where the array radius in the middle is narrower than at either end, has also been considered [7].
The full range of physical effects that are observed during a z-pinch implosion is extremely com-
plex, encompassing thermal and radiative effects, compressibility, shocks, varying current densities
and skin effects [20]. For instance, it is the conversion of kinetic energy into internal energy and
the resulting radiation that produces the x-rays for which z-pinches are now used [10]. While there
have been numerous full-scale computational simulations of these phenomena, these usually require
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a plasma physical approach, where each ion within the plasma is modelled individually. Needless to
say, this process is one of the most computationally intensive tasks today. As a result, efforts have
been made to study z-pinches using magnetohydrodynamic (MHD) approximations. However, some
simplifications are required to make this possible.
An incompressible, perfectly conducting 2D investigation of the problem was carried out by Ve-
likovich et al. [41] using a method of conformal mapping. It was shown that the deformation of
the wires is highly dependent on the ‘gap-to-diameter’ ratio, and that there is a threshold above
which local forces are more significant than the global field. 2D motion of a compressible plasma
in a magnetic octupole field has been studied with a degree of success using the Boundary Element
Method (BEM) by Eriksson and Wahlberg [17]. Similar analytic and numerical techniques will be
utilised over the course of this work. Analytic, self-similar solutions have been also found that show
the presence of 1D (radial) oscillations in plasma columns during implosion [18] [40].
The majority of the work in the field focuses on studying the z-pinch while the plasma columns
are still discrete entities. However, the flattening of the columns caused by the difference in magnetic
pressure, together with the implosion of the array, means that the columns will eventually collide.
This is unsurprising, as one of the early goals of using multi-wire arrays was to create an easily
manufactured alternative to a hollow plasma cylinder, which was impossible to create to sufficient
tolerance. In these cases, hundreds of wires would be arranged with very little separation to ensure
a fast merge time tm. Once they merge, the topology of the problem changes. As we change from
distinct columns to an annulus, the magnetic field inside vanishes, leaving magnetic pressure on
the outside only. The annulus therefore continues to constrict until the collapse time tc, at which
point it may or may not bounce back, depending on whether or not compressibility is accounted for
[31] [34] [42]. Some computational simulations of wire merging have been performed [35]. Annular
configurations have also been studied through self-similar solutions in magnetogasdynamics [27] [28].
1.3. Outline of Proposed Investigation
As has been described, z-pinch implosions have the potential to exhibit many different and interesting
phenomena, each of which forms the basis for many threads of investigation within the scientific com-
munity. Not least among these are the possibility of sausage-mode instabilities (in the z-direction),
and of ‘blow-off’ followed by plasma streamers coming from the outer layers of the plasma, which
can result in hugely varying values of the plasma density, ρ. This work will focus primarily on the
dynamics of the main body of plasma, and on the flattening of individual wires by the magnetic field,
as well as merging and subsequent implosion. In order to study these effects in sufficient detail, we
are forced to make some simplifications with respect to the others. Sausage instabilities will not be
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considered; it has been shown [24] that in some cases these are not physically observable until 85%
of the way into the array implosion. Indeed, for very small wire spacing, the merging of the plasma
columns occurs much before the instability manifests itself [35]. Thermal and compressible effects
will also not be included – these would be of most significance when considering plasma blow-off and
streaming, which are also recorded [24] as accounting for just 1− 5% of the plasma mass, which, at
the lower end, is within mass conservation tolerances for typical numerical codes. As such, we can
make approximations of z-independence and incompressibility within our model. We also begin by
neglecting surface tension (although this is, in theory at least, fairly simple to include and imple-
ment). There is relatively little work that looks at surface tension in plasmas, and estimating values
can be a tricky task [44] [11] [21]. Furthermore, it is highly dependent on temperature, which we
will not be accounting for. Also, given that (for perfect conductivity at least) the magnetic field will
be acting as a pseudo-surface tension (it resists being bent with the plasma into high curvatures), of
much greater magnitude, this omission seems not to be particularly unsuitable.
In addition to having no z-dependence, which reduces the problem from three to two dimensions,
we will be making one further geometric assumption – that the wires are all the same size, of the
same uniform material, carrying the same current and are evenly spaced (that is, the jth wire in the
array is positioned at wj ≡ (rj, θj) = (Ra, 2jpi/N) for j = 1, . . . , N – Figure 2.1). This allows us to
introduce N -fold symmetry while maintaining that the dynamics of the pinch are fully reflected in
the motion of each wire individually. The fluid will be modelled as Newtonian, given that the flow
is inviscid and irrotational, so any non-Newtonian effects are neglected.
The rest of this chapter will be dedicated to looking at the equations governing the motion of the
conducting fluid, and to formulating a set of equations that are implementable from a computational
point of view. We will show that the conductivity of the wires, σ, has two limits (zero and infinite)
under which the resulting plasma motion is irrotational. Both of these cases will lead to natural
simplifications which will be outlined, and which will go on to form the main body of work. Chapter
2 will outline a few cases which, while very simple (some can be solved analytically), will give an
indication as to what can be expected as more elaborate models are built up.
In Chapter 3, we will look at numerical flow solutions under the σ → ∞ limit, up to (anticipated)
merging. The BEM, which is the main method that will be used, has its own foibles and weaknesses
[29] [4], which will be discussed in Chapter 4 along with possible solutions. Chapter 5 will discuss
building on to the perfectly conducting (σ → ∞) multi-wire BEM model and extending it in two
different ways. First, the low conductivity (σ = 0) limit pre-merge dynamics will be considered. Sec-
ondly we will look at post-merge geometry for perfect (σ → ∞) conductivity. Finally, some results
will be presented in Chapter 6, along with our conclusions and a brief discussion of further work.
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1.4. Governing Equations
When dealing with z-pinches, there are many phenomena that interact to produce the resulting fields,
motion, heating and radiation. The best place to begin deriving the required equations of motion is
using the Navier-Stokes and Maxwell equations. We have
∇ · E = ρe
ε0
(1.1)
∇ ·B = 0 (1.2)
∇× E = − ∂B
∂t
(1.3)
∇×B = µ0J (1.4)
J = σ (E + u×B) (1.5)
Dρ
Dt
+ ρ∇ · u = 0 (1.6)
ρ
Du
Dt
= −∇p+∇ ·T + f (1.7)
(1.1) - (1.4) are the classical Maxwell equations [22] (with the omission of Maxwell’s correction – the
1/c2 term in (1.4) – as we do not expect to see any relativistic effects), (1.5) is Ohm’s Law and (1.6)
- (1.7) are the compressible Navier-Stokes equations [5], with stress tensor T and total other body
forces f. D/Dt is the material derivative. We would usually also require a suitable equation of state
ρ = f(p) and equations to describe heating and radiative losses. However, as outlined in Section 1.3,
some simplification is required, and radiation will not be considered. Incompressibility (ρ constant)
modifies (1.6) to simply ∇ · u = 0, and the ∇ ·T term in (1.7) becomes the more familiar µ∇2u, as
we are dealing with a Newtonian fluid of dynamic viscosity µ. The body forces f, would in most fluid
dynamic scenarios include gravity, but due to the extremely short time scales involved in pinching,
this effect can be neglected, which is actually also a prerequisite for assuming no z-dependence in
the problem. We do, however, need to introduce into f the Lorentz force per unit mass, adding a
J×B term to (1.7), which now takes the form
ρ
Du
Dt
= −∇p+ µ∇2u + J×B . (1.8)
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In order to deduce what is happening to the electric and magnetic fields within the wire, we can
substitute (1.5) into (1.4):
∇×B = µ0σ (E + u×B)
and take the curl of this expression to find that
∇(∇ ·B)−∇2B = µ0σ (∇× E +∇× (u×B))
which, using (1.2) and (1.3) is just
∂B
∂t
=
1
µ0σ
∇2B +∇× (u×B) . (1.9)
(1.9) is the Magnetic Induction Equation. Using incompressibility, we can choose to write this in the
form
DB
Dt
=
1
µ0σ
∇2B + (B · ∇) u . (1.10)
(1.10) is the equation whose solutions exhibit useful behaviour in the two limits of σ, which we will
examine individually a little later. In the meantime, it is useful to note that (1.2) guarantees the
existence of a vector A (henceforth known as the magnetic vector potential) such that B = ∇×A.
Because of the 2-dimensional space we are working in, we simply have A ≡ (0, 0, Φ) ≡ Φk, where Φ
is a function only of the two plane-coordinates (r, θ) or (x, y), depending on the system being used.
Substituting this into (1.4), we see that
1
µ0
∇× (∇× (Φk)) ≡ − 1
µ0
(∇2Φ)k = J . (1.11)
In particular, this tells us that in any free space, where the electric current density, J, is zero, the
magnetic vector potential will satsfy
∇2Φ = 0 . (1.12)
1.5. The σ →∞ Limit
We have stated that the two limits of σ which we will be focussing on are zero and infinity. While
these limits do not require scaling, we do need a suitable nondimentional measure for values of σ
that lie between these extremes. We can compare diffusive and inertial timescales to derive the
dimensionless parameter
Σ ≡ σµ0
√
µ0
ρ
I .
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We can now consider σ = 0 to correspond to Σ  1 and σ = ∞ to correspond to Σ  1. For
simplicity, we shall henceforth redefine σ ≡ Σ, which is now dimensionless.
Typically, when a z-pinch is fired, the current I passing through each individual wire would be
some function of time, usually increasing from zero before peaking or saturating. A good approxima-
tion would be a sin2 function between zero and pi/2, as in [41]. In the perfectly-conducting σ → ∞
case (henceforth σ = ∞), the current will be confined to a shallow skin layer on the surface of the
wire, and there will be no current and no field in the interior of the wire. In the case of an oscillating
time-dependent current, the current density would decay from the value at the surface like exp(−d/δ)
at a distance d into the wire. The value δ is the skin depth, defined as the value of d at which the
current drops to 1/e of its value on the surface. In such cases, where Ω is the frequency of the current
oscillation, the skin depth is given by
δ =
√
2I
Ωσ
√
µ0
ρ
.
Even if a current is not strictly oscillating, we can still perform a temporal Fourier decomposition,
and express the field as the sum of oscillating fields, to the same effect. Furthermore, (1.10) would
in the absence of small length scales in this limit become
DB
Dt
= (B · ∇) u . (1.13)
We can compare this with the evolution equation for a fluid line element δl which states that
D/Dt (δl) = δl · ∇u [5]. This itself suggests that B is ‘frozen’ in the fluid [38]. As such, any
magnetic field that is initially on the surface of the fluid will not penetrate into the interior. The
implications of this effect are significant – if there is no field inside the wire, then we can omit the
J×B term from (1.8), and express the magnetic influence as a surface pressure only, which is given
by the jump in B across the wire surface (skin layer). It turns out that this is B2s/(2µ0), where Bs
is the surface field. As such, (1.8) becomes
ρ
Du
Dt
= −∇p+ µ∇2u (1.14)
with p = B2s/(2µ0) as a boundary condition on the surface. We have neglected atmospheric pressure,
as we expect this to be constant on the wire boundary. We can now take the curl of (1.14) to obtain
the vorticity equation
ρ
(
∂ω
∂t
+∇× (u× ω)
)
= µ∇2ω ω = ∇× u . (1.15)
Although vorticity can be generated slowly by surface stress, this will not factor in our simulations.
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Since a pinch would typically be started from rest, with u = ω = 0, we would expect the flow to
remain irrotational as there is no other driving term in (1.15). Furthermore, as ω = 0, we also have
∇2u ≡ ∇(∇ · u)−∇× ω = 0, and (1.14) is further simplified to
ρ
Du
Dt
= −∇p . (1.16)
Another benefit of having irrotational flow is that we can express the velocity of the fluid in terms
of a velocity potential V such that u = ∇V . Incompressibility (∇ · u = 0) then tells us that V will
simply satisfy Laplace’s equation. Substituting u = ∇V into (1.16):
ρ
(
∂u
∂t
+ (u · ∇) u
)
= −∇p
∂(∇V )
∂t
+
1
2
∇(u2)− u× (∇× u) = −∇p
ρ
where, again, ∇× u = 0 so this simplifies to
∂(∇V )
∂t
+
1
2
∇(u2) = −∇p
ρ
∇
(
∂V
∂t
+
1
2
(∇V )2 + p
ρ
)
= 0
which we can integrate and evaluate on the boundary to obtain a variant of Bernoulli’s equation,
which will be used extensively over the coming chapters.
∂V
∂t
+
1
2
(∇V )2 + B
2
2µ0ρ
= 0 on the fluid surface . (1.17)
It is worth noting that we would generally expect to find a function of time, f(t) on the right hand
side of (1.17), but we can always redefine V to absorb this term without affecting u, so henceforth
it is omitted. Defining Φn and Φs to be the normal and tangential derivatives, respectively, of Φ at
a boundary, and noting that the wire boundary is in this case a magnetic field line, we also have
that Φ is a constant here (equivalent to Φs = 0), and we can express the pressure in terms of the
magnetic potential by noting that B ≡ −Φn sˆ here. The final condition is that B and J both scale
linearly with I, as governed by Ampere’s law, which in its most useful form for this case states that
the integral of B around a contour enclosing a current I is just µ0I:
because the wire boundary is, in this case, a magnetic field line, we have that Φ is a constant here∮
γ(s)
B · ds = µ0I . (1.18)
28
1 INTRODUCTION
To summarise, the equations governing the flow for σ =∞ are:
∇2Φ = 0 outside the wire, (1.19)
Φs = 0 on the wire boundary and return can, (1.20)∮
∂W
Φn ds = µ0I on the wire boundary, (1.21)
∂V
∂t
+
1
2
(∇V )2 + (Φn)
2
2µ0ρ
= 0 on the wire boundary, (1.22)
∇2V = 0 inside the wire and on the wire boundary. (1.23)
We will satisfy (1.20) by imposing Φ = 0 on the wire boundary and Φ = 1 on the return can. We
can then consider the movement of the wire surface, which will move with velocity ∇V .
1.6. The σ = 0 Limit
In terms of the behaviour of the current and the magnetic field inside the wire, this limit is the exact
opposite of the previous one. Here, the current will be uniformly distributed throughout the interior
of the wire, J = C1k. To see this, we return to (1.10), where, in the σ = 0 case, we require ∇2B = 0
for terms to balance. We have
∇2B ≡ ∇(∇ ·B)−∇× (∇×B) = 0
⇒ −µ0(∇× J) = 0
∇× J = 0 ⇒ J = ∇χ for some χ .
However, (1.11) tells us that
J =
(
0, 0, −∇
2Φ
µ0
)
⇒ χ = χ(z) only .
As we have no z-dependence in our problem, and since J cannot be zero, it follows that it must be
constant. We can now implement an even more intuitive form of Ampere’s law – the current density
J, integrated over the cross-section of the wire must equal the current, I. In this case, trivially, we
have C1 = I/AW , where AW is the cross-sectional area of the wire (which, incidentally, should stay
constant as a consequence of mass conservation and incompressibility). Furthermore, we can revisit
(1.11) to see that this now becomes
∇2Φ = −µ0I
AW
(1.24)
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inside the wire. For the equation of motion, we revisit (1.8). However, as we now have nonzero J and
B inside the wire, the Lorentz term must remain. We again take the curl of this modified version of
(1.8):
∇×
(
ρ
Du
Dt
)
= ∇× (µ∇2u + J×B−∇p)
ρ
(
∂ω
∂t
+∇× (u× ω)
)
= µ∇2ω +∇× (J×B) . (1.25)
While still starting the pinch from rest (irrotational state), this time around we have an extra term
that may be able to drive vorticity. However, a little manipulation shows us that this term is actually
itself also zero:
∇× (J×B) = ∇×
(
1
µ0
(∇×B)×B
)
=
1
µ0
∇× ((∇× (∇× (Φk)))× (∇× (Φk)))
=
1
µ0
∇× ((∇× (∇Φ× k))× (∇Φ× k))
= − 1
µ0
∇× ((∇2Φ)k× (∇Φ× k))
= − 1
µ0
∇× (∇2Φ∇Φ) (1.26)
= − 1
µ0
(∇2Φ(∇×∇Φ)−∇Φ×∇(∇2Φ))
∇× (J×B) = 1
µ0
(∇Φ×∇(∇2Φ)) (1.27)
Now (1.24) tells us that ∇2Φ is uniform (⇒ ∇(∇2Φ) = 0) and so just as in the σ = ∞ case, we
have irrotational flow, which allows us to express u in terms of a velocity potential V , just as before.
Furthermore, (1.26) shows that J × B can be expressed as the gradient − 1
µ0
∇(Φ∇2Φ). Taking all
of this into account, we can manipulate the equation of motion in a similar way to before, to obtain
another time-dependent variant of the Bernoulli equation.
ρ
Du
Dt
= J×B−∇p
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇
2Φ
µ0
∇Φ−∇p
∇
(
∂V
∂t
+
1
2
(∇V )2 + ∇
2Φ
µ0ρ
Φ +
p
ρ
)
= 0
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We could integrate this as before, and impose constant (without loss of generality, zero) pressure p
on the boundary, as this time we have no skin current and no accompanying pressure jump. The full
set of equations for the σ = 0 case are thus
∇2Φ = 0 outside the wire, (1.28)
Φs = 0 on the return can, (1.29)
∇2Φ = −µ0I
AW
inside the wire, (1.30)
∂V
∂t
+
1
2
(∇V )2 + ∇
2Φ
µ0ρ
Φ = 0 on the wire boundary, (1.31)
∇2V = 0 inside the wire and on the wire boundary. (1.32)
In order to close the problem, we will need some additional boundary conditions for Φ at infinity (or
on the return can), which will be discussed in Chapter 3. As before, we will be following the time
evolution of the deforming surface.
1.7. Scaling the Governing Equations
At this point it becomes convenient to nondimensionalise our governing equations. To do so, we
introduce the geometry involved in our problem, as outlined in Section 1.3. This is shown in Fig
1.2. There are three length scales involved; RW , Ra and Rcan. We will be using the initial array
Figure 1.2: The domain of the problem, with wire radius RW , array radius Ra, return can radius
Rcan and symmetry lines at θ = ±pi/N
radius, Ra, as our typical length scale. This gives us a nondimensional array radius of 1, wire radius
of rW = RW/Ra and return can position of rcan = Rcan/Ra. It could be argued that one should use
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the wire radius for scaling. However, of the three scales inherent to this problem, the middle one was
chosen so as to ‘straddle’ the others, leaving rW < 1 and rcan > 1.
We will also introduce scaling parameters Φ0, t0 and V0 to scale the magnetic field, time and velocity
potential, respectively. We can set
Φ0 = µ0I
t0 =
R2a
I
√
ρ
µ0
V0 = I
√
µ0
ρ
The σ =∞ equations (1.19) - (1.23) now become
∇2Φ = 0 outside the wire, (1.33)
Φs = 0 on the wire boundary and return can, (1.34)∮
∂W
Φn ds = 1 on the wire boundary, (1.35)
∂V
∂t
+
1
2
(
(∇V )2 + (Φn)2
)
= 0 on the wire boundary, (1.36)
∇2V = 0 inside the wire and on the wire boundary. (1.37)
The σ = 0 equations (1.28) - (1.32) become
∇2Φ = 0 outside the wire, (1.38)
Φs = 0 on the return can, (1.39)
−AW ∇2Φ = 1 inside the wire, (1.40)
∂V
∂t
+
1
2
(∇V )2 − Φ
AW
= 0 on the wire boundary, (1.41)
∇2V = 0 inside the wire and on the wire boundary. (1.42)
These equations are now in fully nondimensional form. The symbols AW (≡ piR2w/R2a) and ∂W
now represent the nondimensional area and boundary of the wire, respectively. We are in a position
where we can implement both scenarios computationally, but before doing so, we shall examine a
few idealised pinch models that will serve for comparison purposes later on.
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2. Some Preliminary Results
2.1. Array of Wires of Infinitesimal Thickness
To obtain an understanding of the magnetic fields generated during a z-pinch implosion, we can
look at a scenario where we have idealised wires of infinitesimal thickness (the limit Rw → 0). The
field close to, and indeed sometimes within, the wires is dependent on various factors such as the
conductivity of the wire and the skin effect, which in turn depends on the frequency of oscillation
of the current passing through the wire. However, these factors are irrelevant in the idealised case,
which can still give us a good qualitative idea of the overall field conditions. There are many striking
similarities between magnetism and potential flow. For instance, the magnetic field around a thin wire
can be described using a magnetic potential in the same way as a streamfunction describes the velocity
field around a line vortex. If we revisit our familiar magnetic vector potential A = (0, 0, Φ(r, θ)),
then the magnetic field B, in polar coordinates, is given by
B = ∇×A ⇒ B =
(
1
r
∂Φ
∂θ
, −∂Φ
∂r
, 0
)
.
Returning to dimensional units, the general field around a single point (line) wire is
B =
(
0,
µ0I
2pir
, 0
)
⇒ Φ = −µ0I
4pi
log(r2) .
Figure 2.1: The field at a point x due to the nth wire in the array.
So in a regular N -wire array where the nth wire is at (Ra, 2pin/N), the potential at a point x = (r, θ)
due to this wire (see Figure 2.1) is
−µ0I
4pi
log(D2) ≡ −µ0I
4pi
log(r2 +R2a − 2rRa cos(2pin/N − θ)) .
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Therefore, the vector potential function for the whole system can be written
Φ = −µ0I
4pi
N∑
n=1
log(r2 +R2a − 2rRa cos(2pin/N − θ)) . (2.1)
This function is of course singular at the locations of the wires themselves (r = Ra, θ = 2pin/N). A
plot of the Φ contours – the magnetic field lines – is shown in Figure 2.2.
Figure 2.2: Magnetic field around an 8-wire pinch with no return can (Left) and with can (Right),
within the same volume.
If we were to include a return can at r = Rcan, as shown in Figure 1.1, Ampere’s law (with the return
can as our closed contour of integration) tells us that this would result in the magnetic field being
contained entirely within the can, which would itself be a field line. The simplest way to achieve
this is to add an ‘image’ for each of the array wires outside of the can. As when trying to model a
circular wall in potential flow [8], we place image wires at r = R2can/Ra. This modifies (2.1) so that
we have
Φ = −µ0I
4pi
N∑
n=1
(
log(r2 +R2a − 2rRa cos(2pin/N − θ))− log
(
r2 +
R4can
R2a
− 2rR
2
can
Ra
cos(2pin/N − θ)
))
.
(2.2)
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The resulting field plot is also shown in Figure 2.2, and this is the scenario that will be explored in
later sections. Using (2.1) and (2.2), we can calculate the force on each individual wire and hence
derive the equation of motion in each of our idealised scenarios. In the simplest case (without a
return can) we use (2.1) to find B = (Br, Bθ, 0) due to wires 1, . . . , N − 1 at (r, θ). We find that
Br =
µ0I
4pir
N−1∑
n=1
2rRa sin(2pin/N − θ)
(r2 +R2a − 2rRa cos(2pin/N − θ))
Bθ =
µ0I
4pi
N−1∑
n=1
2r − 2Ra cos(2pin/N − θ)
(r2 +R2a − 2rRa cos(2pin/N − θ))
.
We are interested in the field at (r, θ) = (Ra, 0), the position of our N
th wire, hence we are only
summing to (N − 1) (a wire would not exert a force on itself, after all). Br is zero on θ = 0 by
symmetry (whether N is even or odd), so the field at the position of the N th wire is given by
B =
(
0,
µ0I
4pi
N−1∑
n=1
2Ra − 2Ra cos(2pin/N)
(R2a +R
2
a − 2RaRa cos(2pin/N))
, 0
)
≡
(
0,
µ0I
4pi
· (N − 1)
Ra
, 0
)
. (2.3)
The force per unit length of this wire is then just
(0, 0, I)×B =
(
−µ0I
2(N − 1)
4piRa
, 0, 0
)
– a surprisingly simple result! So now substituting Ra = R(t), we use Newton’s second law to find
that, with a constant current I in each individual wire,
R R¨ = K, K = −µ0I
2(N − 1)
4pim
(2.4)
where m is just the mass per unit length of our wire. We can nondimensionalise space and time by
using scale factors
x0 = Ra
t0 =
2Ra
I
√
pim
µ0
respectively, so that (2.4) becomes
R R¨ = 1−N (2.5)
In this case it is also worth noting that the time of merging is effectively the time of full implosion.
We can solve (2.5), subject to R(0) = 1, R˙(0) = 0 to find that
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Figure 2.3: Time-dependence of a 128-wire array radius with constant current - the solution to (2.5),
Figure 2.4: Left, collapse times of pinches with different numbers of wires without can. The current
in each individual wire is the same. Right, the force exerted by the return can on an
individual wire as a function of its proximity to that wire (log plot).
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R(t) = exp
− [ erf−1(√2(N − 1)
pi
t
)]2 . (2.6)
where erf−1 is the inverse error function. We can deduce from (2.6) that the time of collapse will be
tc =
√
pi/2(N − 1). The plot of R against t is shown in Figure 2.3. It will also become useful later
to have a benchmark of can-free implosion times for different values of N . Figure 2.4 (LHS) shows
implosion times for these cases, where the current per wire is equal in each instance. We can also
use (2.2) to look at such an idealised implosion for cases where there is a return current close to the
wire array. In this case we would have
B =
(
0,
µ0I
4pi
(
(N − 1)
Ra
−
N∑
n=1
2Ra − 2R2cRa cos(2pin/N)
R2a +
R4c
R2a
− 2R2c cos(2pin/N)
)
, 0
)
. (2.7)
Indeed, we can see that (2.3) is the limiting case of (2.7) as Rc → ∞. One might rationalise that
since two wires carrying the same (vector) current attract one another, then having a return can,
which is equivalent to having an array of wires carrying a current in the opposite direction, ought
to repel our pinch, and cause a faster implosion. In practice, the force exerted by the can when it
is close to the array decays almost exponentially as the separation between the array and the can
(Figure 2.4, RHS). One can determine that for a 32 wire array, the force of the can on the array is
equal to the force of the array on itself when its radius is around 1.018 times that of the array. This
figure drops to 1.009 for a 64 wire array and 1.004 for a 128 wire array. The reason for this is of
course that the more wires there are in the array, the smaller their separation distance (for any given
array radius), and the greater the force they exert on each other. The separation distance between
two wires is Ra
√
2(1− cos(2pi/N)), which for most practical values of N can be approximated as
Ra
√
2
(
1− cos
(
2pi
N
))
≈ 2piRa
N
.
A more representative way to look at the effectiveness of the can is to relate its separation from the
array to this wire separation. Indeed, in the previous example, the critical separations are 0.018Ra,
0.009Ra and 0.0045Ra for 32, 64 and 128 wires – also behaving like 1/N . We can determine that for
practically realistic values of N , the critical can separation is around 0.09 times the wire separation,
beyond which it becomes increasingly insignificant. Of course, this ‘significance’ only holds at t = 0,
and as time increases, the wire separation will decrease, while the can separation increases. As such,
the influence of the return can may only be noticeable in the very early stages of the implosion. This
is confirmed by repeating our earlier simulation with return cans of radius 1.005, 1.01, 1.1, 1.5 and 2;
around 90% of the difference in collapse times is accounted for by the time the array has constricted
by just 0.5%. A plot of tc against can radius for a bigger range of values is included in Figure 2.5.
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Figure 2.5: Merge time as a function of return can radius for a 128 wire pinch. Left; the effect of
having a can is almost a step function. Right; a more detailed view of the area of interest.
Figure 2.6: Values of Rcan/Ra at which tc > 0.999 tc (canless), for a range of wire numbers.
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A final comparison of note is to use our earlier data (shown in Figure 2.4) of ‘canless’ implosion
times, to see beyond which distance having a return can has no practical effect. We define this
critical threshold as one beyond which the implosion time with can is greater than 99.9% of the
implosion time without the can. These values are shown in Figure 2.6, and the threshold can be
approximated as rc = 1 + 2.8/(N − 2). Of course, redefining our ‘critical value’ to be lower would
result in the return can needing to be even closer to the array, which has practical limitations when
the wires have a non-zero thickness.
2.2. A One-Dimensional Annular Implosion for σ =∞
Figure 2.7: Setup and notation for an annular implosion
Another simplified problem of interest is that of an annular implosion. Once (if!) the wires in the
full problem merge, they will form a region that is topologically equivalent to an annulus, with a
field (and magnetic pressure) outside, but not in the interioir of the annulus (Figure 2.7). We can
make this a little simpler still by assuming no z- or θ-dependence. Continuing with the incompress-
ible approximation, the velocity potential of the plasma would (as in Chapter 1) satisfy Laplace’s
equation:
∇2V (r, t) = 0 (2.8)
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in which case the general solution is
V (r, t) = A(t) log(r) +B(t) (2.9)
with a corresponding fluid velocity
u(r, t) ≡ ∇V = A(t)
r
(2.10)
Furthermore, we have Bernoulli’s equation
∂V (r, t)
∂t
+
1
2
(
∂V (r, t)
∂r
)2
+
p
ρ
= 0 (2.11)
which holds throughout the fluid. We are interested in the magnetic pressure on the outer boundary.
Here, the magnetic field is
B(t) =
(
0,
µ0I(t)
2piR1(t)
, 0
)
where R1 is the external radius of the annulus. The pressure is given by
p(t) =
B(t)2
2µ0
=
µ0
8pi2
I(t)2
R1(t)2
on r = R1 . (2.12)
If we denote the mass of the annular plasma by m (≡ piρ(R21 − R20)), we can nondimensionalise our
problem using scale factors
m0 = piρR1(0)
2
t0 =
2piR1(0)
2
Imax
√
2ρ
µ0
V0 =
Imax
2pi
√
µ0
2ρ
and then recognising the different pressures on the inner and outer boundaries, we substitute (2.9)
and (2.12) into (2.11). We then have the following two relations
dA
dt
log(R0) +
dB
dt
+
1
2
A2
R20
= 0 on r = R0 (2.13)
dA
dt
log(R1) +
dB
dt
+
1
2
(
A2
R21
+
I2
R21
)
= 0 on r = R1 (2.14)
where A, B and I(t) are now dimensionless. We also know that the material boundaries move with
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the velocity of their corresponding fluid velocities, so from (2.10)
dR0(t)
dt
=
A(t)
R0(t)
(2.15)
⇒ A = R0 R˙0 . (2.16)
Similarly for R1
A = R1 R˙1 . (2.17)
A final relation between R0 and R1 comes from conservation of mass,
R21 −R20 = m. (2.18)
Of course, differentiating (2.18) with respect to time shows that this is the same condition as (2.16)
and (2.17).
A = R1 R˙1 = R0 R˙0 (2.19)
We can now subtract (2.13) from (2.14) and substitute (2.18) and (2.19) to obtain the ODE for R1
(
R˙1
2
+R1 R¨1
)
log
(
R1√
R21 −m
)
+
1
2
(
I2
R21
− mR˙1
2
R21 −m
)
= 0 (2.20)
Depending on the substitution, we could have obtained the equation for R0 instead, but knowing one
allows us to find the other through (2.18). Starting the annular implosion from rest gives us initial
conditions of R˙1(0) = 0 and R1 as appropriate (R1(0) =
√
2 is a convenient choice). We can scale
using R1 = m
1
2x to obtain an ODE for x(t) that depends only on the parameter I/m, which can
itself be scaled with respect to time. We would therefore (substituting (2.18)) expect the collapse
time to take the form
tc =
m
I
f
(
R0(0)
m
1
2
)
for some function f . A plot of calculated values of f for R0(0) < 1.5, m = 1, I = 1 is shown in
Figure 2.8 (blue plot). The dependence of tc on R0(0) is linear for R0(0) > 1. Plots of R0(t) and
R1(t) are shown in Figure 2.9 (blue plot) for the case where R0(0) = 1 and m = 1. We can see from
(2.19) that R˙0 is singular at the point of collapse.
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Figure 2.8: The dependence of tc on R0(0) for σ =∞ (blue), and σ = 0 (red).
Figure 2.9: The radii (inner and outer) for an annular implosion with constant (unit) current, for
σ =∞ (blue), and σ = 0 (red). Initial conditions here are R0(0) = 1, R1(0) =
√
2.
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2.3. A One-Dimensional Annular Implosion for σ = 0
We could also look at the annular case for σ = 0. Here, we would have a magnetic vector potential
function Φ inside and outside the annulus that satisfies
Φ(r, t) = C1(t) r
2 + C2(t) log(r) + C3(t) R0 < r < R1 , (2.21)
Φ(r, t) = C4(t) log(r) r > R1, (2.22)
∂Φ(r, t)
∂r
= 0 r = R0 , (2.23)
with Φ and Φr continuous on r = R1. Then, just as in equation (1.41), the values of Φ on r = R1
and r = R0 would be used as pseudo-pressure terms in (2.11). The calculation then proceeds along
similar lines, although the algebra is slightly more cumbersome. We present the calculation here
briefly. Ampere’s law tells us that
C4(t) = −µ0I(t)
2pi
(2.24)
as in the opening part of this Chapter. By applying continuity of Φr at r = R1 and Φr = 0 on
r = R0, we obtain the simultaneous equations
2C1R1 +
C2
R1
= − µ0I
2piR1
(2.25)
2C1R0 +
C2
R0
= 0 . (2.26)
We solve these to find C1 and C2, which gives us
Φ(r, t) =
µ0I(t)
4pi(R20(t)−R21(t))
(
r2 − 2R20(t) log(r)
)
+ C3(t) R0 < r < R1 (2.27)
From (2.27) we can see that
∇2Φ = µ0I
pi(R20 −R21)
, (2.28)
which is consistent with (1.24). We can substitute (2.27) and (2.28) into (1.41), and use the same
scale factors as for the σ =∞ annulus to nondimensionalise the equations. This gives us the σ = 0
equivalents of (2.13) and (2.14):
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dA
dt
log(R0) +
dB
dt
+
1
2
A2
R20
+
I2
(R21 −R20)2
(
R20 − 2R0 log(R0)
)
+ C3 = 0 on r = R0 (2.29)
dA
dt
log(R1) +
dB
dt
+
1
2
A2
R21
+
I2
(R21 −R20)2
(
R21 − 2R0 log(R1)
)
+ C3 = 0 on r = R1 (2.30)
We then subtract (2.29) from (2.30) as before, and substitute (2.18) and (2.19) to obtain the ODE
(
R˙1
2
+R1 R¨1
)
log
(
R1√
R21 −m
)
− 1
2
(
mR˙1
2
R21 −m
)
+
I2
m2
(
m− 2
√
R21 −m log
(
R1√
R21 −m
))
= 0
(2.31)
We can again solve this computationally using the same initial conditions as for σ = ∞ (R1(0) =√
2, R˙1(0) = 0, m = 1, I = 1). The solutions for R0(t) and R1(t) are shown in Figure 2.9 (red plot)
alongside the solutions for the σ = ∞ case. With these initial conditions, the two implosions have
similar characteristics, although tc for σ = 0 is almost twice as large. The dependence of tc on the
initial inner radius is shown in Figure 2.8 (red plot). Again, we have a linear dependence of tc on
R0(0) for R0(0) > 1, though the two gradients are different (the times diverge as R0(0)→∞). This
function f for σ = 0 has a very interesting charachterisic for small initial inner radii, and we can
see that at R0(0) ≈ 0.3, the implosion times would be the same, while for R0(0) < 0.3, the σ = 0
annulus would implode more quickly.
Having looked at these two different problems of a simple wire array, and an imploding annulus,
we have gained some quantitative insight into how we might expect less idealised pinches to behave.
We now move to looking at numerical solutions to the full problem described in Chapter 1.
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3. Numerical Solution Technique
In this chapter we will move to looking at plasma wires governed by the Bernoulli-esque equation
(1.36). The model will be built using the σ =∞ case for illustrative purposes, but applies equally to
σ = 0. We present (1.36) here in a different form, by considering the total material derivative of V :
DV
Dt
=
∂V
∂t
+ u · ∇V
Substituting (1.36), and using the fact that u = ∇V , we get
DV
Dt
=
1
2
(
(∇V )2 − (Φn)2
)
. (3.1)
As demonstrated in the formulation of the problem (Section 1.5), in this case the field is excluded
from the wire, the boundary of which becomes a field line. We have already seen in Chapter 2 how
rapidly the effect of having a return can diminishes. So in this section the can will be included
throughout, thereby allowing us to model it as ‘present’ by having it close to the array, or as ‘absent’
by having it some distance away. Our (scaled) domain of interest is
− pi
N
≤ θ ≤ pi
N
, r ≤ rcan
as shown in Figure 3.1 below.
Figure 3.1: Our (nondimensional) computational domain, with wire radius rw, array radius (nor-
malised), return can at rcan and symmetry lines at θ = ±pi/N .
The main advantage of utilising this symmetry is that it promises to save a lot of time computation-
ally. One could argue that we still have a symmetry line (θ = 0) within the domain and could choose
to halve it yet again, although as we shall later see, this does present some problems computationally,
45
3 NUMERICAL SOLUTION TECHNIQUE
if not theoretically. In order to simulate the pinch implosion, we will be considering only the wire
boundary. The evolution of the boundary in time will be a two-step process. Firstly, the magnetic
field will be calculated on the boundaries of the domain shown in Figure 3.1 using the Boundary
Element Method (BEM). This will, if required, allow us to find the field anywhere in the domain,
although for boundary evolution, we only require it on the wire boundary. This allows us to calculate
the magnetic pressure here, so that (3.1) can be used to increment the value of the velocity potential.
The second step requires a second use of the BEM to find u, the gradient of the velocity potential.
Once the velocity is known, we can move the boundary. This alters the magetic field, so we repeat
the process, driving the simulation.
The magnetic field in the domain is given by
B = ∇×A ≡
(
1
r
∂Φ
∂θ
, −∂Φ
∂r
, 0
)
. (3.2)
The condition required along our symmetry boundaries is that the magnetic field lines cross perpen-
dicularly, i.e. that the component of B normal to the boundary is zero, so here we have
∂Φ
∂θ
≡ ∂Φ
∂n
= 0 . (3.3)
Φ of course satisfies Laplace’s equation (1.33) in the free space, and we impose two further conditions
by forcing the wire boundary and the return can to be field lines. This can be done by making both
of these physical boundaries a contour of Φ. We set Φ = C1 on the wire boundary (satisfying (1.34))
and Φ = C2 on the return can. At this point we may choose C1 = 0, C2 = 1 for convenience, and
note that mathematically, we have now made this problem entirely driven by the value of Φ on the
return can, so all calculated values of Φ and Φn on other boundaries can be scaled linearly as required
to satisfy (1.35). The magnetic domain and associated boundary conditions are illustrated in Figure
3.2.
3.1. The Boundary Element Method (BEM) for Perfect Conductivity
As an overview of the BEM, some details are presented along with the general method. Performing
the BEM on a region D utilises Green’s second identity [43]∫
D
(
Φ∇2Ψ−Ψ∇2Φ) dA = ∮
∂D
(Φ∇Ψ−Ψ∇Φ) · nˆ dl . (3.4)
We replace Ψ with G, the fundamental solution of Laplace’s equation in 2 dimensions, namely
G(x, x′) =
1
2pi
log|x− x′| . (3.5)
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Figure 3.2: Boundary conditions for our function Φ. The shaded region is D.
Noting that our Φ satisfies ∇2Φ = 0, we can simplify (3.4) to
α(x)Φ(x) =
∮
∂D
(
Φ(x′)
∂G(x, x′)
∂n
−G(x, x′)∂Φ(x
′)
∂n
)
ds(x′) x ∈ D, x′ ∈ ∂D (3.6)
thereby expressing the value of Φ anywhere in the domain in terms of its value and that of its
derivative on the boundary ∂D of the domain [43]. The term α(x) is always 1 inside the domain, but
comes into play if x is on the boundary, where it represents the interior angle of the boundary at x,
divided by 2pi. In any case, we now discretise our boundary by splitting it into NB+NW straight-line
segments or boundary elements, NB elements for the outer boundary, NW for the wire, so that we
can perform the integral (3.6) as
αΦ =
NB+NW∑
i=1
∫
Ei
(
Φ
∂G
∂n
−G∂Φ
∂n
)
ds (3.7)
where Ei, i = 1, . . . , NB +NW represents the ith boundary element.
At this point, we choose whether we wish to approximate Φ and Φn as constant on each boundary
element, or varying linearly, or quadratically, etc. Whichever choice is made allows us to transform
the integral equation (3.7) into a matrix equation. For now, we choose to have them constant on each
element, which is not unreasonable if we choose a fine enough resolution for the discretisation and
if there are no large variations in the values between one element and the next. The discontinuities
implicit in using this assumption do not pose any trouble [19]. Finally, we allow all interior points
to be the midpoints of the boundary, x ∈ D → xj ∈ Ej. This gives us
Φ(xj)
2
≈
NB+NW∑
i=1
(
Φ(xi)
∫
Ei
∂G(xj, x
′)
∂n
ds(x′) − ∂Φ(xi)
∂n
∫
Ei
G(xj, x
′) ds(x′)
)
, x′ ∈ Ei . (3.8)
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Figure 3.3: Splitting of the outer boundary (Left) and of the inner (wire) boundary (Right).
It should be noted that since xj is at the midpoint of a straight line element, α(xj) = 1/2, which has
been incorporated into (3.8). We perform this integral for j = 1, . . . , NB + NW . The integrals of G
and ∂G/∂n can be computed analytically with no approximations (see Wrobel [43] and Fratantonio
and Rencis [19]). Because of our full set of boundary conditions, we will know exactly one of either
Φ or Φn on each boundary element Ei, leaving the other as an unknown. Thus we end up with a
system of NB +NW linear equations for NB +NW unknowns. A more detailed overview is given in
Appendix Section A.1. It should also be noted that due to the choice of boundary conditions (Figure
3.2), many terms in the integral evaluate to zero.
Once we solve this system of equations, we know the (constant) value of both Φ and Φn on each
boundary element. If we wanted to work out, say, the magnetic field anywhere within the domain,
we could of course now use (3.6) and (3.7) directly, as we know all of the quantities on the right
hand side. For boundary evolution, however, all that is required is Φn on the wire boundary. Our
(nondimensional) pressure at this point is simply p = 1
2
(Φn)
2, so if we have our discretised velocity
potential (where Vi is the value of V across the i
th boundary element) at any given moment in time,
we can evolve this as
Vi(t+ dt) = Vi(t) +
1
2
(
(∇Vi(t))2 −
(
∂Φi(t)
∂n
)2)
dt, i = 1, . . . , NW . (3.9)
We are careful in choosing the time step dt to ensure that in each iteration we satisfy the Courant–
Friedrichs–Lewy condition – namely, that the distance ∇V dt is smaller than our grid scale. The
boundary element method is then repeated to find Vn i(t + dt), and Vs i(t + dt) can be interpolated,
allowing us to calculate ∇Vi(t + dt). The surface is moved through u dt and the process can be
repeated.
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3.2. Computational Implementation
At this point it becomes convenient to switch to cartesian coordinates (x, y) = (rcos(θ), rsin(θ)).
We choose to represent the outer boundary as a list of points
{Bi = (xi, yi) : i = 1, . . . , NB + 1},
where (xi, yi) represents the start of boundary element i and the end of boundary element (i − 1).
To close the contour, we have
(xNB+1, yNB+1) = (x1, y1) .
We make a similar list for the wire boundary,
{BBj = (xj, yj) : j = 1, . . . , NW + 1}, (xNW+1, yNW+1) = (x1, y1)
splitting it into NW elements {Ej, j = NB + 1, . . . , NB + NW}. The split is illustrated in Figure
3.3. It should be noted that although the cross-section of the wire is circular initially, and is often
shown as such for illustrative purposes, it will change over time. Having two discrete boundaries has
necessitated forming two lists. As the boundary integral needs to be performed with the outwards
normal pointing to the right of the integral path, as shown in Figure 3.4, we have ordered the points
in such a way as to take this into account. In the code, available in Appendix B, the list of outer
boundary points (symmetry lines and return can) are stored in the array B and the inner points (the
wire boundary) are stored in BB.
As previously mentioned, all integrals of G and ∂G/∂n can be calculated analytically. Fratantonio
Figure 3.4: Integration path, which in the computer code will be dictated by the ordering of the lists
B and BB. Outer boundary begins and ends at the apex of the sector.
and Rencis [19] have achieved this by switching to a local coordinate system when integrating along
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each boundary element. Within the code, we need to use the centre point of each boundary element as
a source point and then use this to integrate along each boundary element. This can be implemented
as a double-nested ‘for’ loop since the integrals are independent of each other, and is something that
could benefit massively from parallelisation on, say, a Graphics Processing Unit (GPU). Once the
resulting matrices are suitably rearranged (Appendix A), we end up with something like the set of
equations shown below (a crude example for NB = NW = 6). The presence of symmetry in the
domain along θ = 0 can be observed in some of the numerical values. It should be noted that in
actual calculations, we would typically use NB, NW > 120 for greater accuracy.

0.5 0 0.001 0.001 . . . . . . . . . . . .
0 0.5 −0.023 −0.020
−0.008 −0.242 −0.080 −0.044
−0.023 −0.217 −0.044 −0.080
−0.057 −0.331 −0.020 −0.023 0.5 0
−0.439 −0.020 0.010 0.001 0 0.5
−0.025 −0.428 −0.022 −0.022 −0.037
−0.020 −0.449 −0.020 −0.019
−0.031 −0.431 −0.018 −0.018 . . .
−0.049 −0.392 −0.018 −0.018
−0.049 −0.375 −0.019 −0.020
−0.038 −0.392 −0.022 −0.022 . . . . . . . . . −0.037


Φ1
Φ2
∂Φ3/∂n
∂Φ4/∂n
Φ5
Φ6
∂Φ7/∂n
∂Φ8/∂n
∂Φ9/∂n
∂Φ10/∂n
∂Φ11/∂n
∂Φ12/∂n

=

0.042
0.112
−0.490
−0.490
0.112
0.042
0.117
0.106
0.098
0.098
0.106
0.117

At this point it may be prudent to explain the decision to work in a domain of twice the size as should
be necessary (−pi/N < θ < pi/N instead of 0 < θ < pi/N). The reason for this is that the described
implementation of the BEM does not handle ‘sharp’ corners well enough for practical purposes. The
magnetic boundary conditions are illustrated in Figure 3.2. Using the BEM, we would expect to
be able to ‘fill in the gaps’, i.e. to find Φ on the symmetry boundaries, and to find Φn on the wire
boundary and return can. Indeed, these values are shown in Figure 3.5. We can see that at the
sharp corners in the domain, the solution, which should be smooth, has a few kinks which affect the
first couple of elements either side of the corner. The only place where the field is critical in our
calculations, however, is on the wire boundary, which is unbroken by using twice the domain, but
which would have similar kinks if it were split in half on the basis of symmetry. When evolving a
boundary, these kinks (inaccuracies) would feed back over consecutive iterations and introduce an
unacceptable source of error. The errors on the other (fixed) boundaries do not grow, and do not
affect the wire. The only time they would come into play is when calculating a global magnetic field,
and in these cases, the results can be smoothed sufficiently well.
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Figure 3.5: Boundary values calculated using the BEM. We have Φ on the lower symmetry boundary
(green), Φn on the return can (blue) and Φ on the upper symmetry boundary (red). The
4th section (black) is what we are most interested in; Φn on the wire boundary. As we
can see in the close up of Φn on the return can, mixing boundary conditions in regions
with sharp corners can lead to inaccuracies.
This ‘double domain’ method was used after the above described phenomenon was first observed,
until functioning code for an annular implosion was written, for which a new method of tackling
symmetry boundaries was required. More details will be discussed in Chapter 5. However, this later
method was subsequently applied to the ‘pre-merge’ simulations, yielding identical results, but with
shorter computation times.
After calculating the value of Φ on the wire boundary, we can increment V , at which point we need
to calculate Vn and Vs. Because V also satisfies Laplace’s equation, it has the same Green’s function
G that we used previously, and in fact all of the integrals are the same as they were in the previous
calculation (though there are fewer of them). Effectively this means that we can use the lower right
quadrant of the matrices from the previous G and Gn integral calculations. All that is needed is to
feed in the relevant boundary conditions (V ). The only subtle difference is that the outward normal
has switched direction, but this is easily compensated by changing the sign of the resulting Vn values.
To find Vs, we locally approximate V by a quadratic polynomial γ(s) fitted to three consecutive
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boundary element midpoints (Figure 3.6), and use its gradient at the point in question as our value
of Vs:
Vs =
dγ
ds
s=0
Figure 3.6: Fitting a quadratic polynomial to three consecutive boundary elements to interpolate Vs
Once we have Vn(t + dt), Vs(t + dt) everywhere, we can advance the boundary. Two methods were
considered for this process. The first would have involved moving each boundary element Ei per-
pendicularly to itself by a distance Vn dt, and then recalculating {BBrj} as the intersections of the
elements. The idea to move the boundary itself was due to the fact that all of our velocity and
velocity potential values are calculated at the midpoint of Ei and then applied to the whole element
as an extrapolation. This method, however, has a number of drawbacks that meant that it was not,
on balance, the favoured option.
Figure 3.7: Acceptable (Left) and undesirable (Right) behaviour when moving entire boundary
elements
The main point to note is that in this scheme, boundary elements are not able to change their ori-
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entation, so when the wire becomes distorted, as we expect it will, this has to be represented only
by the initial gradients that we have at our disposal. The potential development of concavities, in
particular, would be lost to the scheme. Furthermore, certain motions could lead to elements being
lost, which would reduce our overall resolution of the boundary. In most cases, the motion would
behave as in Figure 3.7 (LHS), but the scenario on the RHS is also possible, where a boundary point
would be lost. As well as the undesirable loss of resolution, the potentially varying dimensions of
the resulting matrix would unnecessarily complicate matters. This method is not able to recover
boundary elements once they have been lost. The method that was chosen to evolve the boundary
involves interpolating Vn and Vs at the boundary element intersections (the points in our list {BBj})
from their values at the midpoints of the adjacent elements.
Figure 3.8: Interpolating the values of Vn and Vs at boundary element intersections
The velocity components, normal and tangential to the wire boundary (see Figure 3.8) are:
un(xj, yj) =
s−Vn(Ej)nˆ(Ej) + s+Vn(Ej−1)nˆ(Ej−1)
s− + s+
(3.10)
us(xj, yj) =
s−Vs(Ej)sˆ(Ej) + s+Vs(Ej−1)sˆ(Ej−1)
s− + s+
(3.11)
We can see from (3.10) that in the limiting cases [s− → 0, s+ → 0] that [un(xj, yj)→ Vn(Ej−1)nˆ(Ej−1),
un(xj, yj)→ Vn(Ej)nˆ(Ej)], respectively, and similarly for Vs (3.11). Also, when s+ = s−, un and us
become averages of the values on either side.
Once this is done for each BBrj = (xj, yj), we move the point by a distance (un + us)dt, and
again reverse the list ({BBrj → {BBj}), ready for the next magnetic field calculation.
A welcome consequence of this scheme, albeit unplanned, is that while keeping the number of
elements (and hence the matrix size) constant, it naturally clusters points towards areas of high
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curvature, where the extra resolution is needed, and moves them away from points where curvature
is lower, as depicted in Figure 3.9. It is worth noting that despite this reduction in the grid scale,
we still ensure that the Courant–Friedrichs–Lewy condition is satisfied.
Figure 3.9: Boundary point distribution. After starting evenly distributed (Left), the boundary
points cluster towards areas of higher curvature as we approach the merge time, tm
(Right).
3.3. Saving Data from Simulations
We will note briefly that some time after the first code was developed, when results were being
generated and presented in different ways, it became clear that it would be very useful to generate
data files for each simulation which would record quantities of interest. Of course, this includes the
wire geometry every few timesteps, but also the velocity potential V (∇V can relatively easily be
found from these two) and, in particular, the magnetic field within the domain, which would typically
be calculated at several thousand points. This allows for each simulation to be run once, and then
postprocessed at will depending on what one would like to focus on.
The file structure is a simple header, containing the number of boundary points used. At each
timestep, the time (nondimensional) is printed, and a mesh is generated for the magnetic field calcu-
lation. The number of ‘field points’ to be used is also printed, at which stage the (fixed number of)
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Figure 3.10: Wire (blue) shown in physical space. V , Vn and Vs will henceforth be shown as a function
of the number of the boundary element (NW = 128 here).
boundary points are recorded in two columns, along with the correspoinding V in a third column,
followed by all the magnetic field points and corresponding field strength in three columns. When
reading the file back, text is scanned for the time marker, at which point all data is bundled into
timesteps, sorted into wire/velocity/field, and plotted according to options set in the postprocessor.
3.4. Some Initial (and Unreliable) Results
When implemented in Matlab, we can plot the output as a 2D figure and watch the solution develop
– Figure 3.10 shows an annotated example of the output, which illustrates how quantities on the
fluid boundary will be plotted for the remainder of the work, as functions of the element number.
However, as we can see in Figures 3.11-3.12, the simulation runs into trouble a little bit down the
line. It is worth noting that using different values of dt still results in this instability occurring at the
same point in physical time (e.g. halving the time step, we would reach the instability after twice
as many iterations). So at this point, our code is a tool that works conceptually, but is still slave to
the whims of computational instability.
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Figure 3.11: A typical pinch simulation, set up as described in this chapter. In this instance, an
instability starts creeping into the calculated values of Vn at around 880 iterations.
Shown are diagrams for 900 iterations (top) and 920 iterations (bottom). The instailibty
is characterised by a ‘sawtooth’ oscillation – values for adjacent boundary elements
are alternately too high or too low. In the bottom figure, the instability can be seen
appearing in values of Vs as well, in the same region.
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Figure 3.12: Continuing from Figure 3.11, we have the same simulation at 935 iterations (top) and 940
iterations (bottom). In the top diagram, Vn and Vs have become completely dominated
by noise, and the instability is starting to affect V , as well as the physical boundary of
the wire. The latter can be seen more clearly in the bottom diagram, which is the last
timestep that can be taken before the matrices behind Vn cease to be invertible. Again,
this behaviour is typical of most simulations before countermeasures are introduced
(Chapter 4), and shows how quickly a seemingly accurate simulation may become useless.
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4. Instabilities and Smoothing
As we have seen in the previous chapter, the method used to simulate our pinch implosions is
susceptible to numerical instabilities. This is neither entirely unexpected, nor without precedent;
Cokelet and Longuet-Higgins [29] observed similar instabilities over the course of their work on
water waves and it has manifested itself in other applications as well [4] [15]. We can be fairly
confident that the instability seen in Figure 4.1 is numerical, and not physical, as changing the grid
resolution (that is, the number of boundary elements used to resolve the surface of the wire) gives a
different ‘error’ every time - the sawtooth nature of the instability is always on the grid scale, never
fixed. Increasing the resolution by an integer factor, or using coprime numbers of boundary elements
makes no difference, so we can discount the possibility of aliasing effects. The instability appears first
in the solution for Vn, and as the simulations progress, it feeds back and grows, affecting calculated
values for V (and therefore also Vs) in the process. In order to simplify the problem, and to look in
more detail at which part of the process causes the instability, we switch to a simpler problem that
can be simulated in a similar way and still exhibits the instability, but for which an analytic solution
exists; that of a 2D cylindrical (circular cross-section) water ‘droplet’ falling under gravity. In this
case, we assume no air resistance (so it should remain circular) and, initially, no surface tension.
Figure 4.1: We see the instability has just as drastic an effect in the water droplet case as it did for
the pinch simulation (860 iterations). Here, NW = 128.
For similarity of comparison, we will have to imagine ‘gravity’ acting sideways (x-dependence only).
In this scenario, we have uniform acceleration, V = −Gxt + f(t), so we expect Vn to behave like
a pure cosine function and Vs like a sine with respect to arclength around the boundary. Here,
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we have no magnetic field to calculate (our modified Bernoulli equation – (4.1) below – includes a
gravitational potential instead), and our fluid flow satisfies the conditions for potential flow, so we
still have ∇2V = 0 inside the fluid, which allows us to calculate Vn using the BEM. The points that
make up the droplet boundary are moved in the same way as those in the pinch wire. Once this
problem was set up, several methods were considered to try to minimise the resulting instability.
DV
Dt
=
(
1
2
(∇V )2 −Gx
)
(4.1)
4.1. Fourier Analysis
Figure 4.1 shows a snapshot of an unaltered, basic run of the new problem. We can see that the
instability indeed appears very similar to what we had earlier. A first guess for eliminating the
problem was that the instability is a high-frequency mode of the calculated solution, which grew in
an uncontrolled fashion, and that if there were some way to contain or eliminate this mode, then we
would have a working solution. We perform a Fourier analysis of the solution for Vn by applying the
relevant transformation
Vnf (k) =
1
NW
NW∑
m=1
Vn(m) · ei2pik(m−1)/NW k = 1, . . . , NW , NW even . (4.2)
It is worth noting that with an even number of points, for this droplet problem, Vnf (1) contains
the ‘signal’ and the rest is the ‘noise’. If we ignore the signal term and focus on the remaining
(NW − 1) coefficients Vnf , we see from (4.2) that Vnf (j) = Vnf (NW + 2 − j), so that the real part
of Vnf is symmetric about Vnf (NW/2 + 1) and the imaginary part antisymmetric. As we can see
in Figure 4.2, the NW/2 + 1 mode does indeed grow and over time becomes the most dominant.
The high-frequency modes are visible from this analysis long before they can be seen on a plot of
Vn, but once they do become visible, a critical point in time is reached and all modes become unstable.
We can choose to ‘cut off’ a range of frequencies by setting to zero Vnf (NW/2+2+j), where j ∈ [−c, c].
Here, c is the number of modes either side of the dominant one that we wish to attenuate. We then
apply the reverse transform to (4.2), which takes the form
Vn(m) =
NW∑
k=1
Vnf (k) · e−i2pim(k−1)/NW m = 1, . . . , NW . (4.3)
By choosing c = 1, we omit the mid frequency (henceforth ‘highest frequency’, as due to symme-
try this is the highest independent frequency). What we can do now is re-run the water droplet
simulation, but at each time step perform a high-frequency cut off by applying (4.2), setting certain
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Figure 4.2: High frequency (Vnf > 1) modes of Vn, time steps = 680 (top), 840 (middle) and 850
(bottom). Until 840 time steps, instabilities are qualitatively similar (see scale)
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Figure 4.3: Water droplet simulations with c = 5 @ 890 time steps (top), c = 10 @ 940 time steps
(middle) and c = 20 @ 1120 time steps (bottom).
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frequencies to zero and then using (4.3), before proceeding to move the droplet. However, this method
is not as successful as we might have hoped. What is found is that despite losing the (NW/2 + 1)
mode, the instability persists in the lower modes, only slightly prolonging the simulation. If we in
turn cut these ones off as well, the instability filters down to the next highest available frequency,
and continues to wreak havoc. Results for three different values of c are shown in Figure 4.3. The
idea of cutting the modes off, then allowing them to ‘regrow’ to noncritical levels is just as fruitless,
as is using a random value of c at each timestep. In all cases, there is the further complication of
needing to maintain the ‘signal’ while eliminating only the ‘noise’ - we can keep increasing c, which
will prolong the simulation, but while this may work well for a simple drop that should only have one
mode, it is overly destructive in the case of the full problem. Furthermore, it adds artificial energy
dissipation, which would not necessarily be negligible. On the whole it was felt that this method,
which seems fairly intuitive and straightforward, does not, on further investigation, offer a suitable
means of dealing with the problem of instabilities, and that alternative means should be explored.
4.2. Linearly Varying Boundary Elements
One factor that was identified as having the potential to improve results was the choice of how to
approximate Φ and Φn on each boundary element. Previously, constant values were used, which
resulted in a discontinuity in Φ at each vertex between two boundary elements. By rewriting the
code to use linearly-varying values of Φ – that is, fixing the value at each vertex and performing the
integrals, still analytically, assuming a simple linear dependence on the position along the boundary
element – it was thought that the improved accuracy of the results might reduce the instability,
if not eliminate it entirely. Unfortunately it was found that, in a wide range of test cases, the
‘linear’ method was consistently more prone to instability than the ‘constant’ method, with problems
occuring earlier in the simulation. Fratantonio and Rencis [19] include methods for analytically
calculating integrals for such linearly-varying elements, as well as for quadratic elements, however
given the vastly increasing complexity, and the fact that a less approximate approach actually gave
worse results, it was decided that pursuing this course further would not be particularly fruitful.
4.3. Introducing Surface Tension
As previously mentioned, the instability shows itself first in Vn, then spreads to V and hence Vs.
One way this happens is through the Bernoulli equation (3.1)/(4.1), however, we also use Vn to move
the physical boundary, which in turn affects all other calculations. As the instability develops, it is
possible to observe the physical boundary of the wire also developing a sawtooth instability. Given
the absence of surface tension from the model, it was thought that reintroducing this as a parameter
might have a damping effect on this aspect of the instability. We describe this by slightly modifying
(4.1):
62
4 INSTABILITIES AND SMOOTHING
DV
Dt
=
1
2
(
(∇V )2 −Gx + γκ) (4.4)
where γ is the surface tension and κ is the local curvature of the boundary, calculated as the curvature
of a second order polynomial fitted through the centre points of the element in question and the
elements on either side. In practice however, the use of this parameter resulted in an even more
unstable simulation. This is probably due to complications in accurately calculating the curvature in
a region where a sawtooth instability is deforming the physical boundary, along with a tendency of
the timestepping to keep overcorrecting – if the timestep is too great, the corrections will overshoot,
and the physical defomation will go the other way. In practice, the latter might be mitigated by
using much smaller timesteps, but this in itself could lead to greater cumulative error. On balance,
it was felt that this method did not have enough promise to be further pursued.
4.4. Polynomial Smoothing
The final method which was investigated, and found to be effective, is the one utilised by Cokelet [29]
in dealing with their water wave instabilities. Here, the idea is to locally fit an kth order polynomial
to a group of 2k + 1 points, which would average out the peaks and troughs of the instability.
We proceed as follows: we denote the distance of the mid-point of element Ei along the bound-
ary of our wire by si. We look to find a polynomial that passes between the spikes in the graph
(Figure 4.4). Assume that such a polynomial approximation is Vn ≈ α(s). Then suppose that the
peaks in Vn are points on a polynomial α(s) + β(s), and the troughs lie on α(s)− β(s). If we choose
our local range to be the point in question and k points on either side of it, then α(s) has degree k
and β(s) has degree k − 1. Once we find α(s), then we can adjust the values of Vn so that they lie
on the curve α(s).
As an example, let us consider a 5-point smoothing approach (k = 2). Here we use the point in
question and two on either side. We attempt to fit the polynomials
α(s) ≡ α2 s2 + α1 s+ α0
β(s) ≡ β1 s+ β0
to, say, Vn as follows:
s2i si 1 si 1
s2i−1 si−1 1 −si−1 −1
s2i+1 si+1 1 −si+1 −1
s2i−2 si−2 1 si−2 1
s2i+2 si+2 1 si+2 1


α2
α1
α0
β1
β0
 =

Vn(Ei)
Vn(Ei−1)
Vn(Ei+1)
Vn(Ei−2)
Vn(Ei+2)

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Figure 4.4: 5-point smoothing.
Once we solve this, we set V˜n(Ei) = α(si). We do this for i = 1, . . . , NW . When complete, we replace
{Vn(Ei)} by {V˜n(Ei)} and consider the function to be smoothed.
Rather than solving these equations exactly, we can consider using the following approximation,
which is faster computationally: We can approximate each Ei as being the same length and take
si−1 = si − C, si−2 = si − 2C, etc. Simpler still would be to use si = i. The justification for this
potential oversimplification is that, whether we look at V and its derivatives relative to s, their
coordinate distance along the boundary, or i, their numerical order on the boundary, any oscillation
in that variable needs to be smoothed. Furthermore, over a small number of consecutive points, the
lengths of the boundary elements should vary minimally. Going forward with the simplified approach
for the 5-point smoothing, the solution to our matrix equation gives
V˜n(Ei) =
1
16
(−Vn(Ei−2) + 4Vn(Ei−1) + 10Vn(Ei) + 4Vn(Ei+1)− Vn(Ei+2)) (4.5)
for each i. This is consistent with [29], and if we were to use a 7-point approach, we would indeed
find that
V˜n(Ei) =
1
32
(−Vn(Ei−3) + 9Vn(Ei−1) + 16Vn(Ei) + 9Vn(Ei+1)− Vn(Ei+3)) . (4.6)
In early (2010, Maple) testing, both the 5- and 7-point smoothing initially gave very similar results.
For wires resolved by NW = 64 boundary elements, there is very little difference. However, when
increasing NW to 128, differences between the two schemes become more pronounced – in favour of
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Figure 4.5: Droplet simulations run with 7-point smoothing of Vn only, using (4.6). Top diagram is
after 840 iterations, where previous results started breaking down. Bottom diagram is
after 1940 iterations (before the droplet disappears!)
using more points – and the idea of using ‘just’ 5 points was therefore abandoned. Since moving to
Matlab and cluster computing, all simulations have been carried out with NW = 128 or 256, which
seems to be a sufficiently high number to resolve the various curvatures. A more interesting question
became whether or not to use the approximations that result in (4.5) and (4.6). A comparison of a
polynomially-smoothed simulation to the previous results in this section is given in Figure 4.6. We
can also think about whether we should restrict ourselves to smoothing just Vn (where the problem
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Figure 4.6: Comparison of the effectiveness of smoothing on a 32-wire array. We see the initial
positions of the wires (green), and how far the computation remains stable with no
smoothing (red), smoothing of just Vn (blue) and smoothing of both Vn and V (black).
The simulation illustrated in black achieves merging. Until their respective instabilities
appear, all three simulations give practically identical results.
originates), or to also apply the technique to V , Vs, and the position of the physical boundary (for
which it can be adapted). For now, the main conclusion that we can draw is that this polynomial
smoothing appears to be the most promising means of suppressing the instability. How well it will
cope with the ‘full’ problem, where we start to develop areas of greater curvature requires some
investigation, and for that, we will switch back to the full pinch problem.
4.5. Returning to the z-Pinch
Approximating boundary elements as being locally of the same length (or even all the same length
for all time, which was physically the case with our non-deforming water droplet) worked well previ-
ously, and smoothing of just Vn allowed the simulations to run indefinitely. However, when we switch
back to the pinch problem, this is no longer the case. At best, this approach will double the number
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of iterations that can be performed, before instabilities creep back in. Applying the smoothing to
more quantities allows us to run the simulations for longer and the prospect of achieving merging
becomes more realistic. Figure 4.6 gives a comparison of the effectiveness of successively more ag-
gresive smoothing tactics. We can certainly conclude that it is better to use as much smoothing as
possible on the problem.
Figure 4.7: Examples of approximated smoothing (left) and exact smoothing (right), with wire shape
and velocity profiles for qualitative comparison.
With regard to the approximation of boundary elements being of the same length, there are differences
when compared to solving fully. Figure 4.7 shows a comparison between the two different methods.
While being similar in many ways, the most discernible difference is where the boundary has highest
curvature. The boundary has lower relative curvature when using the exact solution, and slightly
higher curvature when using the approximation. Of course, the parts of the boundary in question are
the ones where the merge will occur, so the different methods could give different results post-merge.
However, a significant problem with the approximation arises during longer simulations, where the
front face of the wire may sometimes develop unphysical ‘bumps’. Another factor is that when we
consider post-merge dynamics, the boundary element length will vary much more between adjacent
elements. For these reasons, we will henceforth be using the exact form of the smoothing only.
4.6. An Illustrative Result
With all of the previously discussed measures implemented, we are now in a position to look at how
the wires evolve. Figure 4.8 shows a brief example of a simulation where we also look at the magnetic
field. A detailed discussion of results will be included in Chapter 6, but for now we will go back to
expanding the computational code to be able to simulate a few more scenarios.
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Figure 4.8: Simulation until merge of a 32-wire pinch. We see the position of the wire along with the
magnetic field in the initial position (top left) and at merge (bottom left). The wire was
initially centred at 1, with radius 0.05, and as we can see in the right hand diagram (also
at t = tm), the front face has barely moved or changed shape; the merging is a result of
the extreme flattening driven by the field at the back side of the wire.
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5. Extensions of the Code
5.1. Low Conductivity
We now look at the σ → 0 limit. We have already demonstrated in Section 1.6 how under these
conditions, we expect the current density inside the wire to take the form J = C1k, and as we also
have µ0J = ∇2Φk, we may conclude that ∇2Φ = µ0C1 inside the wire, while still satisfying ∇2Φ = 0
outside the wire, as before. This time, we cannot say that the wire surface will be a field line so we
have no values of Φ or Φn to impose here, and can only say that both must be continuous across the
wire boundary. However, we can still use the return can as a field line by setting Φ = C2 there. This
time, again for convenience, we choose µ0C1 = 1, C2 = 0, so that our full problem looks like:
Figure 5.1: New boundary conditions for Φ
Again, we will scale Φ by AW after solving, as required by Ampere’s Law (1.40). In some ways, the
‘inner’ equation for Φ is similar to the one we solve for V , and we have seen that we can get all of
the boundary integrals required for this problem for ‘free’ as a result of solving the outer problem.
The only qualitative difference this time is that the inner equation is Poisson, rather than Laplace,
so our original Green’s Identity (3.6) here becomes
α(x)Φ(x)−
∫
D
G(x, x′)dA(x′)︸ ︷︷ ︸
additional term
=
∮
∂D
(
Φ(x′)
∂G(x, x′)
∂n
−G(x, x′)∂Φ(x
′)
∂n
)
ds(x′) (5.1)
where we have an additional integral of G across the surface of the wire to account for (underlined,
above). It turns out that this integral can also be calculated analytically(!). Using the divergence
theorem, which states that
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∫
D
∇ · F dA =
∮
∂D
F · nˆ ds (5.2)
we express the surface integral as a boundary integral through a suitable choice of F.
F =
( r
8pi
(1− log(r2)), 0, 0
)
(5.3)
does the trick nicely. We can use a similar method to the one that Fratantonio and Rencis REF used
for the other boundary integrals to find the analytic solution to∮
∂D
( r
8pi
(1− log(r2)), 0, 0
)
· nˆ ds (5.4)
along the (discretised) boundary of our wire. We will now switch to the same intrinsic coordinate
system that Fratantonio and Rencis [19] use. We would urge the interested reader to refer to the
work in question, but for the sake of some completeness, we shall say that this involves transforming
our integral in 2D to a one-dimensional line integral, where each boundary element Ej is represented
by the parameter −1 ≤ ξ ≤ 1. It turns out that the Jacobian for this transformation is simply Lj/2,
where Lj is the length of boundary element Ej. We write (5.4) as∮
∂D
r
8pi
(1− log(r2)) rˆ · nˆ ds
=
NW∑
j=1
(∫
Ej
1
8pi
(1− log(r2)) [r · nˆ] ds
)
=
NW∑
j=1
(∫ +1
−1
1
8pi
(
1− log(a+ bξ + cξ2)) d Lj
2
dξ
)
=
NW∑
j=1
(
Ljd
8pi
− Ljd
16pi
∫ +1
−1
log(a+ bξ + cξ2) dξ
)
=
NW∑
j=1
Ljd8pi + d2 −Lj8pi
∫ +1
−1
log(a+ bξ + cξ2) dξ︸ ︷︷ ︸
≡∫Ej G ds
 (5.5)
The quantities a, b, c and d are the same as in [19]. As it happens, the underlined expression in
(5.5) is just the integral of the Green’s function over a given element – equation 35 in [19]. The
implementation of calculating this area integral then becomes almost trivial, as we can implement it
as a simple multiplication (by d/2), addition, and summation over all boundary elements in parallel
with the calculation of
∫
G which we are performing anyway. The method was verified on examples
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where the solution can be calculated analytically, for example on a circular domain radius 1 centred
at (1, 0), on a quarter-circle centred at the origin, and on a square with one corner at the origin. The
source point for all three integrals was the origin.
With this in mind, we can find the systems of equations for both the inner and outer problems,
which when solved together give us NB + 2NW equations for NB + 2NW unknowns. Of course, this
represents a slight increase in complexity when compared to the σ → ∞ case. Details of the new
matrix structure can be found in Appendix A.2. From here, we move to the Bernoulli equation, but
this time in the form of (1.40), with the J×B term included as the force potential Φ∇2Φ. Once V is
incremented, we work out the resulting velocities in the same way as before, perform our smoothing
in the same way as before, and move the surface in the same way.
As in the previous chapter, another quick result is included before we move on to yet more develop-
ment. Figure 5.2 is the low-conductivity counterpart of Figure 4.8. Here we can see the magnetic
field penetrates into the wire. The result is that there is much less flattening of the wire and as a
consequence, merging takes place much later. This will be discussed in more detail in Chapter 6,
while we now consider post-merge simulations.
Figure 5.2: Simulation until merge of a 32-wire pinch. The position of the wire and the magnetic
field are shown in the initial position (top left) and at merge (bottom left). This can be
directly compared to Figure 4.8, where the array configuration and pulsed current profile
are identical, with the only difference being the conductivity of the wire.
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5.2. Post-Merge, σ →∞
Thus far, although looking at qualitatively different limits of σ, the basic geometry of our problem
has remained the same. Having one plasma column in each sector has allowed the use of a similar
methodology and computer code for both simulations. Once the wires collide, however, this partic-
ular method ceases to be useable and we need to switch to a new geometry to study the effects of
collision, merging, and subsequent implosion. In Chapter 2 we demonstrated a model of a simple
annular implosion which, as with the pre-merge code, should be a useful comparison and provide
some basic validation.
Even after collision/merging, our previous assumptions remain valid; we still have N -fold symmetry,
and the magnetic field is fully excluded from the wire. The new computational domain is shown in
Figure 5.3. This time, however, in addition to there being no field inside the wire, there is also no
field (hence, no magnetic pressure) inside the topological annulus. Convincing ourselves of this is
relatively straightforward; if we take the interior boundary of the full annulus as a closed contour, it
contains no current within it, and therefore as a result of Ampere’s law, no field. We therefore have
a reduced length of boundary along which we need to calculate our integrals.
Figure 5.3: Our new domain, with associated boundary conditions, for σ = ∞. For the magnetic
field, we only need to solve ∇2Φ = 0 in the outer (magnetic) free space region, shaded
light grey.
However, while implementing this configuration as shown above, we run into the problem mentioned
in Section 3.2 (see Figure 3.5), namely that we encounter errors in our computed Φn values in the
corners of the domain. Despite attempts to apply various postprocessing techniques and correct the
errors (which only affect the 2-3 boundary elements closest to the corner), we decided to pursue a
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different method to tackle this error. We consider the ‘full’ problem with no symmetry utilised to
reduce the size of the domain. Our problem would then resemble Figure 5.4.
Figure 5.4: The extended magnetic domain for the post-merge problem; simpler to work with, but
much more computationally intensive.
A series of field-only calculations for various configurations show that this does indeed eliminate the
errors described previously, but we have simply traded one problem for another, as the penalty is
greatly increased complexity. For an N -wire array, the matrices that we need to work with would
increase by a factor of N2, which for any realistic (>32 wires) simulation becomes unacceptable.
Supposing we haveNCan boundary elements resolving the return can in each sector, andNW2 elements
for each wire contribution, then we are having to calculate N (NCan + NW2) values of Φn from
N (NCan +NW2) equations. However, we can use the symmetry of the problem in a different way, as
described by Wrobel [43]. Since we are integrating from the centre of every boundary element along
every boundary element, we would expect every N thCan equation that uses the return-can elements as
source points to be the same, and every N thW2 equation that uses the wire elements as source points
to also be the same so there is nothing to be gained by having such linear dependence in our system
of equation, so we can just ‘throw away’ all redundant equations. This is equivalent to using only
one sector as source terms, but still integrating along all other boundary elements, thus reducing our
matrix of integrals from N (NCan +NW2) by N (NCan +NW2) to (NCan +NW2) by N (NCan +NW2).
Not being invertible, we currently cannot solve our system, but we need to include the fact that we
no longer need unique values of Φn on the boundary elements; symmetry dictates that every N
th
Can
element along the return can will have the same Φn value, as will every N
th
W2 element elong the wire
boundary. So, instead of each integral having its own entry in the matrix, we make it ‘contribute’
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to the relevant entry, thus compressing our matrix horizontally as well. Further details can be found
in Appendix Section A.3. It should be noted that although we are still using the same number of
source terms as pre-merge, we do still need to integrate the whole way around the contour, and there
is no getting around this. Another advantage to this method is that it can retrospectively be applied
to the pre-merge problem to halve the domain size, something that was not considered earlier.
5.3. Getting ‘Through’ the Merge
Another one of the bigger problems encountered during this work was that of ‘how exactly do the
wires merge’? The previous code(s) would run until one of the boundary points touched the symme-
try line, but one cannot simply pick up from here and continue on with a sort of ‘pinched’ annulus.
So although Figure 5.3 shows an eventual scenario, it is several timesteps after first contact. In fact,
while surface tension has generally been negligible throughout the problem, this is the point at which
it can become significant – in determining what happens at the contact point between two plasma
columns. Is there an impulse at this point which will instantaneously readjust V and ∇V to take the
collision into account? Or, since the velocity, normal to the boundary, of the point at the boundary
will be zero through symmetrical averaging (Figure 3.8), will the equations take care of the dynamics?
When trying to answer the question of ‘what happens during the merge’, a natural starting point is
work that has been done on water droplet coalescence [1] and collision with solid walls. Eggers et al.
[16] have included detailed plots of the internal pressure within a water droplet as it collides with a
solid surface. Aarts et al. [1] have included some photographs of merging droplets and postulated
that during the singularity caused by the inversion of the local radius of curvature, a liquid bridge is
formed which grows like
√
t for cases of inertial coalescence. In all works involving water droplets,
however, one of the most important factors is surface tension, which we do not have in our model,
and whose presence would not have an effect due to the timescales involved. With an overabundance
of questions and no answers, it was decided that the best way to proceed ‘through’ the merge is to
pause the calculations at the point of contact. The two boundary elements either side of this point
would be merged with the symmetry line to form a bridge, and the simulation would be continued
in the new geometry, with the governing equations taking care of the growth rate of the bridge or
capturing the detail in any jets that may be emitted. The previous method for interpolating the
velocity of the boundary points is used, although we could choose to impose a contact angle at the
boundary if desired. The results with this consideration of angle are not included, however, as they
were found to be less stable.
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5.4. Other Considerations
As well as the magnetic field calculation, the boundary evolution will work slightly differently in the
new geometry. Although the point on the symmetry boundary is ‘fixed’ on that boundary, all the
other points are free to move as they will. In particular, this means that we may get parts of the
plasma pinching off (see Figure 5.5).
Figure 5.5: Two different cases for the new boundary motion, shown on the symmetry line, where we
end up deleting points. In the top scenario, no mass is lost. This method would typically
‘absorb’ just one boundary point in the timestep, as the plasma domain would always be
convex. In the bottom scenario, several points are lost, as well as mass, with the plasma
domain pinching off.
In this case, the boundary point which crosses the symmetry line (the point where the pinching
occurs) becomes the new ‘final point’, and the other points are removed altogether. In this case,
the advantageous motion of boundary points shown in Figure 3.9 works against our interests, as the
number of points can only decrease using this scheme, resulting in less resolution on the boundary.
We also begin to see more variation in length from element to element, so the smoothing approxi-
mations discussed in Chapter 4 fail here – we have to use exact smoothing instead.
The only other significant difference to the previous code is that we have to adapt the boundary
discretisation on the symmetry boundary as the implosion progresses – we aim to keep each element
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on this line the same length (subject to a specified minimum and maximum), which means that the
size of our integral matrices may vary for each timestep.
When benchmarked against the simple annular implosion in Chapter 2, the new code performs
very well. We create a perfect (discretised) annulus in the sector −pi/16 < θ < pi/16, and as well
as matching the implosion history, all points maintain zero tangential velocity (constant V ), there-
fore remaining perfectly distributed, even without smoothing measures. However, when running a
continuation of the pinch implosion with nonzero starting velocities and more complex geometry,
problems occur in the region of the collision.
76
5 EXTENSIONS OF THE CODE
Figure 5.6: A best-case simulation of the post-merge dynamics of a 32 wire pinch. From the point of
first contact (top diagram, previous page), we see how two jets are emitted from the inner
and outer boundaries of the newly-formed annular plasma. The outer jet is moving faster
than the inner, and with a velocity around 50 times faster than the individual plasma
column was just before merge. However, it is the inner jet that starts breaking down first
(above), making the simulation unstable.
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Figure 5.7: An overall view of the immediate post-merge behaviour of the annular plasma.
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As we can see, the model generates a ‘splash’ on either side of the extruded, colliding part of the
plasma. This is a physical effect, much as we would expect from a jet colliding with a wall. However,
either due to the way that the collision itself is handled, or to the loss of resolution in the region, or
maybe even because of a need for a better method of time-stepping the boundary, the simulation is
not sustainable and tends to break down before total collapse. At the time of writing, these problems
have still not been adequately resolved, so no further results will be included for the post-merge sce-
nario. It should be said that this splashing is a very physically complicated problem to model. Figure
5.5 shows the boundary motions at the symmetry line. Something that may need to be considered
is that we might have a new pressure adjustment within the fluid every time a ‘new’ collision occurs
and we lose a boundary point, as in the upper diagram in Figure 5.5. Another possibility is that
the inner jet breakdown could be a result of the choice of timestepping (Euler’s method), and that
a higher-order scheme would better capture the pressure gradient and acceleration at these points.
We have mentioned the agreement of the code with our earlier result for a perfect annulus from
Chapter 2. When running a simulation with a perturbed annulus (i.e. with a geometry as shown in
Figure 5.8) from rest, there is an indication that we may see some sort of oscillation on the outer
boundary, with the middle section of plasma being pushed in, and the plasma on the boundary hav-
ing an outward velocity. However this simulation rapidly develops, what we believe to be, a physical
instability on the inner boundary which means that the entire simulation breaks down.
With regard to the σ = 0 case, were a solution to the above problem found, it would be fairly
simple to modify the boundary conditions in Figure 5.3.
Figure 5.8: The ‘σ = 0’ version of Figure 5.3. It is worth noting that the computational domain for
the magnetic field now also includes the dark grey region.
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6. Results
As we have seen in the previous chapters, a code is in place which will allow for simulation of z-pinch
implosions up to merge in both the perfectly conducting and low conductivity limits. While an
attempt was made to look at post-merge scenarios, results from these simulations do not fill us with
confidence, so these will be omitted from this section.
Figure 6.1: Theoretical implosion times of infinitesimal wires (blue) compared with BEM simulated
results under the σ =∞ approximation (red) for a ‘short’ simulation (64 wires, left) and
a ‘long’ one (8 wires, right)
With regard to validation, results have been compared, where applicable, to the solutions found in
Chapter 2 for infinitesimal wires (henceforth ‘theoretical’ results), and also to two of the results of
Velikovich et al. [41], whose approximations of incompressibilty and perfect conductivity make this
the most suitable benchmark. Figure 6.1 shows how our BEM simulated implosion times for perfectly
conducting wires compare to the theoretical model. In all cases, the BEM method calculates the
centre of mass of each plasma column and reports this as the array radius. We can see that the BEM
times align very well with the simple model; early stage agreement between the two is excellent, and
though the difference increases in the later stages, the figures still agree to within 2.5% and 1% for
64 wires and 8 wires, respectively. This difference is most likely caused by the late-stage distortion
in the wires and its effect on the centre of mass.
Figures 6.2 and 6.3 show how results from our code compare to work done by [41] under identi-
cal conditions. In these two cases, arrays of radius Ra = 8mm were used inside a can of radius
Rcan = 10mm. The aluminium wires have Rw = 125µm, and the maximum current for the entire
pinch is 1MA. As we can see, the shape of the plasma columns agrees very well in both cases, which
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Figure 6.2: Comparison of calculations of the late stages of an 8-wire pinch implosion. Left diagram
is taken directly from [41], while the BEM-simulated result is on the right. Blue figures
represent the shape and position of the plasma columns when Ra ≈ 1.2mm, while green
figures are for Ra ≈ 0.5mm.
Figure 6.3: Comparison of calculations of a 64-wire pinch implosion. Left diagram is taken directly
from [41], while the BEM-simulated result is on the right. Blue figures represent the initial
shape and position of the plasma columns, while green figures are for Ra ≈ 7.9mm.
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is particularly reassuring in the case of the 8-wire pinch, as the wires here have almost reached the
centre of the array, which would not be remotely possible without the smoothing measures outlined
in Chapter 4.
6.1. Differences Between σ =∞ and σ = 0
A key area of interest after developing a functioning σ = 0 code is to assess some of the differences
between the two conductivity limits. These difference fall into two main categories; the difference in
array implosion velocity, and the susceptibility of the wires to deform as they implode. A combina-
tion of these effects can bring about some rather large differences in merge times. We will denote
merge times for σ =∞ and σ = 0 by t∞m and t0m respectively, for a set of otherwise identical physical
and initial conditions, and geometry.
Figure 6.4: A comparison of the deformation and merge position of a perfectly conducting plasma
column (top), and one with low conductivity (bottom). The times taken to merge are
different (tm is lower in the top diagram).
Figure 6.4 shows a couple of results which are fairly representative of the difference in dynamics as
a whole. We can see quite clearly that the perfectly conducting wire has been flattened more and
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hence the array radius at the respective merge time is greater. In addition to this, we have found that
arrays of low conductivity implode with a slower overall velocity – their merge times are universally
longer, with only a part of this time difference being attributable to the smaller deformation (i.e.
merging further in towards the symmetry axis). At this stage it becomes convenient to introduce a
new parameter, the final aspect ratio of the wire at time tm, which we denote by ξtm . We define this
as the maximum height – in the θ-direction – divided by the maximum width – in the r-direction –
of the plasma column at time tm. Table 1 contains results from a range of simulations with different
wire numbers and radii. We have ξtm , the aspect ratios of the wires at time tm (columns 3-5), as
well as merge times and their difference (columns 6, 8 and 10). Column 7 showns the ‘equivalent
merge time’ t0me of the σ = 0 array. This is a measure of the time at which the array radius reaches
the point at which the perfectly conducting wires merged. Column 9 shows the difference in tme
compared to t∞m .
In all tested cases, the σ = 0 array radius lagged behind the perfectly conducting case by around
40%, while merge times were up to 3 times longer. In the next two sections, we will look at these
differences in more detail.
Table 1: Differences between σ =∞ and σ = 0 final aspect ratios (deformation) and merge times for
a range of array variables.
(ξ∞tm − ξ0tm)/ξ∞tm t∞m t0me t0m
N rw ξ
∞
tm ξ
0
tm (%) x 10
−2 x 10−2 x 10−2 t0me/t
∞
m t
0
m/t
∞
m
32 0.12 2.26 2.08 -8.2 1.512 2.11 4.38 1.39 2.89
16 0.12 3.32 1.37 -59 8.45 12.02 14.59 1.42 1.73
16 0.06 2.50 1.38 -45 5.54 7.81 8.07 1.41 1.46
8 0.12 2.45 1.18 -52 15.84 22.41 23.20 1.41 1.47
8 0.06 1.95 1.13 -42 8.41 11.89 12.01 1.41 1.43
6.2. Oscillations of the Plasma Columns
While 1D radial oscillations in a z-pinch have been observed before [18] [40], a surprising result was
found when studying perfectly conducting arrays with only two wires (a problem of little practical
significance). In this instance, the plasma columns undergo small (incompressible) oscillations about
their initial circular shape, first flattening, then elongating, right up to the point of merging (which
for two droplets is effectively also the collapse time). Further investigation showed that the same
effect occurs in arrays with 3 or 4 wires as well.
In these cases, the plasma cross-section remained completely convex – almost elliptic. As such,
the oscillations were plotted as a simple logarithm of the ratio of the ‘height’ to the ‘width’ of the
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plasma. A figure greater than zero hence implies flattening along the θ direction, while less than zero
is elongation in the r-direction. Figure 6.5 shows the implosion dynamics for 2, 3 and 4-wire arrays
where rw = 0.0125 and rcan = 1.05. The current is constant. We can see that for the first six oscil-
lations, we have practically identical results for all three cases. After an initial ‘kick’ from the can,
we see the oscillations return to a sort of equilibrium about a circular shape (equal amplitude above
and below zero) with fixed frequency. As the arrays collapse, however, the effect of the other wires
becomes much more significant. The results for the three simulations start diverging for ra(t) < 0.2
(of course, we started with ra(0) = 1). The effect of other wires becomes much more significant for
higher wire numbers, and for 8 wires we already have no repetitive motion of any kind.
Figure 6.5: The oscillatory nature of pinch implosions for very small NW . Plotted is the variation
in time, until merging, of the logarithm of the ratios of the two column dimensions for a
two-wire pinch (blue), three wires (green) and four wires (red).
Figure 6.6 shows what happens in the 2-wire case in more detail. Here we have used a thicker wire
and more distant return can, and there are fewer oscillations (just under 3) as a result. This can be
seen in the top part of the figure, where we have plotted the oscillation as a function of array radius,
rather than time as in Figure 6.5. The bottom six plots show magnetic (green) and dynamic (red)
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Figure 6.6: An analysis of the forces causing oscillation in a perfectly conducting 2-wire pinch. Dy-
namic pressure is shown in red and magnetic pressure in green.
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pressures for the corresponding stages in the top diagram. Initially (plot 1), there is only the mag-
netic pressure, which is strongest on the outside and weakest on the inside, behaving almost like
a cosine with no steep gradients inbetween. The initial pressure difference is the highest that is
achieved in the implosion, and gives the plasma columns the starting ‘kick’. By the time we reach
the peak of the first oscillation (plot 2), the pressures on the inner and outer surfaces have dropped,
while increasing everywhere else, leading to the ‘rebound’. Again, we still have complete dominance
of magnetic pressure over inertia here. By the time we return to having a ‘round’ shape (plot 3), the
inertial effects are starting to catch up with the magnetic pressure. We can see that the magnetic
pressure is similar in shape to plot 1, however this time the inner surface of the plasma is moving
much faster than the rest, leading to the first elongation. This elongation in fact causes the kink seen
in the magnetic pressure in plot 3. As we reach the first maximum elongation (plot 4), we can see
the inertia curve flattening out (more uniform velocity), and the magnetic pressure increasing along
the inside surface, while dropping at the sides.
Plot 5 shows how the velocity on the back surface has increased and is now greater than at the
front; we are almost at the stage where inertia is more significant than magnetic pressure. Finally,
in plot 6, the dynamics are dominated by inertia. We can see that the magnetic pressure has very
clearly peaked on the two sides where we now have the highest curvature, while dropping on the
outer region. This in turn has slowed the flattening and caused the inertia to level off again, as the
plasma prepares to rebound. Being in the inertial regime, the behaviour of the field becomes much
more obvious and predictable, at least before we reach ra(t) ≈ 0.2. The field returns to its initial
cosine shape, but with a built in sub-frequency that behaves like cos(2θ) and is modulated by the
logarithm of the width/height ratio so that it adjusts for the curvature effects. In fact, approximating
the pressure with something as simple as
p ≈ C1 (2cos(θ)± cos(2θ) ) + C2
fits remarkably well with the actual pressure at the turning points in this particular case.
The physical mechanism for the oscillation is due to the increased magnetic field strength in ar-
eas of high curvature of our perfectly conducting plasma. This is confirmed when looking for the
same effect under identical conditions in the low conductivity case, where the amplitude of the os-
cillations is much lower (Figure 6.7). Where we previously had a maximum difference in height over
width of around 10%, this is reduced to around 3% in the low conductivity case. We still, however,
have the same similarilty between results for 2, 3 and 4 wires, until local effects due to the other wires
take over. Where the perfectly conducting plasma columns had a tendency (for 3 and 4 wires) to
flatten out in the θ direction as t→ tc, the low conductivity case shows a tendency for the opposite;
the wires elongate along r, as can be seen in the nature of their divergence from the ‘norm’ in Figure
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Figure 6.7: Low conductivity equivalent of Figure 6.5. Plots are for 2 wires (blue), 3 wires (green)
and 4 wires (red). The scale for the y-axis is the same for comparison.
6.7. Another interesting comparison that we can make between the two limits of conductivity is
physically where the oscillations take place. Figure 6.8 shows a comparison between oscillations in
2-wire arrays, one perfectly conducting, the other of low conductivity. Here, the plasma shape (ratio)
is plotted again as a function of array radius. Apart from the difference in ‘amplitude’, we can see
that the shape has the same characteristics at very similar stages of the implosion. Of course, an
important detail here is that the time scales for the two limits of σ are different – we have already
seen that implosion rates can vary by a factor of about 1.4.
A final point of discussion is how the geometry of the problem can influence the amplitude and
frequency of oscillations. We can use a dimensional argument to suggest that the frequency of
oscillation ω should behave like
ω ∼ |B|
L
√
µ0ρ
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for a physical problem, where L is some length scale. Indeed, we have found experimentally that the
dominant factor affecting the oscillation frequency is the wire radius, and so L = rw. The amplitude
is governed by the size of the initial kick from the return can, so is determined by its proximity to
the wire. As such, changing either the can or wire radius results in different amplitudes: smaller
separations cause larger initial perturbations.
Figure 6.8: A comparison of the oscillations of a 2-wire pinch for σ =∞ (blue) and σ = 0 (red), as a
function of position (array radius). The parameters of the implosion are the same as in
Figure 6.5.
6.3. The Effect of Varying the Current
As has been described, the dynamics and shape of the plasma columns is governed by competing
inertial and magnetic forces. While this can lead to phenomena such as the oscillations seen in Section
6.2, their effects can also be observed when varying the current I(t). Much of the work presented
so far has modelled I as constant, but we will explore some broader scenarios here. The simulations
shown in the remainder of this section were all performed for {N = 16, rw = 0.1, rcan = 1.2}.
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6.3.1. Cutting off the Current, σ =∞
The most effective way of observing the influence of inertial forces is to allow a pulse of current to
start the pinch implosion, and to then cut it off abruptly. We model the current as a step function
I(t) = 1 t ≤ tcut
I(t) = 0 t > tcut
Figure 6.9: Plasma columns at merge after the current has been cut off.
Figure 6.9 shows the shapes of the plasma columns at merge for two cases, where tcut = t
const
m /4 and
tcut = t
const
m /8. In this instance t
const
m is the tm that is observed during the implosion of an equivalent
array with constant current. Compared to the typical merge shape for such a simulation (Figure
6.4, top and Figure 4.8), we can see that the flattening here is much more extreme. The effect of
having a current is similar to what we see in Section 6.2 – the resulting magnetic field resists extreme
curvatures. The earlier that the current is cut off, the more the inertia is able to drive this flattening.
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6.3.2. Two More Variations on Current, σ =∞
We can also think about other functions for I(t). We have mentioned that I(t) = sin2(pit/2tmax) is
a popular approximation to a physically realistic pulse [41]. Another that we can use is I(t) = C1 t
for some constant C1, whereby the current increases until merge (and possibly beyond). Figure
6.10 shows the final shapes and positions for I(t) = sin2(pit/2tm), I(t) = 10t and also I(t) = 1, for
comparison.
Figure 6.10: Plasma columns at merge (σ =∞) for a range of functions I(t).
It is clear that using a constant current results in the least deformation of the wire, and indeed
means that merging occurs closer to the centre of the array. When comparing this constant current
to I(t) = sin2(pit/2tm) and I(t) = 10t, the key stage where it will have a different effect on the
dynamics is early on, preventing the inertial flattening that would lead to shapes such as those in
Figure 6.9. The other key observation is the similarity between the merge shapes and positions for
I(t) = sin2(pit/2tm) and I(t) = 10t. They are not exactly the same, but are strikingly close which
requires explanation. It is worth emphasising that the physical time of merging, tm is different in all
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cases. That said, we can consider what would happen when using a current I(t) = C1 t for different
values of C1. This would essentially be like scaling time differently, and should lead to no changes
in the actual dynamics. Indeed, it can be shown that tm ∼ 1/
√
C1 for linearly varying current.
Given this argument that the choice of C1 is arbitrary as far as the dynamics are concerned, we
would argue that there exists some C1 t that can resemble sin
2(pit/2tm) closely enough for similar
dynamics, and that in fact all pulse profiles that can be approximated well enough by a linear function
(
∫ | I(t)− C1t |dt < K for some criterion K) will exhibit similar behaviour.
6.3.3. Current Profiles for σ = 0
We round off our results by investigating the effect of the previous current-pulse models on wires of
low conductivity. The results for various profiles are shown in Figure 6.11. The plot shows a similar
effect to what we have seen in Figure 6.10, with the constant current resulting in less deformation
and merging closer to the array centre (albeit at an earlier time). Given the results of Section 6.1, it
was to be expected that there would be less flattening and less variation than for prefectly conducting
wires. However, the similarity, even to the case of constant current, is quite surprising, especially in
so far as we have moved quite a long way in; ra(tm) ≈ 13ra(0).
Figure 6.11: Plasma columns at merge (σ = 0) for a range of functions I(t).
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7. Summary, Conclusions & Further Work
7.1. Summary & Conclusions
In the preceding chapters, we have successfully used the Boundary Element Method to follow the
columns of a multi-wire z-pinch through to merging. It has allowed us to develop an understanding
of the ways in which magnetic pressures and inertia combine to drive a number of effects.
The analysis performed in Chapter 1 showed that, under the approximation of incompressibility,
and in the limits of very high or very low conductivity, the set of governing equations can be reduced
substantially, and that we can model the fluid dynamics as potential flow. Being able to reduce the
problem in such a way makes the computational simulations that follow much more manageable and
efficient.
In the second chapter, we used the limiting case of infinitesimal wires to analytically calculate the
implosion time of a wire array. As well as having a surprisingly simple result, this solution is key in
providing both a qualitative and quantitative validation later on. Knowing what parameters should
result in what sort of implosion dynamics has helped in avoiding errors in the ‘full’ problem solution
on more than one occasion. The results for imploding annuli with σ = 0 and σ = ∞ are also fairly
elegant, and no less useful when seeking to construct post-merge code. In particular, the differences
in implosion times and their profiles warrant further investigation.
In Chapter 3, we described in detail the methods used in applying the BEM, initially for the (sim-
pler) limit of perfect conductivity. A key observation here was how the choice of scheme for moving
boundary elements has a very beneficial effect when it comes to the boundary point distribution;
clustering elements to areas of high curvature naturally. This is very significant, in so far as it allows
us to either use fewer boundary elements than we would otherwise need (faster and more efficient
computationally), or to avoid having to interpolate the grid between steps, which would be both
cumbersome and potentially lead to greater instability. As it is, the instabilities inherent to the com-
putational implementation used were already significant. The work in Chapter 4 was conducted to
investigate what could be done to mitigate these, and while some turned out to be counterintuitively
useless, such as increasing the order of the approximation of values on the boundary elements, the
tried-and-tested method of Cokelet et al. [29] was shown to be most effective. This finally allowed
us to conduct uninterrupted simulations that achieved coalescence.
We proceeded in Chapter 5 to adapt the method to model the limit of zero conductivity, which
has not been previously considered. Having working code for the two different limits has enabled
us to compare the two cases, which, depending on the circumstances, can give very different results.
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It was hoped that the broader scope of investigation would also include developing robust code for
looking at implosion dynamics post-merge. Ultimately, this was not completely successful, and while
the simulations give indications of high speed jets, the current methodology could not drive the sim-
ulations past a certain point. This slight shortcoming does, however, provide motivation for further
development and investigation, as well as giving indications as to what methods could be used to try
overcoming the new instabilities.
The results presented in Chapter 6 are rather varied. We begin by comparing the implosions forσ =∞
and σ = 0, keeping all other factors the same. It is shown that the extent of deformation of the
plasma columns can differ greatly, as can the implosion times. We go on to look at an interesting
phenomenon exhibited by arrays with small numbers of wires oscillation. This can occur for both
limits of σ, and the oscillation frequency is shown to be determined by the wire radius rw alone, with
the amplitude being determined by both wire radius and return can separation. Some results are
also given for different current profiles we show how cutting off the current leads to extreme defor-
mation that is driven by inertia, and we also see how for other (non-cut-off) profiles, the differences
in dynamics can be almost negligible. All of these are results that we look forward to examining in
more detail and publishing.
It is appropriate here to reflect briefly on the progression of this thesis. With the benefit of hindsight,
it is easy now to realise that far too long was spent on trying to control and mitigate those damned
instabilities. For example, several months disappeared while looking into linearly-varying boundary
elements, which turned out to be more unstable than the constant ones! This was at the expense
of uncovering more interesting physical effects. Had the σ = 0 code been developed earlier, many
things would have been discovered in the middle of these four years rather than towards the end, and
maybe time could have been devoted to looking more at what happens during and after merging,
which is in itself worthwhile.
The post-merge problem is also a frustrating one. The results that are presented in Chapter 5
feel like they are going somewhere, showing the emission of jets, and possibly annular oscillations,
only then to break down. It is probable that the breakdown of the merged columns is an inertial
instability of the inner interface; the magnetic field has in some cases behaved in a stabilising manner,
and its absence could mean that the physical problem is unstable and incapable of simulation.
7.2. Further Work
On the other hand, it seems equally plausible that the post-merge dynamics might be better captured
by using a higher-order time-stepping scheme. This would be a very worthwhile undertaking, not
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just in the context of the one geometry, but also to compare the effectiveness with Euler’s method,
which has thus far been used for pre-merge scenarios. A new thread of investigation such as this fills
a researcher with newfound eagerness and makes them wish that they had more time in which to
gather their results!
Another interesting direction in which the investigation could be taken is looking at the case of
finite σ. Our belief is that the behaviour in this case would lie somewhere between the extremes
investigated earlier, although new effects may appear as a result of a second timescale that of diffu-
sion. We would have to solve the diffusion equation Bt = ∇2B/σ within the wire, and we would no
longer have irrotational flow as ∇× (J×B) would no longer be zero, so a new scheme would need
to be developed. Nevertheless, the global behaviour would probably be bounded by the two limits
considered in this work.
Further interesting questions include that of whether or not a fully collapsed array would bounce. It
is unlikely, however, that physically realistic answers could be obtained while still using the assump-
tion of compressibility; the full Navier-Stokes equations would have to be implemented. This would
of course again be simplest in the case of infinite σ, which would once more be used a starting point
to build up a new model. Once this is accomplished, and if a higher order time stepping does manage
to resolve the acceleration of any jets that are emitted upon collision, subsequent investigations could
focus on what happens to the inner jets when they collide with one another, how they then interact
with the main body of plasma as it catches up to them, and how this affects the implosion compared
to, for instance, an annulus imploding from rest.
There is also the case of nested arrays which could be examined. Here, the dynamics would depend
on the ratio of the currents passing through each array. It may be that the inner array implodes faster
and bounces before the outer array catches up with it. Alternatively, we may have the outer array
moving faster, colliding with the inner array. If contact occurs, one array may be more deformed
than the other (or even have formed an annulus by that point). When one allows oneself to imagine
what could be observed, many fascinating possibilities arise, all of which are worthwhile challenges
to take on, and which give plenty of scope for natural extensions of the topics covered in this work.
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A. Some details of matrix structures
All the integrals that are performed during the BEM involve the Green’s function, G ≡ 1
2pi
log(r)
where r is simply |x¯i − xj|. We fix x¯i as the midpoint of element Ei (our ‘source’ point), and inte-
grate with respect to xj, from one end of Ej to the other (with the outward-pointing normal to the
right of the direction of integration).
A.1. σ =∞
As outlined in Section 3.1 for σ =∞, with the BEM we turn the integral equation
αΦ =
NB+NW∑
j=1
∫
Ej
(
Φ
∂G
∂n
−G∂Φ
∂n
)
ds
into a matrix equation
HΦ = GΦn (A.1)
The column vectors Φ and Φn contain all (known and unknown) values of Φ and Φn on the boundary
elements. The structure of this equation is shown in its entirety in Structure 1, overleaf.
The square matrix H consists of the integrals of Gn, where Hij is the integral of Gn(r) using x¯i as the
source point, and integrating across element Ej. The square matrix G uses the same integral paths,
but with the Green’s function itself, rather than the normal derivatives. If we suppose that we have
a boundary elements on each symmetry boundary and b− a boundary elements on the return can –
so that a+ b = NB, the number of total outer boundary points – then rows 1 to a of the matrices G
and H represent integrals using source points along the lower symmetry boundary, rows (a + 1) to
b represent integrals using source points along the return can, (b+ 1) to NB source points along the
upper symmetry boundary, and (NB + 1) to (NB +NW ) source points along the wire boundary.
Columns 1 to a of both matrices (labelled H1 and G1, overleaf) contain integrals along the lower
symmetry boundary, columns (a + 1) to b (H2 and G2, overleaf) contain integrals along the lower
return can, columns (b + 1) to NB (H3 and G3, overleaf) contain integrals along the upper return
can, and, of course, columns (NB + 1) to (NB + NW ) (H4 and G4, overleaf) contain integrals along
the wire boundary. It is worth noting that the diagonal entries of H are made up of an integral, but
also of the term α(x¯i) – see (3.6) and (3.7). Since Gn is zero when the source point belongs to the
same straight-line boundary element, the integral part is zero, leaving only the contribution from α,
which we have previously stated to be 0.5. Hence, all diagonal elements of H are exactly one half.
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... H l4
0 . . . . . . 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
G1 G2 G3 G4
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
0 . . . . . . 0 ..
...
. . .
... Gl4
0 . . . . . . 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
0
...
...
...
...
0
∫
A
G(x¯NB+1,x)dx
...∫
A
G(x¯NB+NW ,x)dx


















A SOME DETAILS OF MATRIX STRUCTURES
The remaining column vectors Φ and Φn contain what is known of our boundary conditions, il-
lustrated in Figure 3.2. Once the knowns and unknowns are grouped together, and all of the zeros
in the boundary conditions taken into account, we end up with the system

...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
H1 −G2 H3 −G4
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...


Φ(E1)
...
Φ(Ea)
Φn(Ea+1)
...
Φn(Eb)
Φ(Eb+1)
...
Φ(ENB)
Φn(ENB+1)
...
Φn(ENB+NW )

=

...
...
...
...
...
−H2
...
...
...
...
...


1
...
1

Once this is solved, we are most interested in entries (NB + 1) to (NB +NW ) of our solution vector,
which give the field on the wire boundary. It is also worth noting that when solving the similar
equation for Vn, we can use the lower-right parts of the matrices H and G as these already contain
the integrals that we require. Specifically, this refers to rows (NB + 1) to (NB +NW ) of H4 and G4
– we shall refer to these as H l4 and G
l
4, respectively. This ‘inner’ set of equations then looks like
Gl4 Vn = H
l
4 V
where V is known from the evolution equation (3.9). As mentioned, technically the normal should
have changed direction, but this can be compensated for by changing the sign of all non-diagonal
elements of H l4 – and the easiest way to do that is to redefine H
l
4 → I −H l4.
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A.2. σ = 0
In the case of σ = 0, things become a little more complicated, as we no longer know as many of
the boundary conditions (Figure 5.1) and have an additional part of the integral to deal with (5.1).
The structure of the matrix equation this time around is shown in Structure 2. This time around,
we have more unknows (Φ on the wire boundary), but we have another set of equations, from using
∇2Φ = 1 inside the wire. The first (NB + NW ) rows here are the same as before, while the new
additional equations are contained in the last NW rows. The column vector Φ now also reflects the
additional unknown values. Once rearranged, this system becomes

...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
H1 −G2 H3 −G4 H4
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
0 . . . . . . 0
...
...
...
. . .
... −Gl4 H l4
0 . . . . . . 0
...
...


Φ(E1)
...
Φ(Ea)
Φn(Ea+1)
...
Φn(Eb)
Φ(Eb+1)
...
Φ(ENB)
Φn(ENB+1)
...
Φn(ENB+NW )
Φ(ENB+1)
...
Φ(ENB+NW )

=

0
...
...
...
...
0
− ∫
A
G(x¯NB+1,x)dx
...
− ∫
A
G(x¯NB+NW ,x)dx

Once solved, for the σ = 0 case, we are interested in Φ on the wire boundary, the values of which
are in the last NW entries in the solution vector.
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A.3. Managing sharp corners post-merge; σ =∞
The domain and boundary conditions for this problem are illustrated in Figures 6.1 and 6.2. We can
consider a greatly simplified case where the outer wire boundary (in each sector) and the return can
(again, in each sector) are resolved by 4 boundary elements each. For an array with N wires, this
would yield two square matrices H and G, both of size 8N, which look something like
1
2
3
4
5
6
7
8
9
...
4N
4N + 1
4N + 2
4N + 3
4N + 4
4N + 5
4N + 6
4N + 7
4N + 8
4N + 9
...
8N


The top half (rows 1 to 4N) use source points on the return-can boundary, the bottom half (rows
(4N + 1) to 8N) have source points on the wire boundary. Because of the symmetry of the problem,
however, we know that every fourth row in the top half will give us an identical equation – colour
coded, above – as will every fourth row in the bottom half. Because of this linear dependence, or
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redundancy, we can throw those rows away, to end up with
1
2
3
4
(previously row 4N + 1→)5
(4N + 2→)6
(4N + 3→)7
(4N + 4→)8
When we now take into account the additional Φ (or, Φn) that multiplies this matrix, we have



Φ(E1)
Φ(E2)
Φ(E3)
Φ(E4)
Φ(E1)
Φ(E2)
Φ(E3)
Φ(E4)
Φ(E1)
...
Φ(E4)
Φ(E5)
Φ(E6)
Φ(E7)
Φ(E8)
Φ(E5)
Φ(E6)
Φ(E7)
Φ(E8)
Φ(E5)
...
Φ(E8)

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In this case, we have used E1 to E4 which are the elements of the return can in one sector, and E5
to E8 which are the elements of the outer wire boundary. Again due to symmetry, we expect every
fourth entry of Φ (and Φn for that matter) to be the same. We can therefore argue that every fourth
column on the left hand side of our matrix contributes to (multiplies) the same unknown value of Φ
on the return can, and every fourth column on the right hand side contributes to the same unknown
value of Φ on the outer wire boundary – as colour coded, above. By adding the relevant columns
together, we can compress the matrix horizontally to obtain



Φ(E1)
Φ(E2)
Φ(E3)
Φ(E4)
Φ(E5)
Φ(E6)
Φ(E7)
Φ(E8)

and similarly for the G matrix. While we have now reduced the square matrices from size 8N to
size 8, and while we only need to use 8 source points (rows), we still need to integrate across all 8N
boundary elements and add the partial sums into the correct columns. For the general case of an
N wire array, with NB elements on the return can and NW on the outer wire boundary, the i− jth
element of the matrix G is given by
Gi,j =
N−1∑
k=0
∫
E(kNB+j)
(
log|x¯i − x(kNB+j)| dx(kNB+j)
)
+
N−1∑
k=0
∫
E(NNB+kNW+j)
(
log|x¯i − x(NNB+kNW+j)| dx(NNB+kNW+j)
)
and similarly for H. The above case was an illustration for ‘rotational symmetry’, but we can also
apply the same method to ‘mirror symmetry’, or a combination of the two:
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Rotational symmetry :

A B C D A B C D . . .
B
C
D
A
B
C
D
...

Mirror symmetry :

A B C D D C B A
B
C
D
D
C
B
A

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Combination :

A B C C B A A B C C B A . . .
B
C
C
B
A
A
B
C
C
B
A
...

The way in which we were previously using double the (theoretically) necessary domain in Section
3, not exploiting the additional symmetry because of potential for inaccuracy, falls under the ‘mirror
symmetry’ case. Using these methods, we can now reduce the number of calculations required. Also,
for similar reasons, all post-merge work falls under the ‘combination’ scenario. In this case, we are
able to greatly speed up calculations without sacrificing accuracy, as we are, mathematically, solving
the same equations as for the full problem, only faster.
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B. Matlab Code
Below we show an example of Matlab code that is used for simulating and storing the data from a
perfectly-conducting pre-merge z-pinch implosion.
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B MATLAB CODE
112
B MATLAB CODE
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B MATLAB CODE
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B MATLAB CODE
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B MATLAB CODE
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B MATLAB CODE
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