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情報フィルタリングを用いた大規模
情報ネットワークのリアルタイム障害積出方式
1　はじめに
近年､コンピュータネットワークの発展の大きな特徴として､ネッ
トワーク規模の増大と伝送速度の向上が挙げられる｡ネットワーク
の多様化が進んでいる現在､如何に効率良くネットワーク管理を行う
かは重要な課題である｡優れたネットワーク管理を無くしては､ネッ
トワークの健全な発展は望めない｡ネットワークの大規模化･多様
化･高速化によって､管理はより一層複雑化の様相を呈し､人手の
及ぶ領域ではなくなっている｡大規模化は管理情報の収集､解析に
膨大な時間を必要とし､高速化は僅かな情報入手の遅れからネット
ワークの状況判断に実効的に極めて大きな時間遅延をもたらし､正
しい制御を困難にする｡昨今のマルチメディア社会を支える大規模
情報ネットワークにおいては､高速リアルタイム性を有し､知的な
判断をし得るネットワーク管理システムの研究開発が重要となって
いる｡
本研究では､大規模ネットワークを効率良く管理するためのリア
ルタイムな障害検出システムを提案し構築する｡提案システムは(1)
ネットワーク上に流れる全トラヒツタに対し､サンプリング抽出を
行い統計情報を効率的に収集する｡ (2)統計情報に基づくフィルタリ
ングを行い､ネットワークの障害を効率的かつリアルタイムで検出
する特徴を有し､実時間での障害診断システムとして極めて有用な
ものである｡
2　ネットワーク障害管理の問題点と課題
現在､インターネット上で5万個以上のネットワークが相互に接
続されている｡ネットワーク管理にとって最も重要課題は利用者に
常に円滑な通信環境を提供することになる｡そのため､ネットワー
ク上で起きているトラブルをリアルタイムに検出し対策を素早くと
る必要がある｡しかし､これまでのネットワーク管理は､故障パケッ
ト数の計測のみであり､個々の障害の把握は不可能であった｡これ
は､これまでのシステムはすべての通過パケットを計算機に取り込
み､解析する方式を採用しているため､最新鋭のパケット収集装置
を使用しても大量の取りこぼしが発生すること､および､ワークス
テーションのパケット処理能力に限界があることによる｡一例であ
るが､我々はこれまで30個以上のネットワークが相互に乗り入れて
いる地域ネットワークTOPIC (Tohoku open lnternet Community)
を対象として､観測実験を行ってきている｡ TOPICのようなバック
ボーンネットワークでは15億個/日以上のパケットが通過し､その種
類(プロトコル)も多岐に渡っている｡これらのトラヒツクからネッ
トワーク管理に必要な情報を取り出してリアルタイムで解析する個
とは容易ではなかった｡
本研究において､我々はノードの障害や断線などによるネットワー
クの到達不能を知らせるICMP(Intemet Control Message Protocol)
パケット(通称エラーパケット)に注目した｡ ICMPパケットはネッ
トワークの障害を検出する最重要な情報源であり､それをリアルタ
イムで解析できれば､故障の箇所や状況が瞬時に分かり､迂回路の
決定や回復といった応急措置が短時間で行える｡しかし､ ICMPパ
ケットの発生頻度は60万個/日であり､如何にこれを15億個の中か
らリアルタイム性を保持して忠実に抽出できるかが課題である｡
上で述べた課題を解決すべく､本研究では､サンプリングと情報
フィルタリングを特色とする管理システムの構築と検証を行う｡以
下にその成果を述べる｡
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3　本研究の成果
当初の研究計画･方法に従って､平成9年度および平成10年度の
研究によって以下の研究成果が得られた｡
3.1　大規模ネットワークにおける管理情報収集システ
ムの構築
ワークステーションを用いて､ネットワーク上で管理情報の収集
システムを構築し､これにより様々な種類のトラヒックに村する基
本データ収集システムを確立した｡収集作業は実際に東北大学の学
内ネットワーク､そして障害の影響が大きく管理が困難な大規模ネッ
トワークである東北地区のバックボーンネットワークTOPIC上で
行った｡
さらに､収集された情報に対する効率的なフィルタリング手法の
開発及び検証を行った｡具体的に､ネットワーク上で観測される様々
な障害とそれに対するトラヒックの振る舞いに対して､収集された
管理情報が障害に対してどのような指標を与えるかを検討し､各管
理情報に対する分析手法を確立した｡また､規模の異なるネットワー
クでのトラヒック特性の違いについて検討を加え､サンプリングの
間隔や対象について､フィルタリングおよび障害検出を行うための
パラメータを明らかにした｡
3.2　リアルタイム性を有する障害検出アルゴリズムの
提案と評価
管理情報収集システムによって集められた情報に対し､リアルタ
イム性を有する障害検出アルゴリズムを提案した｡本アルゴリズム
では､サンプリングによって得られるパケットを解析し､過去の履
歴から､長時間にわたり発生している故障とそうでない故障を区別
し､前者の場合について､解析システムのフィルタにその障害原因
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情報を記録し､管理情報へ取り込まないようにした｡さらに､シミュ
レーションにより､トータルトラヒックの量､エラーパケットの量､
パケット収集装置の能力を含む計算機の処理能力の3者の関係を明
らかにした｡
続いて､提案アルゴリズムを大規模コンピュータネットワークにお
いて､ RMON (Remote MONitoring)エージェントとワークステー
ションを用いて実装を行った｡言語として､ PerlとC言語を用い
た｡実装を行った後､運用ネットワークに接続し､検証実験を行っ
た｡具体的には14,000台以上のネットワーク機器が接続されている
東北大学の学内ネットワークと､トラヒックが集中する東北地域ネッ
トワークのバックボーンネットワークであるTOPICの両方で実験
を行い､本システムの性能評価を行った｡評価の際にパケットの流
量と種類を変化させ､開発した方式のフィルタリング特性およびリ
アルタイム性に対する定量的な評価を行った｡その結果､リアルタ
イムで障害を検出できるシステムとして従来のシステムより2倍以
上の能力を有することが判明した｡
4　あわりに
大規模情報ネットワークにおいては､大量の情報が瞬時に通過す
るため､リアルタイムでの障害検出システムの構築が困難であった｡
本研究では､障害を効率的に検出するフィルタリング方式を提案し､
障害を瞬時に切り分ける技術を確立した｡捷案手法をローカルエリ
アネットワークおよび､大規模ネットワークにおいて有効性を確認
した｡提案方式はネットワーク管理の標準プロトコルを用いており､
実装が容易であるため､利用価値が極めて高いものになると考えら
れる｡よって､本研究の目的は達成できたと言える｡
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