On massively parallel row-action algorithms for some nonlinear transportation problems  by Zenios, Stavros A. & Censorl, Yair
CONFERENCE REPORT 267 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
H. C. Reddy, P. K. Rajan, and M. N. S. Swamy, A simple sufficient criterion for 
the stability of multidimensional filters, Proc. IEEE 70:301-303 (1982). 
P. Agathoklis and M. Mansour, Sufficient conditions for instability of two and 
higher dimensional discrete systems, 1EEE Trans. Circuits and Systems CAS- 
29:486-488 (1982). 
K. P. Dabke, A simple criterion for stability of linear discrete systems, Internat. I. 
Control 37:657-659 (1983). 
D. Hertz and E. Zeheb, Sufficient conditions for instability of multidimensional 
discrete systems, Proc. ZEEE 72:1092-1093 (1984). 
D. Hertz and E. Zeheb, Stability invariance of discrete and continuous multidi- 
mensional systems under some variable transformations, IEEE Trans. Acoust. 
Speech Signal Process. ASSP-33:1540-1545 (1985). 
N. K. Bose and E. Zeheb, Kharitonov’s theorem and stability test of multidimen- 
sional digital filters, IEE Proc. 133(G):187-190 (1986). 
D. Hertz and E. Zeheb, On the stability and instability of n-dimensional discrete 
systems (n > l), IEEE Trans. Automat. Control AC-31:872-874 (1986). 
N. K. Bose, E. I. Jury, and E. Zeheb, On robust Hurwitz and Schur polynomials, 
ZEEE Trans. Automat. Control 33:1166-1168 (1988). 
A. L. Cauchy, Exercises de mathematique, in Oeuores (2), Vol. 9, 1829. 
F. G. Boese and W. J. Luther, A note on a classical bound for the moduli of all 
zeros of a polynomial, IEEE Trans. Automat. Control 34:998-1001 (1989). 
A. Joyal, G. Labelle, and Q. I. Rahman, On the location of zeros of polynomials, 
Canad. Math. Bull. 10:53-63 (1967). 
B. Datt and N. K. Govil, On the location of the zeros of a polynomial, J. Approx. 
Theory 24:78-82 (1978). 
E. I. Jury, Stability of multidimensional scalar and matrix polynomials, Proc. IEEE 
66:1018-1047 (1978). 
19 E. Zeheb, IEEE Trans. Circuits and Systems CAS-38. 
On Massively Parallel Row-Action Algorithms 
for Some Nonlinear Transportation Problems 
by STAVROS A. ZENIOS2’ and YAIR CENSORLz3 
1. Introduction 
We consider nonlinear optimization problems with transportation constraints. Such 
problems appear in several areas of applications, mainly in logistics and transportation 
planning. Most common instances of matrix balancing problems are also formulated 
” Department of Decision Sciences, The Wharton School, University of Pennsylvania, 
Philadelphia, PA 19104. 
23 Department of Mathematics and Computer Science, University of Haifa, Haifa 31999, 
Israel. 
268 A. BERMAN, M. GOLDBERG, AND D. HERSHKOWITZ 
over transportation constraints. A significant body of literature exists on the solution of 
linear transportation problems that dates back to Kantorovich [7]. For an early account 
see Ford and Fulkerson [6]. For recent work see Miller, Pekney, and Thompson [8], 
where a parallel implementation of the transportation simplex algorithm is also devel- 
oped. A review of models and algorithms is given in [5]. The development of nonlinear 
programming algorithms for the same class of problems is a more recent activity. 
This synopsis briefly reports on our work in [ll], where we develop specialized 
algorithms for problems with transportation constraints when the objective function is 
the sum either of entropy terms of the form x [ln( x/a) - l] or of quadratic terms of the 
form ~wr’ + cr. These problems appear as subproblems in the context of the proximal 
minimization algorithm with D-functions of [4], for which a synopsis is also included in 
this issue. Both functions belong to the family of Bregman’s functions [l], as character- 
ized by Censor and Lent [2]. It is thus possible to develop row-action-type algorithms 
for those special objective functions, and for linear equality, inequality, or interval 
constraints. 
In the complete paper we develop specializations of the row-action algorithms from 
[2] for the structure of the transportation constraints. For generalized transportation 
problems with quadratic objective functions, or pure network problems, very simple 
formulas are obtained for the iterative step of the algorithm. In the case of generalized 
networks with entropy objective function the iterative step of the algorithm would 
require solution of a nonlinear equation. Even in this case, however, closed-form 
formulas can be obtained for an approximate solution to this equation that guarantees 
asymptotic convergence of the algorithm. For this we draw on results from [3]. The 
algorithms are well suited for parallel computing, especially on massively parallel 
systems. This characteristic is indeed our motivation for designing these algorithms in 
the first place, and implementations are developed on a Connection Machine CM-2 
with up to 32 K (1 K = 1024) processing elements, using simple modifications of the 
data structures from [IO]. 
The test problems solved are, to our knowledge, the largest reported in the 
literature, and solution times do not exceed a few seconds of computer time. As 
the results of the full paper show, the algorithms on the Connection Machine also 
outperform by a large margin other algorithms for the same problems on more 
“conventional” parallel or serial computers. 
2. Problem Formulation 
Let (m) denote the set {1,2,3,. . . , m}. Denote by !X2” the m-dimensional 
Euclidean space, and by ( . , . ) the Euclidean inner product. A transportation graph is 
defined as the triplet Y= (V,, V,, b), where V, = (mo), Vo = (mn), and 8~ {(i,j)li 
E V,, je Vo}. Vo and Vn are the sets of origin and destination nodes, of cardinality mo 
and mn respectively. G is the set of n directed arcs (i, j), with origin node i and 
destination node j, which belong to the graph; n < momn. It is not assumed that the 
graph is dense, i.e., (i, j) may not be in d for some values of i E V,, and j E V,. 
Some additional notation is needed to define the nonlinear transportation problems. 
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x = ( rij) E 8 “, (i, j) E 6, be the vector of flows, 
u = (uij) E%~, (i, j) E B, the vector of upper bounds on the flows, 
s = (Si)ES?mm,,, i E V,, the vector of supplies, 
d = (dj)E%rnD, j E V,, the vector of demands, 
*o= (*F)E!Xmo, i E V,, the vector of dual prices for origin nodes, 
*n = (?r,D) E SrnD, j E Vo, the vector of dual prices for destination nodes, 
r = (rij) E S2”, (i, j) E B, the vector of dual prices for the bound constraints, 
Si+= {jE V,l(i, j) E 6}, the set of destination nodes which have arcs with origin node 
i, and 
8,: = {i E V,l(i, j) E b}, the set of origin nodes which have arcs with destination 
node j. 
With this notation we define the entropy optimization transportation problem as 
follows: 
Minimize 
subject to 
I 
C xij = si VieVO, 
9: 
(1) 
(2) 
ig_ Xij = dj V_i E VD7 (3) 
I 
06 xij Q uij V(i, j) E 8. (4) 
Here In is the natural logarithm and {aij} are given positive real numbers. The 
following standing assumptions are made: 
ASSUMPTION 1. The constraint sets (2)-(4) are feasible. The Gale-Hoffman circu- 
lation conditions on the problem data b, s, d, and u that guarantee feasibility of the 
constraint set are given in [6, Chapter 111. 
ASSUMPTION 2. S,?+ Q vi E V,, and 6,: # Q Vj E Vo. This ensures the absence 
of nodes that are disconnected from the network. If such nodes were present, the 
problem could be partitioned into its disconnected components and each solved 
separately. 
ASSUMPTION 3. si > 0 vi E V, and dj > 0 Vj E Vo. If these conditions are violated 
for some index i or j, then all the flows on arcs incident to the offending node can be 
set to zero and the relevant constraint removed from the problem. 
3. The Row-Action Entropy Optimization Algorithm 
The algorithm for the entropy optimization problem is summarized here. It is 
possible to extend this algorithm to solve generalized networks (i.e., networks with 
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gains on the arcs). Similar algorithms can be developed for quadratic optimization 
transportation problems. All the algorithms are developed in 1111. We use the notation 
F,q = exp trio vi E V,, FjD = exp r,o ~j E V,,, and Fij = exp rij V(i, j) E I, to avoid the 
need for exponentiation in the calculations. A denotes a relaxation parameter. To 
guarantee asymptotic convergence of the algorithm it must be restricted to the iterval 
e < X < 1, for some arbitrarily chosen real c > 0. 
ALGORITHM (Entropy optimization for transportation problems). 
Step 0 [Initialization]. Set k + 0 and get x” > 0, (?rO)o > 0, (5FD)o 2 0, and 7” > 0 
such that 
(5) 
Step 1 [Iterative step over constraint set (2)]. P’ k ic a relaxation parameter h, and for 
i = 1,2,3,. . . m. calculate 
($o)‘.+ = (ir_o)p 
P: (8) 
Step 2 [Iterative step over constraint set (3)]. Pick a relaxation parameter h, and for 
j = 1,2,3,. , nD calculate 
3k = (9) 
x,;. +- X;jojk, i E 6,: , (‘O) 
p)k+’ _ (;iJ”)” 
.I Ojk (11) 
Step 3 [Iterative step over constraint set (4)]. P ic k a relaxation parameter h, and for all 
(i, j) E I calculate 
, (12) 
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(13) 
(14) 
Step 4. Replace k + k + 1 and return to step 1. 
Note that iTo and FD are irrelevant for the equality-constrained problem and 
therefore need not be iterated upon. In the case where the starting point is taken as 
rt = aij, uij = 00 ~(i, j) E 8, and the price updating steps are ignored, the algorithm 
coincides with the RAS algorithm for matrix balancing problems; see, e.g., [9]. 
Note that the constraints rij > 0 in (4) are automatically enforced due to the multipli- 
cative nature of the iterative steps (7) and (lo), the positive initialization of x, and 
Assumption 3. 
4. Concluding Remarks 
We implemented the algorithm on a Connection Machine CM-2 in C/Paris under 
release B5.1, microcode 5110, using single-precision arithmetic (i.e., 23 digits in the 
mantissa). The program was compiled with the optimization flag -0, and object code 
was optimized for the CM-2 (-cm2 option of the compiler). All experiments were 
carried out on the CM-2 at the North-East Parallel Architectures Center (NPAC) at 
Syracuse University, Syracuse, N.Y. The particular configuration has 32-K PEs, and 
each PE has 8 Kbytes of local memory. The front end is a VAX 8700 running Unix 
BSD4.2. A summary of the results is given in Table 1. All times are in seconds, 
TABLE 1 
SOLUTION OF ENTROPY OPTIMIZATION TEST PROBLEMS 
USING A DENSE c/h-is IMPLEMENTATION ON A 32 K CM-2 
Time (set) 
Problem 
Size: No. of 
nodes/arcs iterations 
Est. CM on 64 K 
CM Total CM-2 
ENTl 1000/5016 15 0.09 0.10 0.05 
ENTP 1500/7355 15 0.29 0.30 0.15 
ENT3 2000/9965 20 0.39 0.39 0.19 
ENT4 2500/12318 20 2.00 2.00 0.75 
ENT5 1000/9950 10 0.06 0.07 0.03 
ENT6 1500/14453 10 0.20 0.20 0.10 
ENT7 2000/19600 10 0.20 0.20 0.10 
ENT8 2500124239 10 1.00 1.00 0.38 
ENT9 2000/39064 10 0.21 0.22 0.11 
ENTlO 2000/97752 5 0.11 0.13 0.06 
ENTl 1 2000/360219 5 0.10 0.11 0.05 
ENTlP 2000/601131 5 0.11 0.11 0.06 
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exclusive of input and output, and were obtained using the Paris instructions CM - 
start - timer and CM - stop - timer. The relaxation parameter is set equal to h = 1. 
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