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Abstract
In this paper we examine how Lagrangian techniques can be used to compute underapproximations
and overapproximation of the finite-time horizon, stochastic reach-avoid level sets for discrete-time,
nonlinear systems. This approach is applicable for a generic nonlinear system without any convexity
assumptions on the safe and target sets. We examine and apply our methods on the reachability
of a target tube problem, a more generalized version of the finite-time horizon reach-avoid problem.
Because these methods utilize a Lagrangian (set theoretic) approach, we eliminate the necessity to
grid the state, input, and disturbance spaces allowing for increased scalability and faster computation.
The methods scalability are currently limited by the computational requirements for performing the
necessary set operations by current computational geometry tools. The primary trade-off for this
improved extensibility is conservative approximations of actual stochastic reach set. We demonstrate
these methods on several examples including the standard double-integrator, a chain of integrators,
and a 4-dimensional space vehicle rendezvous docking problem.
1 Introduction
Reach-avoid analysis is an established verification tool that provides formal guarantees of both safety
(by avoiding unsafe regions) and performance (by reaching a target set). Because of these guarantees, it
is often used in systems that are safety-critical or expensive, such as space systems [1], avionics [2, 3],
biomedical systems [4], and other applications [5, 6, 7]. The reach-avoid set is the set of states for which
there exists a control that enables the state trajectory to reach a target at some finite time horizon,
N , while remaining within a safe set (avoiding an unsafe set) for all instants in the time horizon. In a
probabilistic system, satisfaction of the reach-avoid objective is accomplished stochastically. A dynamic
programming-based solution characterizes the optimal value function, a function that assigns to each
initial state the optimal probability of achieving the reach-avoid objective [8]. An appropriate level set of
this value function provides the stochastic reach-avoid level set, the set of states for which probabilistic
success of the reach-avoid objective is assured with at least the desired likelihood.
The theoretical framework for the probabilistic reach-avoid calculation uses dynamic programming
[7, 8], and, hence, is computationally infeasible for even moderate-sized systems due to the gridding
of not only the state-space, but also of the input and disturbance spaces [9]. Alternatives to dynamic
programming include approximate dynamic programming [6, 10, 11], Gaussian mixtures [11], particle
filters [1, 6], and convex chance-constrained optimization [1, 5]. These methods have been applied to
systems that are at most 10-dimensional, at high memory and computational costs [6]. Further, since
an analytical expression of the value function is not accessible, stochastic reach-avoid level sets can be
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computed only up to the accuracy of the gridding. Recently, a Fourier transform-based approach has
provided greater scalability verifying LTI systems of dimension up to 40 [12, 13]. In [13] the researchers
established a set of sufficient conditions in which the stochastic reach-avoid set is convex and compact,
enabling scalable polytopic underapproximation. However, this approach relies on numerical quadrature
and is restricted to verifying the existence of open-loop controllers.
For deterministic systems (that is, systems without a disturbance input but with a control input) or
systems with disturbances that come from a bounded set, Lagrangian methods for computing reachable
sets are popular because they do not rely on a grid and can be computed efficiently for high-dimensional
systems [4, 14, 15]. Rather than gridding the system, Lagrangian methods compute reachable sets through
operations on sets, e.g. intersections, Minkowski summation, unions, etc. Thus, Lagrangian methods rely
on computational geometry, whose scalability depends on the set representation and the computational
difficulty of the operations used [14]. For example, sets that are represented as either vertex or facet
polyhedra typically are limited by the need to solve the vertex-facet enumeration problem. Common set
representations and relevant toolboxes for their implementation are: polyhedrons (MPT [16]), ellipsoids
(ET [17]), zonotopes [18] (CORA [19]), star representation (HyLAA [20]), and support functions [21].
In this paper, we describe recursive techniques to obtain an under and an overapproximation of the
probabilistic reach-avoid level set using Lagrangian methods. The underapproximation can be theoreti-
cally posed as the solution to the reachability of a target tube problem [22, 23, 24], originally framed to
compute reachable sets of discrete-time controlled systems with bounded disturbance sets. Motivated by
the scalability of the Lagrangian method proposed in [4, 25] for viability analysis in deterministic systems
(that is, systems without a disturbance input but with a control input), we seek a similar approach to
compute the underapproximation via tractable set theoretic operations. We originally demonstrated these
methods in [26] unifying these approaches for the terminal-time reach-avoid problem. The reachability
of a target tube problem is, however, a more generalized framework than the terminal-time reach-avoid
problem. Hence, we extend [26] to the reachability of a target tube problem and additionally describe a
recursive method for computing an overapproximation to the stochastic reach-avoid level set. Borrowing
notation and terminology from [27] we call these under and overapproximations disturbance minimal and
disturbance maximal reach sets, respectively.
The disturbance minimal reach set (underapproximation) is the set of initial states of the system for
which there exists a disturbance that will remain in the target tube despite the worst case choice of a
disturbance drawn from a bounded set E , i.e. for all disturbances in E . The disturbance maximal reach
set (overapproximation) is the set of states for which there exists and input that will remain in the target
tube given the best choice of a disturbance in a bounded set O, i.e. exists a disturbance in O. The original
formulation [26] described the underapproximation for a single bounded disturbance set E . Here we will
also demonstrate that we can use many different bounded disturbance sets E i, Oi, i ∈ {1, . . . ,M}, to help
reduce the conservativeness of the approximations. Using multiple bounded disturbance sets requires
repeated computations of the disturbance minimal and maximal reach sets. However, because of the
reduced computational time from using Lagrangian methods we can use multiple disturbance sets and
still provide substantially faster computation.
The remainder of the paper is as follows: Section 2 provides the necessary preliminaries and describes
the problem formulation. In Section 3, we establish sufficient conditions for the bounded disturbance sets
such that the disturbance minimal and maximal reach sets are a subset and superset of the stochastic reach
set, respectively. Section 4 details the recursions for computing the disturbance minimal and disturbance
maximal reach sets, given a single sufficient bounded disturbance set. Section 5 describes how these
approximations can be improved by using multiple bounded disturbance sets. We examine numerical
methods to obtain these sufficient bounded disturbance sets in Section 6 and examine the numerical
implementation challenges for computing the disturbance minimal and maximal reach sets in Section 7.
Finally, we demonstrate our algorithm on selected examples in Section 8 and provide conclusions and
directions of future work in Section 9.
2
2 Preliminaries
The following notation will be used throughout the paper. We denote the set of natural numbers, including
zero, as N, and discrete-time intervals with N[a,b] = N∩{a, a+ 1, . . . , b− 1, b}, for a, b ∈ N, a ≤ b. We will
primarily use k ∈ N as our discrete-time index but will also use t ∈ N as necessary to provide clarity. The
transposition of a vector is x>, and the concatenation of a discrete-time series of vectors is noted with
a bar above the variable and a subscript with the indices, i.e. x¯[k,N ] = [x
>
k , x
>
k+1, . . . , x
>
N ]
>, xt ∈ Rn for
t ∈ N[k,N ]. The n-dimensional identity matrix is noted as In.
The Minkowski summation of two sets S1,S2 ⊆ Rn is S1 ⊕ S2 = {s1 + s2 : s1 ∈ S1, s2 ∈ S2}; the
Minkowski difference (or Pontryagin difference) of two sets S1,S2 is S2	S1 = {s : s+ s1 ∈ S2 ∀s1 ∈ S1}.
For X ⊆ Rn, n ∈ N, n > 0, the indicator function corresponding to a set S is 1S : X → {0, 1} where
1S(x) = 1 if x ∈ S and is zero otherwise; the Cartesian product of the set S with itself k ∈ N times is Sk.
2.1 Lower semi-continuity
Lower semi-continuous (l.s.c.) functions are functions whose sub-level sets are closed [28, Definition 7.13].
Lower semi-continuous functions have very useful properties with respect to optimization.
(P1) Indicator function of a closed set is l.s.c.: Given a closed set S ⊆ X , the function −1S(x) is l.s.c.1.
(P2) Addition and l.s.c.: Given two l.s.c. functions l1(x), l2(x) : X → R such that ∀x ∈ X , |l1(x)| 6= ∞
and |l2(x)| 6=∞, the function l1(x) + l2(x) is l.s.c. over X [29, Ex. 1.39].
(P3) Semicontinuity under composition: Given a l.s.c. functions l(x) : X → R and a continuous function
C(x) : Y → X , the function l ◦ C = l(C(·)) : Y → R is l.s.c. over Y ⊆ Rm, m ∈ N, m > 0 [29, Ex.
1.40].
(P4) Supremum of a l.s.c. function: Given l : X × Y → R∪{−∞,∞} such that l is l.s.c., then l∗(x) =
supy∈Y l(x, y) = − infy∈Y(−l(x, y)) is l.s.c. [28, Prop. 7.32(b)].
(P5) Infimum of a l.s.c. function: Given l : X × Y → R∪{−∞,∞} such that l is l.s.c. and Z ⊆ Y is
compact, then l∗(x) = infy∈Z l(x, y) is l.s.c.. Additionally, there exists a Borel-measurable φ : X →
Z such that l∗(x) = l(x, φ(x)), ∀x ∈ X [28, Prop. 7.33].
2.2 System description
Consider a discrete-time, nonlinear, time-varying dynamical system with an affine disturbance,
xk+1 = fk(xk, uk) + wk (1)
with state xk ∈ X ⊆ Rn, input uk ∈ U ⊆ Rm, disturbance wk ∈ W ⊆ Rn, and a function f : X ×U → X .
We denote the origin of Rn as 0n and assume 0n ∈ W without loss of generality due to the affine nature
of the disturbance. We also consider the discrete-time LTV system
xk+1 = Akxk +Bkuk + wk (2)
with Ak ∈ Rn×n and Bk ∈ Rn×m. We assume Ak is non-singular, which holds true especially for discrete-
time systems that arise from sampling continuous-time systems. We will consider the cases where wk is
uncertain (non-stochastic disturbance drawn from a bounded set) and stochastic (random vector drawn
from a known probability density function). The discrete horizon length for the reachability of a target
tube problem is marked as N ∈ N, N > 0.
1We know that 1S(x) is upper semi-continuous [28, Definition 7.13], and the negation of an upper semi-continuous function
yields a l.s.c. function.
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2.3 Reachability of a target tube
As in [22, 30], we define a target tube TN = [T 0, T 1, . . . , T N ], as an indexed collection of subsets of the
state space, T k ⊆ X , for all k ∈ N[0,N ]. We assign attributes of the tube that are typically given to sets,
e.g. closed, bounded, compact, convex, etc., if and only if every set in the target tube has those properties.
For example, we say that the target tube T N is closed if and only if T k is closed for all k ∈ N[0,N ].
We will denote an admissible state-feedback law using ν : X → U , the set of admissible state-feedback
laws with F , and the set of admissible control policies ρ = [ν0(·), ν1(·), . . . , νN−1(·)] using P = FN .
The reachability of a target tube problem is concerned with determining the set of states at time
k ∈ N for which there exists a control policy, ρ, such that, for the system (1) with no disturbance, i.e.
W = {0n}, the trajectory [xk, . . . , xN ] will remain in the target tube. Formally,
Reachk(T N ) =
{
xk ∈ T k : ∀t ∈ N[k,N−1],∃νt ∈ F ,
xt+1 ∈ T t+1
}
(3)
This set can be seen graphically in Figure 1(b).
The motivation for using target tubes is to allow for more versatility in the problem definition. We
can unite the standard terminal-time reach-avoid problem—in which we desire to reach a target, T ,
at time N while remaining in a safe set, K, for k < N—and the reachability of target tubes with
T RAN = [K,K, . . . ,K, T ]. The viability problem can equivalently be subsumed with T VN = [K,K, . . . ,K].
However many interesting problems fit outside of the standard terminal-time reach-avoid or viability
problems.
2.4 Stochastic reachability of a target tube
The basic reachability of a target tube problem (3) is described with no disturbance. Here we consider
(1), with a stochastic disturbance wk. We assume wk is an n-dimensional random vector defined in the
probability space (W, σ(W),Pw); σ(W) denotes the minimal σ-algebra associated with the random vector
wk. We assume the disturbance wk is absolutely continuous with a probability density function ψw and
the disturbance process {wk}N−1k=0 is an independent and identically distributed (i.i.d.) random process.
We will denote an admissible universally-measurable state-feedback law as µ : X → U and the set
of Markov control policies pi = [µ0(·), µ1(·), . . . , µN−1(·)] as M. Since no measurability restrictions were
imposed on the admissible feedback laws in Section 2.3, M ⊂ P. Given a Markov policy pi and initial
state x0 ∈ X , the concatenated state vector x¯[1,N ] = [x>1 , . . . , x>N ]> for the system (1) is a random vector
defined in the probability space (XN , σ(XN ),Px0,pix¯[1,N ]). The probability measure P
x0,pi
x¯[1,N ]
is induced from
the sequence of random variables w¯[0,N−1] defined on the probability space (WN , σ(WN ),Pw¯[0,N−1]), as
seen in [7, Sec. 2]. For k ∈ N[0,N−1], we denote the probability space associated with the random vector
x¯[k+1,N ] as (XN−k, σ(XN−k),Pxk,pix¯[k+1,N ]).
For stochastic reachability analysis, we are interested in the maximum likelihood that the system (1)
starting at an initial state x0 ∈ X will stay within the target tube using a Markov policy. The maximum
likelihood and the optimal Markov policy can be determined as the solution to the optimization problem,
[7, Sec. 4]
sup
pi∈M
EN,pix¯
[
N∏
i=0
1T i(xi)
]
. (4)
Let the optimal solution to problem (4) be pi∗ = [µ∗0(·) . . . µ∗N−1(·)], the maximal Markov policy in the
terminal sense [7, Def. 10]. A dynamic programming approach was presented in [7] to solve problem (4),
along with sufficient conditions for the existence of a maximal Markov policy. This approach computes
4
Figure 1: Graphical representation of (a) the stochastic α-level reach set, Lk(T N , α) and (b) of the
reachability of the target tube—Reachk(T N ), (3), the disturbance minimal reach set—Reach
[
k(T N , E),
(7), and the disturbance maximal reach set—Reach]k(T N ,O), (8). The trajectories with circle markings
(•) remain in the target tube while trajectories with an ex (x) fail to remain in the tube. For the stochastic
reach set starting from the same initial condition, some trajectories will not remain in the target tube
due to the random nature of the disturbance. For the disturbance minimal and maximal reach reach set
the trajectories need to remain in the target set for all disturbances in E , and some disturbance in O,
respectively. The reachability of a target tube set, Reachk(T N ), does not consider a disturbance and,
hence, has a deterministic trajectory.
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V ∗k (x) = P
xk,pi
∗
x¯[k+1,N ]
(
N⋂
t=k+1
{xt ∈ T t}
∣∣∣x)1T k(x)
= Pxk,pi
∗
x¯[k+1,N ]
(
N⋂
t=k+1
{xt ∈ T t}
∣∣∣x, w¯[k,N−1] ∈ EN−k
)
Pw¯[k,N−1](w¯[k,N−1] ∈ EN−k)
+ Pxk,pi
∗
x¯[k+1,N ]
(
N⋂
t=k+1
{xt ∈ T t}
∣∣∣x, w¯[k,N−1] ∈ (WN−k \ EN−k)
)
Pw¯[k,N−1](w¯[k,N−1] ∈ (WN−k \ EN−k))
(10)
≥ Pxk,pi∗x¯[k+1,N ]
(
N⋂
t=k+1
{xt ∈ T t}
∣∣∣x, w¯[k,N−1] ∈ EN−k
)
Pw¯[k,N−1](w¯[k,N−1] ∈ EN−k). (11)
value functions V ∗k : X → [0, 1] for k ∈ [0, N ],
V ∗N (x) = 1TN (x) (5a)
V ∗k (x) = 1T k(x)
∫
X
V ∗k+1(y)Q(dy|x, u)
= 1T k(x)P
xk,pi
∗
x¯[k+1,N ]
(
N⋂
t=k+1
{xt ∈ T t}
∣∣∣xk = x
)
(5b)
where Q(·|x, u) is the one-step transition kernel [7]. For notational convenience we will often simplify the
xk = x condition in probability statements and simply write Pxk,pi
∗
x¯[k+1,N ]
(·|xk = x) as Pxk,pi
∗
x¯[k+1,N ]
(·|x).
By definition, the optimal value function V ∗0 (x0) provides the maximum likelihood of ensuring that
the system (1) stays within the target tube T N when initialized to the initial state x0 ∈ X . Note that
the problem discussed in [7] was specifically a reach-avoid problem, but it may be easily extended to the
more general case discussed here yielding the recursion (5).
For α ∈ [0, 1] and k ∈ N[0,N ], the stochastic α-level reach set,
Lk(T N , α) =
{
y ∈ T k :
sup
pi∈M
Pxk,pix¯[k+1,N ]
(
N⋂
t=k+1
{x¯t ∈ T t}
∣∣∣ y) ≥ α},
= {y ∈ T k : V ∗k (x) ≥ α} (6)
is the set of states x that achieve the reachability of a target tube objective with a minimum probability
α. This set is shown graphically in Figure 1(a). For brevity we will often refer to the stochastic α-level
reach set simply as the stochastic reach set.
2.5 Disturbance minimal and maximal reachability of a target tube
Now, consider the nonlinear system, (1), with an uncertain disturbance wk drawn from a bounded distur-
bance set. Two types of phenomena are of interest: the disturbance minimal reachability of a target tube
and the disturbance maximal reachability of a target tube. In this subsection, we will treat the disturbance
as a non-stochastic uncertainty. For these problems we also consider admissible state-feedback policies,
ρ ∈ P.
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For the disturbance minimal reachability problem, we are interested in the existence of a feedback
controller ρ ∈ P for which the system (1) will remain in a target tube, T N , despite the worst possible
choice of the disturbance wk ∈ E . The set of states xk for k ∈ N[0,N−1] which may be driven by such a
control policy is the k-time disturbance minimal reach set
Reach[k(T N , E) =
{
xk ∈ T k : ∀t ∈ N[k,N−1],∃νt ∈ F ,
∀wt ∈ E , xt+1 ∈ T t+1
}
(7)
The problem of disturbance maximal reachability of the target tube concerns the system (1) with
wk ∈ O ⊆ W. Here, we seek a feedback controller ρ ∈ P ensures that the system stays within the target
tube, under the best possible choice for the disturbance wk ∈ O. The set of states xk for k ∈ N[0,N−1]
which may be driven by such a control policy is the k-time disturbance maximal reach set,
Reach]k(T N ,O) =
{
xk ∈ T k : ∀t ∈ N[k,N−1],∃νt ∈ F ,
∃wt ∈ O, xt+1 ∈ T t+1
}
. (8)
The disturbance minimal and maximal reach sets, (7) and (8), can be seen graphically in Figure 1(b).
For brevity, when the discrete-time index k is apparent, we will refer to the k-time disturbance minimal
and maximal reach sets more succinctly as the disturbance minimal and disturbance maximal reach sets.
Note that the disturbance minimal reach set is equivalent to the well studied in reachability of target tube
problem [22, 30], and is also known as the robust controllable set in model predictive control community
[15].
2.6 Problem statements
This paper utilizes disturbance minimal and maximal reach sets to efficiently and scalably approximate
the stochastic α-level reach set. We achieve this by addressing the following problems:
Problem 1. Given a value α ∈ [0, 1], characterize E ,O ⊆ W whose corresponding disturbance minimal
and maximal reach sets respectively under and overapproximate the stochastic effective α-level set (6),
i.e., find E ,O ⊆ W such that Reach[0(T N , E) ⊆ L0(T N , α) ⊆ Reach]0(T N ,O).
Problem 1.a. Characterize the sufficient conditions for which the optimal control policy corresponding
to the disturbance minimal and maximal reach sets is a Markov control policy for the system (1).
Next, we discuss convex optimization-based techniques to construct E and O.
Problem 2. Propose computationally efficient methods to compute E ,O ⊆ W that satisfy Problem 1.
We will also discuss the min-max and min-min problems that may be used to obtain these sets [30,
Sec. 4.6.2].
Problem 3. Construct Lagrangian-based recursions for the exact computation of the k-time disturbance
minimal and disturbance maximal reach sets for the system (1).
Problem 4. Improve the approximations obtained via Problem 1 by using multiple disturbance subsets.
3 Lagrangian approximations for the stochastic effective level sets
In this section we will details how disturbance minimal and maximal reach sets are used to approximate
stochastic reach sets. We will first detail the conditions upon E which allow for the disturbance minimal
reach set to be a conservative underapproximation, and then will detail the conditions for O that ensures
that the disturbance maximal reach set will provide an overapproximation. The theory in this section
will require the conditions stated in the following assumption.
Assumption 1. The target tube T N is closed, the input space U is compact, and f is continuous in
X ×U .
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3.1 Underapproximation of the stochastic α-level reach set
We will first address Problem 1.a via Theorem 1.
Theorem 1. Under Assumption 1, there exists an optimal Markov policy pi∗ ∈ M ⊂ P associated with
the set Reach[0(T N , E).
The proof for Theorem 1 is deferred to Section 4.4. The guarantee of the existence of an optimal
Markov policy for the robust effective target set allows for the definition of the probability measure
Pxk,pix¯[k+1,N ](·|y), which is essential for demonstrating the conditions upon E that will make the disturbance
minimal reach set a conservative approximation of the stochastic reach set, as will be shown in the
following Proposition and Theorem.
Proposition 1. Under Assumption 1, for every k ∈ N[0,N−1], if y ∈ Reach[k(T N , E), then
Pxk,pi
∗
x¯[k+1,N ]
(
N⋂
t=k+1
{xt ∈ T t}
∣∣∣ y, w¯[k,N−1] ∈ EN−k
)
= 1. (9)
Proof: Theorem 1 ensures that the probability measure on the left-hand side of (9) exists. The
equality is thus ensured by the definition of the disturbance minimal reach set, (7).
Theorem 2. Under Assumption 1, for some α ∈ [0, 1], k ∈ N[0,N−1], and E ⊆ W such that for all
t ∈ N[k,N−1], Pw(wt ∈ E) = α
1
N−k , then Reach[k(T N , E) ⊆ Lk(α).
Proof: We are interested in underapproximating Lk(T N , α) as defined in (6). If x ∈ Reach[k(T N , E),
then Equation 10 follows from (5b) by Theorem 1, the law of total probability, and the definition of the
robust effective target set (7)—which implies that 1T k(x) = 1. Equation (11) follows from (10) after
ignoring the second term (which is non-negative). Simplifying (11) using Proposition 1 and the i.i.d.
assumption of the disturbance process, we obtain
V ∗k (x) ≥ Pw¯[k,N−1](w¯[k,N−1] ∈ EN−k)
= (Pw(wt ∈ E))N−k = α. (12)
Thus, if x ∈ Reach[k(T N , E) then x ∈ Lk(T N , α) by (6), implying Reach[k(T N , E) ⊆ Lk(T N , α).
Theorem 2 characterizes conditions upon E such that Reach[k(T N , E) will be a conservative underap-
proximation of Lk(T N , α). This will allow for fast underapproximations of Lk(T N , α) to be determined
through Lagrangian computation of the robust effective target set. These methods will be further detailed
in Section 4.
3.2 Overapproximation of the stochastic α-level reach set
We now move to the less common analysis of the overapproximation of the stochastic α-level reach set.
Theorem 3. Under Assumption 1, α ∈ [0, 1], some k ∈ N[0,N ], and O ⊆ W such that for all t ∈ N[0,N−1],
Pw(wt ∈ O) = (1− α)
1
N−k , then Reach]k(T N ,O) ⊆ Lk(α).
Proof: After characterizing X \Lk(T N , α) and X \Reach]k(T N ,O), we will show that, y ∈ X \Reach]k(T N ,O)⇒
y ∈ X \Lk(α), for the givenO. This implies that X \Reach]k(T N ,O) ⊆ X \Lk(α)⇒ Lk(α) ⊆ Reach]k(T N ,O),
as desired.
8
Pxk,pix¯[k+1,N ]
(
N⋃
t=k+1
{xt 6∈ T t}
∣∣∣y) = Pxk,pix¯[k+1,N ]
(
N⋃
t=k+1
{xt 6∈ T t}
∣∣∣y, w¯[k,N−1] ∈ ON−k
)
Pw¯[k,N−1](w¯[k,N−1] ∈ ON−k)
+ Pxk,pix¯[k+1,N ]
(
N⋃
t=k+1
{xt 6∈ T t}
∣∣∣y, w¯[k,N−1] 6∈ ON−k
)
Pw¯[k,N−1](w¯[k,N−1] 6∈ ON−k)
≥ Pxk,pix¯[k+1,N ]
(
N⋃
t=k+1
{xt 6∈ T t}
∣∣∣y, w¯[k,N−1] ∈ ON−k
)
Pw¯[k,N−1](w¯[k,N−1] ∈ ON−k).
(15)
X \Lk(T N , α) =
{
y ∈ T k : sup
pi∈M
Pxk,pix¯[k+1,N ]
(
N⋂
t=k+1
{x¯t ∈ T t}
∣∣∣y) < α}
=
{
y ∈ T k : sup
pi∈M
(
1− Pxk,pix¯[k+1,N ]
(
N⋃
t=k+1
{x¯t ∈ T t}
∣∣∣y)) < α}
=
{
y ∈ T k : 1− inf
pi∈M
Pxk,pix¯[k+1,N ]
(
N⋃
t=k+1
{x¯t ∈ T t}
∣∣∣y) < α}
=
{
y ∈ T k : inf
pi∈M
Pxk,pix¯[k+1,N ]
(
N⋃
t=k+1
{x¯t ∈ T t}
∣∣∣y) > 1− α}
=
{
y ∈ T k : ∀pi ∈M,Pxk,pix¯[k+1,N ]
(
N⋃
t=k+1
{x¯t ∈ T t}
∣∣∣y) > 1− α} . (17)
Using DeMorgan’s law, we can write X \Lk(T N , α) as in Equation 17. From the definition of (8),
X \Reach]k(T N ,O) =
{
xk ∈ X : ∃t ∈ N[k,N−1], ∀νt ∈ F ,
∀wt ∈ O, xt+1 6∈ T t+1
}
. (13)
Hence, given y ∈ X \Reach]k(T N ,O), for any admissible control policies (ρ ∈ P), and specifically any
Markov control policies (pi ∈M) since M⊂ P,
Pxk,pix¯[k+1,N ]
(
N⋃
t=k+1
{x¯t 6∈ T t}
∣∣∣ y, w¯[k,N−1] ∈ ON−k
)
= 1 (14)
By the law of total probability, we have (15). Since Pw(wt ∈ O) = (1 − α)
1
N−k , ∀t ∈ N[k,N−1], and the
disturbance wt is i.i.d.,
Pw¯[k,N−1](w¯[k,N−1] ∈ ON−k) = 1− α (16)
From (14), (15), and (16), we conclude that for every pi ∈ M, Pxk,pix¯[k+1,N ]
(⋃N
t=k+1{x¯t 6∈ T t}
∣∣∣y) ≥ 1 − α,
implying y ∈ X \Lk(T N , α) by (17).
Note that because of the ∀pi ∈ M in (17) we can be assured that the measure Pxk,pix¯[k+1,N ](·|y) in (14) is
well defined. This contrasts with Theorem 2 for which we needed to Theorem 1 is necessary to ensure
that the probability measure in (9).
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We summarize the sufficient conditions put forward in Theorems 2 and 3 in Theorem 4 to achieve the
desired approximation, which addresses Problem 1, i.e. characterizes the conditions upon E and O that
ensure that the robust and augmented effective target sets will under and overapproximate Lk(T N , α),
respectively.
Theorem 4. Under Assumption 1, α ∈ [0, 1], and E ,O ⊆ W such that for all t ∈ N[0,N−1], Pw(wt ∈ E) =
α
1
N and Pw(wt ∈ O) = (1− α)
1
N , then Reach[k(T N , E) ⊆ Lk(α) ⊆ Reach]k(T N ,O) for k ∈ N[0,N ].
Remark 1. The bounded disturbance sets, E, O, which satisfy Theorem 4 are not unique.
We will describe later, in Section 6, methodologies for computing these bounded sets. As noted in
Remark 1, these sets are not unique. However, the algorithms that will be presented will provide efficient
means for generating E and O for Gaussian and non-Gaussian disturbances alike.
4 Lagrangian methods for computation of disturbance minimal and
maximal reach sets
In this section we presume that we have bounded sets E and O which satisfy the conditions given in
Theorem 4. We now demonstrate convenient backward recursions to compute (7) and (8) using set
operations.
For these recursions we will need to define, as in [4, 26], the unperturbed, one-step backward reach
set from a set S ⊆ X as R1,k(S). Formally, for a nonlinear system (1)
R1,k(S) ,
{
x− ∈ X : ∃u ∈ U , ∃y ∈ S, y = fk(x−, u)
}
=
{
x− ∈ X : F1,k(x−) ∩ S 6= ∅
}
(18)
For an LTV system (2), these can be written as
R1,k(S) = A−1k (S ⊕ (−Bk U)). (19)
4.1 Recursion for disturbance minimal reach set Reach[k(T N , E)
The following theorem details the backward recursion for the disturbance minimal reach set.
Theorem 5. For the system given in (1), the k-time disturbance minimal reach set Reach[k(T N , E) can
be computed using the recursion for k ∈ N, k < N :
Reach[N (T N , E) = T N (20)
Reach[k(T N , E) = T k ∩R1,k(Reach[k+1(T N , E)	E) (21)
Proof: We prove this by induction. Starting with the base case, k = N − 1,
T N−1 ∩R1,N−1(Reach[N (T N , E)	E)
= T N−1 ∩R1,N−1(T N 	E) (22)
= T N−1 ∩
{
x− ∈ X : ∃ν ∈ F , ∀wN−1 ∈ E ,
fN−1(x−, ν(x−)) + wN−1 ∈ T N
}
(23)
=
{
xN−1 ∈ T N−1 : ∃νN−1 ∈ F ,∀wN−1 ∈ E ,
fN−1(xN−1, ν(xN−1)) + wN−1 ∈ T N
}
(24)
=
{
xN−1 ∈ T N−1 : ∃νN−1 ∈ F ,∀wN−1 ∈ E ,
xN ∈ T N
}
(25)
= Reach[N−1(T N , E). (26)
10
For any k ∈ N, k < N − 1
T k ∩R1,k(Reach[k+1(T N , E)	E)
=
{
xk ∈ T k : ∃νk ∈ F , ∀wk ∈ E ,
fk(xk, ν(xk)) + wk ∈ Reach[k+1(T N , E)
}
(27)
=
{
xk ∈ T k : ∃νk ∈ F ,∀wk ∈ E ,
xk+1 ∈ Reach[k+1(T N , E)
}
. (28)
By expanding Reach[k+1(T N , E) with its definition (7),
=
{
xk ∈ T k : ∀t ∈ N[k,N−1],∃νt ∈ F ,
∀wt ∈ E , xt+1 ∈ T t+1
}
= Reach[k(T N , E) (29)
which completes the proof.
In systems for which the disturbance is not affine, i.e.
xk+1 = fk(xk, uk, wk)
the recursion in Theorem 5 can be altered by replacing Reach[k+1(T N , E)	E with Pre(Reach[k+1(T N , E)),
where Pre(·) is the predecessor set [24]. Since many systems can be written in the form (1), i.e. with
affine disturbances, we do not formally prove the recursion using predecessor sets.
4.2 Recursion for disturbance maximal reach set Reach]k(T N ,O)
We follow a similar methodology as in the previous section to establish a recursion for computing the
disturbance maximal reach set.
Theorem 6. For the system given in (1), the k-time disturbance maximal reach set Reach]k(T N ,O) can
be computed using the recursion for k ∈ N, k < N :
Reach]N (T N ,O) = T N (30)
Reach]k(T N ,O) = T k ∩R1,k(Reach]k+1(T N ,O)⊕(−O)) (31)
Proof: Again, we prove this by induction. Starting with the base case, k = N − 1,
T N−1 ∩R1,N−1(Reach]N (T N ,O)⊕(−O))
= T N−1 ∩R1,N−1(T N ⊕(−O)) (32)
= T N−1 ∩
{
x− ∈ X : ∃ν ∈ F , ∃wN−1 ∈ O
fN−1(x−, ν(x−)) + wN−1 ∈ T N
}
(33)
=
{
xN−1 ∈ T N−1 : ∃νN−1 ∈ F ,∃wN−1 ∈ O,
fN−1(xN−1, ν(xN−1)) + wN−1 ∈ T N
}
(34)
=
{
xN−1 ∈ T N−1 : ∃νN−1 ∈ F ,∃wN−1 ∈ O,
xN ∈ T N
}
(35)
= Reach]N−1(T N ,O). (36)
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Figure 2: Graphical depiction of Lagrangian recursion methods for computing (a) the k-time distur-
bance minimal reach set, Reach[k(T N , E), from Reach[k+1(T N , E) via (21) and (b) the k-time disturbance
maximal reach set, Reach]k(T N ,O) from Reach]k+1(T N ,O) via (31).
12
For any k ∈ N, k < N − 1
T k ∩R1,k(Reach]k+1(T N ,O)⊕(−O))
=
{
xk ∈ T k : ∃νk ∈ F ,∃wk ∈ O,
fk(xk, ν(xk)) + wk ∈ Reach]k+1(T N ,O)
}
(37)
=
{
xk ∈ T k : ∃νk ∈ F ,∃wk ∈ O,
xk+1 ∈ Reach]k+1(T N ,O)
}
. (38)
By expanding Reach]k+1(T N ,O) with its definition (7),
=
{
xk ∈ T k : ∀t ∈ N[k,N−1],∃νt ∈ F ,
∃wt ∈ O, xt+1 ∈ T t+1
}
= Reach]k(T N ,O) (39)
which completes the proof.
Figure 2 shows, graphically, the recursion process for the disturbance minimal and maximal reach
sets.
We synthesize the recursions shown in Theorems 2 and 3 into algorithmic forms, see Algorithms 1 and
2. These algorithms compute the robust and augmented effective target sets which have been shown to
approximate the stochastic effective α-level set.
Algorithm 1: Recursion for the disturbance minimal reach set.
Input : Target tube T N ; system dynamics; desired probability level α ∈ [0, 1]; a bounded
disturbance sets, E ; horizon length, N
Output: Augmented effective target set, Reach[0(T N , E)
Reach[N (T N , E)← TN ,
for i = N − 1, N − 2, . . . , 0 do
// from (21)
S ← Reach[i+1(T N , E)	E
E ← R1,k(S)
Reach[i(T N , E)← Ti ∩ E
end
Algorithm 2: Recursion for the disturbance maximal reach set.
Input : Target tube T N ; system dynamics; desired probability level α ∈ [0, 1]; a bounded
disturbance sets, O; horizon length, N
Output: Robust effective target set, Reach]0(T N ,O)
Reach]N (T N ,O)← TN ,
for i = N − 1, N − 2, . . . , 0 do
// from (31)
S ← Reach]i+1(T N ,O)⊕(−O)
E ← R1,k(S)
Reach]i(T N ,O)← Ti ∩ E
end
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4.3 Min-max formulation for Reach[k(T N , E)
A min-max optimal control problem was presented in [22, Sec. 1], [30, Sec. 4.6.2] to compute the
disturbance minimal reach set for the system (1). The optimization problem is:
(Min-max problem for robust effective target sets)
minimize
ρ∈P
maximize
w¯[0,N−1]∈EN
J(ρ, w¯[0,N−1];x0)
subject to

xk+1 = f(xk, νk(xk)) + wk, k ∈ N[0,N−1]
νk(·) ∈ F k ∈ N[0,N−1]
ρ = [ν0(·) . . . νN−1(·)]
w¯[0,N−1] = [w0 . . . wN−1(·)]
(40a)
gk(xk) , 1− 1Tk(xk), k ∈ N[0,N ] (40b)
J(ρ, w¯[0,N−1];x0) =
N∑
k=0
gk(xk) (40c)
where the decision variables are ρ and w¯[0,N−1]. The min-max optimal control problem (40) can be solved
using dynamic programming [30, Sec 1.6]. We generate the cost-to-go/value functions J∗k (x) : X →
N[0,N−k+1] for k ∈ N[0,N ] with the optimal value of problem (40) when starting at x0 as J∗0 (x0). We define
J∗N (x) = gN (x), and obtain the remaining value functions via a dynamic programming recursion,
H∗k(u, x) = sup
w∈E
[
J∗k+1(f(x, u) + w) + gk(x)
]
(41a)
J∗k (x) = inf
u∈U
H∗k(u, x). (41b)
Note that here J∗k (x) records the minimum count of violations of the target tube constraint by the system
(1) when starting at x at time k under the optimal choice of the inputs νk(·) and adversarial choice of
the disturbances wk [30, Sec. 4.6.2]. This follows from (40b), where xk 6∈ T k if and only if gk(xk) = 1
and xk ∈ T k if and only if gk(xk) = 0. By construction,
Reach[0(T N , E) = {x ∈ X : J∗0 (x0) = 0}. (42)
Remark 2. A min-min problem can be similarly constructed for the disturbance maximal reach set for
system (1). Here, the system is driven to stay within the target tube with the input’s optimal efforts
augmented by the disturbance.
4.4 Proof of Theorem 1
Theorem 1 states for systems (1) that satisfies Assumption 1, there exists an optimal Markov policy pi∗
associated with the set Reach[0(T N , E), i.e.. we want to show that there is an optimal policy for (40)
pi∗ ∈M ⊂ P. We will prove this using the equivalent min-max problem formulated in Section 4.3.
The organization of the proof is as follows: first, we will show that gk are l.s.c. over X . Then, we will
show that, for every k ∈ Z[0,N−1], the functions J∗k and H∗k of (40) are l.s.c. over X and X ×U respectively,
and that there exists a Borel-measurable (and therefore universally measurable [28, Definition 7.20])
state-feedback control law µ∗k(·). We thus construct an optimal Markov policy pi∗ , [µ∗0(·) . . . µ∗N−1(·)]
associated with Reach[0(T N , E), completing the proof.
Since the target tube T N is closed, −1T k is l.s.c. over X by (P1). We conclude that gk is l.s.c. over
X for k ∈ Z[0,t] by the fact that constant functions are l.s.c.2, (P2), and (40b).
2The set {x ∈ X : 1 ≤ λ} is either empty (λ < 1) or the entire X (λ ≥ 1), both of which are closed.
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Next, we prove the l.s.c. property of J∗k and H
∗
k and the existence of a Borel-measurable ν
∗
k(·) by
induction. Consider the base case k = N − 1. From (41a),
H∗N−1(u, x) = sup
wN−1∈E
[JN (f(x, u) + wN−1) + gN−1(x)]
= sup
wN−1∈E
[gN (f(x, u) + wN−1) + gN−1(x)] (43)
Since f is continuous over X ×U , gN (f(x, u) +wN−1) is l.s.c. over X ×U ×W by the fact that gN is l.s.c.
over X and (P3). This implies that the objective in (43) is l.s.c. by the fact that gN−1 is l.s.c. over X and
(P2). Hence, H∗N−1(u, x) is l.s.c. over X ×U by (P4). Additionally, since U is compact and H∗N−1(u, x)
is l.s.c., J∗N−1(x) is l.s.c. over X and there exists a Borel-measurable state-feedback law µN−1(x) that
optimizes (41b) by (P5). This completes the proof of the base case.
Assume, for induction, the case k = t, t ∈ N[0,N−2] is true, i.e, J∗t is lower semicontinuous. Then, by
the same arguments as above, we conclude that J∗t−1 and H∗t−1 is l.s.c. over X and X ×U , and a Borel-
measurable state-feedback law µ∗t−1(x) exists via (P2)–(P5), and (41). This completes the induction, and
demonstrates the existence of pi∗ associated with Reach[0(T N , E).
5 Improving Approximations With Multiple Bounded Disturbance Sets
Theorem 4 demonstrates that the disturbance minimal and maximal reach sets are a under and overap-
proximation, respectively, of the stochastic reach set. These sets are computed using bounded disturbance
sets E , and O. These disturbance sets, however, are not unique (Remark 1) and many different disturbance
sets can satisfy the sufficient conditions established in Section 3.
In this section we will demonstrate how we can use many different bounded disturbance sets E i, Oi,
i ∈ {1, . . . ,M}, we can combine the these reach sets to help improve the approximation. For this we will
assume that E i, Oi satisfy the conditions established in Theorem 4 for each i ∈ {1, . . . ,M}. We will denote
the disturbance minimal and maximal reach sets using E i, Oi as Reach[k(T N , E i) and Reach]k(T N ,Oi),
respectively.
5.1 Tighter approximations via multiple disturbance sets
We first examine how to improve the underapproximation using multiple disturbance minimal reach sets
computed using E i. Algorithm 3, Theorems 7 and 8, and Lemma 1 demonstrate these techniques.
Theorem 7. Let E i, be a bounded set which satisfies the condition
P
(
w¯[k,N−1] ∈ EN−ki
)
= α (44)
for all i ∈ N[1,M ], w¯[k,N−1] = [wk, wk+1, . . . wN−1]. For a nonlinear system (1), the union of each distur-
bance minimal reach set is a subset of the true stochastic reach set, i.e.
Reach[+k (T N , E [1,M ]) =
M⋃
m=1
Reach[k(T N , Em) ⊆ Lk . (45)
Proof: From 4 Reach[k(T N , E i) ⊆ Lk for each i ∈ N[1,N ]. Thus the union of these sets remains a
subset of Lk.
Theorem 8. Let E i, be a bounded set which satisfies the condition
P
(
w¯[k,N−1] ∈ EN−ki
)
= α (46)
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for all i ∈ N[1,M ], w¯[k,N−1] = [wk, wk+1, . . . wN−1]. For a linear system (2), if U is convex and compact,
T N is closed and convex, and Q(·|x, u) is continuous and log-concave, then the convex hull of the robust
reach avoid set for each bounded disturbance Reach[k(T N , E i), is a subset of the true reach-avoid level set
Lk, i.e.
Reach[+k (T N , E [1,M ]) = Co
( M⋃
m=1
Reach[k(T N , Em)
) ⊆ Lk . (47)
Proof: From 4 Reach[k(T N , E i) ⊆ Lk for each i ∈ N[1,M ], and from [13, Theorem 4], Lk is convex.
Thus, the convex hull of disturbance minimal reach sets is a subset of Lk [31, Section 2.3.4].
Lemma 1. Let Ej be a bounded set in the collection E1, . . . , EM , M, j ∈ N, j < M . Then
Reach[k(T N , Ej) ⊆ Reach[+k (T N , E [1,M ]) (48)
Proof: For a nonlinear system (1), for any x ∈ Reach[k(T N , Ej), x ∈ Reach[+k (T N , E [1,M ]) by (45),
and for a linear system (2) any y ∈ Reach[k(T N , Ej), y ∈ Reach[+k (T N , E [1,M ]) by (47).
Algorithm 3: Underapproximation of the stochastic effective α-level set using multiple bounded
disturbances and unions or convex hulls.
Input : Target tube T ; system dynamics; desired probability level α ∈ [0, 1]; M bounded
disturbance sets, E1, . . . , EM ; horizon length, N
Output: N -time stochastic reach-avoid α-level set underapproximation, Reach[+0 (T N , E [1,M ])
// Initialization
for m = 1, 2, . . . ,M do
Reach[N (T N , Em)← TN
end
// Recursion
for i = N − 1, N − 2, . . . , 0 do
for m = 1, 2, . . . ,M do
// from Algorithm 1
S ← Reach[i+1(T N , Em)	Em
E ← R1,k(S)
Reach[i(T N , Em)← Ti ∩ E
end
if nonlinear system dynamics (1) then
Reach[+i (T N , E [1,M ])←
⋃M
m=1 Reach
[
i(T N , Em))
end
if linear system dynamics (2) then
Reach[+i (T N , E [1,M ])← Co
(⋃M
m=1 Reach
[
i(T N , Em)
)
end
end
Now we apply similar methodology to demonstrate how to improve the overapproximation using
multiple augmented effective target sets.
Theorem 9. Let Oi, be a bounded set which satisfies the condition
P
(
w¯[k,N−1] ∈ ON−ki
)
= α (49)
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for all i ∈ N[1,M ], w¯[k,N−1] = [wk, wk+1, . . . wN−1]. For a nonlinear system (1), the union of each robust
reach avoid set is a subset of the true reach-avoid level set, i.e.
Reach]+k (T N ,O[1,M ]) =
M⋂
m=1
Reach]k(T N ,Om) ⊇ Lk . (50)
Proof: From 4 Reach
]
k(T N ,Oi) ⊇ Lk for each i ∈ N[1,N ]. Thus the intersection of these sets remains
a subset of Lk.
Lemma 2. Let Oj be a bounded set in the collection O1, . . . ,OM , M, j ∈ N, j < M . Then
Reach]+k (T N ,O[1,M ]) ⊆ Reach
]
k(T N ,Oj) (51)
Proof: From the intersection operation in (50), clearly Reach]+k (T N ,O[1,M ]) ⊆ Reach
]
k(T N ,Oj)
for any j ∈ {1, . . . ,M}.
The methods from Theorem 9 and Lemma 2 are succinctly combined in Algorithm 4.
Algorithm 4: Overapproximation of the stochastic effective α-level set using multiple bounded
disturbances and intersections.
Input : Target tube T ; system dynamics; desired probability level α ∈ [0, 1]; M bounded
disturbance sets, E1, . . . , EM ; horizon length, N
Output: N -time stochastic reach-avoid α-level set underapproximation, Reach]+0 (T N ,O[1,M ])
// Initialization
for m = 1, 2, . . . ,M do
Reach]N (T N ,Om)← TN
end
// Recursion
for i = N − 1, N − 2, . . . , 0 do
for m = 1, 2, . . . ,M do
// from Algorithm 2
S ← Reach]i+1(T N ,Om)⊕(−Om)
E ← R1,k(S)
Reach]i(T N ,Om)← Tk ∩ E
end
if nonlinear system dynamics (1) then
Reach]+i (T N ,O[1,M ])←
⋂M
m=1 Reach
]
i(T N ,Om)
end
end
6 Computation of disturbance subsets: E ,O
With the sufficient conditions established for E ,O in Theorem 4 we now focus our attention on methods
for computing bounded disturbance sets that satisfy these criteria. To reiterate, our disturbance in (1),
wk is an assumed i.i.d. disturbance drawn from the probability space (W, σ(W),Pwk). As mentioned in
Remark 1, these bounded disturbance sets need not be unique. Thus, there are many different methods
that can be used to these bounded sets. Here we propose an optimization problem to obtain generic
polyhedra that can be used to represent the bounded sets.
17
First, we define a polytope
Poly(A, b) =
{
y ∈ Rp : Ay  b} (52)
where A ∈ Rq×p, b ∈ Rq, and y  b if yi ≤ bi for all i ∈ {1, . . . , p}. For a fixed polytopic shape, i.e. a
fixed A, we formulate the optimization problem,
minimize
b
log(vol(Poly(A, b))) (53a)
subject to γ
1
N ≤ Pw(wk ∈ Poly(A, b)) (53b)
To obtain E we use γ = α, and for O, γ = 1− α. The volume vol is the Lebesgue measure of the set,
vol(A) =
∫
A
dx.
Lemma 3. For θ ∈ [0, 1], and A ∈ Rq×p such that Poly(A, 0) = {0}, then Poly(A, θb) = θPoly(A, b).
Proof: For θ = 0, Poly(A, 0) = 0× Poly(A, b) = {0}.
For θ ∈ (0, 1], if y ∈ Poly(A, θb) then Ay ≤ θb ⇒ Ay/θ ≤ b ⇒ y ∈ θPoly(A, b). Thus Poly(A, θb) ⊆
θPoly(A, b).
If y ∈ Poly(A, b), then Ay ≤ b ⇒ Aθy ≤ θb. Let z = θy, then z ∈ Poly(A, θb) ⇒ θPoly(A, b) ⊆
Poly(A, θb).
Proposition 2. For A ∈ Rq×p such that Poly(A, 0) = {0}, if Pw is a log-concave probability measure,
then (53) is a concave minimization problem.
Proof: From [31, Ex. 3.44], vol(Poly(A, b)) is log-concave in b ∈ Rp, implying the objective (53a)
is concave.
Next we show that, for θ ∈ [0, 1], and b1, b2 ∈ Rq,
Poly(A, θb1)⊕Poly(A, (1− θ)b2) ⊂ Poly(A, θb1 + (1− θ)b2).
Let z1 ∈ Poly(A, θb1) and z2 ∈ Poly(A, (1− θ)b2). Let y = z1 + z2, hence y ∈ Poly(A, θb1)⊕Poly(A, (1−
θ)b2)⇒ Ay = Az1 +Az2 ≤ θb1 + (1− θ)b2 ⇒ y ∈ Poly(A, θb1 + (1− θ)b2).
Now,
Pwk
(
wk ∈ Poly(A, θb1 + (1− θ)b2)
)
≥ Pwk
(
wk ∈ Poly(A, θb1)⊕Poly(A, (1− θ)b2)
)
= Pwk
(
wk ∈ θPoly(A, b1)⊕(1− θ)Poly(A, b2)
)
(54)
≥ Pwk
(
wk ∈ Poly(A, b1)
)θ Pwk (wk ∈ Poly(A, b2))1−θ. (55)
Equation (54) follows from Lemma 3 and (55) follows from the log-concavity of Pwk . Since log-concavity
implies quasiconcavity, the constraint (53b) is convex. Thus, the problem (53) minimizes a concave
function over a convex set.
Corollary 1. For A ∈ Rq×p, and polytope
Poly(A, b, c) =
{
y ∈ Rp : A(y − c)  b} (56)
where Poly(A, 0, c) = {c}, if Pw is a log-concave probability measure, then (53) is a concave minimization
problem.
Proof: Note that Poly(A, b, c) = Poly(A, b)⊕{c}. Let vk = wk − c, and the proof of Proposition 2
holds for the random variable vk.
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Multiplicative optimization problems belong to the class of concave minimization (reverse convex opti-
mization) problems, and they have been well-studied in global optimization literature [32, 33]. They may
be solved to global optimality using branch-and-bound techniques. However, we employ a computation-
ally simple bisection method, described in Algorithm 5, to solve this problem to a potentially suboptimal
solution [33, Sec. 3.3.3].
The use of generic polytopes defined by A, b, and c allow for flexibility in the definition of the bounded
sets. For example, if wk ∼ N(µ,Σ) then we can use Algorithm 5 to obtain a cuboid bounded set by setting
A = [Σ−1,−Σ−1]>, c = µ, b = [1, . . . , 1]>. If wk was drawn from an exponential distribution we can obtain
a cuboid bounded set with A = I, c = [0, . . . , 0]>, b = [1, . . . , 1]>.
Algorithm 5: Bisection algorithm for obtaining polyhedral bounded disturbance sets. If γ = α,
then S = E , and if γ = 1− α, then S = O.
Input : Matrix, A ∈ Rq×p, and vectors b ∈ Rq, c ∈ Rp defining initial Polyhedron Poly(A, b, c),
and γ ∈ [0, 1]
Output: Polyhedral bounded disturbance set S
α← 1
p← Pwk
(
wk ∈ Poly(A,αb, c)
)
// Expansion of polyhedron to find initial values for bisection
while p < γ
1
N do
α← 2α
p← Pwk
(
wk ∈ Poly(A,αb, c)
)
end
// Bisection
if α = 1 then
l← 0
else
l← α/2
end
h← α
m← l+h2
p← Pwk
(
wk ∈ Poly(A,mb, c)
)
while p 6= γ 1N do
if p > γ
1
N then
h← m
else
l← m
end
m← l+h2
p← Pwk
(
wk ∈ Poly(A,mb, c)
)
end
S ← Poly(A,mb, c)
6.1 I.i.d. Gaussian disturbances
For i.i.d. Gaussian disturbances we can determine minimum volume set satisfying (53b) in the form of
an ellipsoid. If the disturbance wk in (1) is an n-dimensional Gaussian random variable with mean vector
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µ ∈ Rn and covariance matrix Σ ∈ Rn×n, then its probability density function is [34, Ch. 29]
ψwk(y) = (2pi)
−n
2 |Σ|−12 exp
(
−(y − µ)
>Σ−1(y − µ)
2
)
,
y ∈ Rn.
Consider an n-dimensional ellipsoid, parameterized by R2 ∈ [0,∞),
QR2 =
{
y ∈ Rn : (y − µ)>Σ−1(y − µ) ≤ R2
}
. (57)
For µ = 0,Σ = r2In, we have QR2 = {y : y>y ≤ r2R2}, a n-dimensional hypersphere of radius rR. We aim
to compute the parameter R2 such that Pwk(wk ∈ QR2} = γ
1
N . If γ = α, then E = QR2 and if γ = (1−α)
then O = QR2 will generate bounded disturbance sets that satisfy the conditions of Theorem 4.
Given a normally distributed n-dimensional random vector η ∼ N (0, In), we have wk = Σ 12 η + µ [34,
Ch. 29]. Also, QR2 = Σ
1
2Qη,R2 ⊕ {µ} with Qη,R2 = {s ∈ Rn : s>s ≤ R2}. Since the affine transformation
of η to wk is deterministic, Pwk(wk ∈ QR2) = Pη(η ∈ Qη,R2) = γ
1
N . From [34, Ex. 20.16], we have
Fχ2(n)(R
2) = P
{
χ2(n) ≤ R2} = P{η ∈ Qη,R2} = γ 1N
where χ2(n) is a chi-squared random variable with n degrees of freedom and Fχ2(n)(·) denotes its cumu-
lative distribution function. Consequently, we have
R2 = F−1
χ2(n)
(
γ
1
N
)
. (58)
By solving (58) with γ = α or γ = 1− α and then using the result in (57), we can obtain a feasible E or
O, respectively, for any Gaussian disturbance.
7 Computational challenges
Since Lagrangian methods are grid-free, they have the potential to provide substantial numerical benefits,
most notably a dramatically increased computational speed and applicability to high-dimensional systems.
The trade-off for the increased computational speed is a degree of conservativeness in the approximations.
It was shown in [26] that for Gaussian systems with low variance, these approximations become tight to
the actual solution obtained via dynamic programming. Still, there are several important computational
challenges at present that can limit the efficacy of these methods for high-dimensional system analysis.
The primary challenge is the implementation of Algorithms 1 and 2 with current computational
geometry methods. In particular the types of set operations required often limit the ability for current
methodologies to effectively scale with increasing dimension. For linear systems, the one-step backward
reach set it given by (19), thus for the disturbance maximal reach set we need intersections, Minkowski
addition, and affine transformations. To compute the disturbance minimal reach set we need all the
previous operations as well as Minkowski (Pontryagin) difference and, potentially, unions, or convex hulls
Co(·) if multi-disturbance set methods are used.
Table 1 summarizes various capabilities for current methodologies to perform the necessary set opera-
tions required to compute the robust and augmented effective target sets. The following subsections will
provide additional detail regarding these different computational geometry methods and examine their
applicability for computing the robust and augmented effective target sets.
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Toolbox MPT [16] ET [17] CORA
Methods H-polytope V-polytope Ellipsoids Support Functions Zonotope
∩ = − +, = +
T = = = = =
⊕ = = + = =
	 = −
∪ = +
Co = +
[14] [14] [35] [21, 14, 4] [14]
Table 1: Computational geometry tools and their ability to perform various set operations. To compute
the the disturbance maximal reach set ass the operations shaded in gray are needed. For the disturbance
minimal reach set, all six operations are needed (unions and convex hulls are only required when using
multiple disturbances). Each method can compute the operation exactly (=) or will underapproximate
(−) or overapproximate (+) the result. References for the operations computability are provided at the
base of the table.
7.1 Ellipsoidal Methods
Ellipsoidal methods [35, 17] can handle all of the fundamental operations previously discussed but requires
that all sets be represented as ellipses. Hence for many methods—e.g. intersections, unions, Minkowski
addition—this methodology cannot compute exact representations of the resulting set and thus determine
approximations. For example, the intersection of two ellipses does not necessary result in an ellipse, thus
ellipsoidal methods underapproximate these intersection by finding the largest ellipse that exists inside of
the intersection. Conversely for unions a bounding ellipse is used to overapproximate the operation.
For the disturbance minimal and maximal reach sets these approximations make ellipsoidal methods
unappealing. For the maximal reach set, we need to consistently overapproximate to maintain guarantees.
However, ellipsoidal methods underapproximate intersections which makes ellipsoidal methods not appli-
cable. Ellipsoidal methods can handle the appropriate operations for the disturbance minimal reach set,
however because this computation already provides a conservative underapproximation the additional un-
derapproximations made from the ellipsoidal methods compound the conservativeness. Hence ellipsoidal
methods are not advantageous.
7.2 H and V-polytopes
Perhaps the most applicable method, H and V-polytopes represent polytopic sets in either halfspace or
vertex form, respectively. One of the most current toolboxes for polytopic computational geometry is
the Model Parametric Toolbox [16], written in MATLAB. For most set operations there are convenient
ways to exactly compute the aforementioned set operation using H or V-polytope representation. Many
operations are only feasible for a specific representative form, e.g. intersections with H-polytope form.
Thus, to use these methods to compute the effective target sets, we must be able to switch between the
two forms, which is limited by the vertex-facet enumeration problem. This problem limits ability for these
methods to extend to higher-dimensional spaces as the vertex-facet problem becomes more and more
costly.
Additionally polytopic representation also suffers from a need to approximation generic shapes as
polytopes. For example, representing the ellipsoid computed in Section 6.1, QR2 , can be problematic In
order to obtain an approximation of the ellipse using either H or V-polytope representations we need to
to choose m directions in n dimensional space on the surface of the ellipse. For an underapproximation
each point becomes a vertex of the polytope and as an overapproximation the plane tangential to the
ellipsoid’s surface at that point becomes a halfspace. Which points on the surface would best approximate
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Figure 3: Ellipsoid approximations from (a) random directions (b) equidistant vector generation, n = 2,
m = 8.
the ellipse is a hard problem but a good heuristic is to use points that are equidistant, i.e. xTi xj = c for all
i 6= j, c is some constant. Choosing equidistant vectors eliminates the possibility of creating unbounded
or very large overapproximations of the ellipsoid from poor directional choice; instead unboundedness or
large overapproximations would arise if m is very small, especially compared to the dimension size n, e.g.
if m < n. For a two-dimensional system choosing the appropriate directions is a simple problem in which
xTi xj = cos(2∗pi/m), see Figure 3. In systems with n > 2, however, approximations are done in a random
manner [36] by sampling points on the exterior of the ellipse, and hence polyhedral representations will
vary.
Additionally, accurate approximations require an increasing number of vertices/halfspaces as dimen-
sionality increases, again increasing computational requirements. The use of bounded disturbances that
are constructed as simple polytopic structures, as are made in Algorithm 5, can help reduce computa-
tional difficulties in higher dimensions. In [37] it was shown that using a single disturbance box allowed
for the underapproximation methods to compute simulations on a 6-dimensional chain of integrators.
Additionally for low-dimensional systems the average computation time for a disturbance box was 50%
of the computation time for a polytopic ellipsoid approximation.
Because the necessary set operations can be performed without additional conservativeness through
approximations, we employ polytopic methods and use MPT to compute the robust effective target set in
the examples.
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7.3 Zonotopes
Zonotopes have been demonstrated to be effective tools for higher-dimensional reachability analysis [38].
For zonotopes, intersections are represented as zonotope bundles, and the Minkowski sum of a set and a
zonotope bundle yields an overapproximation. This restricts us from using zonotopes for the disturbance
minimal reach set since it would nullify our conservativeness guarantee.
Because the disturbance maximal reach set is an overapproximation zonotopes are a viable option
for this computation. We do not use these methods in this paper, however, because we do not wish to
compound conservativeness, i.e. take overapproximations of an overapproximation (similar to ellipsoidal
methods).
7.4 Star Methods
The star methods are capable of performing undisturbed reach computations [20] but have not been
reported to be able to handle the set operations individually. Hence we cannot evaluate their efficacy
with our methods.
7.5 Support Functions
Support functions are a powerful tool for representing generic convex sets [39, 21, 4, 40]. They have very
simple and effective methods for computing affine transformations and Minkowski summation [4, 14],
and can compute Minkowski differences with a polytopic set [41]. However, intersections with support
functions are more problematic. Exact computation of intersections can be determined through a com-
putationally difficult optimization problem [14] but they can be overapproximated simply. This overap-
proximation eliminates their applicability for computation of the robust effective target set. Additionally,
this intersection approximation does not permit additional Minkowski summation [14].
8 Examples
All calculations were done using MATLAB R2017a on a computer with an Intel Xeon E3-1270 v6 processor
and 32 GB RAM (2400MHz DDR4 UDIMM ECC) running Ubuntu 16.04. The computations were
performed using the Stochastic Reachability Toolbox (SReachTools) which utilizes the model parametric
toolbox (MPT 3.0) [16] for the polyhedra and set operations. All simulation code can be found at
https://hscl.unm.edu/software/code/.
8.1 Two-dimensional double integrator
We first consider a simple double integrator example. This example allows for a direct comparison of the
conservatism of the results and a comparison of the computations speed against dynamic programming
methods. The underapproximation methods were compared against dynamic programming in [26]. Here,
we reiterate these results as well as demonstrate the overapproximation.
The discretized double integrator dynamics are
xk+1 =
[
1 T
0 1
]
xk +
[
T 2
2
T
]
uk + wk (59)
with state xk ∈ X ⊆ R2, input uk ∈ U ⊆ R, T = 0.25, and Gaussian disturbance wk ∼ N (0, 0.005 · I2).
We consider the viability problem, or equivalently the target tube problem with T k = {xk ∈ X : |xi| ≤
1, i ∈ {1, . . . , n}} for all k ∈ {0, . . . , N}. In this example E and O are ellipsoidal sets obtained via (58)
and (57) with α = 0.8.
Figure 4 compares the underapproximation and overapproximation, via Algorithms 1 and 2, to the
level sets computed via dynamic programming, as in [7]. A comparison between the total computation
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Grid Size Dynamic Programming Approximations Ratio
41× 41 8.16 0.98 8.3
82× 82 59.76 0.98 60.9
Table 2: Computation times, in seconds, for the double integrator problem, solved via dynamic program-
ming and via Algorithm 1 and 2. The ratio of computation times is the computation time via dynamic
programming divided by computation time via Lagrangian approximations.
Figure 4: Double integrator example computation and comparison of Lk(T N , α), Reach[k(T N , E) and
Reach]k(T N ,O), where E and O are ellipsoidal sets. Here, N = 5 and, from left to right, k = 4, 3, 2, 1, 0.
time for both approaches is provided in Table 2. The accuracy of dynamic programming relies on its grid
size, resulting in a trade-off between accuracy and computation speed, from which Algorithms 1 and 2 do
not suffer.
Both the under and overapproximation in this example are conservative. This is the result of the
need to be robust, in the case of the underapproximation, to all disturbances in a bounded set. For
Gaussian disturbances, as the variance of the disturbance reduces, this bounded set also decreases in
size as a direct consequence of (57). We demonstrated previously [26], omitted here for brevity, that
as the variance decreases the underapproximation becomes tight to the solution obtained via dynamic
programming. This result holds true for the overapproximation as well.
8.2 Chain of integrators
As was mentioned in 7.2 because ellipsoidal representations of polytopes can require high numbers of
vertices or facets to represent as the dimension of the system increases it is often advantageous, from
a computational time perspective, to use simpler polytopes that are obtained with Algorithm 5. Do
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Figure 5: Computation time for Reach[0(T N , ER2) computed with a single polyhedral overapproximation
of an ellipse using 200 random directions (triangles), Reach[0(T N , Ebox) computed with a single box
centered at the origin (circles), and Reach[+0 (T N , E [1,3]) with three boxes (squares).
demonstrate this we examine a chain of integrators,
xk+1 =

1 T 12T
2 . . . 1(n−1)!T
n−1
0 1 T
...
. . .
...
0 0 0 . . . T
0 0 0 . . . 1
xk
+
[
1
n!T
n . . . 12T T
]>
uk + wk (60)
with state xk ∈ Rn, input uk ∈ U = {u ∈ R : |u| ≤ 0.1}, and wk ∼ N (0, 1× 10−5 · In).
We analyze the same target tube (viability) problem as was done for the double integrator with
T = 0.25, N = 5, and α = 0.8. With this example, we examine the scalability of these Lagrangian
methods. For n = 2, . . . , 6, we computed 1) Reach[0(T N , Ebox) where Ebox is an origin-centered n-d box
Ebox = Poly([I−1n ,−I−1n ]>, b, 0) (61)
obtained via solution to Algorithm 5; 2) Reach[0(T N , ER2) where ER2 is a polyhedral approximation of an
ellipsoid given by (57), sampled in 200 random directions; and 3) an underapproximation, Reach[+0 (T N , E [1,3])
where E1 = Ebox and
E i = Poly([I−1n ,−I−1n ]>, b, ci) i = 2, 3 (62)
are off-center, ci 6= 0n, n-d boxes from Algorithm 5.
Figure 5 shows the computation times for each set. We were unable to compute Reach[0(T N , ER2) and
Reach[+0 (T N , E [1,3]) for n > 4. For 2 and 3-dimensional integrators using multiple boxes was still faster
than computation using a polyhedral approximation an ellipse, and while disturbance minimal reach set
could not be computed for the ellipsoid disturbance set, we were able to simulate up to a 6-dimensional
integrator when using a single n-d box disturbance. The rise in computation time is predominately caused
by the burden of solving the vertex-facet enumeration problem for higher dimensions.
8.3 Application to space-vehicle dynamics
We now consider a more realistic problem, motivated by the rendezvous and docking problem for a pair
of space vehicles. The goal is for one spacecraft, referred to as the deputy, to approach and dock to an
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orbiting satellite, referred to as the chief, while remaining in a predefined line-of-sight cone, in which
accurate sensing of the other vehicle is possible. The dynamics are described by the Clohessy-Wiltshire-
Hill (CWH) equations [42]
x¨− 3ωx− 2ωy˙ = Fx
md
y¨ + 2ωx˙ =
Fy
md
(63)
The chief is located at the origin, the position of the deputy is x, y ∈ R, ω =
√
µ/R30 is the orbital
frequency, µ is the gravitational constant, and R0 is the orbital radius of the spacecraft.
We define the state as z = [x, y, x˙, y˙] ∈ R4 and input as u = [Fx, Fy] ∈ U ⊆ R2. We discretize the
dynamics (63) in time to obtain the discrete-time LTI system,
zk+1 = Azk +Buk + wk (64)
with wk ∈ R4 a Gaussian i.i.d. disturbance, with E[wk] = 0, Σ = E[wkw>k ] = 10−4 × diag(1, 1, 5 ×
10−4, 5× 10−4). The bounded disturbance sets E and O are origin-centered 4-dimensional boxes obtained
with Algorithm 5.
We define the target sets and as in [1]
T N =
{
z ∈ R4 : |z1| ≤ 0.1,−0.1 ≤ z2 ≤ 0,
|z3| ≤ 0.01, |z4| ≤ 0.01} (65)
T i =
{
z ∈ R4 : |z1| ≤ z2, |z3| ≤ 0.05, |z4| ≤ 0.05
}
(66)
i = 1, 2, . . . , N − 1 (67)
U = [−0.1, 0.1]× [−0.1, 0.1]. (68)
For a horizon, N = 5, and a level set, α = 0.8, E = {s : s>Σ−1s ≤ 6.26}, from (57). Figure 6
shows a cross-section at x˙ = y˙ = 0 of the resulting underapproximation of the N = 5 stochastic reach-
avoid level set. The computation time for this level set was 14.5 seconds. Direct comparison of results via
dynamic programming is not possible due to dimensionality of the state. However, in [1, Figure 2], a cross-
section of x˙ = y˙ = 0.9 of the stochastic reach-avoid set was approximated via convex chance-constrained
optimization and particle approximation methods. Although these approaches require gridding, they
are computationally feasible, unlike dynamic programming. The computation time reported in [1] is
approximately 20 minutes (about 82 times slower) for just a subset of the state space.
9 Conclusion
In this work we have demonstrated how Lagrangian recursions can be used to under and overapproximate
the stochastic α-level reach set of the reachability of the target tube problem. The reachability of a
target tube problem was shown to be a more generalized version of both the terminal-time reach-avoid
and viability problems. These recursive methods provide substantial gains in computation time when
compared to dynamic programming since they do not require on gridding the system, nor are the accuracy
of the obtained results related to the spacing of the grid. The Lagrangian results are however, conservative,
and while we are able to demonstrate the ability to simulate systems with moderate dimensional size, the
current limitations in computational geometry tools limit this growth. In the examples demonstrated,
the requirement to solve the vertex-facet enumeration problem is a limiting factor.
In the future, we intend to continue work to allow for Lagrangian methods to provide approximations
sets for higher dimensional systems. The use of zonotopes for the overapproximation, for example, may
allow for evaluation of higher dimensional systems. Additionally, Lagrangian methods provide fast simu-
lation for a set of states for which existence of a closed-loop feedback controller is guaranteed, however an
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Figure 6: Computation of Reach[0(T N , E) and Reach]0(T N ,O) for the 4-dimensional CWH spacecraft
rendezvous docking problem. Outside of the realm of dynamic programming we are still able to obtain
an under and overapproximation of the stochastic reach set using Lagrangian methods.
explicit controller is not provided. We also plan to develop methods that will use the disturbance minimal
reach tube, i.e. [Reach[0(T N , E),Reach[1(T N , E), . . . ,Reach[N (T N , E)] to determine open and closed-loop
control strategies that will have the probabilistic guarantees of safety established by the approximation.
Controllers can be equivalently found for the disturbance maximal reach tube.
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