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To Corrado De Concini, on his 60th birthday
Abstract. Let g be a complex, semisimple Lie algebra, G the corre-
sponding simply–connected Lie group and H ⊂ G a maximal torus. We
construct a flat connection on H with logarithmic singularities on the
root hypertori and values in the Yangian Y (g) of g. By analogy with the
rational Casimir connection of g, we conjecture that the monodromy of
this trigonometric connection is described by the quantum Weyl group
operators of the quantum loop algebra U~(Lg).
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1. Introduction
1.1. Let g be a complex, simple Lie algebra, h ⊂ g a Cartan subalgebra,
Φ ⊂ h∗ the corresponding root system and W its Weyl group. For each
α ∈ Φ, let slα2 = 〈eα, fα, hα〉 ⊂ g be the corresponding three–dimensional
subalgebra and denote by
κα =
(α,α)
2
(eαfα + fαeα)
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its truncated Casimir operator with respect to the restriction to slα2 of a
fixed non–degenerate, ad–invariant bilinear form (·, ·) on g. Let
hreg = h \
⋃
α∈Φ
Ker(α)
be the set of regular elements in h, V a finite–dimensional g–module, and V
the holomorphically trivial vector bundle over hreg with fibre V . Recall that
the Casimir connection of g is the holomorphic connection on V given by
∇κ = d− ~
∑
α∈Φ+
dα
α
κα (1.1)
where d is the de Rham differential, Φ+ ⊂ Φ is a system of positive roots
and ~ is a complex number. This connection was discovered independently
by C. De Concini around 1995 (unpublished), by J. Millson and the author
[MTL, TL1] and Felder et al. [FMTV], and shown to be flat for any ~ ∈ C.
The monodromy of∇κ gives representations of the generalised braid group
B = π1(hreg/W ) which are described by the quantum Weyl group operators
of the quantum group U~g, a fact which was conjectured by De Concini
(unpublished) and independently in [TL1, TL2] and proved in [TL1, TL3].
1.2. Let P ⊂ h∗ be the weight lattice of g and H = HomZ(P,C∗) the dual
algebraic torus with Lie algebra h and coordinate ring given by the group
algebra CP . We denote the function corresponding to λ ∈ P by eλ ∈ C[H].
The main goal of the present paper is to define a trigonometric version of
the connection (1.1), that is a connection defined on H with the logarithmic
forms dα/α replaced by dα/(eα − 1).
As is well known from the study of Cherednik’s affine KZ (AKZ) con-
nection (see, e.g. [Ch3]), both the flatness and W–equivariance of such a
connection require that it possess a ’tail’, that is be of the form
∇̂κ = d− ~
∑
α∈Φ+
dα
eα − 1 κα −A (1.2)
where A is a translation–invariant one–form on H. The analogy with the
AKZ equations further suggests that A should take values in a suitable
extension of the enveloping algebra Ug, which is to Ug what the degenerate
affine Hecke algebra H′ is to the group algebra CW .
1.3. The correct extension turns out to be the Yangian Y (g), which is
a deformation of the enveloping algebra U(g[t]) over the ring C[~]. Let
ν : h → h∗ be the isomorphism determined by the inner product (·, ·), set
ti = ν
−1(αi), where α1, . . . , αn are the simple roots of g relative to Φ+ and
let ti = λ∨i be the dual basis of h given by the fundamental coweights. Let
T (u)r, u ∈ h, r ∈ N be the Cartan loop generators of Y (g) in Drinfeld’s new
realisation (see [Dr2] and §3 for definitions). Let {ui} be a basis of h, {ui}
the dual basis of h∗ and regard the differentials dui as translation–invariant
one–forms on H. The main result of this paper is the following
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Theorem. The Y (g)–valued connection on H given by
∇̂κ = d− ~
∑
α∈Φ+
dα
eα − 1 κα + dui
(
2T (ui)1 − ~
2
(ui, tj)t2j
)
is flat and W–equivariant1.
1.4. We call ∇̂κ the trigonometric Casimir connection of g. Its monodromy
defines representations of the affine braid group B̂ = π1(Hreg/W ) on any
finite–dimensional module over Y (g), where
Hreg = H \
⋃
α∈Φ
{eα = 1}
is the set of regular elements in H. By analogy with the rational case, we
conjecture that these representations are equivalent to the quantum Weyl
group action of B̂ on finite–dimensional modules over the quantum loop
algebra U~(g[z, z
−1]).
1.5. We turn now to a detailed description of the paper.
In Section 2 we obtain a necessary and sufficient condition for a connec-
tion of the form (1.2) to be flat and equivariant under the Weyl group W
(Theorem 2.5 and Proposition 2.22), thus effectively determining the Lie
algebras of the fundamental groups π1(Hreg) and π1(Hreg/W ). Consistently
with Cherednik’s study of the AKZ connection, the quadratic equations giv-
ing the flatness and equivariance of ∇̂κ specialise, when κα is replaced by
the orthogonal reflection sα ∈W to the defining relations of the degenerate
affine Hecke algebra corresponding to W .
In Section 3 we review Drinfeld’s two presentations of the Yangian Y (g)
of a simple Lie algebra g. We then use their interplay to solve the above
quadratic equations in Y (g), thereby obtaining the trigonometric Casimir
connection of g (Theorem 3.8).
In Section 4, we explain how to define monodromy representations of the
affine braid group from ∇̂κ and conjecture that these are described by the
quantum Weyl group operators of the quantum loop algebra U~(g[z, z
−1]).
In Section 5, we define a trigonometric connection with values in the
Yangian of gln by using the interplay between its loop and RTT presentations
(Theorem 5.7). We then relate it to the trigonometric Casimir connection of
sln. We also check that, when computed in a tensor product of m evaluation
modules, it coincides with the trigonometric dynamical differential equations
[TV] which are differential equations on (C×)n with values in Ugl⊗mn .
In Section 6, we show that the trigonometric Casimir connection com-
mutes with qKZ difference equations of Frenkel–Reshetikhin determined by
the rational R–matrix of Y (g) (Theorem 6.6), a fact which was checked in
[TV] for the trigonometric dynamical differential equations.
1we follow the standard convention that in any expression involving ui and u
i, or ti
and ti, summation over i is implicit.
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In Section 7, we review the definition of the degenerate affine Hecke al-
gebra H′ of W [Lu] and of the corresponding H′–valued AKZ connection
[Ch3]. We then show that if V is a Y (g)–module whose restriction to g is
small, that is such that 2α is not a weight for any root α [Br, Re], the zero
weight space V [0] carries a natural action of H′. Moreover, the trigono-
metric Casimir connection with coefficients in V [0] coincides with the AKZ
connection with values in this H′–module (Theorem 7.5).
The final appendix, Section 8 contains a discussion of the Tits extensions
of affine Weyl groups which is needed for Section 4.
2. The trigonometric connection of a root system
2.1. General form. Let E be a Euclidean vector space, Φ ⊂ E∗ a reduced,
crystallographic root system. Let Q∨ ⊂ E be the lattice generated by the co-
roots α∨, α ∈ Φ and P ⊂ E∗ the dual weight lattice. Let H = HomZ(P,C∗)
be the complex algebraic torus with Lie algebra h = HomZ(P,C) and coor-
dinate ring given by the group algebra CP . We denote the function corre-
sponding to λ ∈ P by eλ ∈ C[H] and set
Hreg = H \
⋃
α∈Φ
{eα = 1} (2.1)
Let A be an algebra endowed with the following data:
• a set of elements {tα}α∈Φ ⊂ A such that t−α = tα
• a linear map τ : h→ A
Consider the A–valued connection on Hreg given by
∇ = d−
∑
α∈Φ+
dα
eα − 1 tα − dui τ(u
i) (2.2)
where Φ+ ⊂ Φ is a chosen system of positive roots, {ui} and {ui} are
dual bases of h∗ and h respectively, the differentials dui are regarded as
translation–invariant one–forms on H and the summation over i is implicit.
2.2. Positive roots. The form of the connection (2.2) depends upon the
choice of the system of positive roots Φ+ ⊂ Φ. Let however Φ′+ ⊂ Φ be
another such system, then
Proposition. The connection (2.2) may be rewritten as
∇ = d−
∑
α∈Φ′+
dα
eα − 1 tα − dui τ
′(ui)
where τ ′ : h→ A is given by
τ ′(v) = τ(v)−
∑
α∈Φ+∩Φ′−
α(v) tα (2.3)
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Proof. Write the second summand in (2.2) as∑
α∈Φ+∩Φ′+
dα
eα − 1 tα −
∑
α∈Φ−∩Φ′+
dα
e−α − 1 t−α
where Φ− = −Φ+. Since
1
1− e−α =
eα
eα − 1 =
1
eα − 1 + 1 (2.4)
and t−α = tα, the above is equal to∑
α∈Φ′+
dα
eα − 1 tα +
∑
α∈Φ−∩Φ′+
dα tα
which yields the required result since α = uiα(u
i). 
Definition. If W is the Weyl group of Φ and w ∈ W the unique element
such that Φ′+ = wΦ+, we denote τ
′ by τw. Thus,
τw(v) = τ(v) −
∑
α∈Φ+∩wΦ−
α(v) tα (2.5)
2.3. Delta form. Choose Φ′+ = Φ− in Proposition 2.2. Comparing the cor-
responding expressions for∇ shows that it may be more invariantly rewritten
as
∇ = d− 1
2
∑
α∈Φ
dα
eα − 1 tα − dui δ(u
i)
where δ : h→ A is given by
δ(v) = τ(v)− 1
2
∑
α∈Φ+
α(v) tα (2.6)
Alternatively, substituting (2.6) into (2.2) yields
∇ = d− 1
2
∑
α∈Φ+
eα + 1
eα − 1dα tα − dui δ(u
i) (2.7)
We shall occasionally refer to (2.2) and (2.7) as the τ and δ–forms of the
connection ∇ respectively. Note that the latter does not depend upon the
choice of Φ+ ⊂ Φ.
2.4. Root subsystems. For a subset Ψ ⊂ Φ and subring R ⊂ R, let
〈Ψ〉R ⊂ E∗ be the R–span of Ψ.
Definition. A root subsystem of Φ is a subset Ψ ⊂ Φ such that 〈Ψ〉Z∩Φ = Ψ.
Ψ is complete if 〈Ψ〉R ∩ Φ = Ψ. If Ψ ⊂ Φ is a root subsystem, we set
Ψ+ = Ψ ∩ Φ+.
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Remark. According to the above definition, the short roots of the root
system B2 (resp. G2) are not a root subsystem, but the long ones constitute
a root subsystem of type A1 × A1 (resp. A2) which is not complete. An-
other root subsystem of Φ = G2 is given by {±α,±β} where α, β are two
orthogonal roots (necessarily of different lengths).
2.5. Integrability. The following is the main result of this section.
Theorem.
(1) The connection ∇ is flat if, and only if the following relations hold
• For any rank 2 root subsystem Ψ ⊂ Φ and α ∈ Ψ,
[tα,
∑
β∈Ψ+
tβ] = 0 (tt)
• For any u, v ∈ h,
[τ(u), τ(v)] = 0 (ττ)
• For any α ∈ Φ+, w ∈ W such that w−1α is a simple root and
u ∈ h such that α(u) = 0,
[tα, τw(u)] = 0 (tτ)
(2) Modulo the relations (tt), the relations (tτ) are equivalent to
[tα, δ(v)] = 0 (tδ)
for any α ∈ Φ and v ∈ h such that α(v) = 0, where δ : h → A is
given by (2.6).
The proof of Theorem 2.5 occupies the paragraphs 2.7–2.19.
2.6. We spell out below the relations (tt) in the case when Φ is of rank 2.
For Ψ = Φ, they read
[tα,
∑
β∈Φ+
tβ] = 0 for any α ∈ Φ (Φ)
In particular, if Φ = {±α,±β} is of type A1 × A1 then
[tα, tβ] = 0 (A1 × A1)
For Φ = B2, the long roots {±β1,±β2} form an A1 × A1 subsystem so that
[tβ1 , tβ2 ] = 0 (A1 × A1 ⊂ B2)
For Φ = G2, there are two types of root subsystems: that formed by the A2
configuration of long roots {±β1,±β2,±β3}, leading to
[tβi , tβj + tβk ] = 0 for any i, j, k ∈ {1, 2, 3} distinct (A2 ⊂ G2)
and the A1 configurations {±β,±γ} formed by a long root and an orthogonal
short one, leading to
[tβ, tγ ] = 0 (A1 × A1 ⊂ G2)
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Combining relations (Φ), (A2 ⊂ G2) and (A1 × A1 ⊂ G2) yields in particular
the following relations
[tβ, tγ′ + tγ′′ ] = 0 (2.8)
where β ∈ G2 is long and γ′, γ′′ are the short positive roots which are not
orthogonal to β.
Remark. If Φ is not simply–laced, the relations (tt) are stronger than those
yielding the flatness of the rational connection
∇ = d−
∑
α∈Φ+
dα
α
tα
Indeed, the latter involve two dimensional subspaces of h∗ spanned by el-
ements of Φ [Ko] and therefore only those rank 2 subsystems of Φ which
are complete. The relevance of additional relations corresponding to non–
complete subsystems was first pointed out in the closely related context of
the Yang–Baxter equations by Cherednik [Ch3, §6.1].
2.7. Let Q ⊂ P be the root lattice generated by Φ and T = HomZ(Q,C∗)
the corresponding complex algebraic torus of adjoint type. T has coordinate
ring CQ and is biregularly isomorphic to the standard torus (C∗)n by sending
p ∈ T to the point with coordinates zi = e−αi(p), where αi varies over the
simple roots of Φ relative to Φ+.
2.8. The torus T is a quotient of H and the form of ∇ shows that it may
be regarded as a connection on the trivial vector bundle with fibre A over
T . As such, ∇ has singularities on the codimension one subtori
Tα = {eα = 1} ⊂ T
where α ∈ Φ. Given a subset Ψ ⊂ Φ, we shall be interested in the connect-
edness of the intersection
⋂
α∈Ψ Tα. Let 〈Ψ〉Z ⊂ Q be the Z–span of Ψ and
set [DCP, §3.1]
〈Ψ〉
Z
= {γ ∈ Q|mγ ∈ 〈Ψ〉Z for some m ∈ Z∗}
Since
C[
⋂
α∈Ψ
Tα] = CQ/〈Ψ〉Z ∼= CQ/〈Ψ〉Z ⊗ C 〈Ψ〉Z/〈Ψ〉Z
the connected components of
⋂
α∈Ψ Tα are tori labelled by the characters of
the finite abelian group 〈Ψ〉
Z
/〈Ψ〉Z. In particular, if Ψ = {α}, we see that
each Tα is connected since α is indivisible in Q.
2.9. The necessity of relations (tt)–(tτ ) follows from the computation of
the residues of the curvature Ω of ∇ to be carried out in §2.10–§2.14.
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Specifically, write ∇ = d − A. Since dA = 0, Ω is equal to A ∧ A =
Ω1 +Ω2 +Ω3, where
Ω1 =
1
2
∑
α,β
dα
eα − 1 ∧
dβ
eβ − 1 [tα, tβ] (2.9)
Ω2 =
∑
α,i
dα
eα − 1 ∧ dui [tα, τ(u
i)] (2.10)
Ω3 =
1
2
∑
i,j
dui ∧ duj [τ(ui), τ(uj)] (2.11)
2.10. Let α ∈ Φ and denote the inclusion Tα →֒ T by ıα. Then
resTα Ω1 = ı
∗
α
∑
β 6=α
dβ
eβ − 1 [tα, tβ]
resTα Ω2 = ı
∗
αdui [tα, τ(u
i)]
and resTα Ω3 = 0 since Ω3 is regular on Tα.
2.11. Let Ψ ⊂ Φ be a rank 2 root subsystem and set
TΨ =
⋂
β∈Ψ
Tβ
By §2.8, TΨ is a codimension two subtorus of T with group of components
Hom(〈Ψ〉
Z
/〈Ψ〉Z,C∗).
Since 〈Ψ〉
Z
/〈Ψ〉Z is cyclic (of order 1, 2 or 3 depending on the type of Ψ
and 〈Ψ〉
Z
∩ Φ), there exists a character χ of 〈Ψ〉
Z
/〈Ψ〉Z with trivial kernel.
It follows that the corresponding component TχΨ of TΨ is contained in some
Tγ if, and only if, γ ∈ Ψ.
Together with §2.10, this implies that for any α ∈ Ψ,
resT γΨ
resTα Ω = [tα,
∑
β∈Ψ+
tβ]
thus showing the necessity of (tt).
2.12. Let T ∼= Cn be the partial compactification determined by the em-
bedding T →֒ (C∗)n given by sending p ∈ T to the point with coordinates
zi = e
−αi(p). We wish to determine the residues of Ω on the divisors
Ti = {zi = 0} ⊂ T
To this end, we first rewrite ∇ in the coordinates zi. Choosing ui = αi as
basis of h∗, so that the dual basis {ui} of h is given by the fundamental
coweights {λ∨i } yields dui = −dzi/zi and
dui τ(u
i) = −dzi
zi
τ(λ∨i )
THE TRIGONOMETRIC CONNECTION OF A SIMPLE LIE ALGEBRA 9
Further, if α =
∑
im
i
ααi is a positive root, then e
α =
∏
i z
−miα
i so that
dα
eα − 1 =
e−α
1− e−α dα = −
∑
i
miα
z
miα−1
i
∏
j 6=i z
mjα
j
1−∏j zmjαj dzi
which is a regular on each Ti. It follows that resTi Ω1 = 0 and
resTi Ω2 = ı
∗
i
∑
α
dα
eα − 1 [tα, τ(λ
∨
i )]
resTi Ω3 = ı
∗
i
∑
j 6=i
dzj
zj
[τ(λ∨i ), τ(λ
∨
j )]
where ıi is the inclusion Ti →֒ T .
2.13. Thus, for any j 6= i,
resTj∩Ti resTi Ω = [τ(λ
∨
j ), τ(λ
∨
i )]
which shows the necessity of the relations (ττ).
2.14. Let now α =
∑
im
i
ααi be a positive root and let Tα = {
∏
i z
miα
i = 1}
be the closure of Tα in T . The intersection
Tα,i = Tα ∩ Ti ⊂ T
is clearly nonempty if, and only if α(λ∨i ) = m
i
α = 0. When that is the case,
Tα,i is connected and contained in no other T β, β 6= j or Tj for j 6= i.
It follows that whenever α(λ∨i ) = 0,
resTα,i resTα Ω = [tα, τ(λ
∨
i )]
thus showing the necessity of (tτ ) for α simple and w = 1. The general case
follows by repeating the computations of the last two subsections in the
compactification of T corresponding to a different basis w∆ of simple roots
and using the alternative form of the connection ∇ given by Proposition 2.2.
2.15. We next turn to the sufficiency of the relations (tt)–(ττ ). This may
be proved by embedding T in the toric variety corresponding to the fan
determined by the chambers of Φ in E and using a general integrability
criterion of E. Looijenga as in [Lo, §1–2]2. We prefer a more direct approach
which will occupy §2.16– 2.19.
2note however that line 2 of the statement of Corollary 1.3 in [Lo] should read ”for
every irreducible component I of a codimension two intersection”, the words in bold
are missing in [Lo].
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2.16. Since the relations (ττ) imply that Ω3 = 0, we need to show that the
relations (tt)–(tτ ) imply that Ω1 +Ω2 = 0. To this end, we rewrite Ω2 in a
different form below and, in §2.17 rewrite Ω1.
Lemma. Modulo the relations (tτ), the curvature term
Ωα2 =
∑
i
dα
eα − 1 ∧ dui [tα, τ(u
i)]
corresponding to α ∈ Φ+ is equal to∑
β∈Φ+∩wΦ−
dα
eα − 1 ∧ dβ [tα, tβ]
for any w ∈W such that w−1α is a simple root.
Proof. Let w ∈W be such that w−1α is a simple root αi. By (2.5),
Ωα2 =
∑
j
dα
eα − 1 ∧ duj [tα, τw(u
j) +
∑
β∈Φ+∩wΦ−
β(uj) tβ]
Choosing uj = wαj yields a commutator [tα, τw(u
j)] = [tα, τw(wλ
∨
j )] which
is zero for all j 6= i by (tτ). Since dα ∧ wαi = 0, this yields
Ωα2 =
∑
j
dα
eα − 1∧duj [tα,
∑
β∈Φ+∩wΦ−
β(uj) tβ] =
∑
β∈Φ+∩wΦ−
dα
eα − 1∧dβ [tα, tβ]
since β = β(ui)ui 
2.17. For any a ∈ Q, let ηa be the meromorphic one–form on T given by
ηa =
da
ea − 1
Lemma. Let Ψ ⊂ Φ be a rank 2 root subsystem and consider the curvature
term
ΩΨ1 =
1
2
∑
α,β∈Ψ+
ηα ∧ ηβ [tα, tβ]
Assume that the relations (tt) hold. Then, if Ψ is of type A1 × A1,
ΩΨ1 = 0 (2.12)
If Ψ is of type A2 with Ψ+ = {α, β, α + β}
ΩΨ1 = −ηα+β ∧ dβ [tα+β, tβ ] (2.13)
If Ψ is of type B2 with Ψ+ = {α, β, α ± β}
ΩΨ1 = −ηα+β ∧ dβ [tα+β, tβ ]− ηα ∧ d(α− β) [tα, tα−β ] (2.14)
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If Ψ is of type G2, with Ψ+ = {α1, α2, α1+α2, α1+2α2, α1+3α2, 2α1+3α2}
ΩΨ1 =− ηα1+α2 ∧ dα1 [tα1+α2 , tα1 ] (2.15)
− ηα1+2α2 ∧ (dα2 [tα1+2α2 , tα2 ] + d(α1 + 3α2) [tα1+2α2 , tα1+3α2 ])
− ηα1+3α2 ∧ dα2 [tα1+3α2 , tα2 ]
− η2α1+3α2 ∧ (dα1 [t2α1+3α2 , tα1 ] + d(α1 + α2) [t2α1+3α2 , tα1+α2 ])
Proof. If Ψ is of type A1 × A1, the result follows from (A1 × A1).
For other types, we shall need the following easily verified identity. For
a, b ∈ Q, set
ηa,b =
da ∧ db
ea+b − 1
Then,
ηa ∧ ηb = ηa ∧ ηa+b + ηa+b ∧ ηb + ηa,b (2.16)
We shall apply (2.16) to ΩΨ1 repeatedly, specifically to terms of the form
ηα ∧ ηβ with α+ β ∈ Φ+, until no such terms are left.
For Ψ+ = {α, β, α + β} of type A2, this yields
ΩΨ1 = ηα+β ∧ ηα [tα+β + tβ, tα] + ηα+β ∧ ηβ [tα+β + tα, tβ ] + ηα,β [tα, tβ]
By (Φ), the first two commutators are 0 and the third is equal to [tα, tβ] =
[tα + tβ, tβ ] = −[tα+β, tβ ]. This yields the required answer since
ηa,b = ηa+b ∧ db = −ηa+b ∧ da (2.17)
To keep track of the repeated applications of (2.16) for Ψ ot type B2,G2,
we proceed as follows. Recall that the height of α =
∑
im
i
ααi ∈ Φ+ is
defined by ht(α) =
∑
im
i
α. Arrange pairs of distinct roots (α, β) on consec-
utive rows according to the value of ht(α) + ht(β): each (α, β) stands for a
term ηα ∧ ηβ. From each pair (α, β) such that α+β ∈ Φ+ draw an arrow to
(α,α+ β) and (α+ β, β) to signify that (2.16) has been applied with a = α
and b = β.
For Ψ+ = {α, β, α± β} of type B2 with simple roots α1 = α− β, α2 = β,
the corresponding graph is
(α − β, β)
xxqq
qq
q
$$I
II
II
(α − β, α) (α, β)
$$I
II
II










(α− β, α+ β) (α+ β, β)
(α, α + β)
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This yields an ”ηa ∧ ηb” component of ΩΨ1 equal to
ηα−β ∧ ηα [tα−β, tα + tβ]
+ ηα−β ∧ ηα+β [tα−β, tα+β ] + ηα+β ∧ ηβ [tα+β + tα + tα−β, tβ ]
+ ηα ∧ ηα+β ([tα, tα+β + tβ] + [tα−β, tβ ])
The second commutator is equal to zero by (A1 × A1 ⊂ B2), the first by (Φ)
and (A1 × A1 ⊂ B2) and the third by (Φ). By (Φ), the coefficient of ηα∧ηα+β
is equal to −[tα, tα−β ] + [tα−β , tβ] = [tα−β, tα + tβ] = 0.
ΩΨ1 is therefore equal to its ”ηa,b” component, namely
ηα−β,β [tα−β, tβ] + ηα,β [tα + tα−β, tβ]
which yields the required answer since, by (Φ)
[tα + tα−β, tβ] = −[tα+β, tβ ]
and by (Φ) and (A1 × A1 ⊂ B2)
[tα−β , tβ] = −[tα−β, tα + tα+β] = −[tα−β , tα]
while, as previously noted
ηa,b = ηa+b ∧ db = −ηa+b ∧ da
Assume now that Ψ is of type G2 and has simple roots α1, α2, with α1
long. The sets of long and short positive roots are, respectively
Ψℓ+ = {α1, 2α1 + 3α2, α1 + 3α2} and Ψs+ = {α1 + α2, α1 + 2α2, α2}
and the pairs (β, γ) of orthogonal positive roots are
(α1, α1 + 2α2), (2α1 + 3α2, α2), (α1 + 3α2, α1 + α2)
The corresponding graph reads
(α1, α2)
sshhhh
hhh
hhhh
h
++VV
VVV
VVVV
VVV
(α1, α1 + α2) (α1 + α2, α2)
xxqq
qq
qq
qq
qq
qq
qq
qq
qq

(α1, α1 + 2α2) (α1 + 2α2, α2)

xx
(α1, α1 + 3α2)


(α1 + α2, α1 + 2α2)

ww
(α1 + 3α2, α2)
(α1, 2α1 + 3α2) (α1 + α2, α1 + 3α2) (2α1 + 3α2, α2)
(α1 + α2, 2α1 + 3α2) (α1 + 2α2, α1 + 3α2)
(α1 + 2α2, 2α1 + 3α2)
(α1 + 3α2, 2α1 + 3α2)
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This yields an ηa,b component of Ω
Ψ
1 equal to
ηα1,α2 [tα1 , tα2 ]
+ ηα1+α2,α2 [tα1+α2 + tα1 , tα2 ]
+ ηα1+2α2,α2 [tα1+2α2 + tα1+α2 + tα1 , tα2 ]
+ ηα1,α1+3α2 [tα1 , tα1+3α2 ]
+ ηα1+α2,α1+2α2 ([tα1+α2 , tα1+2α2 + tα2 ] + [tα1 , tα2 ])
By (2.8), the first commutator is equal to −[tα1 , tα1+α2 ]. By (Φ) and
(A1 × A1 ⊂ G2), the third commutator is equal to −[tα1+3α2 , tα2 ]. The sec-
ond commutator is therefore equal to
−[tα1+3α2 + tα1+2α2 , tα2 ] = −[tα1+2α2 , tα2 + tα1+3α2 ]
where we used (2.8). By (A2 ⊂ G2), the fourth commutator is equal to
−[tα1 , t2α1+3α2 ]. Finally, the coefficient of ηα1+α2,α1+2α2 is equal to
−[tα1+α2 , tα1 + t2α1+3α2 ] + [tα1 , tα2 ] = [t2α1+3α2 , tα1+α2 ]
where we used (2.8). Using (2.17) shows that the right–hand side of (2.15) is
equal to the ηa,b–component of Ω
Ψ
1 . A similar use of relations (Φ), (A2 ⊂ G2)
and (A1 × A1 ⊂ G2) shows that the ηa ∧ ηb component of ΩΨ1 is zero and
therefore completes the proof 
2.18.
Corollary. Assume that the relations (tt) and (tτ) hold. Then, for any
rank 2 root subsystem Ψ ⊂ Φ, the curvature term ΩΨ1 is equal to
ΩΨ1 = −
∑
α∈Ψ+
∑
β∈Ψ+∩wαΨ−
ηα ∧ dβ [tα, tβ ]
where wα is any element of the Weyl group of Ψ such that w
−1
α α is simple
in Ψ.
Proof. Lemma 2.17 and a simple case–by–case inspection show that ΩΨ1
does indeed have the above form for well–chosen elements wα (specifically,
wα should be an element of shortest length such that w
−1
α α is simple in Ψ).
But Lemma 2.16 applied to Ψ implies that the expression∑
β∈Ψ+∩wαΦ−
ηα ∧ dβ [tα, tβ]
is independent of the choice of wα, hence the conclusion. 
2.19. Completion of the proof of (1) of Theorem 2.5. Fix α ∈ Φ+
and let R2(α) be the set of complete, rank 2 subsystems Ψ ⊂ Φ containing
α as a non–simple root. For Ψ ∈ R2(α), denote the corresponding Weyl
group by W (Ψ).
For any w ∈W , denote by N(w) ⊂ Φ+ the set
N(w) = {β ∈ Φ+|wβ ∈ Φ−}
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and define similarly NΨ(w) ⊂ Ψ+ for any w ∈W (Ψ).
The following result, together with Lemma 2.16 and Corollary 2.18 show
that Ω1 +Ω2 = 0 and therefore that the connection (2.2) is flat.
Proposition. Let w ∈W be such that w−1α is simple in Φ.
(1) For any Ψ ∈ R2(α), the intersection N(w−1) ∩Ψ is non–empty.
(2) The following holds
N(w−1) =
⊔
Ψ∈R2(α)
N(w−1) ∩Ψ
(3) For any Ψ ∈ R2(α), there exists a unique wΨ ∈W (Ψ) such that
N(w−1) ∩Ψ = NΨ(w−1Ψ )
Proof. For any pair of non–proportional roots β, γ ∈ Φ, let 〈β, γ〉 ⊂ Φ be
the complete, rank 2 subsystem generated by β and γ. We claim that the
map β → 〈α, β〉 induces a bijection
ρ : N(w−1)
/
∼
−→ R2(α)
where ∼ is the equivalence relation defined by β ∼ β′ if 〈α, β〉 = 〈α, β′〉.
This clearly proves (1) and (2) since ρ−1(Ψ) = Ψ ∩N(w−1).
To see this, we shall need some notation. For any complete subsystem
Ψ ⊂ Φ, let Ψ⊥ = ⋂β∈ΨHβ ⊂ E, where Hβ = Ker(β). Set EΨ = E/Ψ⊥
so that Ψ may be regarded as a root system in E∗Ψ, and let πΨ : E → EΨ
be the corresponding projection. If β ∈ N(w−1), the wall Hβ separates the
fundamental chamber C ⊂ E of Φ and C ′ = w(C). Thus, if Ψ = 〈α, β〉,
πΨ(Hβ) separates the fundamental chamber πΨ(C) of Ψ and πΨ(C ′). It
follows that πΨ(C) 6= πΨ(C ′) so that α is not simple in Ψ since πΨ(Hα) is a
wall of πΨ(C
′), whence 〈α, β〉 ∈ R2(α) and ρ is a well–defined embedding.
It is also surjective since if Ψ ∈ R2(α), there exists a β ∈ Ψ+ such that
πΨ(Hβ) separates πΨ(C) and πΨ(C ′) so that Hβ separates C and C ′ and
therefore lies in N(w−1).
Finally, for a given Ψ ∈ R2(α), the set N(w−1) ∩ Ψ consists of those
β ∈ Ψ+ which separate C and C ′ and therefore πΨ(C) and πΨ(C ′). It is
therefore equal to Ψ+∩wΨΨ− where wΨ ∈W (Ψ) is the unique element such
that πΨ(C
′) = wΨπΨ(C). 
2.20. We now turn to part (2) of Theorem 2.5. We shall need the following
Lemma. The relations (tt) imply that the following holds for any α ∈ Φ+,
w ∈W such that w−1α is simple and v ∈ h such that α(v) = 0
[tα,
∑
β∈Φ+
sign(w−1β)β(v)tβ ] = 0 (t
wt)
where sign(γ) = ±1 depending on whether γ ∈ ±Φ+.
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Proof. Let T be the algebra generated by symbols tα, α ∈ Φ subject to
the relations t−α = tα and (tt). The Weyl group acts on T by wtα = twα
and it is easy to check that the above relation holds for a triple (α,w, v) if,
and only if, it holds for (w−1α, 1, w−1v). We may therefore assume that α
is simple and that w = 1. Since the left–hand side of (twt) may be written
as ∑
Ψ
∑
β∈Ψ+
[tα, β(v)tβ ]
where Ψ ranges over the complete, rank 2 subsystems of Φ containing α,
it is sufficient to prove (twt) when Φ is of rank 2. In this case, it follows
by a simple case–by–case verification. For example, if Φ+ = {α1, α2, α1 +
α2, α1 + 2α2, α1 + 3α2, 2α1 + 3α2} is of type G2, we have
[tα2 ,
∑
β∈Φ+
β(λ∨1 )tβ ] = [tα2 ,
∑
β∈Φ+
tβ] + [tα2 , t2α1+3α2 ] = 0
by (Φ) and (A1 × A1 ⊂ G2), while
[tα1 ,
∑
β∈Φ+
β(λ∨2 )tβ] = [tα1 ,
∑
β∈Φ+
tβ]+ [tα1 , tα1+2α2 ]+2[tα1 , t2α1+3α2 + tα1+3α2 ]
which is equal to zero by (Φ), (A1 × A1 ⊂ G2) and (A2 ⊂ G2) 
2.21. Recall from §2.3 that δ : h→ A is defined by
δ(v) = τ(v)− 1
2
∑
α∈Φ+
α(v)tα
The following proves part (2) of Theorem 2.5
Proposition. Modulo the relations (tt), the relations (tτ) are equivalent to
[tα, δ(v)] = 0 (tδ)
for any α ∈ Φ and v ∈ h such that α(v) = 0.
Proof. For any w ∈W (2.5), yields
τw(v) = τ(v)−
∑
α∈Φ+∩wΦ−
α(v)tα = δ(v) +
1
2
∑
β∈Φ+
sign(w−1β)β(v)tβ(v)
The result now follows from Lemma 2.20. 
2.22. Equivariance under W . Assume now that the algebra A is acted
upon by the Weyl group W of Φ.
Proposition.
(1) The connection ∇ is W–equivariant if, and only if
si(tα) = tsiα (2.18)
si(τ(x))− τ(six) = (αi, x)tαi (2.19)
for any α ∈ Φ, simple reflection si ∈W and x ∈ h.
16 V. TOLEDANO LAREDO
(2) Modulo (2.18), the relation (2.19) is equivalent to theW–equivariance
of the linear map δ : h→ A defined by (2.6).
Proof. (1) Since si permutes the set Φ+ \ {αi} and, by (2.4)
1
1− e−αi =
1
eαi − 1 + 1
we get
s∗i∇ = d−
∑
α∈Φ+
dα
eα − 1si(tα)− dαi si(tαi)− si(τ(u
j))d(siuj)
Requiring that s∗i∇ = ∇ and taking residues along each subtorus {eα = 1}
yields (2.18). To proceed, note that
si(τ(u
j))d(siuj) = si(τ(siu
j))d(uj)
since τ(uj)duj is independent of the choice of the dual bases {uj}, {uj}.
Thus, s∗i∇ = ∇ reduces to
τ(uj)duj = si(τ(siu
j))duj + tαidαi
which, upon being contracted along the tangent vector uk yields (2.19) with
x = siu
j.
(2) It is easy to check that the map τ(x) = 1/2
∑
α∈Φ+
(x, α)tα satisfies
(2.19). The result now follows since any two maps τi : h → A satisfying
(2.19) differ by a W–equivariant map. 
2.23. Flatness and equivariance. The following is a direct corollary of
Theorem 2.5 and Proposition 2.22
Theorem. The trigonometric connection
∇ = d−
∑
α∈Φ+
dα
eα − 1 tα − d(ui) τ(u
i)
is flat and W–equivariant if, and only if the following relations hold
• For any rank 2 root subsystem Ψ ⊂ Φ and α ∈ Ψ,
[tα,
∑
β∈Ψ+
tβ] = 0
• For any u, v ∈ h,
[τ(u), τ(v)] = 0
• For any simple root αi and u ∈ Ker(αi),
[tαi , τ(u)] = 0
• For any α ∈ Φ and simple reflection si ∈W ,
si(tα) = tsiα
• For any α ∈ Φ and u ∈ h,
si(τ(u))− τ(siu) = (αi, u)tαi
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Remark. Theorem 2.23 was first proved by Cherednik in the special case
when tα is equal to the orthogonal reflection sα ∈ W and shown to lead to
the definition of the degenerate affine Hecke algebra of W [Ch1, Ch2].
3. The trigonometric Casimir connection
3.1. The Yangian Y (g) [Dr1]. Let g be a finite–dimensional, simple Lie
algebra over C and (·, ·) a non–degenerate, invariant bilinear form on g. Let
~ be a formal variable. The Yangian Y (g) is the associative algebra over
C[~] generated by elements x, J(x), x ∈ g subject to the relations
λx+ µy (in Y (g)) = λx+ µy (in g)
xy − yx = [x, y]
J(λx+ µy) = λJ(x) + µJ(y)
[x, J(y)] = J([x, y])
[J(x), J([y, z])] + [J(z), J([x, y])] + [J(y), J([z, x])] =
~
2([x, xa], [[y, xb], [z, xc]]){xa, xb, xc}
[[J(x), J(y)], [z, J(w)]] + [[J(z), J(w)], [x, J(y)]] =
~
2([x, xa], [[y, xb], [[z, w], xc]]){xa, xb, J(xc)}
for any x, y, z, w ∈ g and λ, µ ∈ C, where {xa}, {xa} are dual bases of g with
respect to (·, ·) and
{z1, z2, z3} = 1
24
∑
σ∈S3
zσ(1)zσ(2)zσ(3)
Y (g) is an N–graded C[~]–algebra provided one sets deg(x) = 0, deg(J(x)) =
1 and deg(~) = 1.
3.2. Drinfeld’s new realisation of Y (g) [Dr2]. Let h ⊂ g be a Cartan
subalgebra of g, Φ = {α} ⊂ h∗ the corresponding root system. Let {αi}i∈I
be a basis of simple roots of Φ and aij = 2(αi, αj)/(αi, αi) the entries of
the Cartan matrix A of g. Set di = (αi, αi)/2, so that diaij = djaji for any
i, j ∈ I.
Let ν : h → h∗ be the isomorphism determined by the inner product
(·, ·) and set ti = ν−1(αi) = diα∨i . For any i ∈ I, choose root vectors
x±i ∈ g±αi such that [x+i , x−i ] = ti. Recall that g has a (slightly non–
standard) presentation in terms of the generators ti, x
±
i with relations
[ti, tj ] = 0
[ti, x
±
j ] = ±diaijx±j
[x+i , x
−
j ] = δijti
ad(x±i )
1−aijx±j = 0
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The Yangian Y (A) is the associative algebra over C[~] with generators
X±i,r, Ti,r, i ∈ I, r ∈ N and relations
[Ti,r, Tj,s] = 0
[Ti,0,X
±
j,s] = ±diaijX±j,s
[Ti,r+1,X
±
j,s]− [Ti,r,X±j,s+1] = ±
~
2
diaij(Ti,rX
±
j,s +X
±
j,sTi,r)
[X+i,r,X
−
j,s] = δijTi,r+s
[X±i,r+1,X
±
j,s]− [X±i,r,X±j,s+1] = ±
~
2
diaij(X
±
i,rX
±
j,s +X
±
j,sX
±
i,r)∑
π
[X±i,rpi(1) , [X
±
i,rpi(2)
, [· · · , [X±i,rpi(m) ,X
±
j,s] · · · ]] = 0
where i 6= j in the last relation, m = 1−aij , r1, . . . , rm ∈ N is any sequence of
non–negative integers, and the sum is over all permutations π of {1, . . . ,m}.
Y (A) is N–graded by deg(Ti,r) = r = deg(X
±
i,r) and deg(~) = 1.
3.3. Isomorphism between the two presentations [Dr2]. Choose root
vectors xα ∈ gα for any α ∈ Φ such that (xα, x−α) = 1 and let
κα = xαx−α + x−αxα (3.1)
be the truncated Casimir operator of the sl2–subalgebra of g corresponding
to α. Then, the assignment
ϕ(ti) = Ti,0, ϕ(x
±
i ) = X
±
i,0
ϕ(J(ti)) = Ti,1 + ~ϕ(vi)
ϕ(J(x±i )) = X
±
i + ~ϕ(w
±
i )
extends to an isomorphism ϕ : Y (g)→ Y (A), where
vi =
1
4
∑
β∈Φ+
(αi, β)κα − t2i /2
w±i = ±
1
4
∑
β∈Φ+
(
[x±i , x±β]x∓β + x∓β[x
±
i , x±β]
)− 1
4
(x±i ti + tix
±
i )
3.4. The W–equivariant embedding δa,b : h→ Y (g). The Yangian Y (g)
is acted upon by the Lie algebra spanned by the elements x ∈ g and is
an integrable g–module under this action. In particular, the zero–weight
subalgebra Y (g)h is acted upon by the Weyl group W of g. Moreover, for
any a, b ∈ C, the linear map
δa,b : h→ Y (g)h, δa,b(t) = at+ bJ(t) (3.2)
is W–equivariant.
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In terms of the new realisation of Y (g), the map δa,b becomes
δ˜a,b = ϕ ◦ δa,b : h→ Y (A)h
δ˜a,b(t) = at+ b
T (t)1 + ~
4
∑
β∈Φ+
β(t)κβ − ~
2
∑
i
(t, ti)t2i
 (3.3)
where {ti = λ∨i } is the basis of h dual to {ti} given by the fundamental
coweights, T (−)1 : h → Y (A) is the embedding t → (t, ti)Ti,1 and, devi-
ating slightly from the notation of §3.2, we identify g ⊂ Y (g) with the Lie
subalgebra of Y (A) spanned by Ti,0,X
±
i,0.
3.5. The linear map τa,b : h→ Y (g). Let ǫ ∈ C. For any root α, set
Kα = κα + ǫqα where qα =
ν−1(α)
(α,α)
2
(3.4)
and κα is the truncated Casimir given by (3.1). For any a, b ∈ C, define a
map τa,b : h→ Y (g)h by
τa,b(t) =
~
2
∑
α∈Φ+
(t, α)Kα + δa,b(t)
where δa,b is given by (3.2).
Proposition.
(1) The elements Kα satisfy
K−α = Kα and w(Kα) = Kwα
for any w ∈W .
(2) The following holds for any t ∈ h
si(τa,b(t))− τa,b(sit) = ~(αi, t)Kαi
(3) If b = −2, then τ˜a,b = ϕ ◦ τa,b : h→ Y (A)h is given by
τ˜a,−2(t) = at− 2
(
T (t)1 − ~
2
∑
i
(t, ti)t2i
)
+ ǫ
~
2
∑
α∈Φ+
α(t)qα
and satisfies in addition
[τ˜a,−2(t), τ˜a,−2(t
′)] = 0
for any t, t′ ∈ h.
(4) For any α ∈ Φ+ and t ∈ h such that α(t) = 0
[Kα, δa,b(t)] = 0
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Proof. (1) is obvious. (2) follows from the second part of Proposition 2.22,
(1) and the W–equivariance of δa,b. For (3), we have by (3.3)
τ˜a,b(t) =
~
2
∑
α∈Φ+
α(t)Kα + at+ b
T (t)1 + ~
4
∑
β∈Φ+
β(t)κβ − ~
2
∑
i
(t, ti)t2i

= at+
~
2
∑
α∈Φ+
α(t)(Kα +
b
2
κα) + b(T (t)1 − ~
2
∑
i
(t, ti)t2i )
which, for b = −2 reduces to the claimed expression. The commutativity of
τ˜a,−2(t) and τ˜a,−2(t
′) then follows from that of of the Ti,1. (4) follows easily
from the defining relations of Y (g). 
3.6. For simplicity, we henceforth set ǫ = 0 = a and b = −2 in equations
(3.2) and (3.4), although Theorem 3.8 below is true for any values of a, ǫ.
Thus, Kα = κα, δ = δ0,−2 : h → Y (g) is given by δ(t) = −2J(t) and the
corresponding map τ˜ = τ˜0,−2 : h→ Y (A)h by
τ˜(t) = −2T (t)1 + ~(t, ti)t2i
3.7. The trigonometric Casimir connection of g. Let Hreg ⊂ H be
given by (2.1) and Yh the trivial bundle over Hreg with fibre Y (g)h ∼= Y (A)h.
Definition. The trigonometric Casimir connection of g is the connection
∇ on Yh given by either of the following forms
∇ = d− ~
2
∑
α∈Φ+
eα + 1
eα − 1dα κα + 2dui J(u
i) (3.5)
= d− ~
∑
α∈Φ+
dα
eα − 1 κα + 2dui
(
T (ui)1 − ~
2
(ui, tj)t2j
)
(3.6)
whose equality follows from §2.3 and §3.6.
3.8.
Theorem. The trigonometric Casimir connection is flat andW–equivariant.
Proof. By Theorem 2.5, Proposition 2.22 and Proposition 3.5, we need
only check that the elements tα = κα satisfy the relations (tt). This follows
as in [MTL, Thm. 2.3] and [TL1, Thm 2.2]. Specifically, if Ψ ⊂ Φ is a rank
2 root subsystem, the sum
∑
α∈Φ+
κα is, up to Cartan terms, the Casimir
operator for the rank 2 subalgebra gΨ ⊂ g determined by Ψ and therefore
commutes with each summand κα, α ∈ Φ+. 
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Remark. Since the relations of Theorem 2.5 and Proposition 2.22 are ho-
mogeneous, Theorem 3.8 proves in fact the flatness and W–equivariance of
the one–parameter family of connections
∇ = d− λ−1
~
2
∑
α∈Φ+
eα + 1
eα − 1dα κα − 2dui J(u
i)

= d− λ−1
~ ∑
α∈Φ+
dα
eα − 1 κα − 2dui
(
T (ui)1 − ~
2
(ui, tj)t2j
)
where λ varies in C×.
4. The monodromy conjecture
We show in this section that the monodromy of the trigonometric Casimir
connection ∇ gives rise to representations of the affine braid group B̂ corre-
sponding to g and give a conjectural description of it in terms of the quantum
Weyl group operators of the quantum loop algebra U~(Lg).
4.1. Monodromy representation. Since H is of simply–connected type,
the Weyl group W acts freely on Hreg and the fundamental group of the
quotient Hreg/W is isomorphic to the affine braid group B̂ [NVD, vdL].
Let V be a finite–dimensional Y (g)–module and V the holomorphically
trivial vector bundle over Hreg with fibre V . The connection ∇ induces a
flat connection on V. To push it down to the quotient by W we use the ’up
and down’ trick of [MTL, p. 224] to circumvent the fact that W does not in
general act on V . To this end, we shall need a few basic results about Tits
extensions of (affine) Weyl groups which are gathered in §8.
Specifically, since V is an integrable g–module, the triple exponentials
exp(eαi) exp(−fαi) exp(eαi)
defined by a choice of simple root vectors eαi ∈ gαi , fαi ∈ g−αi are well–
defined elements of GL(V ). They give rise to an action on V of an extension
of W by the sign group Zdim h2 called the Tits extension W˜ of W (Definition
8.2 and Prop. 8.3). By Theorem 8.10, W˜ is a quotient of the affine braid
group B̂ which may therefore be made to act on V . It is then easy to check
that the pull–back of the flat vector bundle (V,∇) to the universal cover of
Hreg is equivariant under B̂ acting by deck transformations on the base and
through the W˜–action on the fibres.
4.2. Let Lg = g[t, t−1] be the loop algebra of g and U~(Lg) the correspond-
ing quantum loop algebra, viewed as a topological Hopf algebra over the
ring of formal power series C[[~]]. Thus, U~(Lg) has Chevalley generators
Ei, Fi, where i ranges over the set Î = I ⊔ {0} of nodes of the affine Dynkin
diagram of g and a Cartan subalgebra isomorphic to h and spanned by Hi,
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i ∈ I and H0 = −Hθ = −
∑
i∈I aiHi, where θ ∈ h∗ is the highest root and
the integers ai are given by θ
∨ =
∑
i aiα
∨
i .
4.3. By a finite–dimensional representation of U~(Lg) we shall mean a mod-
ule V which is topologically free and finitely–generated over C[[~]]. Such a V
is integrable and therefore endowed with a quantum Weyl group action of
the affine braid group B̂ [Lu, KR, So]. This action is given by letting the
generator corresponding to i ∈ Î act by
S
~
i v =
∑
a,b,c∈Z:
a−b+c=−λ(α∨i )
(−1)bqb−aci E(a)i F (b)i E(c)i v
where v ∈ V if of weight λ ∈ h∗ and X(a)i is the divided power Xa/[a]i! with
q = e~, qi = q
(αi,αi)/2
[n]i =
qni − q−ni
qi − q−1i
and [n]i! = [n]i[n− 1]i · · · [1]i
4.4. Monodromy conjecture. It is known that the Yangian Y (g) and the
quantum loop algebra U~(Lg) have the same finite–dimensional represen-
tation theory (see [Va] and [GTL1]). By analogy with the quantum Weyl
group description of the monodromy of the (rational) Casimir connection of
g conjectured by De Concini (unpublished) and independently in [TL1, TL2],
and proved in [TL1, TL3], we make the following
Conjecture. The monodromy of the trigonometric Casimir connection is
equivalent to the quantum Weyl group action of the affine braid group B̂ on
finite–dimensional U~(Lg)–modules.
We will return to this conjecture in forthcoming work in collaboration
with S. Gautam [GTL2].
5. The trigonometric Casimir connection of gln
We consider in this section the Yangian Y (gln) of the Lie algebra gln. The
latter does not possess a presentation of the form given in §3.1 but may be
defined via a ternary, or RTT presentation. By exploiting the interplay be-
tween the latter and its loop presentation, we construct a flat, trigonometric
connection with values in Y (gln). We then relate it to the corresponding
connection for sln and show that, when it is taken with values in a tensor
product of evaluation modules, it coincides with the trigonometric dynami-
cal equations [TV].
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5.1. The RTT presentation of Y (gln). The Yangian Y (gln) is the unital,
associative algebra over C generated by elements t
(r)
ij , 1 ≤ i, j ≤ n, r ≥ 1,
subject to the relations 3
[t
(r+1)
ij , t
(s)
kl ]− [t(r)ij , t(s+1)kl ] = t(r)kj t(s)il − t(s)kj t(r)il (5.1)
where r, s ∈ N and t(0)ij = δij .
Let V = Cn with standard basis e1, . . . , en and let Eijek = δjkei be the
corresponding basis of elementary matrices of gln. The map ı : Eij →
t
(1)
ij defines an embedding of gln into Y (gln) and we will often identify gln
with its image under ı. Moreover, for every s ≥ 1, the subspace spanned
by the elements t
(s)
ij transforms like the adjoint representation under the
commutator action of gln.
The above relations may be more compactly rewritten as follows. For any
r ≥ 0, let T (r) be the n× n matrix with values in Y (gln) given by
T (r) =
∑
1≤i,j≤n
EVij ⊗ t(r)ij
where EVij are again elementary matrices and the superscript V is used to
stress the fact that they should be thought of as elements of the algebra
End(V ) rather than the underlying Lie algebra gln.
Let u be a formal variable and set
T =
∑
r≥0
T (r)u−r ∈ End(V )⊗ Y (gln)[[u−1]]
Finally, let
R(u) = 1− Pu−1 ∈ End(V ⊗ V )[[u−1]]
be Yang’s R–matrix, where P ∈ End(V ⊗V ) acts as the permutation of the
two tensor factors. Then the relations (5.1) are equivalent to
R(u− v)T1(u)T2(v) = T2(v)T1(u)R(u− v)
where T1(u), T2(u) ∈ End(V ⊗ V )⊗ Y (gln)[[u−1]] are given by
T1(u) =
∑
i,j,r
EVij ⊗ 1⊗ t(r)ij u−r and T2(v) =
∑
i,j,r
1⊗ EVij ⊗ t(r)ij v−r
5.2. The loop presentation of Y (gln). Let E(u),H(u), F (u) be the fac-
tors of the Gauss decomposition of T (u). Specifically,
F (u) = 1 +
∑
i>j
EVij ⊗ fij(u) E(u) = 1 +
∑
i<j
EVij ⊗ eij(u)
H(u) =
∑
i
EVii ⊗ hi(u),
3we follow here the conventions of [Mo] and [NO].
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are, respectively, the unique lower unipotent, upper unipotent and diagonal
matrices with coefficients in Y (gln)[[u
−1]] such that
T (u) = F (u)H(u)E(u) (5.2)
Noting that H(u), E(u), F (u) = 1 mod u−1, write
hi(u) = 1 +
∑
r≥1
h
(r)
i u
−r, fij(u) =
∑
r≥1
f
(r)
ij u
−r, eij(u) =
∑
r≥1
e
(r)
ij u
−r
The coefficients of eii+1(u), fii+1(u) and hi(u) give another system of genera-
tors of Y (gln). Moreover, The elements hi(u) commute and their coefficients
generate a maximal commutative subalgebra of Y (gln) called the Gelfand–
Zetlin subalgebra Hn.
5.3. The Gauss decomposition (5.2) yields in particular
t
(1)
ij =

e
(1)
ij if i < j
h
(1)
i if i = j
f
(1)
ij if i > j
which we will use to identify the copies of gln inside each presentation.
Moreover,
t
(2)
ii = h
(2)
i +
∑
j<i
EijEji
= h
(2)
i +
1
2
∑
j<i
(
κθj−θi − (Ejj − Eii)
) (5.3)
where θa is the linear form given by θa(Ebb) = δab and κθa−θb = EabEba +
EbaEab is the truncated Casimir operator corresponding to the root θa− θb.
5.4. Define the elements Di ∈ Hn by
Di = 2h
(2)
i −
∑
j<i
(Ejj − Eii)− E2ii (5.4)
= 2t
(2)
ii −
∑
j<i
κθj−θi − E2ii (5.5)
The symmetric group Sn acts by algebra automorphisms on Y (gln) by
σ(t
(r)
ij ) = t
(r)
σ(i)σ(j) (5.6)
Lemma. The following holds
(1) [Di,Dj ] = 0.
(2) (i i + 1)Dj = Dj if j /∈ {i, i+ 1}.
(3) (i i + 1)Di −Di+1 = κθi−θi+1 .
Proof. (1) follows from (5.4) and the fact that the h
(r)
i commute. (2) and
(3) follows from (5.5). 
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5.5. The following is a direct consequence of (5.5) and (5.3)
Lemma. The element D = D1 + · · ·+Dn is given by
D = 2
∑
i
t
(2)
ii − Cgln
= 2
∑
i
h
(2)
i − 2ρ∨ −
∑
i
E2ii
where
Cgln =
∑
i<j
κθi−θj +
∑
i
E2ii and 2ρ
∨ =
∑
i<j
(Eii − Ejj)
are the Casimir operator and sum of the positive coroots of gln.
5.6. The trigonometric Casimir connection of gln. Let Di be given by
(5.5) and define elements ∆i ∈ Hn by (cf. §2.3)
∆i = Di − 1
2
∑
a<b
(θa − θb)(Eii)κθa−θb
= 2t
(2)
ii −
1
2
∑
j 6=i
κθi−θj − E2ii
Let H ⊂ GLn be the maximal torus consisting of diagonal matrices, Hreg
its set of regular elements and Y(gln) the trivial Y (gln)–bundle over Hreg.
Definition. The trigonometric Casimir connection of gln is the connection
on Y(gln) given by either of the following forms
∇ = d−
∑
i<j
d(θi − θj)
eθi−θj − 1 κθi−θj −
n∑
i=1
dθiDi
= d− 1
2
∑
i<j
eθi−θj + 1
eθi−θj − 1d(θi − θj)κθi−θj −
n∑
i=1
dθi∆i
5.7. Let the symmetric group Sn act on the vector bundle Y(gln) by per-
mutations of the base and automorphisms (5.6) of the fibre.
Theorem. The trigonometric Casimir connection of gln is flat and equi-
variant under Sn.
Proof. Let H,U ⊂ H be the subtori consisting respectively of diagonal
matrices of determinant 1 and multiples of the identity, and let h, u = C1n
and h be their Lie algebras, where 1n =
∑n
i=1Eii. Thus
h = h⊕ C1n and h∗ ∼= h∗ ⊕ C tr
where tr : h → C is the trace. Clearly, H ∼= H × U and the connection ∇
decomposes as the product of the following Y (gln)–valued connections on
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Hreg and U respectively
∇ = d−
∑
i<j
d(θi − θj)
eθi−θj − 1 κθi−θj − duaD(u
a) (5.7)
∇U = d− 1
n
d tr D (5.8)
where D : h→ Y (gln) is given by D(Eii) = Di and {ua}, {ua} are dual bases
of h
∗
and h respectively. ∇U is clearly flat and equivariant under the action
of Sn since the latter acts trivially on U and, by Lemma 5.5 on D. Since
the latter commutes with the coefficients of ∇, the flatness and equivariance
of ∇ reduces to that of ∇ which, in turn is determined by Theorem 2.5 and
Proposition 2.22. The relations (tt) have already been checked in the proof
of the flatness of the trigonometric Casimir connection for sln in Theorem
3.8. The relations (ττ ) and the equivariance relations (2.19) follow from
Lemma 5.4. There remains to check that, for any i = 1, . . . , n − 1 and
u ∈ Ker(θi − θi+1), [κθi−θi+1 ,D(u)] = 0. This reduces to checking that
[κθi−θi+1 ,Dj ] = 0 for j /∈ {i, i + 1} and that [κθi−θi+1 ,Di +Di+1] = 0 which
follows easily from (5.5). 
5.8. Rational form. It is well known that trigonometric connections of
type GLn may be put into a rational form, thus expressing them as KZ type
connections on n+1 points, with one frozen to 0. We carry this step below
for the connection 5.6.
Let zi = e
θi , i = 1, . . . , n be the standard coordinates on the torus H ∼=
(C∗)n of GLn.
4 Since dθi = dzi/zi and
d(θi − θj)
eθi−θj − 1 =
d(zi − zj)
zi − zj −
dzi
zi
the connection 5.6 is equal to
∇ = d−
∑
i<j
d(zi − zj)
zi − zj κθi−θj −
∑
i
dzi
zi
D˜i
where
D˜i = Di −
∑
j>i
κθi−θj = 2t
(2)
ii −
∑
j 6=i
κθi−θj − E2ii
5.9. Relation to Y (sln). Following Olshanski and Drinfeld, we realise the
Yangian Y (sln) as a Hopf subalgebra of Y (gln) as follows (see [Mo, §1.8]).
Let A = 1 + u−1C[[u−1]] be the abelian group of formal power series in u−1
with constant term 1. A ∋ f acts on Y (gln) by Hopf algebra automorphisms
given by
T (u)→ f(u)T (u)
The Hopf subalgebra Y (gln)
A ⊂ Y (gln) of elements fixed by A is isomorphic
to Y (sln).
4note that these differ from the coordinates zi = e
αi = eθi−θi+1 used in §2.12.
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5.10. The generators Ti,r of the presentation of Y (sln) described in §3.2
may be obtained within the RTT realisation of Y (gln) as follows [BK, Rk.
5.12]. Consider their generating function Ti(u) = 1+
∑
r≥0 Ti,ru
−r−1. Then,
Ti(u) = hi(u− i− 1
2
)−1 · hi+1(u− i− 1
2
)
To spell this out, consider a formal power series a(u) = 1+a1u
−1+a2u
−2+
· · · . Then, for any λ ∈ C one has
a(u− λ) = 1 + a1u−1(1− λ
u
)−1 + a2u
−2(1− λ
u
)−2 + · · ·
= 1 + a1u
−1 + (a2 + λa1)u
−2 + · · ·
and therefore
a(u− λ)−1 = 1− a1u−1 − (a2 + λa1 − a21)u−2 + · · ·
It follows that Ti,0 = −(Eii −Ei+1,i+1) and
Ti,1 = −(h(2)i − h(2)i+1)−
i− 1
2
(Eii − Ei+1,i+1) + E2ii − EiiEi+1,i+1 (5.9)
5.11. Let H ⊂ H be the torus of SLn consisting of diagonal matrices with
determinant 1.
Proposition. The restriction of the trigonometric Casimir connection of
gln to Hreg takes values in Y (sln) and is equal to the sum of the trigonomet-
ric Casimir connection of sln with the h ⊂ Y (sln)–valued, closed one–form
−
n∑
i=1
dλi (Eii − Ei+1,i+1)
where {λi} are the fundamental weights of sln.
Proof. The restriction of the trigonometric Casimir connecton of gln to
Hreg is given by (5.7), namely
∇ = d−
∑
i<j
d(θi − θj)
eθi−θj − 1 κθi−θj − duiD(u
i)
where D : h→ Y (gln) is given by D(Eii) = Di and {ui}, {ui} are dual bases
of h
∗
and h respectively. Choosing ui = λi so that u
i = Eii − Ei+1,i+1,
i = 1, . . . , n− 1 and comparing with the form (3.6) we need to show that
Di −Di+1 = −2Ti,1 + (Eii − Ei+1,i+1)2 + (Eii −Ei+1,i+1)
By (5.4), the left–hand side is equal to
2(h
(2)
i − h(2)i+1) + i (Eii − Ei+1,i+1)− E2ii +E2i+1,i+1
and the result follows from (5.9) 
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5.12. Evaluation homomorphism. The Yangian Y (gln) possesses an eval-
uation homomorphism ev : Y (gln)→ Ugln defined by
ev(tij(u)) = δij + Eiju
−1
where tij(u) =
∑
r≥0 t
(r)
ij u
−r. When composed with the translation auto-
morphisms τa, a ∈ C given by τaT (u) = T (u− a), that is
τaT
(r) = δr0 +
r∑
s=1
T (s)
(
r − 1
r − s
)
ar−s
this yields a one–parameter family of evaluation homomorphisms eva =
ev ◦τa given by
eva(t
(r)
ij ) = δr0δij + Eija
r−1 (5.10)
5.13. Hopf algebra structure. Y (gln) is a Hopf algebra with coproduct
∆(tij(u)) =
n∑
k=1
tik(u)⊗ tkj(u)
For any m ≥ 2, let ∆(m) : Y (gln) → Y (gln)⊗m denote the corresponding
iterated coproduct. Then,
∆(m)(t
(2)
ij ) =
m∑
p=1
(t
(2)
ij )p +
∑
1≤k≤n
1≤p<q≤m
(Eik)p(Ekj)q (5.11)
where Xp = 1
⊗(p−1) ⊗X ⊗ 1⊗(m−p).
5.14. Evaluation modules. For any a = (a1, . . . , am) ∈ Cm define eva :
Y (gln)→ Ugl⊗mn by
eva = eva1 ⊗ · · · ⊗ evam ◦∆(m)
Proposition. The image of the trigonometric Casimir connection of gln
under the homomorphism eva is the Ugl
⊗m
n –valued connection given by
∇a = d−
∑
i<j
d(θi − θj)
eθi−θj − 1 ∆
(m)(κθi−θj )−
n∑
i=1
dθiDi,a
where
Di,a = 2
m∑
p=1
ap(Eii)p + 2
∑
1≤j≤n
1≤p<q≤m
(Eij)p(Eji)q −
∑
j<i
∆(m)(κθj−θi)−∆(m)(E2ii)
Proof. By construction Di,a = eva(Di) and is given by the above expres-
sion by (5.5), (5.11) and (5.10). 
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5.15. The trigonometric dynamical differential equations for gln. In
[TV], Tarasov and Varchenko considered differential operators D1, . . . ,Dn in
the variables z1, . . . , zn ∈ C× with coefficients in Ugl⊗mn given by
Di = zi∂zi + λLi(a, z)
where λ ∈ C, a = (a1, . . . , am) ∈ Cm, z = (z1, . . . , zn) and
Li(a, z) =
∆(m)(E2ii)
2
−
m∑
p=1
ap(Eii)p
−
∑
1≤j≤n
1≤p<q≤m
(Eij)p(Ejk)q −
∑
j 6=i
zj
zi − zj∆
(m)(EijEji − Eii)
Set zi = e
θi so that zi∂zi = ∂θi and
zj
zi − zj =
1
eθi−θj − 1 = −
(
1
eθj−θi − 1 + 1
)
Since
EijEji − Eii = 1
2
(κθi−θj − (Eii + Ejj))
the operators Di are the covariant derivatives for the connection
∇′a = d−
λ
2
∑
i<j
d(θi − θj)
eθi−θj − 1∆
(m)(κθi−θj − (Eii + Ejj)) +
n∑
i=1
dθiD
′
i,a

where
D′i,a = −∆(m)(E2ii) + 2
m∑
p=1
ap(Eii)p + 2
∑
1≤j≤n
1≤p<q≤m
(Eij)p(Eji)q
−
∑
j<i
∆(m)(κθj−θi − (Eii + Ejj))
By Proposition 5.14, ∇′a is the image of the trigonometric Casimir connection
for gln
5 under the homomorphism eva : Y (gln) → (Ugln)⊗m plus the h–
valued, closed one–form
λ
2
∆(m)
∑
i<j
d(θi − θj)
eθi−θj − 1(Eii + Ejj)−
∑
i
dθi
∑
j<i
(Eii + Ejj)

5when the latter is scaled by a factor of λ/2, as in Remark 3.8.
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6. Bispectrality
We show in this section that the trigonometric Casimir connection with
values in a tensor product of Y (g)–modules commutes with the qKZ differ-
ence equations of Frenkel–Reshetikhin determined by the rational R–matrix
of Y (g). This was checked by Tarasov–Varchenko for g = gln in the case
where all representations are evaluation modules [TV].
6.1. Hopf algebra structure [Dr1]. If g is simple, Y (g) is a Hopf algebra
with coproduct ∆ : Y (g)→ Y (g)⊗ Y (g) given on generators by
∆(x) = x⊗ 1 + 1⊗ x
∆(J(x)) = J(x)⊗ 1 + 1⊗ J(x) + ~
2
[x⊗ 1, t]
where t =
∑
a xa⊗xa ∈ (g⊗g)g, with {xa}, {xa} dual bases of g with respect
to the given inner product. Thus, if ∆(n) : Y (g) → Y (g)⊗n is the iterated
coproduct, then
∆(n)(x) =
n∑
i=1
x(i) (6.1)
∆(n)(J(x)) =
n∑
i=1
J(x)(i) +
~
2
∑
1≤i<j≤n
[x(i), tij ] (6.2)
where x(i) = 1⊗(i−1) ⊗ x⊗ 1⊗(n−i) and tij =∑a x(i)a (xa)(j).
6.2. Translation automorphisms [Dr1]. Y (g) possesses a one–parameter
group of Hopf algebra automorphisms Tv, v ∈ C given by
Tvx = x and TvJ(x) = J(x) + vx
If v1, . . . , vn ∈ C, we set Tv1,...,vn = Tv1 ⊗ · · · ⊗ Tvn ∈ Aut(Y (g)⊗n) and
∆v1,...,vn = Tv1,...,vn ◦∆(n) : Y (g)→ Y (g)⊗n (6.3)
6.3. The universal R–matrix of Y (g) [Dr1]. Let R(u) ∈ Y (g)⊗Y (g)[[u−1]]
be the universal R–matrix of Y (g). R(u) satisfies
∆⊗ id(R(u)) = R13(u)R23(u) (6.4)
id⊗∆(R(u)) = R13(u)R12(u) (6.5)
∆21(x) = R(u)∆(x)R(u)−1 (6.6)
Tv,wR(u) = R(u+ v − w) (6.7)
The above relations imply that R satisfies the quantum Yang–Baxter equa-
tions (QYBE) with spectral parameter
R12(u)R13(u+ v)R23(v) = R23(v)R13(u+ v)R12(u)
and the more general form of (6.6)
R(u)(Tv,w∆(x))R(u)
−1 = Tv,w∆
21(x)
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6.4. The rational qKZ equations [FR]. Let V1, . . . , Vn be Y (g)–modules
and di ∈ GL(Vi) be such that didjRij(u) = Rij(u)didj for any 1 ≤ i < j ≤ n.
Fix a step κ ∈ C×, let a1, . . . , an ∈ C be distinct and define operators
Ai = Ai(a1, . . . , an) ∈ End(V1 ⊗ · · · ⊗ Vn)
for i = 1, . . . , n by
Ai = R
i−1 i(ai−1 − ai − κ)−1Ri−2 i(ai−2 − ai − κ)−1 · · ·R1 i(a1 − ai − κ)−1·
di ·Ri n(ai − an)Ri n−1(ai − an−1) · · ·Ri i+1(ai − ai+1)
The (rational) qKZ equations of Frenkel–Reshetikhin are the system of dif-
ference equations Tif = Aif where f takes values in V1 ⊗ · · · ⊗ Vn and
Tif(a1, . . . , an) = f(a1, . . . , ai−1, ai + κ, ai+1, . . . , an)
They are a consistent system in that [6 Ti, 6 Tj] = 0, where 6 Ti = A−1i Ti are
the covariant difference operators.
6.5.
Lemma. The following holds for any i = 1, . . . , n
6 T1 6 T2 · · · 6 Ti = (A˜i)−1T1 · · ·Ti
where A˜i = A˜i(a1, . . . , an) is given by
A˜i = d1 · · · di
(
R1n(a1 − an) · · ·Ri n(ai − an)
)(
R1n−1(a1 − an−1) · · ·Ri n−1(ai − an−1)
) · · ·
· · · (R1 i+1(a1 − ai+1) · · ·Ri i+1(ai − ai+1)) (6.8)
Thus, A˜n = d1 · · · dn and for any i ≤ n− 1
A˜i = d1 · · · di∆(i)a1−ai,...,ai−1−ai,0 ⊗∆
(n−i)
ai+1−an,...,an−1−an,0
(R(ai − an)) (6.9)
Proof. Clearly,
6 T1 6 T2 · · · 6 Ti = (T1 · · ·Ti−1(Ai) · · ·T1(A2)A1)−1 T1 · · · Ti
and, for any j ≤ i,
T1 · · ·Tj−1(Aj) = (Ri−1 i)−1(Ri−2 i)−1 · · · (R1 i)−1 · di ·Ri nRi n−1 · · ·Ri i+1
where Rkl is shorthand for Rkl(ak − al). The first claimed identity now
follows by induction on i using the QYBE. The second follows from the
relations (6.4)–(6.5) and (6.7). 
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6.6. Bispectrality. To couple the qKZ and trigonometric Casimir connec-
tion equations with values in the tensor product V1 ⊗ · · · ⊗ Vn, assume that
each Vi is an integrable g–module and that di is the GL(Vi)–valued function
on the torus H given by
di(e
u) = (e−u)(i) (6.10)
Let also ∇a be the trigonometric Casimir connection with values in the
Y (g)–module T ∗−a1,...,−an V1 ⊗ · · · ⊗ Vn and scaled by a factor of 2κ as in
Remark 3.8. Thus, ∇a is the End(V1⊗· · ·⊗Vn)–valued connection given by
∇a = d− 1
2κ
∆(n)a1,...,an(B)
where
B =
~
2
∑
α∈Φ+
eα + 1
eα − 1dα κα − 2dui J(u
i)
Theorem. The qKZ operators 6 Ti commute with the trigonometric Casimir
connection ∇a.
Proof. It suffices to prove that [∇a, 6 T1 · · · 6 Ti] = 0 for any i = 1, . . . , n.
Since
[d− (2κ)−1∆(n)a1,...,an(B), (A˜i)−1T1 · · ·Ti] (T1 · · ·Ti)−1
= dA˜−1i − (2κ)−1A˜−1i (id−Ad(T1 · · ·Ti))∆(n)a1,...,an(B)
− (2κ)−1[∆(n)a1,...,an(B), (A˜i)−1]
the claim follows from the two lemmas below. 
6.7.
Lemma.
(dA˜i)A˜
−1
i = (2κ)
−1(Ad(T1 · · ·Ti)− id)∆(n)a1,...,an(B) (6.11)
Proof. By (6.8), the left–hand side of (6.11) is equal to
d(d1 · · · di) (d1 · · · di)−1 = −
i∑
j=1
dua(u
a)(j)
where we used (6.10). Write B = B1 +B2 where
B1 =
~
2
∑
α∈Φ+
dα
eα + 1
eα − 1κα and B2 = −2dui J(u
i)
Since B1 takes values in Ug, ∆a1,...,an(B1)
(n) is independent of a1, . . . , an and
the right–hand side of (6.11) is equal to (2κ)−1(Ad(T1 · · ·Ti)−id)∆(n)a1,...,an(B2).
By (6.2), for any x ∈ g,
(Ad(T1 · · ·Ti)− id)∆(n)a1,...,an(J(x)) =
i∑
j=1
κx(i)
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so that the right–hand side of (6.11) is equal to −∑ij=1 dua(ua)(j). 
6.8.
Lemma.
[A˜i,∆
(n)
a1,...,an(B)] = 0
Proof. For any x ∈ Y (g) and 1 ≤ i ≤ n,
∆(n)a1,...,an(x) = ∆
(i)
a1−ai,...,ai−1−ai,0
⊗∆(n−i)ai+1−an,...,an−1−an,0 ◦∆ai,an(x)
so that, by (6.9) and the fact that d1 · · · di = ∆(i)(d1), it suffices to prove
the claimed identity for n = 2 and i = 1. We have
d−11 [d1R(a1 − a2),∆a1,a2(B)]R(a1 − a2)−1
= (id−Ad(d−11 ))∆a1,a2(B) + (Ad(R(a1 − a2))− id)∆a1,a2(B) (6.12)
Let u ∈ h. By (6.2),
(id−Ad(d−11 ))∆a1,a2(J(u)) =
~
2
(id−Ad(d−11 ))[u(1), t]
and, by (6.6),
(Ad(R(a1 − a2))− id)∆a1,a2(J(u)) =
~
2
[u(2) − u(1), t] = −~ [u(1), t]
Thus, the right–hand side of (6.12) with B replaced by B2 = −2dua J(ua)
is equal to
~ dua(id+Ad(d
−1
1 ))[u
a(1), t]
Since R(a1 − a2) commutes with ∆a1,a2(B1), we have left to compute
(id−Ad(d−11 ))∆a1,a2(B1) = ~
∑
α∈Φ+
dα
eα + 1
eα − 1(id−Ad(d
−1
1 ))tα
where tα = xα ⊗ x−α + x−α ⊗ xα, with x±α ∈ g±α such that (xα, x−α) = 1,
so that ∆(κα) = κα ⊗ 1 + 1⊗ κα + 2tα. By (6.10),
(id−Ad(d−11 ))tα = (1− eα)(xα ⊗ x−α − e−αx−α ⊗ xα)
so that, for any α ∈ Φ+ and u ∈ h,
α(u)
eα + 1
eα − 1(id−Ad(d
−1
1 ))tα
= −α(u) ((eα + 1)xα ⊗ x−α − (e−α + 1)x−α ⊗ xα)
= −[u(1), (id+Ad(d−11 ))tα]
whence the claimed result. 
Remark. The proof of Theorem 6.6 works almost verbatim for g = gln and
gives the commutation of the rational qKZ connection and trigonometric
Casimir connections for Y (gln).
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7. The affine KZ connection
We show in this section that the degenerate affine Hecke algebra H′ of
W is, very roughly speaking, the ’Weyl group’ of the Yangian Y (g). More
precisely, we show that if V is a Y (g)–module whose restriction to g is
small, the canonical action of W on the zero weight space V [0] extends to
one of H′. Moreover, the trigonometric Casimir connection with values in
V [0] coincides with Cherednik’s affine KZ connection with values in this
H′–module.
7.1. The degenerate affine Hecke algebra. Let K be the vector space
of W–invariant functions Φ → C and denote the natural linear coordinates
on K by kα, α ∈ Φ/W . Recall [Lu] that the degenerate affine Hecke algebra
H′ associated to W is the algebra over C[K] generated by the group algebra
CW and the symmetric algebra Sh subject to the relations
sixu − xsi(u)si = kαiαi(u) (7.1)
for any simple reflection si ∈W and linear generator xu, u ∈ h, of Sh.
7.2. The affine KZ connection. The AKZ connection is the trigonomet-
ric, H′–valued connection given by
∇ = d−
∑
α∈Φ+
dα
eα − 1 kαsα − dui xui (7.2)
where {ui}, {ui} are dual bases of h∗, h respectively. This connection was
defined by Cherednik in [Ch1, Ch2] and proved to be flat andW–equivariant.
This may also be obtained as a consequence of Theorem 2.23. Indeed, the
relations (tt), with tα = kαsα are easily verified and, as pointed out by
Cherednik, the remaining relations are precisely those defining H′.
Remark. The δ–form (2.7) of the AKZ connection corresponds to Drin-
feld’s presentation of H′ in terms of CW and non–commuting elements
yu which transform like the reflection representation of W (see [Dr3] and
[RS]).6Indeed, it is given by
∇ = d− 1
2
∑
α∈Φ+
eα − 1
eα − 1dα kαsα − dui yui
where the elements yu are defined by (2.6) as
yu = xu − 1
2
∑
α∈Φ+
α(u)kαsα (7.3)
and therefore satisfy si yusi = ysi(u) by Proposition 2.22.
6I owe this observation to Pavel Etingof.
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7.3. W–action on zero weight spaces of g–modules. Let G be the
complex, simply–connected Lie group with Lie algebra g, H the maximal
torus with Lie algebra h and N(H) ⊂ G its normaliser. If V is an integrable
g–module, the action of N(H) on V permutes the weight spaces compatibly
with the action of N(H) on H. In particular, it acts on the zero weight
space V [0] and this action factors through W = N(H)/H.
7.4. Small g–modules. Recall that a g–module V is small if 2α is not a
weight of V for any root α [Br, Re, Re2]. If V is a small g–module with a
non–trivial zero weight space V [0], the restriction to V [0] of the square e2α
of a raising operator maps to the weight space V [2α] and is therefore zero.
This implies the following result [TL2, Prop. 9.1]
Lemma. If V is an integrable, small g–module, the following holds on the
zero weight space V [0]
κα = (α,α)(1 − sα)
where the right–hand side refers to the action of the reflection sα ∈ W on
V [0].
7.5. Let H′
~
be the degenerate affine Hecke algebra of W with parameters
kα = −~(α,α) (7.4)
Theorem. Let V be a finite–dimensional Y (g)–module whose restriction to
g is small.
(1) The canonical W–action on the zero weight space V [0] together with
either of the equivalent assignments
xu → −2T (u)1 + 1
2
∑
α∈Φ+
kαα(u) (7.5)
yu → −2J(u) (7.6)
yield an action of H′
~
on V [0].
(2) The trigonometric Casimir connection of g with values in End(V [0])
is equal to the sum of the AKZ connection with values in the H′
~
–
module V [0] and the scalar valued one–form
A = 1
2
∑
α∈Φ
kα
dα
eα − 1 (7.7)
Proof. The trigonometric Casimir connection with values in End(V [0])
reads, by Lemma 7.4
∇ = d− ~
∑
α∈Φ+
dα
eα − 1 (α,α)(1 − sα) + 2dui T (u
i)1
= d−
∑
α∈Φ+
dα
eα − 1 kαsα + 2dui T (u
i)1 +
∑
α∈Φ+
kα
dα
eα − 1
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where the weights kα are given by (7.4). By (2.4)∑
α∈Φ
(α,α)
dα
eα − 1 = 2
∑
α∈Φ+
(α,α)
dα
eα − 1 +
∑
α∈Φ+
(α,α)dα
so that if A is given by (7.7), then
∇−A = d−
∑
α∈Φ+
kα
dα
eα − 1 sα + dui
2T (ui)1 − 1
2
∑
α∈Φ+
kαα(u
i)

Applying Proposition 2.22 to ∇−A which is W–equivariant since ∇ and A
are, shows that the map (7.5) gives an action of H′
~
on V [0]. This proves
(1) and (2). The equivalence of (7.5) and (7.6) follows easily from §3.3 and
(7.3). 
Remark. Theorem 7.5 extends to the trigonometric setting the relation
between the rational Casimir and KZ connections proved in [TL2, Prop.
9.1].
7.6. The adjoint representation. Drinfeld proved that, for any simple
g, the direct sum g = g ⊕ C of the adjoint and trivial representations of g
admits an extension to an action of Y (g) on g [Dr2, Thm. 8]. It is easy to
check that the corresponding action of H′
~
on g[0] = h⊕C given by Theorem
7.5 coincides with its action on affine linear functions on h∗ given by rational
Dunkl operators (see, e.g. [Ki]).
7.7. The case of sln. Let g = sln and V = C
n its vector representation. A
simple inspection shows that V ⊗n is a small [Re2]. The zero weight space
V ⊗n[0] possesses two actions of the symmetric group: one arising from the
Weyl group action of Sn, the other from the permutation of the tensor
factors, under which it identifies with the group algebra CSn.
The sln–module V
⊗n may be endowed with an action of Y (g) depending
on a1, . . . , an ∈ C obtained by composing the coproduct ∆(n) : Y (g) →
Y (g)⊗n with the evaluation homomorphisms evai : Y (g)→ Ug. It is easy to
check that the action of H′
~
on V ⊗n[0] given by Theorem 7.5 coincides with
that on the induced representation indH
′
Sh Ca1,...,an .
8. Appendix: Tits extensions of affine Weyl groups
In this appendix, we review the definition of the Tits extension W˜ of a
Weyl group W . We then define the reduced Tits extension W˜ red of W and
show that, when W is an affine Weyl group, W˜ red is isomorphic to the semi–
direct product of the Tits extension of the finite Weyl group underlying W
by the corresponding coroot lattice (Theorem 8.10).
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8.1. Weyl groups and braid groups. Let A = (aij)i,j∈I be a generalised
Cartan matrix and (h,∆,∆∨) its unique realisation. Thus, h is a complex
vector space of dimension 2|I| − rank(A), ∆ = {αi}i∈I ⊂ h∗ and ∆∨ =
{α∨i }i∈I ⊂ h are linearly independent sets and
〈α∨i , αj〉 = aij
Recall that the Weyl group W = W (A) attached to A is the subgroup of
GL(h∗) generated by the reflections [Ka, §3.7]
si(λ) = λ− 〈λ, α∨i 〉αi
or, equivalently, the subgroup of GL(h) generated by the dual reflections
s∨i (t) = t− 〈t, αi〉α∨i
By [Ka, Prop. 3.13], the defining relations of W are
s2i = 1
(sisj)
mij = 1
where for any i 6= j, mij is equal to 2, 3, 4, 6 or ∞ according to whether
aijaji is equal to 0, 1, 2, 3 or ≥ 4.
The braid group B = B(A) attached to A is the group with generators
Si, i ∈ I and relations
SiSj · · ·︸ ︷︷ ︸
mij
= SjSi · · ·︸ ︷︷ ︸
mij
for any i 6= j.
8.2. Tits extensions of Weyl groups.
Definition ([Ti]). The Tits extension of W is the group W˜ with generators
s˜i, i ∈ I and relations
s˜is˜j · · ·︸ ︷︷ ︸
mij
= s˜j s˜i · · ·︸ ︷︷ ︸
mij
(8.1)
s˜4i = 1 (8.2)
s˜2i s˜
2
j = s˜
2
j s˜
2
i (8.3)
s˜is˜
2
j s˜
−1
i = s˜
2
j (s˜
2
i )
−aji (8.4)
8.3. Let g = g(A) be the Kac–Moody algebra corresponding to the Cartan
matrix A with generators t ∈ h and ei, fi, i ∈ I. Recall that a represen-
tation of g is integrable if h ⊂ g acts semi–simply with finite–dimensional
eigenspaces and ei, fi act locally nilpotently. The next two results explain
the relevance and structure of the Tits extension W˜ .
Proposition. Let V be an integrable representation of g. Then, the triple
exponentials
ri = exp(ei) exp(−fi) exp(ei)
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are well–defined elements of GL(V ) and the assignment s˜i → ri yields a
representation of W˜ on V mapping s˜2i to exp(π
√−1α∨i ).
Proof. The ri are clearly well defined and satisfy
ri · t · r−1i = s∨i (t)
for any t ∈ h and r2i = exp(π
√−1α∨i ) [Ka, §3.8], from which (8.2)–(8.4)
readily follow. Let now i 6= j be such that mij < ∞. Then, the Lie subal-
gebra gij of g generated by ei, fi, α
∨
i and ej , fj, α
∨
j is finite–dimensional and
semi–simple and V integrates to a representation of the complex, connected
and simply–connected Lie group Gij with Lie algebra gij. By [Ti], ri and
rj satisfy the braid relations (8.1) when regarded as elements of Gij
7, and
these therefore hold in GL(V ). 
8.4. Let Q∨ ⊂ h be the lattice spanned by the coroots α∨i , i ∈ I.
Proposition ([Ti]). W˜ is an extension of W by the abelian group Z gener-
ated by the elements s˜2i . Z is isomorphic, as W–module to Q
∨/2Q∨ ∼= Z|I|2 .
Proof. Let K ⊃ Z the kernel of the canonical projection W˜ → W . By
(8.4), Z is a normal subgroup of W˜ and W˜/Z is generated by the images
si of s˜i which, in addition to the braid relations (8.1), satisfy s
2
i = 1. Thus,
W˜/Z is a quotient of W , K = Z and W˜/Z ∼= W . Note next that, by
(8.2)–(8.4), the assignment α∨i → s˜2i extends to a W–equivariant surjection
Q∨/2Q∨ → Z. To prove that this is an isomorphism it suffices to exhibit, for
any i ∈ I a Z2–valued character χi of Z such that χi(s˜2j) = (−1)δij . Let λi be
the ith fundamental weight of g, so that 〈λi, α∨j 〉 = δij , Vi the irreducible g–
module with highest weight λi and vi ∈ Vi a nonzero highest weight vector.
Vi is integrable and since r
2
j = exp(
√−1πα∨j ), we have r2j vi = (−1)δijvi. 
8.5. Reduced Tits extensions. For any v =
∑
imiα
∨
i ∈ Q∨, set
s˜2v =
∏
i
(s˜2i )
mi ∈ Z
so that for any w ∈ W and lift w˜ ∈ W˜ , w˜s˜2vw˜−1 = s˜2wv. By [Ka, Prop. 1.6],
the center c of g is equal to
c = {t ∈ h|〈t, αi〉 = 0 for any i ∈ I} (8.5)
The Weyl group operates trivially on c ⊂ h and it follows from (8.4) that
the subgroup Zc ⊂ Z generated by the elements s˜2v, with v ∈ c ∩Q∨ lies in
the centre of W˜ .
Definition. The reduced Tits extension W˜ red of W is the quotient
W˜ red = W˜/Zc
7Tits’ argument is reproduced in the proof of (i) of Proposition 8.9.
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By Proposition 8.4, W˜ red is an extension of W by Q∨/(2Q∨ + c ∩Q∨) ∼=
Z
rank(A)
2 .
8.6. Reduced Tits extensions of affine Weyl groups. Assume hence-
forth that A = (aij)0≤i,j≤n is an affine Cartan matrix of untwisted type.
Altering our notations, we denote by g the underlying complex, semi–simple
Lie algebra and by h, {αi}ni=1, {α∨i }ni=1, W and Q∨ its Cartan subalgebra,
simple roots, simple coroots, Weyl group and coroot lattice respectively.
Thus, for any 1 ≤ i, j ≤ n,
aij = 〈α∨i , αj〉, a0j = −〈θ∨, αj〉 and aj0 = −〈α∨j , θ〉
where θ ∈ h∗ is the highest root of g. It is well known that the (affine) Weyl
group Wa attached to A is isomorphic to the semi–direct product W ⋉Q
∨
[Ka, prop. 6.5]. The isomorphism is given by mapping si to (si, 0) for i ≥ 1
and s0 to (sθ,−θ∨).
The subspace c defined by (8.5) is spanned by the element
K = α∨0 +
n∑
i=1
miα
∨
i
where themi are the positive integers such that θ
∨ =
∑n
i=1miα
∨
i [Ka, Prop.
6.2]. It follows that the reduced Tits extension W˜a
red
of Wa is the quotient
of W˜a by the relation
s˜20 ·
n∏
i=1
(s˜2i )
mi = 1 (8.6)
8.7. Loop groups. The structure of the reduced Tits extension of Wa will
be determined in §8.7–§8.10 by embedding W˜a
red
into the loop group corre-
sponding to g.
Let Lg = g[z, z−1] be the loop algebra of g and d the derivation of Lg
defined by dx(m) = mx(m), where x(m) = x ⊗ zm. Then, Lg ⋊ Cd is
the quotient of the Kac–Moody algebra corresponding to A by the central
element K defined above. Let G be the complex, connected and simply
connected Lie group with Lie algebra g and LG = G(C[z, z−1]) the group of
polynomial loops into G. Let H ⊂ G be the maximal torus with Lie algebra
h. The group C∗ acts on LG by reparametrisation fixing G ⊃ H and H×C∗
is a maximal abelian subgroup of the semi–direct product LG⋊C∗. By [PS],
Prop. 5.2, the normaliser of H×C∗ in LG⋊C∗ is equal to (N(H)⋉H∨)⋊C∗
where N(H) is the normaliser of H in G and H∨ = HomZ(C
∗,H) ⊂ LG is
isomorphic to the coroot lattice Q∨ by
λ ∈ Q∨ −→
(
z → zλ = expH(− ln(z)λ)
)
The quotient N(H ×C∗)/H ×C∗ is therefore isomorphic to the affine Weyl
group Wa =W ⋉H
∨.
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8.8. For each real root α˜ = (α, n) of LG, the subalgebra slα˜2 of Lg spanned
by
eα˜ = eα(n), fα˜ = fα(−n) and hα
is the Lie algebra of a closed subgroup of LG isomorphic to SL2(C). This
is obvious if n = 0 and follows in the general case from the fact that
sl
(α,n)
2 is conjugate to sl
(α,0)
2 . Indeed, any element γλ of the coweight lattice
Hom(C∗,H/Z) ⊂ L(G/Z) induces by conjugation an automorphism of LG
such that
Ad(γλ)eα(n) = eα(n− 〈λ, α〉) and Ad(γλ)fα(n) = fα(n+ 〈λ, α〉)
8.9. Let now αi = (αi, 0), i = 1 . . . n and α0 = (−θ, 1) be the simple roots
of LG. For each i = 0 . . . n, let SL2(C) ∼= Gi ⊂ LG be the corresponding
subgroup, Hi ⊂ Gi its torus and Ni the normaliser of Hi in Gi. Note that
any element of Ni \Hi is of the form
exp(ei) exp(−fi) exp(ei) = exp(−fi) exp(ei) exp(−fi)
for some choice of root vectors ei ∈ (Lg)αi , fi ∈ (Lg)−αi such that [ei, fi] =
α∨i if i ≥ 1 and −θ∨ if i = 0.
Let Ba be the (affine) braid group corresponding to A and S0, S1, . . . , Sn
its generators.
Proposition.
(1) For any choice of σi ∈ Ni \Hi, i = 0 . . . n, the assignment Si → σi
extends uniquely to a homomorphism σ : Ba → N(H)⋉H∨.
(2) σ factors through an isomorphism of the reduced Tits extension W˜a
red
onto its image in N(H)⋉H∨.
(3) If σ, σ′ : W˜a
red → N(H)⋉H∨ are the homomorphisms corresponding
to the choices {σi} and {σ′i} respectively, there exists t ∈ H×C∗ such
that, for any s˜ ∈ W˜a
red
, σ(s˜) = tσ′(s˜)t−1.
Proof. (1) the following argument is due to Tits [Ti]. Let i 6= j be such
thatmij is finite and set sij = sisj · · · ∈Wa and σij = σiσj · · · ∈ N(H)⋉H∨
where each product has mij − 1 factors. The braid relations in Wa may be
written as sijsj′ = sjsij where j
′ = j or i according to whether mij is even
or odd. Thus, s−1ij sjsij = sj′ and therefore,
∆ij = σ
−1
j′ σ
−1
ij σjσij ∈ H ∩
(
σ−1j′ σ
−1
ij Njσij
)
= H ∩ σ−1j′ Nj′ = Hj′
Repeating the argument with i and j permuted, we find that ∆ji ∈ Hi′ with
i′ = i or j according to whether mij is even or odd. Thus, ∆ij = ∆
−1
ji ∈
Hi′ ∩Hj′ = {1} where the latter assertion follows by follows from the simple
connectedness of G.
(2) The σi satisfy (8.2)–(8.4) and (8.6) since, for any xj ∈ Nj \ Hj,
x2j = exp(iπα
∨
j ) for j ≥ 1 and x20 = exp(−iπθ∨). Thus σ descends to W˜a
red
.
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Since the diagram
W˜a
red
))SS
SSS
SSS
SSS
// N(H)⋉H∨

Wa
is commutative, the kernel of σ is contained in Z/Zc ∼= Zn2 and is there-
fore trivial since, due to the simple–connectedness of G, the subgroup of G
generated by σ2j = exp(πiα
∨
j ), j = 1 . . . n is isomorphic to Z
n
2 .
(3) For i = 1, . . . , n, let ti ∈ Hi be such that σi = tiσ′i and choose ci ∈ C
such that ti = exp(cihαi). Since siλ
∨
j = λ
∨
j − δijα∨i , where the λ∨j ∈ h are
the fundamental coweights of g, we find, with t = exp(
∑n
j=1 cjλ
∨
j ) ∈ H,
t · σ′i · t−1 exp(cihαi) · σ′i = σi
Let now t0 = exp(c0hθ) ∈ H0 be such that σ0 = t0σ′0. Since for any x ∈ C,
exp(xd)σ′0 exp(−xd) = exp(−xhθ)σ′0
we find, with y =
∑
j cj〈λ∨j , θ〉 − c0, that
t exp(yd)σ′0 exp(−yd)t−1 = exp((−y +
∑
j
cj〈λ∨j , θ〉)hθ)σ′0 = σ0
so that t = t exp(yd) is the required element. 
8.10. The following is the main result of this appendix.
Theorem. The inclusion W˜ →֒ W˜a
red
extends to an isomorphism W˜⋉Q∨ →
W˜a
red
making the following a commutative diagram
W˜ ⋉Q∨ //

W˜a
red

W ⋉Q∨ Wa
Proof. We wish to construct a W˜–equivariant section s to the restriction
to Q∨ of the extension
1→ Z/Zc → W˜a
red →Wa → 1
Identify for this purpose W˜a
red
with its image inside N(H × C∗) ∩ LG by
using Proposition 8.9. We claim that there exists x ∈ C such that, for any
λ ∈ Q∨, expH(xλ) ·zλ lies in W˜a
red
. It is then clear that s(λ) = expH(xλ) ·zλ
yields the required section.
Let α∨i be a short simple coroot and w ∈ W an element such that θ∨ =
wα∨i . Let w˜ ∈ W˜ be a lift of w and lift θ∨ ∈ Q∨ to
τ θ
∨
= s˜0 w˜s˜iw˜
−1 ∈ W˜a
red
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Let eθ ∈ gθ, fθ ∈ g−θ be root vectors such that [eθ, fθ] = θ∨ and denote
by ρθ∨ : SL2 → G the embedding whose differential maps e, f, h ∈ sl2 to
eθ, fθ, θ
∨. We may assume eθ, fθ chosen so that s˜0 is of the form
exp(fθ ⊗ z) exp(−eθ ⊗ z−1) exp(fθ ⊗ z) = ρθ∨(
(
0 −z−1
z 0
)
)
Since w˜s˜iw˜
−1 ∈ Nθ \Hθ is necessarily of the form
exp(teθ) exp(−t−1fθ) exp(teθ) = ρθ∨(
(
0 t
−t−1 0
)
)
for some t ∈ C∗, we find that
τ θ
∨
= ρθ∨(
(
(tz)−1 0
0 tz
)
) = exp(xθ∨) · zθ∨
with x = − ln(t) which proves our claim for λ = θ∨. Let now w ∈ W with
lift w˜ ∈ W˜ , then
w˜τθ∨w˜
−1 = exp(xw(θ∨)) · zwθ∨
so that that exp(xα∨i ) · zα
∨
i ∈ W˜a
red
for any short coroot α∨i . Since the short
coroots span Q∨, the claim holds for any λ ∈ Q∨.
Since s(Q∨) is free abelian and W˜ is finite, their intersection is trivial
and the map W˜ ⋉Q∨ → W˜a
red
, (w˜, λ) → w˜s(λ) is injective. It is moreover
surjective since Z/Zc is generated by s˜
2
i , i = 1 . . . n and therefore lies in W˜

8.11.
Remark. Unlike W˜a
red
, the (non–reduced) Tits extension W˜a of Wa is not a
semi–direct product in general. For example, for g = sl2, with affine Cartan
matrix
A =
(
2 −2
−2 2
)
W˜a is generated by s˜0, s˜1 with relations s˜
4
i = 1,
s˜0s˜
2
1s˜
−1
0 = s˜
2
1(s˜
2
0)
2 = s˜21 and s˜1s˜
2
0s˜
−1
1 = s˜
2
0
In particular, the group Z ∼= Z22 generated by s˜20, s˜21 lies in the centre of
W˜a. Any lift in W˜a of the generator of Q
∨ ∼= Z is of the form τ = zs˜0s˜1,
for some z ∈ Z and gives rise a W˜–equivariant section Q∨ → W˜a if, and
only if, s˜1τ s˜
−1
1 = τ
−1. Since z = z−1 is central, such a section exists iff
s˜1(s˜0s˜1)s˜
−1
1 = s˜
−1
1 s˜
−1
0 and therefore iff s˜
2
1s˜
2
0 = 1 which holds in W˜a
red
but
not in W˜a.
Remark. The section Q∨ → W˜a
red
constructed in Theorem 8.10 does not
in general coincide with that obtained from the canonical section Q∨ → Ba
[Mc, §3.2–3.3]. For example, for g = sl3, the canonical lift of θ∨ ∈ Q∨ in Ba
is T θ
∨
= S0S1S2S1. When regarded as an element τ
θ∨ of W˜a
red
this does
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not give rise to a W˜–equivariant section since Ad(s˜θ)τ
θ∨ 6= (τ θ∨)−1 where
s˜θ = s˜1s˜2s˜1 is a lift in W˜ of the reflection sθ. Indeed, Ad(s˜2)s˜
2
1 = s˜
2
1s˜
2
2 in
W˜ , so that
s˜2θ = s˜1Ad(s˜2)(s˜
2
1)s˜
2
2s˜1 = s˜
3
1s˜
4
2s˜1 = 1
Thus, since τ θ
∨
= s˜0s˜θ,
Ad(s˜θ)τ
θ∨ = s˜θs˜0 while (τ
θ∨)−1 = s˜θs˜
−1
0
which are different elements of W˜a
red
by (8.6).
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