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Abstract
This thesis utilizes the finite elementmethod (MSC/NASTRAN) to perform an
analysis on an optical-mechanical laser scanner used in the imaging industry.
ANormalModes analysis was conducted to determine the real eigenvalues and
their associated eigenvectors. The results of the analysis (modal frequencies
and modal shapes) were then compared with empirical data measured using a
FFT (Fast Fourier Transform) analyzer with modal software (Hewlett Packard
5423ADynamic SignalAnalyzer).
The dynamic characteristics of the system optical output beam and optical
components were evaluated by simulating the optical components using rigid
bar elements. A modal frequency response analysis was performed to
determine the motion (amplitude and direction) of the system optical output
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Structural design and analysis of complex systems is a task faced daily by
engineers. In order to meet established system performance and achieve a
functional design, the engineer must be aware of the parameters that will
effect the performance of the system. The engineer must be familiar with the
structural response characteristics of the system in order to determine these
design parameters and evaluate the proposed design. Classical methods
describe the structure with partial differential equations but yield no answers
because the geometry and the loading are too complicated. In practice most
problems fall into this category and are too complicated for a closed form
mathematical solution. Therefore other solution methods must be utilized to
obtain the required answers.
To properly design such structures, engineers often use the finite element
method of structural analysis to obtain an accurate simulation of how the
system responds to changing environments and how the optical performance is
affected. Today, an engineer can sit down at a computer terminal, generate a
mathematical model in minutes, utilizing any one of the sophisticated
interactive finite elementmodelers commercially available. However, caution
must be taken when generating the model and in interpreting the results. The
model only reflects the response of the model and not that of the structure. Any
serious modeling errors (incorrect boundary conditions, incorrect material
properties, unconnected degrees of freedom, ill-conditioned matrices, etc.) will
result in deviation from the true response characteristics of the actual
structure.
In order to gain confidence in his model, the engineer must verify his finite
element model. This may be accomplished utilizing empirical data and/or
simple closed form solution techniques (e.g. beam theory etc.) to obtain
approximate answers. The use of empirical data is the preferred method since
it will give the actual system response. However, many times the hardware is
not available for testing and other verification methodsmust be used. Once the
model has been verified, it may then be used with confidence for a variety of
tasks (e.g. to determine the dynamic response of design and structural
modifications).
This paper illustrates the use of the finite elementmethod for the evaluation of
the design of a laser scanner imaging system. The structure is a multi-element
(optical) system that is subjected to various known forcing frequencies under
steady state operation. Due to the nature of the optical design the system is
very sensitive to output optical beam motion in both the scan (direction of
scanning beam) and the cross-scan (direction normal to the scan) directions.
Any mis-alignment of the optical elements would result in degradation of the
system performance. An analysis was conducted to determine the dynamic
characteristics of the system in order to avoid the possibility of a structural
resonance condition. Also any large temperature gradients within the
structure may cause warping resulting in mis-alignment of the optical plane.
The effects of temperature related strains can also be evaluated utilizing
NASTRAN. However, this paper will not consider these temperature strains
andwill concentrate on the structural dynamics.
The development of commercially available interactive modelers in the past
five years has greatly increased the analyst is capability for generating
complex models. A finite element model of the optical base structure was
generated utilizing the interactive modeler PATRAN-G to input the geometry
and generate the mesh. MSC/NASTRAN was the analysis program used to
evaluate the static and dynamic behavior of the system when subjected to
selected forcing functions and constraints. In order to determine the system
performance, the motion of the optical beam response at the output of the
scanner system must be evaluated. The output beam motion was simulated
using multi-point constraints, a feature available in NASTRAN for coupling
degrees of freedom. This option was utilized to write the optical beam
equations and simulate the behavior of the optical beam at the system's focal
point. Both PATRAN-G and MSC/GRASP were used as a post processer to
review the results from the analysis program.
Empirical data was used to verify the numerical results obtained from the
analysis program. The actual resonant frequencies and mode shapes were
measured utilizing a FFT (Fast
Fourier Transform) signal analyzer (H.P.
5423A Dynamic Signal Analyzer) along with sophisticated modal software to
animate themodal shapes and determine the resonate frequencies. The results
from the two methods were then compared to determine the accuracy of the
finite elementmodel.
2.0 History of the Finite ElementMethod
The basic concept of finite elements is not new and has been used in a variety
of forms for centuries. The basic idea of finite elements has always been to
reduce approximate large complex problems into a simpler form, in order that
an approximate solutionmay be found.
Ancient records show the Chinese used this concept to accurately determine
the value of it (seven significant digits) as far back as 480 AD. [281 Arcamedies
one of the greatest of the early mathematicians, used finite elements for
determining the volume of solids. His work brought him to the very threshold
of calculus. As it was, the ultimate fulfillment of his early steps had to await
the day ofNewton and Leibnitz, some twenty centuries later.
We shall start the review of the finite element method (FEM) as we know it
today during the period of 1850-1875. During this period the concepts of frame
work analysis emerged, due to the efforts ofMaxwell, Castigliano, and Mohr
among others. These concepts represent the cornerstone of the methodology of
matrix structural analysis, which did not take form until nearly eighty years
later in which itselfunderlies finite element analysis.
Progress in the development of the theory and analytical techniques subsidiary
to finite analysis was particularly slow from about 1875-1920. This was due, in
a large measure, to practical limitations on the solvability of algebraic
equations with more than only a few unknowns. It may also be noted
parenthetically that for structures of primary interest in that period, "trusses
and frames", an analysis approach based upon assumed stress distribution with
force parameters as the unknowns, were almost universally employed. In a
1941 mathematics lecture, published by Courant
[15] in 1943, he suggested
piecewise polynomial interpolation over triangular sub-regions as a way to get
approximate numerical solutions. These earlier finite element approaches
were based on the principal of virtual work or the principal of minimum
potential energy; they may be viewed as extensions of the Rayleigh-Ritz
method181. The finite element method itself, however, is much more versatile
than the conventional Rayleigh-Ritzmethod.
None of the proceeding work in the finite element method was practical at the
time because there were no computers to perform the calculations. However,
by 1953 engineers were writing stiffness equations in matrix notation and
solving equation with digital computers. In 1954 Argyris and his
collaborators12*81
published a series of papers extensively covering linear
structural analysis and efficient solution techniques well suited for automated
digital computation. However, the actual solution of plane stress problems by
means of triangular elements whose properties were determined from the
equation of elasticity theory was first given in the now classical paper by
Turner, Clough, Martin, and Topp appeared in 1956 [43]. With this paper and
others, explosive development of finite elementmethods in engineering began.
The name "finite
element"
was coined in 1960 [121, and by 1963 [291the method
was recognized as rigorously sound and it became a respectful area of study for
academics.
In 1965 the finite element method received an even broader interpretation
when Zienkiewicz and Cheung
[441
reported that it was applicable to all field
problems that can be cast into variational form. However, formulations of finite
elementmethods need not be based only on variational approach. Oden (1969)
was able to write the equations for the finite element analysis of
thermoelasticity problems by stating from the so called energy balance method.
Szabo and Lee (1969) arrived at the finite element solution of plain elasticity
problems by using the Galerkin method[45].
In the years since 1960 the finite element method has received widespread use
in engineering. Thousands of papers, the proceedings of several conferences,
andmany books have been published on the subject. Since 1975 there has been
an extraordinary growth in the availability offinite element literature.
Although a major portion of the finite element literature deals with static and
dynamic structural analysis, there has been a continuing steady increase in the
number ofapplications in other fields.
Finite element methods have been applied to such problems in continuum
mechanics as the twisting of prismatic bars, steady-state heat conduction,
potential flow in ideal fluids, etc. The users of the finite element method have
grown in numbers from the original few aeronautical structural analysts to a




In a three dimensional continuum problem the field variable, (whether it is
pressure, temperature, displacement, stress, or some other quantity)
possesses infinitelymany values because it is a function of each generic point
in the body or solution region. Consequently the problem is one with an
infinite number of unknowns. The finite element discretization procedures
reduce the problem to one of a finite number of unknowns by dividing the
solution region into elements and by expressing the unknown field variable
in terms of assumed approximating functions within each element. The
approximating function (also called interpolation and shape functions) are
defined in terms of the value of the field variables at specified points called
nodes or nodal points. Nodes usually lie on element boundaries where
adjacent elements are considered to be connected. However, an element is not
limited to only exterior nodes and may possess both interior and exterior
nodes. The nodal values of the field variable in the interpolation functions for
the element, completely define the behavior of the field variable within the
elements. For the finite element representation of a problem, the nodal
values of the field variable become the new unknowns. Once these unknowns
are found, the interpolation functions define the field variables throughout
the assemblage ofelements.
Clearly, the nature of the solution and the degree of approximation depend
not only on the size and number of elements used, but also on the
interpolation functions selected. As would be expected, an interpolation
function can not be chosen arbitrarily. Certain compatibility114' conditions
should be satisfied. Often functions are chosen so that the field variable or its
derivatives are continuous across adjoining element boundaries.
3.2 Implementation of the Finite ElementMethod.
When utilizing the finite element method there are six successive steps that
must be followed. They are as follows:
3.2.1 Discretize the Continuum
The first step is to divide the continuum or solution region into elements.
There are no set rules for reaching this goal because of the vastly
different circumstances encountered from one problem to another, but
some helpful guidelines emerge from the large amount of available
experience in FEA.
Frequently, questions the analyst ask are, what type of element should I
use, and should I utilize several different types of elements? The answers
to these questions depend on the problem being considered. Often only
one type of element is used to represent the continuum, unless
circumstances dictate otherwise. The most popular and versatile
elements, because of the ease with which they can be assembled to fit
complex geometries, are two dimensional triangular elements. These
elements can have any number of exterior and interior nodes, depending
on a type of interpolation functions (shape functions) defined for them.
A uniform element mesh is easy to construct, but it may not always
provide a good representation of the continuum. In regions of the solution
domain where the gradient of the field variable is expected to vary
relatively quickly, a finer element mesh should be used. Also, it is
convenient to place nodes and element boundaries at locations where
concentrated or point external actions, (such as forces in structural
problems) are applied and where there are abrupt changes in the
continuum. If the boundary of the region has any corners, nodes should
also be placed at these corners. Generally speakingmore elements should
be used in the regions where the boundary is irregular than in regions
where it is smooth.
Another guideline is that the continuum should be discretized so as to
give the element a well proportioned shape; ideally, the aspect ratio of the
element should be unity. Long narrow elements should be avoided
because they lead to a solution with directional bias that may not be
correct.
Provided that the elements obey the requirements for a convergent
solution it may be assumed that the more elements we use to model the
solution domain, the better the accuracy of our results. However,
increasing the number of elements also leads to higher computational
expenses. Therefore, the analyst must base his decision on a rational
compromise.
3.2.2 Select Interpolation Functions.
The next step in the finite element method is to assign nodes at elements
and then choose the type of interpolation function (shape function) to
represent the variation of the field variable over the element ( for a more
in depth discussion on element shape function and their associated
polynomials see ref. #45).
To interpolate is to find the value of the function between known values
by operating on the known values with a formula different from the
function itself. Thus exact and interpolated curves match at the end
points (the nodes) but may differ elsewhere. These formulas can be used
as assumed displacement fields, and finite elements can be generated
from them.
The most popular elements in structural mechanics are based on the
assumption that displacements within the element are adequately
described by a simple polynomial. A polynomial represents the simplest
form for the approximating function. However, certain considerations
must be satisfied by the chosen function and in great many instances
these are not difficult to satisfy. These conditions, which are based on the
principle ofvirtual displacements, are as follows:
[a] Number of Terms in Series
- The number of terms (coefficients) in
a power series selected to represent the functionmust at least equal
the degrees of freedom associated with the element. For example, for
a one dimensional element there are two degrees of freedom, uL and
Uj. Hence u(x) can have at least two terms. Additional conditions
must be described ifmore than two terms are used.
[b] Compatibility - The chosen function should provide compatibility
across element interfaces. For the simple rod element this means
that u(a) = u({5) at the node common to elements a and
p1
. For some
elements this condition may give some difficulty, particularly as it
has to be achieved while alsomaintaining condition [a].
[c] Constant Strain in Rigid Body Modes (Completeness) - These
conditions are intuitively reasonable. For example, assume a set of
successive finite element solutions were conducted based on letting
the number of elements increase. In the limit, it would be expected
that the strain within a given element approaches a constant. If the
assumed function does not provide for this, convergence difficulties
can be expected. With respect to rigid body modes, these are
provided for the infinitesimal element in terms of the strain-
displacement equations. This can be verified by assuming the
strains to be zero and then integrating the strain-displacement
equations to obtain the displacements. The resultswill be discovered
to be all physically relevant rigid-body translations and rotations.
Therefore, it would seem reasonable likewise to require rigid-body
modes to be present in the displacements chosen to represent the
finite element. The net effect of these two requirements is to make it
mandatory that the power series start
with the lowest terms
(constant) and then the linear terms. These lower-order terms
provide for the constant-strain state and the rigid-bodymodes.
[d] Differentiability - The assumed function must be continuous
within the element and be differentiable to an order consistent with
the variational principle expressing the problem. Since a truncated
power series is used, no difficulty occurs with respect to this
condition, it automatically satisfied.
These are the conditions that must be kept in mind when choosing the
unknown interpolation function. When difficulty does arise, it is
generally in connection with simultaneously satisfying
conditions [a] and
[b]. However, there are instances in which [c] also causes difficulty since
it must be satisfied while still maintaining conditions [a] and [b]. The
significant fact remains that a very large number of elements are in use
that domeet these requirements.
3.2.3 Find the Element Properties
Once the finite element model has been established (that is, once the
elements and their interpolation functions have been selected), the
matrix equations expressing the properties of the individual elements are
ready to be determined. For this task one of four approaches may be used.
The mathematical derivation of each of these methods will not be
presented in this paper. A brief summary of each method, however along
with its applications will be presented.
3.2.3.1 The Direct Method
This approach to obtaining element properties is called the direct
approach because its origin is traceable to direct stiffness method of
structural analysis. The directmethod accomplishes the formulation of
element relationships using the basic relationships of elasticity theory,
equation of equilibrium, strain-displacement equations and the
constitutive relationships. Thismethod is especially useful in clarifying
the fundamental relationships between the finite element
approximations and the real structure. The direct method also
introduces features common to all approaches to element formulation,
especially the transformations from stress to force and from dof (nodal
displacements) to strain. However, the directmethod is limited in scope
and is difficult or impossible to apply to the formulation of the
relationships for complicated elements and special phenomenon. In a
simple one dimensional beam element, Hooke's law enables us to
determine the exact value of the stiffness coefficients for the matrix [k].
Next, a global stiffnessmatrix [K] of the entire system is calculated by
assembling the stiffness for each
element in the structure.
\
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3.2.3.2 The Variational Method
Element properties obtained by the direct approach can also be
determined by the more versatile and more advanced variational
approach. The variational approach relies on the calculus ofvariations
and involves extremizing a functional (n). Often continuum problem
have different but equivalent formulations - a differential formulation
and a variational formulation. In the differential formulation, the
problem is to integrate the differential equation of a system of
differential equations subjected to given boundary conditions. In the
classical variational formulation, the problem is to find the unknown
function or functions that extremize (maximize, minimize) or make
stationary[241
a functional or system of functionals subject to the same
given boundary conditions. The two problem formulations are
equivalent because the functions that satisfy the differential equations
and their boundary conditions also extremize or make stationary the
functionals. This equivalence is apparent from calculus of variations,
which shows that the functionals are extremized or made stationary
only when one or more Euler
equation1141 in the boundary conditions are
satisfied. These equations are precisely the governing differential
equations of the problem. The classical variational formulation of a
continuum problem often has advantages over the differential
formulations from the standpoint of obtaining the approximate
solution. First, the functional, which may actually represent some
physical quantity in the problem, contains derivatives of an order lower
than that of the differential operator, and consequently an approximate
solution can be sought in a larger class of functions. Second, the
problem may possess reciprocal
variational formulations, that is, one
function to be minimized and another functional of different form to be
maximized. In such cases we have a means for finding upper and lower
bounds on the functional. This capability may have significant
engineering value. Third, the variational formulation allows the use of
natural boundary conditions
(non-essential)[14] for treating very
complicated boundary conditions. Fourth, from a purely mathematical
standpoint, the variational
formulation is helpful because with the
11
calculus ofvariations it can sometimes be used to prove the existence of
a solution.
Historically, variational methods are among the oldest means of
obtaining solutions to problems in physics and engineering. One
general method for obtaining approximate solutions to problems
expressed in variational form is known as the Rayleigh-Ritz method.
The finite element and the Rayleigh-Ritz method are essentially
equivalent. Each method uses a set of trial functions as the starting
point for obtaining an approximate solution; both methods take linear
combinations of these trial functions; and, both methods seek the
combinations of trial functions that make the given functional
stationary. The major difference between the methods is that the
assumed trial functions in the finite element method are not defined
over the whole solution domain. They do not have to satisfy any
boundary conditions and they must conform to only certain continuity
conditions'451
only some of the time. Because the classical Rayleigh-Ritz
method uses a single function (often a quite lengthy polynomial)
defined over the whole domain, it can be used only for domains of
relatively simple geometric shapes. The "Finite Element Rayleigh-Ritz
method"
uses several assumed fields, each a simple polynomial that is
defined over only a portion of the structure. The same geometric
limitation exists, but only for the elements. Since elements with simple
shapes can be assembled to represent exceedingly complex geometries,
the finite element method is far more versatile than the Rayleigh-Ritz
method. From a strict mathematical standpoint the finite element
method is a special case of the Rayleigh-Ritz method only when the





Thismethod is not limited to displacements, andmay also be applied to
other functions. The assumed field may be stress, a stress function,
temperature, or some other function. In each case the functional can be
tested for correctness by applying the calculus of variations to see if a
functional n satisfies dn = 0 and yields the approximate governing
differential equations and non-essential boundary conditions.
12
3.2.3.3 Method ofWeighted Residuals
An evenmore versatile approach to deriving element properties has its
basis entirely in mathematics and is known as the weighted residuals
approach. The weighted residuals approach begins with the governing
equations of the problem and proceeds without relying on the
fundamental, a functional or a variational statement. The method of
weighted residuals is a technique for obtaining an approximate solution
for linear and non-linear partial differential equations. It has nothing
to do with the finite element method other than offering another means
with which to formulate the finite element equations. In its classical
sense it was first described by Crandall'161 who points out the various
forms used since the end of the last century. More recently a very full
expose of the method has been given by
Finlayson.[20]
Clearly, almost
any set of independent functions can be used for the purpose weighting
and, pointing to the choice of a function, a different name can be
attached to each process. Some of the common choices are:[45!
a) Point Collection
b) The Sub-Domain Collection
c) The GalerkinMethod
The weighted residuals method is clearly much older than the finite
element method. The latter uses mainly locally based (element)
functions.
In the method ofweighted residuals, the aim is to find an approximate
solution for the unknown such that the residual is made as small as
possible or is minimized. The method ofweighted residuals presumes
that a trial function, which is chosen to approximate the independent
variable in a problem of mathematical physics, will not, in general,
satisfy the pertinent governing
differential equations. Thus,
substitution of the trial function into the governing differential
equation will result in a residual. In order to obtain the best "solution",
one then seeks to minimize the integral of the residuals throughout the
region of the problem. In other words, the error between the
approximate solution of the unknown and the exact solution is
13
minimized. As mentioned above, a number of schemes are possible to
achieve thisminimization.
The Galerkin method'91 is a very general procedure and can be applied
in the solution of structural, fluid, heat transfer problems and so on.
This method also provides an effective basis for finite element solution
and is in wide use. It should be noted that to apply the Galerkin
procedure (or any of the weighted residualmethods) there does not need
to exist a functional corresponding to the problem considered.
The advantage of using the Galerkin approach over the variational
approach can be summerized as follows. Using the Galerkin approach
an analyst can derive finite element equations, regardless ofwhether or
not one is familiar with variational calculus. When a classical
variational principal exists for a given problem, one obtains the same
results. When a classical variation principal is unknown or does not
exist, onemay still proceed to derive a finite element model.
3.2.3.4 The Energy BalanceApproach
Like the weighted residual approach the energy balance approach
requires no variational statement and hence broadens considerably the
range of possible applications to the finite element method. In 1969
Oden introduced in a two part
paper,1351
a broad theory of finite element
methodology as applied to continuum mechanics problems. This theory
gives a generalized interpolation of finite elementmodel and shows how
finite element equations can be developed from well-established global
energy balances. Such approaches eliminate the need
for classical
variational principles and sometimes provide more insight into the
problem than can be gained by routine applications of Galerkin's
method.
The formulation of finite element equations essentially centers on one
basic concept. Once the solution domain has been discretized and
interpolation functions have been chosen to represent the field variable,
"all that is needed is some means to translate a relation that holds at a
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point (in the solution domain) into one that must hold over a finite
region"
giving due consideration to continuity requirements,1241.
Oden[35]
suggests that for problems of continuum mechanics there are
often forms of local or global energy balances that can provide the
necessary regional relations without resorting to variational principle
or Galerkin's method. For example, by applying the first law of
thermodynamics, we have a versatile global energy balance principle
that can be specialized or generalized as the situation demands. Any
type of linear or non-linear continuum can be treated, and thermal,
mechanical, electrical and magnetic phenomenon can be taken into
account.
To illustrate the basic ideas of this approach, a procedure for deriving
the finite element equations for a class of fluidmechanics problems will
be briefly discussed.
Consider and isothermal incompressible fluid motion that satisfies the
equation expressing the conservation ofmass and the conservation of
linear momentum. From these equations, an equation expressing a
global balance ofmechanical energy is easily formulated. The process is
to write the X,Y, and Z components of the linear momentum equation
and thenmultiply each of these equations by the corresponding velocity
components; that is, multiply the momentum equation in the X
direction by the component of the velocity in the X direction and so
forth. After integrating these equation over the entire domain and
summing the resulting equations, a relationship expressing the
conservation of mechanical energy is obtained. To construct a finite
element model for a typical element, the velocity and pressures fields
within the element is represented in the usualmanner.
Substitution of these expressions into the energy and the mass
conservation equations then leads to a set ofmatrix equations relating
the nodal velocities and pressures for an element. If inertial terms are
retained in the momentum equations, the resultant matrix equations
are non-linear. Also, if the fluid motion is unsteady, non-linear
ordinary differential equations result
for the velocity components.
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3.2.4 Assemble the Element Properties to obtain the system Eguations
To find the properties of the over all system modeled by the network of
elements, all the element properties must be assembled. In other words
the matrix equations expressing the behavior of the elements must be
combined to form the matrix equations expressing the behavior of the
entire solution region or system. The matrix equations for the system
have the same form as the equations of the individual elements except
they containmanymore terms because they include all nodes.
The basis for the assembly procedure stems from the fact that at a node,
where elements are inter-connected, the value of the field variable is the
same for each element sharing that node. Assembly of the element
equations is a routine matter in finite element analysis and is usually
done by digital computers. However, before the system equations are
ready for solution they must be modified to account for the boundary
conditions of the problem.
3.2.5 Solve the System Equations
Assuming that the necessary algebraic equations describing the
characteristics of each element of the system have been found by some
means, the next step in the finite element analysis of the system is to
combine all these equations to form a complete set governing the
composite of elements. The procedure for constructing the system
equations from the element equations is the same regardless of the type of
problem being considered or the complexity of the system of elements.
Even if the system is modeled with amixture of several different kinds of
elements, the system equations are assembled from the element
equations in the samemanner.
For structural problems, the system assembly procedure is based on the
insistence ofcompatibility at the element nodes. Thismeans that at nodes
where elements are connected the value or values of the unknown nodal
variable (or variables ifmore than one exists at node) are the same for all
elements connecting at that node. The consequence of this.rule is the basis
for the assembly process. For example,
in elasticity problems the nodal
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variables are usually generalized displacements that can be translations,
rotation, or spatial derivatives of the translations. When these
generalized displacements are matched at the nodes, the nodal stiffness
and the nodal loads for each of the elements sharing the node are added to
obtain the net stiffness and the net load at the node. These assembly
concepts which originated in matrix structural analysis and network
analysis are an essential part ofevery finite element solution.
The two most commonmethods for solution of system equations are by the
direct and the iterative procedures. Guassian elimination'91 and a number
of its modifications are examples of the direct method. Jacobi[9], Gauss-
Seidel'91, successive over-relaction, and symmetric successive over-
relaction are examples of iterative techniques.
3.2.6 Make Additional Computation if Desired
Sometimes the solution of the system equation are used to calculate other
desired important parameters. For example, in a fluidmechanics problem
such as in a lubrication problem, the solution of the system equations
gives the pressure distribution within the system. From the nodal values
of the pressure we may then calculate velocity distributions and flows or
perhaps shear stresses if they are desired.
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4.0 NASTRAN (Finite ElementAnalysis Program)
There are many commercial finite element analysis programs available to the
general user. Table#l lists a few of the major ones. MSC/NASTRAN was used
as the finite element analysis program in the analysis of the optical-
mechanical structure presented in this paper. NASTRAN is a large scale
general purpose digital computer program which solves a wide variety of
engineering problems by the finite element method. NASTRAN
(COSMIC/NASTRAN) was originally developed by NASA (National
Aeronautical and Space Administration) for use in the aerospace industry and
offered to the general user in 1968. In 1972 the McNeal-Schwendler corp.
(MSC), developed an enhanced version of COSMIC/NASTRAN, and has
maintained the software and documentation associated with this version. The
program is operational on most major computing systems, including the IBM
360/370, 3000, and 4300 series, the CDC 7600 series, the CDC cyber series, the
Digital VAX 11 series andmanymore.
MSC/NASTRAN uses a finite element structural model, where the distributed
physical properties of the structure are represented by a finite number of
structural elements interconnected at a finite number of grid points. Loads
may be applied at these grid points forwhich displacements are calculated.
4.1 Elements Supported in NASTRAN (Element Library)
NASTRAN supports a variety of different elements. Table#2 contains a lists
all the elements supported in NASTRAN. Some of the more frequently used
elements will be discussed here in detail.
ElementMaterial Properties
All the elements discussed in the following require that certain material
properties of the element be defined; these include, Young's Modulus of
elasticity, Element shear modulus, and Poission's ratio. If the material is
isotropic one of these quantities may be left blank and NASTRAN will
calculate the unknown quantity from the relationship:
E = 2(l + v)G
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Table#1
A sample listing of some major finite element computer programs
Program Developer
ANDINA Professor K.J. Bath, MIT
ANSYS Swanson Analysis Systems, Inc.
ASKA Institute for Statics and Dynamics,
University of Stuttgart
ASTRA The Boeing Co.
ELASS55 Professors. Utku, Duke University
GIFTS Professor H. Kamel, University of
Arizona.
MARC Marc Analysis Research Corp.
McAUTO STRUDL/DYNAL McDonnell DouglasAutomation Co.
MSC/NASTRAN McNeal - Schwendler Corp.
PAFEC University of Nottingham
SAP Professor E. L. Wilson, University of
California
SPAR Engineering Information Systems Inc.
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BAR X LC X X EB X X X X X X
BEAM X LC X X X X EB X X X X X X
BEND X c X X EB X X X X X
C0NEAX X I X X X X X E X X
CflNMi LC X
C0NROD cs LC X X X X E X X X X X
DAMPi X X
EUSi X X X
FLUID1 X
FTUBE X X X
GAP X X
HBOY X X X
HEXA I C X X X X E X X X X X
HEX20 I C X X E X X
MASSi L X
PENTA I C X X X X E X X X X X
QOAD4 I LC X X X X X EB X X X X X
0UAD8
*
A LC X X X EB X X X X X
R9D cs LC X X X X E X X X X X
SHEAR cs L X X E X X
sim X
TETRA cs L X E X X X X
TRAPRG cs C X X X E X X X X
TRIA3 I LC X X X X X EB X X X X X
TRIA6 I LC X X X EB X X X X. X
TRIARG cs C X X X E X X X X
TRIAX6 LS LC X X X E X X
TUBE cs LC X X X X E X X X X X
vise X
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The material properties also specify the material mass density, thermal
expansion coefficient and a reference temperature (for temperature related
affects) and damping coefficient.
4.1.1 One Dimensional Elements*
The most frequently used one dimensional structural elements in NASTRAN
are the Rod, Bar and the Beam elements.
4.1.1.1 Rod Element
The Rod element (see fig,#l) is the most basic structural one dimensional
element supported in NASTRAN. It contains both axial and torsional stiffness.
When using a Rod element, the user specifies the grid points at which the
element is connected, the material properties, cross-sectional area and a
torsional stiffness constant.
4.1.1.2 Beam Element
The beam element is the most versatile of the one dimensional elements. The
beam element includes extension, torsion, bending in two perpendicular
planes, the associated shears, alongwith the following other features:
1) Distributedmass polarmoment of inertia.
2) Separate shear center, neutral axes, and non-structural mass center
ofgravity.
3) Arbitrary variation of section properties ( area, Ii, I2, 112, J) and of
the non-structuralmass along the beam.
4) Shear reliefdue to taper.
5) The ability to apply either concentrated or distributed loads along
the beam.
6) The effect of cross-sectional warping of torsional stiffness.
Also any five of the six dofs (degrees of freedom) at either end of the element
may be set equal to zero by the use of"pin flags".
*
The number ofdimensions associated with an element is with respect to the element
geometry and does not refer to the
number of degrees of freedom. For example a one
dimensional bar element may have up to six degrees of freedom associated with it.
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Figure #1
Rod Element Coordinate System and Element Forces.
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The beam element coordinate system and nomenclature is shown in fig#2.
End a may be offset form grid point GA by an amount determined by vector wa.
End b is offset from grid point GB by vector wb. The orientation of the beam
element is described in terms of two reference planes. The reference planes are
defined with a vector v (see fig#2). These reference planes are not necessarily
the principal planes. The coincidence of the reference planes and the principal
planes is indicated by a zero product ofinertia (I12).
The following beam element forces are output on request at both ends and at
user defined intermediate locations .
1) Bendingmoments in two reference planes at the neutral axes
2) Shear in the two reference planes at the shear center.
3) Axial force at the the shear center.
4) Total torque about the beam shear center axes.
5) Component of torque due to warping.
The following real element stress datamay be output upon request.
1) Real longitudinal stress at the four pre-defined points for each cross-
section.
2) Maximum andminimum longitudinal stresses.
3) Margins ofsafety in tension and compression for each element.
4.1.1.3 Bar Element
The bar element is a bending element which is prismatic, and for which the
elastic axes, gravity axes and shear center
all coincide. The orientation of the
bar element is similar to the beam element and is shown fig#3. If shearing
deformations are included in the bar element, the reference axes (planes 1&2)
and the principal axes must coincide.
The following element forcesmay be output on request:
1) Bendingmoments at both ends in the two reference planes.
^
2) Shear in the two reference planes.
3) Average axial force.


























The following element stressesmay be output on request:
1) Average axial stresses.
2) Extensional stress due to bending at four previously identified
locations.
3) Maximum andminimum extensional stresses at both ends.
4) Margins of safety in tension and compression for the whole element.
Bar element force and stress data recovery with distributed loads and
distributed mass effects included, may be obtained at intermediate as well as
end points for dynamic solution sequences.
4.1.2 Two Dimensional Elements (shell elements)
NASTRAN includes two different shapes of shell elements (triangular and
rectangular) and two different stress systems (membrane and bending) which
may be optionally coupled. There are in all a total of four different forms of
shell elements that can be requested:
1) A three noded triangular element with optional coupling of bending and
membrane stiffness.
2) A six noded triangular element with optional coupling of bending and
membrane stiffness and optionalmid-side nodes.
3) Isoparametric quadrilateral four noded element with optional coupling of
bending andmembrane stiffness.
4) An eight noded isoparametric quadrilateral element with optional
coupling ofbending andmembrane stiffness and optionalmid-side nodes.
Anisotropicmaterialsmay be specified for all shell elements. Transverse shear
flexibility may be included for all bending elements on an optional basis.
Structuralmass is calculated from the membrane density and thickness. Non
structural mass may also be specified for
all thin elements. Lumped mass
procedures are used unless the coupled mass option is requested The coupled
mass option is similar to a consistent mass matrix without the rotational
degrees offreedom included in the formulation.
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The element coordinate systems for triangular and quadrilateral elements are
shown in fig#4. The angle 9, is the orientation angle when using anisotropic
materials. The forces are evaluated at the centroid for both the four noded
quadrilateral element and the three noded triangular element. For the eight
noded quadrilateral and the six noded triangular element, the forces are
evaluated at the centroid and at the vertices.
The following element forces per unit length,may be output on request:
1 ) Bendingmoments on the x and y faces.
2) Twistingmoments.
3) Shear forces on the x and y faces.
4) Normal forces on the x and y faces.
The following real stressesmay be output upon request:
1) Normal stresses in the x and y directions.
2) Shear stresses on the x face in the y direction.
3) Angle between the x axes and themajor principal axes.
4) Major andminor principal stresses.
5) Maximum shear orHencky-vonMises equivalent stresses.
where:






The stresses are calculated at two specified points on the element cross-section.
The default distance is one half the element thickness.
The quadrilateral shell element is intended for use when the surfaces are
reasonably flat and the geometry is nearly rectangular. Quadrilateral
elements should be kept as nearly square as practicable, accuracy tends to
deteriorate as the aspect ratio of the quadrilateral element increases. A
reasonable acceptable limit is 4:1. Triangular elements should be kept as
nearly equilateral as practicable, because the accuracy tends to deteriorate as





(a) TRIM6 and TRIA3
^element
(b) QUAD4




4.1.3 Three Dimensional Elements (solid elements)
NASTRAN includes three different forms of solid elements which are defined
below:
1) Constant strain Tetrahedron (fig#5)
2) Five sided solid elementwith six to fifteen grid points (fig#6)
3) Six sided solid elementwith eight to twenty grid points (fig#7).
Any of these elementsmay be used with anisotropicmaterials.
Structural mass is calculated for all solid elements. The default mass
procedure is lumped mass, however coupled mass may be requested as an
option.
The following stressesmay be output by user request:
1) The three normal stresses.
2) The three shear stresses.
3) Magnitude and direction of the three principal stresses.
4) Themean pressure.
5) The octahedral stress or the Hencky-vonMises equivalent stress.
Table #2 illustrates that NASTRAN supports many special elements. Consult
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5.0 Solution Types Supported by NASTRAN
5.1 Rigid Format Solutions
NASTRAN is not limited to just structural mechanics. It is applicable for
thermodynamics, fluid dynamics and any other solution types which may be
represented by the followingQuasiharmonic equation[24]:
3/3x(kx3<J>/3x)+ 3/3y(ky3<t>/8y) + 3/3z(kz3<t>/3z) = f(x,y,z)
where cj> = field variable
f(x,y,z) = boundary conditions
These problems are referred to as field problems. Table #3 contains a list of the
analogies in the analysis of field problems. Field problems share the common
characteristic of being governed by similar partial differential equations for
the field variable <|>. In field problems ( heat transfer, ground water, magnetic
fields, etc.) the integral of a functional is minimized. This functional <J> possess
the property that any functional that makes a minimum, also satisfies the
governing differential equation and the associated boundary conditions. More
recently, the system of nodal equation has been delivered by using Galerkin's
method.
The most general way of using MSC/NASTRAN is with a user written Direct
Matrix Abstraction Program (DMAP)[34]. This procedure permits the user to
execute a series of matrix operations of ones choice along with any utility
modules or executive operations thatmay be needed. The usermay even write
a module of ones own. However, unless the user is familiar with the DMAP
language, user generation of a solution sequence using DMAP sub-routines
could prove to be quite difficult. For the first time user, execution of a rigid
format solution should prove to be quite adequate.
The term rigid format solution in NASTRAN is defined as a structured set of
(DMAP), statements or sub-routines combined to analyze a specific problem
type (e.g. statics, normalmodes, frequencies response, heat transfer etc.).
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Table #3
Identification of Physical parameters






















































































The following types ofsolution sequences provided inMSC/NASTRAN are:
1) Rigid formats
2) Rigid format alters
3) Solution sequences
NASTRAN allows the user to modify a DMAP sequence by use of the alter
feature. Typical uses are to schedule an exit prior to the completion in order to
check intermediate output, schedule the printing of a table or matrix for
diagnostic purposes, or, if the user wishes, to delete or add a functional module
to the rigid format DMAP sequence.
A library of rigid format alters is available withMSC/NASTRAN. These alters
are used to provide new technology not yet a part of the rigid format solutions
and for exceptional operations that do not follow with the normal flow of the
rigid formats. A second method used to alter the solution sequence of a rigid
format solution, is the use of parameter cards. This feature gives the user the
option to select parameters other than the defaults included in the rigid format
solution. An example of this is the
"coupmass"
option which specifies a
coupling of themassmatrix.
Table #4 contains a listing of all of the rigid format solution sequences
available in NASTRAN. From this table it is noted that many of the rigid
format solutions are under the super element heading. A finite element model
consists of many discrete elements that describe a complete structure. In
conventional analysis all elements are considered simultaneously during the
solution process. In sub-structure analysis, the model is partitioned into
separate collections of elements. These smaller pieces of structures, called sub
structures, are first solved as separate structures and then combined. Super
elements are conceptually and mathematically equivalent to sub-structures,
differing primarily with respect to the user interface. The objective of super
element analysis in NASTRAN is to be competitive with conventional analysis
for small-and-moderate size models, as well as for large models where some
form of sub-structuring must be used. Present trends tend to indicate that the




Solution # NASTRAN Rigid Format Solution
#3 Normal Modes
#5 Buckling
#24 Statics and Linear Heat Transfer
#25 Normal Modes (old)
#26 Direct Frequency Response
#27 Direct Transient Response
#28 Direct Complex Eigenvalues
#29 Modal Complex Eigenvalues
#30 Modal frequency Response




#41 Modal Synthesis, Flexibility Method
#42 Modal Synthesis, Hybrid Method
#43 Modal Synthesis, Stiffness Method
#60 Model Check out, data base
#61 Static, data base
#62 Statics, Alternative Solution
#63 Normal Modes, data base
#64 Geometric Non-linear Analysis
#65 Buckling, data base
#66 Material Non-Linear
#67 Direct Complex Eigenvalue, data base
#68 Direct Frequency Response, data base
#69 Direct Transient Response, data base
#70 Modal Complex Eigenvalues, data base
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Table#4cont.
Solution # NASTRAN Rigid Format Solution
#71 Modal Frequency Response, data base
#72 Modal Transient Response, data base
#74 Steady State Non-Linear Heat Transfer, data base
#75 Aerodynamic Flutter, data base
#76 Aerodynamic Response, data base
#77 Cyclic buckling
#78 Cyclic Frequency Response
#81 Cyclic Statics, data base
#82 Cyclic Statics, Alternate Solution
#83 CyclicModes, data base
#88 Cyclic Frequency Response, data base
#89 Transient Heat Transfer, data base
#91 Statics with Inertial Relief, data base
#99 Non-Linear Transient Response
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5.2 Dynamic Solution Sequences
When performing a dynamic analysis (e.g. real eigenvalue analysis) there are
some options which must be considered before conducting the analysis. The
following gives a brief summary of the options and special considerations which
must be given when using a dynamic solution sequence:
The dynamic analysis can be separated into three phases:
1) Assembly of the dynamic equations.
2) Solution of the dynamic equations (decomposition of thematrices).
3) Recovery of response quantities such as force and stresses.
As the problem size increases, the cost of the first and third phases increase
linearly with the number of degrees of freedom (dof), wereas the cost of the
second phase increases as the square or the cube of the dofs.
When dealing with a dynamic model, the number of nodal points required to
represent the dynamic behavior of the system is far less than is required for a
static solution where stress contours are required. Therefore MSC/NASTRAN
offers two dynamic reduction methods, Guyan
reduction[33] (or static
condensation) and Generalized Dynamic Reduction1335. Dynamic reduction is a
solution step which reduces the cost of the second phase (solution of the
dynamic equations) by condensing the physical degrees of freedom into a
smaller analysis set.
The intent here is not to present the theory behind these methods, but to
present an overview of the concepts and established guide lines for selecting
the proper reduction method appropriate for a users application.
5.2.1 Guyan Reduction
When using Guyan reduction, the user must carefully select the
number and
location of the active dofs in the model. The accuracy and the cost of the Guyan
reduction will increase as the size of the active set is increased. Guyan
reduction is also referred to as "static condensation". This is because the
transformation method is exact for static solutions. When using Guyan
reduction in dynamic applications, the method introduces a small error by





displacements of the omitted set (or eliminated dofs) when the active set is
restrained to zero. In addition, the accuracy depends on the size of the active
set and the distribution of the active dofs.
Some suggestions for use of thismethods are:
1) Put points with largemasses in the active set.
2) Distribute all other active set points uniformly over the structure.
Also, experience has shown that in plate problems it is better to
have the active set consist of all the active dofs (rotations as well as
translations) at a few grid points rather than just the translational
dofs at a large number ofgrid points.
If a reasonably good distribution of the active set points is selected the user can
expect that the lowest one third of the eigenvalues of the reduced structural
system will be within engineering accuracy (5%).
5.2.2 Generalized Dynamic Reduction
Generalized Dynamic Reduction combines the desirable aspects of Guyan
reduction with the advantages of sub-space iteration techniques[91. The result
of this is a method which reduces the dynamic equations of a system to a
substantially smaller size than can be obtained through Guyan reduction
without any lose of accuracy. These dynamic equations are formulated in
terms of an analysis set of generalized dofs. The algorithm automatically
selects the set of generalized coordinates based on 1.5 times the number of
eigenvalues below the cut off frequency specified by the user. Also the analyst
may choose to include any physical dofs hemaywish to. The use ofgeneralized
dofs overcomes a burdensome aspect in Guyan reduction, of selecting the
representative set ofphysical dof to be included in the analysis set. This option
to include physical dofs in the analysis set can be useful in that it facilitates
the use of non-linear effects. In addition it can reduce the cost of data recovery
when the required output is the motion of those physical dofs included in the
analysis set.
In real eigenvalue analysis, dynamic reduction is followed by the extraction of
eigenvalues and eigenvectors. Generally one of the transformmethods, Givens
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or Modified Givens, is used. This is because when using a transformation
method, all the eigenvalues below a user selected cut off frequency are found
simultaneously. A trackingmethod (Inverse Power) will not take advantage of
this reduced active set.
Table#5 compares the performance of Guyan reduction and Generalized
Dynamic Reduction in several categories. On the balance, Generalized
Dynamic Reduction is the preferred method in most situations. An important
exception in which Guyan reduction is the preferred method is when a great
many modes are desired and the required accuracy of the modes is not high. In
this case, the lower cost ofGuyan reductionmay tip the balance.
Guyan reduction is generally regarded as the more reliable method in that it
seldom gives trouble which is apparent to the user. However, Guyan reduction
gives no warningmessage when vibration modes are substantially in error. On
the other hand when Generalized Dynamic Reduction is used, the Sturm
sequence feature prints out the number of modes below the maximum
frequency limit. The user can assure himself that there are no missing modes
by comparing the number of modes below fmax with the number of modes
actually found. If there are no missing modes the accuracy of Generalized
Dynamic Reduction is reliable.
5.3 Methods ofEigenvalue Extraction
Three methods for real eigenvalue extraction are available in
MSC/NASTRAN. Most methods of algebraic eigenvalue extraction belong to
one of two groups:
1) TransformationMethods
2) TrackingMethods.
In the transformation method, the matrix of coefficients [K AM] is first
transformed, while preserving its eigenvalues, into a special form (such as
diagonal or tridiagonal) from which the eigenvalues may be easily extracted.
In a
"tracking"
method the roots are extracted, one at a time, by iterative
procedures applied to the original dynamic matrix. Two of the methods of real
eigenvalue extraction used in NASTRAN are transformation methods, the
Givens method andModified Givensmethod. The othermethod, inverse power
method with shifts is a trackingmethod.
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Table #5







2)RelativeCost Lower if only fair accuracy of
vibration modes is required
Lower if good to excellent
accuracy is required




Labor Intensive Yes, if there are many
analysis points
No
Troubles Poor selection of analysis set
leads to inaccurate modes.
Poor selection of dynamic
reduction parameters leads
to missing modes, or
excessive cost,
Diagnostic aids None Sturm sequence indicates
number of missing modes
Number of Good Modes One-forth to one-half the
size of the analysis set
Two-thirds the number of
generlized coordinates used.
Close Roots No problems May loose some roots if the
number of initial random
vectors is to small
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5.3.1 GivensMethod
The Givens solution method (see section 7.7.3.1) requires a positive definite
mass matrix. There are no restrictions on the stiffness matrix, other than
symmetry. It can be shown that such pairs ofmatrices will always have real
roots A. The Givensmethod is the fastestmethod for small problems, especially
whenmore than a few eigenvectors are needed. It finds all eigenvalues, so that
it is not possible to miss any, as can happen with the inverse power method.
The Givens method takes little advantage of the sparsity of the matrices, but
does handle well the dense matrices provided by the various reduction
methods.
5.3.2 Modified Givens Method
In the Modified Givens Method (see section 7.7.3.2), the restriction that the
mass matrix be non-singular has been removed. Otherwise it is similar to the
Givensmethod.
Although the mass matrix is not required to be non-singular in the Modified
Givens method, a singularmassmatrix produces one or more zero eigenvalues
A, which are equivalent to an infinite eigenvalue. A zero eigenvalue is a result
of a rigid body mode. Due to round off error, these will appear in the output as
very large positive or negative eigenvalues. In order to reduce the incidence of
such meaningless results, dof with null masses are eliminated by static
condensation (Guyan reduction) in a preliminary step. This step may be
eliminated by the user through the use of a parameter card.
5.3.3 Inverse Power
Method1331
The Inverse PowerMethod with shifts is particularly effective when the mass
and stiffness matrices are sparse and when only a fraction of all the
eigenvalues are required.
The standard Inverse Power method without shifts has a number of important
defects in the solution of structural problems, these include; awkwardness of
procedure in the presence of zero eigenvalues (rigid body structural modes),
slow convergence rates for closely spaced roots, deterioration of accuracy in the
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higher modes as more roots are found. All these defects are eliminated or
minimized through amodification of the method, namely utilization of shifts.
5.4 Selection Criteria for Selecting a Eigenvalue ExtractionMethod
The criteria for selection of a eigenvalue extraction method are reliability,
convenience, and cost. The Givens and Modified Givens methods are nearly
identical in respect to convenience and cost, but theModified Givens method is
somewhat more reliable. The modified Givens Method was developed to over
come a defect of the Givens method, namely that the Givensmethod fails if the
massmatrix is singular. This defect has been largely overcome by elimination
through static condensation (Guyan reduction) ofdofswith null columns in the
massmatrix. Situations still exist where the Givens method may fail, such as
the introduction of an offset point mass. The Givensmethod costs about half as
much as the Modified Givensmethod when the massmatrix is nearly diagonal.
Costs are comparable when the mass matrix is dense, as it typically is after
static reduction takes place.
The Inverse Power method differs significantly from the Givens and the
Modified Givens methods in all the selection criteria. It is somewhat less
convenient and less reliable. Unlike the other two methods, itwill occasionally
miss eigenvalues, particularly if they are clustered in groups with very small
frequency intervals. Thus, when cost is not an important consideration, such
when there are fewer than one hundred dofs in the analysis set, the Givens or
Modified Givensmethod should be selected over the Inverse Powermethod.
In a comparison of the relative efficiency of the Inverse Power method verses a
combination of a dynamic reductionmethod and the Givens orModified Givens
method, the combination method is almost always more efficient. However,
since the Inverse Power method is more accurate and requires less user input
than the combination method, it may still appeal to the user as the best choice
if the desired number or eigenvalues is quite small. Its largest draw back at
present is the possibility that itmay skip a root.
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6.0 Finite Element Model Generation
A cumbersome aspect of obtaining a finite element solution to a problem is the
preparation of the input data. Most of the data consists of a description of the
element mesh topology. When the finite element model contains hundreds of
nodes as in this application, this task takes on major proportions. In the early
days of finite element analysis (late 60's) this data was generated by manual
input. A card was punched for every node and element along with all
associated supporting cards (data). The analyst had to first lay out the mesh on
paper and determine each node location. Any input errors were detected after
performing the solution, which was very tedious and a waste of expensive
computer time.
To over come this problem, automatic mesh generation software schemes were
introduced in the early "70's". In the last ten years many sophisticated
interactive finite element modelers with both pre- and post processing
capabilities have been developed. The number of finite element modelers
commercially available today are numerous.
6.1 Comparison ofFinite ElementModelers
A comparison of four popular finite element modelers is presented here. The
criteria used to evaluate the modelers are the items listed in appendix A
"Checklist for Finite Element Pre- and Post Processers". This checklist
was compiled by structural analysts working in the German automotive
industry to serve as a set of requirements and/or guidelines for both the users
and developers. My personal evaluation is also included for each modeler
based on these guidelines.
The fourmodelerswhich were evaluated are:
1) PATRAN-G - (PDAEngineering)
2) UNISTRUCT II (Control Data Corp.)
3)MSC/GRASP - (MacNeal-Schwendler Corp.)
4) INTERGRAPH FEM/FPP - (Intergraph Corp.)
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6.2 Summary ofModeler Capabilities
6.2.1 PATRAN-G
PATRAN-G was the finite element modeler used to generate the data for my
particular application. To illustrate the steps involved in generating a model
using PATRAN-G, a simple example (a flat plate subjected to a torsional load)
was developed .
Themodeling scheme is divided into three phases:
Phase I - Geometry input.
Phase II Model generation.
Phase HI - Post processing of results.
Table #6 contains the phase I and phase H commands used to model the simple
flat plate example. Fig #8 and #9 represent the phase I and phase H graphical
output respectively.
PATRAN-G is a versatile interactive finite element modeler which is
compatible with many analysis programs through the use of translator
software. The geometrymay be input by both the keyboard or with a digitizer.
The modeling scheme is to divide the geometry into ID (line), 2D (patch) and
3D (hyperpatch) regions which are later used for automaticmesh generation.
PositiveModeler Features
1) Device versatility (compatible with low cost terminals).
2) System versatility (compatible withmany systems).
3) Themodelermay be usedwith a variety of analysis programs.
4) Incorporates a powerful automatic mesh generation algorithm.
5) Excellent documentation.
6) Powerful model verification algorithms (i.e. coincident node check,
material and properties display, element normals check, user
commands etc.).
7) Excellent optimization algorithms (i.e. node resequencing,
bandwidthminimization, node and element number compaction).
8) Provides excellent error codes.
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Table #6
PATRAN-G PHI and PH2 Modeling Directives for Sopport Plate
Phase I construction (geometry definition)
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9) Supports large element library (also supports special elements such
as rigid bar elements).
10) Excellent graphical capabilities (i.e. display of nodal constrains,
applied loads,materials, etc.).
1 1 ) Creation ofuser session and report files.
12 Excellent post processing capabilities (i.e. stress contours,
superposition ofdeformed and and undeformed plots).
13) Full color graphics.
Negative Features
1) Manual mesh generation and editing capabilities are cumbersome
and time consuming.
2) Command structure is somewhat difficult to learn.
3) The separation of the geometry and model generation (phase I and
phase H) requires redundant input of information (i.e. a geometric
structural pointmay not be used for phase II operations).
4) Does not support XY plot capabilities.
6.2.2 UNISTRUCT II
UNISTRUCT E is supported by Control Data Corp. and is compatible with
many analysis programs. Unlike PATRAN-G, UNISTRUCT H does not
separate the geometry input and the model generation. Data is input through
the keyboard.
Positive Features
1) Powerful automaticmesh generation algorithms.
2) Menu driven, easy command structure.
3) Compatible withmany low cost terminals.
4) Easymanual mesh generation andmesh editing features.
5) No redundant information required (the geometry and model are
linked into one allowing structural points to be used for mesh
generation).
6) Elements and element nodes are created with one command.
7) Excellentmodel verification algorithms.





1) Does not support color.
2) Restricted to operation on Cyber systems.
3) Optimization algorithms are not efficient.
4) Does not supportXY plotting.
5) Does not support shading or hidden line plots.
6) Limited element library.
6.2.3 MSC/GRASP
MSC/GRASP is an interactive modeler developed by MacNeal-Schwendler




3) Directly compatible withMSC/NASTRAN.
4) Excellent XY plotting capabilities.
5) Supportsmany rigid solution sequences in MSC/NASTRAN.
6) Supports super-element solutions.
7) Excellent post processing capabilities.
Negative Features
1) Supports onlyMSC/NASTRAN.
2) Automaticmesh generation scheme difficult and confusing to use.
3) Does not provide optimization algorithms (these are incorporated
intoMSC/NASTRAN).
4) Does not support color.
6.2.4 INTERGRAPH FEM/FPP
INTERGRAPH FEM/FPP software is relatively new on the market ( = 2 years).
Many of its commands and procedures have not been fully tested in the field.
My experience using Intergraph FEM/FPP uncovered many software
"bugs"
which existed in the software.
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Positive Features
1 ) Fully integrated in the CAD/CAM environment.
2) Excellent graphics display.
3) Excellent large plots.
Negative Features
1) Restricted to VAX 11 series systems.
2) Requires expensive terminal for operation.
3) Software not fully tested.
4) Poor sub-structuring scheme.
5) Poor documentation (documentation does not reflect current
operating software).
6) Frequent implementation of software changes without user
notification.
7) Does not offer model verification options (i.e. plainarity, coincident
node check, element normal display, etc).
8) No hard coupling of the graphics display and the data base.
Graphics does not necessarily reflectwhat is in the data base. Nodes
and elements may exist in the data base which are not shown
graphically.
9) Complicated data base structure.
10). Requires contiguous files space for data base.
11) Usermust interface directlywith data base.
6.3 Overall Summary
As is apparent from the rating and general comments, I rate PATRAN-G to be
the best of the four finite element modelers for both pre- and post processing,
with UNISTRUCT U the second best. UNISTRUCT H offers a more user
friendly pre-processer, however its element library is limited. It ismy option if
UNISTRUCT H increased its element library, incorporated color display and
was written to be compatible with other systems, it would be a strong
competitor for first place with PATRAN-G.
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7.0 Optimization Techniques
When assembling the system of matrices (e.g. [K] ) different optimization
algorithms are available which reduce the required storage and therefore cost
of solving the system equations. Studies show when using Gauss Elimination,
the floating point solution operations account for about one third of the solution
cost, whereas occupancy of high speed computer memory accounts for
approximately two thirds. Therefore optimization routines should concentrate
on reducing the required amount of computer storage as well as reducing the
amount of floating point solution operations.
MSC/NASTRAN includes a general resequencing algorithm that incorporates
the Levy wavefront (or frontal) and the Gibbs-Poole-Stockmeyer (bandwidth
reduction) resequencing algorithms to reduce the cost of thematrix operations.
The bandwidth method focuses on renumbering the nodes in order to obtain a
minimum bandwidth, whereas the wavefront (or frontal) method concentrates




if all non-zero coefficients cluster about a diagonal.
Banding is a simple way to exploit matrix sparsity because zeros outside the
band need to be neither stored nor processed. The number of non-zero
coefficients in [K] is independent of how nodes are numbered. Changing the
node numbers changes their arrangement. While some zeros may appear
inside the band, only zeros appear outside the band. Figure#10 shows
schematically a typical coefficient
matrix for a finite element system. The
width of this band is directly related to the maximum difference between any
two global node numbers for an element. The semi-bandwidth is determined
from the upper (or lower) part of the symmetricmatrix (see fig#10).
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N = 15 (a) (b)
X = nonzero coefficients
(a) Typical stiffness matrix
(b) Band form storage of the same matrix
Fig #10
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The semi-bandwidth is calculated from the following equation
B = (D + l)ndof
where D = the greatest difference in nodal numbering within an
element
iidof = the number ofdegrees of freedom per node
The entire information content of a symmetric matrix resides in the NB
coefficient of the semi-band. In practice,matrix order Nmay greatly exceed B,
so there is obvious merit in storing the NB coefficients rather than all
N2
matrix coefficient. It can also be shown that the number ofoperations required
for a solution is approximately equal to NB2. Therefore reducing the
bandwidth also reduces the number of floating point operations necessary for a
solution. Ifan efficient nodal numbering scheme is used, the bandwidth can be
minimized.
7.2 Wavefront (Frontal) Optimization
Irons (1970) frontal solution has been developed specifically for the solution of
finite element equations. It concentrates strictly on minimizing storage
requirements and may be considered as an extension of the sub-structure
method in which each sub-structure is comprised of a single finite element
together with frontal nodes, the later being necessary to obtain a series linkage
of the sub-structures. Figure#11(a) illustrates a region which has been divided
into five trapezoidal and five triangular finite elements such that there are
fourteen node points. It is assumed that one variable is associated with each
node and that the node and variable numbering scheme coincide. The finite
elements are processed in the order in which they are numbered, the sub
structures corresponding to the first six stages
of the reduction is illustrated in
fig.#ll(b). After three reduction stages partially solved equations linking the
four variables 2, 6, 9 and 10 will be present in the main storage. The
contributions of the fourth finite element are then added so that the resulting
equations now link the six variables of the fourth sub-structure, namely, 2, 6, 9,
10, 12 and 13. The reduction ofvariables 9 and 12 are then carried out and the





Map showing finite element numbering
(1) (2) (3) (4) (5)
(6)




(open circles show variables which are eliminated)
56
for the other variables are then carried forward to the next stage in the
reduction.
Significant features ofIrons implementation of this technique are:
a) The nodes may be numbered arbitrarily, the efficiency of the solution
depending on the order in which the finite elements are numbered.
b) In moving from one sub-structure to the next the coefficients corresponding
to common nodes retain their position in themain storage.
c) As a consequence of (b), the variables to be reduced are not necessarily
listed first in the sub-structure. Therefore the reduction for these
variables and the transfer of elements to backing storage may leave gaps
in the list of active nodes and corresponding gaps in the triangle of stored
coefficients. When new nodes are introduced they are entered into gaps in
the active node list, if such gaps had been left by previous reductions.
Hence, for the sub-structure containing the largest number of nodes, the
coefficient matrix will be stored in the full triangle.
d) The total number of multiplications and divisions required to perform a
complete solution of a finite element equation is the same as for the
variable bandwidth solution, provided that the order of elimination of the
variables is the same for both schemes (e.g. the frontal scheme of fig#ll
will be compatible with the variable bandwidth scheme having a node
ordering of 1, 5 , 9, 12, 2, 6, 3, 4, 8,7 ,10, 11, 13, 14).
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8.0 Advantages of the Finite ElementMethod
The present day application of the finite element method is very extensive and
it includes all the physical problems that are governed by differential
equations. Several advantageous properties of the finite element method have
contributed to its extensive use. Some of themain ones include:
.[1] The material properties in adjacent elements do not have to be the same.
This allows the method to be applied to bodies composed of several
materials.
[2] Irregularly shaped boundaries can be approximated using elements with
straight sides or matched exactly using elements with curved boundaries.
The method, therefore, is not limited to
"nice"
shapes with easily defined
boundaries.
[3] The size of the elements can be varied. This property allows the element
grid to be expanded or refined as the need exists.
[4] Boundary conditions such as discontinuous surface loadings present no
difficulties for the method. Mixed boundary conditions can be easily
handled.
[5] The above properties can be incorporated into one general computer
program for a particular subject matter area. For example, a general
computer program for axisymmetric heat transfer is capable of solving any
problem of this type that may arise. The availability of computer memory
and the computational costs are the limiting factors when solving a
problem.
The primary disadvantage of the finite
element method is the need for
computer programs and computer facilities. The computations involved in the
finite element method are too numerous for hand calculations, even when
solving small problems. The
digital computer is a necessity, and computers
with largememories are needed to solve large complicated problems.
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Present day technology has made possible large computers, and several
commercial and governmental organizations have developed extensive
computer programs. This combination ofdevelopments has helped alleviate the
main disadvantages of the finite elementmethod.
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9.0 Model Verification
Verification of the mathematical model is an important step in the design of a
system. Although the finite element program indicated no errors in the
analysis procedure, the results still may not be representative of the system.
This may be attributed to inappropriately applied loads, boundary conditions,
material properties etc. Many techniques are available for verifying both the
static and dynamic properties of a system.
9.1 Model Verification Utilizing Simple Classical Solution Techniques
If the hardware of a new design is not available formeasurement, simple closed
form calculations may be made using classical solutions (beam theory, thin
plate theory etc.) to determine the order ofmagnitude of the solution. Many
texts are available with parameterized solutions to problems when subjected to
various boundary conditions. By using these closed form solution techniques,
the analyst can get a good approximation of the system structural
characteristics. When the hardware is available, photoelastic methods which
utilize a scaled model of the structure are an excellent method to determine
static stresses (photoelasticmethods are discussed in section 9.2.1.2).
9.2 Empirical Methods
If the hardware is available, the recommended method of verification is by
actually measuring the system characteristics. There are instruments
available, from the simple thermocouple to the sophisticated FFT (fast Fourier
transfer) analyzer to accomplish this goal.
9.2.1 Static Solution Verification
Although stresses can not bemeasured in a solid, theymay be determined from
the strainmeasurements and the use ofHooke's law.
There are three basic experimental methods by which to measure system






.Strain gages are probably the most common method used for experimental
stress analysis. The intent here is not to present the theory behind strain gages
but to familiarize and point out theirmany applications.
Strain gages are available in many configurations and sizes, with a wide range
of sensitivities and excellent thermal stability. Strain gages are mainly
sensitive to the component of strain along the longitudinal axis. However,
when the direction and the magnitude of the maximum strain at a point are
completely unknown, it can shown that strainmeasurements in three different
directions are sufficient to calculate the strain in any direction and thus its
maximum value. To facilitate such measurements, strain gage rosettes, which
combine the necessary three gages into one easily applied assembly have been
developed which are available in bothwire and foil types.
When the gages are properly cemented down, they effectively become a part of
the surface to which they are fastened and undergo essentially the same strain
as that surface. They work equally well in both tension and compression since
the matrix of cement surrounding the wire or foil completely prevents
buckling. With suitable auxiliary electronic equipment, strains down to about
1Q-7 [18] in./in. can be detected. While the useful upper strain limit (about .01
in./in.) formost gages is set by the elastic limit of the strain wires, special "post-
yield"
gages can be used tomeasure strains as large as .1 in./in.
9.2.1.2 PhotoelasticAnalysis
Photoelastic analysis is a very powerful tool for evaluating material stresses.
Photoelastic methods depend on the property of
"birefringence"
under load
exhibited by certain natural or synthetic transparentmaterials. Birefringence
(double refraction) under load refers to the phenomenon wherein light travels
at different speeds in a transparent material, depending on the direction of
travel relative to the direction of the principal stresses and also depending on
the magnitude of the difference between the principle stresses, for a
two-
dimensional stress field. By constructing models (from suitable transparent
materials) of the same shape as the part to be stress analyzed and shining
suitably polarized light through
them while they are subjected to loads
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proportional to those expected in actual service, a pattern of light and dark
fringes appears which shows the stress distribution through out the piece and
allows numerical calculations of stress at any chosen point.
The use of "frozen
stress"
techniques extends this method to applications of
three dimensional problems. A three dimensional plastic model is subjected to
a simultaneous load and high temperature. The load is maintained while the
specimen is slowly cooled to room temperature whereupon the load is released.
It will be found that a residual stress pattern identical to that produced in the
load will be frozen into the specimen
In Reflective photoelasity, construction of a plastic model is not required
instead, the metal part itself (with its surface polished or aluminum painted for
reflectivity) is coated with a liquid photoelastic material which hardens and
bonds to the surface. Polarized light is directed on to the part and reflects from
the shiny undersurface. Dark and light patterns again reveal the stress
distributionwhen the load is applied.
Photoelastic methods, as compared to bonded resistance strain gages, give an
overall picture of the stress distribution in a part. This is very helpful in
verifying the numerical model. The method also does not disturb the local
stress field as a strain gagemight.
9.2.1.3 Brittle - Coating Stress Analysis
In the brittle-coating stress analysis technique a special lacquerlikematerial is
sprayed on the actual part to be analyzed and the coating allowed to dry.
Application of a load causes visible cracking of the brittle coating. The
direction of the cracking shows the direction of maximum stress while the
spacing of the crack indicates
magnitude. Under favorable conditions,
numerical values of stress can be calculated from measured crack spacing to
about 10% accuracy. The main features of the method are its simplicity, low
cost, and speed in giving an overall picture
of stress distribution. It is often
used in conjunction with electric resistance strain gages, the brittle coating
locating the maximum points of stress and direction so that strain gages
can be
applied at the proper locations and in the proper orientation for accurate strain
measurement.
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9.2.2 Verification of System Dynamic Characteristics
Verifying the structural dynamic characteristics of the model usually requires
more sophisticated instrumentation. There are a variety of instruments
available ranging from high speed chart recorders to FFT analyzers withmodal
software. Two verification methods will be discussed here:
1) Measurement ofmodal frequencies.
2) Measurement ofmodal frequencies andmodal shapes.
9.2.2.1 Measure ofModal Frequencies (Eigenvalues)
Measurement of modal frequencies is a fast method of verifying the
eigenvalues of a real eigenvalue analysis. Thismay be achieved inmanyways.
In order tomeasure the system dynamic response, first a transducer is required
and second a method of recording this time dependent signal is also required.
Themost common transducers used are:
Strain gages (measurement of time dependent strain)
Proximity sensors (displacementmeasurement)




High speed chart recorder
FFT analyzer
The simplest method for identifying the fundamental mode of the structure is
with an accelerometer and a oscilloscope. The accelerometer is attached to a
point on the structure and an impulse is applied to the structure. The structure
tends to exhibit sinusoidal response at its fundamental mode, therefore the
inverse of the time period of one cycle will give the fundamental frequency.
This method is quite crude, it will however give the
fundamental frequency of
the structure. A second method utilizes an accelerometer, a
sinusoidal exciter,
a sine swept generator and an
oscilloscope or FFT analyzer. The sinusoidal
exciter is swept through a pre-determined frequency range while monitoring
the acceleration signal. When the
excitation frequency is equal to a
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resonant frequency of the structure, the acceleration amplitude will be greatly
amplified ( the amplitude is dependent on the amount of structural damping
inherent in the system).
9.2.2.2 Measurement ofModal Frequencies andModal Shapes
The two methods just described will identify the modal frequencies of the
structure however, they will not confirm the modal shapes (eigenvectors). A
third method is a more sophisticated approach. It requires the use of a
transducer (typically an accelerometer), an exciter (modal hammer) and the
use of a FFT analyzer with modal software. First a mesh of test points is laid
out on the structure and then the geometry of the structure is input into the
modal analyzer. The transfer functions at each one of the test points is then
measured. From this information the modal frequencies and the modal shapes
are determined. The major advantage of this method is that the amount of





A continuous continuum contains an infinite number of solution points within
a solution region. The process of decretizing the solution region reduces the
number of solution points to a finite number. These finite solution points are
referred to as element nodes. In order to approximate the functional value
between the solution points (nodes) an interpolation function which
approximates the element behaviormust be chosen.
The simplest and most popular form of interpolation functions used is a
polynomial. For a linear element (first order) the polynomial representation is
as follows:














where local element displacements u',v are given in the local element
coordinates (fig#12). The an coefficients are referred to as the generalized
coordinates and are expressed in nodal point displacements un and u'n
Equations #1 and #2 may be expressed in
matrix form as:






[dp] = ? 0
0 <f
[<J>] = [1 x y x'y']














Fig#12 Typical two dimensional four-node finite element
defined in local coordinate system
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Equation #3 must hold for the nodal points of the element therefore using
equation #3 for all four nodal points results in the followingmatrix equation:
where A =







1 x2 yf2 x'29'2
1 x3 y'3 x3y3
If y J 7
x4 y4 x4y4
The generalized coordinates an are then determined from:

















[dp] [A1] = [N.(x'oO]
67
The [N] in this equation is referred to as the element shape factormatrix. The
function N( has a value ofunity @ x = x{ an a value of zero at all other values of
x.
After determining the resulting element displacements, the element strains
may also be determined by the following relationships for plane strain (see
table#7):
{e}T
= [ ex ey yxy 1 (#7)
where: ex = 3u/3x ey
= 3u/3v Yxy
= 3u/3y + 3u/3x
using equations#6 and #7 results in the followingmatrix equation.






N1)X N2x N3)X N4>s 0 0 0 0
0 0 0 0 NlyN2yN3yN4y
Ni,y N2,y N3,y N4,y Nliy N2,y N3jy N4<y
Element stressesmay also be obtained from the following relationships:
{o}T
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In an isotropic linear elasticmaterial for plane stress conditions






Matrix [C] has the above form, for an isotropic material (see table #8 for a
listing ofgeneralized strainmatrices for isotropicmaterials).
10.2TransformationMatrix
When assembling the individual elements each local element coordinates must










Resulting in the followingmatrix relationship:
{u} = [T] {u} (#12)
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local dofs Global dofs
Fig#13 Transformation between local and global
displacement components at a node point
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21il2 2mim2 2nin2 (l1m2 + l2mi) (m1n2+m2n1) (n^+ n^i)
21213 2m2m3 2n2n3 (l2m3 + l3m2) (m2n3 +m3n2) (n2l3 + n3l2)
2I3I1 2m3m1 2n3nx (^mx + lims) (m3n1+m1n3) (n3li + nil3)
(#13)
where 1 , m, n are direction cosines and
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10.3Completeness and Compatibility Requirements
It should be noted here that the interpolation function chosen must meet the
selection criteria listed in sec 3.2.2. It is important to note that the rate of
convergence depends on the completeness of the polynomial. It is highly
desirable to use a complete polynomial expression. The completeness and
degree of a polynomial may be determined from Pascals triangle (fig.#14).
This triangle shows the terms that should be included to have complete
polynomials in both x and y for a two dimensional analysis. The polynomial
used in the derivation of the quadratic element used in our example is complete
only to degree one.
Certain standard definitions and notation which express the degree of
continuity of a field variable at element interfaces have been standardized.
The standard conventions are as follows. If the field variable is continuous at
element interfaces, it is said to have
C
continuity; if, in addition, the first
derivatives are continuous, it is said to have
C1
continuity; if second derivatives
are also continuous the element then has
C2
continuity; and so on. With these
definitions, the compatibility and completeness requirements for the
interpolation function representing the behavior of a field variable are now
stated as follows:.
If the function appearing under the integrals in an element
equation contains
derivatives up to the (r+ l)th order, then to have rigorous
assurance of
convergence as the element size decreases, it must satisfy the following
requirements:




Completeness requirement: Within an element it must have C
continuity.
These requirements hold regardless ofwhether the element equation (integral
expressions) were derived using the
variational method, the Galerkin method,



























Fig. #14 Pascal triangle
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10.4Normalized orNatural Coordinates1241
It is convenient to use normalized coordinates for element derivation. Such
normalized coordinates (fig.#15) are chosen so that on the faces of the rectangle
their values are 1. The following expressions used to transform from global
coordinates to natural coordinates are[45]:
C = (x-xc)/a dt = d^/a (#16)
n = (y-yc)/b dn = dn/b
Once the shape functions are known in the normalized coordinates, translation
into actual coordinates or transformation of the various expressions occurring,




An easy and systematic method ofgenerating shape functions of any order can
be achieved by simple products of appropriate polynomials in two coordinates.
Lagrange's interpolation formula states the shape functions directly.
Lagrange's polynomial can be written down directly in one coordinate in the
form1451:
UV = (C-Co)U-fr) (S-Ck.i)(g-&*i) (--) (#17)
(Sk-So)(k-Si) (5k-&-i)(Ck-k+i) (&-&) where k=l to n
An example of element shape function derivation for the four noded Lagragan
element show in fig.#16 is given
below[241
N^ ,n) = l^di) = S-VV^2 x n-nAr^














Fig#15 Normalized coordinates for a rectangle.
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Fig#16 A rectangular element showing the relation
between local and global coordinates. This local
coordinate system is convenient for developing
Langranian interpolation functions for rectangular
elements.
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N2U,n) = l2(^)l2(q) = ^W^ x n-il3/il2-q3 = ^+l/l-(-l)] X [q-l/-l-l]
=
-(^+l)(q-l)/4
N3U,n) = l3(^H3(q) = ^/V^ x n-W^ = [$+ l/l-(-D] X [ii + l/l.(-l)]
= (S+l)(il + l)/4
N4(^,n) = l4a)l4(q) = ^3 /
54-
33 X ri-q/ri^ri! = K-1/-1-1] X [q + l/l-(-l)]
=
-($-D(n + l)/4
Each Ni is a polynomial ofdegree (n-1). Note that each Ni = 1 and each Nj = 0 if
x= Xi, where i and j are different integers. Examples of Lagragan rectangular
elements are shown in fig. #17.
The usefulness of Lagragan elements is limited, because the higher order
elements contain a large number of interior nodes. Another important aspect
of Lagragan elements is that the interpolation functions are never complete
polynomials. They posses geometric isotropy only when equal number of nodes
are used in both the x and y directions.
Ifwe examine the polynomial terms present in the situation where the number
of nodes are equal in both the x and y directions (fig #14), based on Pascals
triangle a very large number of parasitic polynomial terms are present (see
fig.#18 for a illustration ofa typical Lagragan element shape function ).
10.5.2 Serendipity- Family'45'
A more useful element which contains only exterior nodes is known as the
"Serendipity- family" (fig.#19). The interpolation functions for these elements
are derived by inspection. With reference to the linear element (fig.#19(a)),
the shape function for the top right corner is unity, only for the following
condition:
N = 1/4(5 + D(n + D at
= ti = 1




Fig#17 A sample of elements from the infinite series of Lagrange
rectangles
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(?) 9
A typical shape function for a Lagrangian element
(n = 5 / = P
















Linear NiU,n )= 1/4(1 -KSiXl + nm)
Quadratic Ni(5,r, ) = 1/4(1 + ^^i)(i + nni)(5Ci + nm-D
for e;i ni
Ni(5,n )= 1/2(1-5 2)(l-rim)
for 5 = 0 nl
Ni(5,n )=l/2(l + 55i)(l-T12)
for 1 n = 0
(#18)
(#19)
Cubic Ni(5,n ) = 1/32(1 + 55i)d + nm)[9(5
2
+ n 2) -10]
for ^1 nl
Ni(5,n ) =9/32(l + 55i)(l-n2)(l + 9nm)
for ^1 nl/3
Ni(5,n ) =9/32(l-52)(l + rimXl + 955i)
for ^1/3 nl
(see fig.#20 for a visual interpretation of serendipity shape functions)
(#20)
Each of these elements preserves
C
continuity along the element boundaries,
because the interpolation functions are complete polynomials in the linear
coordinates along the boundaries. Construction of two dimensional elements
requiring
C1
continuity is a much more difficult task.
Both the serendipity and Lagragan elements are identical in form but different
in the existence of the center node in the quadratic form (fig.#21). The same
concepts presented here may be used to derive solid or three dimensional
serendipity elements.
10.5.3 Isoparametric Elements
Isoparametric element construction represents the
"mapping"
of a non-
dimensionalized rectangular element with a specified number of nodes into the



































In two dimensional analysis the simplest four sided isoparametric element,
(fig#22 (a)) is one in which a linear field is used to generalize the rectangular
form to an arbitrary quadrilateral. A better fit of curved boundaries is
achieved with higher-order elements, fig#22 (b) and (c) quadratic and cubic
functional representations ofdisplacements are applied to the representation of
the boundaries. Mixed-type elements, fig#22 (d) and (e), with different
numbers of nodes on each side and with or without interior nodes, are also of
practical value.
Caution however,must be used not to distort these elements excessively, It can
be shown that with a parametric transformation based on linear shape
functions, a necessary condition is that no internal angle (such as a in fig#23
(a)) be greater than
180 [45]. In transformations based on parabolic type,
'Serendipity'
functions fig#23(b), it is necessary in addition to this requirement
to insure that the mid-side nodes are in the 'middle
third'
of the distance
between adjacent corners[45]. For cubic functions such general rules are
impractical and numerical checks on the sign of the Jacobian determinate are
necessary. In practice parabolic distortion is usually sufficient.
If the shape functions defining the element geometry and function are the
same, then the elements are called isoparametric. However, it is not essential
that the same functional representation for displacement be used in
representation ofgeometry. When the geometrical functional representation is
of lower order than that for displacement, the element formulation is termed
sub -parametric. If the geometric representation is ofhigher order, the element
formulation is characterized as superparametric.
A two dimensional quadrilateral element will be used to illustrate the
procedure for the formulation of an isoparametric element formulation. The
first step in the formulation is to define the non-dimensional coordinate system
(5,n) with the origin at the center of the element (fig.#22 (a)). This is done
using eq.#14, where by conventions and yc are the coordinates of the center of
the rectangle and x, and y, are the coordinates
of the lower left hand point;
equation#14 is restated here for convenience:

























Fig#23 Rules for uniqueness of mapping (a) and (b)
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The next step is to express the element shape function in terms of non-
dimensional coordinates and describe the x and y coordinates of the element as
follows:
* = [N(5,n)]{x} y=[N(5,n)]{y} (#21)





this insures that x = xt y yi at point i
correspondingly u
= [N(5,n) {u} v = [N(5,n) {V}
where [u] = [u2 u2 u3 u4V [v] = [ui v2 v3
v4]J
To construct an element stiffness matrix the strains, which are derivatives of
the displacement, must be found with respect to the x and y axis. However the
displacements are now a function of the 5 and t\ coordinates. Therefore a
relationship between the derivatives with respect to the x and y coordinates
and the derivatives with respect to the 5 and n coordinates can be found using
the chain rule.
3N/35 = 3x/35 3N/3x+3y/35 3N/3y
3N/3n = 3x/3n 3N/3x+3y/3n 3N/3y
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usingEq. (#19)

































The Strain Displacementmatrix. [B] matrix, is shown below:
[B] =
3Ni/3x 3N2/3X 3N3/3x 3N4/3x 0 0 0 0
0 0 0 0 3N!/3y 3N2/3y 3N3/3y aN^Sy
3Ni/3y 3N2/3y 3N3/3y 3NV3y 3Ni/3x dN^dx 3N3/3x 3NV3X
where the strain (e) refers to the cartestian (x,y) coodinates






0 0 (1-v )/2
(#26)
material stiffnessmatrix (for plane strain only)
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Using the potential work method, the element stiffness matrix along with the
components of the forcematrix as represented in equilibrium equation #27 are
given by:




[C] [B] t da] element stiffnessmatrix
(t = element thickness)
and the components of [ft] = f0 + fb + fs
[fol =
f/AtBlT
1! tol * da] initial strain
[fb] = [/
[N]T
{f*b} t da] body forces
[fsl = [/s[N]T{f*s} da] surface tractions
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To complete the evaluation of the integral, it is needed to express the element
area
"dxdy"
in terms of "d5dn". It can be verified from a text on advanced
calculus that:
dxdy = det J d5dn




[C] [B] t da] = [//>/ ^[B]1 [C] [B] t det J d5dn] (#29)
[fo] =
t/A[B]T
[C] [e0] t da] = [/;'/;'[B]T [C] [e0] t det J d5dn] (#30)
[fbl = [/A[N]T{f*b}tda] =
I//1/,*1
[N]T{f*b}tdet J d5dn] (#31)
[fsl = [/s[N]T{f*s}da] = [//'/^[NnFsJ det J d5dn] (#32)
[J] is a complicated expression even for the simplest case. Therefore explicit
formulation of [k] is unfeasible and the coefficients of this matrix must be
evaluated through the use ofnumerical integration. The technique most often
used is the Legendre-Gauss method1241.
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11.0 Classical Solution ForThe Static Deflection ofThin Plates
The following illustrates the development of a classical solution for the
transverse deflection of a thin flat rectangular plate The following
assumptions are made in the development of the following
equations:1401
1) There are no deformations in the middle plane of the plate. This plane
remains neutral during bending.
2) Points of the plate lying initially on a normal-to-the-middle plane of the
plate remain on the normal-to-the middle surface of the plate after
bending.
3) The normal stress in the transverse direction to the plate can be
disregarded.
4) Deflections are small in comparison with the thickness of the plate.
With reference to figure #24, assume the x,y coordinates of a small differential
element cut from a plate are located in the middle plane of the plate with the z
axis perpendicular to this plane. Figure #24 also illustrates the moments Mx,
My, and Mxy and shearing forces Qx and Qy acting on the element. The
magnitude of these shear forces per unit length are given by the following
equations:
Qx = Axzdz Qy = Ziyzdz (#28)
where integration is between the limits of h/2
Figure #25 illustrates the mid-plane of the differential element. By summing
the moments about the x and y axis and the forces in the z direction the
following relationships are established:
SFZ = 3Qx/3xdxdy + 3Qy/9ydxdy + qdxdy
= 0
SMX = 3Mxy/3x dxdy - 3My/3y dxdy+ Qydxdy
= 0
SMy = 3Myx/3y dxdy


















/ Mxy + dMyx/dy dy
Fig #25(a)
Qx + dQ*/dx dx
W




The moment of the load q and the moment due to change in the force Qy are
negligible since they are small quantities of a high order. The summation
equations then simplify to:
3Qx/3x + 3Qy/3y + q = 0
3Mxy/3x- 3My/3y+ Qy = 0




Solving equation #30 and #31 for Qy and Qx respectively (observing that







- 23 2Mxy/3x3y = -q (#32)
Before continuing, the following moment relationships, with respect to the
generalized coordinates are identified as: [401




Also the flextural rigidity1401 of a plate is identified as:
D = Eh3/[12(l v)] (0
Using eq.'s (a) through (c) it can then be stated:
Mx = + v32w/3y2)











Equation #36 is a fourth order differential equation governing the static
deflection of a thin plate. Integration of this equation will yield the solution
for the deflection of a thin plate. However, to determine the integration
constants the boundary conditions must be known. Simply supported boundary
conditions with a sinusoidally distributed load will be used to illustrate these
concepts.




q0 sin nx/a sin ny/b




= q0/D (sin nx/a sin ny/b) (#37)
The boundary conditions for the simply supported edges are:
w = 0 and Mx = 0 @ x
= 0 and x = a
w = 0 and My
= 0 @ y = 0 and y = b
It can be shown that all boundary conditions are satisfied if the expression for
deflection is given by:




must be chosen so that it satisfies equation #37. Substituting
eq. #38 into eq. #37 the following expression is obtained:
n-(l/a2
+ l/b2)2C = q0/D
Solving for C and substituting into eq. #37 it can be concluded that the




+ 1/b2)2)] [sin nx/a sin ny/b] (#39)











+ 1/b2) sin nx/a sin ny/b] (#41)
Mx =
[(q0(l-\;))/(n2 (1/a2
+ 1/b 2)2ab] [cos nx/a cos ny/b] (#42)
The shear forces are obtained from eq's #30 and #31















+ 1/b2)] [sin nx/a sin ny/b]
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The reaction forces at the supported edges x = a and y= b may be found by the
following equations:
Vx = (Qx-3Mxy/3y)x = a
= + 1/b2)2] [(
1/a2
+ 2-v/b2) sin ny/b] (#45)






+ 2 Wa2) sin nx/a] (#46)















The following illustrated the classical solution for the deflection of a thin flat
plate subjected to a sinusoidal loading. Alternate solution methods for simply
supported plates have been developed by
Navier[15]
and M Levey1151 which
allows a more general loading.
Plate theory is one method that is utilized in the formulation of rectangular
plate elements. The advantage of the finite element method is that the
discretization process divides the solution domain into a finite number of
elements (plates). This allows for a complex geometry (solution domain) with
complex boundary conditions to be represented by a finite number of simpler
geometries with simple boundary conditions. However, plate theory is not the
most popular or most frequently used method for element formulation of plate
or shell elements. Energy methods provide a more effective and efficient
means to achieve this task.
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Thin plate theory was presented here in order that the reader may appreciate
the complexity of the mathematical solution as the geometry and the boundary
conditions of the structure become more involved. As the procedure suggests,
this method may be used for only relatively simple shapes and boundary
conditions.
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12.0 Solution of Dynamic Problems
Using the Finite ElementMethod
The dynamic system differential equation of motion may be represented in
matrix form by:
where
[M] {U} + [C] {U} + [K]{U} = P{t} + {F} + {Q} (#47)
[M]e
= /volp[N]T[N]dv (consistientmassmatrix) (#48)
tCle = (consistient dampingmatrix) (#49)
p
= mass density, per unit volune
C = absolutematerial damping coefficient
[K] = system stiffness matrix.
[U] = displacementmatrix
[U] = first derivative of the displacementmatrix (velocity)
to
[U] = second derivative of the displacementmatrix (acceleration)
P{t} = time dependent force vector
{F} = non-linear force vector
{Q} = constraint force vector
12.1ConsistentMassMatrices
The systemmatrices [M] and [C] are usually sparsely populated matrices that,






1963. Prior to this the lumped mass formulation was used, resulting in a
diagonal mass matrix. Consistent mass matrices are positive definite. A
lumped mass matrix is positive semi-definite if zeros appear on the diagonal.
The zeros may (or may not) make some operations awkward, depending on the
algorithm used. If the mesh lay out correctly represents the structure volume,
elements are compatible and not softened by lower order integration rules, and
massmatrices are consistent, then the computed natural frequencies are upper
bounds to the exact values. Lumped matrices simply assigned to each node in
the system, the amount ofmass or damping coefficient that can be physically
attributed to that location in the body. Usually no overlapping yet contiguous
regions surrounding a node are chosen, and the mass and damping associated
with a particular region, are assigned to the node in that region. Lumped
matrices obtained in this way are diagonal and offer computation advantages
because they are easy to compute, store, and invert, and they considerably
simplify the resulting equations ofmotion.
It can not be stated whether the lumped or the consistent mass matrix is best
for all problems. Consistentmatrices are more accurate for flexural problems,
such as beams and shells, but negligibly so if the wavelength of the mode spans
more that four elements. Lumpedmatrices are simpler to form, cheaper to use,
and usually yield natural frequencies that are less
than the exact value. For a
bar element,
MacNeal[14] finds that the lumpedmassmatrix and the consistent
massmatrix, yield natural frequency errors of order
h2
(where h is the element
size) in opposite directions. However a mass that is the average
of the two
different formulations yields a natural frequency error of only order
h4 [451. In
wave propagation problems, using elements
with linear displacement fields,
lumped and consistent massmatrices predict that the waves propagate too slow
and too fast, respectively. Lumped masses give
greater accuracy and fewer
spurious oscillations than a consistent mass matrix.
In this case again the
averagemassmatrixmay be the best.
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A more general procedure, for the formulation of the mass matrix is shown
below. Particle masses mi are assigned to the nodes consistent with unit
translational acceleration (provided that all mi > 0).
mi = JvoiNipdv (#50)
Shape functions Ni represent the lowest order field that spans the node. Since
SNi = 1, Sm-, is equal to the total elementmass no scaling is needed. The mass
coefficients associated with rotational dofs are much less important and if
needed can be approximated.
When using a lumped mass matrix some of its diagonal coefficients may be
zero, resulting in a singularity. Each one of these zeros are associated with an
infinite frequency. This may or may not present a problem depending on the
eigenvalue extraction algorithm used. In general, the errors incurred by
lumping increases as the complexity of the element used increases.
12.2Eigenvalue Problems
When considering the structural natural frequency of vibration for a system,
the damping matrix and all the external forces are both set to zero. Each
degree of freedom exhibits harmonic motion in phase with all other degree of
freedoms, therefore:
[U] = {E} sin cotand [U] =
-co2 {E} sin cot (#51)
where {E} = amplitude ofnodal degree of freedoms
co = circular frequency (rad/sec)
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Substituting equations #51 into the simplified form ofequation #47 yields:
[K - A M] {E} coscot = 0 (#52)
where A. = co2
since eq. #52must be valid for all times
[K-1M]{E} = 0 (#53)
Equation #53 is recognized as an Eigenvalue problem. The values of A are the
eigenvalues (characteristic numbers or latent roots). For each eigenvalue
there is a corresponding eigenvector {E}
Equation #53 has a trivial solution of.{E} = 0 A non-trivial solution can be
found, only if the determinent ofequation #54 vanishes (equal to zero).
det[K-AM] =0 (#54)
Hence a characteristic polynomial in X is obtained whose roots are the
eigenvalues. The solution method used to illustrate the eigenvalue solution
technique is referred to as the determinent or characteristic polynomial
method. Although this method is ideal for demonstrating eigenvalue solution
concepts, it is inefficient (requires a large amount ofcomputer core) andmay be
used for only relatively small problems.
12.3Numerical Eigenvalue ExtractionMethods
The solution ofmatrix Eigenvalue problems for the
"n"
natural frequencies
and modal vectors is a basic problem in numerical analysis. Popular
eigenvalue solution techniques include the Jacobi[9], Householder191, and
Givens[9]
methods for computing all of the
system modes, and the power191,
inverse power[91 and sub-space
iteration191
methods for computing a selected
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part of the system modes. Two methods (Givens and Modified Givens) used in
NASTRANwill be developed here.
12.3.1 GivensMethod




where [L] is a lower triangularmatrix





eigenvalue form. This is accomplished by pre-
multiplying equation #53 by
[L]"1
and then substituting into equation #55
[L]'1




{w} = [L]T{E} (#56)
Results in the following
"standard"
form eigenvalue problem:







3) The [J] matrix is converted into a tridiagonal matrix using the Givens
tridiagonalization method.
[J] - [T]
where [T] represents the tridiagonalmatrix




5) Compute the eigenvectors of equation #57 over a given frequency range
using inverse iteration.
[T = AI] {w} = 0 (#58)
6) Solve for the physical eigenvectors by performing the inverse
transformation to thatmade in step #3 and solve for eq. #56
{E} = [L]-1-T{w} (#59)
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12.3.2 Modified Givens Method




where As is a shift which is selected automatically by the algorithm to
optimize the reliability and accuracy of eigenvalue extraction. The
matrix in eq. #60 is guaranteed to be positive definite, provided that no
massless mechanisms are present in the model.
2) Convert equation #53 to standard form. This is accomplished by
a) rearranging the terms in equation #53 to read
[K-AsM-(A-As)M]{E} = 0 (#61)
b) Premultiply equation #60 by -1/(A
- As)
[M-(K + AsM)/(A-As)]{E} = 0
make the substitute [K - As M] from equation #59, this gives:




{w*} = [L]T{E} (#63)
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I] {w*} = 0 (#64)
where
A*





The remaining steps required to extract the physical eigenvectors are idenical




This problem illustrates the use of the finite elementmethod for the analysis of
an optical-mechanical laser scanner. The raster output scanner (ROS) is used
in conjunction with a xerographic marking engine to create images from
electronically stored digital, data. An attempt is made here to simulate the
optical performance of the system utilizing the finite element method. Prior
analysis procedures utilized an optical ray trace program to determine the
displacement of the optical output beam. Element displacements were chosen
randomly and the effect on the system output was then determined. By using
the finite element method the element displacements are first calculated and
then the optical performance of the system is evaluated as a function of these
displacements.
The ROS consists of a laser (light source), an acoustic-opticalmodulator, optical
elements (lenses and mirrors), support electronics and a optical base structure
tomount and secure the system components (see schematic, fig#26).
The scan resolution of the system is 600 x 600 spots/inch. Each graphics pixcel
is approximately .0025 inches x .0025inches. Due to the high resolution of the
system, any relative motion of the output beam with respect to the photo
receptorwill result in image distortion.
Standard notation has been developed for this relativemotion:
Relative motion of the beam in the direction parallel to the direction of
scan is termed the "fast
scan"
direction.
Relative motion of the beam in the direction normal to the scan


















































Basic system Focal Plane
in
2) The maximum allowable fast scan jitter is 1/10 of a pixcel or .00025
inches. The maximum allowable slow scan jitter is 1/2 of a pixcel or
.00125 inches.
3) The ROS unit is to operate in an ambient temperature range of 90F
130F.
4) The assembled ROS unit (including electronics) is not to exceed twenty five
pounds. The total sum of the ROS components is approximately five
pounds, therefore the base structuremay not exceed twenty pounds.
13.3MechanicalDesignConsiderations
The marking engine in which the ROS is mounted contains many low
frequency excitation sources (drive gears, clutches, solenoids etc.) which are
transmitted through the machine frames to the ROS mounting points.
Table#9 contains a list of the excitation sources present within the marking
engine.
The acceleration levels at the mounting points of the ROS were measured in




The nature of the optical design of the ROS requires a fundamentally distortion
free optical plane. Any deformation of this plane will cause mis-alignment of
the optics resulting in image distortion.
Mechanical isolation of the ROS, with
respect to the frames is one method to filter out these forcing frequencies and
avoid the possibility of a resonance
condition. However, isolation mounts
would introduce compliance into the system resulting in large amplitude, low
frequency oscillations. These design constraints dictate that a relatively stiff
structure is required which utilizes a kinematic mounting to insure that no
moments are introduced. These design constraints could be satisfied simply by
using a large massive flat plate,




Internal Frequency Sources Present in theMarking Engine
Source Frequency (cycles/sec)
Cleaner (shaft frequency) 1 .07 Hz
Fuser (shaft frequency) 1.65 Hz
Developer (shaft frequency) 2.19 Hz
Pre-Fuser (shaft frequency) 2.25 Hz
P.R. Drive (shaft frequency) 2.36 Hz
#lDeveloper Drive (shaft frequency) 2.49 Hz
#2Developer Drive (shaft frequency) 3.11 Hz
Jackshaft (shaft frequency) 3.56 Hz
Pre-Fuser (driven shaft frequency) 3.77 Hz
Idler (rotational frequency) 4.40 Hz
Idler (rotational frequency) 4.98 Hz
Main DriveMotor (output shaft frequency) 7.12 Hz
Idler (rotational frequency) 8.79 Hz
Main Drive Motor (gear box) 7.10 Hz
Cleaner (pulley tooth frequency) 25.8 Hz
Main DriveMotor (gear box) 30.0 Hz
Ozone Blower (rotational frequency) 5 1 .0 Hz
Cleaner Drive Belt 47 .4 Hz
Purge Fan (rotational frequency) 49.0 Hz
Developer (tooth frequency) 45.6 Hz
Electronics Cooling Fans 48.4 Hz
Cleaner (pulley tooth frequency)
69.6 Hz
Fuser (pulley tooth frequency)
84.5 Hz
P.R. Drive Belt (tooth frequency) 85.2 Hz
Developer Drive Belt (tooth frequency) 96.5 Hz
Fuser Drive Belt (tooth frequency) 99.4 Hz
Pre-Fuser Drive Belt (tooth frequency) 113.0 Hz
Main DriveMotor (gear box) 199.0 Hz
Main DriveMotor Belt (tooth frequency) 199.3 Hz




or large temperature gradients within the
structure must also be avoided. These "hot
spots"
will cause warping of the
base structure due to thermal expansion. The finite element method may be
used to evaluate the temperature distribution within the structure, however,
this paper will concentrate only on the structural dynamics of the system.
The weight limitations, mounting restrictions and high stiffness requirements
of the system dictate the design configuration shown in fig#27. This design
utilizes a series of "waffle
plate"
type structural ribbing to achieve the high
stiffness tomass ratio. The design was targeted at a fundamental frequency of
100Hz.
A structural finite element analysis of the proposed optical base design was
conducted in order to insure proper operation of the system and avoid the
possibility of a structural resonance condition. The dynamic structural




































14.1Assumption and Geometric Simplifications
The material properties used in the model were for a typical cast aluminum
alloy. The nominal wall thickness of the casting was specified at .156 in.
.020 in. Because the structure is a casting, a 5 degree draft angle was
included for fabrication purposes. Measurement of various regions within the
casting indicated that the ribbing varied in thickness from .157 in. to .236 in.
along the height of the ribs. An average cross sectional thickness of .197 in.
was used in computing the ribbing cross sectional properties. Regions on the
casting floor contain raised or thickened sections where the lenses are
mounted. For simplicity, these areas were considered to add negligible
stiffness and were ignored. Also many small bosses and other minor features
were ignored and considered negligible in an attempt to simplify the geometry
of the model. The floor of the structure was assumed to have a constant
thickness of .197 in..
The thickened region around the hole in the floor of the structure, which
supports the scannermotorwas simulated by the addition ofbeam elements.
14.2Initial Preparation
Before attempting to input the model utilizing PATRAN-G, the geometry
configuration andmeshing scheme to be used was laid out
on paper. The major
coordinate points and critical node locations were identified along with a
meshing pattern. Special attention was
given to the mesh generation scheme
due to the orientation of the structural ribbing. The one dimensional elements
used for the structural ribbingmust be located along the boundary of the plate
elements if they are to satisfy element continuity
requirements. This
preliminary step proved especially
useful in this application due to the complex




placed on the element generation scheme. A second constraint on the mesh
generation was the precise location of critical nodes. Since the output of the
optical element displacements were desired, a node was required at the
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centroid of each element mounting point and at each element centroid (the
location of the nominal optical beam path).
14.3Model Generation
The pre-processer used to generate the finite element model was PATRAN-G.
As discussed in section 6.2.1, PATRAN-G uses a modeling scheme which is
separated into three phases:
1) Phase I - Geometry definition.
2) Phase H - Model generation.
3) Phase HI - Post processing of results.
Appendix B contains a complete list of the phase I and the phase H commands
required to construct this model. This list has been edited and contains only
the geometric and element generation commands, all "user
commands"
been
deleted in an effort to reduce the file size.
14.3.1 Phase I (geometry input)
Figure#28 illustrates the graphic output of all the phase I commands used to
construct the model. As is evident from fig.#28 and appendix B many phase I
commands were required to define the geometry in preparation for the element
generation (phase H). This is largely due to the complexity of the floormesh.
14.3.2 Phase II (model generation)
The elements used in the model generation are two dimensional isoparametric
plate elements (triangular and quadrilateral) and one dimensional elements
(bar, beam, special). Rigid bar elements were used to define the location of the
centroids of the optical elements of the system.
The model was sub-structured into sections to simplify the phase H (model
generation) operation. These sub-structures are shown in appendix C.
The value of sub-structuring formodel generation is illustrated in fig#29. This
is a plot of the assembledynodel (phase I is not included in this plot). The many
lines, make the interpretation of the geometry difficult. By using the
sub-
structuring techniques available in








PATRAN-G Phase II Commands
Figure #29
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greatly simplified. Figure#30 illustrates a hidden line plot of the model.
Hidden lines plots are valuable for visualizing the completedmodel but can not
be used in the actual generation of themodel.
Table #10 contains a listing of all the optical element mounting points along
with their centroidal locations (appendix C includes a graphics view of these
element and node locations). Due to the inclusion of the optical elements and to
the geometric configuration of the structure, a significant amount of editing
andmanual element generation was necessary.
14.3.2.1 One Dimensional Element Generation
Generation of the structural ribbing (shown in appendix C) required a
significant amount of associated input data. The following is a list of the data
whichmust be supplied for each one dimensional beam and/or bar element:
1) Definition ofelement local coordinate systems.
2) Cross-sectional properties (Ii, I2, 112, A, J).
3) Neutral center beam offsets (if required).
4) Stress recovery points (if stress is requested).
5)Material identification number.
The calculation andmanagement of this required data can become difficult and
very time consuming ifmany beam and/or bar elements
are used,, especially if
the properties are to be changed periodically to optimize the design. I have
found the use of a spread sheet program (i.e. SUPER-CALC) an ideal tool for
both calculation and managing of this required information. Table#ll
illustrates the output listing from the spread sheet data base. By simply
changing the ribbing base and height,
the section properties and other
associated data are automatically calculated.
The uppermounts of the structure required special consideration (see appendix
C). The mounting studs (beam elements)
are connected to a plate element. A
plate element does not possess rotational stiffness about a normal to its surface,
however, the beam element has six degrees
of freedom. If this degree of
freedom is not restrained in some manner, a singularity will appear
in the
stiffnessmatrix resulting in a fatal
error. Constraining this degree of freedom










Location OfCriticalNodes Identifying Optical Element Centroids
Element Point Node coord Coordinate Location
system X Coord Y Coord Z Coord
?Laser 1 315 0 16.929 20.136 .630
*Laser 2 401 0 18.750 20.136 .630
?Laser 3 112 0 18.750 20.136 2.362
*L1 4 162 1 (.512) (0) (.0)
0 19.262 6.546 .630
*L1 5 160 1 (.512) (45) (.0)
0 19.112 6.546 .992
*L1 6 159 1 (.512) (90) (.0)
0 18.750 6.546 1.142
*L1 7 158 1 (.512) (135) CO)
0 18.338 6.546 .992
*L1 8 157 1 (.512) (180) CO)
0 18.238 6.546 .630
*L1 9 156 1 (.512) (225) (.0)
0 18.388 6.546 .268
LI 10 166 1 (.512) (270) CO)
0 18.750 6.546 .118
*L1 11 164 1 (.512) (315) (.0)
0 19.112 6.546 .268
*L1 12 402 1 (.0) (0) (.0)
0 18.750 6.546 .630
*L2 14 271 0 18.356 4.408 .0
L2 13 403 0 18.750 4.408 .630
*L2 15 272 0 19.183 4.408 .0
Ml 16 248 0 18.664 2.059 .0
Ml 17 404 0 18.664 2.059 .630
Ml 18 247 0 18.475 1.287 .0
L3 19 245 0 16.848 2.480 .0
L3 20 405 0 16.848 2.059 .630
L3 21 244 0 16.848 1.638
.0
L4 22 242 0 15.584 2.480
.0
L4 23 406 0 15.584
2.059 .630
L4 24 241 0 15.584 1.638
.0
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L5 25 33 0 10.051 2.375 .0
L5 26 407 0 10.051 2.059 .630
L5 27 266 0 10.051 1.741 .0
M2 28 265 0 7.214 2.059 .0
M2 29 408 0 7.214 2.059 .630
M2 30 264 0 6.295 1.256 .0
L6 31 262 0 7.129 6.020 .0
L6 32 409 0 7.734 5.940 .630
L6 33 263 0 8.338 5.860 .0
M3 34 22 0 7.916 7.203 .0
M3 35 410 0 7.916 7.203 .630
M3 36 2 0 7.379 8.299 .0
POLY 37 29 0 9.035 4.669 .0
POLY 38 267 0 11.870 3.032 .0
POLY 39 268 0 11.870 6.306 .0
POLY 40 411 0 10.235 5.903 .630
L7 41 270 0 11.428 7.478 .0
L7 42 412 0 10.235 7.478 .630
L7 43 23 0 9.042 7.478 .0
L8 44 9 0 12.794 10.515 .0
L8 45 413 0 10.235 10.515 .630
L8 46 21 0 7.676 10.515 .0
M4 47 414 0 10.235 17.997 .630
M4 48 321 0 8.051 17.913 .259
M4 49 322 0 8.051 18.720 .203
M4 50 323 0 12.500 17.913 .259
M4 51 324 0 12.500 18.720 203
*
These elementswere not used in determing output optical beam displacement
**
Coordinate system identification:
#0 - Basic coodinate system.
#1 - Local cylindrical system with the origin located at node #402 with the R and
6 axis running parallel with the X and Z axis of the basic coordinate system
respectivily.
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required to achieve stiffness for this degree of freedom and not over constrain
the model. This is achieved by using rigid elements in the plane of the plate
element. This supplies the necessary rigidity for the beam element without
over restraining the model.
14.3.2.2 Loads and Constrains
The model is constrained at three points which represent the operational
mounting configuration. This mounting scheme prevents any internal
moments from being generated in the base structure. The three mounting
locations are show in figs. #31 through#33. Node 317 (left upper mount) has
all three translational degree of freedom restrained; node 319 (right upper
mount) has two translation degree of freedom restrained, (x and y) directions;
and node 279 (lower mount) has one translation degree of freedom restrained
(z) direction.
The only static load acting on the structure is gravity. Although the static
deflection or stress distribution within the structure was of no concern, a static
analysis was performed with the system subjected to a static gravity load as a
debug tool in the preparation of theMSC/NASTRAN input deck.
14.4 Translation of the Model to MSC/NASTRAN Format
After completion of the phase II (model generation) a neutral output file is
generated. This is a generic file which contains all the required element, nodal,
load, and constraint data. This file interacts with various analysis programs
through the use of an appropriate translator program. In this application
MSC/NASTRAN was used as the analysis program (the translator used was
PATNAS). Translation of the PATRAN-G neutral output file creates a "bulk
data deck", a term used in NASTRAN for the part of the input deck which
contains the element and nodal data.
The NASTRAN deck consists of three major parts:
Executive control deck Contains such parameters as solution type,
run identification, diagnostics procedures,























Case control deck Defines case load ID's, constraint ID's, results
output requests, selection of dynamic
reduction, etc..
Bulk data deck Includes all pertinent information required
for the elements, nodes, loads and restraints.
The NASTRAN bulk data deck contains approximately 90% of the required
input (the bulk data deck created by PATRAN-G is included in appendix D).
However, for this application the bulk data file created does not contain all the
required information and additional cardsmust be added.
14.4.1 Simulation of the Optical Elements
The beam elements generated in PATRAN-G to represent the optical elements
were dummy elements used prevent any errors in the translation stage. These
beam elements were deleted and replaced by rigid bar elements after the
generation of the bulk data deck. In order to determine the output beam
response of the laser scanner, the sensitivity coefficients of each of these
element must be known. These beam sensitivity coefficients are included in
table#12. These coefficients were determined in the initial design of the optics
using an optical ray trace program. The first column of the table identifies the
optical element along with the node number representing the optical element
centroid. The second column identifies the optical element coordinate system.
The orientation of these coordinates is shown in fig.#26. The next six columns
identify the optical element sensitivity coefficients with respect to the element
coordinate system. The last column identifies the direction of the resulting
displacement at the focal point of the system with respect to the basic
coordinate system.
14.4.2 Additional Required Bulk Data Cards
Figure#34 contains a listing of the additional bulk data cards required to
define the model. Headings have been included to identify the function of each
additional card or group of ca^ds. The following is a brief summary of the
function ofeach card or group of cards:
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Table #12















































































Note: X = Optical beam scan direction
Z = Direction normal to scan direction (cross scan
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Fig.#34
Additional Required Bulk Data Cards
BEGIN BULK
$ (AUTOMATIC SIGULARITY CONSTRAINT PARAMETER)
PARAM,AUTOSPC,YES
$ (GRID POINTWEIGHT GENERATOR)
PARAM,GRDPNT,0
$ (PRINT OUT ANALYSIS SETS)
PARAM,USETPRT,1
$ (OPTICAL ELEMENT COORDINATES)











+ CORD6, 10.235, 17.997,3.0
$ (RIGID BARS TO ADD STIFFNESS TO MOUNTS)
RBAR,590,286,283 1 23456, 1 23
RBAR,591
,309,307,,
1 23456, 1 23
$ (RIGID BARS USED TO SIMULATE OPTICAL ELEMENTS)
RBAR,600,248,404 1 23456, 1 23456
RBAR,60 1 ,247,404,, 1 23456, 1 23456
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RBAR,602,244,405 1 23456, 1 23456
RBAR,603,245,405 1 23456, 1 23456
RBAR,604,241
,406,,
1 23456, 1 23456
RBAR,605,242,406 1 23456, 1 23456
RBAR,606,266,407 1 23456, 1 23456
RBAR,607,33,407 1 23456, 1 23456
RBAR,608,265,408 1 23456, 1 23456
RBAR,609,264,408 1 23456, 1 23456
RBAR.6 1 0,262,409,, 1 23456, 1 23456
RBAR.6 1 1 ,263,409,, 1 23456, 1 23456
RBAR.61 2,22,410 1 23456, 1 23456




RBAR.61 5,23,412 1 23456, 1 23456
RBAR.61 6,270,412 1 23456, 1 23456
RBAR.61 7,2 1 ,413 1 23456, 1 23456
RBAR.61 8,9,413 1 23456, 1 23456
RBE2,619,414,123456,321,322,323
RBAR,620,31 5,401 1 23456,2456
RBAR,62 1,11 2,401 1 23456,2456




1 23456, 1 23456
RBAR,624,272,403 1 23456, 1 23456
$ (SCALAR POINTS)
SPOINT, 1000, 1001
$ (EQUATIONS USED TO DETERMINE BEAM DISP.)
MPC,20,1 000,, 1.0,404,3,-.81 5776,, + DX1
+ DX1404,4,.022521 1,405,2,.2551261,, + DX2
+ DX2405,6,-.001 125,406,6,-5.686-4,, + DX3
+ DX3407,2,-2.41683,407,6,-.008109 + DX4
+ DX4408,3,-3.32062,408,4,-.397165 + DX5
+ DX5409,2,-2.72871,409,4,-9.592-4,, + DX6
+ DX641 0,3,.001 6434,41 0,4,.78701 37 + DX7
132
+ DX741 1,5,.786893 1,41 2,1, .8398536,, + DX8
+ DX841 2,6,-5.345-4,41 3, 1 ,-1 .83850,, + DX9
+ DX941 3,6,-.00495 1 ,41 4,4,.6396855
MPC,20,10011.0,404,5,.0607120 + DZ1
+ DZ1 ,,405,5,-0043846,406,3,3.067515 + DZ2
+ DZ2406,5,.005460 1 ,407,5,-.00 1 234,, + DZ3
+ DZ3408,5,-.145059,409,5,-.001232 + DZ4
+ DZ441 0,5,-0474737,41 1,4,2.3538-4,, + DZ5
+ DZ5412,4,-.002218,413,3,1.428582 + DZ6
+ DZ641 3,4,-1 .043-4,41 4, 1 ,-3.09396,, + DZ7
+ DZ741 4,3,-0768378







$MODIFY BEAM DATA CARD TO REQUEST STRESS RECOVERY
$DELETE CBAR CARDS 537-550
$DELETE PATNAS GENERATED GRID CARDS 404,408-41 1,414






These are rigid element cards used to simulate the centroids
of the optical elements. RBAR #590 and #591 were used to
give stiffness to the plate elements in the uppermounts.
Coordinate cards used to identify the the optical element
coordinate orientations used in table#ll.
MPC cards (multipoint constraints) are a method within
NASTRAN to couple degrees of freedom. The MPC's used
here are to couple (or sum) all the output optical beam
displacements attributed to each element at the optical focal
point of the system. The format of theMPC is as follows:
2jAjUj = 0
The PARAM cards are used to set rigid solution sequence
parameters to a value other than the defaultvalue.
14.5 Rigid Format Solution Sequences inMSC/NASTRAN
As stated in section 12.3 the MSC/NASTRAN data input deck consists of three
sections. Thus far only the bulk data deck has been prepared. The executive
and case control decksmust also be included. In MSC/NASTRAN the executive
and case control decks are similar in format for each solution sequence but
different in content. For this application three different rigid format solution
sequences were used:
1) Sol 24 Static analysis
2) Sol 3 Normalmodes analysis (real eigenvalue).
3) Sol 71 Model forced response analysis(super element)
14.5.1 Solution 24 (Static Analysis)
The executive control and the case control deck required to perform a static
analysis is show in fig.#35. The beginning and the end of the executive control





Solution 24 in MSC/NASTRAN is a basic "no
frills"
static analysis solution
sequence. Allmodel optimization or conditioning routines or any other special
diagnostic output requests must be specified by the use of DMAP Alters[34].
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Fig.#35





SEQPGEOM1,GEOM2,GEOM4,/GEOM1Q,MATPARM/C,Y,SEQOUT = 0/V,Y,NEWSEQ= +3//
C,Y,SUPER = 0/C,Y,FACTOR = 1 00000/C,Y,MPCX = 0/C,Y,START = 0 $
EQUIV GEOM 1 Q.GEOM 1/ALWAYS $
ALTER 99 $ PRINT OUT SOLUTION SETS
TABPRTUSET,EQEXIN//USET/C,Y,USETPRT= 1/C,Y,USETSEL = -1 $
ALTER 188$ WRITE OUTPUT TO BINARY FILE
OUTPUT2 0UGV1,OES1X//-1/11/V,N,Z$





TITLE = STATIC ANALYSIS OF FINITE ELEMENT MODEL
SUBTITLE = SUBJECTED TO A GRAVITY LOAD (RUN #)









SET 10 = ALL
BEGIN BULK
GRAV, 1 0,0.386.4,.0,-.99027,. 1 391 73
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Alter statements is a method provided in MSC/NASTRAN by which to alter the
normal rigid format solution sequence. In this application four alters were
used.
1) Alter 8 Perform node resequencing to optimize cost and solution
time.
2) Alter 99 Requests a listing of solution sets and internal numbering
sequence.
3) Alter 188 This Alter is required if PATRAN-G is to be used to post
process the analysis results. It outputs the analysis
results to a binary file.
4) Alter 190 Request to recover element strains.
The Alters requested in solution 24 (static analysis) are automatically
included in solution 61 (super element static analysis). They are requested by
means of a PARAM card which is inserted in the bulk data deck.
The case control deck follows the
"CEND"
card. In this particular application
the displacement vectors of all the nodes were requested along with the
element strains and vonMises stresses for each elements. The SPC, MPC and
LOAD cards identify specific constraints, multipoint constraints and loads
respectively.
14.5.2 Solution 3 (Normal Modes Analysis)
The executive and case control decks required to perform a normal modes
analysis are shown in fig#36. Solution 3 includes all the alters listed in
solution 24 with the exception ofAlter 188. These outputs are controlled by the
use of the PARAM card. Output of the solution results to a binary file is
provided forwithAlter 450.
There are two cards included in this case control which were not used in the
static analysis case control deck. These are the DYNRED and the METHOD
cards. The DYNRED card request that generalized dynamic reduction (see
section 5,2,2) be used. The METHOD card identifies which eigenvalue
extractionmethod is to be used (see section 5.3).
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Fig#36









TITLE = NORMAL MODES ANALYSIS OF FINITE ELEMENT MODEL
SUBTITLE = PATRAN OUTPUT FILE: PATH41.0UT
























Specifies the parameters to be used when performing the
Generalized Dynamic Reduction.
Identifies the eigenvalue extraction method and
associated parameters. In this case the modified Givens
method was chosen and the five lowest modes were
requested.
Identifies a scalar point.
The ASET and QSET cards are used in dynamic
reduction to identify the generalized coordinates.
Used with the ASET card in generalized dynamic
reduction.
14.5.3 Solution 71 (Modal Frequency Response)
The executive and case control decks required to perform a Modal Frequency
Response analysis are shown in fig#37. Solution 71 is a super element solution
sequence. The executive control deck for solution 71 is the same as for the
other two solution sequences. Since PATRAN-G does not support this solution
sequence no alters were required. In conducting the forced response analysis
on the system, the large mass technique was used (see section. 15.2.3 for a
further discussion of this technique)1341
The case control deck contains many new cards which were not used in the
other two solution sequences. A brief explanation as to the function of these




Used in conjunction with the RLOAD2 card to specify
dynamic loads.
Used in conjunction with the FREQl card to specify
the frequency response range.
Used in conjunction with TABDMP1 card to specify
the structural damping as a function of frequency.
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Fig.#37






TITLE = MODAL FREQUENCY RESPONSE OF FINITE ELEMENT MODEL
"1/03/85"
SUBTITLE = ORIGINAL CONFIGURATION, .OUT = PATH41.0UT






SET 10 = 401,402,403,247,405,406,407,264,262,22,411,412,413,414,
1000,1010
$SET5 = 1000,1010






















$ (RIGID BARS CONNECTING LARGE MASS)
RBAR,700,2001,279,123456,3
RBAR,701 ,200 1 ,3 1 7, 1 23456,,, 1 23
RBAR,702,2001,319,123456,23













ACCE Requests the acceleration of a selected set ofnodes.
DISP Requests the displacement of a selected set ofnodes.
The bulk data deck also containsmany new and additional cards.








Specifies a large concentratedmass.
Restricts motion of the concentrated mass to the z
direction.
Defines dynamic load.
Used in conjunction with the RLOAD2 card to specify
a load scale factor.
Defines a tabular function for use in generating
frequency dependent and time dependent dynamic
loads.
Defines a set of frequencies to be used in the solution of
frequency response solutions.
Definesmodal damping as a tabular function.
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15.0 Results Review
15.1Static Analysis (Solution 24)
Because there are no loads on the structure other than gravity, the stress
distribution within the casting was of no concern. However, a static analysis
was performed on the structure as an aid in debuging the MSC/NASTRAN
input deck. By executing this solution sequence the analyst can determine if
his model contains any serious modeling errors, using the many available
diagnostic routines provided inMSC/NASTRAN (e.g. Alter 99)
The data decks shown in fig.#35 ,#34 and in appendix D were assembled in
respective order and submitted to the computer (VAX 11/780). Selected pages
from the static analysis output are included in appendix E to illustrate the
output format. The complete output is not included due to the size of the file.
The center of gravity and the total mass of the model is calculated and listed in
the grid point weight generator table shown in appendix E. This table is
requested by the PARAM,GRDPNT,1 card. The weight of the structure
predicted by the model is 18.1 pounds. The actual weight of the casting is 18.0
pounds.
Utilizing PATRAN-G as a post processer, the results of the various outputs
(e.g. stress, energy strain etc.) can be viewed graphicly.
To illustrate these post
processing capabilities a stress
contour and stress fringe plot were made of the
structure (see figs.#38(a) & #38(b)). The stresses plotted in these figures are
the Hincky-von Mises stresses, however, various other attributes may have
been plotted.
15.2NormalModesAnalysis (Solution 3)
Two initial normalmodes analysis were conducted
1) The first normal modes analysis (real eigenvalue analysis)
was with
the mounts restrained to simulate themounting
configuration of the
ROS in the marking engine.
2) The second analysis was to determine
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15.2.1 Boundary Conditions SimulatingMachineMounting Constraints
The first normal modes analysis conducted was with node#317 restrained in
the x, y and z directions (fig.#31), node#319 restrained in the y and z directions
(fig.#32) and node#279 restrained in the z direction (fig.#33). These boundary
conditions simulate the operational mounting configuration of the ROS when
mounted in themarking engine.
The data cards shown in figures #36, #34 and appendix D were assembled in
the respective order and submitted to the computer. Generalized Dynamic
Reduction was used and the lowest modes below 500.0Hz were requested. The
Modified Givens Method was specified as the eigenvalue extraction method to
be used. The EIGR card requests that the eigenvectors for the five lowest
modes be calculated.
Again the complete output from this run is not included due to the size of the
file. Table#13 (appendix F) lists the hard copy output of all the eigenvalues
requested by the EIGR card. In order to determine the associated mode shapes
of the structure, PATRAN-G was used as the post processer to plot the five
lowestmode shapes with the deformed model superimposed on the undeformed
model. The five mode shapes are shown in appendix F, figs.#39(a) through
#39(e). To add clarity to the plots, hidden line plots were
requested.
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A summary of the finite element results are given below:
Summary ofFinite ElementResults
Boundary Conditions - Simulation ofOperationalMountingConfiguration
Mode# Modal (Hz) Modal Shape
Frequency
1 73.6 unsupported edge oscillating in z direction
2 83.2 bottom ofstructure oscillating in x direction
3 136.5 distortion ofupper left and right mounts
4 253.1 torsional distortion with laser shield
oscillating in the z direction.
5 314.0 torsional distortion with upper right mount
oscillating about the y axis
The fundamental mode (1st mode) of the model is 73.5Hz when subjected to
these boundary conditions. The associated mode shape is shown in appendix F
fig.#39(a). This deformation is typical of what would be expected for these
boundary conditions. The initial design was targeted at a fundamental
frequency of 100Hz or greater. This design configuration does not meet this
initial design criteria, however, it does meet the weight specifications. From
the list of excitation frequencies in table#9 it does not appear that a resonance
condition exists.
Table#13 and the above summary indicates that the first and secondmodes are
closely coupled (73.5Hz and 83.2Hz). The displacements of the first mode
(fig.#39(a), appendix F) are primarily in the z direction, whereas the
displacements for the second mode (fig.#39(b), appendix F) are primarily in the
x direction. The third, fourth and fifth mode are 136.5Hz, 253.1Hz and 313.9Hz
respectively. The associated mode shapes are shown in appendix F figs. #39(c)
through #39(e).
15.2.2 Free Support (no restraints)
A second normal modes analysis was conducted to determine the modal
frequencies of a freely supported structure (free body vibration). In order to do
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this and avoid singularities in the stiffness matrix, SUPORT cards are
substituted for the SPC cards. The degrees of freedom eliminated by the
SUPORT card must be sufficient to restrict all six rigid body modes of the
structure. Table#14 in appendix F contains the output listing of the real
eigenvalues for a free supported structure. The first six modal frequencies
listed in table#14 are zero, which correspond to the six rigid body vibration
modes.
Table#14 contains a total of eighteen eigenvalues (neglecting the zero modes).
Only the eigenvalues under 1000.0Hz are valid. This is because 1000.0Hz was
specified as the maximum frequency of interest on the DYNRED card. As the
value of the eigenvalues get further away from fmax, the greater the error
introduced.
A summary of the finite element results are given below:
Summary ofFinite Element Results
Boundary Conditions - Free BodyResponse (no constraints)
Mode# Modal (Hz) Modal Shape
Frequency
1 229.5 torsional distortion about y axis
2 430.5 laser shield bending about x axis;
body bending about y axis
3 582.6 combination torsional distortion with plate
bending about the x axis
4 635.8 torsional distortion of laser shield
5 733.5 slight bowing of the bottom edge of the
structure with the upper part of the laser
shield oscillating in the z direction
The fundamentalmode of the free supported structure is 229Hz (corresponding
to mode seven in table#14, appendix F). The
associated fundamental mode
shape is shown in appendix F (figs.40(a) and #40(b)).
Again this is typical of
the expected shape expected for these boundary conditions.
Both a
superimposed deformed and undeformed hidden line plot and a
deformed plot of
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the structure are shown for the first five vibration modes. These mode shapes
are shown in appendix F (figs.#40(c) through figs.#40(j)).
15.2.3 Modal Frequency ResponseAnalysis
Amodal frequency response analysis was performed to determine the dynamic
response of the optical elements and the optical output beam at the system focal
point. When performing a frequency response analysis there are various
outputs that can be requested. For this application the primary area of interest
was the relative motion of the optical elements and the output optical beam at
the focal point of the system. Therefore the output that was requested was the
transfer function of a selected set of node points over a selected frequency
range.
At the present time, MSC/NASTRAN does not include a completely automatic
method for describing motion in dynamics. Instead procedures for specifying
applied forces are used in conjunction with
"devices"
that convert applied forces
into enforced motion. The procedure used for this application was the large
mass approach. A very large mass, Mo which is several orders of magnitude
larger than the entire structure, is connected to a degree of freedom. The
recommended value of Mo is approximately
106
times the mass of the entire
structure for a translational degree of freedom and
106
times the moment of
inertia for a rotational degree of freedom. This factor of
106 is a safe limit
which will produce about six digits of accuracy1331. An acceleration function is
then specified. The program will then apply a force equal to the defined
acceleration times the magnitude of the large mass Mo, at each degree of
freedom specified.
In this application a large mass of an order of
108
times greater than the total
mass of the system, was rigidly connected to the structure by the use of rigid
bar elements. A prescribed acceleration function was defined for the system
and the program applied the appropriate force. For this application the input
was a sinusoidal acceleration function. The transfer functions of the selected
nodes are determined by inputting a unit acceleration and plotting the
response acceleration of these nodes as a function of frequency.
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The dynamic response of the system was evaluated over a frequency range of 0
to 300Hz, in increments of2Hz. In performing this analysis the program solves
all the system equations at each frequency increment over the full frequency
range specified. This why the output response of only a selected set of nodes is
requested in the case control, otherwise an enormous amount of data would be
generated. The nodes to be evaluated are the node ID's listed in set 15, shown
in fig.#37. The location of these nodes is shown graphically in fig#41.
MSC/GRASPwas the post processer used to plot the results of this analysis.
The amount of structural damping is a difficult value to determine and cannot
be arrived at through analytical techniques. A typical rule of thumb for
determining the amount of damping for a homogenous structure is to use from
3% to 5% of critical damping. In this application a conservative value of 3% of
critical damping was used.
The transfer function of each individual element are included in appendix G.
This data may be used in conjunction with table#12 (optical element
sensitivity coefficients) to optimize any problem areas. Figures#42 and #43
illustrate the transfer function of the output beam obtained by the finite
element method, in the x direction (scan direction) and the z direction (cross-
scan direction) respectively. The transfer function of the beam in the x
direction (scan direction) indicates a wide bandwidth of frequencies to be
avoided. In particular the main frequencies to avoid are 73.5Hz, 83.2Hz and
136.5Hz. These correspond to the first three modes of the structure. This
analysis assumes that the scanner facet is fixed in the scan direction, however
in reality the facet is attached to the scanner motor. The magnetic field
of the
motor will typically filter out or dampen the relative motion due to the scanner
facet in the x direction.
The response of the beam in the z direction (cross-scan direction) has a high
transmissibility at 73.5Hz and 136.5Hz, which corresponds to the first and
third modes of the structure. A comparison of these results with table#9
indicates that there are six noise sources present in the base engine which
could cause poor dynamic stability of the output
beam. However, acceleration
measurements at the ROS mounting points in the marking engine indicate

























function predicted by the finite element method of a node (node#227) located
on the unsupported edge of the model in the z direction. This may be used as a
reference to determine the relationship between the casting motion and the
beammotion.
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16.0 Model Verification / Results Comparison
As stated in section 9.0 there are many methods that may be used to verify or
confirm the results obtained from the finite element analysis. The method used
in this application was to measure the actual response of the system. The
equipment used to perform this task is listed below.
List of instrumentation:
(1) Piezoelectric accelerometer
(1) Piezoelectric load cell
(2) Dual mode transducer charge amplifiers.
(1)Modal hammer.
(1)NorlandWaveformAnalyzer.
(1)HewlettPackard 5423ADynamic Signal Analyzer.
List ofHardware:
(1) Large (massive) granite surface plate (6ft.x 4ft.).
(3) large (massive) right angle machinist knee's.
Various assorted clamps and hand tools.
The H.P. 5423A Dynamic Signal Analyzer was used to measure the time
dependent response of the structure. When using an FFT (fast Fourier
transform) analyzer to determine the frequency spectrum of a dynamic signal,
certain precautionsmust be taken.
1) Filter the input signal to prevent aliasing - Aliasing is a
phenomenon which occurs when using any digital sampling
instrument. The minimum sample rate is determined by:
Imax = Isamp/2
where fmax = maximum frequency of interest.
fsamp = digital sample rate (samples/sec)
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The above requirement is known as the Nyquist Criterion. However because
filters are not ideal (do not have infinite slope) a safe figure to use to prevent
aliasing is
Imax = Isamp/3
2) Use a window function to prevent
"leakage"
- Leakage is a smearing
of energy throughout the frequency domain. This is due to the fact
that the analyzer is working with a finite time record. If a sampled
periodic signal does not contain an integer number ofcycles, leakage
is introduced. Leakage can be minimized by applying a window
function to the time domain signal. Many window functions are
available, but unfortunately the best window function to use is
dependent on the signal type. A popular window function is the
"Hanning"
window.
16.1 Simple Impulse Test
The firstmethod used to determine if the results obtained from the model were
within reasonable limits was a simple impulse test. An accelerometer was
mounted on the corner closest toMi. The structure was suspended from a rigid
member with a string and an impulse was applied to excite the fundamental
mode. The signal from the accelerometer was monitored to determine the
fundamental free body vibration modal frequency.using the H.P. 5423A
analyzer. A short time delay of 100msec. was used to allow any transient
effects to die out. The time response acceleration signal is shown in figs.#45(a)
and #45(b). Figure#45(a) is the time response of the full sample (500msec).
There is little evidence of amplitude decay in the signal, which is an indication
that little damping is inherent in the structure. A second interesting aspect of
the signal is the presence of amplitude modulation. This could be a beat
phenomenon resulting from two closely coupled frequencies. Figure#45(b) is
an expanded view of fig.#45(a).
A FFT (fast Fourier transform) was taken of the signal in fig.#45(a) to view the
signal in the frequency domain. Figure#46 shows the linear spectrum of the
measured time signal shown in fig.#45. The actual frequency is difficult to

































































































































found to be 211Hz. This shows good correlation (within 8.5%) of the results
predicted by the model.
16.2 ExperimentalModal Evaluation
In order to verify the other modes of the structure and their associated modal
shapes, the H.P. 5423A FFT analyzer was used. The structure was set up on a
granite surface plate and clamped to right angle machinist knee's as show in
fig.#47.
The following procedure used to measure the modal characteristics of the
structure is described below:
1) Identify measurement points or nodes - A gridwork of measurement
points or nodes were laid out on the actual hardware. A total of 63
measurement points were used for this application.
2) Input measurement point locations into coordinate table The
coordinate location of each test point is entered into the coordinate table of
the analyzerwith respect to a reference coordinate system.
3) Input measurement point connection sequence - The connecting
sequence of the test points are entered into the sequence table. This table
defines the graphical shape displayed on the analyzers CRT (see fig.#48).
4) Input measurement parameters - Signal and measurement parameters
are entered into the the measurement status table. The following
parameters were used in this application:
a) Signal type - Transfer function
b) Bandwidth - 0 - 400Hz
c) Signal averaging
- linear average of three samples
d) Trigger - Internal
e) Input signal AC coupled
f) Transducer units: input: force; outputacceleration
Before proceding with the measurements, the
transducer calibration
factors and the signal gain must also be entered. The analyzer also has an










































measurements. The use of these window options reduces noise and
increases the signal to noise ratio. The force window (rectangular) is used
on the input signal and the damping window (exponential) is used on the
response signal (this does not affect the actual measured damping of the
system).
5) Measure transfer functions - Each transfer function must be measured
at each measurement node. This may be achieved by various methods.
The method used in this application was the impulse method. A modal
hammer (force transducer) was used to excite the structure at each
measurement point and an accelerometer was used to measure the system
response. The transfer function is calculated by:
H(f) = Sy/Sx
whereH(f) = transfer function
Sx = linear spectrum of input signal
Sy = linear spectrum ofoutput signal
for a multi-degree of freedom system the matrix equations in the Laplace
domain are represented by:
{X(s)} = [H(s)]{F(s)}
where X(s) = displacement in the Laplace domain









whereH = transfer functionmeasured at point m with impulse
mn
applied at point n
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In order to determine the modal shape of the structure a total of 3969 (63 x
63) transfer functions are required to complete the transfer function
matrix. However, Maxwell found that transfer functions H12 and H21
contained the same information (the matrix is symmetric). Therefore only
one full row or column of the transfer function matrix is required thus
reducing the number of requiredmeasurements from 3969 to 63.
The method used was to generate one full row of the transfer function
matrix. An accelerometer was mounted on the unsupported edge of the
casting. An impulse was applied with the modal hammer at each of the 63
measurement points and the transfer functions were recorded. A linear
average of three sample measurements was used to calculate each of the
transfer functions. Before accepting the measured transfer function the
coherence function of the two signals was displayed. The coherence
function is a dimensionless frequency-domain function with a range of zero
to one which relates what fraction of the output power can be attributed to
the input. If the coherence function is unity over the full frequency range
of interest, this is an indication that themeasurements are noise free.
6) Curve fit the transfer function to determine the modal frequencies
and damping values - A transfer function which is rich in all the modal
frequencies of interest is first selected. A curve fit is then performed at
each peak (or resonance point) of the curve using a single degree of freedom
curve fit algorithm inherent in the analyzer software. This information is
used to calculate the modal frequencies and associated damping values.
These modal frequencies and damping values are stored in the F&D
(frequency and damping) table (see appendix H,table#15). The transfer
function used to calculate the F&D values is shown in fig.#49.
7) Curve fit each transfer function and calculate the residues A curve
fit is performed on each resonant point identified in the F&D table for each
measured transfer function. This information yields the residues




















































8) Calculate mode shapes After the residue table has been generated the
modal shapes are computed and the amplitude values are placed in the
mode shape table for each of the modes identified in the F&D table.
9) Display modal results
Themeasuredmodal shapes of the casting are shown in appendix H (fig.#50(a)
through 50(e)). A comparative summary of the finite element results and the
measured results is given below:
Comparative Summary of Finite Element andMeasured Results
F.E. Boundary Conditions - OperationalMountingConfiguration
Mode# Modal Frequency(Hz) Modal Shape
F.E.A. Measured F.E.A. Measured
1 73.66 86.1 unsupported edge unsupported edge
oscillating z direction oscillating z direction
2 83.2 151.2 bottom of structure rotation about bottom
oscillating in x direction about x axis
3 136.5 203.0 distortion ofupper Bending; with
left and rightmounts distortion of laser
shield
4 253.1 273.9 torsional distortion with torsional; with
laser shield oscillating distortion of laser
in the z direction shield
5 314.0 318.7 torsional distortion with upper edge in
upper right mount torsion
oscillating about the y axis
A comparison of the measured modal information shown in appendix H
(figs.#50(a) through #50(e)) and the finite element results shown in appendix
F (figs#39(a) through #39(e)) indicates there is a significant deviation between
the measured modal frequencies and the modal frequencies obtained from the
finite element model. The first and the fourth modes show good correlation of
the measured and finite element results for both the modal frequencies and
166
shapes. However the second mode shows poor correlation for both the modal
frequencies and shapes. This poor correlation for the secondmode is attributed
to the direction of the principle displacements predicted in the finite element
method. The modal shape obtained from the finite element model, have their
displacements primarily in the x direction. The transfer functions used to
calculate themeasuredmodal shapes were calculated for the z direction only.
After re-addressing the test set-up, it was determined that the boundary
conditions in the test set-up were not representative of the modeled boundary
conditions. Because the mounts were clamped they restrained not only the
translational degrees of freedom but also added stiffness in the rotational
degrees of freedom. An attempt was made to simulate the finite element
boundary conditions more closely in the test set-up, however, the instability of
the mounting produced a poor coherence function, indicating that noise was
being introduced into themeasurements.
Because of the noise introduced into the signal with the loosely clamped
mounting, a second approach was taken. Another normal modes analysis was
performed with the boundary conditions simulating those of the test set-up.
The results of this analysis are shown in appendix F. Table#16 contains a
listing of the modal frequencies and figures #51(a) through #51(e) illustrate
the associated mode shapes. A comparative summary of the finite element
results and themeasured results is given below:
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Comparative Summary of Finite Element and Measured Results
F.E. Boundary Conditions Simulation of test set-up
Mode# Modal Frequencv(Hz) Modal Shape
FE.A. Measured F.E.A. Measured
1 100.2 86.1 unsupported edge unsupported edge
oscillating z direction oscillating z direction
2 208.0 151.2 torsional distortion rotation about bottom
about the xy axis about x axis
3 288.6 203.0 torsional distortion y axis torsional distortion
highly distorted laser about the xy axis
shield distorted laser shield
4 440.9 273.9 bending with highly torsional; with
distorted laser shield distortion of laser
5 523.3 318.7 bending about y axis upper edge in
highly distorted laser torsion
shield
A comparison of the empirical and analytical results indicates that the second
mode of the measured results does not appear in the finite element analysis.
However, if this mode is ignored there is a fairly good correlation between the
second and thirdmeasuredmodal frequencies and shapes. A close examination
fig,#50(b) in appendix H (measured second mode shape) indicates that it may
be a rigid body mode. The plot shows the structure to be pivoting about the
lower wall. This may be attributed to a soft or faulty boundary condition. In
the finite element model all three mounts are restrained in all three
translational directions. However, in the test set-up, this is not the case and
the introduction of compliance into the boundary conditions may be affecting
the dynamic response of the system. The granite surface plate is also mounted
on a roller cart, which could add non-linearities into the problem. This theory
is confirmed by the inability to achieve a high coherence function at the
measurement points located along the left edge (edge containing an upper and
lowermount) of the casting. A more suitable measurement set-up would be to
have the structure bolted to a table and to have the table mechanically isolated
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from the floor (e.g. air suspended optics table), however, this hardware was not
available.
An alternative method to remove the effects of boundary conditions was to
measure the free body response of the system. These measured modal
parameters are given in appendix H. Table#17 list the modal frequencies and
figs.#52(a) through #52(e) show the associatedmodal shapes. A comparison of
the modal shapes obtained by the finite element method (appendix F,
figs#40(a) through #40(j)) and the modal shapes obtained for empirical
measurements show very good correlation.
A comparative summary of the results from the free body response analysis is
given below.
Comparative Summary ofFinite Element andMeasured Results
F.E. Boundary Conditions Free BodyVibration (no restrains)
Mode# Measured Results F. E. Results %Deviation from
measured results
1 210.0Hz 229.5Hz + 9.3%
2 497.0Hz 430.5Hz -13.4%
3 626.3Hz 582.6Hz -7.0%
4 692.3Hz 635.8Hz -8.2%
5 776.7 733.5Hz -5.6%
I feel the above results show good correlation between the finite element
results and empirical results, considering the following:
1) The structure is a casting and the specified wall thickness tolerance
is .020 in. Also because the thickness is not a critical dimension, it
may in some areas exceed these
specifications.
2) The structure is a complex body. Many geometric simplifications
were made which may have effected
the structural stiffness.
If better correlation is wanted or required, simple modifications to the beam
element properties can be initiated by using the SUPER-CALC spread sheet
program to determine the cross sectional properties and associated data. These
modifications may be simply
implemented by changing the PBEAM cards in
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the MSC/NASTRAN input deck. By using a number of iterative runs, closer
correlation of the resultsmay be possible.
170
17.0 Conclusion
A comparison of the finite element results and the empirical results of the free
body vibration modes indicate good correlation of the the model and the actual
dynamic response of the system. The weight of the structure predicted in the
finite element results has excellent correlation with the actual weight of the
structure. As stated in section 16.2, if closer correlation of the modal
frequencies are required it may be obtained by modifying element properties
and performing a series of iterative solutions. However, it is my opinion that
themodel results obtained are well within engineering requirements.
Now that a finite element model of the structure exists and has been verified,
any modification or optimizations in the design of the structure may be first
evaluated with confidence analytically without implementing costly hardware
changes.
A comparison of the results with the performance specifications presented in
section 13.2 concludes that a dynamic stability problem does not exist. The
sensitive bandwidth of the output beam in the x direction falls in the frequency
range of = 70Hz to 130Hz. An evaluation of the major excitation frequencies
present in the ROS mounts (section 13.3) indicate that there are no frequencies
within this range that appear in the ROS mounts and therefore a problem does
not exist. Also, the output beam motion in the x direction was modeled with
the scanner facet fixed to the structure, where, in reality, the scanner facet is
not fixed and ismounted to the scannermotor. Due to the magnetic field of the
motor much of thismotion will be dampened or filtered out.
Although temperature dependent effects were not addressed in this paper, they
are an important part in verifying a reliable system design. As stated
in
section 5.1 the finite element method may be used to determine these system
temperature dependent effects. By inputting the temperature loads and
thermal properties of the material, this same model may be used to evaluate
the temperature distribution within the structure and any associated
thermal
strains.
This paper attempted to show how the finite element method may be used
in
the design and evaluation of the performance of an
optical-mechanical laser
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scanner. A technique was presented to show how the optical performance of the
systemmay be evaluated usingMSC/NASTRAN.
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Appendix A
(finite element Modeler guidelines and evaluation)
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Checklist for Finite Element Pre and Post Processers
This list is intended to serve users and buyers as a checklist for finite element
pre and post processing programs, and to aid software suppliers in setting their
priorities.
The list was originally compiled by structural analysts working in the German







(computer and terminal); standard hardware must be supported (e.g.
Tektronix 4014, CALCOMP).
2** Usable in Distributed Environments
(i.e. finite element program and pre/post processer run on different
computers); That requires data conversion programs that bring the data
needed from one computer to the other in a single run.
3** Must Run in InteractiveMode and in Batch.
Only new applications are done interactively, production runs without
user attendance.





Heat transfer (steady state)
Super elements
5** No Limitation in Model Size
Program must be able to create models of any size so that no other
programs are required for combining subsets of the model.
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6** Must Support Substructuring
At least so far in data generation and evaluation of results can be
performed with sub-quantities of the total model; subsets of the model by
means ofproperties,material, element ranges, and viewing box.
7**
Possibility to Integrate into CAD System.
That means that geometry description by characteristic lines must be
separate from mesh definition. Interface to other programs by a neutral
input file which is well documented.
8** Clear and ThoroughDocumentation.
(users manual plus example problem manual); distribution of error list
every three months; distribution of updates for new features every six
months.
9** Documented DiagnosticMessages.
Detailed explanation ofmessages in a usersmanual.
10** Quick Support by Supplier
(updates, documentation, consult response within 24 hours).
11** FrequentDistribution ofReportedError Lists
together with hints, how to overcome the deficiencies every three
months.
12** AWell-Defined andDocumentedData Interface
for pre and post processing purposes with user
written programs.
13* EfficientRestartCapabilities and HighData Security
could be achieved by a non-destrucable log file.
14* Support ofSeveral Finite ElementAnalysisPackages
(NASTRAN, ASKA, ANSYS, MARC, TPS!), LARSTRAN80) by
means of a
neutral input file.
15* Simple Commands and Command Structure
Supported by help files ormenus; easy to
learn and remember.
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16* Understandable ErrorMessages From the Program
in understandable English (no jargon expressions).
17* Program Oriented Editor
for datamanipulations (e.g. loads, set definition)
18* Addition ofUser Code to System




1** Line printer (for applications that only require text as input and output)
2** Printer (for documentation and diagnostics).
3** Low cost graphics terminal
4** Automatic hardcopy






1** Hidden surface removal.
2**
Outline, shrink, external surfaces of solids.
3** Contour Plots
for two-D and three-D elements; with labeled contour lines.
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4** XY Plots
for results display (see post processing capabilities).





for graphical output and text.





by cursor control and/or numerical input ofcoordinates.
11*
Easy Display SetDefinition
by means of properties, material, element numbers, element type,
(color/group code) and viewing box.
12* View Control
in different way (view point, body or screen fixed rotation, incremental
rotation).
Pre-ProcessingCapabilities
1** Generate a FlawlessModel
Errorsmust not only be detected by the finite element program.
2** Allow the User to Build a Finite Element Model From Non-Redundant
Information, (non-redundant = the information necessary to specify a
problem). Information must never be required twice as input from the
user.
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3** Creation ofAll Types ofFinite Elements
i.e. beams and rods, triangular and quadrilateral shells, tetrahedral,
pentahedral, and hexahedral solids.
4** Creation ofHigher OrderElements
i.e. 20-noded solid, 8-noded quadrilateral, and 6-noded triangle
5** Replication andModification ofParts
(rotate, translate, reflect) combinations of sub-structures to one structure
and replacement ofone sub-structure by another.
6**
Blending ofVariousMesh Patterns
transition from one mesh to the other.
7** At Least Checking of
planarity and aspect ratio (for shells and solids), element orientation (for
shells).






Display of thematerial angle.
10** Definition andDisplay
of boundary conditions, loads, temperatures, masses, and
scalar
properties by simple commands (over a line, surface, or volume).
11** Usage ofAlready ExistingModels
from other sources (e.g. other finite element packages).
12**




13** Different Coordinate Systems
for geometry definition and displacementsmust be allowed for.
14* Check ofOne-D Elements (Beams, Bars, Rods, ect)
(for orientation of cross section, offsets.
15* Generation ofRigid Elements and Constraints
if the finite element program supports them.
16* Model Documentation
(description of the model in a suitable form for reporting) i.e. plots of the
structure in subsets, lists of material, properties, forces, coordinate
systems; comments in the data deck.
17* User control over element and node numbers
user must be able to prescribe node and element numbers in various ways;
node numbers must be maintained if structure is modified; resequencing
within sets.
18* Bandwidth orWavefrontMinimization
(results in resequenced node or element numbers).
19* Simple Generation ofSolidElements
for any kind of volume; generated elements must always be meaningful
(not distorted or degenerated).
20* Intersection ofAll Surfaces
that are generated by the program.
21* Fourier Transform
of time-dependent input quantities, e.g. forces.
Post ProcessingCapabilities
1** All Commands and Format Specifications Must be Stored
so that they can easily be re-executed




of load cases (also for stresses)
3** Comparison
of arbitrary load cases in diagrams or lists (results comparison) by
simultaneous display, also ofdifferent runs.
4** Computation ofEquivalent Stresses
(e.g. vonMises,max shear ect,) and interpolation of stresses.
5** Stress at Grid Points
ifnot already done by the finite element program.
6** XY Plots
of any output value, multiple curves and/or frames on one plot; all
necessary information to uniquely identify the curvesmust be on the plot.
7** Contour Plots
(also for solids through sections) of any scalar value (stresses, strains,
displacements).
8**
Display ofPrincipal Stresses by Vectors.
9** Deformed Shape Plots
with and without superposition of undeformed structure.
10** Output Scanning
(min/max search of stresses, forces, ect.) and formatting in a form
suitable for reporting.
11** Transformation
of results into different coordinate systems.
12* Fourier Transform
of time-dependent values (e.g. transient force, displacements)
13* Computation ofRelative Displacements
Ofpoints with respect to a reference point or plane.
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14Computer Implications
15* Should run onMinicomputers as well as onMainframes.
16* LowMass Storage Requirements
it is better to recompute than to store all the results.
17*
DynamicallyAdjusted Field Length during execution.
18* Efficient Programming







Feature Patran Unistruct Grasp Intergraph
1
**
E E G P
2**
E F E P
3**
n/a n/a n/a n/a
4**
G G E G
c**
E E E E
6**
E E E F
7**
P P P E
8**
E G F P
g**
G G F N
10**
E G G F
11**
G F F F
12**
E G E P
13*
n/a n/a n/a n/a
14*




G G F P
17*
G G G P
18*
n/a n/a n/a n/a
Rating Scale
E = Excellent G=Good F = Fair P = Poor N = None
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Peripherals
Feature Patran Unistruct Grasp Intergraph
1
**
E E E E
2**
E E E E
o**
E E E P
4**
E E E E
5**
F F F E
6 G P N E
7 E N N E
8 E E E E
Displav/Plot Capabilties
Feature Patran Unistruct Grasp Intergraph
1
**
E N E E
2**
E G E F
o**
E G G E
4**
N N E N
5 E E E E
6 E G G P
7 E N G E
8 G N N G
9 E N N E
10 E E E E
11 G E G F
12 E E E E
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Pre-Processer Capabilities
Feature Patran Unistruct Grasp Intergraph
i
**
E E E P
2**
F E F G
?**
E E E E
4**
E E E P
c**
E E E E
6**
E E E E
7**
E E E P
8**
E E E F
Q**
E E E P
10**
E E E G
11**
E G F P
12**
n/a n/a n/a n/a
13**
E E E E
14 E E E P
15 E E E F
16 E G E P
17 E E E P
18 E F N N
19 E E G G
20 E G G E
21 n/a n/a n/a n/a
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Post - Processing Capabilities
Feature Patran Unistruct Grasp Intergraph
1
**
E N N N
2**






E E E P
5**
E E E E
6**
N N E N
J-k-k
E G G E
8**
E E E N
g**
E E E E
10**
E E E E
11**
N N N N
12 n/a n/a n/a n/a
13 N N E E
14 E P E P
15 E E E F
16 E E E E





















OA,4,20,.101, .00033, .0022, .001





















































































































































































































































































































































































































































































































































































































































































































































































































































































































GR,4#3.307/8.399//3.307/12. 13//3 .307/15.86//7. 195/19.488
GR.585,10.925/19.488
GR,58510.925,19.488
GR,4#1 7.362/1 8.566//1 7.362/1 6.884//1 7.362/1 4.836//1 7.362/1 3.1 54







GR,204T206,1 2.5/1 7.913//14.655/15.86//16.521/1 7.725

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































DA,6,.0779,.0004834,.0004834,.0009649,. 1 575,0,-0,-. 1575
DA,9,.2555,0074108,.003991 5,01 14878,.295,.2165,-.295,-.21 65
DA,7,.2327,.0007524,-0270417.0026916.0985,.5905,-.0985,-.5905




























































































(ROS finite element model sub-structures)
237
a) Hidden line plotof assembled moedel
b) Floor strucutre without Ribbing
c) Floor strucutre with Ribbing
d) Waffel Pattern Ribbing
e) Laser Shield
f) Left Top Mount
g) Right Top Mount
h) Lower Mount
i) UpperWall Section
j) Lower wall Section














































f) Left top mount
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i) Upper wall structure
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GRID 155 20.5510 13.6880 2.36200
GRID 156 18.3880 6.54600 0.26800
GRID 157 18.23816.54600 0.63000
GRID 158 18.3880 6.54600 0.99200
GRID 159 18.7500 6.54600 1.14195
GRID 160 19.1120 6.54600 0.99200
GRID 161 19.8430 6.54600 1.18100
GRID 162 19.2619 6.54600 0.63000
GRID 163 19.8430 6.54600 0.
GRID 164 19.1120 6.54600 0.26800
GRID 165 18.6025 6.54600 0.
GRID 166 18.7500 6.54600 0.11805
GRID 167 17.3620 11.1420 0.
GRID 168 17.3620 18.5660 0.
GRID 169 19.8430 0.59100 0.
GRID 170 19.8430 0.59100 1.18100
GRID 171 19.8430 0.59100 2.36200
GRID 172 19.8430 1.49100 0.
GRID 173 19.8430 1.78200 1.18100
GRID 174 19.8430 1.78200 2.36200
GRID 175 19.8430 2.39100 0.
GRID 176 19.8430 2.97300 1.18100
GRID 177 19.8430 2.97300 2.36200
GRID 178 19.8430 3.29100 0.
GRID 179 19.8430 4.16400 1.18100
GRID 180 19.8430 4.16400 2.36200
GRID 181 19.8430 5.35500 0.
GRID 182 19.8430 5.35500 1.18100
GRID 183 19.8430 5.35500 2.36200
GRID 184 12.7940 0.59100 0.
GRID 185 12.7940 0.59100 1.18100
GRID 186 12.7940 0.59100 2.36200
GRID 187 14.2038 0.59100 0.
GRID 188 14.20380.59100 1.18100
GRID 189 14.2038 0.59100 2.36200
GRID 190 15.6136 0.59100 0.
GRID 191 15.61360.59100 1.18100
GRID 192 15.6136 0.59100 2.36200
GRID 193 17.02340.59100 0.
GRID 194 17.02340.59100 1.18100
GRID 195 17.0234 0.59100 2.36200
GRID 196 18.4332 0.59100 0.
GRID 197 18.4332 0.59100 1.18100
GRID 198 18.4332 0.59100 2.36200
GRID 199 20.5510 0.59100 2.36200
GRID 200 20.5510 1.78200 2.36200
GRID 201 20.5510 2.97300 2.36200
GRID 202 20.5510 4.16400 2.36200
GRID 203 20.5510 5.35500 2.36200
GRID 204 12.7940 0. 2.36200
GRID 205 14.2038 0. 2.36200
GRID 206 15.6136 0. 2.36200
GRID 207 17.0234 0. 2.36200


















































































































































































































































































































































































































































































































5-0.63047 0.776210. E 11
0.64900 0. 0. -0.64900
9-0.69578 0.71826 0. E 12
-2.499-4-2.508-4-0.64900 0. 0. -0.64900
110 9 13-0.76012 0.64978 0. E 13
0. 0. -0.64900 2.489-4 2.499-4-0.64900
110 13 17-0.80969 0.58686 0. E 14
0. 0. -0.64900 0. 0. -0.64900
110 2 6-0.62509 0.78055 0. E 15
0. 0. -0.64900 0. 0. -0.64900
110 6 10-0.69469 0.719310. E 16
0. 0. -0.64900 0. 0. -0.64900
110 10 14-0.76043 0.649410. E 17
0. 0. -0.64900 0. 0. -0.64900
110 14 18-0.81836 0.574710. E 18
0. 0. -0.64900 0. 0. -0.64900
110 3 7-0.61343 0.78975 0. E 19
0. 0. -0.64900 0. 0. -0.64900
110 7 11-0.69336 0.72060 0. E 20
0. 0. -0.64900 0. 0. -0.64900
110 11 15-0.765810.64306 0. E 21
0. 0. -0.64900 0. 0. -0.64900









































































































































. -0.64900 0. 0. -0.64900
4 8-0.59725 0.80205 0. E 23
. -0.64900 0. 0. -0.64900
8 12-0.69170 0.72218 0. E 24
. -0.64900 0. 0. -0.64900
12 16-0.77239 0.63515 0. E 25
-0.64900 0. 0. -0.64900
16 20-0.84075 0.54143 0. E 26
-0.64900 0. 0. -0.64900
6-0.75098-0.66033 0. E 27
-0.64900 0. 0. -0.64900
10-0.74329-0.66897 0. E 28
-0.64900-1.669-4 1.669-4-0.64900
13 14-0.74420-0.66796 0. E 29
l. -0.64900 0. 0. -0.64900
17 18-0.74154-0.670910. E 30
l. -0.64900 0. 0. -0.64900
2 3-0.68864-0.72510 0. E 31
I. -0.64900 0. 0. -0.64900
6 7-0.68512-0.72843 0. E 32
I. -0.64900 0. 0. -0.64900
10 11-0.68705-0.726610. E 33
i. -0.64900 0. 0. -0.64900
14 15-0.68867-0.72507 0. E 34
i. -0.64900 0. 0. -0.64900
18 19-0.69005-0.72376 0. E 35
i. -0.64900 0. 0. -0.64900
3 4-0.60329-0.79752 0. E 36
i. -0.64900 0. 0. -0.64900
7 8-0.61355-0.78966 0. E 37
i. -0.64900 0. 0. -0.64900
11 12-0.62198-0.78303 0. E 38
i. -0.64900 0. 0. -0.64900
15 16-0.62902-0.77739 0. E 39
0.64900 0. 0. -0.64900
19 20-0.62758-0.77856 0. E 40
-0.64900 0. 0. -0.64900
3 2 21 7 0.000
2 22 23 6 0.000
2 6 21 0.000
6 7 21 0.000
22 1 23 0.000
1 5 23 0.000
23 5 6 0.000
1 22-0.75539-0.65528 0.
I. -0.64900 0. 0. -0.64900
22 2-0.72131-0.692610.
-0.64900 0. 0. -0.64900
26 27 29 28 0.000
28 29 30 1 0.000




57 110 26 28-0.82750-0.56147 0.
0. 0. -0.64900 0. 0. -0.64900




+ E 54 0. 0. -0.64900 0. 0. -0.64900
CBAR 59
'
110 1 31-0.63047 0.776210. !
+ E 55 0. 0. -0.64900 0. 0. -0.64900
CBAR 60
'
I20 25 ;27-0.84878-0.52874 0.
+ E 56 0. 0. -0.31500 0. 0. -0.31500
CBAR 61 1 20 27 29-0.82400-0.56659 0.
+ E 57 0. 0. -0.31500 0. 0. -0.31500
CBAR 62 I20 29 :30-0.60074 0.79944 0.
+ E 58 0. 0. -0.31500 0. 0. -0.31500
CBAR 63 120 30 :32-0.63119 0.77563 0.
+ E 59 0. 0. -0.31500 0. 0. -0.31500
CQUAD4 64 100 33 24 25 27 0.000
CTRIA3 65 100 :33 27 26 0.000
CBAR 66 no 24 :33-0.86692-0.49844 0.
+ E 62 0. 0. -0.64900 0. 0. -0.64900
CBAR 67 110 33 ;26-0.85098-0.52520 0.
+ E 63 0. 0. -0.64900-5.007-4-3.753-4-0.64!
CBAR 68 120 25 :34-0.61307 0.79003 0.
+ E 64 0. 0. -0.31500 0. 0. -0.31500
CBAR 69 120 34 :35-0.64198 0.76672 0.
+ E 65 0. 0. -0.31500 0. 0. -0.31500
CBAR 70 120 35 :36-0.83835-0.54514 0.
+ E 66 0. 0. -0.31500 0. 0. -0.31500
CBAR 71 120 36 :32-0.81424-0.58052 0.
+ E 67 0. 0. -0.31500 0. -4.768-7-0.31500
CQUAD4 72 100 37 38 41 40 0.000
CQUAD4 73 100 38 39 42 41 0.000
CQUAD4 74 100 40 41 44 43 0.000
CQUAD4 75 100 41 42 45 44 0.000
CQUAD4 76 100 39 46 47 42 0.000
CQUAD4 77 100 46 49 50 47 0.000
CQUAD4 78 100 49 52 53 50 0.000
CQUAD4 79 100 52 4 55 53 0.000
CQUAD4 80 100 4 57 58 55 0.000
CQUAD4 81 100 57 60 61 58 0.000
CQUAD4 82 100 60 63 64 61 0.000
CQUAD4 83 100 63 66 67 64 0.000
CQUAD4 84 100 42 47 48 45 0.000
CQUAD4 85 100 47 50 51 48 0.000
CQUAD4 86 100 50 53 54 51 0.000
CQUAD4 87 100 53 55 56 54 0.000
CQUAD4 88 100 55 58 59 56 0.000
CQUAD4 90 100 61 64 65 62 0.000
CQUAD4 91 100 64 67 68 65 0.000
CQUAD4 92 100 66 69 70 67 0.000
CQUAD4 93 100 67 70 71 68 0.000
CQUAD4 94 100 69 72 73 70 0.000
CQUAD4 95 100 72 75 76 73 0.000
CQUAD4 96 100 75 20 78 76 0.000
CQUAD4 97 100 20 80 81 78 0.000
CQUAD4 98 100 80 83 84 81 0.000
CQUAD4 99 100 70 73 74 71 0.000
CQUAD4 100l 100 73 76 77 74
. 0.000















CQUAD4 102 100 78 81 82 79 0.000
CQUAD4 103 100 81 84 85 82 0.000
CQUAD4 104 100 83 86 88 84 0.000
CQUAD4 105 100 86 87 89 88 0.000
CQUAD4 106 100 84 88 91 85 0.000
CQUAD4 107 100 88 89 90 91 0.000
CTRIA3 108 100 59 58 92 0.000
CQUAD4 109 100 58 61 62 92 0.000
CQUAD4 110 100 93 43 44 94 0.000
CTRIA3 111 100 44 95 94 0.000
CQUAD4 112 100 45 48 97 96 0.000
CQUAD4 113 100 48 51 98 97 0.000
CQUAD4 114 100 51 54 99 98 0.000
CQUAD4 115 100 54 56 100 99 0.000
CQUAD4 116 100 56 59 101 100 0.000
CQUAD4 117 100 102 68 104 103 0.000
CQUAD4 118 100 68 71 105 104 0.000
CQUAD4 119 100 71 74 106 105 0.000
CQUAD4 120 100 74 77 107 106 0.000
CQUAD4 121 100 77 79 108 107 0.000
CQUAD4 122 100 79 82 109 108 0.000
CQUAD4 123 100 82 85 110 109 0.000
CQUAD4 124 100 85 91 111 110 0.000
CQUAD4 125 100 90 148 112 111 0.000
CQUAD4 126 100 149 113 114 112 0.000
CQUAD4 127 100 111 112 116 115 0.000
CQUAD4 128 100 112 114 117 116 0.000
CTRIA3 129 100 91 90 111 0.000
CQUAD4 130 100 118 119 121 120 0.000
CQUAD4 131 100 120 121 123 122 0.000
CQUAD4 132 100 119 130 131 121 0.000
CQUAD4 133 100 167 133 134 131 0.000
CQUAD4 134 100 133 124 126 134 0.000
CQUAD4 135 100 121 131 132 123 0.000
CQUAD4 136 100 131 134 135 132 0.000
CQUAD4 137 100 134 126 128 135 0.000
CQUAD4 138 100 124 125 127 126 0.000
CQUAD4 139 100 126 127 129 128 0.000
CQUAD4 140 100 168 87 89 127 0.000
CQUAD4 141 100 127 89 90 129 0.000
CQUAD4 142 100 122 136 137 123 0.000
CQUAD4 143 100 136 138 139 137 0.000
CQUAD4 144 100 138 140 141 139 0.000
CQUAD4 145 100 123 137 150 132 0.000
CQUAD4 146 100 132 150 151 135 0.000
CQUAD4 147 100 135 151 142 128 0.000
CQUAD4 148 100 137 139 152 150 0.000
CQUAD4 149 100 150 152 153 151 0.000
CQUAD4 150 100 151 153 144 142 0.000
CQUAD4 151 100 139 141 154 152 0.000
CQUAD4 152 100 152 154 155 153 0.000
CQUAD4 153 100 153 155 146 144 0.000
CQUAD4 154 100 128 142 143 129 0.000
CQUAD4 155 100 142 144 145 143 0.000
260
CQUAD4 156 100 144 146 147 145 0.000
CQUAD4 157 100 129 143 148 90 0.000
CQUAD4 158 100 143 145 149 148 0.000
CQUAD4 159 100 145 147 113 149 0 000
CQUAD4 160 200 118 156 157 120 0 000
CQUAD4 161 200 120 157 158 122 0.000
CQUAD4 162 200 122 158 159 136 0.000
CQUAD4 163 200 136 159 160 138 0.000
CQUAD4 164 200 138 160 162 161 0.000
CQUAD4 165 200 161 162 164 163 0.000
CQUAD4 166 200 118 165 166 156 0.000
CQUAD4 167 200 165 163 164 166 0.000
CBAR 169 130 138 139-0.99337 0.11497 0. E 163
+ E 163 0. 0. -0.29500 0. 0. -0.29500
CBAR 170 130 137 150-0.99940 0.03460 0. E 164
+ E 164 0. 0. -0.29500 0. 0. -0.29500
CBAR 171 130 150 151-0.99887-0.047510. E 165
+ E 165 0. 0. -0.29500 0. 0. -0.29500
CBAR 172 130 151 142-0.99169-0.12867 0. E 166
+ E 166 0. 0. -0.29500 0. 0. -0.29500
CBAR 173 130 139 152-0.99944 0.03335 0. E 167
+ E 167 0. 0. -0.29500 0. 0. -0.29500
CBAR 174 130 152 153-0.99895-0.04580 0. E 168
+ E 168 0. 0. -0.29500 0. 0. -0.29500
CBAR 175 130 153 144-0.99227-0.12410 0. E 169
+ E 169 0. 0. -0.29500 0. 0. -0.29500
CBAR 176 130 142 143-0.97827-0.20732 0. E 170
+ E 170 0. 0. -0.29500 0. 0. -0.29500
CBAR 177 130 144 145-0.97976-0.20015 0. E 171
+ E 171 0. 0. -0.29500 0. 0. -0.29500
CBAR 178 130 143 148-0.96608-0.25823 0. E 172
+ E 172 0. 0. -0.29500 0. 0. -0.29500
CBAR 179 130 145 149-0.96837-0.24951 0. E 173
+ E 173 0. 0. -0.29500 0. 0. -0.29500
CBAR 180 140 140 141-0.99367 0.11234 0. E 174
+ E 174 0. 0. -0.35400 0. 0. -0.35400
CBAR 181 140 141 154-0.99948 0.03219 0. E 175
+ E 175 0. 0. -0.35400 0. 0. -0.35400
CBAR 182 140 154 155-0.99902-0.044210. E 176
+ E 176 0. 0. -0.35400 0. 0. -0.35400
CBAR 183 140 155 146-0.99279-0.11985 0. E 177
+ E 177 0. 0. -0.35400 0. 0. -0.35400
CBAR 184 140 146 147-0.98111-0.19345 0. E 178
+ E 178 0. 0. -0.35400 0. 0. -0.35400
CBAR 185 140 147 113-0.97044-0.24135 0. E 179
+ E 179 0. 0. -0.35400 0. 0. -0.35400
CBAR 186 130 136 137-0.99279 0.11989 0. E 180
+ E 180 0. 0. -0.29500 0. 0. -0.29500
CBAR 187 130 137 139-0.37259 0.92800 0. E 181
+ E 181 0. 0. -0.29500 0. 0. -0.29500
CBAR 188 130 150 152-0.41172 0.911310. E 182
+ E 182 0. 0. -0.29500 0. 0. -0.29500
CBAR 189 130 151 153-0.45890 0.88849 0. E 183
+ E 183 0. 0. -0.29500 0. 0. -0.29500
261
CBAR 190 130 142 144-0.51627 0.85643 0. E 184
+ E 184 0. 0. -0.29500 0. 0. -0.29500
CBAR 191 130 139 1 41-0.412000.911190. E 185
+ E 185 0. 0. -0.29500 0. 0. -0.29500
CBAR 192 130 152 154-0.45347 0.89127 0. E 186
+ E 186 0. 0. -0.29500 0.. 0. -0.29500
CBAR 193 130 153 155-0.50279 0.864410. E 187
+ E 187 0. 0. -0.29500 0.. 0. -0.29500
CBAR 194 130 144 146-0.56168 0.82736 0. E 188
+ E 188 0. 0. -0.29500 0.. 0. -0.29500
CBAR 195 130 143 145-0.56193 0.82719 0. E 189
+ E 189 0. 0. -0.29500 0 . 0. -0.29500
CBAR 196 130 148 149-0.62539 0.780310. E 190
+ E 190 0. 0. -0.29500 0 . 0. -0.29500
CBAR 197 130 145 147-0.60762 0.79423 0. E 191
+ E 191 0. 0. -0.29500 0 . 0. -0.29500
CBAR 198 130 149 113-0.67003 0.74234 0. E 192
+ E 192 0. 0. -0.29500 0 . 0. -0.29500
CBEAM 203 150 123 137 0. 1.00000 0. E 193
+ E 193 0. 0. -0.68900 0 . 0. -0.23600
CBEAM 204 150 132 150 0. 1.00000 0. E 194
+ E 194 0. 0. -0.68900 0.. 0. -0.23600
CBEAM 205 150 135 151 0. 1.00000 0. E 195
+ E 195 0. 0. -0.68900 0 . 0. -0.23600
CBEAM 206 150 128 142 0. 1.00000 0. E 196
+ E 196 0. 0. -0.68900 0 . 0. -0.23600
CBEAM 207 150 129 143 0. 1.00000 0. E 197
+ E 197 0. 0. -0.68900 0 . 0. -0.23600
CBEAM 208 150 90 148 0. 1.00000 0 _ E 198
+ E 198 0. 0. -0.68900 0 . 0. -0.23600
CTRIA3 209 100 130 167 131 0.000
CTRIA3 210 100 125 168 127 0.000
CTRIA3 211 100 148 149 112 0.000
CQUAD4 212 100 169 172 173 170 0.000
CQUAD4 213 100 172 175 176 173 0.000
CQUAD4 214 100 175 178 179 176 0.000
CQUAD4 215 100 178 181 182 179 0.000
CQUAD4 216 100 181 163 161 182 0.000
CQUAD4 217 100 170 173 174 171 0.000
CQUAD4 218 100 173 176 177 174 0.000
CQUAD4 219 100 176 179 180 177 0.000
CQUAD4 220 100 179 182 183 180 0.000
CQUAD4 221 100 182 161 138 183 0.000
CQUAD4 222 100 171 199 200 174 0.000
CQUAD4 223 100 174 200 201 177 0.000
CQUAD4 224 100 177 201 202 180 0.000
CQUAD4 225 100 180 202 203 183 0.000
CQUAD4 226 100 183 203 140 138 0.000
CQUAD4 227 100 184 187 188 185 0.000
CQUAD4 228 100 187 190 191 188 0.000
CQUAD4 229 100 190 193 194 191 0.000
CQUAD4 230 100 193 196 197 194
0.000
CQUAD4 231 100 196 169 170 197 0.000
























































233 100 188 191 192 189 0.000
234 100 191 194 195 192 0.000
235 100 194 197 198 195 0.000
236 100 197 170 171 198 0.000
237 100 186 204 205 189 0.000
238 100 189 205 206 192 0.000
239 100 192 206 207 195 0.000
240 100 195 207 208 198 0.000
241 100 198 208 209 171 0.000
242 100 37 210 211 40 0.000
243 100 210 213 214 211 0.000
244 100 213 216 217 214 0.000
245 100 216 219 220 217 0.000
246 100 219 184 185 220 0.000
247 100 40 211 212 43 0.000
248 100 211 214 215 212 0.000
249 100 214 217 218 215 0.000
250 100 217 220 221 218 0.000
251 100 220 185 186 221 0.000
252 100 43 222 223 212 0.000
253 100 212 223 224 215 0.000
254 100 215 224 225 218 0.000
255 100 218 225 226 221 0.000
256 100 221 226 204 186 0.000
257 100 228 222 43 93 0.000
258 100 171 209 227 199 0.000
259 100 229 230 231 39 0.000
260 100 231 2 3 49 0.000
261 110 37 229-0.41224 0.91107 0. E 251
0. -0.64900 0. 0. -0.64900
229 230-0.49104 0.87114 0. E 252
0. -0.64900 0. 0. -0.64900
39 231-0.46506 0.88528 0. E 253
-4.768-7-0.64900 0. 0. -0.64900
49 3-0.52450 0.851410. E254
0. -0.64900 0. 0. -0.64900
229 39-0.76748-0.64108 0. E 255
0. -0.64900 0. -4.768-7-0.64900
230 231-0.76076-0.64903 0. E 256
0. -0.64900 0. 0. -0.64900
231 49-0.67988-0.73332 0. E 257
0. -0.64900 0. 0. -0.64900
269 100 8 12 232 60 0.000
270 110 60 232-0.68533 0.72823 0. E 259
0. -0.64900 0. 0. -0.64900
232 72-0.78060 0.62503 0. E 260
0. -0.64900-1.998-4 0. -0.64900
8 60-0.53836-0.84271 0. E 261
4.768-7 0. -0.64900 0. 0. -0.64900
110 12 232-0.55368-0.83273 0. E 262
0. -0.64900 0. 0. -0.64900
232 66-0.48388-0.87514 0. E 263
0. -0.64900 0. -1.907-6-0.64900






































































































































0. 0. -0.64900 0. 0. -0.64900
110 18 233-0.86746 0.49750 0. E 265
-6.676-4-3.338-4-0.64900 0. 0. -0.64900
110 233 168-0.907510.42003 0.
0. 0. -0.64900 0. 0. -0.64900
110 17 124-0.85617 0.51669 0.
-1.907-6 0. -0.64900 0. 0. -0.64900
110 125 233-0.71331-0.70085 0.
0. -0.64900 0. 0. -0.64900
233 83-0.69124-0.72262 0.
0. -0.64900 0. 0. -0.64900
37 229 38 0.000
229 39 38 0.000
39 231 46 0.000
46 231 49 0.000
49 3 52 0.000
52 3 4 0.000
4 8 57 0.000
57 8 60 0.000
60 232 63 0.000
63 232 66 0.000
72 232 12 234 0.000
72 235 75 0.000
72 234 235 0.000
16 235 234 0.000
12 16 234 0.000
66 232 69 0.000
69 232 72 0.000


























































































83 233 168 0.000


































































CQUAD4 330 100 254 255 258 257 0.000
CQUAD4 331 100 255 256 259 258 0.000
CQUAD4 332 100 256 118 119 259 0.000
CQUAD4 333 100 257 258 260 9 0.000
CQUAD4 334 100 258 259 261 260 0.000
CQUAD4 335 100 259 119 130 261 0.000
CQUAD4 336 100 250 237 240 252 0.000
CQUAD4 337 100 252 240 243 253 0.000
CTRIA3 338 100 237 239 240 0.000
CTRIA3 339 100 187 238 184 0.000
CTRIA3 340 100 262 22 2 0.000
CTRIA3 341 100 262 2 231 0.000
CTRIA3 342 100 262 231 230 0.000
CTRIA3 343 100 262 230 263 0.000
CTRIA3 344 100 263 230 28 0.000
CTRIA3 345 100 263 28 1 0.000
CQUAD4 346 100 22 262 263 1 0.000
CQUAD4 347 100 37 210 264 229 0.000
CQUAD4 348 100 264 265 230 229 0.000
CQUAD4 349 100 265 213 266 26 0.000
CTRIA3 350 100 210 213 264 0.000
CTRIA3 351 100 264 213 265 0.000
CTRIA3 352 100 265 26 230 0.000
CTRIA3 353 100 230 26 28 0.000
CTRIA3 354 100 9 260 13 0.000
CTRIA3 355 100 260 261 13 0.000
CTRIA3 356 100 13 261 17 0.000
CTRIA3 357 100 261 130 167 0.000
CQUAD4 358 100 17 261 167 133 0.000
CQUAD4 359 100 253 243 246 251 0.000
CTRIA3 360 100 213 216 266 0.000
CTRIA3 361 100 216 219 266 0.000
CTRIA3 362 100 219 184 237 0.000
CTRIA3 363 100 26 266 33 0.000
CTRIA3 364 100 33 266 24 0.000
CTRIA3 365 100 266 219 24 0.000
CTRIA3 366 100 219 237 24 0.000
CQUAD4 367 100 254 36 35 269 0.000
CQUAD4 368 100 269 252 255 254 0.000
CQUAD4 369 100 267 237 250 34 0.000
CTRIA3 370 100 25 24 267 0.000
CTRIA3 371 100 267 34 25 0.000
CTRIA3 372 100 24 237 267 0.000
CTRIA3 373 100 34 250 35 0.000
CTRIA3 374 100 250 269 35 0.000
CTRIA3 375 100 250 252 269 0.000
CTRIA3 376 100 32 36 268 0.000
CTRIA3 377 100 32 268 31 0.000
CTRIA3 378 100 31 268 254
0.000
CTRIA3 379 100 36 254 268 0.000
CTRIA3 380 100 1 31 5 0.000
CTRIA3 381 100 31 270 5 0.000
CTRIA3 382 100 31 254 270
0.000











































































































































37 38-0.816510.57733 0. E 375
0. -0.64900 0. 0. -0.64900
38 39-0.87479 0.48450 0. E 376
0. -0.64900 0. 0. -0.64900
39 46-0.92828 0.37188 0. E 377
0. -0.64900 0. 0. -0.64900
46 49-0.96749 0.252910. E378
0. -0.64900 0. -0.02525-0.64900
49 52-0.992610.121310. E379
-0.02525-0.64900 0. -9.537-7-0.64900
52 4-0.99986-0.01699 0. E 380
-9.537-7-0.64900 0. -0.051 50-0.64900
4 57-0.98802-0.15432 0. E 381
-0.051 50-0.64900 0. -9.537-7-0.64900
57 60-0.95903-0.28330 0. E 382
-9.537-7-0.64900 0. -0.07675-0.64900
60 63-0.91713-0.39859 0. E 383
-0.07675-0.64900 0. 0. -0.64900
63 66-0.86735-0.49769 0. E 384
0. -0.64900 0. 0. -0.64900
66 69 0.53708 0.84353 0. E 385
-1.907-6-0.64900 0. 0. -0.64900
69 72 0.40599 0.91388 0. E 386
-4.768-7 0. -0.64900 0. 0. -0.64900
110 72 75 0.25780 0.96620 0. E 387
0. 0. -0.64900 0. 0. -0.64900
110 75 20 0.08903 0.99603 0. E 388
0. 0. -0.64900 5.999-4 0. -0.64900
110 20 80-0.087710.99615 0. E389
0.64900 0. 0. -0.649005.999-4 0
110 80 E 39083-0.25660 0.96652 0.
0. 0. -0.64900 0. 0. -0.64900
110 83 86-0.40498 0.91433 0.
0. 0. -0.64900 0. 0. -0.64900
110 86 87-0.55470 0.83205 0.
0. 0. -0.64900 0. 0. -0.64900
110 37 210 0.221910.97507 0.
0. 0. -0.64900 0. 0. -0.64900
110 210 213 0.16094 0.98696 0.
0 0. -0.64900 1.431-6
9.990-5-0.64900
110 213 216 0.09807 0.99518 0.
E
1.431-6 9.990-5-0.64900 0. 0. -0.64900


































































































160 184 187-0.09458 0.99552 0. E 398




















187 190-0.14150 0.98994 0.
0. -0.84800 0. 0. -0.84800
190 193-0.18750 0.98227 0. E 400
0. -0.84800 0. 0. -0.84800
193 196-0.23229 0.97265 0. E 401
0. -0.84800 0. 0. -0.84800
196 169-0.27565 0.96126 0. E 402
0. -0.84800 0. 0. -0.84800
169 172-0.95372 0.30069 0. E 403
0. -0.84800 0. -2.384-7-0.84800
172 175-0.96167 0.27420 0. E 404
-2.384-7-0.84800 0. 2.384-7-0.84800
175 178-0.96900 0.24706 0. E 405
2.384-7-0.84800 0. 4.768-7-0.84800
178 273-0.97565 0.21934 0. E 406
0. -0.64900 0. 0. -0.64900
273 163-0.985810.16786 0.
0. -0.64900 0. 0. -0.64900
184 237-0.92435 0.38156 0.
1.907-6-3.576-7-0.84800 1.907-6 0.
160 250 269-0.96803 0.25082 0.
0. 0. -0.84800 0. 0. -0.84800
160 269 254-0.97678 0.21426 0.
0. 0. -0.84800-1.907-6 0. -0.84800
160 254 257-0.98604 0.16650 0.
-1.907-6 0. -0.84800-9.537-7 0. -0.84800
160 257 9-0.99692 0.07838 0. E 412
-1.907-6 0. -0.84800 0. 0. -0.84800
160 251 118-0.97749 0.21099 0.
0. 0. -0.84800 0. 0. -0.84800
160 118 275-0.99213 0.12524 0.
0. 0. -0.84800 0. 0. -0.84800
1 60 275 1 30-0.99860 0.05297 0.
0. 0. -0.84800 0. 9.537-7-0.84800























E 417246 251-0.97123 0.23814 0.
0. -0.64900 0. 0. -0.64900
250 252-0.10723 0.99423 0.
0. -0.84800 0. 0. -0.84800
252 253-0.16436 0.98640 0.
0. -0.84800 0. 0. -0.84800
253 251-0.21989 0.97553 0.
0. -0.84800 0. 0. -0.84800
18 17 233 0.000
24 237-0.59905 0.800710.
0. -0.64900 0. 0. -0.64900
231 2-0.54690 0.83720 0.
-5
560-4-4.449-4-0.64900 0. 0. -0.64900
110 230 263-0.56162 0.82740 0.
E 424
-6.671-4-3.343-4-0.64900 0. 0. -0.64900











































































110 219 237-0.57974 0.81480 0. E 426
0. 0. -0.64900 0. 0. -0.64900
110 213 264-0.85145-0.52444 0. E 427
0.09320 1
.000-4-0.64900-0.06000 0. -0.64900
110 264 229-0.82279-0.56835 0. E 428
0. 0. -0.64900-3.338-4-6.673-4-0.64900
110 219 266-0.89222-0.45159 0. E 429
0. 0. -0.64900 0. 0. -0.64900
110 266 26-0.86294-0.50530 0. E 430
0. 0. -0.64900-5.007-4-3.753-4-0.64900
110 26 230-0.82750-0.56146 0. E 431
-9.537-7-7.534-5-0.64900-6.723-5-3.343-4-0.64900
110 16 235-0.56649-0.82407 0. E 432
-7.505-4-7.515-4-0.64900 0. 0. -0.64900
110 235 72-0.53214-0.84666 0. E 433
0. 0. -0.64900-1.998-4 0. -0.64900
110 254 270-0.81594-0.57814 0. E 434
-1.907-6 0. -0.64900 0. 0. -0.64900
110 270 5-0.77491-0.63207 0. E 435
0. 0. -0.64900-2.499-4-2.508-4-0.64900
110 254 31-0.81594-0.57814 0. E 436
-1 .907-6 0. -0.64900 0. -4.768-7-0.64900
160 237 240-0.10404 0.99457 0. E 437
1.907-6-2.384-7-0.84800-8.020-4-2.384-7-0.84800
160 240 243-0.15545 0.98784 0. E 438
-8.020-4-2.384-7-0.84800-6.018-4-2.384-7-0.84800
160 243 246-0.20566 0.97862 0. E 439
-6.018-4-2.384-7-0.84800 0. 0. -0.84800
160 246 249-0.26573 0.96405 0. E 440
0. 0. -0.84800-2.022-4 8.000-3-0.84800
160 249 178-0.30117 0.95357 0. E 441
-2.022-4 8.000-3-0.84800 0. 0. -0.84800
160 9 260-0.14194 0.98988 0. E 442
0. 0. -0.84800-7.000-4 0. -0.84800
160 260 261-0.21463 0.97669 0. E 443
-7.000-4 0. -0.84800 0. 0. -0.84800
160 261 130-0.31789 0.94813 0. E 444
0. 0. -0.84800 0. 0. -0.84800
110 118 165-0.29948 0.95410 0. E 445
0. 0. -0.64900-4.997-4-1.431-6-0.64900
110 165 163-0.34433 0.93885 0. E 446












130 167-0.99980-0.02013 0. E 447
0. -0.64900 0. 0. -0.64900
167 133-0.99913-0.04170 0. E 448
0. -0.64900 0. 0. -0.64900
133 124-0.99342-0.114510. E449
0. -0.64900 0. 0. -0.64900
124 125-0.98474-0.17404 0. E 450
0. -0.64900 0. 0. -0.64900
125 168-0.96978-0.24399 0. E 451
0. -0.64900 0. 0. -0.64900
168 87-0.95433-0.29876 0. E 452
268
+ E 452 0. 0. -0.64900 0. 0. -0.64900
CTRIA3 475 100 278 95 279 0.000
CTRIA3 476 100 95 44 279 0.000
CTRIA3 477 100 95 41 44 0.000
CTRIA3 478 100 276 277 96 0.000
CQUAD4 479 100 278 279 96 276 0.000
CQUAD4 480 100 277 42 45 96 0.000
CQUAD4 481 100 44 45 96 279 0.000
CTRIA3 482 100 291 289 290 0.000
CQUAD4 483 100 290 292 293 291 0.000
CQUAD4 484 100 292 65 64 293 0.000
CTRIA3 485 100 294 287 286 0.000
CQUAD4 486 100 287 294 295 288 0.000
CQUAD4 487 100 288 295 61 62 0.000
CQUAD4 488 100 286 287 290 289 0.000
CQUAD4 489 100 287 288 292 290 0.000
CQUAD4 490 100 288 62 65 292 0.000
CQUAD4 491 300 280 283 284 281 0.000
CQUAD4 492 300 281 284 285 282 0.000
CQUAD4 493 300 283 286 287 284 0.000
CQUAD4 494 300 284 287 288 285 0.000
CTRIA3 495 100 289 290 296 0.000
CQUAD4 496 100 290 292 102 296 0.000
CTRIA3 497 300 280 286 283 0.000
CQUAD4 498 100 292 65 68 102 0.000
CTRIA3 499 100 101 298 297 0.000
CTRIA3 500 100 297 287 284 0.000
CTRIA3 501 100 297 284 281 0.000
CQUAD4 502 100 101 59 92 298 0.000
CQUAD4 503 100 297 298 288 287 0.000
CQUAD4 504 100 298 92 62 288 0.000
CQUAD4 505 300 299 302 303 300 0.000
CQUAD4 506 300 300 303 304 301 0.000
CQUAD4 507 300 302 142 144 303 0.000
CQUAD4 508 300 303 144 146 304 0.000
CQUAD4 509 300 301 304 307 305 0.000
CQUAD4 510 300 305 307 308 306 0.000
CQUAD4 511 300 304 146 309 307 0.000
CQUAD4 512 300 307 309 310 308 0.000
CQUAD4 513 100 146 309 311 147 0.000
CQUAD4 514 100 309 310 312 311 0.000
CQUAD4 515 100 142 143 313 302 0.000
CQUAD4 516 100 146 147 314 304 0.000
CTRIA3 517 100 302 313 299 0.000
CTRIA3 518 100 304 314 301 0.000
CTRIA3 519 100 315 88 86 0.000
CQUAD4 520 100 88 315 111 91 0.000
CQUAD4 522 100 315 316 115 111 0.000
CTRIA3 523 100 148 149 112 0.000
CBAR 524 170 317 318-0.99986 0.016810. E501
+ E 501 456 0. 0. 0. 0. 0. 0.
CBAR 525 170 319 320-0.99998 5.581-3 0. E 502
+ E 502 456 0. 0. 0. 0. 0. 0.

























































180 320 307-0.99996-8.692-3 0.
110 261 13-0.79046-0.61252 0. E 505
0. 0. -0.64900-7.505-4-7.496-4-0.64900
110 261 167-0.80640 0.59137 0. E 506
0. 0. -0.64900 0. 0. -0.64900
110 133 17-0.76337-0.64597 0. E 507
0. 0. -0.64900-1.907-6 0. -0.64900
100 234 321 322 235 0.000
100 236 19 323 324 0.000
0 248 404-0.99397-0.10965 0.
0 244 405-0.99531-0.09677 0.
0 241 406-0.99452-0.10453 0.
0 266 407-0.98533-0.17068 0.
0 265 408-0.96160-0.27446 0.
0 262 409-0.76403-0.64518 0.
0 22 410-0.73963-0.67301 0.
0 29 411-0.88839-0.45909 0.
0 23 412-0.77060-0.637310.




0 271 403-0.97236-0.23350 0.
20 0.19700 20 20
20 0.21710 7.021-4 0.02197 2.490-3
0.09850 0.55100-0.09850-0.55100
120 20 0.25550 7.41 1-3 3.992-3 0.01 149
0.29500 0.2 1 650-0.29500-0.2 1 650
1 30 20 0.07760 2.510-4 1 .004-3 6.888-4
0.09850 0. 1 9700-0.09850-0. 1 9700
1 40 20 0. 1 0090 3.262-4 2.203-3 9.883-4
0.09850 0.25600-0.09850-0.25600








+ P 6A 0.09850 0.59050-0.09850-0.59050
+ P 6B YES 1.00000 0.07760 2.510-4 1.004-3 6.888-4 6C
+ P 6C 0.09850 0. 1 9700-0.09850-0. 1 9700
PBAR 160 20 0.29550 9.557-4 0.055413.504-3 P 7
+ P 7 0.09850 0.75000-0.09850-0.75000
PBAR 170 10 0.22720 4.113-3 4.113-3 8.210-3 P 8
+ P 8 0.26900 0. 0. -0.26900
PBAR 180 10 0.07790 4.834-4 4.834-4 9.649-4 P 9
+ P 9 0.15750 0. 0. -0.15750
PSHELL 200 20 0.43300 20 20
PSHELL 300 20 0.39400 20 20
MAT1 102.900 + 7 1.100 + 70.318187.350-48.300-670.00000 M 1
+ M 1 0. 0. 0.
MAT1 20 1.060 + 7 4.000 + 6 0.33000 2.540-4 1.300-5 70.0000 0. M 2




(Selected Output From Static Analysis)
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a) Listing of Internal Degrees of Freedom and
Associated Sets
b)Grid Point Singularity Table Listing
c) Grid Point Weight Generator Table
d) Listing of Displacement Outputs
e) Stresses in
Quadrilateral Elements
f) Stresses in Bar Elements
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(Finite Element Modal Results)
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Boundary conditions
1) Subjected to Operational Boundary Conditions
Table#1 3 - Listing of predicted eigenvalues
Figures Mode Shapes
39(a) Mode#1 (Hidden line plot)
39(b) Mode#2 (Hidden line plot)
39(c) Mode#3 (Hidden line plot)
39(d) Mode#4 (Hidden line plot)
39(e) Mode#5 (Hidden line plot)
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Free Body Vibration (no constraints)
Table#14 - Listing of predicted eigenvalues
Figures Mode Shapes
40(a) Mode#1 (Hidden line plot)
40(b) Mode#1 (deformed plot)
40(c) Mode#2 (Hidden line plot)
40(d) Mode#2 (deformed plot)
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F.E. Results (B.C.= Free Body Response)






































































Finite Element Simulation of Test Set-Up
Table#1 6 - Listing of predicted eigenvalues
Figures Mode Shapes
51(a) Mode#1 (Hidden line plot)
51(b) Mode#2 (Hidden line plot)
51(c) Mode#3 (Hidden line plot)
51(d) Mode#4 (Hidden line plot)
51(e) Mode#5 (Hidden line plot)
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(X-Y Plots of All Optical Element Response Curves)
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a) Element M 1 (node 404)
b) Element L3 (node 405)
c) Element L4 (node 406)
d) Element L5 (node 407)
e) Element M2 (node 408)
f) Element L6 (node 409)
g) Element M3 (node 410)
h) Polygon (node 411)
i) Element L7 (node 412)
j) Element L8 (node 41 3)
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