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Abstract
Let D be an directed graph on p ≥ 10 vertices with minimum degree at least p − 1 and minimum
semi-degree at least p/2− 1. We present a detailed proof of the following result [13]: The digraph D is
pancyclic, unless some extremal cases (which are characterized).
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Introduction and Notation
Ghouila-Houri [18] proved that every strong digraph on p vertices with minimum degree at least p
is hamiltonian. There are many extentions of this theorem for digraphs and orgraphs. In particular, in
many papers, various degree conditions have been obtained for digraphs (orgraphs) to be hamiltonian
or pancyclic or vertex pancyclic (see e.g. [2]-[33]). C. Thomassen [31] proved that any digraph on
p = 2m + 1 vertices with minimum semi-degree at least m is hamiltonian unless some extremal cases,
which are characterized. In [9], we proved that if a digraph D satisfies the conditions of this Tomassen’s
theorem, then D also is pancyclic (the extremal cases are characterized). For additional information on
hamiltonian and pancyclic digraphs see the book [1] by B. Jenssen and G. Gutin.
In this paper we present a detailed proof of the following result.
Every digraph D (unless some extremal cases) on p ≥ 10 vertices with minimum degree at least p− 1
and with minimum semi-degree at least p/2− 1 is pancyclic, unless some extremal cases (in [13], we gave
only a short outline of the proof). In [12], we have proved that D contains cycles of length 3, 4, p − 1
and if p = 2m, then D also is hamiltonian.
In this paper we shall consider finite digraphs without loops and multiple arcs. For a digraph D,
we denote by V (D) the vertex set of D and by A(D) the set of arcs in D. Sometimes we will write D
instead of A(D) and V (D). If xy is an arc of D, then we say that x dominates y and y is dominated
by x. For subsets A and B ⊂ V (D) we define A(A → B) as the set {xy ∈ A(D)/x ∈ A, y ∈ B}
and A(A,B) = A(A → B) ∪ A(B → A). If x ∈ V (D) and A = {x} we write x instead of {x}. For
disjoint subsets A and B of V (D) A → B means that every vertex of A dominates every vertex of B.
If C ⊂ V (D), A → B and B → C, then we write A → B → C. The outset of vertex x is the set
O(x) = {y ∈ V (D)/xy ∈ A(D)} and I(x) = {y ∈ V (D)/yx ∈ A(D)} is the inset of x. Similarly, if
A ⊆ V (D) then O(x,A) = {y ∈ A/xy ∈ A(D)} and I(x,A) = {y ∈ A/yx ∈ A(D)}. The out-degree
of x is od(x) = |O(x)| and id(x) = |I(x)| is the in-degree of x. Similarly, od(x,A) = |O(x,A)| and
id(x,A) = |I(x,A). The degree of the vertex x in D defined as d(x) = id(x) + od(x). The subdigraph
of D induced by a subset A of V (D) is denoted by 〈A〉. The path ( respectively, the cycle ) consisting
of the distinct vertices x1, x2, . . . , xn ( n ≥ 2) and the arcs xixi+1, i ∈ [1, n − 1] ( respectively, xixi+1,
i ∈ [1, n− 1], and xnx1 ), is denoted x1x2 . . . xn (respectively, x1x2 . . . xnx1 ). The cycle on k vertices is
denoted Ck. For a cycle Ck = x1x2 . . . xkx1, the indices considered modulo k, i.e., xs = xi for every s and
i such that i ≡ smod k, and we denote by Ck[xi, xj ] := xixi+1 . . . xj (Ck[xi, xj ] is a path for xi 6= xj).
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Two distinct vertices x and y are adjacent if xy ∈ A(D) or yx ∈ A(D) (or both), i.e. x is adjacent
with y and y is adjacent with x. Notation A(x, y) 6= ∅ (respectively, A(x, y) = ∅) denote that x and y are
adjacent (respectively, are not adjacent).
For an undirected graph G, we denote by G∗ symmetric digraph obtained from G by replacing every
edge xy with the pair xy, yx of arcs. Kn (respectively, Kn,m) denotes the complete undirected graph on
n vertices (respectively, undirected complete bipartite graph, with partite sets of cardinalities n and m),
and Kn denotes the complement of Kn.
If G1 and G2 are undirected graphs, then G1 ∪G2 is the disjoint union of G1 and G2. The join of G1
and G2, denoted by G1 +G2, is the union of G1 ∪G2 and of all the edges between G1 and G2.
For integers a and b, let [a, b] denote the set of all integers which are not less than a and are not
greater than b. If I = [a, b] then we denote by a := left{I} and b := right{I}.
We refer the reader to J.Bang-Jensens and G.Gutin’s book [1] for notations and terminology not
defined here.
Preliminary Results.
Lemma 1 ([21]). Let D be a digraph on p ≥ 3 vertices containing a cycle Cn, n ∈ [2, p − 1] and let
x /∈ Cn. If d(x,Cn) ≥ n+ 1, then D contains a cycle Ck for every k ∈ [2, n+ 1].
The following Lemma will be used often in the proofs our results.
Lemma 2 ([6]). Let D be a digraph on p ≥ 3 vertices containing a path P := x1x2 . . . xn, n ∈ [2, p− 1].
Let x be a vertex not contained in this path. If one of the following holds:
(i) d(x, P ) ≥ n+ 2;
(ii) d(x, P ) ≥ n+ 1 and xx1 /∈ D or xnx1 /∈ D;
(iii) d(x, P ) ≥ n, xx1 /∈ D and xnx /∈ D;
then there is an i ∈ [1, n− 1] such that xix, xxi+1 ∈ D, i. e., D contains a path x1x2 . . . xixxi+1 . . . xn of
length n (we say that the vertex x can be inserted into P or the path x1x2 . . . xixxi+1 . . . xn is extended
from P with x ).
Note that the proof of Lemma 1 (see [21]) implies the following:
Lemma 3. Let D be a digraph on p ≥ 4 vertices containing a cycle Cm = x1x2 . . . xmx1, m ∈ [2, p− 1],
and let x be a vertex not contained in this cycle. If d(x,Cm) = m and for some n ∈ [2,m+1] the digraph
D contains no cycle of length n, then xxi ∈ D if and only if xi+n−2x /∈ D for every i ∈ [1,m].
Using Lemma 2 it is not difficult to prove the following:
Lemma 4. Let D be a digraph on p vertices containing a path P := x1x2 . . . xn and let x be a vertex
not contained in this path.
a). Suppose that xx1 /∈ D, xnx /∈ D and x cannot be inserted into P . Then the following hold:
(i) If n ≥ 4, x1x, x2x, xxn ∈ D and d(x, P ) ≥ n − 1, then there is an l ∈ [1, n − 3] such that
xlx, xxl+3 ∈ D.
(ii) If n ≥ 5, xxn ∈ D, A(x→ {x1, x2, x3}) = ∅, d(x, P ) ≥ n− 2 and |A(xi → x)|+ |A(x→ xi+3)| ≤ 1
for all i ∈ [1, n− 3], then there is an l ∈ [1, n− 4] such that xlx, xxl+4 ∈ D.
b). If n ≥ 3, d(x, P ) = n+ 1 and x is adjacent with at most one vertex of two consecutive vertices of
P , then n is odd and O(x, P ) = I(x, P ) = {x1, x3, . . . , xn}.
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Notation. Let Cn = x1x2 . . . xnx1 be a cycle. For any pair of integers i, j ∈ [1, n]: if i ≤ j we denote by
C(i, j) := {xi, xi+1, . . . , xj}, and if i > j let C(i, j) := ∅. Let f(i, j := |C(i, j)|.
Lemma 5. Let D be a strongly connected digraph on p ≥ 10 vertices with minimum degree at least
p− 1 and with minimum semi-degree at least p/2− 1. Let C := Cp−1 := x1x2 . . . xp−1x1 be an arbitrary
cycle of length p− 1 in D and let x be the vertex not contained in this cycle. Suppose that x is adjacent
with all vertices of cycle C. Then D contains a cycle Cn for all n ∈ [3, p− 2].
Proof. Suppose, on the contrary, that for some n ∈ [3, p− 2] the digraph D contains no cycle Cn. It is
esay to see that n ≥ 5. Applying Lemmas 1 and 3 we find that d(x) = p− 1 and for all i ∈ [1, p− 1],
|A(x, xi)| = 1 and xxi ∈ D if and only if xi+n−2x /∈ D. (∗)
Notation. We denote by M1, M2, . . . , Mk, N1, N2, . . . , Nk the maximal subpaths (sets) on cycle C for
which both of the following hold ( we take the indices of Mi and Ni modulo k):
(i) Every vertex of Mi (respectively, Ni) is dominated by x (respectively, dominates x);
(ii) The subpaths Mi and Ni are labeled in such way that on the cycle C the subpath Mi preceding
of Ni and Ni preceding of Mi+1.
Let mi := |Mi| and ni := |Ni|. Without loss of generality, we may assume that
m1 = max{mi/1 ≤ i ≤ k} ≥ max{ni/1 ≤ i ≤ k} (1)
( for otherwise we consider the digraph
←−
D). Let I1 := [3,m1 + n1 + 1] and for all l ∈ [2, k] let
Il =
[
l∑
i=2
mi +
l−1∑
i=1
ni + 3,
l∑
i=1
(mi + ni) + 1
]
.
From the definitions of the sets Mi, Ni and from (*) it is easy to see that k ≥ 2 and n /∈ ∪ki=1Ii. From
(1) it follows that for each j ∈ [2, k],
right{Ij−1}+ 1 ≥ left{Ij} − 1 and right{Ij} > right{Ij−1}.
Hence, since n /∈ ∪ki=1Ii, for some s ∈ [2, k] we have right{Is−1}+ 1 ≤ n ≤ left{Is} − 1, i.e.,
s−1∑
i=1
(mi + ni) + 2 ≤ n ≤
s∑
i=2
mi +
s−1∑
i=1
ni + 2.
This implies that m1 ≤ ms. Hence by (1) we have
m1 = ms and n =
s−1∑
i=1
(mi + ni) + 2.
From (*) it follows that for all l ∈ [1, k],
ml = ml+s−1, nl = nl+s−1 and n =
l+s−2∑
i=l
(mi + ni) + 2. (2)
For any t ∈ [2, k + 1] denote by qt :=
∑t−1
i=1(mi + ni), in particular, qs = n− 2, qk+1 = p− 1. Note that
xxqt+1 ∈ D, xxqt /∈ D and xqt+n−2x ∈ D by (*). (3)
To be definite, assume that M1 := {x1, x2, . . . , xm1}. We first prove the following Claims 1-5.
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Claim 1. If j ∈ [s+ 1, k + 1], then
(i) xn−1xqj+1 /∈ D, in particular, xn−1x1 /∈ D;
(ii) |A(xqj+1 → xn−1)|+ |A(xn−1 → xqj+2)| ≤ 1, in particular, d(xn−1, {xqj+1, xqj+2}) ≤ 2.
Proof. Assume that Claim 1 is not true. Then
(i) xn−1xqj+1 ∈ D and Cn = xn−1xqj+1xqj+2 . . . xqj+n−2x xn−1 by (3);
(ii) xqj+1xn−1, xn−1xqj+2 ∈ D and Cn = xxqj+1xn−1xqj+2 . . . xqj+n−2x by (3). In both cases we have
a contradiction.
Claim 2. If m1 ≥ 2, then L1 := A(xn−1 → ∪kj=sNj) = ∅.
Proof. In the converse case, if xn−1z ∈ L1, then Cn = xx2x3 . . . xn−1zx, a contradiction.
Claim 3. If m1 ≥ 2 and j ∈ [s, k], then L2(j) := A(xn−1 → (Mj − {xqj+1, xqj+2})) = ∅.
Proof. In the converse case, if xn−1xi ∈ L2(j), then from the maximality of m1 it follows that
d − 1 := |{xi, xi+1, . . . , xqj+mj+1}| ≤ m1 − 1 and Cn = xxdxd+1 . . . xn−1xixi+1 . . . xqj+mj+1x, a con-
tradiction.
Claim 4. xn−1xp−1 /∈ D.
Proof. In the converse case, xn−1xp−1 ∈ D and Cn = x1x2 . . . xn−1xp−1x1, a contradiction.
From the maximality of m1 and Claims 2 and 4 it follows that
d(xn−1, Nk) ≤ nk. (4)
Using Claims 1-3, we get
d(xn−1, C(n, p− nk − 1)) ≤ p− n− nk + 1. (5)
Since the vertex xn−1 cannot be inserted into the path x1x2 . . . xn−2 and xn−1x1 /∈ D (Claim 1), using
Lemma 2(ii), we get
d(xn−1, C(1, n− 2)) ≤ n− 2. (6)
Hence, by (4) and (5), we conclude that
nk ≥ d(xn−1, Nk) ≥ nk − 1,
d(xn−1, C(1, n− 2))
{
= n− 2, if d(xn−1, Nk) = nk − 1,
≥ n− 3, if d(xn−1, Nk) = nk.
(7)
Claim 5. If t ∈ [2, n− 2], then |A(xt−3 → xn−1)|+ |A(xn−1 → xt)| ≤ 1.
Proof. Assume that the claim is false, that is t ∈ [2, n− 2] and xt−3xn−1, xn−1xt ∈ D. Let the integer
t with these properties be the smallest. If t ≤ n − ns−1 − 1, then Cn = xxqk+mk . . . xt−3xn−1xt . . .
xn−ns−1−1x since nk = ns−1 by (2), a contradiction. Thus we may assume that t ≥ n − ns−1 (in
particular, xt ∈ Ns−1). Hence from t ≤ n − 2 it follows that ns−1 ≥ 2. Therefore m1 ≥ 2 by (1), and
t ≥ 4. It is not difficult to see that for all i ∈ [1, n− 3],
if d := |{xi+1, xi+2, . . . , xn−2}| ≤ m1, then xixn−1 /∈ D (8)
(otherwise xixn−1 ∈ D and Cn = xxm1−d+1xm1−d+2 . . . xixn−1 . . . xqs+ms+1x since m1 = ms). Together
with t ≥ n− ns−1, m1 ≥ ns−1 and the fact that xn−1 cannot be inserted into the path x1x2 . . . xn−2 this
implies that t = n− ns−1, m1 = ns−1 and
A({xt−2, xt−1} → xn−1}) = A(xn−1, xt−2) = ∅. (9)
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Note that nk = ns−1 ≥ 2 by (2). From this it follows that if i ∈ [3, t], then
|A(xi−4 → xn−1)|+ |A(xn−1 → xi)| ≤ 1, (10)
(otherwise Cn = xxqk+mk . . . xi−4xn−1xi . . . xtx). From (10), in particular, we have xt−4xn−1 /∈ D.
Suppose first that A(xn−1, xt−1) = ∅. Then, since xn−1x1 /∈ D and the vertex xn−1 cannot be inserted
into the path x1x2 . . . xn−2, using Lemma 2 and (9), we obtain d(xn−1, C(1, n− 2)) ≤ n− 3. From this,
(7) and Claim 2, we get Nk → xn−1 and d(xn−1, C(1, t − 3)) = t − 3. Since xt−4xn−1 /∈ D by (10), we
obtain that t ≥ 5, and by Lemma 2 there is an i ∈ [2, t− 3] such that xn−1xi and xi−3xn−1 ∈ D, which
contradicts the minimality of t.
Suppose next that A(xn−1, xt−1) 6= ∅. Then xt−1xn−1 /∈ D and xn−1xt−1 ∈ D by (9). From (8) we
have d(xn−1, C(t, n− 2)) ≤ n− t. Then it follows from (7) that
d(xn−1, C(1, t− 1)) ≥
{
t− 3, if d(xn−1, Nk) = nk,
t− 2, if d(xn−1, Nk) = nk − 1.
In both cases it is easy to see that
d(xn−1, {xp−2, xp−1, x1, x2, . . . , xt−1}) ≥ t− 1.
Since A(xn−1 → {xp−2, xp−1, x1}) = ∅, xn−1xt−1 ∈ D and xt−1xn−1 /∈ D, by Lemma 4(ii) there is an
j ∈ [2, t− 1] such that xj−3xn−1, xn−1xj ∈ D or xj−4xn−1, xn−1xj ∈ D (j ≥ 3), which contradicts the
minimality of t or inequality (10). This completes the proof of Claim 5.
Claim 6. If xn−1x2 ∈ D, then L3 := A(∪kj=sMj \ {xn−1} → xn−1) = ∅.
Proof. Otherwise xn−1x2 ∈ D, zxn−1 ∈ L3 and Cn = xzxn−1x2x3 . . . xn−2x, a contradiction.
Claim 7. The vertex xn−1 dominates at most (p− n− 1)/2 vertices from C(n, p− 1).
Proof. Let m1 = 1. Then by (1), mi = ni = 1 for all i ∈ [1, k] and n ≤ p− 3. Observe that p− 3 and n
are even. Using Claims 1(i) and 4, we obtain
O(xn−1, C(n, p− 1)) ⊆ {xn, xn+2, xn+4, . . . , xp−3}.
Hence the claim is true for m1 = 1 since
|{xn, xn+2, xn+4, . . . , xp−3}| = (p− n− 1)/2.
Let now m1 ≥ 2. Then m1 = ms ≥ 2 by (2). If n = p− 2, then s = k, mk = 2 and nk = 1. Together
with (2) and (*) this implies that mi = 2 and ni = 1 for all i ∈ [1, k] . Therefore id(x) ≤ p/2 − 2, a
contradiction. Thus we may assume that n ≤ p− 3. According to Claims 1-4 we have
if ms ≥ 3, then od(xn−1, C(n, p− 1)) ≤ (ms − 1 +ms+1 + · · ·+mk)/2 ≤ (p− n− 1)/2;
if ms = 2, then od(xn−1, C(n, p− 1)) ≤ 1 + (ms+1 +ms+2 + · · ·+mk)/2 ≤ (p− n− 1)/2
since n ≤ p− 3. Claim 7 is proved.
Now we shall complete the proof of Lemma 5.
From Claim 7, od(xn−1) ≥ (p − 2)/2 and the fact that A(xn−1 → {x, x1}) = ∅ it follows that there
is an l ∈ [2, n − 3] such that xn−1 → {xl, xl+1}. Choose l with these properties is as small as possible.
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Note that xn−1 cannot be inserted into the path x1x2 . . . xn−2. Now using the minimality property of l,
Lemma 2 and Claim 5, we see that
A(xn−1, xl−1) = A({xl−3, xl−2} → xn−1) = ∅. (11)
First we prove that l ≥ 3. Assume that l = 2. Then A(xn−1, xp−1) = ∅ by (11) and Claim 4. Hence
it is easy to see that
d(xn−1, C(n, p− 1)) ≤ p− n− 1. (12)
Indeed, if m1 ≥ 2, then (12) immediately follows from Claims 2 and 6 and if m1 = 1, then Mj = {xqj+1}
and (12) follows from Claims 1(i) and 6. By (12),
p− 1 ≤ d(xn−1) = d(xn−1, C(1, n− 2)) + d(xn−1, C(n, p− 1)) + 1 ≤ d(xn−1, C(1, n− 2)) + p− n.
Hence d(xn−1, C(1, n− 2)) ≥ n− 1, which contradicts (6). This proves that l ≥ 3.
Suppose first that A(xl−2, xn−1) = ∅. If l = 3, then
A(xn−1, {xp−1, x1, x2}) = ∅, d(xn−1, Nk) ≤ nk − 1
(by (11) and Claims 2, 4) and
d(xn−1, C(1, n− 2)) = d(xn−1, C(3, n− 2)) ≤ n− 3 (by Lemma 2),
which contradicts (7). Thus we may assume that l ≥ 4. Since A(xn−1, {xl−1, xl−2}) = ∅, using Lemma
2 and (11), we obtain
d(xn−1, C(1, n− 2)) = d(xn−1, C(1, l − 3)) + d(xn−1, C(l, n− 2)) ≤ n− 4,
which also contradicts (7).
Suppose next that A(xl−2, xn−1) 6= ∅. Then xn−1xl−2 ∈ D by (11). Since A(xn−1 → {xp−1, x1}) = ∅
it follows that l ≥ 4. Therefore, since A(xl−1, xn−1) = ∅ by (11), from (7) and Lemma 2 it follows that
d(xn−1, C(1, n− 2)) = n− 3 (13)
and d(xn−1, Nk) = nk. From this and Claims 2, 4 it is easy to see that Nk → xn−1. If nk ≥ 2 or
x1xn−1 ∈ D, then, since d(xn−1, Nk ∪ C(1, l − 2)) ≥ nk + l − 3, by Lemma 4(i) there is an i ∈ [2, l − 2]
such that xi−3xn−1, xn−1xi ∈ D, which contradicts Claim 5. So, we may assume that nk = 1 and
A(x1, xn−1) = ∅. Because of this and (13), by Lemma 2 we have xn−1x2 ∈ D. Therefore Claim 6 holds
(i.e., L3 = ∅). Now using Claims 1 and 2, we see that d(xn−1, C(n, p− 1)) ≤ p − n. Together with (13)
this implies that d(xn−1) ≤ p− 2, a contradiction. This completes the proof of Lemma 5.
Notation. In the following, for any integer k, k denotes the element of [1, p − 1] (p ≥ 3) which is
congruent to k modulo p− 1 (i.e., k ≡ kmod (p− 1)).
Lemma 6. Let D be a digraph on p ≥ 10 vertices with minimum degree at least p−1 and with minimum
semi-degree at least p/2− 1. Let D contains a cycle C := Cp−1 := x1x2 . . . xp−1x1 of length p− 1 and let
for some n ∈ [5, p− 2] the digraph D contains no cycle of length n. Suppose that the vertex x /∈ V (C) is
adjacent with the vertex x1, is not adjacent with the vertex xp−1 and there are positive integers k and a
with k + a ≤ p− 2 such that xxa, xp−k−1x ∈ D and
A(C(p − k, p− 1)→ x) = A(x→ C(1, a− 1)) = ∅. (a ≥ 2) (14)
Then the following statements hold:
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(i) n ≤ p− k − a+ 2;
(ii) If i ∈ [p− k − 1, p− 2], j ∈ [1, a] and f(j, i) ≥ n− 1, then xixj /∈ D;
(iii) If p− k − 2 ≤ i < j ≤ p− 1, then xixj ∈ D if and only if j = i+ 1 (i.e., f(i, j) = 2).
Proof. Since Cn 6⊂ D, it follows from Lemmas 1 and 3 that d(x) = p − 1, id(x), od(x) ≤ m, where
m := ⌊p/2⌋, and for each i ∈ [1, p− 1],
|A(x→ xi)|+ |A(xi+n−2 → x)| = 1, in particular, xa+n−3x ∈ D. (∗)
Proof of statements (i) and (ii) immediately follows from d(x) = p− 1, (14), (*) and Lemma 1.
Proof of (iii). Suppose that statement (iii) is false. Then there are integers s and t with p − k − 2 ≤
s < t− 1 ≤ p− 2 such that xsxt ∈ D. Choose the vertices xs and xt so that f(s, t) is as small as possible.
Let d := f(s+ 1, t− 1). Note that
3 ≤ d+ 2 = f(s, t) ≤ k + 2. (15)
From A(C(p − k, p− 1)→ x) = ∅ by (14) and (*) it follows that
x→ C(p− k − n+ 2, p− n+ 1), in particular, xxp−k−n+2 ∈ D. (16)
Note that p − k − n + 2 ≥ a by Lemma 6(i). Together with (16) and A(x, xp−1) = ∅ this implies that
there is a vertex xq, q ∈ [p− n+ 1, p− 2], such that
xxq+1 /∈ D and x→ C(p− k − n+ 2, q). (17)
Remark that from xxq+1 /∈ D and (*) we have xq+n−1x ∈ D.
Case 1. q ≤ p− k − 2.
If f(q + n, q) ≥ d, then by (15), (17) and xq+n−1x ∈ D we have xxq−d+1 ∈ D and Cn = xxq−d+1
xq−d+2 . . . xsxt . . . xq+n−1x, a contradiction. Therefore, we may assume that f(q + n, q) < d. From this,
(15), Lemma 6(i) and f(q + n, q) + n = p it is easy to see that
p− k + 1 ≤ n = p− f(q + n, q) ≤ p− k − a+ 2.
This implies that a = 1, f(q + n, q) = k− 1, n = p− k+ 1 and d = k. Therefore, xx1 ∈ D, s = p− k − 2
and t = p − 1 (i.e., xp−k−2xp−1 ∈ D). From 5 ≤ n ≤ p− 2 and n = p − k + 1 it follows that p− k ≥ 4
and k ≥ 3. Hence by the minimality of f(s, t) we have
A(C(p− k − 1, p− 3)→ xp−1) = A(C(p− k − 2, p− 4)→ xp−2) = ∅. (18)
Since n = p− k + 1, using A(C(p− k, p− 1)→ x) = ∅ by (14) and (*) we see that
x→ C(1, k) (19)
We have a cycle Cn−1 := xx1x2 . . . xp−k−1x of length n − 1 and xp−1 cannot be inserted into this cycle
Cn−1. Hence, since xp−k−2xp−1 ∈ D, we have xp−1xp−k−1 /∈ D. Therefore, A(xp−1, xp−k−1) = ∅ by (18),
and d(xp−1, C(1, p− k − 1)) ≤ p− k − 1 by Lemma 2(ii). These together with (18) and d(xp−1) ≥ p− 1
give
xp−1 → C(p− k, p− 2). (20)
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If xixp−k−1 ∈ D, where i ∈ [p− k, p− 2], then Cn = xx2x3 . . . xp−k−2xp−1xi xp−k−1x by (19) and (20),
a contradiction. So we may assume that
A(C(p− k, p− 1)→ xp−k−1) = ∅. (21)
Therefore
id(xp−k−1, C(1, p− k − 3)) ≥ p/2− 3. (22)
It is easy to see that if i ∈ [1, p− k − 3], then
|A(xi → xp−k−1)|+ |A(xp−k → xi+1)| ≤ 1,
for otherwise xixp−k−1, xp−kxi+1 ∈ D and Cn = xp−1x1x2 . . . xixp−k−1xp−k xi+1 . . . xp−k−2xp−1, a
contradiction. From this and (22) it follows that xp−k does not dominate at least p/2 − 3 vertices
from C(2, p − k − 2). From the minimality of f(s, t) we also have that xp−k does not dominate k − 2
vertices from C(p − k + 1, p − 1). On the other hand, from (14), (21) and Lemma 6(ii) we get that
A(xp−k → {x, xp−k−1, x1}) = ∅. Hence, by our arguments above we have that xp−k does not dominate at
least p/2+k−2 vertices. This implies that od(xp−k) ≤ p/2−k+1 ≤ p/2−2 since k ≥ 3, a contradiction.
The discussion of Case 1 is completed.
Case 2. q ≥ p− k − 1.
From xxq+1 /∈ D and (14) it follows that A(x, xq+1) = ∅. Since δ0(x) ≥ p/2− 1 and d(x) = p− 1 we
see that od(x) ≤ p/2. Hence from q ≥ p− k − 1 and (17) we have n− 2 ≤ p/2 (i.e., n ≤ p/2 + 2).
For Case 2 we first prove the following Claims 1-5.
Claim 1. L4 := A(xq → C(q + 2, p− 1) ∪ C(1, a− 1)) = ∅.
Proof. Assume that xqxi ∈ L4 for some i ∈ [q + 2, p − 1] ∪ [1, a − 1]. Recall that n ≤ p − k − a + 2
by Lemma 6(i). Hence the cycle C′ := xaxa+1 . . . xqxi . . . xa has length at least n − 1. Then, since
d(x) = p − 1, (14) and A(xq+1, x) = ∅, we obtain d(x, V (C′)) ≥ |V (C′)| + 1. Therefore Cn ⊂ D by
Lemma 1, a contradiction.
Claim 2. If p− k − n ≥ a+ n− 4, then A(xq → C(a, a+ n− 3)) = ∅.
Proof. Suppose, on the contrary, that there is an i ∈ [0, n − 3] such that xqxa+i ∈ D. Then, since
xa+n−3x ∈ D by (*), f(p− k − n+ 2, q) ≥ n− 2 and (17), we have Cn = xqxa+ixa+i+1 . . . xa+n−3xxq−i
xq−i+1 . . . xq, a contradiction.
Claim 3. If a < p− k − n+ 1 ≤ a+ n− 4, then A(xq → C(a, p− k − n+ 1)) = ∅.
Proof. Assume that the claim is not true, that there is an i ∈ [0, p−k−n−a+1] such that xqxa+i ∈ D.
Note that a + n − 3 ≤ p − k − 3. From q ≥ p − k − 1 and i ∈ [0, p − k − n − a + 1] it follows that
q − i ≥ n+ a− 2. Therefore xxq−i ∈ D by (17), and Cn = xqxa+ixa+i+1 . . . xa+n−3xxq−ixq−i+1 . . . xq, a
contradiction.
Claim 4. If q ≥ p− k, then the following hold:
(i) f(p− k, q) ≤ n− 3;
(ii) A(xq → C(p− k − n+ 2, p− k − n+ 2 + f(p− k, q − 1)) = ∅.
Proof. (i) Suppose, on the contrary, that f(p−k, q) ≥ n− 2. From this, since p−k+ f(p−k, q) = q+1,
we have q−n+3 ≥ p−k. Note that I(x) ⊆ C(1, p−k−1) by (14). It is easy to see that if xi ∈ I(x), then
xqxi /∈ D (otherwise xix, xqxi ∈ D and Cn = xqxixxq−n+3xq−n+4 . . . xq by xxq−n+3 ∈ D). Therefore
from id(x), od(xq) ≥ p/2 − 1 and xqx /∈ D it follows that xqxj ∈ D if and only if xj /∈ I(x). Then,
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since xp−1x /∈ D we have xqxp−1 ∈ D, and q = p − 2 by Claim 1. If xqx1 ∈ D (xq = xp−2), then
C′ := x1x2 . . . xp−2x1 is a cycle of the length p − 2 with d(x,C′) = p − 1, and hence D contains a
cycle Cn by Lemma 1, a contradiction. So, we may assume that xqx1 /∈ D and x1x ∈ D. Then, since
q−n+4 ≥ p−k+1, Cn = xxq−n+4 . . . xqxq+1x1x, a contradiction. This completes the proof of inequality
f(p− k, q) ≤ n− 3.
(ii) Suppose, on the contrary, that there is an i ∈ [1, f(p− k, q)] such that xqxp−k−n+1+i ∈ D. Then
p − k − n + 1 + i ≤ p − k − n + 1 + n − 3 = p − k − 2 by Claim 4(i), and Cn = xqxp−k−n+1+i . . .
xp−k−1xxq−i+1 . . . xq , a contradiction. Claim 4 is proved.
Claim 5. If a+ n ≥ p− k − n+ 4, then n ≥
{
p/2 + 1, if q ≥ p− k,
p/2, if q = p− k − 1.
Proof. Put B := C(p− k − n+ 2 + f(p− k, q), q + 1) \ {xq}. From Claims 1-4 it follows that
O(xq) ⊆
{
B, if q ≥ p− k,
B ∪ {x}, if q = p− k − 1.
Then p/2− 1 ≤ od(xq) ≤
{
n− 2, if q ≥ p− k,
n− 1, if q = p− k − 1
since |B| = n− 2. Claim 5 is proved.
We now consider the following two subcases.
Subcase 2.1. a+ n ≥ p− k − n+ 4.
Using (*) and (17), we obtain
xq+n−1x ∈ D and A({xq+1, xq+2, . . . , xq+n−2} → x) = ∅. (23)
Claim 5 and n ≤ p/2 + 2 imply that m ≤ n ≤ m+ 2 (m := ⌊p/2⌋).
Suppose that n = m+ 2. From q ≥ p− k − 1, (17) and od(x) ≤ m it follows that q = p− k − 1 and
A(x→ {xq+1, xq+2, . . . , xp−k−n+1}) = ∅.
Together with q + n− 2 ≥ p− k − n+ 1 and (23) this implies that
A(x, {xq+1, xq+2, . . . , xp−k−n+1}) = ∅. (24)
Hence x1 = xp−k−n+2 (i.e., n = p− k + 1 and xp−1 = xp−k−n+1) and k ≥ m − 1 ≥ 4. From k ≥ 4 and
(*) we get xp−k−2x ∈ D. By (24) and Lemma 1, we can assume that s = p− k − 2 and
A(C(p− k − 1, p− 3)→ xp−1) = ∅, (25)
in particular, xp−k−1xp−1 /∈ D. Then, since d(xp−1) ≥ p − 1 and the vertex xp−1 cannot be inserted
into the path x1x2 . . . xp−k−1, using Lemma 2(ii) and (25) we get that xp−1xp−k ∈ D. From this it
is easy to see that if xp−kxi ∈ D, i ∈ [2, p − k − 1], then xi−1xp−1 /∈ D (otherwise, if i ≥ 3, then
Cn = xx2 . . . xi−1xp−1xp−kxixi+1 . . . xp−k−1x and if i = 2, then Cn = xx1xp−1xp−kx2 . . . xp−k−2x).
Again using Lemma 1 and (24), we obtain
A(xp−k → C(p− k + 2, p− 1) ∪ {x1}) = ∅.
Therefore xp−k dominates at least p/2 − 2 vertices of C(2, p − k − 1). This implies that xp−1 is not
dominated at least by p/2 − 2 vertices from C(1, p− k − 2). Together with (25), k ≥ 4 and xxp−1 /∈ D
this implies that id(xp−1) ≤ p/2− 2, a contradiction.
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Now suppose that m ≤ n ≤ m+ 1 and q = p− k − 1. From Claim 5 and n ≤ m+ 1 we obtain that
p− k − n− 1 ≤ p− k + n− 2 ≤ p− k − n+ 1. (26)
From q = p− k − 1, (17) and (*) it follows that
A({xp−k, xp−k+1, . . . , xp−k+n−3} → x) = ∅,
and xp−k+n−2x ∈ D (i.e., k ≤ n − 2). This implies that d := f(s + 1, t − 1) ≤ n − 2. If t ≥ p − k + 1,
then Cn = xxp−k−d . . . xp−k−d+1 · · ·xsxtxt+1 · · ·xp−k+n−2x, a contradiction. Therefore t = p − k and
s = p− k − 2. From our supposition that Cn 6⊂ D it is not difficult to see that
A(xp−k → {xp−k−1, xp−k−n, xp−k−n+1}) = ∅. (27)
If xp−kxp−k+i ∈ D, where i ∈ [2, n − 2], then Cn = xp−kxp−k+ixp−k+i+1 . . . xp−k+n−2xxp−k−i+1
. . . xp−k by (17), a contradiction. So we may assume that
A(xp−k → {xp−k+2, xp−k+3, . . . , xp−k+n−2}) = ∅.
Together with (26) and (27) this implies that
O(xp−k) ⊆ C(p− k − n+ 2, p− k − 2) ∪ {xp−k+1}.
Therefore n− 2 ≥ p/2− 1. Then, since n ≤ m+1, it follows that p = 2m, n = m+1, xp−kxp−k−n+2 ∈ D
and xp−k−n+1 = xp−k+n−2. Hence, by (23) it is obvious that there is a vertex xj ∈ C(p−k−n+2, p−k−2)
such that xjx ∈ D. But then by (17), Cn = xp−kxp−k−n+2 . . . xjxxj+1 . . . xp−k, a contradiction.
Finally suppose that m ≤ n ≤ m+ 1 and q ≥ p− k. Then p = 2m and n = m+ 1 by Claim 5. Using
od(x) ≤ m and (17), we get that q = p− k, xa = xp−k−n+2 = xp−k+n−1 and
A(x, {xp−k+1, xp−k+2, . . . , xp−k+n−2}) = ∅.
Therefore a = 1 and x1x ∈ D. Now using (14) with Lemma 1, we obtain
A(C(p − k − 1, p− 3)→ xp−1) = A(xp−k → C(p− k + 2, p− 1) ∪ {x1}) = ∅.
Together with f(p − k − 1, p − 3) = m − 1 and xxp−1 /∈ D, xp−kx /∈ D (by (14)) this implies that
xp−k−2xp−1, xp−kx2 ∈ D and Cn = xp−kx2 . . . xp−k−2xp−1x1xxp−k, which is a contradiction and com-
pletes the discussion of Subcase 2.1.
Subcase 2.2. a+ n− 3 ≤ p− k − n.
Put α := |I(x) ∩ C(p− k − n+ 2, p− k − 1)|, β := |I(x) ∩ C(a, a+ n− 3)|,
γ := |I(x) ∩ C(a+ n− 2, p− k − n+ 1)| and
B1 := C(q + 2, p− 1) ∪ C(1, a+ n− 3) ∪ C(p− k − n+ 2, p− k − n+ 1 + f(p− k, q)).
It is clear that
1 ≤ α ≤ n− 2, 1 ≤ β ≤ n− 2 and |B1| = a+ n+ k − 4. (28)
From Claims 1, 2 and 4(ii) it follows that
A(xq → B1) = ∅ and |B1| ≤ m. (29)
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For Subcase 2.2 first we will prove Claims 6-9.
Claim 6. β ≤ k.
Proof. If n − 2 ≤ k, then β ≤ n − 2 ≤ k by (28). So we may assume that n − 3 ≥ k. Then from
q ≥ p− k− 1 and (*) it follows that x1x /∈ D. This means that a = 1 and a+ n− 3 = n− 2. Then, since
x→ C(p− k − n+ 2, q) and |C(p− k − n+ 2, q)| ≥ k + 1,
from (*) it follows that A(C(1, n− k− 2)→ x) = ∅. Hence β ≤ |C(1, n− 2) \C(1, n− k− 2)| ≤ k. Claim
6 is proved.
Note that from id(x) ≥ m− 1, β ≤ k and (14) it follows that
γ ≥ id(x) − (α+ β + a− 1) ≥ id(x) − (α+ a+ k − 1) ≥ m− α− a− k. (30)
Claim 7. If q = p− k − 1, then s = p− k − 2, t = p− k and A(xp−k → B1 \ {xp−k+1}) = ∅.
Proof. Since q = p− k − 1, from the definitions of B1 and q it follows that B1 = C(p− k + 1, p− 1) ∪
C(1, a+ n− 3) and xxp−k /∈ D. Therefore xp−k+n−2x ∈ D by (*). Together with (14) this implies that
p− k + n− 2 = n − k − 1 ≥ 1 (i.e., n ≥ k + 2 and xp−k+n−2 = xn−k−1). Therefore, if t 6= p − k, then
Cn = xxp−k−d . . . xsxtxt+1 . . . xn−k−1x (d := f(s+ 1, t− 1)), a contradiction. Hence, t = p− k and this
implies that s = p− k − 2. In particular, we also have
A(xp−k → C(p− k + 2, p− 1)) = ∅.
If xp−kxa+i ∈ D, where i ∈ [1, n− 3], then Cn = xp−kxa+ixa+i+1 . . . xa+n−3xxp−k−i . . . xp−k by (17),
a contradiction. Therefore
A(xp−k → C(a+ 1, a+ n− 3)) = ∅.
If xp−kxi ∈ D, where i ∈ [1, a], then by Lemma 6(ii), p − k = p − 1 (i.e., k = 1 and xp−k+1 = x1).
Now from (17) and (*) we obtain that a = 1 and this completes the proof of Claim 7.
Claim 8. Either α ≥ 2 or γ ≥ 1.
Proof. Suppose, on the contrary, that α = 1 and γ = 0. Then from (14) and Claim 6 we find that
id(x) ≤ a+ β ≤ a+ k.
Together with id(x) ≥ p/2− 1, n ≥ 5, (28) and (29) this implies that
m ≥ |B1| = a+ n+ k − 4 ≥ id(x) + n− 4.
Hence id(x) = m− 1, β = k, n = 5, p = 2m and |B1| = m. Therefore xq → V (D) \ (B1 ∪ {xq}) by (29).
Since x /∈ B1, we obtain xqx ∈ D, q = p−k−1 by (14), and p−k−n = a+n−3 (in the converse case, we
have xp−k−n /∈ B1, xqxp−k−n ∈ D and Cn = xqxp−k−n . . . xq). Therefore A(xp−k → B1 \ {xp−k+1}) = ∅
by Claim 7. Using this together with A(xp−k → {x, xa+n−2}) = ∅ and |B1 \ {xp−k+1}| ≥ m− 1, we get
that od(xp−k) ≤ m− 2, a contradiction. Claim 8 is proved.
Claim 9. The vertex xq does not dominate at least γ + 1 vertices of C(a+ n− 2, p− k − n+ 1).
Proof. First suppose that γ = 0. Then α ≥ 2 by Claim 8. Therefore there is an i ∈ [1, n − 3] such
that xp−k−n+1+ix ∈ D. If xqxp−k−n+1 ∈ D, then Cn = xqxp−k−n+1 . . . xp−k−n+i+1xxq−n+i+3 . . . xq , a
contradiction. Therefore xqxp−k−n+1 /∈ D, and for γ = 0 Claim 9 is true.
Now suppose that γ ≥ 1. Then, since xa+n−2x /∈ D , it follows that a+n− 2 ≤ p− k−n. If xix ∈ D
for some i ∈ [a + n − 1, p − k − n + 1], then A(xq → {xi−1, xi}) = ∅ (for otherwise if xqxi ∈ D, then
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Cn = xqxixxq−n+3 . . . xq and if xqxi−1 ∈ D, then Cn = xqxi−1xixxq−n+4 . . . xq). Therefore, xq does not
dominate at least γ+1 vertices of C(a+n−2, p−k−n+1) since xa+n−2x /∈ D, and so Claim 9 is proved.
Now we will complete the proof of Lemma 6 for Subcase 2.2.
First suppose that q ≥ p− k. Then from Claims 1, 2, 4 and 9 it follows that xq does not dominate at
least a+ n+ k + γ − 3 vertices of the cycle C. Since xqx /∈ D, we see that m ≥ a+ n+ k + γ − 2. From
this and (30), we obtain
m ≥ a+ n+ k + γ − 2 ≥ m+ n− α− 2. (31)
Then, since α ≤ n−2, it follows that α = n−2 (i.e., C(p−k−n+2, p−k−1)→ x, m = a+n+k+γ−2)
and xq does not dominate exactly γ + 1 vertices from C(a + n − 2, p − k − n + 1) (i.e., if γ ≥ 1 and
xi ∈ C(a + n − 2, p − k − n + 1), then xqxi /∈ D if and only if xix ∈ D or xi+1x ∈ D). From this,
since k ≥ 2, γ ≥ 0 and a ≥ 1, by (31) we obtain n ≤ m − 1. Now using Claims 1, 2 and 4 we see
that A(xq → C(a + n − 2, p − k − n + 1)) 6= ∅, because of |C(p − k − n + 2 + f(p − k, q), q| ≤ m − 3.
Therefore there is an i ∈ [a + n − 2, p − k − n + 1] such that xqxi, xi+2x ∈ D. Thus we have a cycle
Cn = xqxixi+1xi+2xxq−n+5 . . . xq, which is a contradiction.
Now suppose that q = p− k− 1. Similarly as in Claim 9, one can show that xp−k does not dominate
at least γ + 1 vertices from C(a+ n− 2, p− k − n+ 1). By Claim 7, s = p− k − 2, t = p− k, and
A(xp−k → B1 \ {xp−k+1}) = ∅.
Therefore, since xp−kx /∈ D and |B1| = a+ n+ k − 4 by (28), it follows that xp−k does not dominate at
least a + n + k + γ − 3 vertices. Hence m ≥ a + n + k + γ − 3 ≥ m + n− α − 3 and α ≥ n − 3 ≥ 2 by
(30). Therefore xp−kxp−k−n+2 /∈ D ( for otherwise we obtain a cycle Cn ). Thus we see that xp−k does
not dominate at least m+ n− α− 2 ≥ m vertices, since α ≤ n− 2. It follows that xp−kxp−k−1 ∈ D and
D contains a cycle Cn := xxp−k−n+2 . . . xp−k−2xp−kxp−k−1x, which is a contradiction and completes the
discussion of Subcase 2.2. Lemma 6 is proved.
Main Result
We first introduce the following notations.
Notation. For any positive integer m, let H(m,m) denote the set of digraphs D on 2m vertices such
that V (D) = A∪B, 〈A〉 ≡ 〈B〉 ≡ K∗m, A(B → A) = ∅ and for every vertex x ∈ A (respectively, y ∈ B)
A(x→ B) 6= ∅ (respectively, A(A→ y) 6= ∅).
Notation. For any integer m ≥ 2, let H(m,m− 1, 1) denote the set of digraphs D on 2m vertices such
that V (D) = A ∪B ∪ {a} , |A| = |B|+ 1 = m, A(〈A〉) = ∅, 〈B ∪ {a}〉 ⊆ K∗m, yz, zy ∈ D for each pair
of vertices y ∈ A, z ∈ B and either I(a) = B and a→ A or O(a) = B and A→ a.
Notation. For any integer m ≥ 2 define the digraph H(2m) as follows: V (H(2m)) = A ∪ B ∪ {x, y},
〈A〉 ≡ 〈B〉 ≡ K∗m−1, A(A,B) = ∅, O(x) = {y} ∪ A, I(x) = O(y) = A ∪B and I(y) = {x} ∪B.
H ′(2m) is a digraph obtained from H(2m) by adding the arc yx.
Theorem. Let D be a digraph on p ≥ 10 vertices with the minimum degree at least p − 1 and with
minimum semi-degree at least p/2− 1 (m := ⌊p/2⌋). Then D is pancyclic unless
K∗m,m+1 ⊆ D ⊆ (Km +Km+1)
∗ or p = 2m and G ⊆ K∗m,m
or else
D ∈ H(m,m) ∪H(m,m− 1, 1) ∪ {[(Km ∪Km) +K1]
∗, H(2m), H ′(2m)}
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.Proof. Suppose that the theorem is false, in particular, for some n ∈ [3, p] the digraph D contains no
cycle of length n. We recall that D is strong, hamiltonian and contains cycles of length 3, 4 and p − 1
(see [31] and [12]). So, we have n ∈ [5, p− 2]. Let C := Cp−1 := x1x2 . . . xp−1x1 be an arbitrary cycle of
length p− 1 in D and let x be the vertex not containing in this cycle. From Lemmas 1 and 3 it follows
that d(x) = p− 1, m− 1 ≤ id(x), od(x) ≤ m and for each i ∈ [1, p− 1],
xxi ∈ D if and only if xi+n−2x /∈ D. (∗)
For the cycle C and for the vertex x we first prove the following claim:
Claim 1. There is a vertex xi, i ∈ [1, p−1] (to be definite, let xi := xp−1) and there are positive integers
k and a with k + a ≤ p− 2 such that the following hold:
A(x, xp−1) = ∅, A(x, x1) 6= ∅, xp−k−1x, xxa ∈ D
and
A({xp−k, xp−k+1, . . . , xp−1} → x) = A(x→ ({x1, x2, . . . , xa} \ {xa})) = ∅. (32)
Proof. Using Lemma 5, we see that there is a vertex xi, i ∈ [1, p − 1], such that A(x, xi) = ∅ and
A(x, xi+1) 6= ∅ (say xi := xp−1). Then there are positive integers a and k such that xxa, xp−k−1x ∈ D.
We can choose a and k so that (32) holds. If k + a ≥ p− 1, then from od(x) = p− 1 and (32) it follows
that {x1, x2, . . . , xa} → x → {xa, xa+1, . . . , xp−2}. Hence, Cn ⊂ D since n ∈ [5, p− 2], a contradiction.
Therefore, k + a ≤ p− 2. Claim 1 is proved.
Claim 1 immediately implies that the conditions of Lemma 6 hold. Therefore n ≤ p− k − a+ 2 and
if p− k − 2 ≤ i < j ≤ p− 1, then xixj ∈ D if and only if j = i+ 1. (33)
In particular, this implies that
A(C(p− k − 2, p− 3)→ xp−1) = ∅. (34)
Consider the digraph
←−
D , similarly to (34), one can show that
A(xp−1 → C(2, a+ 1)) = ∅. (35)
Case 1. n = p− k − a+ 2.
Then n = p− k − a+ 2 ≤ p− 2 implies that k + a ≥ 4. From (*) and (32) it follows that
C(p− k − a, p− k − 1)→ x→ C(a, a+ k − 1). (36)
Without loss of generality, we may assume that k ≥ 2 (otherwise we consider the digraph
←−
D). It
follows from statement (ii) of Lemma 6 that
A(xp−2 → C(1, a)) = ∅. (37)
From (34) and (35), we see that xp−k−2xp−1 /∈ D and xp−1xa+1 /∈ D. Hence, since xp−1 cannot be
inserted into the path xa+1xa+2 . . . xp−k−2, using (34), (35), d(xp−1) ≥ p − 1 and Lemma 2(iii), we get
that
C(1, a)→ xp−1 → C(p− k − 1, p− 2) and d(xp−1, C(a+ 1, p− k − 2)) = n− 5, (38)
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in particular, xaxp−1, xp−1xp−k−1 ∈ D. Therefore, by Lemma 2, there is an l ∈ [a + 1, p− k − 2] such
that A(xp−1, xl) = ∅ and xl−1xp−1, xp−1xl+1 ∈ D. Let l with these properties be the smallest. By
(36) and (38), xxa+1, xp−1xp−2 ∈ D. Therefore, since xxa, xp−k−1x ∈ D, if xl−1xp−2 ∈ D, then Cn =
xxa . . . xl−1xp−2xp−1xl+1 . . . xp−k−1x, if xlxp−2 ∈ D, then Cn = xxa+1 . . . xlxp−2xp−1xl+1 . . . xp−k−1x
and if xp−2xl+1 ∈ D, then Cn = xxa . . . xl−1xp−1xp−2xl+1 . . . xp−k−1x, a contradiction. So, we may
assume that
A({xl−1, xl} → xp−2) = A(xp−2 → xl+1) = ∅. (39)
From Lemma 6(iii) it follows that
A(C(p− k − 2, p− 4)→ xp−2) = ∅. (40)
Suppose that A(xp−2, xl) = ∅. Since xp−2 cannot be inserted into the path P := xaxa+1 . . . xp−k−1
and xp−2xa /∈ D by (37), xl−1xp−2 /∈ D by (39), using Lemma 2(iii), we see that
d(xp−2, C(a, l − 1) ≤ l − a− 1. (41)
Furthermore, using (39) and (40), similarly to (41), one can show that
d(xp−2, C(l + 1, p− k − 1)) ≤
{
p− k − l − 1, if k = 2,
p− k − l − 2, if k ≥ 3.
Now by (37), (40), (41) and xp−2x /∈ D,
d(xp−2) = d(xp−2, C(1, a− 1)) + d(xp−2, C(a, l − 1)) + d(xp−2, C(l + 1, p− k − 1))+
d(xp−2, C(p− k, p− 1)) + d(xp−2, x) ≤ p− 2, a contradiction.
Now suppose that A(xp−2, xl) 6= ∅. It follows from (39) that xp−2xl ∈ D. Since xp−k−1x, xp−1xp−2 ∈
D and (36), we have if l ≥ a+2, then Cn = xxa+1 . . . xl−1xp−1xp−2xl . . . xp−k−1x, a contradiction. Hence
l = a+1. If xp−k−2x ∈ D, then Cn = xxaxp−1xp−2xl . . . xp−k−2x, a contradiction. Thus we may assume
that xp−k−2x /∈ D. Then from (36) it follows that a = 1. Then k ≥ 3. From (33) and (34), by Lemma
2, we obtain d(xp−1, C(3, p− k − 1)) = p− k − 3. Using (34), (35), (38) and the minimality of l = a+ 1
it is easy to see that A(C(2, p− 3)→ xp−1) = ∅. Hence id(xp−1) ≤ 2, a contradiction.
Case 2. n ≤ p− k − a+ 1.
Then from xxa ∈ D and (*) it follows that n ≤ p− k − a (i.e., a ≤ p− k − n).
Notation. In the following let P := xaxa+1 . . . xp−k−1, a := s1, P1 := xs1xs1+1 . . . xs1+n−3 and if
i ≥ 2, then Pi−1 := xsi−1xsi−1+1 . . . xsi−1+n−3. For i ≥ 2 if si−1 + n − 3 ≤ p − k − n + 1 and there is
an si ∈ [si−1 + 2, si−1 + n− 3] such that xxsi ∈ D and xxsi−1 /∈ D, then let Pi := xsixsi+1 . . . xsi+n−3
(the integers si, i ≥ 1 , with these properties chosen is as large as possible). Let r − 1 be the max-
imal number of these Pi paths and let Pr := xp−k−n+2xp−k−n+3 . . . xp−k−1. Since n ≤ p − k − a, we
have r ≥ 2. If sr−1+n−3 ≥ p−k−n+2, then we say that the path P is covered with paths P1, P2, . . . , Pr.
Note that each Pi path has length n− 3. By the definition of si, i ∈ [1, r], and (*) we have
xxsi , xsi+n−3x ∈ D, xsi+n−2x /∈ D (42)
and xxsixsi+1 . . . xsi+n−3x is a cycle of length n− 1, where sr := p− k − n+ 2.
We now divide the Case 2 into two subcases.
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Subcase 2.1. The path P is covered with paths P1, P2, . . . , Pr.
Notation. In the following , let A0 := C(1, s1), A1 := C(s1+1, s1+n− 4), Ar+1 := C(p− k− 1, p− 2)
and Ai := C(si−1 + n− 3, si + n− 4) if i ∈ [2, r].
It is easy to see that C(1, p − 2) = ∪r+1i=0Ai and Ai ∩ Aj = ∅ for each pair of distinct i, j ∈ [0, r + 1].
From n ≥ 5 and Cn 6⊂ D it follows that if i ∈ [2, r], then |Ai| = si − si−1 ≥ 2 and if i ∈ {0, 1, r+1}, then
|Ai| ≥ 1 (|A1| = n− 4). It is not difficult to see that xp−1 cannot be inserted into no subpaths of P with
vertices set Ai for all i ∈ [1, r]. Therefore, using (34), (35) and Lemma 2, we obtain
d(xp−1, Ai) ≤
{
|Ai|, if i ∈ {1, r}
|Ai|+ 1, if i ∈ [2, r − 1].
(43)
First let us prove the following Claims 2-5.
Claim 2. xp−1xp−k−1 ∈ D.
Proof. Suppose, on the contrary, that xp−1xp−k−1 /∈ D. From (34) and (35) it is easy to see that
d(xp−1, Ar+1) ≤ |Ar+1| and d(xp−1, A0) ≤ |A0|+ 1. Then, since p− 2 =
∑r+1
i=0 |Ai| and
p− 1 ≤ d(xp−1) =
r+1∑
i=0
d(xp−1, Ai),
from (43) it follows that there is an t ∈ {0} ∪ [2, r − 1] such that d(xp−1, At) = |At|+ 1.
Suppose first that t ∈ [2, r − 1]. Then, since xp−1 cannot be inserted into the subpath C[xst−1+n−3,
xst+n−4], from d(xp−1, At) = |At|+1 and Lemma 2(ii) it follows that xst+n−4xp−1 and xp−1xst−1+n−3 ∈
D. Therefore for each i ∈ [1, t− 1] and for each l ∈ [t, r] it is easy to see that
xsi+n−4xp−1 /∈ D and xp−1xsl+n−3 /∈ D. (44)
Indeed, in the converse case, by (42) we have if xsi+n−4xp−1 ∈ D, then Cn = xxsixsi+1 . . . xsi+n−4xp−1
xst−1+n−3x and if xp−1xsl+n−3 ∈ D, then Cn = xxstxst+1 . . . xst+n−4xp−1xsl+n−3x, a contradiction.
Using (34), (35), (44) and Lemma 2, we obtain
d(xp−1, Ai) ≤


|Ai| − 1, if i ∈ {1, r},
|Ai|, if i ∈ [2, r + 1] \ {r, t},
|Ai|+ 1, if i ∈ {0, t}.
Therefore p− 1 ≤ d(xp−1) =
r+1∑
i=0
d(xp−1, Ai) ≤
r+1∑
i=0
|Ai| = p− 2, a contradiction.
Now suppose that t = 0. Then from (35) and d(xp−1, A0) = |A0|+1 it follows that A0 → xp−1. Hence
xp−1xsi+1 /∈ D for each i ∈ [1, r] (otherwise by (42), Cn = xxs1xp−1xsi+1xsi+2 . . . xsi+n−3x). Now we
decompose the set C(s1 + 1, p − k − 2) into subsets Bi, where Bi := C(si + 1, si+1) if i ∈ [1, r − 1] and
Br := C(sr + 1, sr + n − 4). Note that xp−1 cannot be inserted into no subpaths of the path P with
vertex set Bi. Therefore, using (34), xp−1xsi+1 /∈ D, xp−1xp−k−1 /∈ D and Lemma 2, we obtain
d(xp−1, Bi) ≤
{
|Bi|, if i ∈ [1, r − 1],
|Bi| − 1, if i = r.
Hence it is not difficult to see that
p− 1 ≤ d(xp−1) =
r∑
i=1
d(xp−1, Bi) + d(xp−1, A0 ∪ Ar+1)) ≤
r∑
i=1
|Bi|+ |A0 ∪ Ar+1| ≤ p− 2,
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which is a contradiction and completes the proof of Claim 2.
Claim 3. If i ∈ [1, r], then xsi+n−4xp−1 /∈ D.
Proof. Indeed, otherwise xsi+n−4xp−1 ∈ D and Cn = xxsixsi+1 . . . xsi+n−4 xp−1xp−k−1x by (42) and
Claim 2, a contradiction.
Claim 4. xs1xp−1 ∈ D.
Proof. Suppose, on the contrary, that xs1xp−1 /∈ D. Then from (35) it follows that d(xp−1, A0) ≤ |A0|.
Since xp−1 cannot be inserted into no subpaths of P with vertex set Ai, i ∈ [1, r], using (34), (35), Claim
3 and Lemma 2, we obtain
d(xp−1, Ai) ≤


|Ai|, if i ∈ {0} ∪ [2, r],
|Ai| − 1, if i = 1,
|Ai|+ 1, if i = r + 1.
Hence
p− 1 ≤ d(xp−1) =
r+1∑
i=0
d(xp−1, Ai) ≤
r+1∑
i=0
|Ai| = p− 2, a contradiction.
Claim 4 is proved.
Claim 5. If i ∈ [1, r], then xp−1xsi+1 /∈ D.
Proof. Indeed, otherwise xp−1xsi+1 ∈ D and Cn = xxs1xp−1xsi+1 . . . xsi+n−3x by Claim 4 and (42), a
contradiction.
From (34), (35), Claim 3 and Lemma 2 it follows that
d(xp−1, Ai) ≤


|Ai| − 1, if i = 1,
|Ai|+ 1, if i ∈ {0, r + 1},
|Ai|, if i ∈ [2, r].
Therefore
p− 1 ≤ d(xp−1) =
r+1∑
i=0
d(xp−1, Ai) ≤
r+1∑
i=0
|Ai|+ 1 = p− 1.
It follows that d(xp−1) = p− 1 and
d(xp−1, Ai) =


|Ai| − 1, if i = 1,
|Ai|+ 1, if i ∈ {0, r + 1},
|Ai|, if i ∈ [2, r].
(45)
Using this together with (34), (35), Claim 3, the definitions of sets Ai and Lemma 2 it is not difficult to
see that
A0 → xp−1 → Ar+1 ∪ {xs1+n−3, xs2+n−3, . . . , xsr+n−3}. (46)
Hence, by Claim 5, for all i ∈ [2, r] we have xsi+1 6= xsi−1+n−3.
We will now prove the following:
Claim 6. A(xp−1, {xs1+1, xs1+3, . . . , xp−k−2}) = ∅ (p− k − s1 is odd) and
{xs1 , xs1+2, . . . , xp−k−3} → xp−1 → {xs1+2, xs1+4, . . . , xp−k−1}.
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Proof. Using the definition of si, Claims 2-5, (46) and d(xp−1) = p − 1 it is not difficult to show that
for n = 5 Claim 6 is true.
Assume that n ≥ 6. To prove Claim 6 for n ≥ 6, it suffices to prove Claims 6.1-6.4.
Claim 6.1. If l ∈ [1, r − 1], i ∈ [sl + 1, sl + n− 4] and xi−1xp−1 ∈ D, then xp−1xi+2 /∈ D.
Proof. Suppose, on the contrary, that l ∈ [1, r− 1], i ∈ [sl + 1, sl + n− 4] and xi−1xp−1, xp−1xi+2 ∈ D.
Without loss of generality, we may assume that i is as maximal as possible. If xsl+n−1x ∈ D, then
Cn = xxsl . . . xi−1xp−1xi+2 . . . xsl+n−1x, a contradiction. Therefore xsl+n−1x /∈ D, and it follows from (*)
that xxsl+1 ∈ D. Hence xsl+n−3xp−1 /∈ D (otherwise by Claim 2, Cn = xxsl+1 . . . xsl+n−3xp−1xp−k−1x).
Since xp−1 cannot be inserted into the path xsl+n−2xsl+n−1 . . . xsl+1+n−4, d(xp−1, Al+1) = |Al+1| by
(45), and xsl+1+n−4xp−1 /∈ D by Claim 3, from Lemma 2 it follows that xp−1xsl+n−2 ∈ D. Therefore by
Claim 5 and (46), sl+1 ≤ sl + n− 5 and xsl+1 ∈ Al.
Assume that i ≥ sl+1 − 1. Since xxsl+1−1 /∈ D (by the definition of si) and xxsl ∈ D, we see that
there is an t ∈ [sl + 1, sl+1 − 2] such that xxt ∈ D and xxt+1 /∈ D. Therefore xt+n−1x ∈ D by (*), and
Cn = xxtxt+1 . . . xi−1xp−1xi+2 . . . xt+n−1x, a contradiction.
Now assume that i ≤ sl+1 − 2. Since xsl+1 ∈ Al, xp−1 → {xsl+n−3, xsl+n−2}, xp−1xsl+1+1 /∈ D by
Claim 5, and the path xsl+1xsl+1+1 . . . xsl+n−3 cannot be extended with xp−1, there is an k ∈ [sl+1 +
2, sl + n− 3] such that xp−1 → {xk, xk+1, . . . , xsl+n−2} and A(xp−1, xk−1) = ∅. From the maximality of
i it follows that xk−2xp−1 /∈ D. Let l = 1. Then, since the path xs1+1 . . . xs1+n−4 cannot be extended
with xp−1, by Lemma 2 we obtain
d(xp−1, A1) = d(xp−1, C(s1 + 1, k − 2)) + d(xp−1, C(k, s1 + n− 4)) ≤ |A1| − 2,
which contradicts (45). Let now l ≥ 2. Then, since xp−1 cannot be inserted into the path xsl−1+n−3
xsl−1+n−2 . . . xsl+n−4, by Lemma 2(ii) we have
d(xp−1, Al) = d(xp−1, C(sl−1 + n− 3, k − 2)) + d(xp−1, C(k, sl + n− 4)) ≤ sl − sl−1 − 1 = |Al| − 1,
which also contradicts (45). Claim 6.1 is proved.
Claim 6.2. If l ∈ [1, r − 1], then A(xp−1, {xsl−1+n−2, xsl−1+n, . . . , xsl+n−4}) = ∅ (sl − sl−1 is even) and
{xsl−1+n−3, xsl−1+n−1, . . . , xsl+n−5} → xp−1 → {xsl−1+n−3, xsl−1+n−1, . . . , xsl+n−5, xsl+n−3},
where s0 + n− 3 := s1 + 2.
Proof. Note that for all i ∈ [s1, p− k − 2],
|A(xi → xp−1)|+ |A(xp−1 → xi+1)| ≤ 1, (47)
since xp−1 cannot be inserted into no subpath of P with vertex set Al, l ∈ [1, r].
We prove Claim 6.2 by induction on l. Assume that l = 1. We first show the following statement:
(a). For all i ∈ [s1, s1 + n− 4] the vertex xp−1 is adjacent at most with one vertex from {xi, xi+1}.
Proof of (a). Suppose that Statement (a) is not true. Then for some i ∈ [s1, s1+n− 4] the vertex xp−1
is adjacent with xi and xi+1. Then by (47), we only need to consider the following three cases:
(i) xp−1 → {xi, xi+1}; (ii) {xi, xi+1} → xp−1; (iii) xp−1xi, xi+1xp−1 ∈ D.
We show that all these cases cannot occur.
(i) xp−1 → {xi, xi+1}. Let i with these properties be the smallest. From Claims 4 and 5 we have
xp−1xs1+1 /∈ D and xs1xp−1 ∈ D. Therefore i ≥ s1 + 4 by Claim 6.1. Now from (47), Claim 6.1
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and the minimality of i it follows that A(xp−1, xi−1) = ∅, xi−2xp−1 /∈ D. Hence, since the paths
Q1 := xs1+1xs1+2 . . . xi−2 andQ2 := xixi+1 . . . xs1+n−4 cannot be extended with xp−1 and xp−1xs1+1 /∈ D
(Claim 5), xs1+n−4xp−1 /∈ D (Claim 3), using Lemma 2, we obtain
d(xp−1, A1) = d(xp−1, Q1) + d(xp−1, Q2) ≤ |Q1| − 1 + |Q2| = |A1| − 2,
which contradicts (45).
Similarly we obtain a contradiction for the cases (ii) and (iii). Statement (a) is proved.
From statement (a) and Claims 3, 5 it follows that A(xp−1, {xs1+1, xs1+n−4} = ∅. Therefore by
Lemma 4b and d(xp−1, A1) = |A1| − 1 (by (45)) we have n is odd and
A(xp−1, {xs1+1, xs1+3, . . . , xs1+n−4}) = ∅, O(xp−1, A1) = I(xp−1, A1) = {xs1+2, xs1+4, . . . , xs1+n−5}.
Hence Claim 6.2 is true for l = 1.
Now assume that Claim 6.2 holds for l− 1, 2 ≤ l ≤ r− 1, and prove it for l. By (46), xp−1xsl−1+n−3,
xp−1xsl+n−3 ∈ D, and by the inductive assumption, xsl−1+n−5xp−1 ∈ D. Therefore by Claim 6.1,
xp−1xsl−1+n−2 /∈ D. Now similarly to Statement (a) we can prove the following Statement (b):
(b). For all i ∈ [sl−1 + n− 3, sl + n− 4], xp−1 is adjacent with at most one vertex from {xi, xi+1}.
From (46) and statement (b) it follows that A(xp−1, {xsl−1+n−2, xsl+n−4}) = ∅. Now from Lemma
4b, since d(xp−1, Al) = |Al| by (45), it follows that for all l ∈ [2, r − 1], sl − sl−1 is even and
A(xp−1, {xsl−1+n−2, xsl−1+n, . . . , xsl+n−4}) = ∅,
O(xp−1, Al) = I(xp−1, Al) = {xsl−1+n−3, xsl−1+n−1, . . . , xsl+n−5}.
Claim 6.2 for 2 ≤ l ≤ r − 1 is proved and this completes the proof of Claim 6.2.
Claim 6.3. If i ∈ [sr + 1, sr + n− 5] and xi−1xp−1 ∈ D, then xp−1xi+2 /∈ D.
Proof. Suppose that i ∈ [sr + 1, sr + n − 5] and xi−1xp−1, xp−1xi+2 ∈ D. If xxsr−2 ∈ D, then
Cn = xxsr−2xsr−1 . . . xi−1xp−1xi+2 . . . xp−k−1x, a contradiction. Hence xxsr−2 /∈ D and xsr+n−4x ∈ D
by (*). From Claims 3 and 6.1 it follows that i ≥ sr−1 + n− 2. Let d := f(sr, sr−1 + n− 4). Therefore,
since xp−1xsr−1+n−3 ∈ D by (46), if d is even, then Cn = xxs1xs1+1 . . . xs1+dxp−1xsr−1+n−3 . . . xsr+n−4x
and if d is odd, then Cn = xxs1xs1+1 . . . xs1+d−1xp−1 xsr+n−3 . . . xp−k−1x by Claim 6.2 and (46), a con-
tradiction. Claim 6.3 is proved.
Claim 6.4. A(xp−1, {xsr−1+n−2, xsr−1+n, . . . , xsr+n−4}) = ∅ (sr − sr−1 is even) and
{xsr−1+n−3, xsr−1+n−1, . . . , xsr+n−5} → xp−1 → {xsr−1+n−3, xsr−1+n−1, . . . , xsr+n−5, xsr+n−3}.
Proof. From Claim 6.2 we have xsr−1+n−5xp−1 ∈ D. Hence, xp−1xsr−1+n−2 /∈ D by Claim 6.1. Then,
since d(xp−1, Ar) = |Ar| by (45), xp−k−2xp−1 /∈ D by (34), using Lemma 2 we obtain xsr−1+n−3xp−1 ∈ D.
Again using Lemma 2, Claim 6.3 and (45), similarly to Satament (a), we can prove the following statement:
(c). For all i ∈ [sr−1 + n− 3, sr + n− 4], xp−1 is adjacent at most with one vertex from {xi, xi+1}.
By (46), xp−1 → {xsr−1+n−3, xsr+n−3}. Therefore, A(xp−1, {xsr−1+n−2, xsr+n−4}) = ∅ by Statement
(c). Together with (45) and Lemma 4b this implies that
O(xp−1, Ar) = I(xp−1, Ar) = {xsr−1+n−3, xsr−1+n−1, . . . , xsr+n−5}.
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Claim 6.4 is proved and hence the proof of Claim 6 is completed.
From Claim 6, d(xp−1) = p− 1, δo(xp−1) ≥ p/2− 1 and (46) it follows that
|k − s1| ≤ 1. (48)
Claim 7. s1 := a = 1.
Proof. Suppose, on the contrary, that a ≥ 2. Then x1x ∈ D and from Claim 6 it follows that
{xa+n−5, xa+n−3} → xp−1. (49)
From this it is easy to see that a ≥ 3 (otherwise a = 2, a+n− 3 = n− 1 and Cn = x1x2 . . . xn−1xp−1x1).
If x2x ∈ D or xxa+1 ∈ D, then Cn = xxaxa+1 . . . xa+n−5xp−1x1x2x or Cn = xxa+1 . . . xa+n−3xp−1x1x
by (49), a contradiction. So we may assume that a ≥ 3, x2x /∈ D and xxa+1 /∈ D. Together with
(32) this implies that d(x,C(1, a + 1)) ≤ a + 1. By Claim 6, xp−1xa+2 ∈ D, and it is easy to see
that the cycle C′ := xp−1xa+2xa+3 . . . xp−2xp−1 has length at least n − 1. Using Lemma 1 we ob-
tain that d(x, V (C′)) = |V (C′)|, d(x,C(1, a + 1)) = a + 1 and xa+1x ∈ D. Hence it is clear that
x3x ∈ D. From (48) and a ≥ 3 we also have k ≥ 2. Then by (*), xxsr+1 ∈ D. If n ≥ 6, then
Cn = xxsr+1xsr+2 . . . xp−k−3xp−1x1x2x3x by Claim 6, a contradiction. So, we may assume that n = 5.
It is easy to see that a = 3 and x4x ∈ D (if a ≥ 4, then by (46) x4xp−1 ∈ D and C5 = xp−1x1x2x3x4xp−1).
Since n = 5 and the path P is covered with paths P1, P2, . . . , Pr it follows that x→ {x3, x5, . . . , xp−k−3}.
It is not difficult to see that if xix2 ∈ D for some i ∈ [5, p − k − 2], then C5 = xxix2x3x4x or
C5 = xxi−1xix2x3x respectively for odd i and for even i, a contradiction. Thus we may assume that
A({x5, x6, . . . , xp−k−2} → x2) = ∅. Together with Lemma 6(ii), (35) and xx2 /∈ D this implies that
I(x2) ⊆ {x3, x4, x1} (i.e., id(x2) ≤ 3), a contradiction. Claim 11 is proved.
Claim 8. k = 1.
Proof. Suppose that Claim 8 is false, that k ≥ 2. Then from (48) and Claim 7 it is easy to see that
k = 2. Note that xp−3x ∈ D and xp−2x1 /∈ D. By Claim 6, xp−1x3 ∈ D. Hence if x1xp−2 ∈ D, then
Cn = xx1xp−2xp−1x3 . . . xn−2x by (42), a contradiction. Thus A(x1, xp−2) = ∅. By (46), xp−1xp−3
and xp−1xn−2 ∈ D. Now from xp−1xn−2 ∈ D and Claim 6 it follows that xn−2xp−1 ∈ D. There-
fore if xp−2x2 ∈ D, then Cn = x2x3 . . . xn−2xp−1xp−3xp−2x2, a contradiction. So we may assume that
xp−2x2 /∈ D. Then, since xp−4xp−2 /∈ D by (33), and the path x2x3 . . . xp−4 cannot be extended with
xp−2 (otherwise some Pi, i ∈ [1, r], path can be extended with xp−2 and Cn ⊂ D), from Lemma 2 it fol-
lows that d(xp−2, {x2, x3, . . . , xp−4}) ≤ p−6. Now from d(xp−2) ≥ p−1, xp−2x /∈ D and A(xp−2, x1) = ∅
we obtain that xp−1xp−2 and xp−2xp−3 ∈ D. By Claim 6 we also have xn−4xp−1 ∈ D . Therefore
Cn = xx1x2 . . . xn−4xp−1xp−2xp−3x, a contradiction. Claim 8 is proved.
Now we shall complete the discussion of Case 2.1.
Using the Claims 6-8 it is not difficult to see that p = 2m+1 and n is odd (if n is even, then by Claim
6, xn−1xp−1 ∈ D and Cn = xp−1x1x2 . . . xn−1xp−1). Now we consider the cycle C′ := xx1x2 . . . xp−2x
of the length p − 1. It is easy to see that for this cycle C′ we have the considered Subcase 1.2. Then
analogously to Claim 6, we obtain
{x1, x3, . . . , xp−2} → x→ {x1, x3, . . . , xp−2}, A(x, {x2, x4, . . . , xp−3}) = ∅ and
A(〈{x, x2, x4, . . . , xp−3, xp−1}〉) = ∅, i.e. K
∗
m,m+1 ⊆ D ⊆ (Km +Km+1)
∗
This contradicts the our initial supposition, and completes the discussion of Case 2.1.
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Case 2.2. The path P cannot be covered with paths P1, P2, . . . , Pr−1, Pr. Then n ≤ m+ 1.
Remark. It is easy to see that in digraph
←−
D the path xp−k−1xp−k−2 . . . xs1+1xs1 also cannot be covered
with corresponding paths. Therefore in the further we assume that id(x) = ⌊p/2⌋ := m.
For convenience, in the following let q := sr−1. From the maximality of q it follows that if xj ∈ Pq
and xxj ∈ D, then x→ C(q, j). Since xxp−k−n+1 /∈ D, xxq ∈ D and q + n− 3 ≤ p− k − n+ 1, there is
an s ∈ [q, p− k − n] such that
xxs+1 /∈ D and x→ C(q, s). (50)
Therefore
xs+n−1x ∈ D and A(C(q + n− 2, s+ n− 2)→ x) = ∅ by (*). (51)
Subcase 2.2.1. s ≥ q + n− 3.
Then f(q, s) ≥ n− 2 and from (50), (51) it follows that
A(xs+1 → C(s+ 3, s+ n− 2)) = ∅, (52)
(otherwise i ∈ [0, n − 5], xs+1xs+3+i ∈ D and Cn = xxs−ixs−i+1 . . . xs+1 xs+i+3 . . . xs+n−1x by (50)
and (51)). If z ∈ C(s + n − 1, p − 1) ∪ C(1, s − n + 3) and zx ∈ D, then xs+1z /∈ D (otherwise
Cn = xxs−n+4xs−n+5 . . . xs+1zx by (50)). From this and (51) it follows that xs+1 does not dominate at
least id(x) − id(x,C(s − n + 4, q + n − 3)) vertices from the set C(s + n − 1, p − 1) ∪ C(1, s − n + 3).
Therefore, since xs+1x /∈ D, f(s+ 3, s+ n− 2) = n− 4 and (52), we have
id(x)− id(x,C(s− n+ 4, q + n− 3)) + n− 3 ≤ m.
Hence
n− 3 ≤ m− id(x) + id(x,C(s− n+ 4, q + n− 3)).
Together with id(x) = m and id(x,C(s−n+4, q+n−3) ≤ n−3 this implies that id(x,C(s−n+4, q+n−3) =
n − 3. Hence s = q + n − 3 and C(q + 1, q + n − 3) → x. Now from q ≥ 1 and xp−1x /∈ D we obtain
that there is an i ∈ [1, q + 1] such that xix ∈ D and xi−1x /∈ D. By our arguments above we have
xs+1xi−1 ∈ D and Cn = xxq+2 . . . xs+1xi−1xix, a contradiction.
Subcase 2.2.2. s ≤ q + n− 4.
From the definition of s and (*) immediately follows the following:
Claim 9. (i) A(x→ C(s+ 1, q + n− 3)) = ∅ and (ii) C(s+ n− 1, q + 2n− 5)→ x.
Let h1 := f(q, s− 1) and h2 := f(s, q+n− 3). Note that 0 ≤ h1 ≤ n− 4, h2 ≥ 2 and h1+ h2 = n− 2.
Notation. Let Y denote the set of vertices xi ∈ C(q+n−1, p−1)∪C(1, q−1) for which there is a vertex
xj ∈ C(s+n−1, p−1)∪C(1, s−1) such that xjx ∈ D and the path xixi+1 . . . xj has at most h1+1 vertices.
From Claim 13 and f(q + n− 1, s+ n− 2) = h1 it follows that C(q + n− 1, s+ n− 2) ⊂ Y .
Claim 10. A(xq+n−3 → Y ) = ∅ and |Y | ≤ m.
Proof. Suppose that A(xq+n−3 → Y ) 6= ∅, that is xq+n−3xi ∈ D for some xi ∈ Y . Then by the
definition of Y there is a vertex xj ∈ C(s + n − 1, p− 1) ∪ C(1, s − 1) such that xjx ∈ D and the path
xixi+1 . . . xj contains at most h1+1 vertices. Therefore Cn = xq+n−3xixi+1 . . . xjxxq+d−1xq+d . . . xq+n−3
by (50), where d := |{xi, xi+1, . . . , xj}| , a contradiction. This proves that A(xq+n−3 → Y ) = ∅. Hence
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it is clear that |Y | ≤ m. The claim is proved.
Notation. For each t ∈ [0, h2− 1] let Rt denote the set of vertices xi /∈ C(q+n− 2, q+2n− 5) for which
xi−t /∈ C(q + n− 2, s+ n− 1) and xxi−t ∈ D, and let Z := ∪
h2−2
t=0 Rt.
Claim 11. If t ∈ [0, h2 − 2], then A(Rt → xq+n−2) = ∅ (i.e., A(Z → xq+n−2) = ∅) and |Z| ≤ m.
Proof. Suppose that the claim is false, that is t ∈ [0, h2 − 2] and there is a vertex xi ∈ Rt such that
xixq+n−2 ∈ D. By the definition of Rt we have xxi−t ∈ D and, by Claim 9(ii), xq+2n−5−tx ∈ D. There-
fore Cn = xxi−t . . . xixq+n−2 . . . xq+2n−5−tx, a contradiction. The claim is proved.
Claim 12. If xp−1 ∈ Y ∪ Z, then n < p−m.
Proof. Suppose, on the contrary, that xp−1 ∈ Y ∪ Z and n ≥ p−m. Therefore m+ 1 ≥ n ≥ m.
We first prove that q = s1 (i.e., s1 = sr−1 and r = 2). Assume that q 6= s1. By the definition of si we
have si−1 ≤ si−2. Hence 1 ≤ s1 ≤ q−2 and q ≥ 3. Then p−1 ≥ 2n+k+q−5 since q+n−3 ≤ p−k−n+1.
From this and m+ 1 ≥ n ≥ m it is not difficult to see that n = m. Since n ≥ p−m, we obtain p = 2m,
k = s1 = 1, q = 3 and q+n− 2 = p− k−n+2 = m+1. From Cn 6⊂ D it is easy to see that xp−1xm /∈ D
and xm−1xp−1 /∈ D. It follows from (34) and (35) that xp−3xp−1 /∈ D and xp−1x2 /∈ D. Then, since
the paths x2x3 . . . xm−1 and Pr = xm+1xm+2 . . . xp−2 cannot be extended with xp−1, using Lemma 2,
(34), (35) and d(xp−1) ≥ 2m − 1 we see that xp−1xm+1, xp−1xp−2, xmxp−1, x1xp−1 ∈ D. Therefore if
xp−3x ∈ D, then Cn = xx1xp−1xm+1 . . . xp−3x and if xp−3x /∈ D, then xxm−1 ∈ D (i.e., s = m − 1) by
(*), xx4 ∈ D by (50), and Cn = xx4x5 . . . xmxp−1xp−2x, a contradiction. This proves that q = s1.
Let n = m+ 1 and p = 2m. Then k = s1 = 1 and n − 2 = p− k − n + 1 = m − 1. It is easy to see
that xmxp−1 /∈ D. If xp−1 ∈ Y , then xm−1xp−1 /∈ D by Claim 10, if xp−1 ∈ Z, then xp−1xm /∈ D by
Claim 11, and A(xm, xp−1) = ∅. Therefore, since the paths P1 and Pr cannot be extended with xp−1 and
xp−1x2 /∈ D by (34), xp−3xp−1 /∈ D by (35), using Lemma 2 we obtain that x1xp−1, xp−1xm+1 ∈ D and
Cn = xx1xp−1xm+1 . . . xp−2x, a contradiction.
Let now n = m + 1 and p = 2m + 1. It is easy to see that A(xm, xp−1) = ∅, 1 ≤ k, s1 ≤
2. By (34) and (35), xp−3xp−1 /∈ D and xp−1x2 /∈ D. Therefore, since d(xp−1) ≥ p − 1 and the
paths x2x3 . . . xm−1 and xm+1xm+2 . . . xp−3 cannot be extended with xp−1, using Lemma 2 we get that
x1xp−1, xm−1xp−1, xp−1xm+1 ∈ D. If s1 = 2, then x1x, xx2 ∈ D and Cn = xm−1xp−1x1xx2 . . . xm−1x,
a contradiction. So we may assume that s1 = 1. Then xx1 ∈ D, and since s ≤ q + n − 4 = m − 2,
xxm−1 /∈ D. Hence xp−3x ∈ D by (*), and Cn = xx1xp−1xm+1 . . . xp−3x, a contradiction.
Let finally n = m. From n ≥ p −m it follows that p = 2m, 1 ≤ k ≤ 3 and 1 ≤ s1 = q ≤ 3. Since
Cn 6⊂ D, it is easy to see that
xm−1xp−1 /∈ D and xp−1xm /∈ D. (53)
Now we shall consider the cases k = 3, k = 2 and k = 1 separately.
Case. k = 3. Then q = s1 = 1 (xq+n−3 = xm−2) and xp−4xp−1 /∈ D by (34). Hence, since the paths
x1x2 . . . xm−2 and xm−1 . . . xp−4 cannot be extended with xp−1, from Lemma 2, (53) and (34) it follows
that xm−2xp−1, xp−1xm−1 ∈ D, which contradicts Claim 10 or 11.
Case. k = 2. Then p − k − n + 2 = m and s1 ≤ 2. Let s1 = 2. Then, since xp−3xp−1 /∈ D by (34),
xp−1x2 /∈ D by (35), and the paths x2x3 . . . xm−1 and xmxm+1 . . . xp−3 cannot be extended with xp−1,
using (53) and Lemma 2(iii), we get that d(xp−1) ≤ 2m− 2, a contradiction. If s1 = 1, then again using
(34), (53) and Lemma 2, we obtain xm−2xp−1, xp−1xm−1 ∈ D, which also contradicts Claim 10 or 11.
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Case. k = 1. Then p− k − n+ 2 = m+ 1 and 1 ≤ s1 ≤ 3.
If s1 = 3, then xx3 ∈ D and, since the paths x3x4 . . . xm and xm+1xm+2 . . . xp−3 cannot be extended
with xp−1, using (34), (35), (53) and Lemma 2, we obtain xp−1xp−2, xmxp−1, x3xp−1, xp−1xm+1 ∈ D.
Therefore, if xx4 ∈ D, then Cn = xx4 . . . xmxp−1xp−2x and if xx4 /∈ D, then by (*) and the definition of
s we have xp−3x ∈ D and Cn = xx3xp−1xm+1 . . . xp−3x, a contradiction.
If s1 = 2, then xx2 ∈ D. Using (35), (53) and Lemma 2, we obtain x2xp−1, xp−1xm+1 ∈ D.
From s ≤ q + n − 4 it follows that xxm−1 /∈ D. Then by (*), xp−3x ∈ D (p − 3 = 2m − 3) and
Cn = xx2xp−1xm+1 . . . xp−3x, a contradiction.
Now assume that s1 = 1. If xp−1 ∈ Y , then xm−2xp−1 /∈ D by Claim 10, and if xp−1 ∈ Z, then
xp−1xm−1 /∈ D by Claim 11. Since the paths x1x2 . . . xm−2 and xm+1xm+2 . . . xp−2 cannot be extended
with xp−1 and d(xp−1) ≥ p − 1, using (34), (35), (53) and Lemma 2, we obtain xp−1xm+1, x1xp−1,
xmxp−1 ∈ D. Therefore, if xxm−1 /∈ D, then by (*), xp−3x ∈ D and Cn = xx1xp−1xm+1 . . . xp−3x and if
xxm−1 ∈ D, then Cn = xxm−1xmxp−1xm+1 . . . xp−4x since xp−4x ∈ D, a contradiction. This completes
the proof of Claim 12.
Claim 13. Let xi ∈ C(q + n− 2, p− 1) ∪ C(1, q − 1) and xxi ∈ D. Then
(i) xi+n−3xq+n−3 /∈ D and (ii) if xq+n−3xq+d ∈ D, where d ∈ [0, n− 4], then xi+dxq+n−3 /∈ D.
Proof. Assume that the claim is not true. Then (i) xi+n−3xq+n−3 ∈ D and Cn = xxixi+1 . . . xi+n−3
xq+n−3x; (ii) xi+dxq+n−3 ∈ D and Cn = xxixi+1 . . . xi+dxq+n−3xq+d . . . xq+n−4x, a contradiction.
Claim 14. If xxq+n−4 /∈ D (i.e., s ≤ q + n− 5), then A(C(q, s)→ xq+n−3) = ∅.
Proof. By (*), xq+2n−6x ∈ D. If the claim is not true, then xixq+n−3 ∈ D, where xi ∈ C(q, s), and
xxi ∈ D by (50). Hence Cn = xxixq+n−3xq+n−2 . . . xq+2n−6x, a contradiction.
Notation. For all j ∈ [1, n − 2] let Hj denote the set of vertices xi /∈ {xq+n−2, xq+n−1} for which
xi+j−1 /∈ C(q + n− 2, q + 2n− 5) and xi+j−1x ∈ D.
Claim 15. If xxq+n−1 ∈ D and xq+2n−4−jxq+n−2 ∈ D, where j ∈ [1, n− 3], then A(xq+n−2 → Hj) = ∅.
Proof. If the claim is not true, then xq+n−2xi ∈ D, where xi ∈ Hj , and Cn = xxq+n−1 . . . xq+2n−4−j
xq+n−2 xi . . . xi+j−1x, a contradiction.
Further, let α1 := |O(x) ∩ C(q + n− 2, s+ n− 1)| and α2 := |O(x) ∩ C(s+ n, q + 2n− 5)|.
Note that α1 ≤ h1 + 2 and α2 ≤ h2 − 2 .
Claim 16. s ≥ q + 1.
Proof. Suppose, on the contrary, that s = q. Then h2 = n− 2 ≥ 3 and α1 ≤ 2. By Claim 9(ii),
C(q + n− 1, q + 2n− 5)→ x, i.e., |I(x) ∩ {xq+n−2, xq+n−1, . . . , xq+2n−5}| = n− 3. (54)
Note that if xi /∈ C(q + n − 1, q + 2n − 5) and xix ∈ D, then xi ∈ H1 and xi−1 ∈ H2. Therefore
|H1| = |H2| = m − n + 3 by id(x) = m and (54). From id(x) = m it follows that there is a vertex
xj /∈ C(q + n− 2, q+2n− 4) such that xjx /∈ D. From this we obtain that the set ∪
n−2
i=2 Hi (respectively,
∪n−2i=1,i6=2Hi) contains at least n− 3 vertices which are not in H1 (respectively, H2). Now it is not difficult
to show the following inequalities:
a).
∣∣ n−2⋃
j=1
Hj
∣∣ ≥ m and b). if i ∈ [1, n− 2], then ∣∣ n−2⋃
j=1,j 6=i
Hj
∣∣ ≥ m− 1 (55)
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and
if xxq+n−2 ∈ D, xxq+n−1 /∈ D, then
∣∣ n−3⋃
j=1
Hj
∣∣ ≥ m. (56)
From xxq−1 /∈ D, s = q, Claim 9(i) and p ≥ 10 it follows that
O(x) ∩ {xq+n, xq+n+1, . . . , xq−2} 6= ∅.
By Claim 9(i) and the definitions of α1, α2 we have
od(x,C(q + 2n− 4, p− 1) ∪C(1, q)) = od(x) − α1 − α2.
Therefore |R0| = od(x) − α1 − α2 and |R1| ≥ od(x) − α1 − α2. Note that
{xq+1, xq+2, . . . , xq+n−3} ⊂
n−3⋃
t=1
Rt.
Now it is not difficult to see that for each j ∈ [0, 1] the following inequality holds
∣∣ n−4+j⋃
t=j
Rt \ {xq+2n−5+j}
∣∣ ≥ od(x) − α1 − α2 + n− 3. (57)
We now distinguish several cases.
Case 1. xxq+n−2 /∈ D. Then α1 ≤ 1 and α1 + α2 ≤ n− 3. From Claim 11 and (57) it follows that
m ≥
∣∣ n−4⋃
t=0
Rt
∣∣+ 1 ≥ od(x) − α1 − α2 + n− 2.
Now it is easy to see that α1 +α2 = n− 3, (in particular, xxq+n−1 ∈ D), od(x) = m− 1, p = 2m and
by Claim 11, id(xq+n−2) ≤ m − 1 and C(q + n − 1, q + 2n − 5) → xq+n−2. Therefore Claim 15 holds.
On the other hand, by (55b) we have | ∪n−3i=1 Hi| ≥ m − 1. Then, since xq+n−2x /∈ D, we obtain that
od(xq+n−2) ≤ m− 1 by Claim 15. Therefore d(xq+n−2) ≤ 2m− 2, a contradiction.
Case 2. xxq+n−2 ∈ D. Note that, by (*), xq+2n−4x /∈ D and similarly to Claim 15 , one can show that
A(xq+n−2 → Hn−2) = ∅. (58)
For each t ∈ [1, n− 3] it is easy to see that
A(Rt \ {xq+2n−4} → xq+n−1) = ∅. (59)
Indeed, if xixq+n−1 ∈ D for some xi ∈ Rt \ {xq+2n−4}, then xq+2n−4−tx ∈ D by (54), and Cn =
xxi−txi−t+1 . . . xixq+n−1 . . . xq+2n−4−tx, a contradiction.
Case 2.1. xxq+n−1 /∈ D. Then α1 = 1. From (57) and (59) we have
m− 1 ≥
∣∣ n−3⋃
t=1
Rt \ {xq+2n−4}
∣∣ ≥ od(x) − α1 − α2 + n− 3.
It follows that α2 = n−4 (i.e., x→ C(q+n, q+2n−5)), od(x) = m−1), p = 2m, id(xq+n−1) ≤ m−1 and
C(q+n, q+2n− 4)→ xq+n−1. This implies that A(xq+n−1 → Hj) = ∅ for each j ∈ [1, n− 3] (otherwise
if xi ∈ Hj and xq+n−1xi ∈ D, then Cn = xxq+n . . . xq+2n−3−jxq+n−1xixi+1 . . . xi+j−1x). Hence, using
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(56), we get od(xq+n−1) ≤ m− 1. So d(xq+n−1) ≤ 2m− 2, a contradiction.
Case 2.2. xxq+n−1 ∈ D. Then α1 = 2.
Suppose that α2 = n− 4 (i.e., x→ C(q+ n− 2, q+2n− 5)). Note that A({xq+2n−4, . . . , xq+3n−7} →
x) = ∅ by (*). For each j ∈ [1, n− 2] it is easy to see that A(xq+2n−5 → Hj) = ∅ (otherwise if xi ∈ Hj
and xq+2n−5xi ∈ D, then Cn = xxq+n+j−3 . . . xq+2n−5xixi+1 . . . xi+j−1x). From this and (55a) it follows
that xq+2n−5 xq+n−2 ∈ D. Then it is easy to see that A(xq+n−2 → Hj) = ∅ for each j ∈ [1, n − 3].
Therefore from (55), (58) and xq+n−2x /∈ D it follows that od(xq+n−2) ≤ p/2− 2, a contradiction.
Now suppose that α2 ≤ n− 5. If C(q + n− 1, q + 2n− 5)→ xq+n−2, then, since xq+n−2x /∈ D, from
(55a), Claim 15 and (58) it follows that od(xq+n−2) ≤ p/2− 2, a contradiction. So we may assume that
there is an l ∈ [1, n − 3] such that xq+2n−4−lxq+n−2 /∈ D. Hence, using Claim 11 and inequality (57)
(when j = 0), we obtain α2 = n− 5, od(x) = m− 1, p = 2m, id(xq+n−2) ≤ m− 1 and
C(q + n− 1, q + 2n− 5) \ {xq+2n−4−l} → xq+n−2.
Therefore, A(xq+n−2 → Hj) = ∅ for each j ∈ [1, n− 3] \ {l} by Claim 15. Hence from (55b), (58) and
xq+n−2x /∈ D it follows that od(xq+n−2) ≤ m − 1. Thus we have d(xq+n−2) ≤ 2m− 2, a contradiction.
Claim 16 is proved.
Notation. Let xl /∈ C(q, q + n− 3) be a vertex such that xlx ∈ D and the path xlxl+1 . . . xq is as short
as possible, and let
β1 := |I(x) ∩ C(q, s− 1)|, β2 := |I(x) ∩ C(s, q + n− 3)| and b+ 1 := |{xl, xl+1, . . . , xq−1}|.
Claim 17. |Y | ≥ m− β2 + h1.
Proof. Using (51) it is easy to see that
|I(x) ∩ {xs+n−1, xs+n, . . . , xl}| = m− β1 − β2,
C(q + n− 1, s+ n− 2) ∪ (I(x) ∩ {xs+n−1, xs+n, . . . , xl}) ⊂ Y. (60)
If b ≥ β1, then Y contains at least β1 vertices from the set {xl, xl+1, xl+2, . . . , xq−1} \ {xl} and
|Y | ≥ |I(x) ∩ {xs+n−1, xs+n, . . . , xl}|+ h1 + β1 ≥ m− β2 + h1.
Therefore Claim 17 holds for b ≥ β1. So we may assume that b ≤ β1 − 1. It is clear that β1 ≥ b+ 1 ≥ 1
and
{xl, xl+1, xl+2, . . . , xq−1} ⊂ Y. (61)
Suppose that
|{xs+n−1, xs+n, . . . , xl}| ≤ id(x) − β2 − b− 1 = id(x)− (β1 + β2) + β1 − b− 1.
Then from β1 − b ≤ h1, (60), (61) and the definition of Y it follows that Y = {xq+n−1, xq+n, . . . , xq−1},
|Y | = p − n and xp−1 ∈ Y . By Claim 12, n < p−m (i.e., m < p − n). On the other hand, |Y | ≤ m by
Claim 10, and hence p− n ≤ m. This contradicts that m < p− n.
Now suppose that
|{xs+n−1, xs+n, . . . , xl}| ≥ id(x)− (β1 + β2) + β1 − b.
Then, since β1 − b ≤ h1, at least β1 − b vertices from Y ∩ {xs+n−1, xs+n, . . . , xl} are not dominate the
vertex x. Therefore, by (60) and (61),
|Y | ≥ id(x) − (β1 + β2) + (β1 − b) + b+ h1 ≥ m− β2 + h1,
24
and Claim 17 is proved.
Claim 18. h1 ≤ h2 − 2.
Proof. Suppose, on the contrary, that h1 ≥ h2 − 1. Note that h2 ≥ 2, h1 ≥ 1 and s ≥ q + 1.
Let F0 := O(x) ∩ {xq+n−2, xq+n−1, . . . , xq−1} and if j ≥ 1, then let Fj := {xi/xi−1 ∈ Fj−1}.
Using Claim 9(i) we see that for all j ≥ 0,
|Fj | = od(x) − h1 − 1. (62)
We now show that
xxq+n−4 ∈ D (i.e., s = q + n− 4) or xq+n−4x /∈ D. (63)
Suppose, on the contrary, that is xxq+n−4 /∈ D and xq+n−4x ∈ D. Then h2 ≥ 3, h1 ≥ 2, n ≥ 7 and
by (*), A(x → {xq−2, xq−1}) = ∅. Therefore Fi ∩ C(q, q + n− 3) = ∅, i ∈ [0, 2], and from (62) it follows
that for each pair of distinct i, j ∈ [0, 2] the following holds
|Fi ∪ Fj | ≥ od(x) − h1. (64)
From β2 ≤ h2 ≤ h1+1 and Claim 17 it follows that |Y | ≥ m−1. Then by Claim 10, xq+n−3 → {xq+i, xq+j}
for some distinct i, j ∈ [0, 2]. Therefore A(Fi ∪ Fj → xq+n−3) = ∅ by Claim 13. Hence, using (64),
xxq+n−3 /∈ D and Claim 14, we see that id(xq+n−3) ≤ p/2− 2, a contradiction. So (63) is proved.
Let xxq+n−4 /∈ D (i.e., s ≤ q + n − 5). From (63) we have xq+n−4x /∈ D, A(x, xq+n−4) = ∅ and
β2 ≤ h2 − 1. Recall that |Y | ≤ m (Claim 10) and |Y | ≥ m − β2 + h1 (Claim 17). Hence h1 ≤ β2.
Therefore h2 − 1 ≤ h1 ≤ β2 ≤ h2 − 1, h1 = β2 = h2 − 1 and C(s, q + n − 5) → x. It follows from
Claims 10 and 17 that |Y | = m and xq+n−3 → C(q, q + n− 4). Therefore if A(F1 → xq+n−3) 6= ∅, then
Cn = xxixi+1xq+n−3xqxq+1 . . . xq+n−5x, a contradiction. So we may assume that A(F1 → xq+n−3) = ∅.
Since xxq+n−3 /∈ D, using (62) and Claim 14, we see that id(xq+n−3) ≤ p− od(x) − 2 ≤ m − 1. Hence
p = 2m. On the other hand, from |Y | = m and Claim 10 it follows that od(xq+n−3) ≤ m− 1. Therefore
d(xq+n−3) ≤ 2m− 2, a contradiction.
Let now xxq+n−4 ∈ D (i.e., s = q + n− 4). Then h2 = 2 and β2 ≤ 2.
Suppose first that n ≥ 6. Then from h2 = 2 ≥ β2 ≥ h1 ≥ 2 (by Claims 10 and 17) it follows that
β2 = 2 (i.e., xq+n−4x ∈ D) and n = 6. By Claims 10 and 17, |Y | = m and xq+n−3 → C(q, q+n−4). Since
A(x → {xq−2, xq−1}) = ∅ and (62), we have | ∪3i=0 Fi| ≥ od(x) − h1 + 2. It follows from Claim 13 that
A(∪3i=0Fi → xq+n−3) = ∅. Together with xxq+n−3 /∈ D this implies that id(xq+n−3) ≤ p− 2 − od(x) ≤
m − 1. Thus p = 2m. On the other hand, from |Y | = m and Claim 10 we have id(xq+n−3) ≤ m − 1.
Therefore, d(xq+n−3) ≤ 2m− 2, which is a contradiction.
So suppose next that n = 5. Note that xq+n−3 = xq+2.
Let xq+1x /∈ D. If xi ∈ I(x) \ {xq+2}, then xq+1xi−2 /∈ D ( otherwise C5 = xxq+1xi−2xi−1xix) and
if xi ∈ I(x) \ {xq, xq+2}, then xq+1xi−1 /∈ D ( otherwise C5 = xxqxq+1xi−1xix). Since xq+1x /∈ D,
id(x) = m and the number of such vertices xi−2 and xi−1 at least m, we obtain od(xq+1) ≤ p−m− 2, a
contradiction.
Let now xq+1x ∈ D. Then β2 = 2 and A(x→ {xq−2, xq−1}) = ∅ by (*). By (62),
|
2⋃
i=0
Fi| ≥ od(x). (65)
Assume that xq+2 → {xq, xq+1}. From Claim 13 it follows that A(∪
2
i=0Fi → xq+2) = ∅. Together with
(65) and xxq+2 /∈ D this implies that xqxq+2 ∈ D. It is not difficult to see that A(xq+3 → I(x)\{xq+2}) =
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∅. This and xq+3x /∈ D imply that od(xq+3) ≤ p− id(x)−1 and xq+3xq+2 ∈ D. Since xq+2 → {xq, xq+1},
it follows that A(O(x) ∪ {x} → xq+3) = ∅. Hence id(xq+3) ≤ p− 2− od(x). Together with the fact that
od(xq+3) ≤ p− id(x)− 1 this gives d(xq+3) ≤ p− 2, a contradiction.
Now assume that |A(xq+2 → {xq, xq+1})| ≤ 1. Using Claims 10 and 17, we obtain that |Y | = m− 1
and xq+2xq+j ∈ D for some j ∈ [0, 1]. Let xqx /∈ D. Then xxq−3 ∈ D by(*), and |B := I(x) ∩
{xq+3, xq+4, . . . , xq−1}| = m−2. From this and |Y | = m−1 it follows that B = {xq+5, xq+6, . . . , xq+m+2}.
Hence xq−1x /∈ D and xq+2xq−1 ∈ D by Claim 10, xq−1 /∈ Y . Now, since xxq−3 ∈ D, we obtain
A(xq−1 → I(x) ∪ {x}) = ∅. Thus od(xq−1) ≤ p −m − 2, which is a contradiction. Let now xqx ∈ D.
Then A(x→ {xq−3, xq−2, xq−1}) = ∅ by (*). It is not difficult to see that A(F0 ∪ F1 ∪ {x, xq+2, xq+3} →
xq−1}) = ∅. Therefore, since |F0 ∪ F1| ≥ od(x) − 1, it follows that xxq+3 ∈ D, |F0 ∪ F1| = od(x) − 1,
F0 = {xq+3, xq+4, . . . , xq+od(x)} and {xq, xq+1} → xq−1. Hence, if xi /∈ {xq, xq+1} and xxi ∈ D, then
A({xi+j , xi+2} → xq+2) = ∅. Since A({x, xq−1} → xq+2) = ∅, we conclude that id(xq+2) ≤ p− od(x)− 2.
On the other hand, we have A(xq+2 → Y ∪ {xq+1−j}) = ∅. Because of this and |Y | = m − 1 we get
od(xq+2) ≤ p−m− 1. Therefore d(xq+2) ≤ p− 2, a contradiction. Claim 18 is proved.
Note that Claims 16 and 18 imply that n ≥ 6.
Claim 19. (i) L0 := A(xq+n−2 → C(q + n, q + 2n− 5)) = ∅ and
(ii) |A(xq+2n−5 → xq+n−2)|+ |A(x→ xq+n−1)| ≤ 1.
Proof. Note that s ≥ q + 1 by Claim 16.
(i) Suppose that L0 6= ∅, and let xq+n−2xi ∈ L0. By (50) and Claim 9(ii), we have if xi ∈ C(q+n, s+
n− 2), then Cn = xxs−f(q+n−1,i−1)+1 . . . xq+n−2xi . . . xs+n−1x and if xi ∈ C(s+ n− 1, q + 2n− 5), then
Cn = xxq+1 . . . xq+n−2xix, a contradiction.
(ii) Suppose that xq+2n−5xq+n−2 and xxq+n−1 ∈ D. Then for j = 1 Claim 15 holds (i.e., A(xq+n−2 →
H1) = ∅). From this, Claim 19(i) and (51) it follows that A(xq+n−2 → C(q + n, q + 2n− 5) ∪ I(x)) = ∅.
Therefore, since xq+n−2x /∈ D and |I(x)| = m, we see that od(xq+n−2) ≤ p/2− 2, a contradiction. Claim
19 is proved.
Claim 20. If xq+2n−4x /∈ D and i ∈ [0, 1], then |A(xq+2n−6+i → xq+n−2)|+ |A(x→ xq+n−1+i)| ≤ 1.
Proof. Assume that the claim is false, that xq+2n−4x /∈ D, i ∈ [0, 1] and xq+2n−6+ixq+n−2, xxq+n−1+i ∈
D. It is easy to see that if xj /∈ A(q + n − 2, q + 2n − 4) and xjx ∈ D, then xq+n−2xj−1 /∈ D (oth-
erwise Cn = xxq+n−1+i . . . xq+2n−6+ixq+n−2xj−1xjx ). Together with A({xq+n−2, xq+n−1} → x) = ∅
(by s ≥ q + 1 and (*)) and Claim 19(i) this implies that the vertex xq+n−2 does not dominate at least
id(x) + 1 = m+ 1 vertices. Thus od(x) ≤ p/2− 2, a contradiction. Claim 20 is proved.
Claim 21. |Z| ≥ od(x) − α1 + h2 − 2.
Proof. Let B := {xq+2n−4, xq+2n−3, . . . , xs−1, xs}. Note that |B| ≥ od(x) − α1 − α2 + 1 and C(s +
1, q + n − 4) ⊆ Z by xxq−1 /∈ D and by Claim 9(i). Hence for α2 = 0 Claim 21 is true. Assume that
α2 ≥ 1. If |B| ≥ od(x) − α1, then at least α2 vertices of B are not in O(x), and the set Z contains at
least od(x) − α1 vertices from B since α2 ≤ h1 − 2. From this and C(s + 1, q + n − 4) ⊂ Z, we obtain
|Z| ≥ od(x)−α1+h2−2, and the claim is holds for this case. Assume that |B| ≤ od(x)−α1−1. It is not
difficult to see that Z = C \ {xq+n−3, xq+n−2, . . . , xq+2n−5}. Therefore, by Claim 11, m ≥ |Z| = p − n
and xp−1 ∈ Z. Hence, by Claim 12, n < p−m (i.e., m < p− n), a contradiction. Claim 21 is proved.
Claim 22. If L1 := A({xq+2n−4, xq+2n−3} → x) = ∅, then xq+2n−7xq+n−2 /∈ D.
Proof. Assume that L1 = ∅ and xq+2n−7xq+n−2 ∈ D. Note that xxq+n−1 ∈ D by(*). Hence
A(xq+n−2 → H3) = ∅ by Claim 15, and A(xq+n−2 → C(q + n, q + 2n − 5)) = ∅ by Claim 19(i).
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Then, since xq+n−2x /∈ D, (51) and |H3| ≥ id(x) − n + 4, we obtain that xq+n−2 does not dominate at
least m+ 1 vertices, a contradiction. Claim 22 is proved.
Claim 23. |A(x→ {xq+n−2, xq+n−1})| ≤ 1.
Proof. Suppose, on the contrary, that is x → {xq+n−2, xq+n−1}. Then L1 := A({xq+2n−4, xq+2n−3}
→ x) = ∅ by (*). Therefore from Claims 19(ii), 20 ( when γ = 0) and 22 it follows that
L2 := A({xq+2n−7, xq+2n−6, xq+2n−5} → xq+n−2) = ∅.
Hence |Z| ≤ m − 3 by Claim 11, and od(x) − α1 + h2 − 2 ≤ |Z| ≤ m − 3 by Claim 21. It follows from
Claim 18 that od(x) = m− 1, h2 ≤ α1 ≤ h1 + 2 ≤ h2. Clearly, α1 = h2 = h1 + 2 ≥ 3 and |Z| = m − 3.
The equality α1 = h1 + 2 means that x→ C(q + n− 2, s+ n− 1) and hence by (*) we have
L3 = A({xq+2n−4, xq+2n−3, xq+2n−2} → x) = ∅.
Let E3 denote the set of vertices xj /∈ C(q + n − 3, q + 2n − 5) for which xj+3x ∈ D. Then
|E3| ≥ m − h2 + 1 by L3 = ∅. Together with xq+n−2x /∈ D, L3 = ∅ and Claim 19(i) this implies
that xq+n−2xj ∈ D for some xj ∈ E3. If n = 6, then Cn = xxq+n−2xjxj+1xj+2xj+3x, a contradiction.
Assume that n ≥ 7. From |Z| = m − 3, L2 = ∅ and Claim 11 it follows that xq+2n−8xq+n−2 ∈ D and
Cn = xxq+n−1 . . . xq+2n−8xq+n−2xjxj+1xj+2xj+3x, a contradiction. Claim 23 is proved.
Claim 24. (i) xxq+n−1 /∈ D, xq+2n−3x ∈ D and (ii) xxq+n−2 ∈ D, xq+2n−4x /∈ D .
Proof. (i) Suppose that xxq+n−1 ∈ D. Then xxq+n−2 /∈ D by Claim 23 and xq+2n−5xq+n−2 /∈ D by
Claim 19(ii). Together with Claims 11, 18, 21 and α1 ≤ h1 + 1 ≤ h2 − 1 this implies that |Z| = m− 2,
od(x) = m− 1, p = 2m, h1 = h2 − 2, α1 = h1 + 1, id(xq+n−2) ≤ m− 1 and xq+2n−6xq+n−2 ∈ D. Since
xxq+n−2 /∈ D and xxq+n−1 ∈ D, by (*) we have xq+2n−4x ∈ D and xq+2n−3x /∈ D.
Let E1 denote the set of vertices xj /∈ C(q + n− 3, q + 2n− 4) for which xj+1x ∈ D. Since
|I(x) ∩ C(q + n− 2, q + 2n− 4)| = h2, (66)
it is easy to see that |E1| ≥ m − h2. If xq+n−2xi ∈ D, where xi ∈ E1, then Cn = xxq+n−1 . . . xq+2n−6
xq+n−2xixi+1x, a contradiction. So we can assume that A(xq+n−2 → E1) = ∅. From this, Claim 19(i)
and xq+n−2x /∈ D it follows that od(xq+n−2) ≤ m− 1. Therefore d(xq+n−2) ≤ 2m − 2, a contradiction.
This proves that xxq+n−1 /∈ D, and hence xq+2n−3x ∈ D by (*).
(ii) Suppose that xxq+n−2 /∈ D. Then |Z| ≤ m − 1 by Claim 11. On the other hand, xxq+n−1 /∈ D
by Claims 24(i), and α1 ≤ h1 ≤ h2 − 2 by Claim 18. Therefore by Claim 21, od(x) = m − 1, p = 2m,
α1 = h1 and |Z| = m− 1. It follows from Claim 11 that id(xq+n−2) ≤ m − 1 and xq+2n−5xq+n−2 ∈ D.
Then, since α1 = h1 and A(x→ {xq+n−2, xq+n−1}) = ∅, we have xxq+n ∈ D.
Let E′1 denote the set of vertices xj /∈ C(q + n− 3, q + 2n− 5) for which xj+1x ∈ D. It is easy to see
that |E′1| = m− h2 by (66), and A(xq+n−2 → E
′
1) = ∅ (otherwise if xq+n−2xj ∈ D, where xj ∈ E
′
1, then
Cn = xxq+n . . . xq+2n−5xq+n−2xjxj+1x). This together with Claim 19(i) and xq+n−2x /∈ D implies that
od(xq+n−2) ≤ m − 1. Therefore d(xq+n−2) ≤ 2m − 2, a contradiction. This shows that xxq+n−2 ∈ D,
and hence xq+2n−4x /∈ D by (*). Claim 24 is proved.
Claim 25. L4 := A(xq+n−1 → {xq, xq+1}) = ∅.
Proof. Suppose, on the contrary, that L4 6= ∅. It is easy to see that if xq+n−1xq ∈ D, then Cn =
xq+n−1xqxq+1 . . . xq+n−1 and if xq+n−1xq+1 ∈ D, then Cn = xq+n−1xq+1 . . . xq+n−3 xxq+n−2xq+n−1
since xxq+n−2 ∈ D by Claim 24(ii), a contradiction.
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Claim 26. If s ≥ q + 2, then L5 := A(xq+n−1 → C(s+ n− 1, q + 2n− 5) = ∅.
Proof. If xq+n−1xi ∈ L5, then by Claim 9(ii), Cn = xxq+2xq+3 . . . xq+n−1 xix, a contradiction.
Claim 27. xxq+n /∈ D.
Proof. Suppose, on the contrary, that xxq+n ∈ D. Note that xq+2n−4x /∈ D (Claim 24(ii)), s ≥ q + 1
(Claim 16) and xq+2n−5xq+n−2 /∈ D (Claim 20, when γ = 1). Therefore from Claim 11 it follows that
|Z| ≤ m− 1. Using Claim 9(ii) and (51), we obtain
|I(x) ∩ C(q + n− 2, q + 2n− 5)| = h2 − 1 and |H2| ≥ m− h2 + 1. (67)
Now we distinguish two cases.
Case 1. xq+2n−6xq+n−2 ∈ D. It is easy to see that L6 := A(xq+n−1 → H2) = ∅ (otherwise xq+n−1xi ∈ L6
and Cn = xxq+n . . . xq+2n−6xq+n−2xq+n−1xixi+1x). If s ≥ q + 2, then from xq+n−1x /∈ D, (67), L6 = ∅
and Claim 26 it follows that od(xq+n−1) ≤ p/2− 2, a contradiction. So we may assume that s = q + 1.
Then α1 = 2 and from h1 ≤ h2 − 2 (Claim 18) and m − 1 ≥ |Z| ≥ od(x) − α1 + h2 − 2 (Claim 11
and 21) it follows that 3 ≤ h2 ≤ 4 and 6 ≤ n ≤ 7. If xq+n−1xq+n+1 ∈ D, then by Claim 24(i), Cn =
xxq+n−2xq+n−1xq+n+1 . . . xq+2n−3x, a contradiction. Hence xq+n−1xq+n+1 /∈ D. If h2 = 4, then |Z| =
m−1, and using Claim 11, we obtain xq+nxq+n−2 ∈ D since xq+2n−5xq+n−2 /∈ D. Therefore when h2 = 4,
then xq+n−1xq+n+2 /∈ D (otherwise by Claim 24(i), Cn = xxq+nxq+n−2xq+n−1xq+n+2 . . . xq+2n−3x).
Thus, since n = 6 or 7, we have
L7 := A(xq+n−1 → C(q + n+ 1, q + 2n− 5)) = ∅.
From L6 = ∅, (67) and xq+n−1x /∈ D it follows that for all xi /∈ C(q + n− 2, q + 2n− 5),
xq+n−1xi ∈ D if and only if xi+1x /∈ D. (68)
Together with Claim 25 this implies that {xq+1xq+2} → x, in particular, xq+n−5x ∈ D since 6 ≤ n ≤ 7.
If xq+n−1xq−1 ∈ D, then Cn = xq+n−1xq−1xq . . . xq+n−5xxq+n−2xq+n−1. So we may assume that
xq+n−1xq−1 /∈ D. Hence xqx ∈ D by (68). Continuing in this manner, we obtain {xq+2n−4, xq+2n−3, . . . ,
xq+2} → x, which is a contradiction.
Case 2. xq+2n−6xq+n−2 /∈ D. Then from xq+2n−5xq+n−2 /∈ D and Claim 11 it follows that |Z| ≤ m− 2.
This together with Claims 21, 23 and 18 implies that h2 = h1 + 2, α1 = h1 + 1, od(x) = m− 1, p = 2m,
C(q + n− 1, q + 2n− 7)→ xq+n−2 (69)
and if xi /∈ C(q + n− 2, q + 2n− 5), then xixq+n−2 ∈ D if and only if xi /∈ Z.
We now show that s = q + 1. Suppose that s ≥ q + 2. Then n ≥ 8, since h2 = h1 + 2 ≥ 4. If
xix ∈ D, xi /∈ C(q + n − 2, q + 2n − 3) and xq+n−1xi−2 ∈ D or xq+n−1xi−3 ∈ D then by (69), Cn =
xxq+n . . . xq+2n−7xq+n−2xq+n−1xi−2xi−1xix or Cn = xxq+n . . . xq+2n−8xq+n−2xq+n−1xi−3xi−2xi−1 xix,
a contradiction. So we may assume that if xix ∈ D and xi /∈ C(q + n − 2, q + 2n − 3), then L8 :=
A(xq+n−1 → {xi−3, xi−2}) = ∅. Since
|I(x) ∩ {xq+2n−3, xq+2n−2, xq+2n−1, . . . , xq+n−3}| = id(x)− h2 + 1, (70)
we see that the number of such xi−2 and xi−3 vertices at least id(x) − h2 + 1. Therefore from L8 = ∅,
xq+n−1x /∈ D and Claim 26 it follows that od(xq+n−1) ≤ m− 2, a contradiction. The equality s = q + 1
is proved.
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Then h1 = 1 since s = q + 1. From h2 = h1 + 2 it follows that h2 = 3 and n = 6. Note that
xq+n−1xq+n−2 ∈ D by (69), and A(xq+n−2 → {xq+n, xq+n+1}) = ∅ ( xq+n+1 = xq+2n−5) by Claim 19(i).
From this, xq+n−2x /∈ D and (70) it follows that there is a vertex xl /∈ C(q+ n− 2, q+2n− 5) such that
xlx, xq+n−2xl−1 ∈ D ( respectively, xj /∈ C(q + n − 2, q + 2n− 5) such that xjx, xq+n−2xj ∈ D). It is
easy to see that
A({xq+n, xq+n+1} → xq+n−1) = ∅, (71)
(otherwise if xq+n+1xq+n−1 ∈ D, then Cn = xxq+nxq+n+1xq+n−1xq+n−2xjx and if xq+nxq+n−1 ∈ D,
then Cn = xxq+nxq+n−1xq+n−2xl−1xlx). On the other hand, if xxi ∈ D and xi+t /∈ C(q+n−2, q+2n−4),
where t ∈ [1, 2], then xi+txq+n−1 /∈ D, since in the converse case, Cn = xxi . . . xi+txq+n−1 . . . xq+2n−4−tx,
a contradiction. Since
|O(x) ∩ {xq+2n−4, xq+2n−3, . . . , xq+1}| ≥ od(x) − 3
and xxq−1 /∈ D it follows that the number of such xi+t, t ∈ [1, 2], vertices at least od(x) − 1. Therefore,
by (71) and xxq+n−1 /∈ D we obtain id(xq+n−1) ≤ m− 2, a contradiction. Claim 27 is proved.
Claim 28. α1 = h1.
Proof. By Claims 24(i) and 27, L9 := A(x→ {xq+n−1, xq+n}) = ∅. Suppose that Claim 28 is false (i.e.,
α1 6= h1). Note that s ≥ q + 1 (in particular, h1 ≥ 1) by Claim 16, and α1 ≤ h1 − 1 by L9 = ∅ . From
Claims 11, 21 and 18 it follows that α1 = h1 − 1, h2 = h1 + 2, od(x) = m − 1, p = 2m and |Z| = m.
Using |Z| = m and Claim 11, we obtain xixq+n−2 ∈ D if and only if xi /∈ Z, in particular,
C(q + n− 1, q + 2n− 5)→ xq+n−2. (72)
By Claim 24(ii), xxq+n−2 ∈ D. Hence 1 ≤ α1 = h1 − 1 and h1 ≥ 2 (i.e., s ≥ q + 2).
Suppose first that h1 ≥ 3. In this case it is easy to see that
L10 := A(xq+n → C(s+ n− 1, q + 2n− 5)) = ∅,
(otherwise if xq+nxi ∈ L10, then by Claim 9(ii), Cn = xxq+3xq+4 . . . xq+nxix). Using the fact that L9 = ∅
and α1 = h1 − 1 ≥ 2 we obtain that xxq+n+j ∈ D for some j ∈ [1, 2]. It is not difficult to see that if
xi /∈ C(q + n− 2, q + 2n− 5) and xix ∈ D, then xq+nxi+1−j /∈ D (otherwise by (72) and xxq+n+j ∈ D
we have Cn = xxq+n+j . . . xq+n−5xq+n−2xq+n−1xq+nxi+1−jxix). Together with
|I(x) ∩ {xq+2n−3, xq+2n−2, . . . , xq+n−3}| ≥ m− h2 + 1,
xq+nx /∈ D and L10 = ∅ this implies that xq+n does not dominate at least m + 1 vertices, which is a
contradiction.
So suppose next that h1 = 2. Then from α1 = h1 − 1 = h2 − 3 = 1 it follows that n = 8. From
xxq+n−2 ∈ D, L9 = ∅ and α1 = 1 we have A(x→ C(q + n− 1, q + n+ 1)) = ∅.
For each l ∈ [1, 3] by R′l we denote the set of vertices xi+l /∈ C(q+n−2, q+2n−4) for which xxi ∈ D.
Using Claim 9(i) and the definition of α1 and α2, we obtain
|
3⋃
l=1
R′l| ≥ od(x) − α1 − α2 + 2. (73)
It is easy to see that for all l ∈ [1, 3],
L11 := A(R
′
l → xq+n−1) = ∅),
(otherwise if xi+lxq+n−1 ∈ L11, then by Claim 9(ii), Cn = xxi . . . xi+lxq+n−1 . . . xq+2n−4−lx). It follows
from L11 = ∅, α1 = 1, (73) and xxq+n−1 /∈ D that | ∪3l=1 R
′
l| ≤ m − 1 and α2 ≥ 1. From this, (73) and
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xxq−1 /∈ D it is not difficult to see that α2 = 2 (i.e., x → {xq+2n−6, xq+2n−5}), xq = x1 and xq+2n−5 =
xp−2 (otherwise we obtain that | ∪3l=1 R
′
l| ≥ od(x) + 1, which is a contradiction). Therefore p = 2n − 2
(p = 14, n = m+ 1) and ∪3l=1R
′
l = {x1, x2, . . . , xn−2}. Then, since L11 = ∅ and | ∪
3
l=1 R
′
l| = m− 1 = 6,
id(xq+n−1) = n− 1 and C(q + n, p− 1) → xq+n−1. On the other hand, since Cn 6⊂ D, it is easy to see
that
A(xq+n−1 → {xq+n+1, . . . , xp−2, x1, x2, x3, x}) = ∅ (q + n+ 1 = p− 4).
This means that od(xq+n−1) ≤ m − 1, and hence d(xq+n−1) ≤ 2m − 2, a contradiction. Claim 28 is
proved.
Claim 29. s = q + 1.
Proof. Suppose, on the contrary, that s 6= q + 1. Then by Claims 16, 24, 27 and 28 we have s ≥ q + 2,
α1 = h1 and
x→ C(q + n+ 1, s+ n− 1) ∪ {xq+n−2}. (74)
If xs+n−3xi ∈ D, where xi ∈ C(s+ n− 1, q + 2n− 5), then by Claim 9(ii), Cn = xxsxs+1 . . . xs+n−3
xix. So we may assume that
A(xs+n−3 → C(s+ n− 1, q + 2n− 5)) = ∅.
Then, since |H2| = m− h2 + 1, |C(s+ n− 1, q + 2n− 5)| = h2 − 1 and (by (51)) xs+n−3x /∈ D it is easy
to see that
L12 := A(xs+n−3 → H2) 6= ∅.
If xq+2n−5xq+n−2 ∈ D, then by (74), Cn = xxs+n−1 . . . xq+2n−5xq+n−2 . . . xs+n−3xixi+1x, where
xs+n−3xi ∈ L12. So we may assume that xq+2n−5xq+n−2 /∈ D. Since α1 = h1 ≤ h2− 2 and xq+2n−5 /∈ Z,
from Claims 21 and 11 it follows that |Z| = m− 1, od(x) = m− 1, p = 2m, h2 = h1 + 2 and
C(q + n− 1, q + 2n− 6)→ xq+n−2, (75)
If s ≥ q + 3, then s+ n− 2 ≥ q + n+ 1 and Cn = xxs+n−2 . . . xq+2n−6xq+n−2 . . . xs+n−3xixi+1x, where
xs+n−3xi ∈ L12 by (74) and (75), a contradiction. Thus we may assume that s = q+2. Therefore h1 = 2,
h2 = 4 and n = 8. From A(x → {xq+n−1, xq+n}) = ∅ (by Claims 27 and 24(i)) and (*) it follows that
{xq+2n−3, xq+2n−2} → x. Together with n = 8 this implies that for each i ∈ [0, 1],
xq+nxq+2n−5−i /∈ D, (76)
(otherwise, since xxq+n−2 ∈ D, we have Cn = xxq+n−2xq+n−1xq+nxq+2n−5−i . . . xq+2n−2−ix). Moreover,
it is easy to see that L13 := A(xq+n → Hl) = ∅, where l ∈ [2, 3] (otherwise if xq+nxi ∈ L13 , then by (74)
and (75), Cn = xxq+n+1 . . . xq+2n−4−lxq+n−2xq+n−1xq+nxi . . . xi+l−1x). Since xxq+n+1 ∈ D, by (*) we
have xq+2n−1x /∈ D and it is not difficult to see that |H2 ∪H3| ≥ m− 2. From this, (76) and xq+nx /∈ D
it follows that od(xq+n) ≤ m− 2 , a contradiction. Claim 29 is proved.
Now we will complete the proof of Theorem 2 in Subcase 2.2.2. Note that Claims 29, 18, 24, 27, 11
and 21 imply that s = q + 1, h2 − 2 ≥ h1 = α1 = 1 and 3 ≤ h2 ≤ 4 (6 ≤ n ≤ 7).
Let B := {xq+2n−4, xq+2n−3, . . . , xq−1} and b := od(x,B). It follows from α1 = 1 and Claim 9(i) that
b = od(x) − α2 − 3. (77)
Let E denote the set of vertices xi+l /∈ C(q+n−2, q+2n−4), where l ∈ [1, n−4], for which xxi ∈ D.
It is easy to see that L14 := A(E → xq+n−1) = ∅ (otherwise xi+lxq+n−1 ∈ L14 and Cn = xxixi+1 . . .
xi+lxq+n−1 . . . xq+2n−4−lx by Claim 9(ii)). From this and L9 = A(x→ {xq+n−1, xq+n}) = ∅ (by Claims
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24(i) and 27), we obtain |E| ≤ m − 1. Remark that from x → {xq, xq+1} and xxq−1 /∈ D it follows
that {xq+1, xq+2, . . . , xq+n−3} ⊂ E. Hence if b ≥ 1, then the set E contains at least b + 1 vertices from
B ∪ {xq}.
We now show that α2 = n− 5, i.e.
x→ {xq+n+1, . . . , xq+2n−5}. (78)
Assume that α2 6= n − 5. Then from L9 = ∅ we have α2 ≤ n − 6. Therefore b ≥ od(x) − n + 3 ≥ 1
by (77), and n ≤ m+ 1. It follows immediately from the remark above that the set E contains at least
b+ n− 2 ≥ m vertices. This contrary to |E| ≤ m− 1 and so α2 = n− 5 is proved.
From α2 = n− 5 and (77) we get that b = od(x) − n+ 2. It is clear that xq+2n−3xq+n−1 /∈ D, since
otherwise, by (78) and Claim 9(ii), Cn = xq+2n−3xq+n−1xq+nxxq+n+1 . . . xq+2n−3. From xq+2n−3 /∈
C(q+1, q+n− 3) it is easy to see that (in case b = 0 and in case b ≥ 1) the set E contains at least b+1
vertices from the set B∪{xq}. Thus we havem−1 ≥ |E| ≥ b+n−2 = od(x). Hence od(x) = |E| = m−1,
p = 2m, id(xq+n−1) = m− 1 by L14 = ∅, and {xq+n, xq+n+1, . . . , xq+2n−4} → xq+n−1. Therefore for all
l ∈ [1, n− 4] if xix ∈ D and xi−l /∈ C(q + n − 2, q + 2n− 6), then xq+n−1xi−l /∈ D, since otherwise, by
(78), Cn = xxq+n+1 . . . xq+2n−3−lxq+n−1xi−l . . . xix, a contradiction. It is not difficult to see that the
number of such xi−l vertices at least m− 1. Therefore, since xq+n−1x /∈ D, we get od(xq+n−1) ≤ m− 1
and d(xq+n−1) ≤ 2m− 2, a contradiction. This completes the proof of the theorem.
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