The problem of estimating the population variance is presented using auxiliary information in the presence of measurement errors. The estimators in this article use auxiliary information to improve efficiency and assume that measurement error is present both in study and auxiliary variable. A numerical study is carried out to compare the performance of the proposed estimator with other estimators and the variance per unit estimator in the presence of measurement errors.
Introduction
Over the past several decades, statisticians are paying their attention towards the problem of estimation of parameters in the presence of measurement errors. In survey sampling, the properties of estimators based on data usually presuppose that the observations are the correct measurements on characteristics being studied. However, this assumption is not satisfied in many applications and data is contaminated with measurement errors, such as non-response errors, reporting errors, and computing errors. These measurement errors make the result invalid, which are meant for no measurement error case. If measurement errors are very small and we can neglect it, then the statistical inferences based on observed data continue to remain valid. On the contrary, when they are not appreciably small and negligible, the inferences may not be simply invalid and inaccurate but may often lead to unexpected, undesirable and unfortunate consequences (see Srivastava and Shalabh, 2001) . Some important sources of measurement errors in survey data are discussed in Cochran (1968) , Shalabh (1997) , and Sud and Srivastva (2000) . Karpe (2008, 2010) , Kumar et al. (2011a, b) studied some estimators of population mean under measurement error.
Many authors, including Das and Tripathi (1978) , Srivastava and Jhajj (1980) , Singh and Karpe (2009) and Diana and Giordan (2012) , studied the estimation of population Variance 2 y σ of the study variable y using auxiliary information in the presence of measurement errors. The problem of estimating the population variance and its properties are studied here in the presence of measurement errors.
Consider a finite population U= (U 1 , U 2, ........ U N) of N units. Let Y and X be the study variate and auxiliary variate, respectively. Suppose a set of n paired observations are obtained through simple random sampling procedure on two characteristics X and Y. Further assume that x i and y i for the i th sampling units are observed with measurement error as opposed to their true values (X i , Y i ) For a simple random sampling scheme, let (x i, y i ) be observed values instead of the true values (X i , Y i ) for i th (i=1.2….n) unit, as σ ) and let ρ be the population correlation coefficient between x and y respectively (see Manisha and Singh (2002) ). 
Notations
and to the first degree of approximation (when finite population correction factor is ignored)
where,
x θ and y θ are the reliability ratios of X and Y, respectively, lying between 0 and 1.
Estimator of population variance under measurement error
According to Koyuncu and Kadilar (2010) , a regression type estimator t 1 is defined as
where w 1 and w 2 are constants that have no restriction .
Expression (3) can be written as 
Simplifying equation (7), taking expectations and using notations, results in the mean square error of 1 t up to first order of approximation, as 
is the contribution of measurement errors in the MSE of estimator 1 t .
Differentiating (8) Using the values of 
Another estimator under measurement error
Based on Solanki and Singh (2012) , an estimator 3 t is defined as
where α and β are suitably chosen constants. Expressing the estimator 2 t , in terms of e's is ( ) 
Expanding equation (14) 
where ( )
On taking expectations of both sides of (15), the bias of the estimator 3 t up to the first order of approximation is obtained as
Squaring both sides of (15) 
Taking expectations of (17) and using notations, the MSE of estimator t 2 is calculated as
Differentiating equation (18) with respect to k and equating to zero and after simplification the optimum value of k is
Putting the optimum value of k from (19) to (18), results in the minimum MSE of estimator t 2 as 4 2 2 min ( )
Remark:
Singh and Karpe (2009) 
which is the same as the minimum MSE of estimator t 2 , given in equation (20).
A General Class of Estimators
A general class of estimator t 3 is proposed as
Where 1 m and 2 m are constants chosen so as to minimize the mean squared error of the estimator t 3 .
Equation (23) 
Expanding equation (24) 
On taking expectations of both sides of (25) the bias of the estimator 3 t up to the first order approximation is obtained as
Squaring both sides of (25), results in 
Empirical Study
Data Statistics:
The data used for empirical study was taken from Gujrati and Sangeetha (2007) From the data given we get the following parameter values: Conclusion Table 2 shows that the MSE of proposed estimator t 3 (for 0.9, 2 α β = − = ) is minimum among all other estimators considered. It is also observed that the effect due to measurement error on the estimator t 1 and usual estimators is less than the effect on the estimator 2 t under measurement error for this given data set.
