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Abstract
Meshfree methods represent an alternative to the standard mesh-based numerical dis-
cretization techniques. Considerable effort has been spent on the verification of the mesh-
less methods capabilities to solve problems from different engineering branches in the past
decades. The aim of this master’s thesis is an application of a suitable meshfree method
in the computational aeroacoustics. Main attention will be focused on the sound propa-
gation problems, which can be modeled using the linearized Euler equations. Necessary
theory of the hyperbolic systems will be mentioned with respect to the nature of governing
equations. Meshfree Finite point method (FPM) has been chosen due to its achievements
in the computational fluid dynamics. The derivation of this meshfree method is presented
as well as an accuracy improvements which are necessary for the sound propagation prob-
lems. Capabilities of the derived meshfree method will be verified on several benchmark
problems using a software which was specially developed for this purpose.
Abstrakt
Bezs´ıt’ove´ metody reprezentuj´ı alternativu ke standardn´ım diskretizacˇn´ım technika´m,
ktere´ pro sv˚uj chod vyzˇaduj´ı s´ıt’. V posledn´ıch desetilet´ıch bylo vynalozˇeno mnoho u´sil´ı
k oveˇrˇen´ı konkurenceschopnosti bezs´ıt’ovy´ch metod v r˚uzny´ch inzˇeny´rsky´ch odveˇtv´ıch.
Diplomova´ pra´ce je zameˇrˇena na aplikaci vhodne´ bezs´ıt’ove´ metody ve vy´pocˇetn´ı aeroakus-
tice. Steˇzˇejn´ı cˇa´st te´to pra´ce se zaby´va´ u´lohami sˇ´ıˇren´ı zvuku, ktere´ lze modelovat pomoc´ı
linearizovany´ch Eulerovy´ch rovnic. Obecneˇ lze tyto rovnice zarˇadit mezi linea´rn´ı hyperbol-
icke´ syste´my. Pro u´lohy aeroakustiky se jako vhodna´ bezs´ıt’ova´ metoda jev´ı Finite point
method (FPM), ktera´ byla u´speˇsˇneˇ pouzˇita pro rˇesˇen´ı u´loh dynamiky tekutin. Odvozen´ım
te´to metody a na´vrhy k dosazˇen´ı vysoke´ prˇesnosti se veˇnuje dalˇs´ı cˇa´st pra´ce. U´lohy sˇ´ıˇren´ı
zvuku se zna´my´m rˇesˇen´ım jsou testova´ny vlastn´ım programem vyvinuty´m specia´lneˇ pro
tyto u´cˇely.
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1 Outline
Meshfree methods and computational aeroacoustics (CAA) are very wide and still open
research fields. This masters’s thesis is aiming to apply a suitable meshfree method for
sound propagation problems which form one specific issue within the CAA. The propaga-
tion of sound phenomenon can be modeled by the system of partial differential equations
(PDE) known as the linearized Euler equations (LEE) whose derivation creates an impor-
tant part of this thesis. Another broad section focuses on the derivation of the meshfree
method known as Finite point method (FPM) which was selected from a variety of these
numerical methods due to reasons discussed in the introduction.
Thus, the preliminary objectives, which have to be reached, can be summarized as follows
• Computational aeroacoustics – derivation of linearized Euler equations as
a suitable model for sound propagation problems.
• Meshfree methods – derivation of the Finite point method.
Necessary algebraic backgrounds used throughout the whole thesis are reminded in the
chapter 2. An introduction to the acoustics, application of CAA and acoustic modelling
together with the brief overview of meshfree methods is given in chapter 3. Next, the
theory of hyperbolic systems and the derivation of linearized Euler equations is provided
in chapter 4. Chapter 5 relates the previous knowledge and provides a solution to the
Riemann problem.
The Weighted least squares (WLSQ) method creates one essential part of the Finite point
method. This approximation technique is then described in chapter 6. Finally, the chapter
7 is devoted to the derivation of FPM for linear hyperbolic systems. Time discretization
techniques and boundary conditions usually used for acoustic problems are mentioned in
chapter 9 and 10.
Next objective is to verify the FPM capabilities for some sound propagation problems.
The following problems were solved by the simulation using the FPM
• 1D advection problem
• 2D simple acoustic pulse problem
• 2D acoustic pulse problem
• 2D wall bounded puls problem
• 2D sound scattering from a square cylinder
Obtained results are presented in chapter 11 including the discussion and suggestions for
further development.
3
2 Algebraic backgrouds
Chapter algebraic backgrouds provides the reader with common definitions and properties
of studied objects which are used throughout the whole thesis. First, we are going to pay
attention to diagonalizable matrices and its properties, cf. [11].
Definition 2.1 (Diagonalizable matrix). Let P be the square matrix of order s ∈ N. The
matrix P is said diagonalizable, if there exists an invertible matrix T of order s such that
T−1PT = D, (2.1)
where D = diag {(λ1, λ2, . . . , λs)} , λj ∈ C, j = 1, . . . , s is diagonal matrix of order s.
Remark 2.1 (Properties of diagonalizable matrices). By rewriting the matrix T as
columns T = (r1, r2, . . . , rs) and by utilizing (2.1) in form
PT = TD = (λ1r1, λ2r2, . . . , λsrs) (2.2)
we get s eigenvalue problems
Prj = λjrj, j = 1, . . . , s. (2.3)
Consequently, λj are eigenvalues of the matrix P and rj, j = 1, . . . , s are corresponding
(right) eigenvectors.
2.1 Taylor series
We remind basic differential calculus notation which will be used throughout the whole
thesis.
Let x = (x1, x2, . . . , xd) ∈ Rd and consider real–valued function f : Rd → R. We suppose,
that all derivatives involved in this section can be performed, i.e. the function f is smooth
enough. Then we denote the gradient of function f as
∇f(x) =
(
∂f
∂x1
,
∂f
∂x2
, . . . ,
∂f
∂xd
)
, (2.4)
the Hessian matrix as
H(f) =

∂2f
∂x21
∂2f
∂x1x2
. . .
∂2f
∂x1xd
∂2f
∂x2x1
∂2f
∂x22
. . .
∂2f
∂x2xd
...
...
. . .
...
∂2f
∂xdx1
∂2f
∂xdx2
. . .
∂2f
∂x2d

. (2.5)
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For the sake of brevity we will use the multi–index notation. We remind the multi–index
is a vector a = (a1, a2, . . . , ad) ∈ Nd0. The number |a| =
∑d
k=1 ak denotes the length of the
multi–index a. The factorial of the multi–index a can be written as
a! = a1!a2! . . . ad!, (2.6)
and the power of x as
xa = xa11 x
a2
2 . . . x
ad
d . (2.7)
Also the notation of the partial derivative of the function f(x) is simplified to
∂af(x) =
∂|a|f
∂xa11 . . . x
ad
d
. (2.8)
Suppose the function f(x) ∈ C∞(Ω), where Ω is a neighborhood of a point xi ∈ Rd.
Then the Taylor expansion of the function f(x) around the point xi can be written in
multi–index notation as
T (x) =
∑
|a|≥0
(x− xi)a
a!
(∂af) (xi) (2.9)
For computational purposes we will use the Taylor polynomial of degree ν ∈ N0
Tν(x) =
∑
|a|≤ν
(x− xi)a
a!
(∂af) (xi). (2.10)
Example 2.1 (d = 2, ν = 2). Consider f : R2 → R and denote x := x1, y := x2.
Multi–index a = (a1, a2) =: (a, b) takes on the values a, b = 0, 1, 2 in order to fulfill the
condition |a| = a+ b ≤ 2, i.e. (0, 0), (1, 0), (0, 1), (2, 0), (1, 1) and (0, 2). For a given point
xi = (xi, yi) ∈ R2 we express the Taylor polynomial of degree ν = 2 of the function f
explicitly as
T2(x, y) =
∑
a+b≤2
(x− xi, y − yi)(a,b)
a!b!
(
∂(a+b)f
∂xayb
)
(xi, yi) (2.11)
or
T2(x, y) = f(xi, yi) + (x− xi)∂f
∂x
(xi, yi) + (y − yi)∂f
∂y
(xi, yi) +
1
2
(x− xi)2∂
2f
∂x2
(xi, yi) +
+ (x− xi)(y − yi)∂
2f
∂xy
(xi, yi) +
1
2
(y − yi)2∂
2f
∂y2
(xi, yi).
We will also benefit from the matrix notation. Using the gradient and Hessian matrix we
can express the equation (2.11) in more compact form as follows
T2(x) = f(xi) +∇f(xi) · (x− xi) + 1
2
(x− xi)H(f)
∣∣∣∣
x=xi
(x− xi)T . (2.12)
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2.2 Bessel functions
Bessel functions play an important role in functional analysis and theory of differential
equations, cf. [1]. We utilize a particular group of these functions known as Bessel
functions of the first kind in order to construct the analytical solutions later.
Definition 2.2. Let z ∈ C. We define the Bessel function of the first kind as
Jν˜(z) =
(z
2
)ν˜ ∞∑
k=0
(
− z2
4
)k
k!Γ(ν˜ + k + 1)
, (2.13)
where number ν˜ ∈ N0 is the order of Bessel function and Γ(n) = (n− 1)! for n ∈ N is the
Gamma function.
We rename the complex variable x := z and restrict the domain of the function to real
numbers x ∈ R. For the particular case ν˜ = 0 we get
J0(x) =
∞∑
k=0
(−1)kx2k
4k(k!)2
= 1− x
2
4
+
x4
64
− x
6
2304
+ . . . (2.14)
Bessel functions of the first kind, zero and first order, i.e. J0(x) and J1(x) are needful
for computation of analytical solution to the acoustic pulse problem, cf. section 11.1 and
11.2. First three Bessel functions of the first kind are depicted in Fig. 2.1.
0 5 10 15 20 25 30
−0.5
0
0.5
1
Bessel functions of the first kind
x
 
 
J0(x)
J1(x)
J2(x)
Figure 2.1: Bessel functions of the first kind Jν˜(x), ν˜ = 0, 1, 2, x ∈ 〈0, 30〉.
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3 Introduction
3.1 Meshfree methods
Meshfree, meshless or gridless methods are numerical methods which do not require a
predefined mesh or grid. These methods can work just on a set of scattered points, called
a cloud of points, where no connections between these points are presented. The nature of
meshless methods enables to avoid the time consuming grid generation for large problems
with complicated geometries. Moreover, an accurate computation on unstructured sets of
scattered points is possible. On the other hand, problematic enforcing of the boundary
condition and the complexity of some meshless methods are the main disadvantages. We
refer the reader to literature [22], [23] for further study.
Meshless methods can be divided into several categories depending on the cloud of points,
formulation of PDE and other properties. We distinguish e.g. between
• stationary, moving, structured or unstructured cloud of points.
• strong or week formulation of PDE for meshless method.
Wide overview of different meshless methods used nowadays and their classification can
be found in article [12].
We are interested in an application of a suitable meshless method in computational aeroa-
coustics, especially for the sound propagation problems. A few papers have been already
published in this topic, namely [4], [21]. The main difficulty lies in the fact that CAA
problems impose stringent requirements on numerical methods in general. These require-
ments will be consulted in following sections.
We have decided to apply the Finite point method (FPM) due to its relative long history
and successful solution to the fluid flow problems. Eugenio On˜ate, et al. have originally
presented the FPM in 1996 in the article [29]. Following works [30], [31], [32] have pro-
posed a stabilization technique. The solution of compressible Euler equations in FPM
context has been presented in articles [24], [33] and extended in [34], [36], [3]. The solu-
tion of shallow water equations has been shown in [35].
FPM can be briefly described as a meshless method which use
• stationary, structured as well as unstructured cloud of points.
• strong formulation of PDE.
Let us follow the ideas behind the development and validation of new discretization tech-
niques in different engineering branches.
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3.2 Aeroacoustics
Noise pollution is considered as one of the most problematic fields of human influence to
the nature. Part of a human endeavour is intensively directed towards an improvement in
machine performance and to the enlarging the quantity of vehicles such as airplanes, cars,
trains, etc. We have already convinced ourself that strong noise can harm the human
hearing in very short time. Also living in the vicinity of noise sources, which are not so
strong but continuous, may lead to the disruption of a human or animal life. Our modern
civilization is creating too much noise, which has to be reduced in order to achieve a
sustainable development. Fortunately, there exist several efforts attempting to reduce the
generation of noise.
At the very beginning, Acoustics, the science which studies all mechanical waves in differ-
ent mediums, purveys the understanding of the sound in its physical nature. An important
part of the acoustics is concerned with the sound generation and propagation mechanisms.
Motion of the fluid (liquid or gas) itself introduces some noise. This experience comes
from everyday life. We can hear blowing of the wind or flowing of the river. Thus, Aeroa-
coustics originated as the part of the acoustics which studies the noise generation caused
by turbulent fluid motion and by aerodynamic forces interacting with obstacles.
3.3 Computational aeroacoustics
The compressible Navier–Stokes equations govern fluid dynamics as well as the aerody-
namic sound generation and the propagation of the sound phenomena. Due to the rising
computational power we are able to solve this equation system for particular problems
numerically in acceptable time. This progress in computer science allowed the rise of the
branch called Computational aeroacoustics (CAA), which deals with the direct computa-
tion of the sound generation and propagation directly, i.e. from the physical conservation
laws – the Navier–Stokes equations.
3.4 Application of CAA
Simple and clear example of the noise generated by turbulent flow is whistling. By
whistling we shape the mouth and let the tongue in particular position. This “geome-
try” enables the air coming through the mouth to produce the tonal sound. Tonal sounds
consist just of one frequency. Another similar example of the tonal sound produced by
turbulent flow is the tea kettle whistling.
The rising noise pollution produced by vehicles leads the manufacturers to the suppression
of the noise generating mechanisms using all accessible means. The reduction of the
noise generation can be achieved e.g. by design improvements of an individual vehicle
components. We mention a primary applications of the CAA in various engineering
branches and other disciplines.
Case 3.1 (Aircraft industry). Noise produced by aircrafts has been already widely studied
by CAA methods. Beside the engine noise, there are other aircraft parts regarded as
significant noise source areas such as flaps, slats (surfaces mounted on the edges of the
wings) or landing gear.
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Case 3.2 (Automobile industry). Owing to the rising demands to the human comfort in
passanger car, including definitely the noise comfort, the outside parts of the car such as
sunroof, wipers, rear view mirrors or rain gutters were studied. The results which were
obtained by numerical simulations or experimentally demonstrate, that these parts of the
car are important source areas of the noise. Also some inside parts of the car such as
exhaust systems, climate control orifices are of particular interest.
Case 3.3 (Train industry). There is obvious application of the CAA in the train industry.
The outside parts of the high speed trains need to be designed in order to produce less
noise. We mention namely the body and pantograph as the most important noise source
areas.
Case 3.4 (Musical instruments). In variety of musical instruments is the desired sound
produced by moving air through the body of the instrument. As examples we can regard
the organ or flute, etc.
Case 3.5 (Other applications). Where a fan is presented, then the sound is produced
by rotating blades. As other applications of CAA we remark an analysis of the sound
produced by cooling units, wind turbines, electricity wires or duct systems.
3.5 Numerical methods in CAA
Computational aeroacoustics uses a wide range of the computation techniques for the
sound generation as well as the propagation of the sound. Various numerical methods for
the direct solution to the Navier–Stokes equations and their simplifications and variations
have been already used intensively in both areas. We refer the reader to the literature
[38] for detailed description of various numerical discretization techniques.
Unlike the computational fluid dynamics (CFD), a numerical methods in CAA have to
satisfy some additional conditions involved by the nature of aeroacoustic problems. We
will discuss a general requirements of numerical methods in the following text.
Aerodynamic waves propagate with the mean flow and dissipate quite fast, while the
acoustic waves propagate with the speed of sound to all directions almost without dis-
sipation. Amplitudes of the acoustic waves are much smaller than amplitudes of the
aerodynamic waves. This disparity can be easily observed, if we compare the static atmo-
spheric pressure 101 325 Pa with the acoustic pressure corresponding to human hearing
thresholds 2 · 10−5 − 102 Pa.
Different nature of aerodynamic and acoustic waves lead us to the question: What are
the necessary requirements for numerical methods used in CAA?
1. Solution to the compressible equations. ⇒ Compressible Euler equations, linearized
Euler equations, etc.
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2. Very accurate numerical solution is essential. ⇒ High order numerical methods.
3. Dispersion and dissipation error small as possible. ⇒ Fourier analysis of governing
equations.
4. Special treatment of boundary conditions. ⇒ Non–reflecting external BC, accurate
boundary conditions.
The Finite point method has been chosen due to its fast recent development, successful
solution to the compressible Euler equations and great potential for accuracy improve-
ments. We are going to discuss the points 1, 2 and 4 with respect to FPM during the
whole thesis.
3.6 Acoustic variables
As a sound we regard a mechanical pressure waves consisting of frequencies within the
range 16 to 20 000 Hz (human hearing range). Existence of a sound is conditioned by the
presence of a medium, where the wave is transmitted. If the medium is a fluid (liquid
or gas), then the sound propagates just in the form of longitudinal waves. As a acoustic
variables we recognize the spatial and time dependent functions - acoustic density ρ′(x, t),
acoustic velocity v′(x, t) and acoustic pressure p′(x, t), x ∈ Rd, t ∈ (0,∞). For more
detailed information we refer to literature [13], [38].
Due to the logarithmic sensitivity of a human ear, new quantity - Sound pressure level
(SPL) is introduced as
Lp′ = 20 log10
(
p′rms
p′ref
)
[dB], (3.1)
where p′ref is the reference sound pressure. For air, the value p
′
ref = 2 · 10−5 Pa is defined,
because this value is usually considered as the threshold of human hearing at frequency
1000 Hz. Value p′rms is the effective sound pressure, which is defined as root mean square
(rms) value, i.e.
p′rms =
√
1
T
∫ T
0
p′2(x, t)dt. (3.2)
The threshold of pain varies individually depending on a human listener. SPL 130 dB of
the threshold of pain corresponds to the rms sound pressure ca. 63 Pa. A normal loud
tone varies around rms sound pressure 0.1 Pa, cf. [13].
Remark 3.1. Acoustic variables ρ′(x, t), v′(x, t) and p′(x, t) are usually defined as small
fluctuations or perturbations of total density ρ(x, t), velocity v(x, t) and pressure p(x, t)
in CAA context. We remind this definition during the derivation of linearized Euler
equations in section 4.4.
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4 Hyperbolic systems
Hyperbolic systems are well known first order PDE systems which have unique directions
of the information propagation. Knowledge of these directions allows us to adapt the nu-
merical schemes, either to stabilize the numerical computation or in attempt to increase
the accuracy of the solution, or both. This chapter is devoted to study of the hyperbolic
systems, where Euler and linearized Euler equations represent particular cases. We start
with a general notation.
Let d ∈ N and consider the homogeneous system of s ∈ N first order partial differential
equations in vector form
∂w
∂t
+
d∑
j=1
∂Fj(w)
∂xj
= 0, x ∈ Rd, t > 0, (4.1)
where
w := w(x, t) =

w1(x, t)
w2(x, t)
...
ws(x, t)
 , Fj(w) =

Fj1(w)
Fj2(w)
...
Fjs(w)
 , j = 1, . . . , d. (4.2)
The vector function Fj(w) is called the flux of w in the direction xj, j = 1, . . . , d or simply
the flux. We suppose that the functions Fjk, k = 1, . . . , s are continuously differentiable,
i.e. Fjk ∈ C1(Rs).
Remark 4.1. Notation corresponds to M. Feistauer, E.F. Toro, M. Luka´cˇova´ works, cf.
[10], [41], [25].
The flux Fj(w) in (4.1) is the composite function Fj(w)(x, t) = (Fj ◦ w)(x, t) and by
expanding the partial derivatives
∂Fj(w)
∂xj
we get a first order quasilinear system
∂w
∂t
+
d∑
j=1
Aj(w)
∂w
∂xj
= 0, (4.3)
where Aj(w) are matrices of order s, i.e. Aj(w) are Jacobian matrices of the flux
Fj(w), j = 1, . . . , d.
Aj(w) =
(
∂Fji(w)
∂wk
)s
i,k=1
=

∂Fj1(w)
∂w1
∂Fj1(w)
∂w2
. . .
∂Fj1(w)
∂ws
∂Fj2(w)
∂w1
∂Fj2(w)
∂w2
. . .
∂Fj2(w)
∂ws
...
...
. . .
...
∂Fjs(w)
∂w1
∂Fjs(w)
∂w2
. . .
∂Fjs(w)
∂ws

. (4.4)
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Definition 4.1 (Hyperbolic system). The system of PDE (4.1) or (4.3) is said hyperbolic
or hyperbolic system, if for each vector n = (n1, n2, . . . , nd) ∈ Rd and w ∈ Rs the matrix
P(w,n) =
d∑
j=1
njAj(w) (4.5)
is diagonalizable and has only real eigenvalues λk(w,n), k = 1, . . . , s.
According to the definition 2.1, for each matrix P := P(w,n) of a hyperbolic system the
matrix T := T(w,n) can be found such that
T−1PT = D = diag {(λ1, λ2, . . . , λs)} =
 λ1 0. . .
0 λs
 , (4.6)
where D := D(w,n) and λk := λk(w,n), k = 1, . . . , s. Thus, according to the remark
2.1, columns of the matrix T are eigenvectors of matrix P and λk ∈ R are corresponding
eigenvalues.
4.1 Advection equation
Consider the partial differential equation in following form
∂u
∂t
+ a
∂u
∂x
= 0 (4.7)
where u = u(x, t) and a ∈ R \ {0}. This linear and homogeneous PDE is known as
1D linear advection equation, which describes a 1D motion or transport of a quantity u.
Moreover the constant a is known as wave propagation speed.
Equation (4.7) is the hyperbolic PDE and can be derived from general notation (4.1) by
setting d = 1, s = 1, x := x1, w = (w1) = u and F1(w) = au. The Jacobian matrix
A1(w) degenerates just to the single value a. Hence, the eigenvalue λ = a.
Proposition 4.1. Consider initial–value problem given by PDE (4.7) and initial condition
u0(x). This IVP can be written schematically as
(PDE)
∂u
∂t
+ a
∂u
∂x
= 0, x ∈ R, t > 0 (4.8)
(IC) u(x, 0) = u0(x), (4.9)
where a ∈ R \ {0}. Then the solution to the IVP (4.8, 4.9) is given by
u(x, t) = u0(x− at). (4.10)
Proof 4.1. Due to the linearity of PDE (4.8) in the initial–value problem (4.8, 4.9),
the solution can be found by the method of characteristics. The system of equations for
characteristics t = t(τ), x = x(τ) reads as
t′ = 1 /(−a)
x′ = a
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By adding this two equations and after integration we get
−at+ x = c, c ∈ R. (4.11)
Thus, the characteristics are lines with the slope a, if we rewrite (4.11) as functions
x(t) = at + c. The solution u(x, t) is constant along each characteristic. Hence, general
solution of PDE (4.8) can be written in form
u(x, t) = F (x− at), (4.12)
where F is an arbitrary continuously differentiable function. If we utilize the initial
condition
u(x, 0) = F (x) = u0(x), (4.13)
we finally get the solution to the IVP (4.8, 4.9) as
u(x, t) = u0(x− at). (4.14)
In other words, given initial wave profile u0(x) at time t = 0, then this profile remains the
same for time t > 0, but moves to the right if a > 0 or to the left if a < 0 with the wave
propagation speed a.
4.2 Euler equations in conservative variables
Compressible Euler equations are obtained from general Navier-Stokes equations by neg-
lecting the viscous effects in the fluid. In this subsection the compressible and homoge-
neous Euler equations in conservative variables as particular example of the hyperbolic
system are presented. From general notation of the compressible EEs in d dimensions, we
are going to study the properties of those equations in 2D case.
Let d ∈ N and consider that the components of the vector w(x, t) are the density ρ :=
ρ(x, t), components of momentum ρv1 := ρ(x, t)v1(x, t), . . . , ρvd := ρ(x, t)vd(x, t) and
total energy e := e(x, t), respectively.
w(x, t) =

w1(x, t)
w2(x, t)
...
ws(x, t)
 =

ρ(x, t)
ρ(x, t)v1(x, t)
...
ρ(x, t)vd(x, t)
e(x, t)
 . (4.15)
Clearly, for EE holds s = d+ 2. Then the compressible Euler equations can be written in
vector form with respect to (4.1) as
∂w
∂t
+
d∑
j=1
∂Fj(w)
∂xj
= 0, x ∈ Rd, t > 0, (4.16)
where
Fj(w) =

ρvj
ρvjv1 + pδj1
...
ρvjvd + pδjd
vj(e+ p)
 , (4.17)
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where p := p(x, t) denotes the pressure and δji, i, j = 1, . . . , d is the Cronecker delta
symbol.
Number of variables in (4.16) is s+ 1, whereas the number of equations is just s. In order
to enclose the system, one more equation is needed. Constitutive law, the state equation
which has to be added to the system is given as
p = (γ − 1)
(
e− 1
2
ρ‖ (v1, . . . , vd) ‖2
)
, (4.18)
where γ is an adiabatic index. Example might be dry air, which has γ = 7
5
= 1.4. This
value of adiabatic index will be also used in all numerical simulations.
Beside the physical quantities mentioned in this chapter we define the speed of sound
a := a(x, t) as follows
a =
√
γp
ρ
. (4.19)
Due to the possible reformulation of the compressible EEs with respect to the speed of
sound a, several possible notations are commonly used in literature, cf. [41].
Remark 4.2. For the sake of brevity we will understand under notation w, ρ, v1, . . . , vd,
e, p, a the time and spatial dependent functions throughout the whole thesis, i.e. explicit
notation (x, t) will be omited.
Example 4.1 (1D EE in conservative variables). Let d = 1 and by denoting x := x1, v :=
v1. Using subscript notation of partial derivatives, the compressible 1D Euler equations
can be written explicitly as
ρt + (ρv)x = 0 (4.20)
(ρv)t + (ρv
2)x + px = 0 (4.21)
et + [v(e+ p)]x = 0. (4.22)
This equation system consists of 1D continuity equation, momentum equation and energy
equation, respectively.
If we denote F(w) := F1(w), then from general notation of Euler equations (4.16) we get
∂w
∂t
+
∂F(w)
∂x
= 0, x ∈ R, t > 0, (4.23)
where
w =
 w1w2
w3
 =
 ρρv
e
 , F(w) =
 F1(w)F2(w)
F3(w)
 =
 ρvρv2 + p
v(e+ p)
 . (4.24)
One dimensional state equation closes the equation system
p = (γ − 1)(e− 1
2
ρv2). (4.25)
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According to (4.3) and by denoting A(w) := A1(w), the quasilinear system of compressible
1D EE is obtained from (4.23) as
∂w
∂t
+ A(w)
∂w
∂x
= 0, x ∈ R, t > 0, (4.26)
where matrix A(w) is the Jacobian matrix of flux F(w) or
A(w) =
(
∂Fi(w)
∂wk
)3
i,k=1
=

∂F1(w)
∂w1
∂F1(w)
∂w2
∂F1(w)
∂w3
∂F2(w)
∂w1
∂F2(w)
∂w2
∂F2(w)
∂w3
∂F3(w)
∂w1
∂F3(w)
∂w2
∂F3(w)
∂w3

. (4.27)
In order to evaluate the partial derivatives in (4.27) we express p and vector F(w) by
w1, w2, w3 as follows
p = (γ − 1)(w3 − 1
2
w22
w1
), F(w) =
 F1(w)F2(w)
F3(w)
 =

w2
(γ − 1)w3 + 3− γ
2
w22
w1
γ
w2w3
w1
− γ − 1
2
w32
w21
 . (4.28)
Finally, we get the matrix A(w) expressed by the components of vector w as
A(w) =

0 1 0
γ − 3
2
(
w2
w1
)2
(3− γ)w2
w1
γ − 1
−γw2w3
w21
+ (γ − 1)
(
w2
w1
)3
γw3
w1
− 3(γ − 1)
2
(
w2
w1
)2
γ
w2
w1
 . (4.29)
One can prove the hyperbolicity of quasilinear system (4.26) of compressible 1D EE di-
rectly by evaluating the eigenvalues and corresponding eigenvectors of matrix A(w), cf.
[41], p. 90.
Example 4.2 (2D EE in conservative variables). Following the previous example, let
d = 2 and by denoting x := x1, y := x2, u := v1, v := v2 we get
∂w
∂t
+
∂F1(w)
∂x
+
∂F2(w)
∂y
= 0, x = (x, y) ∈ R2, t > 0, (4.30)
where
w =

ρ
ρu
ρv
e
 , F1(w) =

ρu
ρu2 + p
ρuv
u(e+ p)
 , F2(w) =

ρv
ρvu
ρv2 + p
v(e+ p)
 . (4.31)
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Together with 2D state equation
p = (γ − 1)
(
e− 1
2
ρ(u2 + v2)
)
(4.32)
we obtain the enclosed equation system.
Corresponding Jacobian matrices of the fluxes F1(w), F2(w) and moreover the proof of
hyperbolicity of 2D compressible EE can be found in [10].
4.3 Euler equations in primitive variables
Euler equations in primitive variables are often used for derivation of desired LEE. As
primitive variables or physical variables are usually said the physical quantities, namely
the density ρ, velocity components v1, . . . , vd and pressure p , which can be arranged to
the vector of primitive variables u := u(x, t) = (ρ, v1, . . . , vd, p)
T .
Remark 4.3. Under the assumption physical quantities are continuously differentiable
functions, namely ρ, v1, . . . , vd, e, p ∈ C1(Rd×(0,∞)), the compressible EE in conservative
and primitive variables are equivalent.
In order to obtain the primitive variable formulation the conservative form of equations
(4.16) is used. Under the assumption at physical quantities mentioned in remark 4.3,
the primitive variable formulations can be derived by expanding the partial derivatives in
(4.15) and (4.17).
Example 4.3 (1D EE in primitive variables). Consider 1D compressible Euler equations
in conservative form (4.23). Then by denoting x := x1, v := v1 and by expanding the
partial derivatives in (4.20, 4.21, 4.22) we obtain
ρt + ρxv + ρvx = 0 (4.33)
ρtv + ρvt + ρxv
2 + 2ρvvx + px = 0 (4.34)
et + vx(e+ p) + v(ex + px) = 0 (4.35)
Equation (4.34) with the help of equation (4.33) can be rewritten as
v (ρt + ρxv + ρvx)︸ ︷︷ ︸
0
+ρ(vvx + vt +
px
ρ
) = 0 =⇒ vt + vvx + px
ρ
= 0 (4.36)
Similarly the equation (4.35) with the help of state equation (4.25) and equations (4.33),
(4.36) can be rewritten by
pt
γ − 1 + ρt
v2
2
+ ρvvt + vx(
p
γ − 1 + ρ
v2
2
+ p) + v(
px
γ − 1 + ρx
v2
2
+ ρvvx + px) = 0
v2
2
(ρt + ρxv + ρvx)︸ ︷︷ ︸
0
+ρv (vt + vvx +
px
ρ
)︸ ︷︷ ︸
0
+
1
γ − 1(pt + vxp+ (γ − 1)vxp+ vpx) = 0
16
to the form
pt + γpvx + vpx = 0. (4.37)
The continuity equation (4.33) and the derived equations (4.36), (4.37) can be arranged
to matrix form as
ut + A(u)ux = 0, (4.38)
where
u =
 ρv
p
 , A(u) =
 v ρ 00 v 1
ρ
0 γp v
 . (4.39)
Equation system (4.38) is known as the compressible 1D Euler equations in primitive
variables.
Example 4.4 (2D EE in primitive variables). Consider d = 2 and by denoting x := x1,
y := x2, u := v1 and v := v2 the 2D Euler equations in primitive variables can be derived
from conservative form by expanding the partial derivatives in similar way as in 1D case,
cf. example (4.3). Consequently, compressible 2D Euler equations in primitive variables
read as
∂u
∂t
+ A1(u)
∂u
∂x
+ A2(u)
∂u
∂y
= 0, x = (x, y) ∈ R2, t > 0, (4.40)
where
u =

ρ
u
v
p
 , A1(u) =

u ρ 0 0
0 u 0 1
ρ
0 0 u 0
0 γp 0 u
 , A2(u) =

v 0 ρ 0
0 v 0 0
0 0 v 1
ρ
0 0 γp v
 . (4.41)
4.4 Linearized Euler equations
The starting point for the derivation of linearized Euler equations are the Euler equations
in primitive variables u(x, t) = (ρ(x, t), v1(x, t), . . . , vd(x, t), p(x, t))
T . These quantities
can be decomposed into a reference state or mean value and a time dependent fluctuating
(or perturbation) part, cf. [2], [5], [38] in the following way
ρ(x, t)
v1(x, t)
...
vd(x, t)
p(x, t)
 =

ρ′(x, t)
v′1(x, t)
...
v′d(x, t)
p′(x, t)
+

ρ0(x)
v01(x)
...
v0d(x)
p0(x)
 , (4.42)
where ρ′(x, t) is the perturbation of density, v′j(x, t), j = 1, . . . , d are perturbations of each
velocity component, p′(x, t) is the perturbation of pressure and ρ0(x), v0j(x), j = 1, . . . , d,
p0(x) are reference values of each quantity. We assume that these reference states are
stationary, i.e. they do not depend on time and are known at each point x and time t.
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Remark 4.4. Important to note, we will use the notation u′ := u′(x, t) for the vector
of perturbation quantities and u0 := u0(x) for the vector of reference states. Moreover,
remark 4.2 holds.
Unlike the notation of the homogeneous EEs in previous chapters, the aeroacoustic com-
putations require the incorporation of acoustic sources which can be represented by the
source term S := S(x, t). Consequently, the inhomogeneous Euler equations in primitive,
decomposed variables can be written as follows
∂ (u′ + u0)
∂t
+
d∑
j=1
Aj(u′ + u0)
∂ (u′ + u0)
∂xj
= S, x ∈ Rd, t > 0, (4.43)
where S : Rd × (0,∞)→ Rs is an arbitrary vector function.
Now, we assume that the perturbation variables u′ are negligible in comparison to the
mean values u0
|ρ′| << |ρ0|, |v′j| << ‖(v01, . . . , v0d)‖, j = 1, . . . , d, |p′| << |p0|. (4.44)
Therefore, the matrices Aj can be approximated as follows
Aj(u′ + u0) ≈ Aj(u0) (4.45)
By arranging the equations (4.43) with respect to the unknown perturbation variables u′,
we get the linearized Euler equations in matrix form
∂u′
∂t
+
d∑
j=1
Aj(u0)
∂u′
∂xj
+ H = S, x ∈ Rd, t > 0, (4.46)
where Aj(u0), j = 1, . . . , d are linearized Jacobian matrices (4.45), H is the vector con-
taining the derivatives of the mean flow
H =
d∑
j=1
Aj(u0)
∂u0
∂xj
(4.47)
and S is an acoustic source term.
Remark 4.5. In order to derive the LEEs, the linearization (4.45) was performed, cf. [2].
For further possible derivation of LEEs, we refer the reader to literature [9] or [38]. We
will pay attention to the 2D LEEs in the following example.
Example 4.5 (2D LEE). Consider 2D EE in primitive variables (4.40). Following the
general derivation of LEEs (decomposition of u) and by simplifying the notation x := x1,
y := x2, u := v1, v := v2 (also for fluctuating and reference part) we can write the vectors
u, u′, u0 as
u =

ρ
u
v
p
 , u′ =

ρ′
u′
v′
p′
 , u0 =

ρ0
u0
v0
p0
 . (4.48)
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For the sake of simplicity we assume the uniform flow, i.e. H = 0. Thus, the major 2D
LEE form for computational purposes can be written as follows
∂u′
∂t
+ A1(u0)
∂u′
∂x
+ A2(u0)
∂u′
∂y
= S, (4.49)
where Jacobian matrices A1(u0), A2(u0) are
A1(u0) =

u0 ρ0 0 0
0 u0 0
1
ρ0
0 0 u0 0
0 γp0 0 u0
 , A2(u0) =

v0 0 ρ0 0
0 v0 0 0
0 0 v0
1
ρ0
0 0 γp0 v0
 (4.50)
and vector of acoustic sources S := S(x, y, t) is an arbitrary vector function.
Due to the computational purposes in next chapters, we will prove that the system of 2D
LEEs in primitive variables is hyperbolic, cf. definition 4.1.
According to the notation in chapter 4, we have w := u′ = (ρ′, u′, v′, p′)T , i.e. the vector
w consists just of fluctuating quantities. Next, we construct the matrix
P := P(u,n) = n1A1(u0) + n2A2(u0), (4.51)
where n = (n1, n2)
T . Without lost of generality we can suppose ‖n‖ = 1, cf. [10]. Note,
the matrix P includes just the stationary part u0 of the decomposition u = u′ + u0.
Remark 4.6 (Direction vector). Due to the hyperbolicity of PDE systems, we can take
advantage of the eigendecomposition of the matrix P and utilized it in numerical compu-
tations, cf. chapter 5. The vector n usually plays a role of a direction vector between two
points.
Proposition 4.2 (Eigendecomposition of the matrix P). Eigenvalues λj, j = 1, 2, 3, 4 of
the matrix P are
λ1,2 = u¯, λ3 = u¯+ a0, λ4 = u¯− a0, (4.52)
where u¯ := n1u0 + n2v0 and a0 =
√
γp0/ρ0 is stationary speed of sound.
Particular choice of corresponding eigenvectors written as columns of matrix T := T(u,n)
(cf. remark 2.1, (4.6)) is given as follows
T =

1 0 ρ0 ρ0
0 −n2 n1a0 −n1a0
0 n1 n2a0 −n2a0
0 0 ρ0a
2
0 ρ0a
2
0
 . (4.53)
Proof 4.2. Eigenvalues of matrix P can be found as solution of characteristic equation
det (P− λI4) = 0, (4.54)
where I4 is identity matrix of order 4. By denoting u˜ := u¯− λ = n1u0 + n2v0 − λ we can
write∣∣∣∣∣∣∣∣
u˜ n1ρ0 n2ρ0 0
0 u˜ 0 n1
ρ0
0 0 u˜ n2
ρ0
0 n1γp0 n2γp0 u˜
∣∣∣∣∣∣∣∣ =
1
u˜
∣∣∣∣∣∣∣∣
u˜ n1ρ0 n2ρ0 0
0 u˜ 0 n1
ρ0
0 0 u˜ n2
ρ0
0 0 0 u˜2 − γp0
ρ0
∣∣∣∣∣∣∣∣ = u˜
2(u˜2 − a20) = 0. (4.55)
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Thus, eigenvalues of matrix P are λ1,2 = u¯, λ3 = u¯ + a0 and λ4 = u¯− a0. Corresponding
eigenvectors rj can be obtained by solving the equation systems Prj = λjrj, j = 1, 2, 3, 4.
For the sake of brevity we denote r := rj = (k1, k2, k3, k4)
T . For eigenvalues λ1,2 = u¯ we
obtain the following equation system
k1u¯+ k2n1ρ0 + k3n2ρ0 = k1u¯ ⇒ k1 ∈ R, k2 = −k3n2
n1
k2u¯+ k4
n1
ρ0
= k2u¯ ⇒ k4n1 = 0
k3u¯+ k4
n2
ρ0
= k3u¯ ⇒ k4n2 = 0 ⇒ k4 = 0
k2n1γp0 + k3n2γp0 + k4u¯ = k4u¯⇒ k2 = −k3n2
n1
Clearly, the fourth component of eigenvectors r1 and r2 is zero and first component can be
arbitrary real number for both eigenvectors. We choose r1 = (1, 0, 0, 0)
T . Second eigen-
vector has to be chosen as linear independent according to r1. In order to fulfil the linear
independence and at the same time the equation system, we choose r2 = (0,−n2, n1, 0)T .
Next, for eigenvalues λ3,4 = u¯± a0 we obtain following equation systems
k1u¯+ k2n1ρ0 + k3n2ρ0 = k1u¯± k1a0 ⇒ k1 = ±ρ0
a0
(k2n1 + k3n2)
k2u¯+ k4
n1
ρ0
= k2u¯± k2a0 ⇒ k2 = ±k4n1
ρ0a0
(insert to last equation)
k3u¯+ k4
n2
ρ0
= k3u¯± k3a0 ⇒ k3 = ±k4n2
ρ0a0
(insert to last equation)
k2n1γp0 + k3n2γp0 + k4u¯ = k4u¯± k4a0 ⇒ ± γp0
ρ0︸︷︷︸
a20
k4
a0
(n21 + n
2
2)︸ ︷︷ ︸
1
= ±k4a0 ⇒ k4 ∈ R
For each eigenvector r3 and r4 we can arbitrary choose the fourth component. By common
choice k4 = ρ0a
2
0 we get r3 = (ρ0, n1a0, n2a0, ρ0a
2
0)
T
and r4 = (ρ0,−n1a0,−n2a0, ρ0a20)T .
Note, all 4 eigenvectors chosen in this way are linear independent.
Next, the matrix inversion T−1 can be computed as
T−1 =

1 0 0 − 1
a20
0 −n2 n1 0
0 n1
2a0
n2
2a0
1
2ρ0a20
0 − n1
2a0
− n2
2a0
1
2ρ0a20
 . (4.56)
We have already shown that all eigenvalues of the matrix P are real. Moreover we have
found a particular matrix T, (4.53) and its inversion T−1, (4.56) such that
T−1PT = diag {(λ1, λ2, λ3, λ4)} (4.57)
holds, as we can examine easily. Thus, we have proved the 2D Linearized Euler equations
in primitive variables are hyperbolic.
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5 Riemann solvers
This chapter is devoted to the special 1D initial–value problem consisting of hyperbolic
PDE and piece–wise constant initial condition. Such IVP is known as Riemann problem,
whose precise definition is presented next.
5.1 Riemann problem
Definition 5.1. Let w = w(x, t) be the vector function w : R× (0,∞)→ Rs and let wL
and wR are constant vectors of s components. Then the initial–value problem (IVP)
(Hyperbolic PDE)
∂w
∂t
+
∂F(w)
∂x
= 0, x ∈ R, t > 0, (5.1)
(IC) w(x, 0) = w0(x) =
{
wL , x < 0
wR , x > 0
(5.2)
is called the Riemann problem. For the sake of brevity, we will write R(wL,wR).
In accordance with the theory of hyperbolic systems (4.1) we have d = 1, F(w) := F1(w).
Corresponding quasilinear system is
∂w
∂t
+ A(w)
∂w
∂x
= 0, (5.3)
where A(w) := A1(w) is the Jacobian matrix of the flux F(w).
Due to the hyperbolicity of (5.1), the matrix P(w,n) = nA(w), n ∈ R, w ∈ Rs is diago-
nalizable and has only real eigenvalues λj(w,n), j = 1, . . . , s, cf. definition 4.1.
The Riemann problem (5.1, 5.2) is the simplest 1D IVP for hyperbolic systems. Despite
the initial condition (5.2) simplicity, the behaviour of the IVP solution strongly depends
on particular hyperbolic system. We will pay attention to the linear hyperbolic systems,
for which the Riemann problem can be solved exactly, cf. [41].
Typical initial condition for scalar function (s = 1) is depicted in Fig. 5.2.
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Figure 5.2: IC for R(wL, wR) with the left state wL = 3, right state wR = −1.
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Remark 5.1. Imagine a 1D tube of a finite length l with a diaphragm located at certain
place, which divides two different states wL = (ρL, uL, pL)
T and wR = (ρR, uR, pR)
T of
a fluid. Then the Riemann problem provides the solution to a fluid behaviour, when the
diaphragm will be instantly removed. This problem is also known as Shock–tube problem.
5.2 Characteristic variables
Unfortunately, the solution to the Riemann problem R(wL,wR) can not be written in
closed form for general hyperbolic system (5.1). The PDEs which are used to model the
propagation of sound problems are linear hyperbolic systems. The linearized Euler equa-
tions (4.46) are good example of such PDE system. We will therefore pay attention to
the solution to the Riemann problem for linear hyperbolic systems.
Consider the Riemann problem R(wL,wR) for the linear hyperbolic system (5.1). Thus,
the Jacobian matrix A(w) = A in (5.3). Due to the property, that this Jacobian matrix
is diagonalizable, then the matrix T and its inversion T−1 exist (cf. (4.6)) and they also
do not depend on w.
We can now define new set of variables ξ := ξ(x, t) = (ξ1(x, t), ξ2(x, t), . . . , ξs(x, t)) via
the transformation
ξ = T−1w. (5.4)
The new variables ξ are called the characteristic variables. We will derive the corre-
sponding equation system for these new variables by substitution w = Tξ to the equation
system (5.3), i.e. we get
∂(Tξ)
∂t
+ A
∂(Tξ)
∂x
= 0 ⇒ T∂ξ
∂t
+ AT
∂ξ
∂x
= 0. (5.5)
Next, multiplication of (5.5) from the left by T−1 gives
∂ξ
∂t
+ D
∂ξ
∂x
= 0. (5.6)
This new equation system is called the characteristic form of the system (5.3).
The system of PDE becomes decoupled in the sense, that each equation involves just
single unknown ξj, i.e.
∂ξj
∂t
+ λj
∂ξj
∂x
= 0, j = 1, . . . , s. (5.7)
In other words, we get a system of 1D advection equations (cf. section 4.1) whose exact
solution is well known and is given by (4.10) or
ξj(x, t) = ξ0j(x− λjt), j = 1, . . . , s, (5.8)
where ξ0(x) = T−1w0(x) is the transformed initial condition (5.2). The solution in terms
of the original variables w is obtained easily by transforming back, namely w = Tξ.
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5.3 Riemann problem for linear hyperbolic systems
We are interested in the solution to the Riemann problem for linear hyperbolic systems.
We remind the matrix T = (r1, r2, . . . , rs), where its columns are in 1D case the eigenvec-
tors of constant matrix n1A. The initial condition for Riemann problem are two constant
states, the left state wL and the right state wR. The solution to the Riemann prob-
lem R(wL,wR) consists of s waves propagating from the origin with the wave speeds
λj, j = 1, . . . , s. It can be depicted as follows
λs−1
λj
x0
t
wL wR
λ1
λ2
λs
Figure 5.3: Structure of the solution to the Riemann problem R(wL,wR), cf. [41], p. 55.
Clearly, the solution at points to the left of the wave with speed λ1 is the left state wL.
Similarly, the solution at points to the right of the wave with speed λs is the right state
wR. We will continue with the derivation of the solution at points between first and last
wave.
Application of the transformation (5.4) to both constant states wL,wR gives
β = T−1wL and γ = T−1wR, (5.9)
where β = (β1, β2, . . . , βs)
T and γ = (γ1, γ2, . . . , γs)
T are constant vectors. This transfor-
mation is in other words the expansion of both states wL and wR as linear combination
of eigenvectors rj, j = 1, . . . , s
wL =
s∑
j=1
βjrj and wR =
s∑
j=1
γjrj. (5.10)
For computational purposes, let us denote δ = (δ1, δ2, . . . , δs)
T the constant vector for the
difference wR −wL, i.e.
δ = T−1(wR −wL) or wR −wL =
s∑
j=1
δjrj =
s∑
j=1
(γj − βj)rj. (5.11)
Then the solution to the Riemann problem can be written as the function of one variable
x
t
given by
w
(x
t
)
=
I∑
j=1
γjrj +
s∑
j=I+1
βjrj, (5.12)
where I ∈ {1, 2, . . . , s} is the largest index such that x/t ≥ λI .
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5.4 Godunov’s method
Riemann problems arise naturally during the derivation of some numerical methods,
namely Finite volume methods and one group of meshless methods (including FPM).
These methods involve the computation of the flux F(w) at certain points1. Thus, the
solution to the Riemann problem is often required just at these points, which simplifies
the computation. The Godunov’s method (cf. [41], p. 190, 345) provides the solution to
the Riemann problem at x = 0. Consequently, the flux F(w) is then evaluated at this
particular solution.
Proposition 5.1 (Godunov’s method). Consider 1D linear hyperbolic system (5.1), i.e.
matrix A(w) = A. Then the solution to the Riemann problem R(wL,wR) at x = 0 can
be obtained as follows
wj+1/2 := w(0) = wL +
∑
λj≤0
δjrj. (5.13)
The flux F(wj+1/2) = Awj+1/2 is then obtained by
F(wj+1/2) = FL +
∑
λj≤0
Aδjrj, (5.14)
where FL = F(wL).
Note, the wave jumps across the j-th wave, propagating with the speed λj, are δjrj. Then
the equation (5.13) can be interpretted as the left state wL plus the sum of wave jumps
across waves of negative and zero speed.
Another possible formulas for the computation of the solution to the Riemann problem
are
wj+1/2 = wR −
∑
λj≥0
δjrj (5.15)
or by combining (5.13) and (5.15) we get
wj+1/2 =
1
2
(wL + wR)− 1
2
s∑
j=1
sign (λj) δjrj. (5.16)
Similarly, using Arj = λjrj, then the flux can be also evaluated as follows
F(wj+1/2) = FL +
∑
λj≤0
δjλjrj, (5.17)
or
F(wj+1/2) = FR −
∑
λj≥0
δjλjrj. (5.18)
Combination of (5.17) and (5.18) gives
F(wj+1/2) =
1
2
(FL + FR)− 1
2
s∑
j=1
δj|λj|rj. (5.19)
1Chapter 8 shows the application of the Riemann problem.
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6 Weighted least squares method
Meshless methods unlike the mesh based methods work just with the set of scattered
points2 or nodes. In order to obtain the approximation of an uknown function, i.e. approx-
imation of function itself and above all its derivatives, this scattered points and function
values at those points are used. The polynomial approximation of an unknown func-
tion appeared naturally. This chapter is devoted to study of the Weighted least squares
method.
Consider the finite set of n ∈ N points Ωˆ := {xj ∈ Rd; j = 1, . . . , n} and corresponding
vector u = (u1, u2, . . . , un)
T ∈ Rn of function values at points xi. We wish to find a scalar
function uˆ : Rd → R in form
uˆ(x) =
m∑
l=1
αlpl(x) = p
T (x)α, (6.1)
where αl ∈ R are the linear combination coefficients and pl, l = 1, . . . ,m are real–valued
functions which form a basis of a function space F .
x
u1
u2
u3
u4
un−1
un
x1 x2 x3 x4 xn−1 xn
uˆ(x)
. . .
. . .
uˆ(x)
Figure 6.4: 1D Weighted least squares approximation uˆ(x).
Let us denote the basis of this function space by B, i.e.
B := {pl(x); l = 1, 2, . . . ,m} . (6.2)
In literature [23], [33], the complete polynomial basis of degree ν ∈ N0 is proposed.
Example 6.1 (1D complete polynomial basis). Let d = 1, then the 1D complete polyno-
mial basis of degree ν can be chosen e.g. as follows
B = {1, x, x2, . . . , xν} . (6.3)
The function space F is therefore the space of all polynomials (over the field of real
numbers) in one variable with degree less then or equal to ν
F = Rν [x], dimRν [x] = ν + 1. (6.4)
2This set of scattered points is usually called the cloud of points. Definition of the global and local
cloud will be mentioned in section 7.1.
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By arranging the coefficients αl and functions pl(x), l = 1, . . . ,m to vector form we get
α = (α1, α2, . . . , αm)
T (6.5)
pT (x) = (p1(x), p2(x), . . . , pm(x)) . (6.6)
We suppose that the number of points n in Ωˆ always equals or is greater then the number
of basis functions m, i.e. always holds n ≥ m. Consider for a moment that n = m, then
the coefficients α can be determined by enforcing uˆ(x) to pass through the prescribed
values u at points xj. In other words the following system of linear equations has to be
solved
u1 = α1p1(x1) + α2p2(x1) + . . . + αmpm(x1) = p
T (x1)α
u2 = α1p1(x2) + α2p2(x2) + . . . + αmpm(x2) = p
T (x2)α (6.7)
...
...
...
un = α1p1(xn) + α2p2(xn) + . . . + αmpm(xn) = p
T (xn)α
Next, by arranging vectors pT (x) evaluated at points xi, i = 1, . . . , n to (n×m) matrix
P :=

pT (x1)
pT (x2)
...
pT (xn)
 =

p1(x1) p2(x1) . . . pm(x1)
p1(x2) p2(x2) . . . pm(x2)
...
...
. . .
...
p1(xn) p2(xn) . . . pm(xn)
 , (6.8)
we can rewrite the equation system (6.7) to matrix form as follows
u = Pα (6.9)
Matrix P is often called the moment matrix, cf. [23]. In the particular case, when n = m,
we can solve the system (6.7) directly by
α = P−1u (6.10)
under the assumption that the matrix inversion P−1 exists.
When the number of points in Ωˆ increases, i.e. n > m, then the system of linear equations
(6.7) becomes overdetermined. Thus, the need of solution in the (weighted) least squares
sense arises. For Finite point method the WLSQ method is proposed. Which means that
for a fixed point xi ∈ Ωˆ the following minimization problem with respect to coefficients
αl has to be solved
min
n∑
j=1
φi(xj)
(
m∑
l=1
αlpl(xj)− uj
)2
, (6.11)
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where φi : Rd → R is a weighting function corresponding to the point xi, cf. section 6.1.
Let us denote the objective function by
J(α) :=
n∑
j=1
φi(xj)
(
m∑
l=1
αlpl(xj)− uj
)2
. (6.12)
Our next objective is to solve the minimization problem in order to obtain the vector α.
If these coefficients will be known, then the function uˆ(x) written as (6.1) approximates
given function values u at points xj ∈ Ωˆ in weighted least squares sense.
By arranging φji := φi(xj) evaluated at each point xj, j = 1, . . . , n to the diagonal matrix
of order n
Φ = diag
{
φji
}n
j=1
(6.13)
we can rewrite the objective function J(α) as follows
J(α) = (Pα− u)T Φ (Pα− u) . (6.14)
Proposition 6.1. Solution to the minimization problem (6.11) with respect to coefficients
α is given by the system of normal equations
PTΦPα = PTΦu. (6.15)
Consequently, the vector of coefficients α can be obtained by
α =
(
PTΦP
)−1
PTΦu (6.16)
under the assumption that the inverse
(
PTΦP
)−1
exists.
Remark 6.1. WLSQ belongs to the wide group of numerical methods which deal with
the approximation or interpolation of given function values. These methods are called
Point interpolation methods (PIM). Beside the LSQ approximation methods, there are
another very popular PIM called Radial basis function interpolation (RBFI) methods, cf.
[20], [21], [23].
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6.1 Weighting function
Let Ωˆi :=
{
xj ∈ Rd; j = 1, . . . , n
}
denotes a finite set of points selected3 from a domain
Ωi ⊂ Rd. Moreover let xi ∈ Ωˆ. Function φi : Rd → R is called the weighting function
corresponding to the point xi, if the following properties are fulfilled
(i) φi(x) > 0, ∀ x ∈ Ωi
(ii) φi(x) = 0, ∀ x /∈ Ωi
(iii) φi(xi) = 1
Example 6.2. Flexible weighting function φi(x) is the Gaussian function (cf. [33], [34])
given by 3 parameters (ω, k, γ) as follows
φi(x) =
e−h
k − e−ωk
1− e−ωk , x ∈ Ωi (6.17)
where h :=
d ω
dmax γ
, d := ‖xi − x‖, dmax := max {‖xi − xj‖ ; j = 1, 2, . . . , n}, xj ∈ Ωˆi.
In this particular case, parameters (ω, k, γ) determine the properties of weighting function,
which dramatically influence the quality of an approximation. If we use this weighting
function in WLSQ approximation and consecutively for the solution of PDE, the accuracy
of such solution will be strongly dependent on these parameters.
Remark 6.2. We will be interested in the WLSQ approximation in the meshless Finite
point method later. Some parameter study in FPM context has been already carried out
in [34], but the main question, how to optimize the trio of parameters (ω, k, γ) has not
been answered yet.
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Figure 6.5: Weighting function shape for vari-
able γ
Figure 6.6: Weighting function shape for vari-
able ω
For visualization purposes let us consider Ωi = (−1.1, 1.1), xi = 0 and dmax = 1. Figures
6.5, 6.6, 6.7 show the shape of the weighting function on supp φi = 〈0, 1〉 when two pa-
rameters are fixed and third changes.
3The set Ωˆi is known as a i-th local cloud, cf. Definition 7.2.
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Last figure 6.8 from this group visualizes the shape of the weighting function on the whole
support.
There are recommended choices which come from the shape of the weighting function in
general. Parametr γ influences the size of the weighting function support. In order to
assign nonzero weights for each point in a local cloud, the assumption γ > 1 is made.
Parametr ω and k influence the convexity (concavity) of the weighting function.
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Figure 6.8: Weighting function φi(x) for
(ω, k, γ) = (3, 2, 1.01)
Note, if exponent k > 1 then the higher weights for closer points to the point xi are
assigned.
6.2 Distribution of points
The WLSQ method provides the approximation of given function values at scattered
points by solving the normal equations (6.15). These equations involve the inversion of
the matrix, which contains the information about spatial distribution of points. This ma-
trix can be badly conditioned for some point distributions or the inversion of this matrix
has not even exist.
Following examples are devoted to the study of point distributions from geometrical point
of view.
Example 6.3. Consider 1D point distribution Ωˆi = {0,−1, 1} and let xi = 0 (cf. subsec-
tion 6.1). Assume the complete polynomial basis of degree 2, e.g. B = {1, x, x2} which
consists of m = 3 functions. In this example the case n = m appears, so any given 3
function values at points x ∈ Ωˆi will be interpolated by a polynomial of degree 2 in the
weighted least squares sense. Next,
P =
 pT (x1)pT (x2)
pT (x3)
 =
 1 0 01 −1 1
1 1 1
 and Φ ≈
 1 0 00 1.53× 10−3 0
0 0 1.53× 10−3
 ,
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where diagonal elements of matrix Φ were computed (3 valid cipher) by the weighting
function (6.17) with (ω, k, γ) = (2, 2, 1.01). By denoting A := PTΦP, B := PTΦ, then
we obtain
A ≈ 10−3
 1003.1 0 3.10 3.1 0
3.1 0 3.1
 , B ≈ 10−3
 1000 1.53 1.530 −1.53 1.53
0 1.53 1.53
 .
Condition number of matrix A is κ(A) ≈ 300. Now, we denote by C := A−1B or
C =
 1 0 00 −0.5 0.5
−1 0.5 0.5
 .
Coefficients α (cf. (6.16)) can be consequently obtained, when the vector u = (u1, u2, u3)
T
will be available. Let the function u(x) = e2x be the desired unknown function. Thus
vector u = (1, e−2, e2)T allows us to compute the coefficients α as follows
α = Cu ≈ (1, 3.63, 2.76)T . (6.18)
Interpolation results are shown in Fig. 6.9.
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Figure 6.9: Function e2x fitted by poly-
nomial uˆ(x) ≈ 2.76x2 + 3.63x+ 1
Figure 6.10: Condition number κ(A) as
function of parametr ω
There are several ways how to increase the correspondence between functions u(x) and
its approximation (interpolation) uˆ(x). One of the proposed strategy how to improve
the function uˆ(x) is by increasing the weighting function parametr ω, which means the
weighting function φ tends to the Dirac delta distribution. On the other side, the condition
number of the matrix A rapidly increases as well. This fact is illustrated in Fig. 6.10.
Thus the recommended setting for this parameter is ω ≤ 4.5, cf. [34].
Remark 6.3. This simple example was chosen in order to demonstrate the dependence of
the condition number κ(A) on parameter ω. Moreover it is clear, that in such configuration
of three points, we have to obtain the Lagrange polynomial
uˆ(x) = (1− x2) + e−2(x
2
(x− 1)) + e2(x
2
(x+ 1)) ∼= 2.76x2 + 3.63x+ 1.
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Example 6.4. Consider the 2D distribution of n = 9 points
Ωˆi =
{
(x, y) ∈ R2; x, y = 0,−1
2
,
1
2
}
(6.19)
with xi = (0, 0) selected from the domain Ωi = {x ∈ R2, ‖x− xi‖ < 0.75}.
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Figure 6.11: Domain Ωi and the finite set Ωˆi.
We choose the complete polynomial basis of degree 2, e.g.
B = {1, x, y, x2, xy, y2} → pT (x, y) = (1, x, y, x2, xy, y2) (6.20)
which consists of m = 6 basis functions.
Next, we choose the Gaussian weighting function φi(x, y) (cf. (6.17)) with the parameters
(ω, k, γ) = (4.5, 2, 1.01). The maximal distance from the point xi = (0, 0) is dmax =
√
0.5.
We proceed to the computation of the matrix A = PTΦP. The matrix A is now ill–
conditioned with the condition number κ(A) ≈ 5 · 109.
Accurate computation of the inversion of the matrix A, which contains the spatial in-
formation from the point distribution, is a serious problem. The condition number κ(A)
depends on the number of points n, their mutual positions and a weighting function, cf.
[16], [34]. One possible approach based on the normal equations modification allows to
compute the inversion of the matrix A without the change of point distribution.
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6.3 QR factorization
We have seen in examples (6.3, 6.4) that for some point distributions and for some weight-
ing function parameters, the matrix A can be ill–conditioned. One proposed technique
based on QR factorization to overcome this problem is mentioned e.g. in [33]. In order to
utilize very good properties of matrices Q and R, the factorization of matrix Φ = Φ¯
T
Φ¯,
i.e. Φ¯ = diag
{√
φj, j = 1, . . . , n
}
is proposed. Next, starting from the normal equations
(6.15), we gradually obtain
PTΦPα = PTΦu (6.21)
PT Φ¯
T
Φ¯Pα = PT Φ¯
T
Φ¯u (6.22)(
Φ¯P
)T
Φ¯Pα =
(
Φ¯P
)T
Φ¯u (6.23)
Now, by denoting P¯ := Φ¯P we obtain
P¯T P¯α = P¯T Φ¯u (6.24)
Matrix P¯ of type (n ×m) can be factorized using simplified version of QR factorization
P¯ = QR, i.e. Q is of type (n×m) and R of order m. Then we get
(QR)T QRα = (QR)T Φ¯u (6.25)(
RT
)−1
\ RTQTQRα = RTQT Φ¯u (6.26)
Rα = QT Φ¯u (6.27)
We have already obtained the modification of normal equations (6.15) and the vector of
coefficients α or matrix C = (PTΦP)−1PTΦ can be expressed as
α = R−1QT Φ¯u or C = R−1QT Φ¯ (6.28)
Matrix R obtained from QR factorization of the matrix P¯ has lower condition number
than matrix A, so the matrix inversion R−1 can be computed with more accuracy.
Example 6.5. For point distribution given in example 6.4 we have obtained κ(A) ≈ 5·109.
Using the QR factorization we have to invert the matrix R with the condition number
κ(R) ≈ 7 · 104.
This technique allows us to calculate the coeffitients α or matrix C for broader variety
of point distributions and weighting function parameters. Thus, by this procedure the
robustness of WLSQ approximation is achieved, [34].
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7 Finite point method
This chapter is devoted to the meshless method known as Finite point method (FPM)
which was introduced by On˜ate et al., [29]. In order to obtain approximation of problem
variables and their derivatives we will utilize the Weighted least squares method described
earlier. Following [33], [34] and [36] the core of Finite point method will be derived.
7.1 Weighted least squares method in FPM
Let d ∈ N and let the domain Ω ⊂ Rd and its boundary Γ = ∂Ω is given. We wish to find
a local approximation uˆi : Ωi → R of the unknown global function u : Ω → R, which is
given just by the vector of function values
u = (u1, u2, . . . , un)
T ∈ Rn (7.1)
at points xi ∈ Ω, i = 1, . . . , n.
The domains Ωi of local approximations uˆi we obtain by dividing the given closed domain
Ω to n smaller domains. Let us denote ri ∈ R, i = 1, . . . , n. We define the domains Ωi as
open balls in Rd
Ωi =
{
x ∈ Rd, ‖x− xi‖ < ri
}
, i = 1, . . . , n (7.2)
in Euclidean norm sense.
Remark 7.1. Function domains Ωi can be defined generally as open and connected sets,
cf. [23]. We restrict the shape of domains Ωi just to open balls in whole thesis.
As soon as the closed domain Ω is given, we need that enough discrete points are available
and that the points xi ∈ Ω, i = 1, . . . , n are well located. In other words the finite set
of points xi ∈ Ω, i = 1, . . . , n must dicretize the closed domain Ω. In literature which is
devoted to meshless methods, the following informal definitions are presented, cf. [23].
Definition 7.1. Let Ω ⊂ Rd be the domain and Γ its boundary. We define the global
cloud Ωˆ as a finite set of points from Ω which discretizes the closed domain Ω. We write
Ωˆ = {xi}ni=1 . (7.3)
Next, for each point xi we can assign a domain Ωi ⊂ Rd such that
⋃n
i=1 Ωi ⊇ Ω, xi ∈ Ωi,
i.e. the union of Ωi creates the covering of set Ω.
Definition 7.2. Let the global cloud of points Ωˆ = {xi}ni=1 is given and let domains Ωi
in form (7.2) are prescribed. Then we define the i-th local cloud Ωˆi as a finite set
Ωˆi = Ωˆ ∩ Ωi = Ωˆ ∩
{
x ∈ Rd, ‖x− xi‖ < ri
}
. (7.4)
Similarly we write
Ωˆi =
{
xij
}ni
j=1
, (7.5)
where ni is the number of points in the local cloud Ωˆi. Moreover, the particular point
xi = x
i
1 is said the star point
4 of the local cloud Ωˆi.
4Star points xi according (7.2) are centers of open balls Ωi. For the sake of lucidity, the star point
will be always written as first point in explicit notation of a local cloud Ωˆi.
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The function values (7.1) corresponds to the global cloud points xi ∈ Ωˆ and similarly we
denote by
ui =
(
ui1, u
i
2, . . . , u
i
ni
)T
, i = 1, . . . , n (7.6)
the function values corresponding to the local cloud points xj ∈ Ωˆi, j = 1, . . . , ni. These
values are already determined by (7.1).
Figure 7.12 shows the mutual relationship between the global cloud, local cloud and star
point.
xi1 Ω
Ωi
ri
Γ
Figure 7.12: Domain Ω with boundary Γ, one particular domain Ωi (open ball), star point
xi1, global cloud (black and red dots), local cloud corresponding to x
i
1 (red dots).
7.2 Local clouds structure
Consider a closed domain Ω covered by n domains Ωi and let Ωˆi =
{
xij
}ni
j=1
denotes the
coresponding i-th local cloud.
For each i-th local cloud Ωˆi the coefficients αi of linear combination in WLSQ sense are
required, i.e. the local approximation uˆi : Ωi → R of given function values
ui =
(
ui1, u
i
2, . . . , u
i
ni
)T
, i = 1, . . . , n (7.7)
in form
uˆi(x) =
m∑
l=1
αilp
i
l(x) = p
T
i (x)αi, i = 1, . . . , n (7.8)
is sought. This form corresponds to the (6.1) as well as the notation used in section 6.
Remark 7.2. We emphasize the correspondence of vectors, vector components and later
on of matrices to i-th local cloud by subscripts or superscripts i. Note, that form (7.8)
enables the use of different polynomial basis for each local cloud. In the whole thesis, the
restriction to one given function basis B will be adopted, i.e. pT = pTi , i = 1, . . . , n.
In order to get the approximation in WLSQ sense the condition n ≥ m must be ful-
filled, i.e. the number of discretization points must be greater then number of basis
functions. Following theorem summarizes the implementation of the WLSQ method in
FPM methodology.
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Theorem 7.1. Let Ωˆi =
{
xij
}ni
j=1
denotes the i-th local cloud and ui =
(
ui1, u
i
2, . . . , u
i
ni
)T
is the vector of function values prescribed at local cloud points xij. Moreover let the
function basis B = {pl(x); l = 1, 2, . . . ,m} is selected. Then the coefficients αi of the
linear combination (7.8) can be obtained in the Weighted least squares sense as follows
αi = A
−1
i Biui = Ciui, (7.9)
where
Ai := P
T
i ΦiPi and Bi := P
T
i Φi or Ci := A
−1
i Bi (7.10)
are matrices of type (m ×m), (m × ni) and (m × ni), respectively. Matrices Pi and Φi
are constructed according (6.8, 6.13) from corresponding points xij ∈ Ωˆi, j = 1, . . . , ni and
with respect to the corresponding star point xi = x
i
1, cf. (6.11). Star point will always
take the weight 1, cf. section 6.1.
We ilustrate the notation and concepts established in the section 7 on the following 2D
example of global cloud and particular local cloud.
Example 7.1. Let d = 2, x = (x, y). We wish to discretize the domain Ω = (−1, 1)2 with
the boundary Γ. The global cloud Ωˆ can be simply chosen as a uniform discretization of
the closed set Ω = Ω ∪ Γ, e.g.
Ωˆ = {xi}25i=1 =
{
(x, y) ∈ R2; x, y = −1,−0.5, 0, 0.5, 1} . (7.11)
−1 −0.5 0 0.5 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
x
y
 
 
Figure 7.13: Global cloud Ωˆ and the particular local cloud Ωˆi.
We choose one particular local domain for the point xi = (0, 0)
Ωi =
{
x ∈ R2, ‖x− xi‖ < ri
}
(7.12)
with ri = 0.75. The corresponding local cloud Ωˆi = Ωˆ ∩ Ωi is given as the distribution in
example5 6.4 or
Ωˆi =
{
(x, y); x, y = 0,−1
2
,
1
2
}
. (7.13)
5We utilize also the same function basis B as in example 6.4.
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Thus, the uniform discretization of ni = 9 points is adopted. Let the prescribed function
values ui at these local cloud points are given by
ui =
(
ui1, . . . , u
i
9
)T
= (4.5, 5, 4, 5, 4, 1, 2, 5, 8)T . (7.14)
Star point xi1, which belongs to this particular local cloud Ωˆi is the point xi = (0, 0).
By virtue of the theorem 7.1 we get the coefficients
αi ∼= (4.51, 1.18,−0.63,−0.36, 10,−0.36)T (7.15)
of the linear combination (7.8). The desired approximation uˆi(x, y) of the function values
ui is then given by (7.8) as
uˆi(x, y) = p
T (x, y)αi. (7.16)
The polynomial uˆi(x, y) is plotted in Fig. 7.14.
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Figure 7.14: Function uˆi(x, y) as WLSQ approximation of values ui.
7.3 Shape functions
Consider i-th local cloud Ωˆi, function values ui =
(
ui1, u
i
2, . . . , u
i
ni
)T
and suppose that the
matrix Ai is invertible. Then the vector αi can be obtained using (7.9). Substituting
αi = Ciui into (7.8) we get
uˆi(x) = p
T (x)αi = p
T (x)Ciui = (p1(x), p2(x), . . . , pm(x)) Ciui. (7.17)
Function uˆi(x) can be also considered as linear combination of functions p
T (x)Ci with
coefficients uij or
uˆi(x) =
ni∑
j=1
ψij(x)u
i
j = ψ
T
i (x)ui, (7.18)
36
where ψTi (x) =
(
ψi1(x), ψ
i
2(x), . . . , ψ
i
ni
(x)
)
. Thus, we can define the vector of shape func-
tions as follows
ψTi (x) = p
T (x)Ci. (7.19)
Shape function ψij(x), j = 1, . . . , ni then corresponds to the j-th point in the local cloud Ωˆi.
Remark 7.3. Definition of the shape function and notation is in agreement with the
book [23].
Taking advantage of the notation (7.19) and multi–index notation a = (a1, a2, . . . , ad)
then the derivatives can be expressed in the following way
∂aψTi (x) = ∂
apT (x)Ci = (∂
ap1(x), ∂
ap2(x), . . . , ∂
apm(x)) Ci. (7.20)
We will use also the usual notation for partial derivatives, e.g. first derivative with respect
to the variable xl, l = 1, . . . , d is given as
∂ψTi (x)
∂xl
=
∂pT (x)
∂xl
Ci =
(
∂p1(x)
∂xl
,
∂p2(x)
∂xl
, . . . ,
∂pm(x)
∂xl
)
Ci. (7.21)
7.3.1 Properties of shape functions
Very important and unresolved problem is the proper choice of the function basis B, cf.
(6.2). First natural choice is the complete polynomial basis. Successful problem solutions
using this basis can be found in literature [23], [33], [34]. Given function basis B, the
desirable property of an approximation method would be the so called reproducibility. In
other words, every function contained in B should be exactly reproduced. It will be shown
that WLSQ method satisfies this property for an arbitrary basis B.
Proposition 7.1 (Reproducibility). Consider i-th local cloud Ωˆi =
{
xij
}ni
j=1
and basis
B = {pl(x); l = 1, 2, . . . ,m}, ni ≥ m. If we choose the function
u(x) = pk(x), k = 1, . . . ,m (7.22)
then by evaluating at points xij we get
uj = pk(x
i
j), j = 1, . . . , ni. (7.23)
Consequently, the problem (6.11) has an unique solution for
αl = δlk =
{
1 , l = k
0 , l 6= k, l = 1, . . . ,m (7.24)
if the matrix P, cf. (6.8), has full rank, i.e. rank(P) = m. In other words, any basis
function pl(x) contained in B will be exactly reproduced.
Proposition 7.2 (Partition of unity). Let us consider that at least one basis function
pl, l = 1, . . . ,m is constant. Without loss of generality we can denote this constant by
p1(x) = p1 ∈ R. Then the functions ψij, j = 1, . . . , ni will build the partition of unity, i.e.
following relation will hold
ni∑
j=1
ψij(x) = 1. (7.25)
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Proof 7.1. Consider the vector of prescribed function values ui =
(
ui1, u
i
2, . . . , u
i
ni
)T ∈ Rni
such that ui1 = u
i
2 = · · · = uini = p1 ∈ R, i.e. all components of the vector ui are just p1.
The basis B includes p1(x) = p1. Basis functions according the Proposition 7.1 can be
reproduced by the shape functions and we get
p1 = uˆi(x) =
ni∑
j=1
ψij(x)uj =
ni∑
j=1
ψij(x)p1 = p1
ni∑
j=1
ψij(x) ⇒
ni∑
j=1
ψij(x) = 1.
7.4 FPM for hyperbolic systems
Consider the domain Ω ⊂ Rd with the boundary Γ = ∂Ω, then the Initial–value boundary
problem for inhomogeneous hyperbolic system (4.1) can be written as follows
(Hyperbolic PDE)
∂w
∂t
+
d∑
k=1
∂Fk(w)
∂xk
= S, x ∈ Ω, t > 0. (7.26)
(IC) w(x, 0) = w0(x), x ∈ Ω (7.27)
(BC) w(x, t) = wΓ(x, t), x ∈ Γ, t > 0, (7.28)
where Γ ⊆ Γ denotes the part of the boundary, where the BC is prescribed.
Note, unknown function w := w(x, t) is now vector function. Thus, we have to approxi-
mate all its components and derivatives with respect to each variable.
First step in FPM methodology is the local approximation in the weighted least squares
sense. Let the local cloud structure has been already built, i.e. the closed domain of
interest Ω were covered by n smaller domains Ωi, which are discretized in terms of section
7.2. For each point xi we know the corresponding local cloud Ωˆi, which consist of ni points.
Let
wi(t) =
(
wi1(t),w
i
2(t), . . . ,w
i
ni
(t)
)T
, i = 1, . . . , n (7.29)
are prescribed function values.
Explicit notation of time dependence is very important. Numerical computations start
with wi(0), where function values are obtained from initial condition w(x, 0) = w0(x) at
all points, i.e.
wij(0) = w0(x
i
j), x
i
j ∈ Ωˆi, j = 1, . . . , ni, i = 1, . . . , n. (7.30)
Now, for each point xi ∈ Ωˆ we can construct local approximations wˆi(x, t) at domains Ωi
of unknown global function w(x, t) = (w1(x, t), w2(x, t), . . . , ws(x, t))
T as follows
wˆi(x, t) =
ni∑
j=1
ψij(x)w
i
j(t), i = 1, . . . , n (7.31)
where ψij(x) is the shape function corresponding to j-th point in the local cloud Ωˆi.
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Similarly, we can locally approximate each flux Fk(x, t) := Fk(w(x, t)), k = 1, . . . , d at
domains Ωi as follows
Fˆk,i(x, t) =
ni∑
j=1
ψij(x)Fk(w
i
j(t)), i = 1, . . . , n. (7.32)
We have already approximated unknown global function w(x, t) and fluxes Fk(w) at local
domains Ωi and particular time t by means of the WLSQ method.
In order to obtain the semi–discrete form (spatial discretization) of governing equation,
the collocation method is adopted, cf. [33]. In other words, we require that the governing
equations (7.26) will be fulfilled at every global cloud point xi ∈ Ωˆ. Consequently, the
collocated governing equations can be written as follows[
∂wˆi(x, t)
∂t
+
d∑
k=1
∂Fˆk,i(x, t)
∂xk
]
x=xi
= 0, i = 1, . . . , n (7.33)
or more precisely
ni∑
j=1
ψij(xi)
∂wij(t)
∂t
= −
d∑
k=1
ni∑
j=1
∂ψij
∂xk
(xi)Fk(w
i
j(t)), i = 1, . . . , n. (7.34)
We have obtained the Initial–value problem for the system of n ordinary differential equa-
tions with respect to unknown functions wij(t), (7.34) and initial condition given in (7.30).
In order to solve this IVP, there are several possibilities available. The most preffered
solvers in meshless methodologies are the high order Runge–Kutta methods. The chapter
9 is devoted to study of these methods. There are also several literature sources which
mention Runge–Kutta methods explicitly, cf. [14], [33], etc.
The natural scheme on the right hand side of (7.34) is non–dissipative, but unstable in
general, cf. [18], [33]. In order to study the behaviour of this scheme, the following 1D
test problem is introduced.
Remark 7.4. Boundary conditions (7.28) will be disscussed in detail in the chapter 10.
7.5 FPM for Advection equation
Let us show the behaviour of scheme (7.33) on 1D advection equation example with initial
condition proposed in the article [21]. Advection equation is often used to verify the disper-
sion and dissipation properties of numerical schemes. This properties are very important
in CAA context, because sound waves usually propagate over long distances in practical
problems, thus from numerical point of view, long time integration is required. During
the time integration the dispersion and dissipation errors have to stay as small as possible.
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Example 7.2. Consider the Initial–value problem given by Advection equation (4.7) with
the wave propagation speed a = 1
(PDE)
∂u
∂t
+
∂u
∂x
= 0, x ∈ R, t > 0 (7.35)
(IC) u(x, 0) =
[
2 + cos
(pi
2
x
)]
exp
(
−(ln 2)
( x
10
)2)
, x ∈ R, (7.36)
where Ω ⊂ R is an open interval.
Setting 7.1 (Spatial discretization). We choose the closed domain Ω = 〈−50, 100〉 for
numerical solution. The uniform discretization of Ω with the spatial step h = 0.4 is
adopted, i.e. the global cloud
Ωˆ = {xi}376i=1 = {−50,−49.6,−49.2, . . . , 99.6, 100} (7.37)
consists of n = 376 points. Next, we choose the polynomials basis of degree 3, e.g.
B = {1, x, x2, x3} . (7.38)
Basis consists of m = 4 functions, which means that each local cloud Ωˆi, i = 1, . . . , 376
must contain minimally 4 points, cf. chapter 6. Thus, radius ri > 1.6 should be carefully
chosen. In this example we choose ri = 3.4, i = 1, . . . , 376.We use the weighting function
(6.17) with parameters (ω, k, γ) = (4.5, 2, 1.01) which will be conjoint for all local clouds.
Setting 7.2 (Time discretization). Let the fixed time step ∆t = 0.05 is chosen. Time
integration to time T = 60 (1200 time steps) is accomplished with the 5–stage Runge–
Kutta method, cf. chapter 9.
Analytical solution to the IVP (7.35, 7.36) is given by (4.10), i.e.
u(x, T ) =
[
2 + cos
(pi
2
(x− T )
)]
exp
(
−(ln 2)
(
x− T
10
)2)
(7.39)
The result of numerical computation in comparison to the analytical solution of this IVP
is shown in Fig. 7.15.
Total error of the numerical solution can be measured as the maximal absolute error Emax
given by
Emax = max {|u¯i − u(xi, T )|; i = 1, . . . , n} (7.40)
or as the average absolute error Eavg given by
Eavg =
1
n
n∑
i=1
|u¯i − u(xi, T )|, (7.41)
where u¯i, i = 1, . . . , n are values of the numerical solution at points xi at final time t = T .
In this particular example we obtained the maximal error Emax ≈ 2.66×10−4 and average
absolute error Eavg ≈ 2.91× 10−5.
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Figure 7.15: Comparison of numerical and analytical solution at time T = 60 s.
The numerical solution in this particular example is in very good agreement with the ana-
lytical solution. The instability of scheme (7.33) has not appeared as long as the uniform
spatial discretization was used.
Let us compute the same IVP (7.35, 7.36) with slight different discretization of Ω. If we
change e.g. one point position x127 = 0.4 to x127 = 0.2 in the global cloud (7.37), the
spurious oscillations start to turn up. The whole numerical solution is corrupted and can
not be used anymore. This fact is documented by rising total error, e.g. maximal absolute
error computed after 20 time steps (T = 1 s) is Emax ≈ 0.43.
Conclusion 7.1. Instability of the numerical scheme on the right hand side of (7.34)
appeared, when the non–uniform discretization of global cloud Ωˆ was used. The true
reason for this instability lies in that the numerical scheme does not respect the hyper-
bolicity of the Advection equation (7.35). Following the article [33], a stable scheme can
be obtained by a modification of (7.34) in order to fulfill the local extremum diminish-
ing (LED) criterion of Jameson, [15, 17, 18, 19]. There are several possibilities of LED
schemes construction, but we will focus on enforcing the upwind character [37].
Remark 7.5. On˜ate et all. proposed also other stabilization technique known as Finite
calculus (FIC) approach via adding the corrective terms to the governing equations, cf.
[30], [31], [32]. We will focus our attention to the stabilization technique based on scheme
modification.
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7.6 Derivation of a stable scheme
In order to derive a stable scheme from (7.34), let us remind the partition of unity property
of the shape functions ψij. By derivation of (7.25) with respect to the variable xk, k =
1, . . . , d we get
ni∑
j=1
∂ψij(x)
∂xk
= 0 or
∂ψi1(x)
∂xk
= −
ni∑
j=2
∂ψij(x)
∂xk
, (7.42)
where we just expressed the shape function derivative
∂ψi1(x)
∂xk
, which corresponds to the
star point xi = x
i
1 of the local cloud Ωˆi.
For the sake of brevity, let us denote θijk :=
∂ψij
∂xk
(xi) and F
ij
k := Fk(w
i
j(t)), then the
expression
ni∑
j=1
∂ψij
∂xk
(xi)F
ij
k = θ
i1
k F
i1
k +
ni∑
j=2
θijk F
ij
k = (7.43)
= −
ni∑
j=2
θijk F
i1
k +
ni∑
j=2
θijk F
ij
k =
ni∑
j=2
θijk
(
Fijk − Fi1k
)
(7.44)
According to (7.44), then the semi–discrete scheme (7.34) reads as
ni∑
j=1
ψij(xi)
∂wij(t)
∂t
= −
d∑
k=1
ni∑
j=2
θijk
(
Fijk − Fi1k
)
, i = 1, . . . , n. (7.45)
Note, the flux Fijk corresponds to the neighbouring points xj, j = 2, . . . , ni in the local
cloud Ωˆi and flux F
i1
k to the star point xi = x
i
1.
The stabilization is based on scaling the stencil (Fig. 7.16) of points to one half by
replacing the cartesian components Fijk of the total flux F
ij := (Fij1 , . . . ,F
ij
d ) with the
cartesian components F
ij+1/2
k of the flux in the direction lij = x
i
j − xi1 evaluated at the
midpoint xijm =
1
2
(xi1 + x
i
j).
xi1
xi2
Ωˆi
xi3
xi4 x
i
5
xi6
xi5m
xi6mxi2m
xi3m
xi4m
Figure 7.16: Midpoints xijm for the local cloud Ωˆi = {xi1,xi2, . . . ,xi6}.
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Since the stencil of points were now scaled to one half, the right hand side of the semi–
discrete scheme (7.45) has to be multiplied by the factor two, i.e.
ni∑
j=1
ψij(xi)
∂wij(t)
∂t
= −2
d∑
k=1
ni∑
j=2
θijk
(
F
ij+1/2
k − Fi1k
)
. (7.46)
We have derived the final form of the scheme which is proposed for the solution of a
hyperbolic system in FPM context, cf. [33]. In order to obtain a stabilized scheme,
the unknown flux F
ij+1/2
k must be properly chosen. Chapter 8 is devoted to this issue.
Similarly to (7.34), the semi–discretization leads to the system of first order ODE
ni∑
j=1
ψij(xi)
∂wij(t)
∂t
= −2
d∑
k=1
ni∑
j=2
θijk
(
F
ij+1/2
k − Fi1k
)
, i = 1, . . . , n. (7.47)
The system (7.47) with the IC (7.30) form the Initial–value problem which has to be
solved with an appropriate method, cf. chapter 9.
Remark 7.6. The flux F
ij+1/2
k is the direct connection of particle based methods with a
finite volume methods, cf. [17].
8 Computation of the flux F
ij+1/2
k
The flux Fij+1/2 or its components in k-th direction F
ij+1/2
k , k = 1, . . . , d are a priory
unknown and have to be computed with respect to the governing equations. If the hy-
perbolic system is linear, then the required flux can be obtained exactly by solving the
Riemann problem, cf. chapter 5. In the nonlinear case in general6, an approximation of
the required flux has to substitute the exact unknown flux. Due to the linearity of LEE,
we will pay attention to the derivation of exact solution to the Riemann problem following
the ideas of Godunov. We are going to remind the geometrical properties of local clouds.
Consider i-th local cloud Ωˆi with corresponding star point x
i
1 and one particular neigh-
bouring point xij ∈ Ωˆi. Let us denote the vector connecting both points by lij and its
unity7 vector by nij = (n1, n2, . . . , nd), i.e.
nij =
lij
‖lij‖ , where lij = x
i
j − xi1. (8.1)
The flux Fij+1/2 represents the rate of flow from the star point xi1 to its neighbour x
i
j, so
it can be obtained as an approximation of the directional flux
F˜(w) =
d∑
k=1
nkFk(w) (8.2)
in the direction of the vector lij or nij at the point x
ij
m. In order to express different
approximations, the so called numerical flux function is introduced, cf. [10], [25].
6Exact solutions to the Riemann problem for Euler equations are already known, cf. [41], chapter 4.
7Indices ij in vector components are omited.
43
Definition 8.1. Let wˆij(t) be an approximation of the unknown function w(x, t) at points
xij for j = 1, . . . , ni, i = 1, . . . , n. Then we denote by
H(wˆi1(t), wˆij(t),nij) ≈ F˜(w(xijm, t)) (8.3)
the numerical flux function which approximates the directional flux F˜ in the direction of
the vector nij at the point x
ij
m.
Proposition 8.1. By taking advantage of the numerical flux function (8.3) notation, we
can write
Fij+1/2 = H(wˆi1(t), wˆij(t),nij). (8.4)
By projecting the vector (8.4) onto the Cartesian axis, we get its desired components by
F
ij+1/2
k = nkF
ij+1/2 = nkH(wˆi1(t), wˆij(t),nij), k = 1, . . . , d. (8.5)
Example 8.1. Consider the 2D hyperbolic system (4.1) and denote x := x1, y := x2. Let
lij = x
i
j − xi1. The stencil of points is shown in Fig. 8.17.
xi1
xij
Fij+1/2 ≈ F˜(w(xijm, t))
nij
lij
ϕ
n1F
ij+1/2
n2F
ij+1/2x
y
nij = (n1, n2) = (cosϕ, sinϕ)
xijm
Figure 8.17: Particular 2D flux Fij+1/2 for star point xi1 and its neighbour x
i
j ∈ Ωˆi.
We are interested in the computation of the flux
Fij+1/2 ≈ F˜(w(xijm, t)) = n1F1(w(xijm, t)) + n2F2(w(xijm, t)). (8.6)
Note, that for 2D example we get nij = (n1, n2) = (cosϕ, sinϕ), where ϕ is the angle
between x-axis and the vector lij, cf. Fig. 8.17.
The x- and y- components of the flux Fij+
1
2 are then obtained as
F
ij+1/2
1 = F
ij+ 1
2 cosϕ and F
ij+1/2
2 = F
ij+1/2 sinϕ. (8.7)
The choice of the numerical flux function H has a direct impact to the accuracy of the
FPM and therefore it is an essential part of the algorithm. Many possibilities are proposed
in the literature [24], [33], [35], etc. Moreover, the approximations wˆij(t) can be also chosen
in different ways. The most natural choice for wˆij(t) is to evaluate the local approximations
wˆi(x, t), cf. (7.31), at their star points xi1.
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8.1 Solution to the Riemann problem
In this section we will show the computation of the desired flux Fij+1/2 for 2D case as
a solution to the corresponding Riemann problem, cf. chapter 5, Godunov method (5.4).
Consider 2D constant coefficient, linear hyperbolic system
∂w
∂t
+
∂F1(w)
∂x1
+
∂F2(w)
∂x2
= 0, Fk(w) = Akw, k = 1, 2. (8.8)
Keeping in mind the stencil of points (Fig. 8.17), then the numerical flux function (8.3)
can be chosen as
H(wˆi1(t), wˆij(t),nij) = F˜(w) = n1F1(w) + n2F2(w), (8.9)
where w is the solution to the Riemann problem R(wˆi1(t), wˆij(t)), or
∂w
∂t˜
+
∂F˜
∂x˜
= 0, w(x˜, 0) =
{
wˆi1(t) , x˜ < 0
wˆij(t) , x˜ > 0
(8.10)
at x˜ = 0.
The initial condition for the Riemann problem R(wˆi1(t), wˆij(t)) is depicted in Fig. 8.18.
x˜
wˆi1(t)
wˆij(t)
t˜
0
Figure 8.18: Initial condition for the Riemann problem R(wˆi1(t), wˆij(t)).
Remark 8.1. Note, that we have defined the Riemann problem as 1D problem (cf. Def.
5.1). For d > 1 we solve this 1D Riemann problem along the axis defined by the vector
lij = x
i
j − xi1 or nij.
We have already mentioned that the numerical flux function has to be chosen in harmony
with the hyperbolic system. Linearized Euler equations is the constant coefficient, linear
hyperbolic system and we will therefore focus on this special case. Utilizing the notation
in chapter 4, then the Riemann problem (8.10) can be rewritten as follows
∂w
∂t˜
+ P
∂w
∂x˜
= 0, w(x˜, 0) =
{
wˆi1(t) , x˜ < 0
wˆij(t) , x˜ > 0,
(8.11)
where P = A1n1 + A2n2.
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We can choose the initial states wˆij(t) for Riemann problem (8.11) as functions wˆ
i(x, t)
evaluated at their star points. This definition corresponds to the conception, that the
unknown global function w(x, t) is approximated by a piece–wise constant function.
Accuracy of the meshless method is strongly related to the choice of these initial states
wˆij(t). Unfortunately, the simple choice - evaluating wˆ
i(x, t) at their star points - permits
just first order method. We have to take into account that just a star point was used
within the whole local cloud in order to approximate the unknown global function at
these points. By utilizing an additional information also from neighbouring points in the
local cloud, we can construct better approximations which can be used in the Riemann
problem. Thus the so called reconstruction of variables, involved by a Riemann problem
is introduced, cf. [8], [28], [33].
8.2 Reconstruction of variables
The reconstruction of variables means replacing the initial states wˆij(t), j = 1, . . . , ni
involved in the Riemann problem (8.11) by more accurate approximations. If we denote
these new approximations by w+j (t) and w
−
j (t), then the formula (8.4) acquires the form
Fij+1/2 = H(w+1 (t),w−j (t),nij). (8.12)
We recommend the reconstruction of variables by means of the Taylor polynomial Tν(x)
evaluated at midpoints xijm. Derivatives are obtained from local approximations wˆ
i(x, t)
evaluated at corresponding star points.
Consider i-th local cloud Ωˆi =
{
xij
}ni
j=1
which consists of the star point xi1 and its neigh-
bours xij, j = 2. . . . , ni. Midpoints of line segments connecting the star point with its
neighbours are denoted by xijm. We will focus on the reconstruction for one pair of points
- star point xi1 and its neighbour x
i
j which has its own local cloud Ωˆk =
{
xkl
}nk
l=1
, xk1 = x
i
j.
Then we can construct w+1 (t), w
−
j (t) as follows
w+1 (t) = T iν (xijm) =
∑
|a|≤ν
(xijm − xi1)a
a!
(
∂awˆi(x, t)
)
(xi1). (8.13)
Value w+1 (t) ≈ wi(xijm, t) using the local cloud Ωˆi.
Next,
w−j (t) = T kν (xijm) =
∑
|a|≤ν
(xijm − xij)a
a!
(
∂awˆk(x, t)
)
(xij). (8.14)
Value w−1 (t) ≈ wk(xijm, t) using the local cloud Ωˆk.
Example 8.2. Following example shows local approximations wˆi(x, t), wˆk(x, t) and Tay-
lor polynomials T iν (x), T kν (x) which are constructed on 1D domains Ωi and Ωk. Both local
clouds Ωˆi and Ωˆk consist of five points.
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xi1 x
i
jx
ij
mΩˆi
Ωˆk
wˆi(x, t)
wˆk(x, t)
∂awˆi(xi1, t)
xk1x
k
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∂awˆk(xk1, t)
= = =
x
( )( )
Figure 8.19: Local approximations wˆi(xijm, t), wˆ
k(xklm, t) on domains Ωi, Ωk, respectively.
xi1 x
i
jx
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mΩˆi
Ωˆk
w+j (t)
w−j (t)
xk1x
k
l x
kl
m
= = =
T iν (x) T kν (x)
( )( )
Figure 8.20: Taylor polynomials T iν (x), T kν (x) corresponding to domains Ωi, Ωk.
Values w+1 (t), w
−
j (t) vary depending on the degree ν of the Taylor polynomial. Of course,
the reconstruction is limited by the basis B. If we consider a complete polynomial basis
of degree m, then the Taylor polynomial of degree ν ≤ m can be constructed.
Definition 8.2. The reconstruction of variables w+, w− required in the Riemann problem
R(w+,w−) is said a ν–order reconstruction if the values w+, w− are obtained using the
Taylor polynomial of degree ν.
Example 8.3. Let d = 2, x := x1, y := x2 and B be the complete polynomial basis of
degree m = 3, e.g.
B = {1, x, y, x2, xy, y2, x3, x2y, xy2, y3} . (8.15)
Keeping in mind the notation used in (8.13, 8.14), then the 0–order reconstruction reads
as
w+1 (t) = T i0 (xijm) = wˆi(xi1, t), w−j (t) = T k0 (xijm) = wˆk(xk1, t). (8.16)
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The 0–order reconstruction coincides with the natural choice mentioned earlier, i.e. we
evaluate the functions wˆi(x, t) at their star points.
Better 1–order reconstruction is obtained, when we utilize the gradient of local approxi-
mations wˆi(x, t).
w+1 (t) = T i1 (xijm) = wˆi(xi1, t) +∇wˆi(xi1, t) · (xijm − xi1) (8.17)
w−j (t) = T k1 (xijm) = wˆk(xk1, t) +∇wˆk(xk1, t) · (xijm − xk1). (8.18)
2–order reconstruction reads as
w+1 (t) = T i2 (xijm) = T i1 (xijm) +
1
2
(xijm − xi1)H(wˆi)
∣∣∣∣
x=xijm
(xi1, t)(x
ij
m − xi1)T (8.19)
w−j (t) = T k2 (xijm) = T k1 (xijm) +
1
2
(xijm − xk1)H(wˆk)
∣∣∣∣
x=xijm
(xk1, t)(x
ij
m − xk1)T , (8.20)
where
H(wˆ) =

∂2wˆ
∂x2
∂2wˆ
∂xy
∂2wˆ
∂yx
∂2wˆ
∂y2
 (8.21)
is the Hessian matrix.
Finally, the most accurate 3–order reconstruction reads as
w+1 (t) = T i3 (xijm) = T i2 (xijm) +
1
6
q(xijm − xi1)H¯(wˆi)
∣∣∣∣
x=xijm
(xijm − xi1)T (8.22)
w−j (t) = T k3 (xijm) = T k2 (xijm) +
1
6
q(xijm − xk1)H¯(wˆk)
∣∣∣∣
x=xijm
(xijm − xk1)T , (8.23)
where H¯(wˆ) and q(x) are given as
H¯(wˆ) =

∂3wˆ
∂x3
3
∂3wˆ
∂x2y
3
∂3wˆ
∂xy2
∂3wˆ
∂y3
 , q(x) = (x2, y2). (8.24)
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9 Time discretization
Semi–discretization of governing equations produces a system of ODE which has to be
solved with an appropriate method. CAA applications involve very accurate solution of
this system. High order Runge–Kutta methods are therefore often used.
9.1 Runge–Kutta methods
We wish to compute the solution from the initial time t0 to the final time T . We divide
the interval 〈t0, T 〉 as follows
t0 < t1 < · · · < tk < tk+1 < · · · < T (9.1)
Consider the IVP given by first–order ODE and initial condition
(System of ODE)
∂
∂t
U(t) = F(t,U(t)), (9.2)
(IC) U(t0) = U0, (9.3)
where U : R→ Rs and F : R× Rs → Rs are vector–valued functions.
We wish to compute the solution from the time tk to tk+1 with the time step ∆t = tk+1−tk.
Definition 9.1 (Explicit p–stage Runge–Kutta method). Let Uk be the known solution
at time tk. Then the explicit p–stage Runge–Kutta method is given by
Uk+1 = Uk +
p∑
l=1
blKl, (9.4)
where
Kl = ∆t F
(
tk + ∆t cl,U
k +
l−1∑
j=1
aljKj
)
, l = 1, 2, . . . , p. (9.5)
Coefficients bl, cl, l = 1, . . . , p and alj, j = 1, . . . , l determine a particular Runge–Kutta
method.
The explicit p–stage RK methods can be found e.g. in [6], [14].
Example 9.1 (Heun’s method). The Heun’s method can be considered as a 2–stage
explicit RK method which is given by Butcher tableau
0
1 1
0.5 0.5
Table 1: Butcher tableau, p = 2, c2 = 1, a21 = 1, b1 = b2 = 0.5.
as follows
K1 = ∆t F(tk,U
k) (9.6)
K2 = ∆t F(tk + ∆t,U
k + K1) (9.7)
Uk+1 = Uk +
1
2
(K1 + K2) . (9.8)
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9.2 System of ODEs in FPM
The system of ODEs (7.34) or (7.47) can be written in the compact form as
M(t,U)U′ = F(t,U), (9.9)
where U := (w11(t),w
2
1(t), . . . ,w
n
1 (t))
T
, M = M(t,U) is the n × n matrix containing
the shape functions ψij(x) evaluated at star points x
i
1. The i-th row of the matrix M
corresponds to the i-th local cloud and indices of nonzero elements in this row indicate
neighbouring points in this local cloud.
The vector function F(t,U), which represents the right hand side of (7.34) or (7.47), does
not depend on t explicitly. This fact also simplifies the Runge–Kutta method in FPM
context.
At every stage of an explicit Runge–Kutta method, the system of linear equations with
the matrix M and unknowns wi1(t), i = 1, . . . , n has to be solved. For a fixed local
cloud structure, then the matrix M can be obtained at the beginning of the computation.
Fortunately, the matrix M has a sparse structure, which allows to use efficient algorithms
to solve the system of linear equations.
Example 9.2. Consider a global cloud which consists of n = 494 points. Nonzero ele-
ments of the matrix M, which was obtained from a local cloud structure, are depicted in
Fig. 9.21.
Figure 9.21: Nonzero elements of the matrix M.
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9.3 LDDRK method
The special group of high order RK methods was developed for the sound propagation
problems in order to minimize the dispersion and dissipation errors. This group of RK
methods is referred as the low–dissipation and low–dispersion Runge–Kutta (LDDRK)
methods, [14].
Remark 9.1 (Low storage implementation). Direct implemetation of the high order
Runge–Kutta methods requires great amount of memory and therefore some low stor-
age implemetation techniques were developed. We refer the reader to the same article
[14] for further informations.
Example 9.3 (5–stage method). Due to the solution of linear problem (linearized Euler
equations), we can utilize the 5–stage LDDRK which can be implemented using 2 storages
Kl = ∆t F(U
k + alKl−1), l = 1, . . . , 5 (9.10)
Uk+1 = Uk + K5, (9.11)
where the coefficients al are listed in Table 2.
a1 a2 a3 a4 a5
0 0.19771897 0.23717924 0.33311600 0.5
Table 2: Coefficients for low storage implementation, cf. [14], p. 182, 185.
10 Boundary conditions
Enforcing a boundary condition for meshless methods is a problematic issue in general.
We will focus on the modeling of a solid–wall BC in the firts part of this section. Second
part is devodet to the modelling of external boundaries such as inflow, outflow or far-field
BC. External boundary conditions allow the incoming waves to leave the domain without
reflection.
10.1 Solid–wall boundaries
Let n = (n1, . . . , nd) be a normal vector to the boundary at point x ∈ Γ. Solid–wall slip
boundary means that the velocity vector v(x, t) = (v1(x, t), . . . , vd(x, t)) at the point x
remains orthogonal to the normal vector n, i.e.
v(x, t) · n = 0. (10.1)
In other words, the normal component of the velocity vector is zero at boundary points.
51
10.2 External boundaries
Due to the need of very accurate solution inside the domain of interest Ω, the exter-
nal boundaries must be treated very carefully and accurately as well. External BC are
prescribed at domain boundaries, where waves should leave the computational domain
without any reflection. The main problem with this type of boundary is, that some waves
back inside the computational domain are reflected. External BC that do not reflect any
waves back inside to the domain are called non–reflecting boundary conditions (NRBC).
Huge effort has already been exerted to develop NRBC or some other approaches model-
ing this BC. Their summary can be found in [7].
We will focus our attention on so called absorbing layers8, which is a set of additional
nodes attached to the domain of interest Ω. Absorbing layers allow to dissipate the in-
coming waves before they reach the boundary using a modification of physics in this layer.
The key problem lies in the fact that the absorbing layer itself reflects some waves back
inside the computational domain, cf. [7]. Another effort led to the development of so
called Perfectly matched layer (PML), which is an absorbing layer avoiding any reflection.
Let Γe be a part of the boundary Γ, where waves should leave the computational domain
Ω freely. Moreover, let Ωe ⊂ Rd be the absorbing layer and Ωˆe its discretization. Global
cloud Ωˆ = Ωˆint ∪ Ωˆe consists now of the original Ωˆint discretization and Ωˆe. A Simple ab-
sorbing layer can be obtained by the modification of a governing equations (7.26) as follows
∂w
∂t
+
d∑
k=1
∂Fk(w)
∂xk
− S = σ(x)(wref −w), x ∈ Ω, t > 0, (10.2)
where σ : Rd → R determines the intensity of damping and wref denotes some reference
state. This reference state is zero for linear systems, cf. [7].
Clearly, for internal points we have σ(x) = 0, x ∈ Ωint and for absorbing layer points we
have σ(x) ≥ 0, x ∈ Ωe. The size of the absorbing layer and the function σ need to be
specify for each problem individually.
Remark 10.1. Absorbing layer represents although the easiest, but strongly problem
dependent way how to achieve the NRBC. In order to increase the effectivity of such
sponge layers, one has to find a suitable damping function σ(x) and its parameters by
trial and error method. Moreover, stronger damping can cause instability in sponge layers
which can completely spoil the solution. Huge effort has been already spent to find an
elegant solution to the NRBC problem in general, but without success. We refer the
reader to literature [7], [9], [26].
8Sometimes denoted as sponge layers or sponge zones.
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Example 10.1. Consider 2D rectangular domain Ω = (a1, b1)× (a2, b2), where the right
and left side Γe of the rectangle is modeled as external boundary, cf. Fig. 10.22. The top
and bottom side Γs is solid wall boundary. We denote the width of the sponge layer Ωe
by d.
x
y
Γe Γe
Γs
ΩintΩe Ωe
a1
a2
b1
b2
Γsd d
Figure 10.22: Domain Ω with boundaries Γ = Γs ∪ Γe. Sponge layer Ωe.
The intensity of damping given by the damping function σ(x, y) should varies smoothly
in order to avoid some possible instabilities of a numerical method. One recommended
damping function σ(x, y) for 2D rectangular absorbing layers is given as follows
σ(x, y) =

0 , (x, y) ∈ Ωint
σ0
(
1 + cos
pi(x− d)
d
)
, (x, y) ∈ Ωe
(10.3)
The profile of the damping function σ(x, y) for the right sponge layer is depicted in Fig.
10.23.
0
x
 
 
σ(x,y)
σ0
b1 b1 + d
Figure 10.23: Damping function σ(x, y) profile.
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11 Simulation
This section is dedicated to the numerical solution (simulation) to the linearized Euler
equations using high order meshless method derived in section (8.2). Benchmark problems9
were chosen in order to verify the numerical method ability to solve the sound propagation
problems. As a first benchmark problem, the 2D simple acoustic pulse problem was
chosen.
11.1 2D Simple acoustic pulse problem
2D simple acoustic pulse problem is the Cauchy initial–value problem given by 2D LEE
(4.49) without the source term, S = 0 and an initial Gaussian density and pressure dis-
tribution. Let us write now this IVP more precisely.
We denote x := x1, y := x2. Consider IVP given by
(PDE)
∂u′
∂t
+ A1(u0)
∂u′
∂x
+ A2(u0)
∂u′
∂y
= 0, (x, y) ∈ R2, t > 0. (11.1)
(IC) u′(x, y, 0) = u′0(x, y), (x, y) ∈ R2 (11.2)
The initial condition is prescribed in the following way
u′0(x, y) =

ε1e
−κ1r2
0
0
ε1e
−κ1r2
 , (11.3)
where r =
√
x2 + y2. This Gaussian puls is located at the origin with the amplitude
ε1 = 0.001. Next, κ1 =
ln 2
b21
, where b1 = 2 is the the half–width of the density and
pressure puls.
We remind that the vector functions u′ = (ρ′, u′, v′, p′)T and u0 = (ρ0, u0, v0, p0)T denote
the vectors of primitive (physical) variables representing the fluctuating and reference part
of the decomposition u = u′+ u0, cf. section 4.4. The reference states u0 are supposed to
be constant in time originally. Moreover, we assume the quiescent medium and prescribe
these values as follows
ρ0 = 1, u0 = v0 = 0, p0 =
ρ0
γ
=
5
7
. (11.4)
Then the reference speed of sound a0 and Mach number M0 will be also constant and take
the values
a0 =
√
γp0
ρ0
= 1 and M0 =
‖(u0, v0)‖
a0
= 0. (11.5)
9The solutions to this benchmark problems are already known. Either an analytical solution or
accurate measurement is available.
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Remark 11.1. We call this problem as simple, because we solve the Cauchy problem
(11.1, 11.2) considering just the initial acoustic wave given by density and pressure puls.
Original 2D acoustic puls benchmark problem has been proposed by Tam and Webb, [40].
11.1.1 Analytical solution
We mention the analytical solution to the 2D simple acoustic pulse problem in this para-
graph. The rigorous derivation can be found in [40], appendix A. Similar expressions of
the analytical solution and remarks to this problem can be found in [42], [21].
Proposition 11.1. Analytical solution to the 2D simple acoustic pulse problem (11.1,
11.2) is given as follows
ρ′(x, y, t) =
ε1
2κ1
∫ ∞
0
exp
(−ξ2
4κ1
)
cos(a0ξt) J0(ξη) ξ dξ (11.6)
u′(x, y, t) =
ε1(x−M0t)
2κ1η
∫ ∞
0
exp
(−ξ2
4κ1
)
sin(a0ξt) J1(ξη) ξ dξ (11.7)
v′(x, y, t) =
ε1y
2κ1η
∫ ∞
0
exp
(−ξ2
4κ1
)
sin(a0ξt) J1(ξη) ξ dξ (11.8)
p′(x, y, t) = ρ′(x, y, t), (11.9)
where η =
√
(x−M0t)2 − y2 and J0, J1 are the Bessel functions of the first kind, cf.
section 2.2.
11.1.2 Numerical solution
We will utilize the IVP (11.1, 11.2) as reference problem in order to study the accuracy of
the high order meshless method derived in (8.2) with various parameters. A finite domain
Ω has to be chosen for numerical solution to this IVP. Since the initial puls (11.3) will
propagate in quiescent medium, M0 = 0 with the reference speed of sound a0 = 1, then
we can e.g. choose Ω = (−20, 20)× (−20, 20). In order to avoid the interaction with the
boundary10 of Ω, we will compute just to time T = 20. Let us describe the spatial and
time discretization.
Setting 11.1 (Spatial discretization). Let dx and dy be the steps in x-direction and y-
direction, respectively. Thus, the uniform discretization of the domain Ω is adopted. If
we choose dx = dy = 1, then the global cloud Ωˆ will consist of n = 1681 points. Next, we
choose the basis B as the complete polynomial basis of degree 3, e.g.
B = {1, x, y, x2, xy, y2, x3, x2y, xy2, y3} . (11.10)
Basis consists of m = 10 functions, i.e. each local cloud Ωˆi, i = 1, . . . , n has to contain
minimally 10 points. Search radius ri = 3.30 is therefore chosen for each point xi ∈ Ωˆ.
10The Initial–value boundary problem will be studied later in section 11.3.
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Weighting function parameters (ω, k, γ) = (4.5, 2, 1.01) will be conjoint for all local clouds.
The following computation was performed with third order reconstruction of variables, cf.
section 8.2.
Setting 11.2 (Time discretization). Let fixed time step ∆t = 1 is chosen. Time integra-
tion to time T = 10 will be accomplished with 5 stage Runge–Kutta method, cf. section
9.3.
Initial condition for pressure p′(x, y, 0) and numerical solution p′(x, y, T ) at final time
T = 10 is shown in Fig. 11.24, 11.25.
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Figure 11.24: IC for pressure. Figure 11.25: Pressure at time t=T=10.
11.1.3 Convergence study
This paragraph is devoted to study of the solution convergence rate using different variable
reconstructions w+1 (t), w
−
j (t) for numerical flux functionH(w+1 (t),w−j (t),nij). We remind
that the numerical flux function (8.1) involves two constant states, originally the left state
wˆi1(t) and the right state wˆ
i
j(t). We denote by w
+
1 (t) and w
−
j (t) the reconstructed left
and right states, respectively. This improvement of original states is crucial in order to
obtain high order method. In section 8.2 we have proposed the reconstruction using the
Taylor polynomial evaluated at midpoints xijm
w+1 (t) = T iν (xijm, t) and w−j (t) = T kν (xijm, t). (11.11)
We are going to examine the order of FPM, which is measured as a slope of the fitted line
of the logarithmic dependence of the step size and an error. Let h := dx = dy denotes the
spatial step of the uniform discretization and E be the total error obtained using one of
the formulas (7.40, 7.41). We are going to use the uniform discretizations of the domain
Ω = (−10, 10)2 created by the step h = 1, 0.75, 0.5, 0.4, which corresponds to 441, 729,
1681 and 2601 points, respectively. Final time is chosen as T = 2. Other spatial settings
in (11.1) remain the same. Time step has been modified with respect to the spatial step
h to the fixed value ∆t = h. Data were calculated for zero–, first–, second– and third–
order reconstruction of variables, i.e. for ν = 0, 1, 2, 3 in (11.11).
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Table 3 contains the comparison between the analytical and numerical solution for pressure
p′(x, y, t) measured by the maximal absolute and average error Emax, Eavg for different
spatial discretizations and ν-order reconstruction.
441 p. Emax Eavg 729 p. Emax Eavg
ν = 0 9.546× 10−5 9.203× 10−6 ν = 0 7.163× 10−5 7.613× 10−6
ν = 1 1.552× 10−5 2.196× 10−6 ν = 1 1.115× 10−5 1.042× 10−6
ν = 2 2.115× 10−5 1.018× 10−6 ν = 2 8.513× 10−6 5.141× 10−7
ν = 3 1.492× 10−5 9.147× 10−7 ν = 3 4.207× 10−6 2.914× 10−7
1681 p. Emax Eavg 2601 p. Emax Eavg
ν = 0 5.672× 10−5 5.122× 10−6 ν = 0 4.738× 10−5 4.221× 10−6
ν = 1 4.963× 10−6 3.001× 10−7 ν = 1 2.797× 10−6 1.561× 10−7
ν = 2 2.930× 10−6 1.616× 10−7 ν = 2 1.592× 10−6 8.569× 10−8
ν = 3 8.215× 10−7 4.924× 10−8 ν = 3 3.266× 10−7 1.9550× 10−8
Table 3: Maximal and average absolute errors using ν–order reconstruction.
The slope of the fitted line in ln(h) and ln(E) graph serve as an estimate of the FPM
order. Fitted lines and computed slopes for Emax and Eavg, ν = 0, 1, 2, 3 are illustrated in
Fig. 11.26, 11.27.
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Figure 11.26: Fitted lines and computed slopes k for maximal absolute errors Emax.
Conclusion 11.1. We have solved the IVP (11.1, 11.2) for various global clouds and
for ν-order ν = 0, 1, 2, 3 reconstruction of variables w+i (t) and w
−
j (t). The accuracy
increased with each reconstruction until the fourth order method for ν = 3 was obtained.
The accuracy can be even more increased, if the complete polynomial basis B of higher
degree will be used. We conclude therefore, that high order FPM can be proposed for the
solution of the sound propagation problems in terms of accuracy.
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Figure 11.27: Fitted lines and computed slopes k for average absolute errors Eavg.
11.1.4 Weighting function parameter study
According to the section 6.1, we are going to study the influence of the weighting function
φi parameters (ω, k, γ). We wish to minimalize the maximal absolute error Emax. We
already know, that the most important parametr is ω which determines the support of
the weighting function. By increasing the parametr ω, then the weighting function tends
to the Dirac delta distribution. Accuracy is increasing (cf. [34]) for 0–order reconstruction
and at the same time, the more ill–conditioned WLSQ problem we get.
If we use the high order reconstruction of variables for numerical flux function (8.1),
then we need to compute all the derivatives involved in Taylor polynomial as accurate
as possible. With ill–conditioned WLSQ problem we can not compute this derivatives
accurately enough. Figures 11.28, 11.29 show the dependence of the error Emax on the
parametr ω. We have solved the same IVP (11.1, 11.2) with the 3–order reconstruction
of variables for the distribution of 441 points to time T = 2.
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Figure 11.28: ω ∈ {2.5, 2.6, . . . , 4.5}. Figure 11.29: ω ∈ {2.8, 2.81, . . . , 3.3}.
Conclusion 11.2. We have solved the IVP (11.1, 11.2) using the third order reconstruc-
tion (highest possible reconstruction for the basis (11.10)) for different values of weighting
function parametr ω ∈ 〈2.5, 4.5〉. Unlike the proposed strategy in [34], i.e. keeping the
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parametr ω as big as possible, the more promising approach, when the high order recon-
struction is used, is to fix the parametr ω around the value 3.1. This setting enables more
accurate computation of the derivatives involved in Taylor polynomial and it increases
therefore the FPM accuracy in general.
11.2 2D Acoustic pulse problem
2D acoustic pulse problem is the initial–value problem given by the homogeneous 2D
LEE (4.49) and a Gaussian acoustic, vorticity and entropy puls11 as initial condition.
This problem was proposed by Tam and Webb in [40]. Let us write this IVP more pre-
cisely.
We denote x := x1, y := x2. Consider IVP given by
(PDE)
∂u′
∂t
+ A1(u0)
∂u′
∂x
+ A2(u0)
∂u′
∂y
= 0, (x, y) ∈ R2, t > 0. (11.12)
(IC) u′(x, y, 0) = u′0(x, y), (x, y) ∈ R2 (11.13)
The initial condition is prescribed as the superposition of the acoustic and vorticity puls,
both located at point (xa, ya) ∈ R2 and the entropy puls located at point (xe, ye) ∈ R2.
Written in compact form, the IC reads as
u′0(x, y) =

ε1e
−κ1r2a + ε2e−κ2r
2
e
ε3(y − ya)e−κ3r2a
−ε3(x− xa)e−κ3r2a
ε1e
−κ1r2a
 , (11.14)
where ra =
√
(x− xa)2 + (y − ya)2 and re =
√
(x− xe)2 + (y − ye)2. Parameters εj,
κj =
ln 2
b2j
, bj, j = 1, 2, 3 determine the amplitude and the half–width of the acoustic,
vorticity and entropy puls, respectively.
11.2.1 Analytical solution
Proposition 11.2. Analytical solution to the 2D acoustic pulse problem (11.12, 11.13) is
given by the superposition of the solution ρ∗, u∗, v∗, p∗ corresponding to (11.6, 11.7, 11.8,
11.9) moved to point (xa, ya) with solutions corresponding to the vorticity and entropy
puls (cf. [40], Appendix A).
11Fourier analysis of the LEE shows that this equation system enables the propagation of three different
waves - acoustic, vorticity and entropy wave. We refer the reader to literature [38], [39] for further detail.
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The complete solution can be written as follows
ρ′(x, y, t) = ρ∗ + ε2e−κ2η2 (11.15)
u′(x, y, t) = u∗ + ε3(y − ya)e−κ3η21 (11.16)
v′(x, y, t) = v∗ − ε3(x− xa)e−κ3η21 (11.17)
p′(x, y, t) = p∗, (11.18)
where η1 =
√
(x− xa −M0t)2 − (y − ya)2 and η2 =
√
(x− xe −M0t)2 − (y − ye)2.
11.2.2 Numerical solution
The IVP (11.12, 11.13) serves as a benchmark problem in order to study the behaviour
of the numerical solution, when the interaction between three types of waves is presented.
We assume the subsonic uniform mean flow in x-direction, e.g. we choose u0 = 0.5. The
other constant values involved in LEE are prescribed by (11.4). The reference speed of
sound a0 = 1 remains, but the Mach number changes to M0 = 0.5. Similarly to the
previous IVP we have to choose a finite domain Ω for numerical computation.
The domain Ω = (−24, 24)× (−24, 24) and the initial condition is depicted schematically
in Fig. 11.30.
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Figure 11.30: The finite domain Ω and the initial condition.
Acoustic and vorticity puls is located at the point (xa, ya) = (−9, 0), while the initial
entropy puls is moved to the point (xe, ye) = (0, 9). The parameters of each puls are
summarized in table 4.
The acoustic waves propagate with the speed of sound a0 = 1 in all directions and moreover
they are convected with the velocity u0 = 0.5. In order to avoid the interaction with the
boundary of Ω, we will compute just to time T = 10. Let us describe the spatial and time
discretization.
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ε1 = 0.01 b1 = 3
ε2 = 0.002 b2 = 3
ε3 = 0.0008 b3 = 3
Table 4: Parameters εj and bj used in IC (11.14).
Setting 11.3 (Spatial discretization). Let h = dx = dy is the spatial step in x-direction
and y-direction. Thus, the uniform discretization of the domain Ω is adopted. We will
compute the solution for four spatial steps h = 1, 0.8, 0.6, 0.4 and corresponding global
clouds will therefore consist of 2401, 3721, 6561, 14641 points, respectively. We choose the
same function basis B given by (11.10). Search radius ri = 3.30h is chosen for each point
xi ∈ Ωˆ. Weighting function parameters were changed to (ω, k, γ) = (3.1, 2, 1.01) with
respect to the paragraph 11.1.4.
Setting 11.4 (Time discretization). Similarly to the previous example, we use the 5 stage
Runge–Kutta method. The time step ∆t can be computed (cf. [5]) with respect to the
spatial step and the mean flow as follows
∆t =
h
1 +M0
. (11.19)
11.2.3 Convergence study
Table 5 contains the comparison between analytical and numerical solution for density
measured by the maximal absolute error Emax for different spatial discretizations and
ν-order reconstruction of variables. The maximal absolute error Emax was computed at
points y = 0 and at time T = 10.
Emax 2401 p. (h = 1) 3721 p. (h = 0.8) 6561 p. (h = 0.6) 14641 p. (h = 0.4)
ν = 0 8.664× 10−4 7.782× 10−4 6.745× 10−4 5.422× 10−4
ν = 1 2.050× 10−4 1.064× 10−4 4.526× 10−5 1.320× 10−5
ν = 2 4.698× 10−5 3.140× 10−5 1.728× 10−5 6.231× 10−6
ν = 3 3.226× 10−5 1.577× 10−5 7.117× 10−6 1.168× 10−6
Table 5: Maximal error using ν–order reconstruction.
Similarly to the convergence study in the previous example, we can compute the slopes
of lines in the logarithmic dependence of h and Emax for each reconstruction. Namely,
for the ν–order reconstruction, ν = 0, 1, 2, 3 we have obtained the slopes 0.51, 2.99, 2.21,
3.58, respectively.
Conclusion 11.3. We have solved the IVP (11.12, 11.13) proposed by Tam and Webb in
[40] for the study of interactions between acoustic, vorticity and entropy waves which are
supported by LEE. Similarly with the previous example we have utilized the knowledge
of analytical solution for comparison of obtained results using different reconstruction of
variables. Clearly, the FPM reaches highest accuracy with the 3–order reconstruction.
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Countours of the solution u′(x, y, T ) to the 2D Acoustic pulse problem at time T = 10 are
depicted in the following 4 figures. The uniform discretization of 14 641 points (h = 0.4)
and 3–order reconstruction was used.
Figure 11.31: Density ρ′(x, y, T ). Figure 11.32: Velocity comp. u′(x, y, T ).
Figure 11.33: Velocity comp. v′(x, y, T ). Figure 11.34: Pressure p′(x, y, T ).
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Following two figures show the density ρ′(x, y, T ), T = 10 at points y = 0 for uniform
discretization of 2401 points (h = 1) and for different reconstruction of variables. The
analytical solution is depicted as the solid line.
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Figure 11.35: Comparison between zero and first order reconstruction.
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Figure 11.36: Comparison between second and third order reconstruction.
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11.3 2D Wall bounded acoustic puls problem
2D Wall bounded acoustic puls problem is the initial–value boundary problem (IVBP)
given by 2D LEEs (11.1) on the rectangular domain Ω together with the Gaussian pressure
and density initial distribution (11.2). The geometry and IC is depicted in Fig. 11.37.
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Figure 11.37: Rectangular domain Ω, boundaries and initial puls located at (−50, 0).
11.3.1 Numerical solution
The boundary Γ is splitted into two parts. The top and bottom edge of the rectangle
Γs represent a solid wall, where the slip BC is prescribed, cf. (10.1). The left and right
edges of the rectangle represent an inflow and outflow BC, respectively. These boundaries
are modelled with the absorbing layer Ωe described in section 10.2, in order to avoid the
reflections of traveling waves back to the domain.
Initial pressure and density puls, corresponding to the acoustic wave, is located at point
(−50, 0) with the amplitude ε1 = 1 and the half–width b1 = 6. The absorbing effect of the
layer Ωe increases with the damping function σ(x, y) given in (10.3) with the coefficient
σ0 = 0.0625 and the width of the absorbing layer d = 50.
Remark 11.2. 2D Wall bounded puls problem represent an ideal example for validation
of different BC used in CAA, [27]. Perfect reflections should be obtained by slip BC where
the solid wall is presented. On the other hand, spurious reflections at inflow and outflow
BC should be suppressed as much as possible.
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Figure 11.38: Pressure contours p′(x, y, t) at time t ≈ 60.
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Setting 11.5 (Spatial discretization). Spatial discretization was chosen as uniform with
the spatial step h = dx = dy = 2. Thus, the global cloud Ωˆ consists of 7701 points. Basis
B, search radius ri, weighting function parameters (ω, k, γ) = (3.1, 2, 1.01) were chosen
identical as for acoustic pulse problem, cf. spatial discretization 11.3. The most accurate
third–order reconstruction was utilized.
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Figure 11.39: Pressure contours p′(x, y, t) at time t ≈ 110.
Setting 11.6 (Time discretization). Computation was performed with the same time
discretization 11.4.
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Figure 11.40: Pressure contours p′(x, y, t) at time t ≈ 150.
Pressure contours p′(x, y, t) at times t = 60, 110, 150, 200 and 267 are depicted in Fig.
11.38–11.42. We can compare the solution using high order FPM with the solution to the
same problem in article [27].
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Figure 11.41: Pressure contours p′(x, y, t) at time t ≈ 200.
Non–reflecting boundary condition imposed using the sponge layer Ωe suppress most in-
coming waves, but not all indeed. We can observe some spurious waves in Fig. 11.41 and
11.42 which propagate with the speed of sound a0 back inside the domain and they are
starting to corrupt the whole solution.
Conclusion 11.4. We have solved the 2D Wall bounded acoustic puls problem in order
to study the slip BC and non–reflecting boundary condition. Absorbing layer Ωe deter-
mined by the damping function (10.3) with the parameter σ0 = 0.0625 shows a partial
suppression of incoming waves. We propose the combination of damping together with
the coarsening of the global cloud in Ωe for further development, cf. [27].
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Figure 11.42: Pressure contours p′(x, y, t) at time t ≈ 267.
11.4 2D Sound scattering from a square cylinder
11.4.1 Monopolar source
Up to this example we have solved the LEE without the source term S(x, t) on the right
hand side. One of the acoustic source mentioned in the acoustic theory is the so called
monopolar source or simply monopole. This source produces periodic oscilations which
propagate to all directions with the speed of sound (isotropic source), cf. [38]. Let xs ∈ Rd
be the center of a monopole. 2D acoustic monopolar source can be written as follows
S(x, y, t) =
ε
h
e−κr
2
sin(ωt)

1
0
0
1
 , (11.20)
where h denotes the spatial step, κ ∈ R, r := √(x− xs)2 + (y − ys)2 and ω ∈ R is the
angular frequency.
11.4.2 Numerical solution
The 2D sound scattering from a square cylinder problem is the IVBP given by inhomoge-
neous LEEs (4.43) on the rectangular domain Ω together with the zero initial condition
u′0(x, y) = 0, (x, y) ∈ Ω. The source term S(x, t) at the right hand side of the LEEs
ensures a production of acoustic waves. The geometry and four monopolar sources are
depicted in Fig. 11.43.
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Figure 11.43: Domain Ω, sponge layer Ωe and monopolar sources located at p. (±10,±10).
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The subsonic uniform flow with u0 = 0.5 is assumed. We have to specify the monopolar
source parameters as ε = 0.5, κ =
ln 2
b2
, b = 3 and ω =
2pi
20
. Let us describe the spatial
and time discretization for FPM.
Setting 11.7 (Spatial discretization). Spatial discretization was chosen as uniform with
the spatial step h = dx = dy = 1. Thus, the global cloud Ωˆ consists of 16700 points. Other
spatial discretization remains the same as in previous example, cf. 11.3. The solution was
computed using the third–order reconstruction. Unlike the previous example, we have
imposed the non–reflecting BC using the sponge layer Ωe given by damping function
(10.3) with σ0 = 0.125 and sponge width d = 20.
Setting 11.8 (Time discretization). The time step ∆t = 0.5 was chosen in order to avoid
possible instability which can be caused by stronger damping, cf. remark 10.1.
Pressure contours p′(x, y, t) at times t = 20, 50 are depicted in Fig. 11.44, 11.45.
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Figure 11.44: Pressure contours p′(x, y, t) at time t = 20.
Remark 11.3. Four monopoles in this problem are aiming to simulate an acoustic source
which originates from the vortices created by the uniform flow around a square cylinder.
Unfortunately, this problem can not be considered as benchmark problem, because the
comparison with an analytical solution is missing.
Conclusion 11.5. We have solved the 2D LEEs with the source term given by four
monopoles, which were located at corners of the square cylinder, using the high order
FPM. This problem simulates the propagation of sound produced by simplified source
and scattered from the square cylinder.
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Figure 11.45: Pressure contours p′(x, y, t) at time t = 50.
12 Implementation issue
The FPM described in chapter 7 and all supporting routines was implemented in pro-
gramming language MATLAB. We will discuss some interesting parts of the algorithm
including the implemetation of WLSQ method (cf. chapter 6), the construction of the
local clouds structure (cf. section 7.2) and the main routine which solves the governing
equations. For future improvements of the current algorithm, the most time consuming
parts will be identified.
12.1 Implemetation of WLSQ method
WLSQ method produces a function (linear combination of basis functions, cf. chapter 6),
which fits the given function values at points xj ∈ Rd, j = 1, . . . , n. In the FPM context,
the star point is always x1. We can move all these points near to the origin, i.e. we get
new points x′j ∈ Rd such that
x′j = xj − x1, j = 1, . . . , n (12.1)
and obviously new star point x′1 = 0. This translation simplifies all computations later,
because we often need to evaluate the basis functions and their derivatives at the star
point x′1. For example, if we use the complete polynomial basis of degree 3 in two variables
(11.10) or
pT (x) =
(
1, x, y, x2, xy, y2, x3, x2y, xy2, y3
)
, (12.2)
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then we get
pT (x′1) = (1, 0, 0, 0, 0, 0, 0, 0, 0, 0) (12.3)
∂pT
∂x
(x′1) = (0, 1, 0, 0, 0, 0, 0, 0, 0, 0) (12.4)
∂pT
∂y
(x′1) = (0, 0, 1, 0, 0, 0, 0, 0, 0, 0) (12.5)
∂2pT
∂x2
(x′1) = (0, 0, 0, 2, 0, 0, 0, 0, 0, 0) (12.6)
∂2pT
∂xy
(x′1) = (0, 0, 0, 0, 1, 0, 0, 0, 0, 0) (12.7)
∂2pT
∂yx
(x′1) = (0, 0, 0, 0, 1, 0, 0, 0, 0, 0) (12.8)
∂2pT
∂y2
(x′1) = (0, 0, 0, 0, 0, 2, 0, 0, 0, 0) . (12.9)
12.2 Local clouds structure
The discretization of the domain of interest and its boundary is a suitable global cloud Ωˆ.
If this global cloud remains the same during the whole computation, then we can construct
the local clouds structure before the beginning of the solution to the governing equations.
The local clouds structure includes all necessary informations about local clouds, e.g.
• the list of neighbours, their indices within the global cloud,
• directional vectors to each neighbour,
• WLSQ approximation - matrices Ci (cf. Theorem 7.1) or shape functions, cf. (7.19),
• sponge layer specification - damping function σ(x), cf. section 10.2
and other. MATLAB provides the data type struct which can be used for such pre–
processing.
If the global cloud Ωˆ changes during the computation, then the construction of the local
clouds structure must be repeated. This situation appears, if we add new points to areas
where the solution changes quickly, i.e. we refine the global cloud adaptively in order to
obtain more accurate results. Recent articles concerning the FPM are devoted primarily
to the refinement techniques of the global cloud, cf. [3], [33], [35], [36].
12.3 Aspects of the LEE solver
The main routine solves the Initial–value problem (7.47, 7.30). To compute one time step,
the s–stage RK solver (cf. chapter 9) has to be called. Within each stage of RK method,
the right hand side of (7.47) has to be computed including
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• the reconstruction of initial states for Riemann problem, cf. section 8.2,
• the solution to the Riemann problem, cf. section 8.1 and chapter 5,
for each neighbour in the local cloud and for each local cloud Ωˆi, i = 1, . . . , n.
The computation described above is the most demanding part of whole algorithm in terms
of CPU time consumption. Fortunately, the structure of the algorithm allows to process
these most demanding parts parallel which is suggested for future development.
Example 12.1 (Function repmat). Given a matrix A and numbers m,n ∈ N. Then the
MATLAB function repmat(A,m, n) produces a large matrix consisting of m × n copies
of A. To repeat a column vector y over columns n times, we can use repmat(y, 1, n) or
y(:, ones(1, n)). The first way is straightforward, but not so efficient in comparison to the
second command.
12.4 Computation of the analytical solution
The analytical solution to the 2D (simple) acoustic pulse problem is given by integral
form, cf. section 11.1.1 and 11.2.1. Despite we are talking about the analytical solution
to the problem, it is necessary to compute the required integral using some numerical
integration formula.
Given a number ν˜ ∈ N0 and a vector x, then the command besselj(ν˜,x) evaluates the
Bessel function of the first kind Jν˜(x) at each element x of the vector x. The required
integrals can be computed with the trapezoidal method using the command trapz.
Example 12.2 (Analytical solution for density fluctuations). Consider 2D simple acoustic
pulse problem, cf. section 11.1. The analytical solution to the density fluctuation ρ′(x, y, t)
is given by (11.6) or
ρ′(x, y, t) =
ε1
2κ1
∫ ∞
0
exp
(−ξ2
4κ1
)
cos(a0ξt) J0(ξη) ξ dξ. (12.10)
The fragment of the MATLAB code which is responsible for the computation of ρ′(x, y, t)
can be written as
n = size(x,2);
eta = sqrt((x(1,:)-M_0*t).^2+y^2);
for j=1:n
Y = exp((-X.^2)/(4*alfa_1)).*cos(a_0*t*X).*besselj(0,eta(j)*X).*X;
P(1,j) = trapz(X,Y);
end
The integrand of (12.10) approches zero very fast, thus the spacing (determined by X) of
numerical integration can be reasonably chosen. Moreover, the solution can be computed
with arbitrary accuracy using finer spacing.
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13 Conclusion
In this thesis we have applied the meshless Finite point method to the sound propagation
problems. To accomplish this task, the detailed derivation of FPM, including its main
pillars - WLSQ method, collocation of governing equations and stabilization, has been
performed. In order to stabilize the numerical scheme, the flux between two neighbouring
points was computed using the Godunov method. Also the linearized Euler equations
have been derived as a governing equations for the propagation of sound.
The accuracy of the meshless FPM increased using the reconstruction of initial condition
for the Riemann problem. The left and right state were reconstructed using the Taylor
polynomial of higher degree. This approach enables to reach the high order method which
is an essential requirement for the solution of sound propagation problems. Moreover, this
reconstruction can be easily extended to obtain even more accurate methods just by in-
cluding more terms in Taylor expansion.
Several sound propagation problems have been solved in order to verify the high order
FPM. The accuracy has been tested within the convergence study of the acoustic pulse
problem. We have also proposed a new strategy how to select the weighting function
parameters which is closely related to the reconstruction of variables.
Two types of boundary conditions have been studied, namely the slip BC and the non–
reflecting BC which was realized using an absorbing layer. The wall bounded puls problem
served as a benchmark problem for verification of both boundary conditions. Although
many simulations with different parameters was accomplished, the sponge layer proved
just partial absorption of incoming waves. The sponge layer has been used also in the
last simulated problem which incorporates the acoustic source term. We have simulated
the propagation of sound which is generated by four monopolar sources located at corners
of a square. This problem can be considered as a simplified version of the real problem
where the sound is generated by the turbulent flow around a square cylinder.
13.1 Suggestions for further development
The dispersion and dissipation errors are the most important errors in CAA. We suggest
therefore a further analysis of these errors and their minimization in the FPM context.
Due to the stringent requirements in terms of accuracy, the boundary conditions should
be implemented very carefully. The sponge layer as non–reflecting BC can be improved
to the so called perfetly matched layer which do not reflect any waves back to the domain.
We propose the development of such PML or some other approach such as characteristic
boundary condition.
The code presented in this thesis works just for 2D problems. Moreover, an effective
computation can be performed just for small global clouds (n < 100 000). The further
code development should be made in the low–level programming language. The extensions
of the code for 3D problems, parallel processing or the code optimization in terms of speed
are also proposed.
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List of abbreviations
1D – one–dimesional
2D – two–dimesional
3D – three–dimesional
BC – Boundary condition
CAA – Computational aeroacoustics
CFD – Computational fluid dynamics
EE – Euler equations
FIC – Finite calculus
FPM – Finite point method
IC – Initial condition
IVBP – Initial–value boundary problem
IVP – Initial–value problem
LDDRK – Low–dissipation and low–dispersion Runge–Kutta
LED – Local extremum diminishing
LEE – Linearized Euler equations
LSQ – Least squares
NRBC – Non–reflecting boundary conditions
ODE – Ordinary differential equation
PDE – Partial differential equation
PIM – Point interpolation method
PML – Perfectly matched layer
RBFI – Radial basis function interpolation
RK – Runge–Kutta
RMS – Root mean square
RP – Riemann problem
SPL – Sound pressure level
WLSQ – Weighted least squares
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List of symbols
N = {1, 2, 3, . . . } . . . set of natural numbers
N0 = N ∪ {0} . . . set of natural numbers including zero
Z, Q, R, C . . . set of integers, rational
real and complex numbers
R¯ = R ∪ {−∞,+∞} . . . set of extended real numbers,
:= . . . definition
d . . . spatial dimension (d = 1, 2 or 3 in practice)
x = (x1, . . . , xd) ∈ Rd . . . spatial variable
t ∈ (0,∞) . . . time variable
a = (a1, a2, . . . , ad) ∈ Nd0 . . . d–dimensional multi–index
Ω ⊂ Rd . . . a domain (open and connected set)
Γ = ∂Ω . . . boundary of the domain Ω
Ωˆ = {xi}ni=1 . . . global cloud (discretization of Ω = Ω ∪ Γ)
n . . . number of points in a global cloud
Ωi . . . a domain corresponding to the point xi
Ωˆi =
{
xij
}ni
j=1
. . . local cloud (discretization of Ωi)
ni . . . number of points in i-th local cloud
F . . . a function space
B . . . basis of the function space F
m . . . number of basis functions in B
Ck(Ω), k ∈ 〈0,∞〉 . . . space of k–continuously differentiable functions
defined on a set Ω
R[x] . . . space of all polynomials (with real coefficients)
in one variable
ρ(x, t) . . . density
v(x, t) = (v1(x, t), . . . , vd(x, t)) . . . velocity vector
ρ(x, t)v(x, t) . . . momentum vector
p(x, t) . . . pressure
e(x, t) . . . total energy
a(x, t) . . . speed of sound
γ . . . adiabatic index
s . . . number of equations,
(for Euler equations s = d+ 2)
w(x, t) . . . vector function w : Rd × (0,∞)→ Rs,
vector of conservative variables
u(x, t) . . . vector function u : Rd × (0,∞)→ Rs,
vector of primitive (physical) variables
u′(x, t) . . . vector function u′ : Rd × (0,∞)→ Rs,
vector of acoustic variables
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u0(x) . . . vector function u0 : Rd → Rs,
vector of stationary variables
H . . . vector of inhomogeneities of the mean flow
S(x, t) . . . vector function S : Rd × (0,∞)→ Rs,
vector of acoustic sources
uˆ(x) . . . scalar function uˆ : Rd → R
uˆ(x) . . . vector function uˆ : Rd → Rs
Fj(w) . . . flux vector in the direction xj
F˜(w) . . . directional flux
φi(x) . . . weighting function, φi : Rd → R
σ(x) . . . damping function, σ : Rd → R
n . . . direction or normal vector, n ∈ Rd
α . . . linear combination coefficients, α ∈ Rm
p(x) . . . vector of basis functions
P . . . (n×m) matrix created as rows pT (xj)
Φ . . . (n× n) diagonal matrix
A . . . (m×m) matrix PTΦP
B . . . (m× n) matrix PTΦ
C . . . (m× n) matrix A−1B
Q,R . . . matrices of a QR factorization
In . . . identity matrix of order n
Aj(w) . . . Jacobian matrices of the flux Fj(w)
P(w,n) . . . matrix
∑d
j=1 njAj(w)
λj(w,n) . . . eigenvalues of matrix P(w,n)
D(w,n) . . . diagonal matrix of eigenvalues λj(w,n)
rj(w,n) . . . eigenvectors of matrix P(w,n)
T(w,n) . . . matrix created as columns rj(w,n)
H(f) . . . Hessian matrix of a function f(x)
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