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ABSTRACT 
The basic step is described in a norm-reducing eigenvalue algorithm based on 
(Frobenius) norm-reducing transformations. For A, Tkj E cnXn, Tkj being a plane 
nonsingular shear acting on column and row k and j, L(Z) = llTkjAT~‘II~ can be 
expressed in terms of the nontrivial elements of X = Z*Z. Here Z s the essential part 
of the shear TkJ. Solving the problem inf i(Z), det Z f 0, there appear resolvents and 
structure parameters. These are invariant with respect to unitary shear transforma- 
tions. This study provides invariant formulas for Paardekooper’s method, which is 
based on the solution of the problem inf h(Z), det Z = 1. 0 Elseuier Science Inc., 
1997 
1. EINLEITUNG 
Ziel dieser Arbeit ist es, dem Problem 
inf ljTk, AI&’ 112 det Tkj = det Z # 0 (*) 
eine algebra&he Losung zu geben. Wir wenden der Zielfunktion drei 
Transformationen an und erhalten die kanonische Form ( * * ) des Problems, 
fur deren Losung man den Fall eines inneren Optimums von dem eines 
echten Infimums zu unterscheiden hat. Der erste Fall wird mit der Methode 
von Lagrange behandelt. Durch Eliminierung der Variablen entsteht ein 
Polynom dritten Grades und funften Grades, die wir als Resolventen bezeich- 
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nen. Die Koeffizienten dieser Polynome benennen wir Strukturparameter. 
Als Motivation dieser Benennung stehen die Strukturs;itze. Zu den 
Hauptergebnissen dieser Arbeit gehoren auSer dem Satz 4 iiber die Invarianz 
der Strukturparameter, beziiglich einer ebenen komplexen (k, j)-Drehung, 
noch der Satz I iiber den Zulassigkeitsbereich des Lijsungspunktes und der 
Satz 9 iiber die Eindeutigkeit des Schnittpunktes der Resolventen in diesem 
Bereich. Die kanonische Form des (k, j)-Randes empfiehlt sich nur zur 
theoretischen Behandlung der Fragestellungen dieser Arbeit. Fiir die praktis- 
the Anwendung, im Falle eines Jacobi-anlichen Algorithmus, werden die 
Strukturparameter mit den Formeln des Lemma 3 berechnet und die 
Lijsungsmatrix X mit der Formel des Satzes 3. Dieses Studium gestattet uns 
das Paardekooper Problem [S] mit invarianten Formeln zu l&en. Numerische 
Beispiele vergleichen die beiden Algorithmen dieser Arbeit. 
2. DIE ZIELFUNKTION 
Sei A E Cnx, eine komplexe Matrix. Eine (k, j)-ebene Similarit% wird 
von einer Matrix der Gestalt: 
Tkj = 
1 . . . 
(j . . . 
0 . . . 
0 . . . 
0 
‘.ij 
‘.ij 
0 
erzeugt, wobei vom aktiven Teil der Similar&it 
. . . 0 
. . . 0 
. . . i 
. . . i 
nur vorausgestzt wird, da13 det Z # 0 ist. Eine Similaritat TkjATk<r operiert 
nur auf dem (k, j)-Rand von A; das ist die Vereinigung der Zeilen und 
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Spalten der Ordnung k und j. Es bezeichnen: 
= die Zeilen k und j weniger A 
k,j [ 1 k,j ’ 
Akj := [a”, aj] = die Spalten k und j weniger A 
k,j 
[ 1 k,j ’ 
A{ := die Restmatrix. 
Weiter bezeichnen: 
u := AkjA*,j = 
W := A t = akk + ajj. 
Die Zielfunktion im Problem (* ) hat vorerst die Form: 
ll~~~~~$ll~ = ll~~~~ll~ +I~zA[ ~;-!]z-~I[ + IIA~G-‘II~ + II&II” 
= Tr( Z*ZA,, ATj) + Tr Z ZA ( * [;#z*z,-1) 
+ Tr[( Akj)* Akj(Z*Z)-‘1 + IIK{II”. 
Nun werden wir drei Veranderungen an der Variablenmatrix Z 
(k, j)-Rand vomehmen urn die Zielfunktion auf eine mijglichst 
Form zu bringen. 
(a) Es wird X = Z*Z gesetzt. 
(b) Es wird 
und am 
einfache 
gesetzt, wobei xl xp - 1212 = 1 sei. 
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Cc> Der (k,j)-R an d wird auf eine kanonische Form gebracht, indem mit 
einer ebenen (k, j)-Drehung akk = ajj gemacht wird. 
Werden such die konstanten Glieder 11 A{ 11’ und 21akk 1’ beiseite gelassen, 
so gewinnt die Zielfunktion die Gestalt: 
= Iakjl’x~ + lajk12x: - ajkFikjz2 - akjZjkZ2 
+ K(U1Xl + b,x, + c,z + E,z) 
+ K-'( a1x2 + b’x, - c’z - 2z 
Wir werden vomehmlich das Problem der Operatlonsforschung 
infh(xl,x2,Z,K), (x,,x,,K)>O, x~x~-IzI~=~ (**) 
behandeln. Hat man eine Losung 
x=K 
Xl 2 
[ 1 52 x2 
gefunden, so ist es nicht schwierig, daraus eine Matrix Z die Z*Z = X 
erfitillt, bis auf einen unitaren Faktor zu bestimmen. Bestimmt man 2 als 
dreieckige Matrix, so hat man: 
Z= E E. 1 1 (1) 0 fi 
3. DER FALL EINES INNEREN OPTIMUMS 
Zuerst behandeln wir den Fall, wenn keine Entartung vorliegt, wenn das 
Infimum ein Minimum ist. Die Losung liegt dann im Inneren des Bereichs 
(X,> x2, K) > 0. Wir schreiben die Fur&ion von Lagrange 
-m( Xl, x2> Z, K, h) = h( X1, X2, .Z, K) + +, ‘x2 - Id2 - 1) 
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mit dem Multiplikator A, und anullieren die Ableitungen nach x1, x2, .z = 
5 -IT iq und K. Wir erhalten erstens ein System in xi und x,: 
2(~Z~~(“r, + AX, = -KU1 - K-lb’, 
(2) 
Ax, + 2(aJkj2X2 = - Kbl - K- ‘a’, 
und zweitens eines in z und Z: 
hZ + 21Qjii,,z = KC1 - K-l&, 
2(ikjUj,Z + h?i = KE1 - K-‘E’. 
Beide Systeme haben dieselbe Determinante 6 = A2 - 41a,ja,,/2 und wir 
erhalten als Gsungen falls 6 + 0 ist: 
x1 = - & [21ujk12( a,x + b’) - y(b,x + d)], 
x2 = - 7&[210,j12(blX + al) - t&,x + b’)] 1 (3) 
z = +J20ijZji( -c’ + xc,) - y( -cl + crx)]. 
Es wurde x := ~~ und y = A bezeichnet. 1st A die Diskriminante des 
charakteristischen Polynoms der Matrix A k,j 
[ 1 k,j ’ dann ist A = 4akjajk. 
Bezeichnet g := lakjujkl, so hat man g = 1Al/4. Es ist eine Invariante 
beziiglich einer beliebigen (k, j)-Similaritl. Die Determinante erhalt damit 
die Form 6 = A2 - 4g2 = y2 - 4g2. 
SchBeBlich wird die Ableitung nach K anulliert: 
c32 
-- = 
dK 
alxl + b,x, + c,z + E,z - - alxz + b’x, - c’z - c’) = 0. 
;A 
(4) 
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4. DIE RESOLVENTEN 
Wir setzen die Ausdticke der Losungsformeln (3) in die Gleichung (4) 
. . sowie in xixs - 121’ = 1 ein und erhalten zwei Resolventen deren Schnitt 
den Losungspunkt des Problems ( * * ) ergibt. Zuerst definieren wir die 
Strukturparameter eines (k, j)-Randes in der kanonischen Form: 
fl := 
f’ := 
h, := 
d, := 
d’ := 
h’ := 
Ulbl - IN> 
a'b' - lc112, 
+zial + b,bl + c,C’ + C,c’), 
lajk120~ + lakj12bf - akjFijkCf - Zkjajkct, 
(5) 
lajk12(b1)’ + ~cz~,I~(J)~ - akjZji(E1)2 - Zkjajk(cl)“, 
- -1 Iakj12a1b, + lajk12aib1 + akjZjkc,c + Zkjujkclcl. 
Ausserdem ist such g ein Strukturparameter. 
Einsetzen von (3) in (4) ergibt die Resolvente dritten Grades, nzmlich: 
x2(fi y - d,) - (f’y - d’) = 0. 
Einsetzen von (3) in xix2 - 1~1~ = 1 ergibt die Resolvente funften Grades, 
die man entweder in der Gestalt: 
f( x, y) = -x( y2 - 4g2)2 + R(x) y2 - 2yS( x) + 4g2R( x) = 0 (6) 
darstellen kann, wobei 
R(x) =fp” + 2h,r +f’, 
S(x) = d,r2 + 2h1x + d1 
bezeichnet, oder als 
f(X> Y) = F(Y)X2 -XC(~) +H(y) =0 (7) 
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mit 
F(Y) =f1v” - 24Y + 4fl& 
G(y) = ( y2 - 4g2)2 - h,y2 + 4h’y - 4h,g2, 
H(y) =fly2 - 2d’y + 4f’gY 
Relevant ist es, da0 die Koeffizienten beider Resolventen zu den Strukturpa- 
rametem gehoren. Dasselbe gilt such fur den Ausdruck der Zielfunktion 
beim Einsetzen der Formeln (3). Dann erhalten wir 
h(x,, ~2, Z, K) = VZ = 
-2y3R( x) + (3y2 - 4g2)S( x) 
4Y2 - 4g2)2 . 
Wird dieser Ausdruck mit (6) ausreduziert, so erhalten wir fur den Wert des 
Minimums in einem Lijsungspunkt die Formel: 
S(x) + 2xy3 
m= - 
4Y2 - 4g2) . 
(8) 
Eine Mijglichkeit das Problem ( * * ) zu l&en ware es, aus der Resolventen 
dritten Grades y herauszuheben: 
dlX2 - d1 
Y= 
fix" -f' 
und in die Resolvente funften Grades einzusetzen, was ein Polynom zehnten 
Grades ergeben wiirde. Van den zehn Wurzeln wiirde jene den Liisungs- 
punkt ergeben, die den Ausdruck von m in (8) minimal macht. Es wird uns 
aber gelingen einen Interval1 anzugeben in dem sich einzig der Losungspunkt 
(x, y) befindet. Dann werden wir die Resolventen darstellen und den 
Lijsungspunkt bestimmen. 
5. ENTARTUNGEN 
Es sind die Fahe wenn im System (2) die Determinante 6(A) = A2 - 4g2 
verschwindet. Es sind zwei Falle zu unterscheiden. 
1. A =2g 
268 
Dann wird das System (1) zu 
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2)UkjUj&, + 21Ujk1'X2 = -Kbl - K-+2’: 
Da darin die linken Seiten nichtnegativ sind und die rechten Seiten nichtpos- 
itiv, haben wir das folgende Lemma. 
LEMMA 1. Fiir eine A = 2 g-Enturtung ist ak = 0 = a. und uk = 0 = aj 
sowie akj = 0 = ajk notwendig und hinreichend. 
J 
II. A=-2g 
Dann wird das System (2) zu: 
21akj1’x, - 2g3c2 = -KU1 - K-lb’, 
- 2gX, + 21Ujk1'X2 = -Kbl - KplU1. 
Die Kompatibilit5tsbedingungen sind: 
21UkjUjkI(Kbl + K-'d) + 2lU,k1'(KUl + K-lb') = 0, 
2/Ukj12(Khl + K&Z') + 21UkjUj,I(KU, + K-lb') = 0. 
Da darin die hnken Seiten Glied fur Glied nichtnegativ sind so kann man 
daraus verschiedene Kriterien herleiten wie z.B. 
LEMMA 2. Fiir eine A = -2 g # 0 Enturtung sind die Bedingungen 
a1 =O=b, und u1 = 0 = b’ notwendig und hinreichend. 
BEMERKUNG. 
[ 1 
In beiden Fallen gehijren die Eigenwerte der Matrix k,_i A k,_i zu den Eigenwerten der Matrix A. 
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6. DER ZULiSSIGKEITSBEREICH DES LikUNGSPUNKTES 
Wir werden jetzt untersuchen, welche Restriktionen den Veranderlichen 
(x, y) auferlegt werden miissen, wenn wir die Restriktionen des Problems 
( * * ), x, > 0, x2 > 0 in Betracht ziehen. Man hat darin das Vorzeichen der 
Hyperbeln 
X,(x, y) = -2lf5&z,x + b’) + y(b,x + al) = 0, 
X,(x, y) = -21a,jl”(b,x + u’) + 2&2,x + q = 0 
mit dem Vorzeichen im Bande 6(x, y ) = y2 - 4g2 zusammenzusetzen. 
Damit bilden wir eine Vorzeichentabelle. Stellen wir diese Hyperbeln in der 
Gestalt: 
y1 = 2bjk12 
(2,x + b’ b,x + u’ 
h,x + a’ 
und yZ = 21ak,j(2 
a,x + b’ 
dar, so bemerken wir, da13 in allen Fallen aus x > 0 such y > 0 folgt und 
da13 stets y, y2 = 41uj,ukjl = 4g” gilt. Die mit der OX-Achse parallelen 
Asymptoten sind: 
b, 
ye = ‘Iaj,I”- und y2 = ~~u,~I’F_ 
a1 1 
Die mit der OY-Achse parallelen Asymptoten liegen im negativen Bereich 
und sind: 
.I b' 
x, = -- 
b’ 
und x2= --. 
U1 
Wir bemerken femer. daR fur x > 0 
lim X,(x, y) = cc und lim X2(x, y) =a 
lJ+” Y-m 
gilt. D.h. daI3 das Vorzeichen der Funktionen X,(x, y) und X,(x, y) unter- 
halb der H yperbeln negativ ist und oberhalb positiv. Sei X,(x, y) = 
maw(X,(x, y), X,(x, y)> und X2(x, y) = min(X,(x, y), X,(x, y)). In allen 
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Situationen trifft folgendes zu: Sei 1c = x,, > 0 eine zur OY-Achse parallele 
Gerade. Sie wird von den Hyperbeln in den Punkten y1 und ys geschnitten, 
die invers beziiglich des Wert’s y = 2g und positiv sind. Man hat dan 
folgende Vorzeichentabelle. 
y>y1 y1>y>2g 2g>y>y, 2g>y> -2g y<-2g 
$‘Q> y> - + + + + 
X,(r,, y) - - - + + 
6(y) + + - - + 
Xl 
- + - - + 
_ 
x2 
- - + - + 
Daraus schluBfolgem wir folgendes Ergebnis. 
SATZ 1. Folgende Aussagen sind iiquivalent: 
(i) x1 > 0, x2 > 0, x > 0. 
(ii) (x, y) E (x > 0, y < -2g). 
Damit ist der Zulassigkeitsbereich des Losungspunktes durch den Quad- 
ranten (x > 0, y < - 2 g ) bestimmt. 
7. DIE STRUKTURPARAMETER SIND NICHTNEGATIV 
UND INVARIANT 
Im weiteren werden wir zeigen, wie sich die Strukturparameter in nicht- 
negative Bestandteile aufspalten lassen, und dafur invariante Formeln her- 
leiten. 
SA’IZ 2. Die Strukturparameter d,, d’, h, und h’ lassen sich wie folgt in 
nichtnegative Glieder zerlegen : 
dl = (la,klal - Iakjlhl)’ + 2gfi + 2[ glCl12 - re(akjZjkEf)], 
d’ = (lakjlal - lajklb’)2 + 2gf’ + 2[ gIc’12 - re(a,.;i,k(E1)2)], 
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h, = +( &7 - &q2 + (&Tip- - Ic,E’l) + [ &‘I + re(+‘)] ) 
h’ = (lUkjlJ/& - laj~l&q” + Bg(j/qp - lc,clI) 
+ 2[ la,j7ij,c1c’I + re(aqiijkclcl)]. 
Beweis. Der Beweis dieser Formeln ist kein Problem. Zum Voneichen 
der Glieder bemerken wir, daB die ersten Quadrate reeller Zahlen sind, dal.3 
die zweiten nichtnegativ sind, das geht auf den Satz von Cauchy zuriick, 
w&rend fur die dritten Glieder folgt es aus der Ungleichung Ial k re(a1 > 0 
fur irgend em a E @. ??
Wir kommen nun auf die Bezeichnungen der Matrizen U, V, W aus der 
Einleitung zuriick. Da&r gilt: 
u+= bl -cl 
1 -zl a, ’ 
w*u+w= p, “;‘I[ “a, -J[uyk 
lUjk12U, GijkUkjCl = 
-Tikjaj& IUkj12b, 1 
sowie such 
w*VW = 
0 ajk u’ 
[ I[ c’ a kl 0 ‘-1 b’ 
Daraus folgt d ler Satz. 
’ 'kj 
'jk 0 
a kl 
0 
1 
I [ lujk12b1 UkjSijkd = a .a. cl kJ Jk 1 l@kj12d . 
SATZ 3. Die LLvungsformeln (3) k iinnen in folgender Matrirschreibweise 
dargestellt we&en: 
x= y2 _14g2~-xyu+- yv + 2xw*u+w + 2w*vwj. 
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LEMMA 3. Mit den eingeftihrten Bezeichnungen kiinnen die Strukturpa- 
rameter wie folgt dargestellt werden: 
fl = det U, f’ = det V, h, = +TrW, 
d, = Tr(WUW*U+), d’ = Tr(WV+W*V), h’ = Tr(WUW*V). 
SA’I-Z 4. Beniiglich einer ebenen komplexen (k, j)-Drehung sind die 
Strukturparameter invariant. 
Beweis. Bei einer ebenen komplexen (k, j)-Drehung transformiert sich 
der (k, j)-Rand 
wie folgt 
Dann transformieren sich die Matrizen U, V, W in 6, ?, G nach den 
Formeln: 
ti = TAkj(TAkj)* = TA,,. AzjT* = TUT*, 
G = ( AkjT*)* ( AkjT*) = T( Akj)* AkjT* = mT*, 
w = TA 
k,j 
[ 1 k,j 
T*-;E=TWT*. 
Ferner gilt falls det U # 0 ist: 
$= (det c)c-’ = (det 6)TU-‘T* = (det U)TU-‘T* = TU+T* 
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was aber fur die transponierte Matrix der algebraischen Komplemente U+ 
allgemein wahr ist. Analog gilt V7+ = TV+ T*. Jetzt hat man: 
L= 
f= 
L, = 
= 
i;’ = 
= 
SArZ 5. 
detC?=detTUT* =detU=f,, 
detV=detTVT* =detV=f’, 
+Trfi = iTr(TUT*)(TVT*) 
$,Tr(TWT*) = +Tr UV = h,, 
Tr(W&@*V) = Tr(TWT*)(TUT*)(TW*T*)(TVT*) 
Tr(TWVW*VT*) = Tr WUW*V = h’. 
Bei einer eb_enen komplexen (k, j)-Drehung transformiert sich 
die Liisungsmatrix nach X = TXT*. 
Beweis. Da die Strukturparameter invariant bleiben, so bleiben es such 
die Resolventen und der Losungspunkt (x, y). Es gilt: 
&f= 
1 
y2 _ dg2 -xyc+- Y ( 
si: + 2x@ti’ti + 2tf’*l% 
1 
= y2 _ldg2 (-xyTU+T* - yTVT* + 2xT(W*U+W)T* 
+2T(W*VW)T*) = TXT*. 
8. STRUKTURSATZE 
Es wird die Benennung Strukturparameter motiviert. 
Sei 
mit x11 *22 - x12 x21 =l und d#O. 
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Wir betrachten nun naher wie eine (k, j)-Similaritat einen (k, j)-Rand trans- 
formiert, wenn dieser die kanonische Form hat: ujj = q&, 
AkW’ = d-‘[ xz2ak - xelaj, -xleak + xllaj]. 
Im Satz 2 wurden die Strukturparameter in je drei nichtnegative Glieder 
aufgespalten. Werden nun die Strukturparameter anulliert, so erhalten wir 
jeweils drei Gleichungen. Wir werden sehen, daI3 sich ein tiefgehender 
Zusammenhang ergibt. Wir betrachten d, und fi: 
j-1 = a,b, - lq12. 
SATZ 6. Fiir einen (k, j>-Rund einer komplexen Matrix A E @,x, sind 
folgende Aussagen iiquivalent : 
(i) d, = 0 =fi. 
(ii) Es gibt eine (k , j)-ebene Similaritiit , die den (k, j)-Rand his auf eine 
Permutation, auf folgende Form bringt : 
Dann gehiirt wenigstens sin Eigenweti der Matrix A 
k,j 
1 1 k,j zu den Eigen- 
werten der Matrix A. 
Beweis. Wir setzen voraus, dal.3 der (k, j)-Rand mit einer ebenen kom- 
plexen (k, j)-Drehung auf die kanonische Form, akk = ujj, gebracht wurde, 
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wobei die Bedingrmgen (i) und (ii) erhalten bleiben. Die Bedingung (ii) ist 
Y v 
dann fdrmlich Equivalent mit der Bedingung: 
(iii) Das System: 
xak + yaj = 0, 
x2akj - y2ajk = 0 
hat eine nichttriviale Liisung (x, y ) Z 0. 
fi = 0 ist aquivalent mit (a). 
Wir betrachten nun den Fall, wenn keine 
wenn also a, # 0 # b, ist, was zu x Z 0 # y 
d, = 0 folgt: 
(a> 
(b) 
triviale Entartung vorliegt, 
fuhrt. Es sei (i) wahr. Aus 
lajkla, - lakjlb, = 0 
akjEjkEf - IakjajkcfI = 0. 
Sei w = 
-(ak, 
x/y. Dann ist, da fi = 0 ist, fj = -wak. Femer ist ci = (ak, a.) = 
wa,) = -Ea,. 
folgt w2atjlajk12 - ajkl 
Es gilt: akjajkcf = w2akjiijkaf = Iw2akjajkla$ Es 
w2akjajk I = 0. Daraus hat man: 
Nun folgt aus aj = -wak die Beziehung b, = lw1’a,. Dann folgt aus 
lajklal - lakjlb, = lajkla, - lakjJ lw12a, = 0 die Beziehung: 
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Fiir den auszufiihrenden Ausdruck folgt: 
x2akj - y2ajk = 0 
SO da8 aus (iI die Bedingung (iii) folgt. 
Es sei (iii) wahr. Aus (a) folgt b, = lw12a, und c1 = -_wal w&rend aus 
(b) ajk = w2akj fO@ ES gilt: 
akjzjkC1 -2 = akjw2Zkjw2a, = lw141a .12al, kJ reel1 und nichtnegativ. 
Nun ist klar, daJ3 aus (iii) die Bedingung (i> folgt. 
Der Beweis im Falle einer Entartung ist einfacher. 
Wir betrachten nun h’ und h,: 
h1 = (lakjlJn’b, - iajklm)" + 2g(4= - IcIc'~) 
+ 2[lakjajkclc'l + 'e(akjiijkclc')] 
hl = i( @ - m)2 + (da - clcl) + [ lclcll + re(qc’)] . 
SAlZ 7. Fiir einen (k, j)-Rand einer komplexen Matrix A sind folgende 
Aussagen iiquivalent : 
(i) Es gilt h’ = 0 = h, 
(ii) Es gibt eine (k, j)-ebene Similar& die den (k, j)-Rand, bis auf eine 
Permutation auf folgende Form bringt: 
Dann gehiiren beide Eigenwerte der Matrix A 
Matrix A. 
zu den Eigenwerten der 
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Beweis. Wir setzen wiederum voraus, daI3 der (k, j)-Rand mit einer 
ebenen komplexen Drehung auf die kanonische Form, akk = ujj, gebracht 
wurde, wobei die Bedingungen (i) und (ii) erhalten bleiben. Die Bedingung 
(ii) ist dann formlich aquivalent mit der Bedingung: 
(iii) Das System: 
xak + yaj = 0, (a> 
xaj - yak = 0, 09 
x2akj - y2ajk = 0 (cl 
hat eine nichttriviale Lasung ( X, y ) # 0. 
Wir setzen (iii) als wahr voraus und daB keine Entartung vorliegt, Sei 
w = -y/x. Dann ist: 
aj = 
Femer ist: 
1 
b, = -a 
lw12 l
b1 = lw12a1 
- wak, 
Cl 
1 
: -_a 
l> 
W 
-Eal. 
Es gilt: 
4- Ural - w = &7- - \i&zllw12 = 0, 
1 
c,E’= ;al( -wu’) = --a,a’ reel1 und nichtpositiv, 
- 
akjajkCIC ’ = w2~jk~j~-$( -W)a, = -~~jk12+lw12 
nichtpositiv. 
Daraus folgt h’ = 0 = h,. 
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Es sei nun (i) wahr. Aus h, = 0 folgt alalblbl = Ic~[~\c~[~. Daraus folgt 
qb, = lc112 und a’b’ = lc112. Dann ist fr = 0 =f’ was zu aj = uak und 
aj = wak fuhrt. Es gilt cr = uu, und c1 = :a’. Wir anulieren nun die Glieder 
des Satzes 2: 
= w( l”,jl l”I - l”jkl 101) = 0. 
Es folgt l~l/lul = lukjl/lujkl. Weiter ist: 
Es folgt ~,a’(1 - Ivul) = 0 woraus 101 IuI = 1 folgt. Femer gilt: 
(c,C’l + Cl2 = lulu,lulu’ + uuluu~ = u,u’(luul + vu) = 0. 
Es folgt v = -l/u. Wesentlich ist zu beweisen, da13 ukju2 - ujk = 0 gilt. 
Das leiten wir aus der dritten Komponenten von h’ her. Es gilt: 
UkjZjktz + Iu,jajp~I = 0. 
Wir setzen v = - l/u ein: 
U U 
-ukjzjk + ukjiijk= = 0. 
U I I U 
Wir multiplizieren mit ujku und teilen mit lujk I2 und erhalten: 
UkjU2 uj~l”~jzj~u21 -- 
lu12 + lujk121u12 = O3 
Daraus folgt 
a .u2 - l”kjl kl ujkml”12 = 0. 
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Es gilt aber IakjI/IujkI = v/u = l/lu12 so dal3 
akju2 - ujk = 0 
folgt. Nun ist klar, daB aus (i) die Bedingung (iii) folgt. 
Der Beweis im Falle einer trivialen Entartung ist einfacher. 
Analog kann man such Struktursatze beweisen, die auf d’ = 0 = f1 oder 
auf d, = d’ = 0 = fi = f1 zuriickgehen. 
9. ZUR GEOMETRIE DER RESOLVENTEN 
A. 
Die Resolvente dritten Grades kann man in einer der Formen 
dlx2 - d’ fly - d’ 
Y= 
fix" -f l 
oder x = f 
fi Y - 4 
darstellen. Es gilt: 
dy+ D 
dx (fix" -f ‘)” 
wobei sich die Diskriminante D = f,d’ -f Id, herausgebildet hat. Die Kurve 
hat die vertikalen Asymptoten x = fJf ‘, x = -fi/fl und als horizontale 
Asymptote y = d,/f,. Die Resolvente dritten Grades hat die OY-Achse als 
Symmetrieachse; daher stellen wir sie in den Figuren 1 und 2 nur in der 
positiven Halbebenen dar. Aus diesen Figuren ist ersichtlich, daI3 die Kurve 
jeweils drei Zweige hat, wobei im Zulassigkeitsbereich des Lijsungspunktes 
die Hailfte eines Zweiges liegt. 
Im Falle einer Entartung, D = 0, ist 
(f ?/ - d,)(f,r’ -f ‘) = 0 
und die Kurve stimmt mit den Asymptoten iiberein, wobei nur die vertikale 
Asymptote x = f ‘/fi d en Zulbsigkeitsbereich des Liisungspunktes schnei- 
det. 
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FIG. 1. 
B, 
Die Resolvente ftinften Grades hat den Grad 2 in x und daher kannen 
wir explizitieren: 
G(Y) * dG2(y) --(YW(Y) 
x1,2 = 
2F( Y> 
Je nach dem Vorzeichen der Diskriminanten A(y) = G2(y) - 4F(y)fl( y> 
schneidet eine horizontale Gerade die Kurve in zwei Punkten oder gamicht. 
Zum anderen schneidet eine vertikale Gerade die Kurve entweder in zwei 
oder vier Punkten. 
LEMMA 4. Die horizontalen Asymptoten Eiegen in der oberen positiven 
Halbebene.’ 
’ Wenn keine besondere Entartung v+orliegt. 
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FIG. 2. 
Beweis. Man erhalt die horizontalen Asymptoten aus den Wurzeln der 
Gleichung: 
F( y) = f, y2 - 2d, y + 4fi g2 = 0. 
Die Diskriminante dieser Gleichung ist: 
D, = 4d,2 - 16gsf: = 4(d, - 2&)(n, + 2gfi) > 0. 
Sie ist positiv dem Satz 2 nach. Die Wurzeln der Gleichung erfullen die 
Beziehungen: 
Yl + Yz = 24, Yl Yz = ?fx yl, yz reell. 
Daraus folgt yr, ys 2 0. ??
Eine vollst&lige Behandlung der Geometrie der Resolventen funften 
Grades wiirde den Rahmen dieser Arbeit sprengen. Wir geben aber in der 
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Figur 3 das graphische Bild dieser Kurve in einer typischen Situation wieder. 
Ausserdem behandeln wir voll&indig das Verhalten der Kurve im 
Zulhsigkeitsbereich des Liisungspunktes. Die Gleichung (7) kann man such 
in der Form: 
WY) WY) 
‘-= G(Y) + dm’ %+= G(Y) - Jz\-<‘y 
schreiben. Daraus hat man: 
lim x_= 0, lim x+= +a. 
y-9 -cc y* --m 
Andere vertikale, horizontale oder schiefe Asymptoten gibt es nicht. Damit ist 
such die Existenz einer Teilkurve im Bereich (x > 0, y < - 2g) bewiesen. 
Wir werden beweisen, daB es genau em Zweig ist. 
‘4 
FIG. 3. 
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LEMMA 5. Der Rand des Zuliissigkeitsbereichs des Liisungspunktes wird 
im allgemeinen von keinem Zweig der Resolventen ftinfen Grades geschnit- 
ten.l 
Beweis. Wir setzen x = 0 und erhalten: 
H(y) =fly2 - 2d’y + 4f’g2 = 0. 
Aus derselben Uberlegung wie im Beweis des Lemma 4 folgt yr > 0, 
y2 2 0. Weiter setzen wir y = -2g und erhalten aus (6): 
4g2R( x) + 4gS( x) + 4g2R( x) = 4g[2gR( x) + S(x)] = 0. 
1st g = 0 so gehijrt y 
die Gleichung (7) zu: 
= 0 zur Resolventen funften Grades. Fiir g # 0 wird 
x2(2& + d,) + 2r(2gh, + h’) + 2&-l + d’ = 0. 
Diese Gleichung hat nur dann eine positive L&sung wenn sie entartet: 
fl =f1 = h, = 0 = h’ = d, = d’. 
10. DIE EINDEUTIGKEIT EINES ZWEIGES DER 
RESOLVENTEN FUNFTEN GRADES IM 
ZUiiSSIGKEITSBEREICH DES LGSUNGSPUNKTES 
Die verlangte Eindeutigkeit beweisen wir so, indem wir zeigen, daB eine 
vertikale Gerade x = x0 die Resolvente funften Grades im Zullsigkeits- 
bereich des Lasungspunktes (x > 0, y < - 2g) in genau einem Punkt 
schneidet. Hierzu betrachten wir eine Schar von (k, j)-Rander: 
Dieser entspricht ein e Schar von Resolventen funften Grades: 
(9) 
f~x,~,~) = -x(~~-~~~)~+P~[R(x)~~-~YS(X) +4g2R(x>l =O. 
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Wir setzen p4 = l/s und erhalten als Gleichung der Schar: 
R(x)y’ - 2yS(r) + 4g2R(x) 
S= 
x( y2 - 4g2)? 
Die Abbildung y + s ist offenbar eindeutig. 
SAT-L 8. lrn Zuliissigkeitsher~~ich des Liisungspunktes gibt es genau einen 
Zweig der Resdventen jinften Grades.’ 
Beweis. Wir beweisen, da13 such die Abbildung s + y eindeutig ist. Wir 
schreiben die Ableitung: 
dS 2[ -yBR( x) + 3y2S( x) - 12g”yR( x) + 4g2S( x)] 
-= 
JY dY2 _ 4&d)” 
Es gilt as/Jy > 0 fir x > 0, y < -2g. Die Gleichung ds/dy = 0 ist 
aquivalent mit h, =f, =f’ = () = hl = d, = (1’. Nun ist eine stetige Funk- 
tion mit positiver Ableitung eine eineindeutige Abbildung. Das beweist den 
Satz. ??
11. DIE EINDEUTIGKEIT DES SCHNI’ITPUNKTES DER 
RESOLVENTEN IM ZULASSIGKEITSBEREICH 
DES L6SUNGSPUNKTES 
Wir betrachten wieder die Schar von (k, j)-Rander der Gestalt (9) und 
die dazugehorige Schar von Resolventen funften Grades der Gestalt (10). Wir 
bemerken da0 die Resolventen d&ten Grades dabei fm bleiben. Dann haben 
wir zu beweisen, daI3 die durch den Schnittpunkt (x, y, s) vermittelte Abbil- 
dung s + y eineindeutig ist. 
LEMMA 6. Es gilt d,d’ > gl D(. 
Beweis. Dem Satz 2 nach gilt d, = 2gfi + p,, d’ = 2gf1 + p’ mit 
p, z 0, p’ > 0. Wir untersuchen zwei Falle. 
(1) D z 0. Das bedeutet f,d’ >fldl. Dann ist: 
glDI < gf',d' < 2&d’ < d,d’. 
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(2) D Q 0. Dann ist: 
@I < gf’d, < 2&d, < d’d,. 
SA-IZ 9. Die Resolventen dritten und ftinfen Grades schneiden sich im 
Zuliissigkeitsbereich o!es Liisungspunktes genau in einem Punkt.’ 
Beweis. Es reicht zu beweisen, dat3 die Ableitung 
o!s dS as dx 
-_=_+_- 
dY JY ax dy 
positiv ist im Zulassigkeitsbereich des Liisungspunktes. Dabei ist dx/dy die 
Ableitung der Resolventen dritten Grades. Ausrechnen der Ableitung ergibt: 
o!.s 2 
-= 
dY x( ys - 4g2)3 
R(x)(-y3 - 12g’y) + s(x)(3y2 + 4g2) 
D2( y2 - 4g”)’ 
W’ -f'Y)M -f1Y>' 
Nun ist fur x > 0, y < - 2 g der Faktor 2/x( y2 - 4g2)3 > 0 Folgende 
Aussagen sind in x > 0, y < - 2g aquivalent: 
(i> -R(xX y3 + 12g2y) + S(xx3y2 + 4g2) 
D”( y2 - 4g2)2 
’ 4(d’ -f’Y)M -_Lv> ’ 
(ii) -f’< y3 + 12 g2y) + d1(3y2 + 4g2) > 
D”( y2 - 4g2)2 
4(d’-f’Y)(dl -flY)2’ 
(ii) entsteht aus (i), indem wir x = 0 nehmen, w&end 6) aus (ii> entsteht, 
indem wir zur linken Seite ein positives Glied hinzuaddieren, und zwar: 
-(fix2 + 2h,x)( y3 + 12g2y) + (dlx2 + 2h’x)(3y2 + 4g2). 
’ Wenn keine triviale Entartung vorliegt. 
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Da fur y < - 2 g der Nenner positiv ist, so wird (ii) zu 
4(d’ -f’y)(d, -fiY>“[-f1(Y3 + 12g2y) + d’(3Y2 + 4g2)1 
z P( y2 - 4gs)3. 
Die Berechnung der linken Seite ergibt: 
L = 4f,2(f*)‘y” - [ 16f,2f1d’ + 84fi(f’)“] y5 
+ 4[ d;(f’)2 + 8d,d’f,f’ + 3j-;( d’)2 + 12f:(f1)2g2] y* 
- 4[4d:d’f’ + 6d,f,(d’)’ + 4g2fi2d1j-’ 
+ 12g2.f1(f,2d’ + 24flf’)] Y3 
+ 4 3d,2(d’)2 + 12g2df(f’)2 + 24g%,d’f,f’ ] 
+4g2_flw2 + 8g24d1./-1f1] Y2 
- 4[ 12g2f1d’d; + 4g2d,2d1f1 + 8g2( d’)2d,fi] y + 16g2d:( d’)2. 
Die Berechnung der rechten Seite ergibt: 
R = ~2~4 - 8d2g2y2 + 16D2g4. 
Offenbar sind alle Glieder in L fur y < 0 nichtnegativ. Es bleibt zu 
beweisen, daB alle Glieder in L griiljer sind als die entsprechenden Glieder 
in R. 
(1) Es gilt: 
a4 = 4(d;(f’)’ + 8d,d’j-J-’ + 3f:(d’)2 + 12f,2(f’)‘g2) 
2 D2 =ff(dl)’ - 2fid’f1d, + (f1)2d,2. 
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Die Differenz ist namlich: 
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a4 - 0’ = llfi”(d’)2 + lOd,d’fif’ + Sd:(f’)’ + 48f:(f’)2 2 0. 
(2) Es gilt 
a, = 16g2d;(d1)2 > 16D2g4. 
Die Differenz ist 
a0 - 16D2g4 = 16g2[ d;( d’)’ - D2g2] > 0 
entsprechend dem Lemma 6. 
KOHOLLAR. Das Problem (* *) hat im allgemeinen genau eine Gsung. 
Das Schaubild des Schnittpunktes S der Resolventen im Zuliissigkeitsbereich 
cles Liisungspunktes l$t uns einen engeren Bereich feststellen. Es gilt, falls 
D < 0 ist 
Falls D > 0 werden die Enden dieses lntervalls vertauscht erscheinen (Figur 
4). 
12. ZUM FALL EINES ECHTEN INFIMUMS IM PROBLEM (* *) 
Urn diesen Fall zu behandeln, bemerken wir, da13 die Zielfunktion im 
Problem ( * * ) h(r ,, x2, z, K) aus drei nichtnegativen Komponenten besteht, 
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FIG. 4. 
ihrem Ursprung nach: 
4 x1, ~2, z, K) = E,( x1, x2, z) + KE,( x1, x2, 2) + K-I&( xl> x2> z). 
Darin bezeichnen: 
E,( ~1, ~2, z) = UIXl + b,x, + E,z + c,z, 
E,(x,, ~27 z) = dx2 + b’x, - cl.2 - c’z. 
Diese nichtnegative Komponenten lassen sich wiederum in kleinere nicht. 
negative Glieder aufspalten: 
Ei( x1> ~2, Z) = Eil(xl, ~2) + Ei2(xl, x2> ‘)> i = 1,2,3. 
MINIMIZATION OF THE EUCLIDEAN NORM 
Dar-in bezeichnen: 
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E21(x1, x2) = 
E,,(x,, ~2, 2) = 
> 
E,,(x,, x2) = 
&2(x,, xz>z) = 
(lakjlX1 - l”j,lx2)2 2 0, 
2[ gx1x2 - re(akjZjcz2)] 
2( @1X2 - la,jajkl Id”) = 2g( X1X2 - 121”) = 2g > 0, 
(&xl - &q” a 0, 
2[$PY&G + re(%z)] 
&wlJF2 - IW) = 2(&pJxF - lCll 1-I) 
qmzl - lql I-I) = 2lzl($7q - &J > 0, 
(@J;;I - LT&)‘> 0, 
2(\la’b’G + re(2z)) > 0. 
Der Fall eines echten I&mums kann nicht einheitlich behandelt werden. 
Einheitlich bleibt nur die Tatsache, dal3 die Funktionen Ei und E,, im 
Limes endlich bleiben miissen, such wenn eine oder mehrere Veranderliche 
gegen Unendlich streben. Fiir die Behandlung des Falles K + CO sowie 
K -’ + co (K + 0) ist die Berechnung des globalen Infimums der Funktionen 
E, und E, bedeutsam. 
LEMMA 7. Es gilt: 
inf E2( x1, x2, z) = 2&, x1x2 - lz12 = 1, 
inf E3( x1, x2, z) = 2@, x1x2 - lz12 = 1. 
Beweis (Fiir E,). Die zu E, gehiirige Funktion von Lagrange ist: 
3(%X2, z,t) =alxl +b,x, + c,z + c,z - t(x,x, - 1212 - 1). 
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Die Ableitungen sind: 
69 
-=a 
dx, ’ 
- tx, = 0, 
d?E” 
- = b, - tx, = 0. 
dx2 
Fiir z = x + iy sind: 
%Y 
XJ- - -ic, + iC, + 2ty. 
Daraus folgt: 
Wir erhalten: 
%!Z &TX? 
~+2-=2c,+2ts=o. 
JY 
aI b, Cl 
x1 = -, x1 = -, z= -- 
t t t * 
Im Falle einer Entartung, t = 0, folgt a, = 0 = b, (c, = O), so da13 Akj = 0 
sein wird. Wir bestimmen t im Falle t # 0: 
x,x2 - 1~1’ - 1 = -&b, - Icl,‘; - 1 = ;fl - 1 = 0. 
Es folgt t = fi. Daraus hat man: 
inf E2( x1, x2, Z) = +a,b, - lc,l’) = 2fi. w 
LEMMA 8. Im Falle eines echten lnjmiums, o!as auf K + m zuriickgeht 
ist die Bedingung fi = 0 notwendig, wiihrend bei K -+ 0, die Bedingung 
fi = 0 notwendig ist. 
Es bezeichne z = lZleie und akjZjk = gerip. 
SAE! 10. Im Falle eines echten lnfimums, o!us auf 
Xl - + a E R,, xl, x2 + m, K -+ Kg E &t+, e+ e,, 
x2 
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zuriickgeht, sind die Bedingungen: 
fl =O=f’ und d, = 0 = d’ 
notwendig. 
Beweis. Es gilt: 
Wir anullieren die Klammem und es folgt: 
Weiter folgt aus x 1 x2 - lzl2 = 1 die Beziehung 
z2 xi 
I I 
1 
- =----‘a 
x2 x2 4 
Daraus folgt z”/xi + ue2ieo. Dann gilt: 
Elz=pxi(gz -re[ukjZjk(tr]) +mgu(l-ree2i(‘P-eo’), 
E, = 2xz[mE + re(E1c)] + m,/;l[&& + re(qe”“)], 
E,, = 2 x,[&WfJ + re(Pt)] + ,i;;[GG + reccleiso>]. 
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Indem wir wiederum die Klammern anullieren, folgt: 
e2i&, = akjujk _ a,b, alb’ -_-=- 
6 
-2 
Cl ( q2 . 
Wir setzen die erhaltenen Gleichungen in die einzelnen Glieder des Satzes 2 
ein und erhalten d, = 0 = d1 sowie fi = 0 = f ‘. ??
Ebenso beweist man folgende Lemmas. 
LEMMA 9. Im Falle eines echten lnfimums mit x1/x2 + to, x1, x2 + a 
sind folgende Bedingungen notwendig und hinreichend: g = 0, a, = b, = 
0 = u’ = b’ und akj + uik # 0. 
LEMMA 10. Im Falle eines echten Infimums mit x1/x2 + 00, x2 + a E 
R+ sind folgende Bedingungen notwendig: akj = 0, a, = 0 = b’. 
BEMERKUNG. Wenn mehrere Strukturparameter null sind, so wie es im 
Satz 10 der Fall ist, so kommen die Struktursatze zur Anwendung. 
13. INVARIANTE FORMELN FiiR PAARDEKOOPERS METHODE 
Das Problem: 
inf llTkj Ark;’ 11, det Tkj = det Z = 1 ( * *I) 
wurde erstmals von M. H. V. Paardekooper [8] gel&t. Indem wir in unserer 
Methode K = 1 setzen, erhalten wir fur diese Methode invariante Formeln, 
die sich von jenen Paardekoopers wesentlich unterscheiden. Daher resiimier- 
en wir: 
Aus dem (k, .i)-Rand 
(Akj> A[::!]. Ak’) 
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einer komplexen Matrix A E CnX” werden die 2 X 2 Matrizen: 
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U = Ak,Aij, V = ( ,@j)* Ak.i, W=A ;I; 
[ 1 - fi?, t =akk + ajj 
berechnet und daraus die Strukturparameter entsprechend dem Lemma 3 
f, = det U, f1 = det V, h, = +Tr W, 
d, = Tr(WUW*U+), n1 = Tr(WV+W*V), h’ = Tr(WUW*V). 
Es wird g = /Al/4 mit A = t” - 4d und $ = akkajj - akjajk geS&Zt. 
Indem wir in der Resolventen funften Grades f(x, y) = 0, x = 1 setzen, 
gewinnen wir eine Resolvente vierten Grades: 
f(1, y) = -(y’- 4& + (y’- 4g2)(f1 + a, +f’) 
-2y(<E, + 2h’ + 8) = 0. 
Mit der eindeutigen Liisung y < - 2 g wird die hermitesche Matrix3 
berechnet, und daraus die Losungsmatrix: 
Diese lost das Problem ( * .l). 
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14. zu DEN JACOBI AHNIXHEN VERFAHREN 
Das normreduzierende Verfahren, das mit der Liisung des Problems ( *) 
operiert werde mit III - K bezeichnet, wahrend das Verfahren von 
Paardekooper, dargestellt wie im $13, mit unseren Formeln, mit PF - 1 
bezeichnet wird. Es werden diese Methoden miteinander verglichen und 
ihren Platz unter den anderen Jacobi &lichen Verfahren festgestellt. Un- 
serer Auffassung nach gibt es drei Klassen von normreduzirenden Jacobi 
&lichen Verfahren: 
(a) Die Verfahren die mit einfachen ebenen Similaritlen operieren und 
die auf Eberlein [I] zuriickgehen. Hierzu kiinnen w-ir Huang und Gregory 
[14], Voevodin und Ikramov [13] sowie TR - K und PI? - 1 erwanen. 
(b) Die Verfahren die mit speziellen dreieckigen Matrizen operieren und 
die auf Veselic [I21 zuriickgehen. 
(c) Die Verfahren fur parallele Computer, die mit einem direkten Pro- 
dukt von ebenen Similaritaten operieren. Hier erwahnen wir Sameh [ll] und 
Paardekooper [9]. Letzteres ist ein Algorithmus mit optimalen Einzelschrit- 
ten. 
Ein Jacobi & n ic 1’ h es Verfahren besteht im Allgemeinen aus zwei Phasen 
und im Besonderen aus drei. 
(i) Aus einer normreduzierenden Similarit&, welche die Norm der 
Matrix vekleinert. 
(ii) Aus einer ebenen komplexen Drehung, welche den Betrag der 
Diagonalen der Matrix vergriiBert. 
(iii) Aus einer StSrungssimilarit’at, falls der Prozess auf eine nichdiagonale 
normale Matrix konvergiert. Hierzu siehe Goldstine und Horwitz [6], sowie 
1131. 
Beziiglich (ii) beschreiben wir nun eine anschauliche Methode. Sei A, U E 
Czx2 und das Problem max]]Diag UAU*]]; UU* = E. Sei s = a,, + uz2, 
d = det A und A = s2 - 4d. Wir bilden die hermitesche Matrix R = A’12A 
+ A1j2A*, oder R = A + A* falls A = 0 ist. Es sei R = ShS* die kanonis- 
the Zerlegung. Dann ist U = S * die Liisung des gestellten Maximum- 
problems. 
Andere trigonometrische Formeln ftir (ii) gibt es bei A. Ruhe [lo] und in 
1131. 
Nun ist das Verfahren IR - K ein Algorithmus mit optimalen 
Einzelschritten. Es ist nicht schwierig den Schnittpunkt der Resolventen 
numerisch zu bestimmen. Das Verfahren PI - 1 ist eine Methode mit 
optimalen unimodularen Einzelschritten. 
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Im weiteren beziehen wir uns auf den Vergleich der Verfahren l?R - K 
und PI - 1. Zumal sich das zweite aus dem ersten fur K = 1 ergibt so 
minimiert FR - K besser in den Einzelschritten. Was kann man aber 
beziiglich des gesamten Algorithmus sagen. Zumal es schwierig ist diese 
Frage theoretisch zu behandeln, so haben w-ir mehrere numerische Beispiele 
untersucht. Als erstes wollen wir sehen wie FR - K und PI - 1 im Falle 
einer Matrix der Ordnung 4 operieren. Sei 
2-i 2 + 3i 4 - Si 
;T;’ ;ILi ;+pi. 
2 - 4i 3 - 2i 4 + 5i 3 + 2i I 
In den nachstehenden Tabellen ist es ersichtlich, daB es sich urn eine 
zyklische Pivotenwahl handelt. In der Tafel I haben wir die Norm der 
Iterierten, sowie den Betrag der Diagonalen im Falle von rR - K dargestellt, 
w&rend in der Tafe12 jene von PF - 1. 
TAFEL 1 
It. k j 
1 2 3 
2 1 2 
3 2 4 
4 1 3 
5 1 2 
6 2 4 
7 2 3 
8 2 4 
9 1 3 
10 1 2 
11 1 4 
12 2 3 
13 3 4 
14 2 4 
15 1 3 
16 2 3 
17 1 2 
18 1 4 
19 3 4 
16.580886 
16.332694 
16.284246 
16.259360 
16.254676 
16.250260 
16246842 
16.231343 
16.230317 
16.229332 
16.228864 
16.228836 
16.228832 
16.228779 
16.228779 
16.228779 
16.228779 
16.228779 
16.228779 
Norm Dg 
8.559727 
10.467209 
12.549437 
12.682206 
15.668772 
15.700098 
16.050805 
16.117152 
16.192958 
16.223541 
16.227120 
16.227249 
16.228787 
16.228779 
16.228779 
16.228779 
16.228779 
16.228779 
16.228779 
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TAFEL 2 
It. k _i Norm Norm Dg 
1 1 2 17.059727 8.136127 
2 2 3 16.701849 8.640068 
3 3 4 16.610473 8.741935 
4 1 3 16.587578 11.820505 
5 2 4 16.543957 11.931242 
6 1 4 16.539253 12.226251 
7 1 2 16.474197 15.850682 
8 2 3 16.353557 15.881659 
9 3 4 16.347239 16.051503 
10 1 3 16.295386 16.089078 
11 2 4 16.294605 16.090740 
12 1 4 16.237490 16.224967 
13 1 2 16.230316 16.226757 
14 2 3 16.230155 16.228800 
15 3 4 16.229572 16.228805 
16 1 3 16.229570 16.228805 
17 2 4 16.228780 16.228772 
18 1 4 16.228780 16.228772 
19 1 2 16.228779 16.228779 
Beide Vefahren konvergieren auf die Diagonalmatrix: 
D = diag( 11.408928 + il.7032990,1.3854683 + i4.7118307, 
0.1011842 - i7.8343722, - 1.8955810 + i6.4192425). 
Urn eine Genauigkeit von 10efi zu erreichen beniitigt TR - K 14 
Einzelschritte, w&rend PT - 1 19. 
Im allgemeinen kann man sagen, da13 TR - K im Durchschnitt urn 5% 
besser ist als PlY - 1, einen Sachverhalt, den wir an Beispielen mit Matrizen 
bis zur Ordnung 300 iiberpriift haben. Den geringen Unterschied, trotz 
Extrapardmeters, erklaren wir mit der Feststellung, da13 im Falle des Algo- 
rithmus TR - K bei den fortschreitenden Iterierten K + 1 gilt. 
Der Autor ist dem Referenten verpjlichtet, ftir seine kompetente und 
griindliche Arheit. Hewn. L. Elsner und Herrn M. H. C. Paardekooper danke 
ich ftir Bemerkungen zu einer friiheren Fassung der Arbeit. Hem-n C. 
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Bergthaller dunke ich ftir seine Programme und numerischen Experimente. 
Fiir ihre Beihilfe beim Programmieren danke ich Herr-n B. Haastert, Herrn J. 
Willems und Herrn B. Ah. 
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