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I. Electronic Structure of Periodic Systems
Phivos Mavropoulos  and Nikos Papanikolaou








NCSR Demokritos, GR-15310 Athens, Greece
The Korringa-Kohn-Rostoker (KKR) method for the calculation of the electronic structure of
materials is founded on the concepts of the Green function and of multiple-scattering. In this
manuscript, after a short introduction to Green functions, we present a description of single-
site scattering (including anisotropic potentials) and multiple-scattering theory and the KKR
equations. The KKR representation of the Green function and the algebraic Dyson equation are
introduced. We then discuss the screened KKR formalism, and its advantages in the numerical
effort for the calculation of layered systems. Finally we give a summary of the self-consistency
algorithm for the calculation of the electronic structure.
1 Introduction and Historical Survey
The multiple-scattering method of Korringa, Kohn and Rostoker for the calculation of
the electronic structure of materials was introduced in 1947 by Korringa1 and in 1954 by
Kohn and Rostoker.2 Characteristic of this method is the use of multiple-scattering theory
for the solution of the Schro¨dinger equation and the determination of the electron band
structure. In such an approach, the scattering properties of each scattering center (atom)
are determined in a first step and described by a scattering matrix, while the multiple-
scattering by all atoms in the lattice is determined in a second step by demanding that the
incident wave at each center is the sum of the outgoing waves from all other centers. In
this way, a separation between the potential and geometric properties is achieved.
A further significant development of the KKR scheme came when it was reformulated
as a Green function method.3, 4 Once more separating the single-site scattering problem
from the multiple-scattering effects, the method is able to produce the crystal Green func-
tion efficiently by relating it to the Green function of free space via the Dyson equation.
In a second step the crystal Green function can be used as a reference in order to calculate
the Green function of an impurity in the crystal,5 again via a Dyson equation. This way
of solving the impurity problem is extremely efficient, avoiding the construction of huge
supercells which are needed in wavefunction methods.
Chemically disordered alloys can also be treated by the KKR method within the coher-
ent potential approximation (CPA).7 In this approximation one defines the Green function
of an average crystal medium, determined self-consistently through the condition that the
concentration average of the various atom types should not produce any scattering in this
medium.
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The development of screened, or tight-binding, KKR was a further breakthrough for
the numerical efficiency of the method.8 Via a transformation of the reference system
remote lattice sites are decoupled, and the principal layer technique allows the calculation
time to scale linearly with the number of atoms. This is especially useful for layered
systems (surfaces, interfaces, multilayers) and allows the study of, e.g., interlayer exchange
coupling or ballistic transport through junctions.
Transport properties have also been addressed within the KKR method, since the com-
putation Green function allows for approaches of the Kubo-Greenwood type (for diffusive
transport)9 or the Landauer-Bu¨ttiker-type (for ballistic transport).10 Combined with the
Boltzmann equation6 the method for solving the impurity problem is also ideally suited for
the calculation of transport properties in dilute metallic alloys.
In recent years, an attempt for ab initio calculations beyond density functional the-
ory (DFT) has led to the development of hybrid theories which combine the local den-
sity approximation (LDA) to DFT with dynamical mean-field theory (DMFT). In these
“LDA+DMFT” schemes the Green function is a central quantity, since the electron self-
energy is evaluated diagrammatically and included in the propagators through a Dyson
equation. Therefore the KKR Green function formalism is well suited for further devel-
opment in this direction, and steps have already been taken to include DMFT in the KKR
scheme.11
A short list of successful applications of the KKR method for electronic structure of
solids, combined with density functional theory, includes bulk materials12, surfaces13, in-
terfaces and tunnel junctions14, and impurities in bulk and on surfaces.15 Spectroscopic
properties16 and transport properties17–19 have also been studied within this method. The
KKR scheme can incorporate the Dirac equation, whenever relativistic effects become im-
portant.20
Since the KKR method is concerned with the propagation of waves through an ar-
ray of scatterers, its applications are not restricted to the field of the electronic structure
of solids. The propagation of, e.g., electromagnetic waves in photonic crystals,21 or the
propagation of elastic waves through photonic crystals22 can be efficiently described by
multiple-scattering theory, and the useful features of KKR, such as the CPA, can be also
generalized for these cases.23
In this manuscript we present the basics of the KKR formalism. After a general intro-
duction to Green functions in Section 2, we give an analysis of the single-site scattering
problem in Section 3. We continue with a detailed presentation of multiple-scattering the-
ory (Section 4), where the basic ideas are given independently of a Green function formula-
tion; we then attend to the KKR representation of the Green function in Section 5. Details
on the single-site scattering problem by non-spherical potentials are given in Section 6,
while the method for total energy calculations is summarized in Section 7. We carry on
with the basics of screened KKR in Section 8, and briefly show how to calculate surfaces
or interfaces in Section 9. Finally, we discuss the self-consistency procedure, including
the idea of complex-energy contour integration, in Section 10. The reader is assumed to
know the basics of DFT, of the LDA, and of electronic structure calculations. These are not
essential for the multiple-scattering formalism, but become important in Sections 7 and 10.
The solution of the impurity problem within the KKR Green function method is described
in the manuscript of Peter H. Dederichs (see page 279).
2
2 Definition and General Properties of the Green Function
In this section we give a brief introduction to Green functions in scattering problems. The
purpose of the introduction is to remind of the concepts and formulas which will be used
in the subsequent sections. For more details, including mathematical rigor, we refer to the
literature, e.g., to the book by Newton24 or by Economou.25
2.1 Time-Dependent Green Functions
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Here, and in the following, we use atomic units (  ,     ,   ). The time-




































is the time evolution operator in quantum mechanics.
Corresponding to the Schro¨dinger equation, we define now two propagators, the re-



































































 is used to propagate the wavefunction forward in time, and !  to propagate the









































In the following we shall restrict the discussion to the retarded Green function  and
drop the index + .
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Given a perturbing potential  
  
  added to a Hamiltonian
 
, it follows from Eq. (5)
that the Green function 
 









































Furthermore, it can be proven that an incoming wavepacket 

, which without the interac-
tion with  
 

































this is the Lippmann-Schwinger equation.
2.2 Energy-Dependent Green Functions





























 is a positive real number, to be taken in the end to the limit  
fi
, which ensures
convergence of the integral in Eq. (13) for    . More generally, one may define the
(time-independent) Green function as the resolvent of the time-independent Schro¨dinger








for an arbitrary complex energy  (as long as     can be inverted). The singularities
of 

 determine the eigenvalue spectrum; in particular,    has poles at the eigenen-







 is an analytical function of
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, corresponding to eigenvalues 
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, an outgoing wave at





. From the above equation one can see that the imaginary part of  is directly related to





















































stands for the Cauchy principal part of the integral. One can deduce from Eq. (18)























where the last step stresses that the trace of the operator 

 can be taken in any basis,



























































 is the position operator.
In general, from the spectral representation (Eq. (16)) it follows that the expectation
value of any physical quantity, represented by an operator
























Therefore, the Green function contains all information which is given by the eigenfunc-
tions. If the Green function can be computed, then all physical properties of the system
can be found.
2.3 Relation between Perturbed and Unperturbed System. The  -Matrix
The time-dependent Dyson equation (11) has its energy-dependent counterpart. Given





























The Dyson equation can be rewritten in the following forms (which can be directly verified













































The last expression, although not in a closed form, reminds of expression in Eq. (11) and
allows for an interpretation of the Dyson equation via multiple-scattering events by the
perturbing potential    if we expand 
 
































	   
 (27)

This is of course valid for fermions at   ; otherwise a convolution with the Fermi function, or the appropriate
distribution function, is needed.
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this is the analogue of a Born series expansion for the Green function.
Also the Lippmann-Schwinger equation (12) has a time-independent counterpart. Ob-













we can verify by substitution that the solution 
 

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 (30)
In the case that






















This expression can be used to obtain the discrete spectrum of 
 
.




of the perturbed Hamiltonian to the states 


of the unperturbed system
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fl (38)
while for small perturbations we are led to the first-order Born approximation,       .




, between the perturbed and the unperturbed system. From Eq. (20) it follows
































































































In the last two steps we used the Dyson equation (24) and the property (Eq. (35)) of the

















































we see that the con-
tribution of  
 
drops out. Since the lower integration limit ( ) is below the spectrum












In the following section we will associate the perturbation    with a spherically sym-
metric potential of finite range in free space. Then we have a single-site scattering problem,
and we will denote the   -matrix as ; in angular-momentum representation it is diagonal
































If the scattering potential represents an impurity in a free-electron host, then the integrated
difference of density of states up to the Fermi level,    , must be equal to the addi-
tional charge introduced by the impurity,    . This is expressed by the Friedel



















We turn now to the scattering problem of a spherical atomic potential embedded in free
space (actually in an environment of constant potential). The reference system is thus a
free-electron system (where the Hamiltonian contains only the kinetic energy term, and

This is because  does not depend on the energy; in systems where the perturbation is energy-dependent, e.g.,
a self-energy, it must be accounted for.
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. In the case of scattering by a central potential, it is useful to work in




































is the spherical Bessel function, while 
 are the real spherical harmonics (see
Appendix 10). We use the combined index    fl  , where  and  are angular mo-





























































are spherical Hankel functions, 

are spherical Neumann functions,26










  and 


  are diverging as   fi.





















































































is independent of  and
% 
 is the phase shift with respect to the wavefunction
for vanishing potential.




and the general solution of the radial equation is a sum of two
































































































for  '  . (58)
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  (for  '  ). (64)























  (for  '  ). (65)

























with the boundary conditions of +
























Finally, we give without proof the Green function for the scattering problem by a cen-
tral potential. It can be written as the product of two linearly independent solutions, +
































































The boundary conditions of +

are given by Eq. (62). In order to find the boundary condi-
tions of
 





















  ( '  ). (69)





 the requirement for continuity of the logarithmic derivative yields
the -matrix elements. Analogously, a numerical integration inwards yields the diverging
radial wavefunction 

, given the boundary condition (69) at    .
4 Multiple-Scattering Theory
In the previous section we discussed the solution of the scattering problem for an isolated
scattering potential. In this section we will extend the study to a set of scatterers. At this
point we assume the muffin-tin (MT) approximation to the scattering potential, according
to which the potential is spherically symmetric around each scattering center (atomic site),
within a sphere of radius +  , and constant otherwise; the spheres can be touching each
other, but are assumed to be non-overlapping. The theory presented here is based on the
bookkeeping of the scattering amplitudes in a periodic array of scatterers, so that a secular
equation connecting the amplitudes of incoming and outgoing waves emerges. The proce-
dure leads to the KKR equations for the band structure of periodic crystals. Although the
procedure is not necessary for the KKR Green function theory, it provides physical insight
to the ideas founding multiple-scattering theory, used in many wave-scattering problems
even when a Green function is not introduced. The connection to the KKR representation
of the Green function will be done in the next section.










expanded in incoming waves at site

+
















































































   (71)















































































In Section 6 we will see how the method can be extended to the general case of non-spherical site-centered
potentials (the so-called full-potential problem).
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have been introduced. The summation in Eq. (73) includes a finite number of terms, since
the Gaunt coefficients vanish for  ** '  *
	

. Using the above expansions, the free-electron









































































































We proceed by considering an outgoing wave in the interstitial, after a scattering event


















































































































































Given the periodicity of the crystal lattice, we employ the Bloch condition according
to which the amplitude of a scattered wave at position

+
 differs from the amplitude of a
scattered wave at position

+













. The amplitude of




, originating from all other identical scatterers,

















































































































































) depend only on the geometry of the lattice and not on the scattering potential.	
The total scattered wave from a scatterer at lattice site  * is connected to the total




. In the presence of an


Note that the calculation of   






  does not fall off fast enough in real space. Alternatively, one can use the tight-binding KKR formalism,
presented in Section 8.
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, the total incoming
wave at some site consists of the external one plus the waves scattered from all other


























































































































The electronic eigenvalues in a crystal are given by the solutions of (83), i.e., in the absence
of an external wave. In order to have non-trivial solutions of system (83), the necessary





























This is the KKR secular equation, giving the energy band structure  


 of periodic crys-
tals.
The total wavefunction in the interstitial around a scatterer  is given by the sum of the






























































































































































































5 KKR Representation of the Green Function
We now turn to the description of the KKR Green function method, by introducing the
KKR representation of the Green function and the Dyson equation.
Consider the Green function of a periodic array of spherically symmetric, non-



















































* the Green function satisfies the homogeneous Schro¨dinger equation and can be














the muffin-tin approximation (see equation (52)), these are simply given by + 












  (see equation (53)), while in the full-potential case a more cumbersome
calculation is needed (see Section 6). For    * we actually have the Green function
for a central potential as in Eq. (68), but with a boundary condition of back-scattering by
all other potentials in the crystal. In the end, the Green function is a sum of the general
solution of the homogeneous equation corresponding to Eq. (91), plus a special solution
of the inhomogeneous equation (91). In the mixed site-angular-momentum representation,
















































































where we have used the abbreviation  
           
   for the irregular so-






structural Green functions, and are at the moment unknown quantities to be calculated by




























































































By substituting the expansions Eqs. (74) and (92) into Eq. (93), one can arrive, after some



















































where the -matrix enters, instead of the potential which appears in the normal Dyson
equation. The physical significance of this equation becomes clearer if we expand the sum

























































































meaning that an the electron can travel from  * to  directly, or after being scattered once
by any site, or by two sites, etc.
In practice, the structural Green functions are first calculated in

-space using matrix



































































































  , and the -matrix 

, are considered as matrices in  and

*
, and (97) is solved by matrix inversion after a cutoff at some      for which the






















































where the integral is over the Brillouin zone volume
 
. For the calculation of the charge







It is straightforward to generalize the method to the case of more than one atoms per
unit cell, say    . Introducing an index   fl    fl   to account for the different atom
types, and reserving the index  for the periodic lattice positions, an atomic position in
the crystal is defined by the lattice vector

+
 plus the site vector

	 connecting the lattice














The Fourier transforms are done then with respect to  only, so that we have an expression










































and the analogous Fourier transform for the free-space structure constants   	 $ 	  , giving
the amplitude of electron propagation from atom  * at lattice position  * to atom  at lattice







































































Here, the -matrix 

 depends on the atom-type  and on angular-momentum indexes
(it is site-diagonal,  		   	 %
		






as matrices in both  fl *  and  fl  * , and thus the computational effort for the matrix






. A considerable speed-up can be achieved for large systems
by using the concept of the screening transformation (see Section 8).
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6 Description of the Full-Potential
Although the approximation of spherical potentials around the atomic gives in many cases
reasonable results, the correct description of the full anisotropic potential can give signif-
icant corrections when details of the electronic structure are required. The full-potential
can be especially important in systems of reduced symmetry, such as non-cubic crystals,
at surfaces or interfaces, etc.; in particular the calculation of forces on atoms, leading to
lattice relaxations, is highly inaccurate without the full-potential. In this section we give a
summary of the full-potential treatment within the KKR method, and refer to the literature
for details, concerning in particular the convergence properties.27
We begin our discussion on the level of scattering theory by a single anisotropic poten-
tial
  
  of finite maximal radius  , which later will represent the site-centered atomic po-
tential of a crystal. An incoming wave of wavevector

, scattered by this potential, results
in a wave  

 
. The dependence on
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 is the regular (converging at zero) solution of the Schro¨dinger equation
















































































 can be expanded once more28 in spherical harmonics to lift the dependence on the
direction of

 (if the potential is spherically symmetric, +
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 (104)
Similarly, the potential
  
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 (107)
The advantage of Eq. (106) is that it contains only a one-dimensional integral instead of the
three-dimensional integral of (103). However, one has now to solve a system of coupled
15
















































Obviously, the non-spherical components of the potential mix the angular-momentum
channels, resulting in the above coupled equations. Also the -matrix contains now mixed
angular-momentum components. It is found by matching +

  to an outgoing free wave
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 (110)
Instead of solving directly the coupled Schro¨dinger equations, a different procedure
is followed, based on perturbation theory. Since the non-spherical part of the potential








 for the spherical component (    ) are calculated, as in Section 3 (see
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 (113)
Eq. (112) can be solved iteratively, as a Born series. Practice shows that two or three






















Within a crystal, the site-centered potentials must be cut off at the boundary of the
Wigner-Seitz cells. In order to ensure this, shape functions are used29 and expanded in














 is in the WS-cell of site  ,
fi
otherwise  (114)
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 (115)
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  enter in the expansions for the charge density and the potential, in
order to ensure the correct cutoff at the Wigner-Seitz boundary. Without going into details,


























allows us to take into account the shape functions up to only
 
   , if the -matrix and the




Within density functional theory, the total energy of a many-electron system is written as a




















 is the spin index). The kinetic
and the exchange-correlation energy, as well as the total energy, are functionals of the spin
density 	      	
	





, while the Hartree energy is a functional of the charge





































Given the single-particle energies 

  (eigenenergies of the Kohn-Sham equations), the










































is singled out and can be thought of a “band energy”, which would be relevant if we had
non-interacting electrons in an external potential, while the remaining terms are packed






























































We proceed to analyze each term separately. The sum of single-particle energies can be
written in terms of the spin-dependent density of states      as





























In the last step we introduced      as the integrated density of states up to energy  and















. In practice, expression in Eq. (123) can be used for periodic systems.
Expression in Eq. (124) is useful for systems with broken periodicity, such as impurities
in crystals, where the perturbed charge density converges very slowly with distance from




, but by using the Friedel sum rule (or its multiple-scattering analogue, Lloyd’s
formula), which takes into account the Friedel oscillations up to infinity.
The double-counting term includes the electrostatic energy and the exchange-
correlation energy. The electrostatic (Hartree) energy depends on the charge densities at
































































































































































 is the Coulomb potential at position +  if we exclude
the term  *













































































































































   (130)
In this way the calculation of the Coulomb potential is reduced to summing up terms con-





  of the charge density over all lattice sites. For the higher 
terms the corresponding summations converge rapidly, but for low

an Ewald summa-
tion is required. The details of this procedure are omitted here. Once the expansion in
Eq. (129) of the Coulomb potential is known, the Madelung potential can be calculated
using the value of
 





and by knowledge of the charge
distribution within this sphere. The result can be obtained by solving the corresponding



















































 is the number of electrons within the sphere of radius + .
The effective Kohn-Sham potential at cell  can be written in terms of the Coulomb
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
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 is the exchange-correlation energy density for a homogeneous electron
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8 Screened (Tight-Binding) KKR Method
An improvement of the KKR method has been achieved by the so-called screened or tight-
binding KKR formalism,8 which allows a considerable reduction of the calculation time
for large systems. In particular, while the traditional KKR formalism requires a matrix





 (for  different atoms in the unit cell), in the screened KKR method the same
19
results can be obtained with an effort of, ideally, 


; this is optimally achieved for
layered systems. This is made possible by a transformation of the reference system after
which the reference Green function falls off exponentially with distance, thus allowing
the inversion of sparse, or even tridiagonal, matrices, which is much faster than a full
matrix inversion. Due to the decoupling between distant atomic sites which follows, the
corresponding transformation is called screening transformation and the method screened
KKR; due to its formal resemblance to tight-binding theory, the method is also called tight-
binding KKR.
Three observations lead to the tight-binding KKR formalism:
  Using the Dyson equation one can connect the crystal Green function to any reference
system (of the same periodic structure), and not just to the free electron system.
  A reference system of repulsive potentials can be constructed in which there are no
states in the energy region of interest (up to 1-2 Ry higher than  ).
  The structural Green functions of this reference system fall off exponentially in space,
so that the corresponding KKR matrix becomes practically sparse or tridiagonal.
In what follows, we shall describe these ideas in more detail.
8.1 Transformation to an Arbitrary Reference System
In the Dyson equation, introduced in Section 2, no formal statement is made about the
nature of the reference system. Subsequently, when describing the KKR method, we have
chosen a reference system of constant potential as the most natural one, since the Green
function and structure constants are then given by simple analytical expressions. Here we
show that a choice of another reference system of the same lattice structure as the real
system leads to the same form of the algebraic Dyson equation, with the difference of -






















 in Eq. (94).






  (to be given in detail below)






















 (Eq. (72)), via the algebraic Dyson equation. Adopting boldface







































to the free-space structure constants via the -matrix 

 of the real system. The corre-












Expressions in Eqs. (136) and (137) lead directly to the algebraic Dyson equation connect-














































. This equation has the same form as Eq. (94) with      in




8.2 Choice of a Reference System of Repulsive Potentials
Having shown that the algebraic Dyson equation holds after a transformation to a new
reference system, we proceed with the choice of an adequate reference system in which
the structural Green functions fall exponentially with distance. Such a system is defined


















the muffin-tin radius at site  , and   a positive constant, usually chosen to be
a few Rydbergs. It is physically expected (and computationally verified) that for such a
potential the eigenvalue spectrum starts from an energy
 





Ry is adequate to push    high above  . Schematically, this is




Figure 1. Schematic representation of the repulsive potential      and the crystal potential    in the bulk,
at a surface, and in the vacuum.
In this way, it is ensured that for   	
 the Green function of the reference system
drops rapidly, and in practice exponentially, with distance; the same is true for the structural
Green functions. In order to demonstrate this, we introduce the partial norm

















































. In Figure 2 (left), the partial norms for an
fcc lattice are plotted for
  
*
as function of the distance 

 
 for the choice
 
fi
 Ry which is representative for the Fermi energy of Cu. They are compared with the







Figure 2. Screened (left panel) and unscreened (right panel) partial norms (Eq. (142)) for    and    
Ry as function of the distance in units of the lattice constant for an fcc lattice. The results for    	 
	  	  	  are
shown from top to bottom.8
The rapid decay of these screened structural Green functions allows their direct eval-
uation in real space, with no need of a Brillouin zone integration. Thus the cumbersome









, which demands an Ewald summation for con-
vergence, is avoided. Instead, the matrices in equation (136) can be cut off in real space








 (two lattice constants are enough for fcc), and solved by





























8.3 Calculational Speed-up for Large Systems
At the end of Section 5 we commented that the computational effort for large systems,





 due to the matrix inversion involved in the
Dyson equation (see Eq. (101)). We will now see why the screening transformation allows
for a considerable acceleration of the calculations.
Using the notation introduced at equations (99–101), we consider the Fourier-
transformed structural Green functions of a large system, and the algebraic Dyson equation
22
















































For large systems, where the interatomic distance in the unit cell is large for several pairs













 and can be neglected. Then the matrix which must be inverted in
Eq. (143) is sparse, and one can use algorithms for inversion and multiplication of sparse
matrices to speed up the calculation. Moreover, one matrix multiplication in (143) can be
avoided by converting the equation as:

































Since the -matrix is site-diagonal, the inversion 





This is particularly important in the case of layered systems, which are extending over
many monolayers in one direction. Then the indexes  fl * are layer indexes, and reference























fi fi fi fi
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fi fi fi fi
    
fi fi
fi fi fi fi
     
fi






































 is considered negligible; the  at the upper right and lower left
corners are present only if we have a repeated supercell. If only first neighbors would












For longer-range coupling one can use the principal layer technique by which several layers
are combined into a principal layer such that only nearest neighboring principal layers
couple. Then one obtains again the form Eq. (144), but now the blocks are submatrices
with  and  * indexes and  and * indexes enumerating the layers within the principal
layer. The matrix structure displayed in Eq. (144) is the appropriate one for the multilayer
geometry, whereas in slab geometry the lowest left block and the highest right block vanish.
For surfaces and interfaces of half-infinite crystals the matrix (Eq. (144)) has infinite range
to one or both sides.













 for  identical principal layers. Note that, for the calculation of the
spin density (and therefore for self-consistent calculations), only the on-site terms of the



































. This fact is included in the    speed-up; if one wishes to calculate addi-






, e.g. for impurity or transport calculations,
the numerical cost is 


 for each additional element, giving a total of     if all 

elements are to be calculated.
The treatment of matrices like Eq. (144) is well known in tight-binding surface physics
and, for instance for the tight-binding linear-muffin-tin-orbital method,30 Wenzien et al.31
have presented an efficient formalism to calculate the Green function of an ideal semi-
infinite crystal and the corresponding    resolved densities of states.
9 Two-Dimensional Systems:
Finite-Thickness Slabs and Half-Infinite Crystals
The extension of the KKR method to the treatment of layered systems, such as surfaces




 scaling can be achieved (where  is the number of layers) as discussed in
Section 8.
When treating a layered system, a surface-adapted geometry is used, in the sense that
the two-dimensional periodicity of the atomic layers parallel to the surface (or interface) is
exploited while the direction perpendicular to these layers is treated as if these were differ-
ent atoms in a unit cell. The Fourier transforms are done now within the two-dimensional
surface Brillouin zone (SBZ), and the corresponding integration is over all

  in the SBZ.

























































































are in-plane position vectors of the two-dimensional Bravais lattice, while





is the area of the SBZ.
In the case of surfaces, the vacuum is described by empty sites, meaning that the lattice
structure is continued into the vacuum but no nuclei are positioned there. In this way, the
vacuum potential and charge density are calculated within the multiple-scattering formal-
ism on the same footing as the bulk. In practice, three or four monolayers of vacuum sites
are enough for the calculation of the electronic structure; Eq. (146) can be cutoff after that.
Depending on the problem, one can choose to use a slab of finite thickness in order
to represent a surface or interface, or one can choose to take half-infinite boundary con-
ditions. In the latter case, and starting from a “boundary” layer, the crystal is continued
by periodically repeating the potential of this boundary layer to all subsequent layers up
to infinity. One is then faced with a problem of inverting an infinite matrix, which due
to the screening transformation has a tridiagonal form (see expression (145)), in order to
find the Green function in the region of interest. This is done efficiently by the decimation
technique,32 which is based on an iterative inversion of matrices of doubled size at each
step. In this way the number of layers which are included in the Green function grows
exponentially with the number of steps, and the limit of the half-infinite crystal is rapidly
achieved.
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10 Self-Consistency Algorithm and Energy Contour Integration
We proceed with a short description of the self-consistency algorithm for the calculation of
the electronic structure by the KKR method. As in all first-principles schemes, the central
quantity is the charge density which is found by solving the Kohn-Sham equations. The
steps followed are:
1. Start with an input potential     ( is a spin index used in magnetic systems).
2. Calculate the wavefunctions +
 and  
 and, from these, the -matrix 

 .












 (or the free-space
structure constants if the tight-binding formalism is not used).

























5. Solve the algebraic Dyson equation by matrix inversion for the structural Green func-
tion and integrate over

 (see Eq. (98) for    * and for    in the place of ).
6. Calculate the Green function using the structural Green function and +
 and 





using a complex-energy contour (see below) and take the imaginary part to find
























7. Calculate the core-electron wavefunctions and core-electron spin density 	  

 ; here
the multiple-scattering formalism is not needed, because the core wavefunctions are















  to a reasonable accuracy, exit the
cycle, otherwise:
9. Properly mix     with     to obtain a new input potential, and return to step 1.
We now comment on the energy integration for the valence charge density or spin



























In order to reach the desired accuracy for achieving self-consistency, a large number of
integration points are required for the evaluation of Eq. (147), typically between 1000 and
2000. Fortunately, the numerical effort can be strongly reduced by using the analytical
properties of the Green function. Since 

 is analytical on the upper energy half-plane
( ' fi), the integral in Eq. (147) can be evaluated on a contour starting at the real
axis below 









 ), and ending at

.
33 The gain comes from the fact that, for larger , the Green function has much less
structure than at the real axis. This can be understood by considering that the density of
25
states corresponding to an eigenvalue 









































, i.e., it is broadened to a Lorentzian function of half-width  . As a result, 30 integration
points are typically enough when integrating over such a contour. Furthermore, for the
energies far from the real axis, fewer -points are needed in the Brillouin zone integration
(Eq. (98)), reducing even more the numerical cost.


















Cu DOS at E+iΓ
Figure 3. Density of states (DOS) of fcc Cu calculated for    
 mRy (typical for self-consistency calcula-
tions), 10 mRy, and 1 mRy (typical for density-of-states calculations). The smoothening of the Green function
for larger   , leading to a drastic decrease of the number of necessary integration points, is evident.
In order to demonstrate the smoothening of the Green function with increasing , we
show in Figure 3 the density of states of fcc Cu calculated for 
 fifi
mRy (typical for





The real spherical harmonics 
 
are defined by a unitary transformation of the (usual)
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