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QUASI-PERIODIC SOLUTIONS FOR
NONLINEAR KLEIN-GORDON EQUATIONS
W.-M. Wang
Abstract. We construct time quasi-periodic solutions to the nonlinear Klein-Gordon
equations on the torus in arbitrary dimensions. This generalizes the method developed in
the limit-elliptic setting in [W3] to the hyperbolic one, by using in addition, a Diophantine
property of algebraic numbers. It presents a general direct approach to second-order in
time equations.
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1. Introduction and statement of the Theorem
We consider real valued solutions to the nonlinear Klein-Gordon equation (NLKG)
on the d-torus Td = [0, 2π)d:
∂2u
∂t2
−∆u+ u+ up+1 +H(x, u) = 0, (1.1)
where p ∈ N and p ≥ 1; considered as a function on Rd, u satisfies : u(·, x) =
u(·, x+ 2jπ), x ∈ [0, 2π)d for all j ∈ Zd; H(x, u) is analytic in x and u, and has the
expansion:
H(x, u) =
∞∑
m=p+2
αm(x)u
m,
where αm as a function on R
d is (2π)d periodic and real and analytic in a strip of
width O(1) for all m. The integer p in (1.1) is arbitrary.
Since we seek real solutions, it is convenient to work in the real and represent Fourier
series by cosine and sine series. The solutions to the linear equation:
∂2u
∂t2
−∆u+ u = 0, (1.2)
are then linear combinations of cosine and sine functions of the form:
cos(−(
√
j2 + 1)t+ j · x) (1.3)
and
sin(−(
√
j2 + 1)t+ j · x), (1.4)
where j ∈ Zd, j2 = |j|2 and · is the usual scalar product. These solutions are either
periodic or quasi-periodic in time.
After the addition of the nonlinear terms, it is natural to investigate the bifurcation
of these quasi-periodic solutions. We use the space-time approach initiated in [W3],
which seems almost necessary here.
1.1 The space-time Fourier series.
To streamline the presentation, we seek solutions to (1.1) which have space-time
reflection symmetry: u(t, x) = u(−t,−x). (Cf. the paragraph after the Theorem.) So
we assume also that H(x, u) = H(−x, u). The solutions to the linear equation then
take the form of a cosine series.
Let u(0) be a solution of finite number of frequencies, b frequencies, to the linear
equation (1.2):
u(0)(t, x) =
b∑
k=1
ak cos(−(
√
j2k + 1)t+ jk · x). (1.5)
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For the nonlinear construction, it is useful to add a dimension for each frequency in
time and view u(0) as a function on Tb × Td := Tb+d ⊃ Td. Let
ω(0) := {
√
j2k + 1}bk=1, (jk 6= 0),
be the b-dimensional frequency vector. Henceforth u(0) may be written in the form:
u(0)(t, x) =
b∑
k=1
ak cos(−(
√
j2k + 1)t+ jk · x)
: =
b∑
k=1
uˆ(0)(∓ek,±jk) cos(∓ek · ω(0)t± jk · x),
where ek = (0, 0, ...1, .., 0) ∈ Zb is a unit vector, with the only non-zero component in
the kth direction, and
uˆ(−ek, jk) = uˆ(ek,−jk) = ak/2.
We say that uˆ(0) has support
supp uˆ(0) = {(∓ek,±jk), k = 1, ..., b} ⊂ Zb+d, (1.6)
where jk 6= jk′ if k 6= k′.
For the nonlinear equation (1.1), we seek quasi-periodic solutions with b frequencies
in the form of a space-time cosine series:
u(t, x) =
∑
(n,j)∈Zb+d
uˆ(n, j) cos(n · ωt+ j · x), (1.7)
satisfying uˆ(n, j) = uˆ(−n,−j) and with the frequency ω ∈ Rb to be determined. This is
the well-known amplitude-frequency modulation for nonlinear equations. We note that
the corresponding linear solution u(0) has fixed frequency ω = ω(0) = {√j2k + 1}bk=1 ∈
R
b, which are eigenvalues of the wave operator D:
D :=
√−∆+ 1. (1.8)
The support of the uˆ(n, j) in (1.7) to the linear equation (1.2) is by definition, the
characteristics C, which factorizes further into the bi-characteristics C±:
C ={(n, j) ∈ Zb+d| − (n · ω(0))2 + j2 + 1 = 0}
={(n, j) ∈ Zb+d| ± n · ω(0) +
√
j2 + 1 = 0}
:=C+ ∪ C−.
(1.9)
We consider C as the restriction to Zb+d of the corresponding manifold, the hyper-
boloids on Rb+d.
We say that a solution to the linear equation (1.2) is good if its spatial frequencies
satisfy the non-degeneracy conditions (i-iii) in sect. 2.1.
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1.2 The main result.
Under the assumption that H is a polynomial in u and cosxℓ, ℓ = 1, 2, ..., d, xℓ ∈
[0, 2π), the main result is:
Theorem. Assume that
u(0)(t, x) =
b∑
k=1
ak cos(−(
√
j2k + 1)t+ jk · x),
a solution to the linear Klein-Gordon equation (1.2) is good, satisfying the non-degeneracy
conditions (i-iii), a = {ak} ∈ (−δ, δ)b\{0} = B(0, δ) and p even. Assume that b > Cpd,
where Cp only depends on p. Then for all ǫ ∈ (0, 1), there exists δ0 > 0, such that for
all δ ∈ (0, δ0), there is a Cantor set G ⊂ B(0, δ) with
meas G/δb ≥ 1− ǫ, (1.10)
and a diffeomorphism: a 7→ ω(a) on B(0, δ). For all a ∈ G, there is a quasi-periodic
solution of b frequencies to the nonlinear Klein-Gordon equation (1.1):
u(t, x) =
b∑
k=1
ak cos(−(
√
j2k + 1)t+ jk · x) + o(δ3/2),
where the basic frequencies ω = ω(a) = {ωk(a)}bk=1 satisfy
ωk =
√
j2k + 1 +O(δp), k = 1, 2, ..., b,
and the remainder o(δ3/2) is a Gevrey function on R× Td.
We have restricted to the cosine series to accentuate the resolution of the main new
difficulty – namely the dense degenerate spectrum of the wave operator D defined in
(1.8). The general case with both cosine and sine series involves four sectors. Since
ω and u are real, the (truncated) linearized operators expressed in the Fourier space,
which are real symmetric matrices in both cases, are self-adjoint. The Weyl eigenvalue
stability inequality then states that the eigenvalues of the linearized operators are
Lipschitz (with respect to ω, for example). This permits the use of an implicit function
theorem due to Clarke [Cl1, 2], cf. also Appendix C in [K2].
It should be emphasized that self-adjointness plays a fundamental role here, since
essentially the only known Lipschitz implicit function theorem is for real scalar valued
functions, cf. Lemma 5.4 and its proof. However, for Hamiltonian equations at least,
this is not a restriction, since the linearized operators are always real symmetric, and
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hence, at least formally, self-adjoint and diagonalizable with real eigenvalues. This can
be seen as follows.
From Newton’s second law:
u¨ =
δV
δu
,
for some scalar potential V . The variational equation for u = u0 + f, then gives
f¨ =
[δ2V
δu2
(u0)
]
f.
The linearized operator for a second order Hamiltonian equation is therefore always
formally self-adjoint, including when the nonlinear terms contain derivatives. (I thank
S. Kuksin for suggesting this argument.) Alternatively (in finite dimensions), this is
because of the diffeomorphism:
Sp(2n,R) ≃ U(n)× Rn(n+1),
cf.,[AG], and one may take the origin in Rn(n+1) as p = q˙ in classical mechanics.
Remark. The (truncated) linearized operators for NLS are self-adjoint, because p and
q (u and u¯) are equivalent in quantum mechanics, the linearized Hamiltonians for NLS
are therefore, exceptionally, in the intersection of the Lie algebra of the symplectic
group and the unitary group.
The cosine space is an “invariant” subspace for the NLKG in (1.1) (under the
assumption on H(x, u) in the Theorem). Restricting to the cosine series amounts to
restricting to the cosine-cosine sector and economizes considerably the notations. In
order not to be side-tracked by other issues, we present the proof on this subspace; cf.
[W2].
Remark 1. The concept of good linear solutions remains valid for odd p. It is deter-
mined entirely by the leading order nonlinear term up+1. The additional assumption of
even p is to ensure amplitude-frequency modulation at the leading order O(δp). This
is a sufficient but not necessary condition. The parities in u of the higher order terms
do not matter as they are treated as perturbations. The condition of large b, namely
b > Cpd, is imposed in order that certain determinants are not identically zero, cf.
sect. 4. This is the same reason as in [W3]. It cannot be excluded that this condition
could be improved after more technical work. Contrary to [W3], however, aside from
the non-degeneracy conditions, this is the only other condition needed to prove the
Theorem. This is because the forthcoming non-degeneracy condition (ii) in sect. 2.1
dictates that ω(0) is Diophantine; moreover the mass term 1, in the wave operator D,
introduces curvature, cf. sect. 2.2.
Remark 2. The polynomial restriction on H is technical; it is in order to use directly
the analysis in [B3] to estimate the Green’s functions of the linearized operators. In
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the bifurcation analysis in sects. 2-4 and 5.1, this restriction is not needed. The result
in the Theorem most likely remains valid for analytic H. This is as in [W3] for NLS.
Remark 3. As δ → 0, meas G/δb 6→ 1, in order that the amplitude-frequency map
stays non-degenerate:
‖(∂ω
∂a
)−1‖ . Oǫ(δp−1).
This precise O(δp−1) bound is in order to ensure the invertibility of appropriate lin-
earized operators, and seems to be an infinite dimensional (phase space) feature, cf.
the proofs of Lemmas 4.1 and 5.4 . We note that in the non-resonant setting, the cor-
responding parameter-frequency map is non-degenerate with an upper bound of the
order O(1), so the above problem does not arise and as δ → 0, the Cantor set tends
to a set of full measure, cf. [B3, 4].
Remark 4. The search for special solutions to the NLKG in (1.1) has a long history,
dating back from the 1978 paper of Rabinowitz on existence of periodic solutions to
(1.1) in one dimension under Dirichlet boundary conditions, cf. [Ra, BCN]. These are,
however, different types of solutions with prescribed rational frequencies, constructed
using variational methods. Lastly, we note that when p ≥ 4
d−2
(d ≥ 3), global solutions
to (1.1) do not seem to be known in general.
This Theorem appears to be the first existence result on quasi-periodic solutions to
the NLKG in (1.1) in arbitrary dimensions. Previously quasi-periodic solutions only
seem to have been constructed in one dimension with positive mass m. In that case,
the linear Klein-Gordon equation:
∂2u
∂t2
− ∂
2u
∂x2
+mu = 0,
gives rise to an eigenvalue set {
√
j2 +m, j ∈ Z} close to the set of integers, see [B2, P]
and [CY, K1, Way] in a related context. For almost all m, this set is linearly indepen-
dent over the integers. This property does not have higher dimensional analogues and
seems to have been a serious obstacle. (In the special time periodic case, solutions have
been constructed in higher dimensions in [B1].) For a variant of NLKG with Fourier
multipliers acting as parameters, cf. [B4]. The Fourier multipliers act as parameters,
in order to avoid the resonances and to make the problem more “elliptic”. The latter
aspect is new, due to the infinite dimensional phase space, and specific to hyperbolic
partial differential equations such as NLKG.
To insert into a more general context, it is known, cf. [G] for example, that the
spectrum of an elliptic first-order operator on a generic compact manifold is dense.
Since the spectrum of the wave operator D in (1.8) on the flat torus is the set
{
√
j2 + 1| j ∈ Zd},
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which becomes dense in d ≥ 2, it can serve as a model example of the generic case.
Remark. We note that “genuine” hyperbolicity occurs only in dimensions two and
above.
1.3 Hyperbolicity and small-divisors.
The NLKG in (1.1) gives rise to an infinite dimensional dynamical system. Studying
such a system usually requires certain separation property in order to approximate it
by “direct sums” of finite dimensional systems. This is the same idea as for the
nonlinear Schro¨dinger equations (NLS) in [W3]. Since, as in [W3], there are no external
parameters to control the resonances a priori, the bounds on the sizes of the finite
dimensional systems need to be optimal.
The characteristics in (1.9) define hyperboloids; while for NLS the bi-characteristics
are paraboloids, which are limit-elliptic, cf. (1.5, 1.6) in sect 1.1 of [W3]. Due to the
convexity or ellipticity of the Laplacian, separation property for NLS is attained by
considering intersections of hyperplanes and occasionally ellipsoids, which are compact
[W3].
By contrast, NLKG is hyperbolic, separation entails intersections of quadratic hyper-
surfaces, which are generically non-compact, cf. sect. 5.1. It is much more difficult
to discern that a large system of quadratic polynomial equations in many variables
has no solution. To circumvent this difficulty, a pre-selection of the initial frequencies
ω(0) = {ω(0)k }bk=1 is made along number theoretical considerations. More precisely, the
frequencies are chosen to be square roots of distinct square-free integers. This is the
key new feature, compared to NLS.
As a direct consequence of this frequency selection, there is the linear independence,
cf. e.g., [Ro] for a proof (for notational simplicity, ω is generally written for ω(0)) :
‖n · ω‖T 6= 0,
where n 6= 0 and ‖ ‖T denotes the distance to the integers; as well as the quadratic
non-equality:
‖
∑
k<ℓ
nknℓωkωℓ‖T 6= 0,
where
∑
k<ℓ |nknℓ| 6= 0. (See the elementary derivation in sect. 2.1.) The latter
implies that:
‖
∑
k,ℓ
nknℓωkωℓ‖T = 0 ⇐⇒
∑
k,ℓ
nknℓωkωℓ = n
2
kω
2
k, (1.11)
for some k ∈ {1, 2, ..., b}.
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The linear independence is the usual one. The quadratic non-equality is new and
takes care of hyperbolicity; moreover it doubles as a small-divisor lower bound for the
dense linear flow: If
±n · ω +
√
j2 + 1 6= 0, (1.12)
then
| ± n · ω +
√
j2 + 1| > c|n|−α, n 6= 0, (1.13)
where c, α > 0, by using the simultaneous Diophantine approximation result in [Schm],
cf. the very beginning of sect. 4.1. We note that these are new types of small-divisors,
which do not appear in NLS.
The product of the expressions on the left side of (1.12) appear as the principal
symbol of an appropriate linearized operator, which is the “divisor” in the problem.
It defines the characteristics in (1.9) when set equal to 0. These “zero-divisors” are
dealt with as in [W3], which essentially uses the sub-principal symbol of the linearized
operator (the linearization of the nonlinear term, cf. (2.5, 2.3)) to control the small
eigenvalues under certain non-degeneracy conditions, the to be stated conditions (i-
iii). Combining with the small-divisor estimates in (1.12), enables amplitude-frequency
modulation. Afterwards, one proceeds similarly to [W3] to complete the proof of the
Theorem.
The interdependence of hyperbolicity, number theory and small-divisors revealed
by NLKG seems new. In [B4], Chap. 20, the frequencies are the Fourier multipliers
ω. Nonlinear Diophantine conditions are imposed on ω to achieve a certain degree of
“ellipticity” – in fact, these conditions coincide with the corresponding characteristics
hyperboloids, defined as in (1.9), being an empty set – in order to obtain a separation
property nearby, cf. Lemma 20.14 in Chap. 20, [B4]. (Recall that for NLS, this is
not needed, as the bi-characteristics are paraboloids and are limit-elliptic – there is
an a priori separation property, cf. Lemma 19.10 in Chap. 19, [B4].) Since ω is a
parameter, this amounts to estimate the measure of the set in ω on which the nonlinear
polynomials are small.
For the NLKG in (1.1), however, the frequency vector ω(0) is fixed – a fixed algebraic
vector – some of these nonlinear conditions – namely the ones produced by (1.11) –
simply cannot be imposed – the characteristics defined in (1.9) are always non-empty
and hyperbolic – the separation Lemma 20.14 in [B4] cannot be validated. It is essen-
tially necessary to rely on the sub-principal symbol to attain any separation property,
since it cannot come from the hyperbolic principal symbol. This is “indigenously”
infinite dimensional and one of the main novelties of the paper. Consequently, the
approach here is significantly different from [B4] and appeals to number theory.
Remark. We note that in case of NLS, in sects. 2 and 3 of [W3], separation property
was also derived using the sub-principal symbol. It gives quantitative and more precise
bounds on the sizes of “connected sets” (the finite dimensional systems) on the bi-
characteristics than that in Lemma 19.10 in [B4], which is proven using the ellipticity
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of the principal symbol. These precise bounds permit amplitude-frequency modulation,
as indicated earlier.
1.4 Effective resultant analysis.
As initiated in [W3], to realize the aforementioned finite dimensional approxima-
tions, we describe the geometry algebraically and make variable reductions. This leads
to the concept of good linear solutions u(0). The “effective resultant” analysis intro-
duced in [W3] is used to control the sizes of the finite dimensional systems. There is,
however, a fundamental difference between NLS and NLKG.
For NLS, the bi-characteristics polynomials are quadratic in the spatial Fourier
variable j, reflecting the presence of the Laplacian, cf. (1.5, 1.6) in sect 1.1 of [W3];
while for NLKG, it is asymptotically linear at infinity, due to the wave operator.
For NLS, the effective resultants D can be reached with relative ease – since as
mentioned earlier – it mostly involves intersections of hyper-planes. Subsequently, the
condition D 6= 0 may be imposed, after using (what can be viewed as) an algebraic
version of a variational argument, cf. the proof of Lemma 2.5 in sect. 2.2 of [W3].
For NLKG this is not feasible – as it involves intersections of hyperboloids – instead
– properties of square roots of square-free integers are used to arrive at the effective
resultants D. The variety defined by D = 0 is then analyzed with the additional help
of the curvature near the origin, introduced by the mass term 1 in the wave operator.
(For more details, see the proofs of Proposition 2.1 and Lemma 5.2 in sects. 2.2 and
5.1.) The variable reductions here are essentially more difficult than that for NLS. This
new bifurcation analysis introduced in [W3] and generalized here is non-perturbative,
which permits it to deal with dense degenerate spectrum of the wave operator D.
1.5 A comparison of the proofs for NLKG and NLS.
The proof of the present Theorem follows the general ideas introduced in [W3] for
NLS. However there are substantial differences due to the fact that the eigenvalue
spacing for the wave operator D tends to zero. As mentioned earlier, this makes the
variable reductions much more difficult. Concretely, the NLS proof in [W3] does not
use any number theory aside from the spacing of integers being 1; while for NLKG,
there is the essential square-free condition, cf. the non-degeneracy condition (ii) in sect.
2.1. Without (ii), it would be very difficult to imagine a corresponding decomposition
into a direct sum of finite dimensional systems as in Proposition 2.1 and Lemma 5.2.
We further note that Lemma 5.2 generalizes Proposition 2.1 to bi-characteristics
C± = {(n, j)| ± n · ω +
√
j2 + 1 = Θ}
for Θ ∈ R (in (1.8), Θ = 0), i. e., to higher part of the spectrum – essential for the
Newton iteration.
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For NLS, the proofs of the two corresponding decompositions in [W3] are basically
the same, since the eigenvalue spacing remains 1 in the higher part of the spectrum;
while for NLKG the proof of Lemma 5.2 is very different from that of Proposition
2.1, much more difficult and hinges on the square-free condition (ii). The other,
related difference is that NLS only needs the usual (linear) Diophantine condition;
while NLKG, also the quadratic non-equalities in (††) and later (5.14-5.15).
Once the decomposition is achieved in Proposition 2.1 for the lower part of the
spectrum and Lemma 5.2 for the higher part, the analysis of the Newton scheme,
however, proceeds similarly to that for NLS, both relying on eigenvalue properties of
self-adjoint operators afforded by the Hamiltonian structure, and semi-algebraic set
techniques (cf. for example, Chap. 9 in [B4]).
1.6 Second-order in time equations – a base manifold approach.
Contrary to NLS, which is a system of first-order in time equations (in u and u¯),
the NLKG in (1.1) is second-order. In case of NLS, one seeks complex valued solutions
with conjugate coordinates u and u¯. After Fourier truncation, the exponential map -
KAM approach entails a cotangent lift. For NLKG, one seeks real solutions, with u
and u˙ as conjugate variables. Reducing to a system of first-order equations amounts
to a tangent-cotangent lift, which could be complicated. For example, since there
is no symmetry between u and u˙, the linearized operators are only symplectic and
generally speaking non self-adjoint, as opposed to NLS. So we stay with the second-
order equation, which naturally restores self-adjointness, as mentioned earlier.
Geometrically speaking, our method stays on the base manifold, and is in some
sense, closer to a Lagrangian approach, namely, a configuration space approach, cf.
[SaZ]. (This is also the case for NLS [W3], as we did not work on the cotangent
bundle.) Since most PDEs from classical mechanics are second-order in time, this
base manifold method ought to be of independent interest.
1.7 The nonlinear matrix equation.
Using the ansatz in (1.7), the NLKG in (1.1) is directly transformed into a nonlinear
matrix equation in the Fourier coefficients uˆ(n, j). (See (2.2), sects. 3 and 4 for more
details.) The equation is divided into two parts using a Lyapunov-Schmidt P and Q
equations decomposition. The domain of the Q-equations is the set supp uˆ(0) defined in
(1.6); while that of the P -equations, the complement set. This is as initiated in [W3].
The Q-equations are used to solve for the frequencies ω = ω(a), which remain real
(since we work in the real) and permit amplitude-frequency modulation; while the P -
equations, the Fourier coefficients uˆ, iteratively using a multi-scale Newton scheme. As
in [W3], due to the resonances, the equation is linearized at the unperturbed solution
u(0), instead of at 0. Ensuring invertibility of the linearized operator then leads to the
non-degeneracy conditions on u(0).
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1.8 The multiscale analysis.
The crux of the iteration starting in sect. 5.3, is the invertibility of the linearized
operators, which uses multiscale analysis. Here multiscale means both in space and
time, or rather in the conjugate space-time Fourier space. From this standpoint, the
earlier sections address the initial scale (or initial scales). The idea of multiscale
analysis (MA) originated in the study of Anderson localization in [FS]. Since the
readers may not be familiar with it and since it is an alternative to the exponential map-
KAM approach, below we explain some of its main ideas and try to make comparisons
when appropriate.
Central is the control of resonances at each scale. More precisely, for our prob-
lem, say scale N means that the Fourier variables are restricted to the cube ΛN =
[−N,N ]b+d and the linearized operator is restricted to ΛN . One covers ΛN by smaller
cubes ΛN ′ with appropriately chosen N
′ ≪ N . MA requires that there are only few
resonant ΛN ′ . The version of MA that is relevant here is [BGS] – few means that at
each scale N , there are only sublinear in N , resonant N ′-cubes.
However, due to the space j-direction and in view of the characteristics C defined in
(1.9), there are a priori many more resonances than sublinear. This is the main new
difficulty compared to [BGS] and is solved by a (weakly nonlinear) eigenvalue analysis
of a self-adjoint auxiliary operator and establishing a Lipschitz family of functions
which control the invertibility of the linearized operators in Lemma 5.4.
Using this Lipschitz family, one is then able to reduce to the sublinear MA setting
as in [BGS]. There is, however, a fine point, namely this auxiliary operator depends on
the spectral parameter E, which is set to be E = 0 here, since we seek invertibility.
Therefore this Lipschitz family is E-dependent and the sublinearity also. But it suffices,
since we seek specific solutions to NLKG and hence only need that 0 is not in the spectra
of the truncated linearized operators. In other words, we deal with a spectral point
and not a spectral interval; the analysis is at the level of Green’s functions and not
the spectrum. This minimizes the impact of dense spectrum and NLKG proceeds as
NLS [W3]. It seems to differ from the KAM-reducibility proof of NLS in [EK], cf. also
[PP]; the corresponding reducibility for NLKG, however, is unclear.
We remark that aside from the Green’s functions, [BGS] also proves that the spec-
trum is pure point with exponentially decaying eigenfunctions. It deals with a linear
difference operator, which has the time n-direction only. Consequently, sublinear num-
ber of resonances is established using covariance, independent of the spectral parameter
E. (Cf. sects. 5 and 6 of [BGS].) In [W1], this is generalized to a quantum har-
monic oscillator with a time quasi-periodic potential, which has the additional space
j-direction. Pure point spectrum is proven by establishing bi-Lipschitz eigenvalues.
(Cf. sects. 4 and 5 of [W1].)
Remark. In terms of the linearized operators, here as well as in [W3], the Green’s
function analysis is akin to that in sect. 3 of [W1]. The analogues of sects. 4 and 5 of
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[W1], on the other hand, could be difficult for NLKG due to dense spectrum.
1.9 Organization of the paper.
In sect. 2, good linear solutions and connected sets are defined. The non-degeneracy
conditions are then used to bound the sizes of connected sets on the characteristics C
– the sizes of the “finite dimensional” systems. The Q-equations are solved in sect.
3, leading to amplitude-frequency modulation. In sect. 4, the first corrections to
the linear solutions are obtained using the Newton scheme. The preparations for all
subsequent Newton iterations are done in sect. 5 and the proof concludes in sect. 6.
Notations
We summarize below some of the notational conventions:
– The dimension d, the degree of nonlinearity p and the number of basic frequencies b
are fixed. The set {jk}bk=1 is a fixed subset of Zd.
– The letter u denotes a function on Tb+d, uˆ its Fourier series. The hat is generally
dropped and u is written for uˆ, which are functions on Zb+d.
– The letters n and ν denote vectors in Zb; while j and η vectors in Zd.
– The dot · denotes the usual scalar product in Euclidean space. To simplify notations,
one writes j2 for j · j etc.
– The norm ‖ ‖ stands for the ℓ2 or operator norm; while | | for the sup-norm or the
length of a vector in a finite dimensional vector space or the number of elements in a
given set.
– An identically zero function f is denoted by f ≡ 0; the negation f 6≡ 0.
– Given two positive quantities, A,B > 0, A ≍ B signifies cB < A < CB for some
0 < c < C; while A . B, A < CB.
– Large positive constants are generally denoted by upper case letters such as C, C′,
W etc.; while small ones c, c′, ǫ etc. Unless indicated otherwise, they are not the same
and may vary from statement to statement.
Acknowledgement. The author wishes to thank H. Eliasson and S. Kuksin for several
useful discussions.
2. The good linear solutions
Let ∗ denote convolution; when restricting to the cosine series, it can be written,
more conveniently, as:
[A ∗B](x) = 1
2
∑
y
[A(x− y) + A(x+ y)]B(y). (2.1)
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Using the ansatz (1.7), (1.1) becomes
diag [−(n · ω)2 + j2 + 1]uˆ+ uˆ∗(p+1) +
∞∑
m=2
αˆm ∗ uˆ∗(p+m) = 0, (2.2)
where (n, j) ∈ Zb+d, ω ∈ Rb is to be determined and
|αˆm(ℓ)| ≤ Ce−c|ℓ| (C, c > 0)
for all m. From now on we work with (2.2), for simplicity we drop the hat and write
u for uˆ.
We seek solutions close to the linear solution u(0) of b frequencies, supp u(0) =
{(∓ek,±jk), k = 1, ..., b}, with frequencies ω(0) = {
√
j2k + 1}bk=1 (jk 6= 0) and small
amplitudes a = {ak}bk=1 satisfying ‖a‖ = O(δ) ≪ 1. Denote the left side of (2.2) by
F (u).
Linearizing at (u(0)), we are led to study the linearized operator F ′(u(0)) on ℓ2(Zb+d)
with
F ′ = D′ +A+O(δp+1), (2.3)
where
D′ = diag [−(n · ω)2 + j2 + 1] (2.4)
and
A = (p+ 1)(u(0))∗p (2.5)
In order for u(0) to bifurcate to a nearby solution u to the nonlinear equation in
(1.1), algebro-geometric conditions will be imposed on the support of u(0). This is in
the spirit of [W3]. The algebraic aspect here is, however, new, and originates from
arithmetic considerations for the temporal frequencies of u(0).
2.1 The good linear solutions.
To define good u(0), we need to analyze the convolution matrix A defined in (2.5).
Let
Γ = supp [(u(0))∗p]\{(0, 0)} = {(ν, η)} ⊂ Zb+d, (2.6)
with
supp u(0) = {(∓ek,±jk)}bk=1.
From the definition, (ν, η) ∈ Γ are of the form
(−
b∑
k=1
mkek,
b∑
k=1
mkjk),
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where
∑b
k=1 |mk| ≤ p. So
η = −
b∑
i=1
νiji.
More generally, for any fixed R ∈ N, consider the set
Γ˜ =
R⋃
r=1
supp [(u(0))∗pr]\{(0, 0)}, (♯)
and again use (ν, η) to denote an element of Γ˜: (ν, η) ∈ Γ˜. If (ν, η) ∈ Γ˜, then (ν, η) is
of the form
(−
b∑
k=1
mkek,
b∑
k=1
mkjk),
where
∑b
k=1 |mk| ≤ pR. So there remains the relation:
η = −
b∑
i=1
νiji, (♯♯)
for (ν, η) ∈ Γ˜.
As in [W3], η = η(j1, j2, ..., jb) is considered as a function from (Z
d)b to Zd. More
precisely, for a given ν = {νi}bi=1 ∈ Zb, η = −
∑b
i=1 νiji is a function from (Z
d)b to
Z
d. Recall also from Lemma 2.1 of [W3] the fundamental relation:
ν = 0⇐⇒ η ≡ 0. (⋆)
This can be seen as follows. From (♯♯), if ν = 0, then η ≡ 0; if η ≡ 0 and ν 6= 0, then
there exists k ∈ {1, 2, ...b} such that νk 6= 0. Set all jk′ = 0 for k′ 6= k, then η 6= 0 for
jk 6= 0, which is a contradiction. 
(See sect. 2 of [W3], for more details on these basic points.)
For the Klein-Gordon equation, η which is a function of at most 2 variables, η =
η(jk, jℓ), k, ℓ ∈ {1, 2, ..., b}, plays an important role. Below (ν, η) is again considered
as a point in Zb+d. Fix R = 2d+ 1.
Definition. u(0) a solution of b frequencies j1, j2, ..., jb, to the linear equation in
(1.5) is good if the following three conditions are satisfied:
(i) Let d¯ = min(d, b). Any d¯ vectors in the set {jk}bk=1 are linearly independent. For
all jk, k = 1, 2, ..., b, define the set
Jk = {jk′ ± jk|k′ = 1, ..., b}\{0}.
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If b ≥ d + 1, any d vectors in Jk are linearly independent. (If b ≤ d, there is no
condition (i).)
(ii) The integers (j2k + 1), k = 1, 2, ..., b, are distinct:
1 < j21 + 1 < j
2
2 + 1 < · · · < j2b + 1,
and square-free.
(iii) For all given k ∈ {1, 2, ..., b} and m ∈ Z ∩ [−p, p]\{0}, consider the set of (ν, η) ∈ Γ˜
with
ν = −mek +mℓeℓ,
where ℓ ∈ {1, 2, ..., b}, mℓ ∈ Z, |mℓ| ≤ 2pd, and
η =mjk −mℓjℓ
:=η(ℓ,mℓ) 6= 0.
For each η, define L to be
L = 2mη · jk + (m2 −m2ℓ ) := L(ℓ,mℓ).
Denote by P (ℓ,mℓ) the corresponding d-dimensional hyperplane in R
d:
2η · j + L = 0, (*)
where η = η(ℓ,mℓ) and L = L(ℓ,mℓ).
Let σ be any set of (ℓ,mℓ) with 2d elements, ℓ ∈ {1, 2, ..., b}, mℓ ∈ Z, |mℓ| ≤ 2pd,
such that there exists (l˜, mℓ˜) ∈ σ with mℓ˜ 6= ±m, then⋂
σ
P (ℓ,mℓ) = ∅.
Remark. In lieu of condition (ii), (j2k + 1) may be taken to be multiples of distinct
square-free integers – similarly, instead of 1, the mass may be fixed at any rational
number – the proof of the Theorem is the same. We also note that contrary to (ii),
(i, iii) do not use the integer nature of jk, k = 1, 2, ..., b. So the hyperplanes in (*) are
indeed considered to be in Rd.
As mentioned in sect. 1, condition (ii) implies the usual linear independence:
‖
b∑
k=1
nkωk‖T 6= 0, (†)
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where nk ∈ Z,
∑
k |nk| 6= 0; as well as the quadratic non-equality:
‖
∑
k,ℓ;k<ℓ
nknℓωkωℓ‖T 6= 0, (††)
where
∑
k<ℓ |nknℓ| 6= 0.
Property (†) follows from basic algebra ([Ro]). To prove (††), we notice that condi-
tion (ii) indicates that
b∑
k=1
nkωk ±
√
N 6= 0,
for all N ∈ N, if there are nℓ 6= 0, nℓ′ 6= 0 for ℓ 6= ℓ′. This can be seen as follows.
Write √
N = q
√
N ′,
where q ∈ N and N ′ is square-free. If
b∑
k=1
nkωk ±
√
N =
b∑
k=1
nkωk ± q
√
N ′ = 0,
then there must be ωi such that
√
N ′ = ωi. So∑
k 6=i
nkωk + (ni ± q)ωi = 0.
Now since the first sum contains at least one non-zero nk and ωk 6= ωi, this contradicts
(†). Multiplying the two expressions in ±√N , and since N ∈ N is arbitrary, yields
(††).
The following indicates that the above three conditions are viable.
Lemma. There is an infinite number of (j1, j2, ..., jb) ∈ (Zd)b which satisfy the non-
degeneracy conditions (i-iii).
Proof. The first part of condition (i) is satisfied if the d¯ × d¯ determinant of any d¯
vectors in the set {jk}bk=1 are non-zero. The second part is satisfied similarly. The
intersection of these sets D′ on which (i) holds is Zarisky open and therefore contains
an infinite number of integers.
For (iii), since (0, 0) /∈ Γ˜, η 6= 0 define sets of co-dimension 1. Fixing m, k, we note
that if ℓ = k (if mℓ = 0, set ℓ = k), then
P (k,mk) ∩ P (k,m′k) = ∅, (2.7)
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if mk 6= m′k. This is because P (k,mk) is the plane defined by the equation:
2η(k,mk) · j + L(k,mk) = 0,
equivalently by
2jk · j + 2mj2k + (m+mk) = 0,
which is incompatible with the equation for P (k,m′k) if mk 6= m′k. Similarly, when
ℓ 6= k,
P (ℓ,mℓ) ∩ P (ℓ,m′ℓ) ∩ P (ℓ,m′′ℓ ) = ∅, (2.8)
if mℓ 6= m′ℓ or mℓ 6= m′′ℓ .
Below we may assume b ≥ d, as otherwise (2.7, 2.8) imply⋂
σ
P (ℓ,mℓ) = ∅.
Let σ′ be a subset of σ with d elements:
σ′ ⊂ σ\{(ℓ˜, mℓ˜)}, |σ′| = d.
The corresponding set of η is then:
{η(ℓ,mℓ) = mjk −mℓjℓ; (ℓ,mℓ) ∈ σ′}.
One may assume that the above set of η depends on at least d variables in {jκ}bκ=1,
as otherwise if σ does not contain such a subset, then⋂
σ\{(ℓ˜,mℓ˜)}
P (ℓ,mℓ) = ∅
from (2.7, 2.8).
Let
σ˜ = σ′ ∪ {(l˜, mℓ˜)}.
One stipulates that the (d+ 1)× (d+ 1) determinant of the set of vectors
{(2η(ℓ,mℓ), L(ℓ,mℓ)); (ℓ,mℓ) ∈ σ˜},
det(2η, L) 6≡ 0. (2.9)
There are two cases.
If ℓ˜ = k or if mℓ˜ = 0, set jk = 0. The first part of condition (i) gives the linear
independence of
{η(ℓ,mℓ); (ℓ,mℓ) ∈ σ′},
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where (2.7) is also used. Since L(ℓ˜, mℓ˜) 6= 0, this yields
det(2η, L) 6= 0.
If ℓ˜ 6= k, set ηℓ˜ = 0. The conclusion in (2.9) follows using L(ℓ˜, mℓ˜) 6= 0 and the
linear independence of either
{η(ℓ,mℓ); (ℓ,mℓ) ∈ σ′},
as vectors (not just as functions) or that of
{η(ℓ,mℓ); (ℓ,mℓ) ∈ σ′}
at jk = 0. So
D¯ = det(2η, L) 6≡ 0.
Let D(k,m, σ˜) be the set in (Rd)b defined by D¯ 6= 0. Then D(k,m, σ˜) is Zarisky open
containing an infinite number of integers.
More generally, for any fixed k, m, let σ˜ be a set of (d + 1) elements (ℓi, mℓi),
i = 1, 2, ..., d+ 1, such that the corresponding subset of η of d elements:
η(ℓi, mℓi) = mjk −mℓijℓi ,
i = 1, 2, ..., d, depends on at least d variables in {jκ}bκ=1 and such that mℓd+1 6= ±m.
Then the (d+ 1)× (d+ 1) determinant
D¯ = det(2η, L) 6≡ 0
by using the same argument. Let D(k,m, σ˜) be the set in (Rd)b defined by D¯ 6= 0.
Then the set
D :=
⋂
k,m,σ˜
D(k,m, σ˜) 6= ∅,
is Zarisky open and contains an infinite number of integers. On D, (iii) is verified.
Call an integer vector V in Zd square-free if all its components are square-free. We
are left to show that there is an infinite number of
(j1, j2, ..., jb) ∈ (Zd)b ∩ D′ ∩ D, (♦)
satisfying
1 < j21 + 1 < j
2
2 + 1 < ... < j
2
b + 1, (♦♦)
and such that the integer vector
V = (j21 + 1, j
2
2 + 1, ..., j
2
b + 1)
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is square-free. Below we describe such a selection process.
The set D′ can be described by polynomial non-equalities of degrees at most d;
while D of degrees at most d+ 2. These polynomials are in bd variables:
j1,1, j1,2, ..., j1,d, ..., jk,i, ..., jb,d; k = 1, 2, ..., b, i= 1, 2, ..., d,
where jk,i denotes the ith component of jk ∈ Zd ⊂ Rd. There are finite number
(depending only on d, p, b), N(d, p, b) of such polynomials. We shall first select the
first d− 1 components of each jk, in the order k = 1, 2, ..., b and then successively the
dth component of jk (in the order k = 1, 2, ..., b), i.e., in the following order:
j1,1, j1,2, ..., j1,d−1, ..., jb,1, ..., jb,d−1; j1,d, ..., jb,d.
Assume that the variable j1,1 appear in N1,1 polynomials of degrees at most d+ 2.
Let P be such a polynomial. Rename j1,1, x and the other variables collectively y.
Fix x = x0. Then P (y; x = x0) is a polynomial in y and there can be at most d + 2
distinct x0, such that
P (y; x = x0) ≡ 0
as a function of y. This can be seen as follows.
Since P 6≡ 0, as a function in x, y, there exists y0, such that
P (x; y0) 6≡ 0
as a function of x. If there exit d + 3 distinct x0 such that P (x0, y) ≡ 0, then
P (x0; y0) = 0 for d+ 3 distinct x0, i.e.,
P (x
(1)
0 ;y0) = 0
P (x
(2)
0 ;y0) = 0
...
P (x
(d+3)
0 ;y0) = 0.
This contradicts with P (x; y0) being a non-zero polynomial in x of degree at most
d+ 2.
Let X1,1 be the set such that if x ∈ X1,1, then one of the N1,1 polynomials is
identically 0, then the number of elements in X1,1:
|X1,1| ≤ N1,1(d+ 2) ≤ N(d, p, b)(d+ 2).
(1,1) Fix
j1,1 ∈ Z\X1,1 := U1,1.
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(So the variable j1,1 has been, so to speak, “eliminated”.)
Now consider j1,2. Using the same reasoning leads to the set of possible zeroes X1,2,
satisfying
|X1,2| ≤ N1,2(d+ 2) ≤ N(d, p, b)(d+ 2).
(Note that X1,2 depends, of course, on j1,1, but the upper bound on the number of
elements in it does not.)
(1,2) Fix
j1,2 ∈ Z\X1,2 := U1,2.
...
(1,d-1) Fix
j1,d−1 ∈ Z\X1,d−1 := U1,d−1.
...
(b,1) Fix
jb,1 ∈ Z\Xb,1 := Ub,1.
...
(b,d-1) Fix
jb,d−1 ∈ Z\Xb,d−1 := Ub,d−1.
We now only need to select the dth component of each jk, k = 1, 2, ..., b, so that V
satisfies (♦♦) and square-free.
(1,d) Choose
j1,d ∈ Z\X1,d := U1,d,
such that
j21 + 1 = j
2
1,1 + j
2
1,2 + ...+ j
2
1,d + 1
is square-free. This is clearly possible since
|X1,d| ≤ N1,d(d+ 2) ≤ N(d, p, b)(d+ 2),
and there are infinite number of square-free integers. In fact given N ∈ N, the
number of square-free integers less than or equal to N is asymptotically,
=
6
π2
N +O(
√
N).
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(2,d) Choose
j2,d ∈ Z\X2,d := U2,d,
such that
j22 + 1 = j
2
2,1 + j
2
2,2 + ...+ j
2
2,d + 1 > j
2
1 + 1
is square-free. This is again possible due to finiteness of the set X2,d and the
infiniteness of the set of square-free integers.
...
(b,d) Choose
jb,d ∈ Z\Xb,d := Ub,d,
such that
j2b + 1 > j
2
b−1 + 1
and square-free. This shows that there is an infinite number of (j1, j2, ..., jb) satis-
fying (♦,♦♦). Hence (i, ii, iii) is satisfied for an infinite number of (j1, j2, ..., jb) ∈
(Zd)b and completes the proof. 
Remark. The second part of the non-degeneracy condition (i) will only be used below
to deal with the exceptional case when condition (iii) is not applicable.
2.2 Size of connected sets on the characteristics.
A set
S ⊆ Zb+d
is called connected, if for all a, b ∈ S, there exist a1, a2, ..., am ∈ S, such that
ak+1 − ak ∈ Γ, (2.10)
for all k ∈ {0, 1, ..., m} with a0 := a, am+1 := b, where Γ is as defined in (2.6). The
number of elements in S, |S|, is its size.
It follows that if S is connected, then
ak − ak′ ∈ Γ˜,
for all ak, ak′ ∈ S, k 6= k′, where Γ˜ as defined in (♯) for some R > 0. Choose an
(arbitrary) element a0 ∈ S and call it the root. Then
(P1) ak − a0 ∈ Γ˜, for all k 6= 0
and there must exist k′ 6= 0, such that
(P2) ak′ − a0 ∈ Γ, ak′ ∈ S.
We note that a subset of a connected set is not necessarily connected.
Let
S = supp u(0) ⊂ C. (2.11)
We consider the connected sets on (contained in) the bi-characteristics C. Below is the
main result of the section:
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Proposition 2.1. Assume that u(0) =
∑b
k=1 ak cos(−(
√
j2k + 1)t + jk · x) is good
satisfying the non-degeneracy conditions (i-iii). On the characteristics hyperboloids C,
the connected sets are of sizes at most max(2d, 2b). If b ≥ d+ 1, then the set S is the
only connected set of size 2b, all the other connected sets are of sizes at most 2d.
Proof. If (n, j) ∈ C, then
(n · ω(0))2 − j2 − 1 = 0. (2.12)
Therefore, as noted in (1.11), n must be of the form n = nkek for some k ∈ {1, 2, ..., b}.
So the bi-characteristics C only consists of “singletons”, i.e.,
C ⊆ {(n, j)|n = nkek for some k = 1, 2, ..., b, nk ∈ Z}. (‡)
Combined with the definition of a connected set and its ensuing properties (P1, 2),
it then follows that (after designating a root) only (ν, η) of the form considered in
condition (iii) could possibly lead to connected sets on C.
Assume that there is a connected set S on the hyperboloid C. There are two cases:
(a) For all (n, j) ∈ S, |n| > p, (b) there exists (n, j) ∈ S with |n| ≤ p.
Case (a): The size of S must satisfy
|S| ≤ 2. (2.13)
This is because if |S| ≥ 3, then there must be a connected subset S′ ⊆ S ⊂ C satisfying
|S′| = 3. Let (n, j), (n′, j′) and (n′′, j′′) be the 3 distinct points in S′, then n, n′ and
n′′ must be of the form n = nkek, n
′ = n′kek and n
′′ = n′′kek for some k = 1, 2, ..., b.
Here we used that for (ν, η) ∈ Γ, |ν| ≤ p and property (††). Call (n, j) the root.
Let
(ν1, η1) = (n
′ − n, j′ − j) = ((n′k − nk)ek,−(n′k − nk)jk)
and
(ν2, η2) = (n
′′ − n, j′′ − j) = ((n′′k − nk)ek,−(n′′k − nk)jk).
Subtracting (2.12) evaluated at (n′, j′) from the equation at (n, j) and likewise (2.12)
evaluated at (n′′, j′′) from that at (n, j) lead to a system of two linear equations in
(n, j): { −2(n · ω(0))(ν1 · ω(0)) + 2j · η1 + η21 − (ν1 · ω(0))2 = 0,
−2(n · ω(0))(ν2 · ω(0)) + 2j · η2 + η22 − (ν2 · ω(0))2 = 0.
(2.14)
After a straight forward computation, they take the form (*) with m = nk, ℓ =
k, (mℓ)1 = (mk)1 = −n′k and (mℓ)2 = (mk)2 = −n′′k . These two equations are
incompatible if n′k 6= n′′k , as observed previously in (2.7). So |S| < 3.
Case (b): Assume |S| > 2d, then it must contain a connected subset S′,
S′ ⊆ S, |S′| = 2d+ 1.
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Subtracting (2.12) evaluated at (n′, j′) from the equation evaluated at (n, j) for all
(n′, j′) ∈ S′\{(n, j)}, since η = (n′ − n, j′ − j) 6= 0 from condition (iii), there are
|S′| − 1 proper d-dimensional hyper-planes of the form in (*). If the non-degeneracy
condition (iii) is applicable, then |S′| ≤ 2d, which is a contradiction.
If (iii) is violated, therefore necessarily b ≥ d+1 by using (2.7, 2.8), the only possible
solutions (n, j) form the set
M = {(−mek, mjk); |m| = 1, 2, ..., p}bk=1,
using the second part of condition (i) and (‡). Since
M ∩ C = S,
the subset restricted to |m| = 1, the only connected set of size 2b is the exceptional
set S defined in (2.11). 
Remark. It is important to note that the system of linear equations in (2.14) are in
the variables n and j. After eliminating the variables n, it generally leads to quadratic
polynomials in j, cf. sect. 5.1. (Here due to the very special property (‡), exceptionally,
the system is linear in j.) This is an essential complication compared to NLS, which
mostly leads to linear systems in j, cf. sect. 2.3 of [W3].
3. Extraction of parameters
We continue to work in the real; but it is convenient to adopt complex notations
here. Let
v(0) =
b∑
k=1
ake
−i(
√
j2k+1)teijk·x
and v¯(0) its complex conjugate. Then
u(0) =
v(0) + v¯(0)
2
.
The nonlinear matrix equations in (2.2) are solved using the Lyapunov-Schmidt
decomposition, as mentioned in sect. 1.6. Writing (2.2) as
F (u) = 0,
the Q-equations are the restrictions to the set S defined in (2.11):
F (u)|S = 0;
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the remaining equations are the P -equations. These equations are solved iteratively
using a Newton scheme similar to the one in [W3].
It is natural to start with the Q-equations and solve for the frequencies:
ωk =
√
j2k + 1 +
1
ak
(
v + v¯
2
)∗p+1(−ek, jk) + 1
ak
Hˆ(−ek, jk),
where k = 1, 2, ..., b and Hˆ is the Fourier transform of the H in (1.1). For the first
iteration, setting u = u(0), we obtain
ω
(1)
k =
√
j2k + 1 +
1
2p+2ak
√
j2k + 1
(v(0) + v¯(0))∗p+1(−ek, jk) +O(δp+1),
where k = 1, 2, ..., b. So the frequency modulation:
∆ω
(1)
k := ω
(1)
k − ω(0)k =
1
2p+2ak
√
j2k + 1
(v(0) + v¯(0))∗p+1(−ek, jk) +O(δp+1)
: = Ωk +O(δp+1),
(3.1)
where k = 1, 2, ..., b.
There are the following estimates on amplitude-frequency modulation.
Proposition 3.1. Assume that u(0) =
∑b
k=1 ak cos(−(
√
j2k + 1)t+jk ·x) is a solution
to the linear equation with b frequencies and a = {ak}bk=1 ∈ (−δ, δ)b\{0} = B(0, δ) =
B ⊂ Rb\{0}. Assume that p is even and ǫ′ ∈ (0, 1). There exists a subset B′ ⊂ B with
meas B′ < ǫ′δb/2,
and δ0 > 0 such that if a ∈ B\B′, an open set, and δ ∈ (0, δ0), then
‖∆ω(1)‖ ≍ δp,
‖∂ω
(1)
∂a
‖ ≍ δp−1,
‖(∂ω
(1)
∂a
)−1‖ . δ−p+1,
∣∣ det(∂ω(1)
∂a
)
∣∣ & δ(p−1)b,
where the constants implied by ≍, . and & only depend on p, b, d and ǫ′.
Proof. Let M be the convolution matrix:
M = (v(0) ∗ v¯(0))∗p/2∗, (3.2)
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and
Dk = 2
p+2
√
j2k + 1, k = 1, 2, ..., b.
Then using (3.1) and expanding the (p+ 1)-fold convolution, we obtain that
Bk :=DkΩk
=C
p/2
p+1(Mkk +
∑
i6=k
Mkiai
ak
), k = 1, ..., b, (3.3)
cf. the proof of Proposition 3.3 in sect. 3.2 of [W3]. Here we used that
(v(0) ∗ v¯(0))∗p/2 ∗ v(0)
is the only contributing term. (This is the same term that appears in the NLS in [W3]
and we shall use some of its properties derived there.)
From the structure of M ,
Mkk(a1, a2, ..., ab) = P (a1, a2, ..., ab)
and
Mki = P
′(a1, a2, ..., ab)aka¯i, k 6= i
where P and P ′ are homogeneous polynomials in a with positive integer coefficients
and are invariant under any permutations of the arguments, P is of degree p, P ′,
(p− 2). So Bk is a homogeneous polynomial in {ai}bi=1 of degree p and can be written
as
Bk(a1, a2, ..., ab) = C
p/2
p+1[P (a1, a2, ..., ab) + P
′(a1, a2, ..., ab)Pk({ai})i6=k],
with Pk =
∑
i6=k a
2
i and P , P
′ as above, for k = 1, 2, ..., b.
We first prove the last two estimates. Setting a = (1, 1, .., 1) and using that P , P ′
and Pk are polynomials with positive coefficients, we have
∂Bk
∂ai
(1, 1, ..., 1) >
∂Bk
∂ak
(1, 1, ..., 1)
for all i 6= k. Let q be the diagonal elements and Q the off-diagonal ones at (1, 1, ..., 1).
This gives q, Q ∈ N+ satisfying
0 < q < Q.
For example, in the cubic case, p = 2, P =
∑b
i=1 a
2
i , P
′ = 1 and Pk =
∑
i6=k a
2
i giving
q = 6 and Q = 12.
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Using the same argument as in the proof of Proposition 3.3, sect. 3.2 of [W3], the
partial derivative matrix:
[[
∂Bk
∂ai
]]
has a simple eigenvalue λ1 = q+(b−1)Q 6= 0 and a (b−1)- fold degenerate eigenvalue
λ2 = q −Q 6= 0. So
det
(∂Bk
∂ai
)
(1, 1, ..., 1) 6= 0 = det (∂Bk
∂ai
)
(0, 0, ..., 0).
Hence det
(
∂Bk
∂ai
)
is not a constant.
Let D be the b×b diagonal matrix with diagonals Dk, k = 1, 2, ..., b. Since det
(
∂Bk
∂ai
)
is a homogeneous polynomial in a of degree at most (p − 1)b and D is bounded and
invertible, this proves the last two estimates taking into account also the O(δp) per-
turbation. As a consequence, this also proves the first two estimates. 
Remark. When p is odd, Ωk(a) = 0, k = 1, 2, ..., b, for all a. There is no frequency
modulation at order O(δp). As mentioned earlier, this is why p is taken to be even.
Note also that Proposition 3.1 does not need u(0) to be good, as by definition ω(1) is
independent of the correction ∆u(1).
4. The first step
Let F ′ be the operator linearized at u(0) and evaluated at ω = ω(1). Let F ′N (ω
(1), u(0))
be the restricted operator:
F ′N (n, j;n
′, j′) = F ′(n, j;n′, j′), if (n, j), (n′, j′) ∈ [−N,N ]b+d\S,
= 0, otherwise,
where S is as defined in (2.11). In other words, the operator F ′N is F ′ restricted to
the intersection of the domaine of the P -equations with [−N,N ]b+d. We make the
first corrections to the unperturbed solution u(0) by solving the P -equations, using a
Newton scheme. The key is the invertibility of F ′N . For the first iteration, we take
N = | log δ|s, (4.1)
for some s > 1 to be determined in sect. 5.1, after the proof of Lemma 5.5, in (Fiv).
Lemma 4.1. Assume that u(0) =
∑b
k=1 ak cos(−(
√
j2k + 1)t+ jk ·x) is good satisfying
the non-degeneracy conditions (i-iii) and p even. Assume that b > Cpd, where Cp only
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depends on p. Let ǫ ∈ (0, 1). There exists δ0 > 0 such that for all δ ∈ (0, δ0), there
exists a subset Bǫ′,ǫ,δ, (−δ, δ)b\{0} := B ⊃ Bǫ′,ǫ,δ ⊃ B′, the set in Proposition 3.1, with
meas Bǫ′,ǫ,δ < ǫ′δb.
On B\Bǫ′,ǫ,δ, an open subset, the operator F ′N satisfies:
‖[F ′N ]−1‖ ≤ δ−p−ǫ, (4.2)
and there exists β ∈ (0, 1), depending only on supp u(0), p, b, d and the H in (1.1) such
that
|[F ′N ]−1(x, y)| ≤ δβ|x−y| = e−β| log δ||x−y| (4.3)
for all x, y ∈ [−N,N ]b+d\S such that |x− y| > 1/β2.
Let P be the projection on Zb+d onto C defined in (1.9). The following plays a key
role toward proving Lemma 4.1.
Lemma 4.2. Assume that u(0) =
∑b
k=1 ak cos(−(
√
j2k + 1)t + jk · x) is good. The
linearized operator F ′ evaluated at ω(1), u(0) and restricted to C\S ⊂ Zb+d: PF ′P can
be written as
PF ′P = ⊕αFα +O(δp+1),
where ‖Fα‖ = O(δp), α are connected sets on C\S satisfying |α| ≤ 2d;
Fα =
(
diag (±2n · Ω
√
j2 + 1) 0
0 diag (±2n ·Ω
√
j2 + 1)
) ∣∣
α
+ Aα, (4.5)
Ω = {Ωk}bk=1 as defined in (3.1), (n, j) ∈ α, Aα is the A defined in (2.5) restricted to
α. Fα are therefore matrices of sizes at most 2d× 2d. Furthermore Fα satisfies
detFα 6≡ 0,
if b > Cp,αd.
Proof. Each block of PAP generates a maximally connected set (a connected set
which is maximal in size) α on C\S. The size of the block, is the size of the maximally
connected set α. So |α| ≤ 2d, using Proposition 2.1. Equations (2.4, 3.1) are then
used to arrive at the first matrix in (4.5).
To prove the second part of the Lemma, we set
a1 = a2 = ... = ab = 1.
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It is essentially a direct computation similar to the proof of Lemma 4.2 in [W3] and
we shall use some of the derivations there.
We first note that if (n, j) ∈ C, then n = nkek for some k = 1, 2, ..., b, and nk, j
satisfy
(nkω
(0)
k )
2 − j2 − 1 = 0.
So √
j2 + 1 = ±nk
√
j2k + 1.
From (2.4) with ω = ω(1), (2.5, 3.1, 3.3) and using the above, it then follows that
2p+1Fα(n, j;n, j) = −n2kCp/2p+1(M11 + (b− 1)M12) + (p+ 1)Cp/2p M11,
where M11, M12 denote respectively the (1, 1), (1, 2) element of the matrix M defined
in (3.2) and we used the symmetry: Mii = M11 for all i and Mij = M12 for all i, j,
i 6= j. M11 is a polynomial in b of degree p/2; while M12, p/2− 1.
From [W3], with p → p/2, the combinatorial factor, the coefficient, in front of the
O(bp/2) term in M11 is
1 + 2!C2p/2 + 3!C
3
p/2 + ...+m!C
m
p/2 + ...+ (p/2)!C
p/2
p/2 ;
while the coefficient in front of the leading order O(bp/2−1) term for M12 is
C1p/2 + 2!C
2
p/2 + 3!C
3
p/2 + ...+m!C
m
p/2 + ...+ (p/2)!C
p/2
p/2 .
These two formulae appear just above (4.14) in [W3] and are derived using the binomial
expansion.
Write
2p+1Fα(n, j;n, j) = Rbp/2 +O(bp/2−1).
Using the above two formulae, it follows from direct computation that when p = 2,
R = 0 if and only if nk = ±1. When p > 2, write N = n2k. Setting R = 0 leads to
N =
(p/2 + 1)(
∑p/2
m=2m!C
m
p/2 + 1)
(p/2 + 1) + 2
∑p/2
m=2m!C
m
p/2
=
(p+ 2
4
)( 1 + 1A
1 + p+24A
)
,
=
(p+ 2
4
)
+
(p+ 2
4
)[(
1 +
1
A
) ∞∑
n=1
(−x)n + 1
A
]
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where p > 2, A =
∑p/2
m=2m!C
m
p/2 and x =
p+2
4A
.
Since
0 <
∣∣(p+ 2
4
)[(
1 +
1
A
) ∞∑
n=1
(−x)n + 1
A
]∣∣ < 1/2
from direct computation, N /∈ Z for p > 2. So R 6= 0 for integer n2k. Taking into
account that (∓ek,±jk), k = 1, 2, ..., b, are in S, this proves that
Fα(n, j;n, j) = O(bp/2),
for all (n, j) ∈ α on C\S. Since all off-diagonal elements are of order at most O(bp/2−1)
and Fα is at most of size 2d× 2d,
detFα(1, 1, ..., 1) 6= 0
for b > Cp,αd; so
detFα(1, 1, ..., 1) 6≡ 0.

4.1. Proof of Lemma 4.1.
The proof is rather lengthy. It is therefore separated into two parts. We first prove
the norm estimate.
• Proof of (4.2) of Lemma 4.1. One first noes that if
±n · ω(0) +
√
j2 + 1 6= 0,
then
| ± n · ω(0) +
√
j2 + 1| ≥ c′‖n‖−q1 , (4.6)
for some c′ > 0 and q > b2, using [Schm], cf. also [R] for the scalar case. This follows
from multiplying the two expressions corresponding to the ± signs in the absolute
value and |j| . |n| (otherwise the inequality in (4.6) is trivially true). The bound in
(4.6) implies that
‖[P cF ′NP c]−1‖ ≤ C′N q, (4.7)
where P c = I − P , for some C′ > 0 and small δ.
From Schur’s complement reduction [S1, 2], λ is in the spectrum of F ′N , λ ∈ σ(F ′N ),
if and only if 0 ∈ σ(H), where
H = PF ′NP − λ+ PF ′NP c(P cF ′NP c − λ)−1P cF ′NP. (4.8)
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Moreover (4.7) implies that (4.8) is analytic in λ in the interval
(−1/(2C′N q), 1/(2C′N q))
and on the same interval
‖PF ′NP c(P cF ′NP c − λ)−1P cF ′NP‖ ≤ O(δ2pN q).
So for small δ, we only needs to prove invertibility of the first term in (4.8), which is
a much smaller matrix.
Toward that purpose, we identify the set of connected sets {α} on
C ∩ [−N,N ]b+d\S
with the set {1, 2, ..., K1}, where K1 = K1(N). So
PF ′NP = ⊕kFk(a) +O(δp+1), k ≤ K1(N),
where each Fk is of the form in (4.5).
Fix
N0 = N0(p, b, d, ǫ
′) (4.9)
large to be determined by (4.10) below. For a given Fk, define the support of Fk to
be
Z
b+d × Zb+d ⊃ supp Fk = {(x, y)|Fk(x, y) 6= 0}.
For matrices Fk, such that
supp Fk ∩ {[−N0, N0]b+d × [−N0, N0]b+d} 6= ∅,
we use the determinant. There are at most K0 (independent of δ) of these matrices.
Let
w = aδ−1,
and
Pk = Pk(a) := detFk(aδ−1) = detFk(w) 6≡ 0,
using Lemma 4.1. Therefore there exist C1, c1 > 0, such that given ǫ ∈ (0, 1), there
exists δ0 ∈ (0, 1), such that for all δ ∈ (0, δ0),
meas {a ∈ B||Pk| < δǫ, all k ≤ K0} ≤ C1δb+c1ǫ.
So ‖F−1k (a)‖ ≤ O(δ−p−ǫ) for all k ≤ K0.
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For matrices Fk with k > K0,
supp Fk ∩ {[−N0, N0]b+d × [−N0, N0]b+d} = ∅
by definition. We use perturbation theory. This corresponds to case a) in the proof of
Proposition 2.1. So Fk is at most a 2× 2 matrix and from (‡) there is ℓ ∈ {1, 2, ..., b}
such that n ·Ω = nℓΩℓ. Moreover
| ∂
2
∂Ω2ℓ
Pk|+ | ∂
∂Ωℓ
Pk| > 1
2
(4.10)
for N0 large enough depending only on p, b, d and ǫ
′, where we used the form of the
matrix in (4.5) and
‖∂Ω
∂w
‖ ≍ ‖(∂Ω
∂w
)−1‖ ≍ O(1),
from Proposition 3.1 with the constants implied by ≍ depending only on p, b, d and ǫ′,
and that there are only finite types of “convolution” matrices Ak.
Since ‖Fk(w)‖ ≤ O(| log δ|2s), (4.10) gives ‖Fk(w)−1‖ ≤ O(δ−ǫ) for all K0 < k ≤
K1(N) away from a set in w of measure less than ǫ
′/2 + δǫ/3, where we also used
K1(N) ≤ O(| log δ|2(b+d)s), s > 1. So ‖Fk(a)−1‖ ≤ O(δ−p−ǫ) away from a set in a of
measure less than (ǫ′/2 + δǫ/3)δb.
Combining the above two regions, one has that away from a set in a of measure less
than ǫ′δb,
‖[PF ′N (a)P ]−1‖ ≤ O(δ−p−ǫ).
The Schur reduction in (4.8) then gives (4.2), cf. Lemma 4.8 in [BGS]. 
• Proof of (4.3) of Lemma 4.1. To obtain the point-wise estimates, let w = aδ−1 as
before and
F˜ = ⊕αδpFα ⊕ diag [−(n · ω(1))2 + j2 + 1 + δpA(n, j;n, j)]|(n,j)/∈C
: = ⊕αδpFα ⊕DZb+d\C
(4.11)
where the first direct sum is exactly as in Lemma 4.2, with α connected subsets of C,
F˜ := F˜ (w), Fα := Fα(w) and A := A(w) as in (2.5).
For simplicity, write x for (n, j) etc. The matrix A is a convolution matrix with
diagonal A¯. Let Λ1 be the matrix such that
Λ1(x, y) = Λ1(y, x) = (A− A¯I)(x, y), if x ∈ C, y ∈ Zb+d\C,
= 0 otherwise,
(4.12)
‖Λ1‖ = O(δp). Write
F ′ = F˜ + Λ = F˜ +Λ1 + Λ2,
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with ‖Λ2‖ = O(δp+1). The resolvent expansion gives:
[F ′N ]
−1 = [F˜N ]
−1 − [F˜N ]−1ΛN [F˜N ]−1 + [F˜N ]−1ΛN [F˜N ]−1ΛN [F ′N ]−1, (4.13)
where as before the sub-index N denotes the restriction to [−N,N ]b+d. The analysis
of the series is similar to the proof of (3.3) in Lemma 3.1 in [W3]. Below we summarize
the key steps. For simplicity of notation, the subscript N is omitted.
We estimate the second term in the expansion:
[F˜ ]−1Λ[F˜ ]−1 = [F˜ ]−1Λ1[F˜ ]
−1 + [F˜ ]−1Λ2[F˜ ]
−1. (4.14)
Since ‖Λ2‖ = O(δp+1),
‖[F˜ ]−1Λ2[F˜ ]−1‖ ≤ O(δ1−ǫ)‖[F˜ ]−1‖ (4.15)
using (4.2).
To estimate the first term in the sum in (4.14), we need to estimate [Fα]−1Λ1[Fα′ ]−1,
[Fα]−1Λ1[D]−1, [D]−1Λ1[Fα′ ]−1 and [D]−1Λ1[D]−1. From the definition of Λ1 in (4.12),
the first term
[Fα]−1Λ1[Fα′ ]−1 = 0.
Using (4.2) and since
‖D−1‖ ≤ O(| log δ|sq)
from (4.6) and small δ, summing over the last three terms yields
‖[F˜ ]−1Λ1[F˜ ]−1‖ ≤ O(δp−ǫ˜)‖[F˜ ]−1‖, 0 < ǫ˜ < 1. (4.16)
Iterating the resolvent expansion in (4.13) r times yields the (r + 1) term series
[F ′]−1 = [F˜ ]−1 − [F˜ ]−1Λ[F˜ ]−1 + ...+ (−1)r[F˜−1Λ]r[F ′]−1.
We note that the blocks in F˜ (and hence [F˜ ]−1) are of sizes at most 2d and that Λ
satisfies Λ(x, y) = 0 if |x − y| > C, for some C depending only on supp u(0), p, b, d
and H in (1.1). Matrix multiplication then infers that for some β > 0 depending only
on supp u(0), p, b, d and H and any given x, y ∈ Zb+d satisfying |x− y| > 1/β2, there
exists r > 1 such that the first r terms in the series are identically 0. Iterating the
bounds in (4.15, 4.16) and using (4.2) to estimate the last, the (r+1)th term produces
(4.3). 
32
4.2. The first approximate solution.
The nonlinear matrix equation (2.2) is now ready to be solved iteratively. The
solution u is held fixed on S:
u(∓ek,±jk) = ak/2, k = 1, ..., b.
The set S is the domain of the Q-equations and is used to solve for the frequencies.
The first iteration was solved in sect. 3. To solve the P -equations, restrict the domain
to
[−N,N ]b+d\S, where N = | log δ|s, s > 1,
for the first iteration and define
∆u(1) := u(1) − u(0) = [F ′N ]−1(ω(1), u(0))F (ω(1), u(0)).
Below is a summary of the findings.
Proposition 4.3. Assume that u(0) =
∑b
k=1 ak cos(−(
√
j2k + 1)t + jk · x) a solution
to the linear equation with b frequencies is good and a = {ak} ∈ (−δ, δ)b\{0} = B ⊂
R
b\{0}. Assume that b > Cpd, where Cp only depends on p. Let ǫ′, ǫ ∈ (0, 1). There
exists δ0 > 0, such that for all δ ∈ (0, δ0), there is a subset Bǫ′,ǫ,δ ⊂ B with
meas Bǫ′,ǫ,δ < ǫ′δb.
Let ρ be a weight on Zb+d satisfying
ρ(x) =eβ| log δ||x|, 0 < β < 1 for |x| > 1/β2,
=1, for |x| ≤ 1/β2.
Define the weighted ℓ2 norm:
‖ · ‖ℓ2(ρ) = ‖ρ · ‖ℓ2 .
There exists β ∈ (0, 1), determined only by supp u(0), p, b, d and H in (1.1), such
that if a ∈ B\Bǫ′,ǫ,δ, an open subset, then
‖∆u(1)‖ℓ2(ρ) . δ2−ǫ, (4.17)
‖F (u(1))‖ℓ2(ρ) . δp+3−2ǫ, (4.18)
‖∆ω(1)‖ ≍ δp, (4.19)
‖∂ω
(1)
∂a
‖ ≍ δp−1, (4.20)
‖(∂ω
(1)
∂a
)−1‖ . δ−p+1, (4.21)
∣∣ det(∂ω(1)
∂a
)
∣∣ & δ(p−1)b, (4.22)
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where ω(1) and ∆ω(1) as defined in (3.1); the implied constants in (4.17, 4.21, 4.22)
depend on p, b, d and ǫ′ ; while that in (4.18-4.20), only on p, b and d. Moreover ω(1)
is Diophantine
‖n · ω(1)‖T ≥ ξ|n|γ , n ∈ [−N,N ]
b\{0}, ξ > 0, γ > 2b, (4.23)
where ‖ ‖T denotes the distance to integers in R, ξ and γ only depend on ω(0).
Proof. We only need to prove (4.17, 4.18, 4.23). The rest is the content of (proven)
Proposition 3.1. Write F (u(0)) as
F (u(0)) := F0(u
(0)) +O(δp+2),
where
F0(u
(0)) = (u(0))∗(p+1).
The support of F0, supp F0 = {(ν, η)}, consists of (ν, η) of the form
(ν, η) = (−
b∑
k=1
mkek,
b∑
k=1
mkjk),
with
∑b
k=1 |mk| ≤ p+ 1. Using the non-degeneracy condition (ii) (property (††)) and
that
(−ℓek, ℓjk) /∈ C, k = 1, 2, ..., b,
for |ℓ| 6= 1, it follows that
F0(u
(0)) ∩ C\S = ∅.
From the Newton scheme
∆u(1) = −[F ′N (u(0))]−1F (u(0))
= −(F ′N )−1F0 +O(δ2−ǫ)
= −D−1F0 + (F ′N )−1(F ′N −D)D−1F0 +O(δ2−ǫ)
∼ | log δ|sqδp+1(1 + δ−ǫ) +O(δ2−ǫ)
= O(δ2−ǫ)
in ℓ2 norm, where we used (4.2), D as defined in (4.11), we used (4.6) and small δ.
Using the point-wise estimate (4.3), the (at least) exponential off-diagonal decay of
F ′N , and since supp F is a compact set , the above bound remains valid in the weighted
ℓ2 norm, ‖ · ‖ℓ2(ρ) and we obtain (4.17).
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Since the Q-equations are solved exactly, FS(u + ∆u) = 0. (For simplicity, the
superscripts have been dropped.) To prove (4.18), we only need to be concerned with
FSc(u+∆u). Below (and in general) for notational simplicity, we omit the subscript
Sc and write
F (u+∆u) = F (u) + F ′(u)∆u+O(‖F ′′(u)‖‖∆u‖2),
= (F ′ − F ′N )[F ′N ]−1F (u) +O(‖F ′′(u)‖‖∆u‖2).
Since
[F ′ − F ′N ](x, y) =0, x, y ∈ [−N,N ]b+d\S,
=F ′(x, y), otherwise,
using the exponential off-diagonal decay of F ′, (4.3), compactness of supp F and (4.17),
we obtain
‖F (u+∆u)‖ℓ2(ρ) = O(δp+3−2ǫ).
The (linear) Diophantine property in (4.23) is a consequence of (†) in sect. 2.1,
using the Diophantine approximation result in [Schm], small δ and (4.1). 
Conventions on constants
Since d, p, b > Cpd, supp u
(0) and the perturbation H in (1.1) are fixed, from now
on, constants which only depend on them will be denoted generically by O(1); more
generally, constants which depend on fixed parameters will be denoted by O(1) below.
5. The θ estimates
Proposition 4.3 puts the construction in a non-resonant form with ω(1) as the pa-
rameter. It provides the input for the initial scales in the Newton scheme. To continue
the iteration, we need the analogues of Lemma 4.1 and Proposition 4.3 at larger scales.
This section prepares the way toward that goal by proving Lemmas 5.6 and 5.8.
Let T = F ′ be the linearized operator defined as in (2.3-2.5) and the restricted
operator TN = F
′
N as defined above (4.1). To increase the scale from N to a larger
scale N1, we pave the N1 cubes with N cubes. We add a one dimensional parameter
θ ∈ R and consider T (θ):
T (θ) =diag [−(n · ω + θ)2 + j2 + 1] + A+O(δp+1)
=D′(θ) + A+O(δp+1)
:=D′(θ) + A˜,
(5.1)
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where ω, standing for ω(1), is considered as a parameter in this section, A defined as
in (2.5) and the O(δp+1) as in (2.3) with u(1) replacing u(0). The matrix:
A˜ = A+O(δp+1) = A˜(a, ω, u)
is a To¨plitz matrix independent of θ.
The one dimensional parameter θ is added, because n and ω only appear as n ·ω ∈
R on the diagonal. It is an auxiliary variable to facilitate the analysis. Using the
covariance of n · ω + θ, all estimates in θ are transformed into estimates in ω in the
Newton construction of u, and θ is always fixed at 0 in sect. 6.
In sect. 5.1, we derive estimates on T−1(θ) for initial scales. This step is algebraic,
akin to sect. 2. In sects. 5.3 and 5.4, we iterate to obtain estimates on T−1(θ) for all
scales. Sect. 5.2 gives a general proof of Diophantine ω.
5.1 The initial estimate in θ.
Let N = | log δ|s (s > 1) be as in Proposition 4.3 and TN (θ) = TN (θ; u(1)). We have
the following estimates.
Lemma 5.1. Assume that u(0) =
∑b
k=1 ak cos(−(
√
j2k + 1)t+ jk ·x) a solution to the
linear Klein-Gordon equation (1.2) satisfies the non-degeneracy conditions (i, ii), and
(4.17, 4.19) hold with ǫ ∈ (0, 1/2). Let σ, τ be numerical constants satisfying
0 < τ < 1/s < σ < 1. (♠)
There exists δ0 > 0, such that for all δ ∈ (0, δ0)
‖[TN (θ)]−1‖ ≤ δ−p−ǫ < eN
σ
, (5.2)
and there exists β ∈ (0, 1), such that
|[TN (θ)]−1(x, y)| ≤ δβ|x−y| = e−β| log δ||x−y| (5.3)
for all x, y such that |x− y| > 1/β2, for θ away from a set BN (θ) ⊂ R with
meas BN (θ) < δ
p+ǫ/8b < e−N
τ
. (5.4)
The proof of Lemma 5.1 is related to that of Lemma 4.1 and rests on variable
reduction. However, due to the presence of θ, the third non-degeneracy condition
cannot be used. The proof is divided into three steps.
• Spacing of zeroes
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Similar to the proof of Lemma 4.1, the zeroes of the polynomials on the diagonals,
i.e., θ such that
P (θ) = −(n · ω + θ)2 + j2 + 1 = 0,
for n ∈ [−N,N ]b+d play an essential role. These quadratic polynomials yield the roots
Θ = −n · ω(0) ±
√
j2 + 1, (n, j) ∈ [−N,N ]b+d. (5.5)
We note that for each given (n, j), the roots are simple.
The new element in the proof, compared to that of Lemma 4.1, is the spacing of the
Θ’s, i.e., the spacing of square roots. (In Lemma 4.1, Θ is restricted to Θ = 0 only.)
Denote by Θi, Θi′ (i 6= i′), i = (n, j) 6= i′ = (n′, j′), two roots defined in (5.5). Then
the spacing ρ,
ρ :=λi − λi′
=ν · ω(0) ±
√
j2 + 1±
√
j′2 + 1,
for some ν ∈ [−2N, 2N ]b. We have the following dichotomy:
(D1) If ρ = 0, then ν has at most 2 non-zero components.
(D2) If ρ 6= 0, then
|ρ| ≥ 1| log δ|sL (ν 6= 0),
for some L > 1. (Recall that N = | log δ|s, s > 1.)
Proof. Assume that ν has at least 3 non-zero components. Using the same square-free
reasoning leading to property (††) in sect. 2, proves that (D1) holds. For concreteness,
take the ρ with the “+” and then “−” sign, the other sign combinations work the same
way. If ρ 6= 0, one may assume that
ρ1 = ν · ω(0) − (
√
j2 + 1−
√
j′2 + 1) 6= 0;
ρ2 = ν · ω(0) + (
√
j2 + 1 +
√
j′2 + 1) 6= 0;
ρ3 = ν · ω(0) − (
√
j2 + 1 +
√
j′2 + 1) 6= 0.
As otherwise if ρi = 0 for some i = 1, 2, 3, then
|ρ| ≥ 2min(|ν · ω(0)|, 1) ≥ 1| log δ|sL (ν 6= 0).
So (D2) is satisfied.
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Multiplying ρ by ρ1, ρ2 by ρ3 produce
(ν · ω(0))2 − (j2 + j′2 + 2) 6= ±2
√
j2 + 1
√
j′2 + 1.
Squaring yields
I := (ν · ω(0))4 − 2(ν · ω(0))2(j2 + j′2 + 2) + (j2 − j′2)2 6= 0. (†††)
Rewrite the difference of the first two terms in I as
b′∑
k′=1
Ck′wk′ +N
′,
where wk′ 6= 1 are square roots of square-free integers determined by the prime de-
compositions of (j2k + 1), k = 1, 2, ..., b, Ck′ , N
′ ∈ Z. If all Ck′ = 0, then since I 6= 0,
|I| ≥ 1;
otherwise using [Schm] and the restrictions on ν, j, j′ yields (D2). 
Remark. We note that unlike (††), (†††) is weaker than a Diophantine property as it
is only for certain rational combinations, but it suffices to establish Lemma 5.1.
• Size of connected sets on the characteristics
Let Z be the set of Θ defined in (5.5). For each Θ ∈ Z, define the bi-characteristics
to be
C±(Θ) = {(n, j) ∈ Zb+d| ± (n · ω(0) +Θ)−
√
j2 + 1 = 0},
and the characteristics
C(Θ) = C+(Θ) ∪ C−(Θ).
Define the connected sets on C(Θ) as in the paragraph containing (2.10), at the very
beginning of sect. 2.2.
Lemma 5.2. Assume that u(0) =
∑b
k=1 ak cos(−(
√
j2k + 1)t+ jk ·x) satisfies the non-
degeneracy conditions (i, ii). Then the connected sets α on C(Θ) are at most of size
4b for all Θ ∈ Z.
Proof. We work separately on C+ and C−. If there are two distinct points (n, j),
(n′, j′) ∈ C+: {
(n · ω(0) +Θ) −
√
j2 + 1 = 0,
(n′ · ω(0) +Θ) −
√
j′2 + 1 = 0,
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and are, moreover, connected, then
(n′ − n, j′ − j) = (ν, η) ∈ Γ
by definition, where Γ as defined in (2.6). Since ν 6= 0, if η = 0, these two equations
are incompatible using (†). One may therefore assume below that η 6= 0. Subtracting
the second from the first and squaring lead to the following equation:
2j · η + η2 − (ν · ω(0))2 + 2(ν · ω(0))
√
j2 + 1 = 0, (**)
cf. (2.14). As before, call (n, j) the root.
More generally, if there is a connected set of (r + 1) sites on C+, choosing a root,
there is a system of r equations of the form (**), with (ν, η) ∈ Γ˜, where Γ˜ is as defined
in (♯). Let S = {(νi, ηi)}ri=1 be the set of (ν, η) appearing in (**). From the dichotomy
(D1), if
(νi, ηi) ∈ S, i = 1, 2, ..., r,
then ηi is a function of at most 2 variables in {jk}bk=1 and so are the difference functions
ηi − ηi′
for all i, i′ = 1, 2, ..., r, i 6= i′. Moreover one may assume that ηi 6= 0 and ηi − ηi′ 6= 0
for all i, i′, i 6= i′, as mentioned earlier. (Otherwise there is a contradiction to S being
connected.) We prove the Lemma by contradiction as follows.
Assume that r = 2 and that there is a constant C 6= 0 such that η2 ≡ Cη1, ν2 = Cν1.
From (D1) and without loss of generality, one may assume that
0 6= η1 = mj1 + hj2.
Then
η21 − (ν1 · ω(0))2 = −m2 − h2 + 2mh(j1 · j2 −
√
j21 + 1
√
j22 + 1) 6= 0,
for j1, j2 ∈ Zd\{0}. So the two equations of the form (**) are incompatible if C 6= 1.
Therefore |α| ≤ 2.
Assume that r = 3 and that there exist constants C1 6= 0, C2 6= 0 such that
C1η1 + C2η2 + η3 ≡ 0,
and there are no constants C′i, such that
C′iηi ≡ ηi′ , i, i′ = 1, 2, 3, i 6= i′.
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Similar to r = 2, one may assume that
0 6= η1 = m1j1 + h1j2,
0 6= η2 = m2j1 + h2j2,
0 6= η3 = m3j1 + h3j2.
If the system of the corresponding 3 equations of the form (**) is satisfied, then
C1(η
2
1 − (ν1 · ω(0))2) + C2(η22 − (ν2 · ω(0))2) + (η23 − (ν3 · ω(0))2) = 0,
where (⋆) is used to deduce that
C1η1 + C2η2 + η3 ≡ 0⇔ C1ν1 + C2ν2 + ν3 = 0,
cf. Lemma 2.1 in sect. 2.1 of [W3].
View C1, C2 as the unknown and write in the j1, j2 basis. In order for the 3
equations to be compatible, the determinant D of the 3× 3 matrix must satisfy:
D = det

m1 h1 η21 − (ν1 · ω(0))2m2 h2 η22 − (ν2 · ω(0))2
m3 h3 η
2
3 − (ν3 · ω(0))2

 = 0.
Below we analyze the variety (in mi, ji, i = 1, 2, 3) defined by D = 0.
We first consider the case
mi 6= 0, hi 6= 0,
for all i = 1, 2, 3. Let
η˜i =
1
mihi
ηi,
Ri =
1
mihi
(η2i − (νi · ω(0))2))
= −(mi
hi
+
hi
mi
) + 2(j1 · j2 −
√
j21 + 1
√
j22 + 1),
for i = 1, 2, 3. Without loss of generality, there are two cases:
a) η˜2 − η˜1, η˜3 − η˜1 span R2;
b) η˜2 − η˜1, η˜3 − η˜1 are co-linear.
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Case a) Using row reduction, the 3× 3 determinant (in the j1, j2 basis as before)
D = det

 η˜1 R1η˜2 R2
η˜3 R3


= P1(j1 · j2)− P1
√
j21 + 1
√
j22 + 1 + P2,
where P1 and P2 are rational functions of mi, hi, i = 1, 2, 3, and
P1 = 2det(η˜2 − η˜1, η˜3 − η˜1) 6= 0.
So D 6= 0, leading to a contradiction.
Case b) Since
η˜3 − η˜1 = C(η˜2 − η˜1), C 6= 0,
we have
1
h3
− 1h1
1
h2
− 1
h1
=
1
m3
− 1m1
1
m2
− 1
m1
= C,
assuming m1 6= m2 and h1 6= h2. Since
D = P2
=
[− (m2
h2
+
h2
m2
)
+
(m1
h1
+
h1
m1
)]
det(η˜1, η˜3 − η˜1)
+
[(m3
h3
+
h3
m3
)− (m1
h1
+
h1
m1
)]
det(η˜1, η˜2 − η˜1),
if D = 0, there is the additional equality(
m3
h3
+ h3m3
)− (m1h1 + h1m1 )(
m2
h2
+ h2
m2
)− (m1
h1
+ h1
m1
) = C, C 6= 0,
assuming m1h1 +
h1
m1
6= m2h2 + h2m2 .
We view (m1, h1), (m2, h2) as the given and write
x =
1
m3
, y =
1
h3
as the unknown. We therefore have two equations of the form
{ x−a1
a2
= y−b1b2 ,
x−a1
a2
=
( xy+
y
x )−c1
c2
,
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where ai 6= 0, bi 6= 0, ci 6= 0, i = 1, 2 are the given. Solving for y from the first
equation and substituting into the second lead to a (non-zero) polynomial equation in
x ∈ R of degree 3. So there are at most 3 solutions. Likewise, if b2 = 0, then a2 6= 0
and vice versa, and there are at most 2 solutions using similar arguments.
We now consider the remaining cases. Write
D = P1(j1 · j2)−P1
√
j21 + 1
√
j22 + 1 + P2,
where P1, P2 ∈ Z, are functions of mi, hi, i = 1, 2, 3. If m1h1 = 0 (without loss
of generality, one may assume m1 = 0), and m2h2 6= 0, m3h3 6= 0, P1 = 0 if and
only if h3 = h2. In that case D = P2 = 0 has at most 1 solution in m3. Finally if
m1h1 = m2h2 = 0, then D 6= 0.
So in conclusion at most 5 ηi’s of the form
ηi = mij1 + hij2
could possibly lead to compatible equations. Therefore
|S| = |{(νi, ηi)}| ≤ 5
and
|α| ≤ 6.
Lastly, assume that there is a connected set α on C+ with |α| = 2b+1. Then there
are 2b equations of the form (**). From the restrictions on the variable dependence
of η, one can always choose a root so that η in the set S contains a subset of b + 2
elements of the forms
0 6=η1 = m′1j1,
0 6=η2 = m1j1 + h2j2,
...
0 6=ηℓ = m1j1 + hℓjℓ,
...
0 6=ηb = m1j1 + hbjb,
0 6=ηb+1 = m1j1 + hb+1jℓ,
0 6=ηb+2 = m1j1 + hb+2jℓ,
for some ℓ ∈ {2, ..., b}. The arguments for r = 2, 3 systems (when r = 3, the “remaining
cases”) show that there is no solution to the subsystem formed by η1, ηℓ, ηb+1, ηb+2.
Therefore
|α| ≤ 2(b− 1) + 1 + 1 = 2b.
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Multiplying by a factor of 2 to take into account C− proves the assertion. 
Remark 1. It is worth noting that the integer nature of jk, k = 1, 2, ..., b, (aside from
the non-degeneracy condition (ii)) is used in the variable reductions. This is contrary
to the proof of the genericity of condition (iii) in the Lemma (sect. 2.1) and also that
in sect. 2.2 of [W3].
Remark 2. Clearly specializing to Θ = 0, this proves a weaker version of Proposition
2.1 with the bound 4b instead of 2d. The non-degeneracy condition (iii) is what permits
the latter, in general, sharper bound on the characteristics C defined in (1.9).
• Proof of Lemma 5.1. Let
Θ ∈ Z,
the set defined in (5.5). Since |n| ≤ N = | log δ|s (s > 1), ω = ω(0) +O(δp), ∆u(1) =
O(δ2−ǫ) and A(u(1)) = O(δp), in view of (5.1, 5.5) and (D2), for small δ, it suffices to
look at θ such that
θ ∈
⋃
Θ∈Z
{Θ+ δp[−C| log δ|s, C| log δ|s]}
:=
⋃
Θ∈Z
Θ+ I,
for some C > 1. This is because, otherwise TN (θ) is invertible, satisfying
‖T−1N (θ)‖ ≤ δ−p.
Fix a Θ ∈ Z and write θ = Θ+ δpθ′. Let
w = δ−1a
and write
ω = ω(0) + δpω′(w).
We have
TN (θ) = diag [−[n · ω(0) +Θ+ δp(θ′ + n · ω′)]2 + j2 + 1] + δpAN (u(0)) +O(δp+1),
where AN is the restricted A as defined in (2.5).
Let Z+ be the set of Θ defined in (5.5) with the “+” sign, and Z− the “−” sign;
Z+ ∪ Z− = Z.
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For Θ ∈ Z±, define
K = diag [∓2
√
j2 + 1(n · ω′ + θ′)] + AN .
Let P be the projection onto C(Θ), and P c = I − P . Then expanding the diagonal
and using that
δ2p|(n · ω′ + θ′)2| ≤ δ2p−1
for |n|, |θ′| ≤ O(| log δ|s) and δ small enough, we arrive at
PTN (θ)P = δ
pPKP +O(δp+1).
It follows from Lemma 5.2 that
PKP = ⊕αKα(θ′, w), (5.6)
where θ′ is in the size O(| log δ|s) interval I introduced earlier, and the direct sum is
over connected sets on C, and Kα is K restricted to α and therefore matrices of sizes
at most 4b× 4b for all α.
We proceed using the Schur reduction as in the proof of Lemmas 4.1. It suffices to
estimate [PTNP ]
−1, as P cTNP
c is invertible using (D2), and
‖(P cTNP c − λ)−1‖ ≤ 4| log δ|sL
uniformly in θ′ for
λ ∈ [− 1
4| log δ|sL ,
1
4| log δ|sL
]
.
Since TN = K+O(δp+1), this entails estimating
[PKP ]−1 = ⊕α[Kα(θ′, w)]−1.
The determinant of a block matrix detKα is a polynomial in θ′ of degree at most
M ≤ 4b
with the coefficient in front of the highest degree term CM satisfying
|CM | > 1.
Consequently, variation in θ′ and summing over the number of Θ in Z, the set of
zeroes defined in (5.5), satisfying |Θ| ≤ O(| log δ|s) proves (5.2, 5.4). Afterwards the
point-wise estimates in (5.3) follows. This is as in the proof of Lemma 4.1. 
(Fi) We now fix ǫ ∈ (0, 1/2) and ǫ′ ∈ (0, 1) in Proposition 4.3; subsequently σ ∈ (0, 1)
as well. (s satisfying (♠) will be fixed after the proof of Lemma 5.6 in (Fiv) and τ
will only be fixed at the end, after Lemma 5.8.)
Before we establish the analogue of Lemma 5.1 for all scales, we first give a proof
of Diophantine ω, under conditions which will be verified along the iteration process
in sect. 6. Diophantine ω is needed for the iterations.
5.2 Diophantine ω.
In Proposition 4.3, (4.23), ω(1) is shown to be Diophantine when restricted to the
scale N = | log δ|s, s > 1, using that ω(0) is Diophantine and small δ. Below we give a
general proof for unrestricted N .
Lemma 5.3. Assume that ω(0) is a Diophantine vector in Rb satisfying
‖n · ω(0)‖T ≥ 2ξ|n|γ , n ∈ Z
b\{0}, ξ > 0, γ > 2b.
Let
ω = ω(0) + δpω′,
where O(1) = |ω′| ≤ 1. There exists δ0 ∈ (0, 1), such that for all δ ∈ (0, δ0), ω is
Diophantine satisfying
‖n · ω‖T ≥ ξ|n|3γ , n ∈ Z
b\{0}, ξ > 0, γ > 2b, (5.7)
away from a set in ω′ of measure less than O(δp), where the order O depends on ξ
and γ.
Proof. If
|n|δp ≤ ξ
2|n|γ ,
clearly (5.7) holds. If
|n|δp > ξ
2|n|γ ,
then
|δpn · ω′ + n · ω(0) + j| < ξ|n|3γ
for all j ∈ Z, leads to a set in ω′ of measure less than O(δp). This is because for each
given n, j may be restricted to |j| ∼ |n|. Summing over (n, j) ∈ Zb+1 then gives the
measure estimate. 
Remark. Using Lemma 5.3 and Proposition 3.1, ω(1) satisfies the unrestricted Dio-
phantine property (5.7) with a further excision in a.
(Fii) We now fix ξ and γ.
The following two subsections establish the analogues of Lemma 5.1 for all scales
N .
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5.3 The perturbative region.
Let T (θ) be defined as in (5.1), with u replacing u(1), I1, I2 ⊂ Rb be bounded and
open and I = I1 × I2 ⊂ R2b. Let c > 0 satisfy
0 < σ < c < 1, (♠♠)
with σ as in Lemma 5.1 satisfying (♠). Let C > 1 and assume that u = u(a, ω) is C1
in a, ω on I satisfying
‖∂au‖ < C, ‖∂ωu‖ < C, |u(x)| < e−|x|c . (5.8)
(These assumptions will be verified along the iteration process in sect. 6.) The invert-
ibility analysis of TN (θ), T (θ) restricted to a cube at an arbitrary scale N , depends
on the location of the cube.
We define the cubes in the perturbative region to be of the form:
ΛN,J := [−N,N ]b+d + (0, J), (5.9)
where
|J |∞ > O(1)N ≫ 1, (5.10)
for some constant O(1), so that for all (n, j) ∈ ΛN,J :
|n · ω ±
√
j2 + 1| > |J |∞
2
. (5.11)
Denote by TN,J (θ) the linearized operator restricted to the cube ΛN,J . We first
state and prove a norm estimate for one fixed cube at a (arbitrary) scale N , thereby
introducing a Lipschitz family of functions θi, the Lipschitz zeroes for the cube in the
perturbative region, which controls the norm of the Green’s function. These θi play a
related role in the perturbative region, as the Θ defined in (5.5), sect. 5.1, when the
linearized operator contains the perturbation A˜, cf. (5.1).
• An a priori norm estimate
Lemma 5.4. Let ΛN,J be a cube in the form (5.9). Assume that δ ∈ [0, 1] and that
the first two conditions in (5.8) are met. There exists N0, such that if N > N0, there
is a family of Lipschitz functions
θi = θi(a, ω), 1 ≤ i ≤ 2|ΛN,J |,
on the open interval I ⊂ R2b, satisfying
‖θi‖Lip(a) < 2C/|J |∞, ‖θi‖Lip(ω) < CN,
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with the C in (5.8). If
min
i
|θ − θi(a, ω)| = η > 0,
then
‖T−1N,J(θ)‖ < 4[|J |∞η]−1,
for all η > 0.
Proof. All matrices below are restricted to the cube ΛN,J , and for simplicity of nota-
tions, the subindex N, J is omitted. Let T be defined as in (5.1):
T (a, ω, θ) = diag [−(n · ω + θ)2 + j2 + 1] + A˜(a, ω).
In view of (5.9-5.11), define the rescaled matrix T˜ to be
T˜ (a, ω, θ) := T (a, ω, θ)/|J |2∞ = diag [−(n · ω + θ)2 + j2 + 1]/|J |2∞ + A˜(a, ω)/|J |2∞.
Define two diagonal matrices:
W+ :=diag [n · ω + θ +
√
j2 + 1]/|J |∞,
W− :=diag [−n · ω − θ +
√
j2 + 1]/|J |∞;
and
A¯ = A˜/|J |2∞.
Then
T˜ =W+W− + A¯.
Define θ˜ = θ/|J |∞. For |J |∞ sufficiently large, one may assume that |θ˜| < M , for
some M > 0 which only depends on the constant O(1) in (5.10), C in (5.8), b and
d, as otherwise T˜ is invertible. Similarly, there exists m > 0, depending only on the
constant O(1) in (5.10), b and d, such that if |θ˜| < m, then T˜ is invertible.
First assume −M < θ˜ < −m/2, then W− is invertible. We consider the matrix
operator:
M :=W−1/2− T˜W−1/2−
=diag [n · ω + θ +
√
j2 + 1]/|J |∞ +W−1/2− A¯W−1/2−
:=θ˜I + T ′(a, ω, θ˜).
Since T ′(a, ω, θ˜) is self-adjoint, it can be diagonalized. Let {Ei(T ′)} be the set of
eigenvalues of T ′ arranged in ascending order. Then since T ′(a, ω, θ˜) is Lipschitz
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in (a, ω, θ˜), the Weyl eigenvalue stability inequality gives that the Ei are Lipschitz
continuous functions of (a, ω, θ˜), satisfying
‖Ei‖Lip(a) < O(1)/|J |2∞, ‖Ei‖Lip(ω) < O(1)N/|J |∞, ‖Ei‖Lip(θ˜) < O(1)/|J |2∞,
where the O(1) only depends on the constant in (5.10), C in (5.8), b and d.
Fix i, using the above Lipschitz estimates on Ei, the function
Fi(a, ω, θ˜) := θ˜ +Ei(a, ω, θ˜)
from I × (−M,−m/2) 7→ R is bi-Lipschitz in θ˜ ∈ (−M,−m/2), satisfying
1/2 < ‖Fi‖Lip(θ˜) < 2.
Set a = 0 and i = (n, j), since
Ei = [n · ω +
√
j2 + 1]/|J |∞,
θ˜ = −Ei = −[n · ω +
√
j2 + 1]/|J |∞
satisfies
Fi = 0.
Applying the Lipschitz implicit function theorem [p256, Cl2], and using the above
uniform (in I and i) bi-Lipschitz estimate, the equation
θ˜ +Ei(a, ω, θ˜) = 0,
defines a Lipschitz function θ˜i(a, ω) on I, for all i. Thus
θ˜i(a, ω) +Ei(a, ω, θ˜i(a, ω)) = 0. (5.12)
Moreover, since
θ˜i(a, ω)− θ˜i(a′, ω)
=− Ei(a, ω, θ˜i(a, ω)) +Ei(a′, ω, θ˜i(a′, ω))
+ Ei(a
′, ω, θ˜i(a, ω))− Ei(a′, ω, θ˜i(a, ω)),
‖θ˜i‖Lip(a) ≤ ‖Ei‖Lip(a) +O(1)/|J |2∞‖θ˜i‖Lip(a),
giving
‖θ˜i‖Lip(a) ≤ 2‖Ei‖Lip(a) ≤ O(1)/|J |2∞;
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similarly
‖θ˜i‖Lip(ω) ≤ 2‖Ei‖Lip(ω) ≤ O(1)N/|J |∞.
where the O(1) only depends on the constant O(1) in (5.10), C in (5.8), b and d.
Since M is self-adjoint, for −M < θ˜ < −m/2, spectral theory gives
‖M−1(a, ω, θ˜)‖ ≤ maxi|θ˜ + Ei(a, ω, θ˜)|−1.
Using (5.12),
θ˜ + Ei(a, ω, θ˜) = θ˜ − θ˜i(a, ω)−Ei(a, ω, θ˜i(a, ω)) + Ei(a, ω, θ˜),
which gives
|θ˜ + Ei(a, ω, θ˜)| >|θ˜ − θ˜i(a, ω)| − ‖Ei‖Lip(θ˜)|θ˜ − θ˜i(a, ω)|
>(1−O(1)/|J |2∞)|θ˜ − θ˜i|
>
1
2
|θ˜ − θ˜i|.
So
‖M−1(a, ω, θ˜)‖ ≤ 2 maxi|θ˜ − θ˜i|−1.
Since
T˜ =W1/2− MW1/2− ,
and
T = |J |2∞T˜ ,
this yields
‖T−1‖ ≤ 1|J |2∞
‖W−1/2− ‖2‖M−1‖
≤ 2|J |2∞
‖M−1‖
≤ 4|J |2∞
max1≤i≤|Λ||θ˜ − θ˜i|−1
=
4
|J |∞ max1≤i≤|Λ||θ − θi|
−1.
Clearly for m/2 < θ˜ < M , one may instead define M to be
M :=W−1/2+ T˜W−1/2+
=diag [n · ω + θ +
√
j2 + 1]/|J |∞ +W−1/2+ A¯W−1/2+ ,
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which generates another corresponding set of Lipschitz zeroes
{θi}, |Λ|+ 1 ≤ i ≤ 2|Λ|.
Combining the three regions in θ, namely −M |J |∞ < θ < −m|J |∞, |θ| ≤ m and
m|J |∞ < θ < M |J |∞, one then obtains
‖T−1‖ ≤ 4|J |∞ max1≤i≤2|Λ||θ − θi|
−1,
which concludes the proof. 
The above Lemma serves as the basic a priori estimate on the Green’s functions in
the perturbative region. What is important in the proof is the relation between the n
and the j-coordinates in the set and not that it being a cube. It is applicable to more
general finite sets in the perturbative region. This family of Lipschitz zeroes will play
an essential role in the iteration to all scales.
It remains to provide point-wise estimates on the Green’s functions. This needs a
geometric property, a separation property. Given δ ∈ (0, 1] and W > 1, for a fixed θ,
the region in Zb+d where D′(θ) defined in (5.1) satisfies:
|D′(θ;n, j;n, j)|< Wδp, (5.13)
plays an important role. It is the generalization of the characteristics hyperboloid C
defined in (1.9). Following is a counterpart to Lemma 5.2.
• A separation lemma
Lemma 5.5. Let δ ∈ (0, 1], W > 1, C′ > 1 and B > W > 1 be an integer. Assume
that ω ∈ Rb satisfies that
|P (ω)| > δpB−C′ , (5.14)
for all non-zero even quadratic polynomials
0 6≡ P (χ) ∈ {[−B2d+1, B2d+1] ∩ Z}[χ1, χ2, ..., χb]. (5.15)
Fix θ, and set x := (n, j) ∈ Zb+d. Consider a sequence, a subset {xi}ℓi=1 ⊂ Zb+d
satisfying
|xi − xi−1| < B.
Assume that for all i, 1 ≤ i ≤ ℓ,
| − (ni · ω + θ)2 + j2i + 1| < Wδp, (5.16)
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and that there exists B′ > 1, such that
maxm∈Zd |{i|ji = m; 1 ≤ i ≤ ℓ}| < B′.
There exists B0 = B0(W ), such that if B > B0, then there exists C
′′ = C′′(W,C′) > 1,
such that
ℓ < (BB′)C
′′
. (5.17)
Proof. After the rescaling: (n, j) → δ−p/2(n, j); more precisely, after (re)defining the
operators
T± : R
b+d 7→ R1+d
to be
(n, j) 7→ δ−p/2(±n · ω, j),
the proof becomes the same as that of Lemma 20.14 in Chap. 20 of [B4]. Moreover
even quadratic polynomial conditions on ω suffice for the proof. This can be deduced
as follows.
Let
A±ii′ = (ni · ω)(ni′ · ω)± ji · ji′ ,
where 1 ≤ i, i′ ≤ d1 ≤ d, and A± the correspoding d1 × d1 matrices. The sole purpose
of the nonlinear polynomial conditions on ω in [B4] is to ensure an appropriate lower
bound on | detA±|. Since
detA± = ∧d1i=1
[
(ni · ω)


n1 · ω
n2 · ω
...
nd1 · ω

±


ji · j1
ji · j2
...
ji · jd1

],
using the antisymmetry of the wedge product and that the first vectors in the square
brackets are all co-linear, this actually only leads to even quadratic polynomials in ω
with integer coefficients. So (5.9, 5.10) suffice. (Cf. also [BeBo].)
The δp factor in the upper bound in (5.8, 5.9) is in consideration of the measure
estimates in a for small δ, as for later applications ‖(∂ω/∂a)−1‖ . δ−p+1 only, cf.
(4.21); moreover for small δ, W is taken to satisfy W > 2‖A‖op/δp = O(1), where A
as in (5.1). 
(Fiii) We now fix a W satisfying the above inequality (since the separation Lemma 5.5
will only be used for small δ), the C′ in (5.9) and as a consequence C′′ in (5.12).
There are the Green’s function estimates for cubes
ΛN,J := [−N,N ]b+d + (0, J),
in the perturbative region defined as in (5.9-5.11).
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Lemma 5.6. Given 0 < δ ≪ 1, for any N ≥ | log δ|s, s > 1, let ΥN be the set such
that if ω ∈ ΥN , then the linear Diophantine condition (5.7) is satisfied for |n| ≤ N ,
as well as the even quadratic conditions in (5.14-5.15) with N in place of B. On
I1 ×ΥN ∩ I, there is a system of Lipschitz functions
θi = θi(a, ω), 1 ≤ i < e(logN)2s ,
satisfying
‖θi‖Lip(a) < 2C/|J |∞, ‖θi‖Lip(ω) < CN,
with the C in (5.8). Furthermore, for κ, s satisfying
0 < 1/s < κ < σ < c < 1, (♠♠♠)
with the σ in Lemma 5.1 and fixed in (Fi), c in (5.8), and θ satisfying
min
i
|θ − θi(a, ω)| > e−Nκ , (5.18)
the following holds:
‖T−1N,J (θ)‖ < eN
σ
, (5.19)
|T−1N,J(θ)(x, x′)| < e−|x−x
′|c , (5.20)
for all x, x′ such that |x− x′| > N/10.
Assume that the Lemma holds at scale N . The proof is an iteration from scale N
to a larger scale N1 satisfying
N1 = e
Nκ/2
with the κ in (♠♠♠), cf. the proofs of Lemmas 20.19 and 19.13 in [B4]. (The choice
of the expansion factor is in view of (5.18) and the Diophantine condition (5.7), cf.
the end of the proof of Lemma 5.7.) It rests on the following decomposition derived
from the separation lemma .
Lemma 5.7. Assume ρ ∈ (0, 1/2C′′) with the C′′ in (5.12) of Lemma 5.4 and fixed
in (Fiii). For a given 0 < δ ≪ 1, on I1 ×ΥN1 ∩ I, for any fixed θ, there is a partition
of ΛN1,J ,
ΛN1,J := [−N1, N1]b+d + (0, J),
into the good set Ω0 and the bad set Ω1:
ΛN1,J = Ω0 ∪ Ω1.
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On the good set, the restricted matrix satisfies
‖(TΩ0)−1‖ < 2(2N + 1)b+deN
σ
, (5.21)
and the point-wise estimates
|(TΩ0)−1(x, x′)| < e−|x−x
′|c , (5.22)
for all x, x′, such that |x− x′| > 10N .
On the bad set there is a partition:
Ω1 =
⋃
ι
Ω1,ι,
such that
diam Ω1,ι < N
2ρC′′
1 ,
and
dist (Ω1,ι,Ω1,ι′) > N
ρ
1 ,
for ι 6= ι′.
Proof. Write ΛN1 for ΛN1,J . Call a site x ∈ ΛN1 good, if the estimates (5.19, 5.20)
hold for TN,x, the restricted operator on
Λx = [−N,N ]b+d + x.
Write
ΛN1 = Ω0 ∪ Ω1,
where Ω0 is the good subset, if x ∈ Ω0, then T−1N,x satisfies (5.19, 5.20). Using a basic
resolvent expansion, cf. Lemma 2.2 in [BGS], TΩ0 satisfies (5.21, 5.22).
If x ∈ Ω1, then there must be y ∈ ΛN1 satisfying
|y − x|∞ ≤ N
such that writing y = (n, j), then
|(n · ω + θ)2 − j2 − 1| < Wδp.
This is because otherwise, if N ≥ | log δ|s, then (5.19, 5.20) hold by a resolvent expan-
sion about the diagonal.
Let
B = Nρ1 , (5.23)
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with 0 < ρ < 1/2C′′ < 1. Assume that there is a sequence of distinct elements xk ∈ Ω1
such that
|xk+1 − xk| < B. (5.24)
Denote by Ω1,ι, this sequence. We may then find a corresponding sequence of distinct
elements yk such that
|yk+1 − yk| < B +O(N) < 2B
and
|(nk · ω + θ)2 − jk2 − 1| < Wδp,
where (nk, jk) = yk.
Write yk = (n, j) and let z = (m, j). To apply Lemma 5.7 to the sequence {yk}, we
need to boundM , the number of z, such that for a fixed θ, Tz,N , the operator restricted
to z + [−N,N ]b+d is bad, violating (5.19, 5.20). Since the estimates (5.19, 5.20) are
valid at scale N , (5.17) and Diophantine ω satisfying (5.7) for |m| ≤ N1 = eNκ/2 gives
M < e(logN)
2s
.
So
B′ ≤ (2N + 1)de(logN)2s .
Lemma 5.5 then gives that the number of elements in {yk},
|{yk}| < (BB′)C′′ .
So
diam Ω1,ι < N
2ρC′′
1 ,
where we used (5.23). Combined with (5.23), this concludes the proof. 
Proof of Lemma 5.6. The strategy of the proof is based on the geometric resolvent
expansion, cf. Lemma 7 in the Appendix of [B3], using the decomposition in the
proceeding lemma. Since the estimates on Ω0 permit a N
−1
1 e
−N perturbation, the
decomposition remains valid in a neighbourhood of size N−11 e
−N about a given initial
point (a¯, ω¯, θ¯) ∈ R2b+1. To apply the resolvent expansion, we only need estimates on
‖(TΩ˜1,ι)−1‖,
for all ι, where
Ω˜1,ι ⊃ Ω1,ι
is a neighborhood of Ω1,ι of size N
ρ/2
1 .
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From Lemma 5.4, there exists a Lipschitz family {θi}, 1 ≤ i ≤ 2|Ω˜1,ι|, such that
‖(TΩ˜1,ι)−1‖ ≤ maxi |θ − θi(a, ω)|
−1.
Collecting the functions {θi} over all ι, we obtain at mostO(1)N b+d1 Lipschitz functions
{θi = θi(a, ω)} such that
‖θi‖Lip < CN1,
where C as in (5.8), and
max
ι
‖(TΩ˜1,ι)−1‖ ≤ maxi |θ − θi(a, ω)|
−1.
Requiring
min
i
|θ − θi(a, ω)| > e−Nκ1
with
0 < κ < ρc, (♥)
then yields
‖(TΩ˜1,ι)−1‖ < eN
κ
1 ,
for all ι.
Subsequently, the estimates on T−1N1,j for θ satisfying (5.18) follows from the geo-
metric resolvent expansion provided that the ρ in Lemma 5.6 is chosen to be
ρ =
1− c
2C′′ − c <
1
2C′′
,
where C′′ as in (5.17) and (Fiii), in order that (5.20) holds at scale N1, and provided
κ satisfies (♥) and (♠♠♠). This also yields the norm estimate in (5.19).
The above estimates and construction of the Lipschitz family of θi are after restrict-
ing to a N−11 e
−N neighborhood of the initial parameter (a¯, ω¯, θ¯) ∈ R2b+1. The number
of such neighborhoods is clearly bounded by
ℓ = O(1)N1(N1eN )2b,
The total number of θi functions is therefore at most
O(1)N b+d1 ℓ < N3b+d+11 e2b(logN1)
2/κ
< e(logN1)
2s
,
which concludes the proof. 
Remark. The main application of Lemma 5.6 is to the proof of Lemma 5.8. For that
purpose it suffices to start from N = | log δ|s, then N1 = e| log δ|sκ/2 , which maybe
chosen to be N1 = e
| log δ|3/4 ≪ δ−1. It is easy to see that Lemma 5.1 extends to all
cubes of scales in [10/β2, N1] and contained in [−O(N1),O(N1)]b+d. Combining with
the iterative proof, this covers cubes of all scales in the perturbative region used in the
proof of Lemma 5.8.
(Fiv) We now fix κ and s. (c ∈ (0, 1) is as given in (5.8).)
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5.4. The non-perturbative region.
We are now ready to state the estimates when T is restricted to cubes centered at
the origin:
ΛN = [−N,N ]b+d,
or more generally, cubes
ΛN,J = [−N,N ]b+d + (0, J),
with |J |∞ ≤ O(1)N , as mentioned earlier. This is the more difficult, non-elliptic
region. As mentioned in the Introduction, the strategy is akin to that in sect. 3 of
[W1]. It is divided into the central region, where the number of bad small cubes is
sublinear, by using semi-algebraic properties (cf. for example, Chap. 9 in [B4]), and
the perturbative region, which uses the family of Lipschitz functions constructed in
Lemma 5.6 to control the number of bad cubes. Similar to [W1], the ideas for the
Green’s function estimates are inspired by the scheme in [BGS].
Toward that end, let
f : (0, 1)b 7→ (0, 1)b
be a diffeomorphism satisfying
‖(∂f/∂y)−1‖ ≍ O(1).
Then a set S ⊂ (0, 1)2b is said to have sectional measure at most µ:
meassec S < µ,
if
meas {y ∈ (0, 1)b|(y, f(y)) ∈ S} < µ.
Let K be such that
ω¯k =
ωk − ω(0)k
δpK
∈ (0, 1)
for k = 1, 2, ..., b, and w = δ−1a. Denote by I ′ ∋ (w, ω¯), the image of the interval
I, fixed at the beginning of sect. 5.3. Let TN be the operator restricted to the cube
ΛN,J . There are the following estimates.
Lemma 5.8. Assume that ω¯ = ω¯(w) satisfies
‖(∂ω¯/∂w)−1‖ ≍ O(1),
and τ satisfies
0 < τ < 1/s < κ < σ < c < 1. (♣)
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Given 0 < δ ≪ 1, for any N ≥ | log δ|s, on I1 ×ΥN ∩ I there is a subset A, such that
its image A′ ⊂ I ′ ⊂ [0, 1]2b in (w, ω¯) is a union of intervals of size
[exp exp(log logN)3]−1, (5.25)
and
meassecA′ < [exp exp(log logN)2]−1. (5.26)
On {I1 ×ΥN\A} ∩ I,
‖T−1N (θ)‖ < eN
σ
(5.27)
and
|T−1N (x, x′)| < e−|x−x
′|c , (5.28)
for all x, x′ such that |x − x′| > N/10, and θ in the complement of a set BN (θ) of
measure
meas BN (θ) < e−Nτ . (5.29)
Proof. Let N1 > N satisfy
exp(log logN1)
3 = N. (5.30)
For concreteness, take the cube centered at the origin
ΛN1 := [−N1, N1]b+d.
(The proof is the same for J 6= 0.) The proof uses induction. The estimates needed
in the induction are provided by Lemma 5.1 and its straight forward analogues for
appropriate smaller scales:
10/β2 < N ≤ e| log δ|3/4 ,
with the β > 0 in Lemma 5.1. (This is as noted earlier in the remark below the proof
of Lemma 5.6.)
Using the multi-scale reasoning, the induction from scale N to a larger scale N1
hinges on controlling the number of bad cubes at scale N . The subset
T1 = {(n, j)| |j|∞ ≤ O(N)} ∩ ΛN1 ,
is the non-perturbative region at the smaller scale N . It is covered by cubes
ΛnN,j = [−N,N ]b+d + (n, j),
with |j|∞ ≤ O(N). This is the region where instead of eigenvalue analysis in the style
of Lemma 5.6, we use techniques of semi-algebraic sets.
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We first make an additional excision of the frequency ω in the perturbative region
(at scale N). The aim is to localize further the bad cubes and thereby reduce their
total number. If a cube ΛnN,j in the perturbative region:
[−N,N ]b+d + (n, j), (5.31)
where |n|∞ ≤ N1 and |j|∞ > O(1)N , is bad, then there exists θi in the family of
Lipschitz functions as introduced in Lemma 5.6, such that
|θ + n · ω − θi| < e−Nκ , κ > 0. (5.32)
We begin by localizing the bad cubes in the n-direction. We define the complement
of A′: I ′\A′ to be the set such that for
(w, ω¯) ∈ I ′\A′,
|n · ω − θi(a, ω) + θi′(a, ω)| > 2e−Nκ , (5.33)
for all n such that
N1+ǫ¯ < |n| ≤ 2N1, ǫ¯ > 0, (5.34)
and for all θi and θi′ in the Lipschitz family at scale N . (The choice of N
1+ǫ¯ ≫ N is
in view of the Lipschitz estimates on θi in Lemma 5.6.)
Let
d :=
1
|n|
b∑
k=1
nk∂ωk ,
then
d(n · ω) = |n| > N1+ǫ¯ ≫ N.
Since ω and a are diffeomorphic, using the Lipschitz property of θi in Lemma 5.6 and
that there are at most
O(1)N b1 [Nd1 e(logN)
2s
]2 < N b+2d+21
conditions in (5.33) produces the measure estimate in (5.26). Moreover the estimates
in (5.33) are stable under perturbations of size e−N in (w, ω¯), thereby generating a
collection of intervals of the size stated in (5.25).
If (5.33) holds, then there is n¯, such that all bad cubes of the form in (5.31) satisfy
|n− n¯| < N1+ǫ¯. (5.35)
If a cube ΛnN,j is bad, then necessarily there is (n
′, j′) ∈ ΛnN,j such that
|(n′ · ω)2 − j′2 − 1| < O(δp). (5.36)
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Since |n − n′| ≤ N , combining (5.35) with (5.36) gives that there exists R, such that
if a cube ΛnN,j in the perturbative region: Λ
n
N,j ∩ {ΛN1\T1} is bad, then
|n− n¯|+ ||j| −R| < 2N1+ǫ¯
for all (n, j) ∈ ΛnN,j . This localizes the bad cubes in the perturbative region: ΛN1\T1
and yields that there are at most
O(1)(N¯1+ǫ¯)b+dRd−1
bad cubes.
We now bound the number of bad cubes in the non-perturbative region. Cover
T1 by Λ
0
N,j , |j|∞ ≤ O(1)N and their translates in the n-direction. For each fixed
j, the negations of the expressions in (5.27, 5.28) define a semi-algebraic set in θ of
degree at most O(1)N C˜/2, C˜ ≥ 2(b + d), by writing the Green’s functions as the
division of determinants and that the operator norm is bounded above by the Hilbert-
Schmidt norm. The measure estimate in (5.29), covariance: θ 7→ n · ω, Diophantine
property (5.7) and (5.30), then give, after summing over j, that there are at most
O(1)NdN C˜/2 < N C˜ , C˜ ≥ 2(b+ d), bad N -cubes which intersect T1. (Cf. Lemma 4.4
in [BW] and its proof.)
Adding the two estimates then produces the bound:
O(1)N C˜ +O(1)(N1+ǫ¯)b+dRd−1 ≤ O(1)N C˜Rd−1, C˜ > 2(b+ d)
on the number of bad cubes.
Fix a σ′, 0 < σ′ < σ. There are two cases:
(i) R ≤ Nσ′/d1 , 0 < σ′ < σ;
(ii) R > N
σ′/d
1 , 0 < σ
′ < σ.
(i) The total number of bad cubes are at most O(1)Nσ′1 . (For d = 1, there are at
most N C˜ bad boxes. Since N C˜ ≪ Nσ′1 , this is the only possibility.) So Lemma 4.4
and Corollary 4.5 of [BGS] provide the estimates in (5.27, 5.28), after exclusion of a
set in θ of measure
e−N
τ1
1 ,
satisfying
0 < τ1 <
σ − σ′
3
:= τ¯1,
by using (4.11) in [BGS].
59
(ii) Define
T1 = {(n, j)| |j|∞ < Nσ
′/d
1 } ∩ ΛN1 ⊃ T1,
and
T2 = {(n, j)| |j|∞ > Nσ
′′/d
1 } ∩ ΛN1 ,
with 0 < σ′′ < σ′;
T2 ∪ T1 = ΛN1 .
On T2 we use perturbative arguments. Introduce a new scale N2,
N2 = N
σ′′′/d
1
with
0 < σ′′′ < σ′′ < σ′.
Lemma 5.6 is available at scale N2. Cover T2 by the N2 cubes and restrict θ so that
all N2 cubes are good satisfying (5.19, 5.20). Since there are at most
N b+d1 e
(logN2)
2s
Lipschitz functions θi for the N2 cubes from Lemma 5.6, this amounts to excluding a
set in θ of measure
O(1)N b+d1 e(logN2)
2s
e−N
κ
2 < e−N
κ/2
2 = e−N
σ′′′κ/2d
1 := e−N
τ¯2
1 .
Cover T1 by N2-cubes. Call an N2-cube good, if it does not intersect any bad
N -cube. Since there are no bad N2-cubes in T2 and T1 ∪ T2 = ΛN1 , there are at
most O(1)N C˜ ≪ Nσ′/d1 bad N2-cubes in ΛN1 . On the good N2-cubes, one has (5.27,
5.28) by using the basic resolvent expansion, cf. Lemma 2.2 in [BGS]. Lemma 4.4
and Corollary 4.5 of [BGS] are again applicable giving (5.27, 5.28) for ΛN1 , after the
excision of an additional set in θ of measure
e−N
τ3
1 ,
satisfying
0 < τ3 <
σ − σ′/d
3
:= τ¯3.
Choosing
τ = 1/2min(τ¯1, τ¯2, τ¯3),
completes the proof. 
(Fv) We finally fix τ as above and conclude the θ estimates.
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6. Proof of the Theorem
The proof of the Theorem is an induction, cf. Chaps. 18, 19 of [B4] and [W3]. Let
w = δ−1a ∈ (−1, 1)b\{0}, ω ∈ δp(−K,K)b + (
√
j21 + 1,
√
j22 + 1, ...,
√
j2b + 1),
where K = K(p, b) and define
ω˜ = [ω − (
√
j21 + 1,
√
j22 + 1, ...,
√
j2b + 1)/δ
p ∈ (−K,K)b.
Let M be a large integer. The proof consists in showing that on the entire (w, ω˜)
space, namely (−1, 1)b\{0} × (−K,K)b, the following assumptions are verified for all
r ≥ 1 and fixed δ sufficiently small:
(Hi) supp u(r) ⊆ B(0,M r) (supp u(0) ⊂ B(0,M))
(Hii) ‖∆u(r)‖ < δr, ‖∂∆u(r)‖ < δ¯r, with δr+1 ≪ δr and δ¯r+1 ≪ δ¯r, where ∂ refers to
derivations in w or ω˜ and ‖ ‖ := supw,ω˜ ‖ ‖ℓ2(Zb+d)×ℓ2(Zb+d). (See the precise bounds
at the conclusion of the proof.)
(Hiii) |u(r)(x)| < e−|x|c for some c ∈ (0, 1)
Using (Hi-iii), an application of the implicit function theorem to the Q-equations:
ω˜k(w) =
[(v + v¯)
∗p+1
](−ek, jk)
2p+1wk
√
j2k + 1
+O(δ), (6.1)
k = 1, 2, ..., b, with u = u(r) := (v(r) + v¯(r))/2, a real valued C1 function, yields
ω˜
(r)
k (w) = Ωk(u
(0)(w)) + δ1−ǫφ
(r)
k (w) (6.2)
where the polynomials Ωk, k = 1, 2, ..., b are as in (3.1), homogeneous in w of degree
p, 0 < ǫ < 1/2 in view of (4.18), and ‖∂φ(r)‖ < C. (Recall from sect. 3 that (v+ v¯) is
but a notation and that we continue to work in the real.)
We define φ0 = 0 and denote the graph of ω˜
(r) by Φr. Moreover by (Hii),
|ω˜(r) − ω˜(r−1)| ≤ O(1)‖u(r) − u(r−1)‖ < δr, (6.3)
so that Φr−1 is an δr approximation of Φr. This can be seen as follows.
Consider the right side of (6.1) as a function of (w, ω˜) and rewrite (6.1) as
f˜k(w, ω˜) = 0,
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for k = 1, ..., b. Since
u(r
′)(w, ω˜) = u(0)(w) +
r′∑
i=1
∆u(i)(w, ω˜),
f˜k may be written in the form:
f˜k(w, ω˜) := fk(w, ω˜) + Pk(u
(0)(w)),
where Pk, k = 1, 2, ..., b, are polynomials in w,
Pk = Ωk + δO(wp+1).
Let X and Y be the partial derivative matrices:
X = [[
∂fk
∂wℓ
]] and Y = [[
∂fk
∂ω˜ℓ
]], k, ℓ = 1, ..., b.
We have
X = O(
r′∑
i=1
∆u(i)) +O(
r′∑
i=1
∂w∆u
(i))
and
Y = I +O(
r′∑
i=1
∂ω˜(∆u
(i))),
where the O depends on u(0) and (or) ∂wu(0).
Using (Hii), the partial derivative matrix
∂ω˜
∂w
: = [[
∂ω˜k
∂wℓ
]], k, ℓ = 1, ..., b
= −Y −1(X + ∂P/∂w)
is well-defined. The difference matrix satisfies
‖∂ω˜
(r)
∂w
− ∂ω˜
(r−1)
∂w
‖ ≤ O(1)‖∂w∆u(r)‖+ ‖∆u(r)‖,
since
∆ω˜(r)(0) = ∆u(r)(0) = 0,
and |w| ≤ 1, this proves (6.3). 
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Below we continue with the assumptions on the restricted intervals in (w, ω˜) on
(−1, 1)b\{0} × (−K,K)b, where approximate solutions could be constructed.
(Hiv) There is a collection Λr of intervals of size cM
−rC δǫ, ǫ ∈ (0, 1/2), C > 1 such that
(a) On I ∈ Λr, u(r)(w, ω˜) is given by a rational function in (w, ω˜) of degree at most
MCr
3
,
(b) For (w, ω˜) ∈ ⋃I∈Λr I,
‖F (u(r))‖ < κr, ‖∂F (u(r))‖ < κ¯r with κr+1 ≪ κr and κ¯r+1 ≪ κ¯r
(c) Let N =M r. For (w, ω˜) ∈ ⋃I∈Λr I, T = T (u(r−1)) := F ′(u(r−1)) satisfies
‖T−1N ‖ < M (r
C+| log δ|),
|T−1N (x, y)| < e−|x−y|
c
for |x− y| > CrC ,
where TN is T restricted to [−N,N ]b+d.
(d) Each I ∈ Λr is contained in an interval I ′ ∈ Λr−1 and
measb(Φr ∩ (
⋃
I′∈Λr−1
I ′\
⋃
I∈Λr
I) < δcǫ[exp exp(log(r + 1))1/3]−1, r ≥ 2.
If ω˜ ∈ Φr ∩ I, then
ω = ω(0) + δpω˜
is Diophantine satisfying
‖n · ω‖T ≥ ξ|n|γ , ξ > 0, γ > 6b,
for |n| ≤M r, and
|P (ω)| > δpM−rC ,
for all non-zero even quadratic polynomials
0 6≡ P (χ) ∈ {[−M3rd,M3rd] ∩ Z}[χ1, χ2, ..., χb],
after identification of Φr ∩ I with an interval in Rb.
We remark that the approximate solutions u(r) are defined, a priori, on Λr, but as
C1 functions they can be extended to (−1, 1)b× (−K,K)b, using a standard extension
argument, cf. sect. 10, (10.33-10.37) in [B3], thus verifying (Hi-iii) and the first two
conditions in (5.13). This is also why the amplitude-frequency map a 7→ ω(a) is a
diffeomorphism on (−δ, δ)b in the Theorem.
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Proof of the Theorem
The induction is as in Chaps. 18 and 19, the paragraphs from (19.76-19.81) of
[B4]. It is also written in sect. 5.2 of [W3] with additional details. So below we only
summarize a few key steps.
The first R, R = | log δ|3/4, steps of the induction are provided by the generalization
of Proposition 4.3 to include all scales
N ∈ [M,M | log δ|3/4 ].
The iteration to subsequent scales uses Lemmas 5.1, 5.8 and 5.6.
Let u denote u(0), u(1), ... For all N¯ , let TN¯ = TN¯ (u) be the linearized operator
evaluated at u and restricted to {J + [−N¯ , N¯ ]b+d} × {0, 1}, where J ∈ Zd. (For
simplicity the J subindex is omitted.) Define the operator TN¯ (θ) as before. Assume
that (Hi-iv) hold at stage r. When |J |∞ ≤ O(1)N¯ , on the set of intervals Λr in (Hiv),
there are moreover the following estimates from Lemmas 5.1 and 5.8.
Lemma 6.1.
‖T−1
N¯
(θ)‖ < eN¯σ ,
|T−1
N¯
(θ)(x, y)| < e−|x−y|c ,
for all x, y such that |x− y| > N¯/10, away from a set BN¯ (θ) with
meas BN¯ (θ) < e
−N¯τ ,
where u = u(r), | log δ|s ≤ N¯ ≤ rC , C > 2s, r ≥ R and σ, c, τ, s satisfy (♣).
There are related estimates on the set of intervals Λr when |J |∞ > O(1)N¯ , from
Lemma 5.6.
Lemma 6.2.
‖T−1
N¯
(θ)‖ < eN¯σ ,
|T−1
N¯
(θ)(x, y)| < e−|x−y|c ,
for all x, y such that |x− y| > N¯/10, provided
min
i
|θ − θi(w, ω˜)| > e−N¯κ ,
where θi is a family of Lipschitz functions satisfying ‖θi‖Lip ≤ CN¯ , i < ι and log log ι ∼
log log N¯ ; u = u(r), | log δ|s ≤ N¯ ≤ rC, C > 2s, r ≥ R and σ, c, κ, s satisfy (♣).
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Applying these lemmas and using (6.2, 6.3), for all r ≥ 1, there are the bounds
δr < δ
2−ǫM−(
4
3
)r , δ¯r < δ
2−ǫM−
1
2
( 4
3
)r ; κr < δ
p+3−2ǫM−(
4
3
)r+2 , κ¯r < δ
p+3−2ǫM−
1
2
( 4
3
)r+2 ,
ǫ ∈ (0, 1/2), cf. the proofs of Lemmas 5.5 and 5.2 in [W3]. This iteratively solves the
P and Q-equations.
From Proposition 3.1, for small δ, the (closed) set B′ has a semi-algebraic descrip-
tion, in terms of one (non-zero) polynomial in w of degree b(p−1), namely det(∂Ω/∂w),
where Ω = {Ωk}bk=1 and Ωk as in (3.1). (Recall that w = δ−1a.) The number of con-
nected components of B′ is therefore at most Cbbb(p − 1)b, cf. Theorem 1 in [Ba]
or Theorem 9.3 in [B4]. The complement contains an open set of measure at least
(1− ǫ′/2) in w.
The proceeding iterative construction with the amplitude-frequency diffeomorphism:
a 7→ ω(a) mentioned after (Hiv, d) then proves the Theorem with the Gevrey remain-
der function o(δ3/2) of exponent 1/c, where c is as in (Hiii), on a Cantor set of measure
at least (1− ǫ˜) for some 0 < ǫ′ < ǫ˜ < 1. Renaming ǫ˜, ǫ concludes the proof. 
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