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Abstract
We show the rigidity of the hexagonal Delaunay triangulated plane under Luo’s
PL conformality. As a consequence, we obtain a rigidity theorem for a particular type
of locally finite convex ideal hyperbolic polyhedra.
1 Introduction
Let Σ be a surface without boundary, and T = (V, E, F) be a triangulation on Σ, where V
is the set of vertices, E is the set of edges and F is the set of faces. For a function f on V ,
i ∈ V , we sometimes write fi instead of f (i). We also use this notation for the function on
E, F. A piecewise linear metric (PL metric for short) is a function l : V → R>0, such that
for each i jk ∈ F, i jk forms a Euclidean triangle. Give a PL metric l, it induces an intrinsic
distance and a flat cone metric on the triangulation T in the natural manner. Each vertex
i ∈ V is a cone point, with singularities expressed as the discrete Gaussian curvature Ki,
defined by
Ki = 2pi −
∑
ki j∈F
θ∠ki j,
where θ∠ki j is the angle of ∠ki j. A PL metric l is called flat, if there is no singularity, that is,
Ki = 0 at each vertex i ∈ V . In [8], Luo introduced the notion of the PL conformality.
Definition 1.1 ([8]). Let l, l˜ be two PL metrics on (Σ,T ). We call l and l˜ are PL conformal if
l˜i j = eui+u j li j, ∀i j ∈ E
for some function u : V → R. Denote l˜ = u ∗ l.
The function u is called a PL conformal factor, which plays an analogous role as in
the smooth case. Motivated by the prescribed curvature problem in the smooth case, Luo
proposed the combinatorial version of the prescribed curvature problem in the settings
above. (If the prescribed curvature is constant, it is the Yamabe problem.)
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Problem 1.2 ([8]). Let Σ be a surface (without boundary) with a triangulation T . Given a PL
metric l0 and a prescribed curvature K : V → R, is there a PL metric l that PL conformal to l0 and
has discrete Gaussian curvature K? Is it unique if it exists? (rigidity)
In case Σ is compact, Problem 1.2 was perfectly resolved. For the rigidity part, Luo [8]
first proved a local version and conjectured that the global rigidity still holds true. Using
a variational principle and an extension technique, Bobenko, Pinkall and Springborn [3]
affirmatively answered Luo’s global rigidity conjecture (see [5] for further development).
They further equipped the triangulated PL surface (Σ,T, l) with a canonical hyperbolic
metric with cusps, and observed that two PL metrics (with the same triangulation) are
PL conformal if and only if the corresponding hyperbolic metrics are isometric. Due to
this observation, they generalized Definition 1.1 to PL metrics that may not be combina-
torially equivalent (see Definition 5.1.4 in [3], and Definition 1.1 in [6] for an equivalent
but more algorithmic definition). Under this viewpoint, Gu, Luo, Sun and Wu [6] ob-
tained a discrete uniformization theorem for PL metrics with the help of the decorated
Teichmu¨ller space theory. Their discrete uniformization theorem completely resolved the
existence part of Problem 1.2 (under Bobenko, Pinkall and Springborn’s definition of dis-
crete conformality). Similarly, a hyperbolic version of the discrete uniformization theory
was established in [7]. It is remarkable that Springborn [15] established the equivalence
between the discrete uniformization theorem on S2 and Rivin’s realization theorem for
ideal hyperbolic polyhedra [12].
In case Σ is non-compact, very little results are known related to Problem 1.2. Inspired
by Rodin and Sullivan’s celebrated work [13], where they proved Thurston’s conjecture
(i.e., the only complete flat circle packing metric on the hexagonal triangulation of the
plane is the regular hexagonal packing), Wu, Gu and Sun [17] considered the rigidity
problem for the infinite hexagonal triangulation T of the plane Σ = C, see Figure 1.
Theorem 1.3. ([17]) Let l be a PL metric on C with standard hexagonal triangulation, which is
PL conformal to l0 ≡ 1. Suppose (T, l) is flat, complete (i.e. isometric to (T, l0)) and there is a δ > 0
such that all angles ≤ pi2 − δ (δ-condition). Then l ≡ C for some constant C > 0.
The δ-condition appeared above, while suitable for some purposes, is considerably less
satisfying. The main result of this paper is to release the δ-condition to the Delaunay con-
dition. For each edge i j ∈ E, consider the two adjacent triangles 4i jk and 4i jl, denote the
sum of the opposite angles αi j = θ∠ik j + θ∠il j, see Figure 2. A PL metric on the triangulated
surface (T, l) is called Delaunay if αi j ≤ pi for all i j ∈ E. We have
Theorem 1.4. Let l be a PL metric on C with standard hexagonal triangulation, which is PL
conformal to l0 ≡ 1. Suppose (T, l) is flat, complete (i.e. isometric to (T, l0)) and is Delaunay.
Then l ≡ C for some constant C > 0.
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Figure 1: A hexagonal triangulation Figure 2: An interior edge
The Delaunay condition is relatively satisfying. We shall show (see Section 4) that a
PL metric is Delaunay if and only if the corresponding ideal hyperbolic polyhedron is
convex. Moreover, the rigidity of PL conformality in Theorem 1.4 is equivalent to a rigid-
ity result for ideal hyperbolic polyhedra, which may be considered as an infinite and hy-
perbolic version of Cauchy [4] and Alexandrov’s [1][2] rigidity for Euclidean polyhedra.
The Delaunay condition is a satisfying condition in the sense that, generally, polyhedron
rigidity holds only for the convex ones. See Section 4 for more details.
The paper is organized as follows. In Section 2, we show some related stuff of the
problem involvedp in this paper. We prove the main Theorem 1.4 in Section 3. In Section
3.1, we outline the proof of Theorem 1.4. The main technical Lemma 3.1 and Proposition
3.2 are postponed to Section 3.2 and Section 3.3 respectively. In Section 4, we interpret
Theorem 1.4 from the viewpoint of hyperbolic geometry, to a rigidity theorem for ideal
convex polyhedra.
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The third author is supported by NSF of China (No.11601141 and No.11631010) and
China Scholarship Council (No. 201706135016).
2 Preliminaries
Let (Σ,T ) be a surface without boundary. Let T = (V, E, F) be a triangulation of Σ. For
i, j ∈ V , we write i ∼ j if i j ∈ E. A PL metric is a function l : V → R>0, such that for
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each i jk ∈ F, i jk forms a Euclidean triangle. For two adjacent triangles 4i jk and 4i jl as in
Figure 2, denote the sum of the opposite angles αi j = θ∠ik j + θ∠il j. If αi j ≤ pi for all i j ∈ E,
we call (T, l) is Delaunay.
In [8], Luo introduced the notion of the PL conformality.
Definition 2.1. Let l, l˜ be two PL metric on (Σ,T ). We call l and l˜ are PL conformal if
l˜i j = eui+u j li j ∀i j ∈ E
for some function u : V → R. Denote l˜ = u ∗ l.
For two adjacent triangles 4i jk and 4i jl, with anticlockwise ik jl as show in Figure 2.
The length cross ratio is defined as lcri j =
likl jl
lk jlli
. For the length cross ratio we have
(1) for i ∈ V ,∏
j∼i
lcri j = 1,
(2) invariant for two conformal PL metrics.
These properties play an important role in relating the PL conformality and hyperbolic
structure.
The curvature K is a function on V , defined as
Ki = 2pi −
∑
ki j∈F
θ∠ki j,
where θ∠ki j is the angle of ∠ki j. Given a PL metric l, it induces an intrinsic distance on the
triangulation T in the natural manner.
Let (T, l0) be the regular hexagonal triangulated flat plane with l0 ≡ 1, as shown in
Figure 1. Let (T, u ∗ l0) be a hexagonal triangulated plane PL conformal to the regular one
with PL conformal factor u. For such (T, u ∗ l0), it has a natural distance structure. We
call (T, u ∗ l0) flat if the curvature K is 0. We notice that (T, u ∗ l0) being isometric to C
implies (T, u ∗ l0) being flat. For the other direction, it is false. In fact, we consider V as
the points in C with complex coordinate m · 1 + n · ω with ω = 1+
√−3
2 for m, n ∈ Z. Let
u be the restriction on V of a linear function u˜ = az + b. Then by similarity we see u ∗ l0
is flat. The picture is shown in Figure 3, which is regarded as a lift of the covering map
C → C \ {0}. The PL metric in this way is not complete unless u is constant. Wu, Gu and
Sun [17] conjectured that it is the only possibility when just assuming flatness.
Conjecture 2.1. Let l be a PL metric on Cwith standard hexagonal triangulation, which is
PL conformal to l0 ≡ 1. Suppose (T, l) is flat. Then the conformal factor u is the restriction
on V of a linear function u˜ = az + b.
Let u be a function on V . For c ∈ V , we denote ∇cu(i) = u(i + c) − u(i) as the difference.
In particular, denote ∇1u(i) = u(i + 1) − u(i), ∇ωu(i) = u(i + ω) − u(i), i ∈ V as the “gradient”
of u.
The following lemma is very useful.
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Figure 3: A noncomplete hexagonal triangulation Figure 4: A hexagon with center
Lemma 2.2. Let 4i jk be a triangle with PL metric u ∗ l0, where l0 ≡ 1 and the conformal
factor u = (ui, u j, uk). Let θi, θ j, θk be the angle at the vertex i, j, k respectively. Then
∂θi
∂u j
= cot θk,
∂θi
∂uk
= cot θ j,
∂θi
∂ui
= − cot θ j − cot θk.
Proof. It is from direct calculation or see [8]. 
3 Proof of Theorem 1.4
3.1 Outline of the proof
In this section, we outline the proof of Theorem 1.4. The key step is to establish a maxi-
mum principle in the PL conformal settings. Let H = H(i0; i1, i2, i3, i4, i5, i6) be a hexagon
center at i0 with PL metric lˆ ≡ 1, see Figure 4.
Let u j be the conformal factor at the vertex i j. Fix u0 = 0. Then the length of the edge
iaib is lab = eua+ub . Denote
T = {u = (u1, · · · , u6) ∈ R6 : lab + lbc > lca for {a, b, c} = {0, i j, i j+1}, j = 1, · · · , 6}.
The index is modulo 6, say i7 = i1. For u ∈ T , denote
θ = θu =
6∑
j=1
θ∠i ji0i j+1 , Ku = 2pi − θu.
Denote
D = {u ∈ T : αi0i j ≤ pi, j = 1, · · · , 6}.
For u,v ∈ R6, we denote u ≥ v if ui ≥ vi for i = 1, · · · , 6. The maximum principle reads as:
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Lemma 3.1. Let u¯,u ∈ D. If Ku = Ku¯ = 0 and u¯ ≥ u, then u¯ = u.
From the maximum principle above, we show the following proposition, which plays
a similar role as Wu-Gu-Sun’s Lemma 2.2 in [17]. Let ∇ = ∇c for some c ∈ V .
Proposition 3.2. For any  > 0, R > 0, there exists a constant δ > 0 depending on ,R, such that
for any M > 0, i ∈ V , if
∇u(i) ≥ M − δ and ∇u|B(i,R) ≤ M,
then ∇u|B(i,R) ≥ M − .
The proofs of Lemma 3.1 and Proposition 3.2 are technical. We postpone the proofs to
Section 3.2 and 3.3 respectively. Once we showed Proposition 3.2, Wu-Gu-Sun’s results
[17] apply to finish the proof of Theorem 1.4. For the convenience of the readers, we
sketch the proof of Theorem 1.4 under Proposition 3.2.
First by direct calculation, we can show
Lemma 3.3. For M,N ∈ R, (M,N) , (0, 0), if ∇1u ≡ M and ∇ωu ≡ N, then there is a constant
R(M,N) depending on M,N, such that for any i ∈ V , the ball B(i,R(M,N)) must have area overlap.
Since area overlap is an open condition, we can show
Lemma 3.4. For M,N ∈ R, (M,N) , (0, 0), there exists (M,N) and R(M,N), such that for any
i ∈ V , if
|∇1u − M| < (M,N), |∇ωu − N | < (M,N) in B(i,R(M,N)),
then the ball B(i,R(M,N)) must have area overlap.
Suppose M = sup∇1u, M , 0. From Lemma 3.6 in Section 3.2, (M,N) lies in a compact
set depending on M. So we can choose the constants  = (M),R = R(M) in above lemmas
only depending on M. By showing the following lemma, we finish the proof of Theorem
1.4.
Lemma 3.5. Let M = sup∇1u. For any  > 0, R > 0, there exists i = i(M) ∈ V and N = N(M) ∈
R depending on M, such that
|∇1u − M| < , |∇ωu − N | <  in B(i,R).
To show this lemma, from M = sup∇1u, we use Proposition 3.2 to choose a large ball
B(i1,R1) such that ∇1u is almost M. For ∇ωu, we divide B(i1,R1) into many annuli such
that ∇ωu is almost constant in an annulus, in particular in a ball B(i2,R2). We can choose
R1 large enough such that R2 is great than R. Then we finish the whole proof.
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3.2 Proof of Lemma 3.1
In this section, we prove Lemma 3.1. At the beginning we show two estimates. The first
one is the universal bound of the length ratio, which is corresponding to the L∞ estimate
of the gradient in smooth case.
Lemma 3.6. Given a hexagonal triangulated plane, there is a universal constant 0, such that for
every 4ii1i2, li1i2 ≥ 0lii1
Proof. If not, suppose there is a sequence of triangles 4imim1 im2 such that lim1 im2 /limim1 → 0.
We normalize limim1 = 1 by similar transformation, still denoted as 4imim1 im2 . Consider the
sequence of the normalized hexagons centered at im. Notice that the length cross ratio
property, the triangle inequality and the flatness are closed conditions. By taking the
limit for m → 0, 4imim1 im2 degenerates to 4i∞i∞1 i∞2 , where li∞1 i∞2 = 0. By triangle inequality
li∞i∞1 = li∞i∞2 = 1. Consider 4i∞i∞2 i∞3 , by the length cross ratio property and the triangle
inequality li∞2 i∞3 = 0, li∞i∞2 = li∞i∞3 = 1. So we obtain ∠i
∞
1 i
∞i∞2 = ∠i
∞
1 i
∞i∞2 = 0. Repeat the
procedure, we obtain Ki∞ = 2pi, which contracts to the flatness. 
The second one is the universal lower bound of the angles under the Delaunay con-
dition.
Lemma 3.7. Given a Delauney hexagonal triangulated plane, there is a universal constant θ0,
such that for every 4ii1i2, ∠i2ii1 ≥ θ0.
Proof. If not, suppose there is a sequence of triangles 4imim1 im2 such that ∠im1 imim2 → 0, sup-
pose limim2 ≥ limim1 . We normalize limim1 = 1 by similar transformation, still denoted as 4imim1 im2 .
Consider the sequence of the normalized hexagons centered at im. Notice that the length
cross ratio property, the triangle inequality, the Delauney condition and the flatness are
closed conditions. By taking the limit for m → 0, 4imim1 im2 degenerates to 4i∞i∞1 i∞2 , where
∠i∞1 i
∞i∞2 = 0. Since i
∞i∞1 ≤ i∞i∞2 , together with Lemma 3.6, we have ∠i∞i∞1 i∞2 = pi. Consider
4i∞i∞2 i∞3 , by the Delauney condition, we have ∠i∞i∞2 i∞3 = 0. By the length cross ratio prop-
erty, we li∞i∞3 ≥ li∞i∞2 and ∠i∞2 i∞i∞3 = 0. Repeat the procedure, we obtain Ki∞ = 2pi, which
contracts to the flatness. 
Next, we show a lemma to avoid the degeneracy in the proof of Lemma 3.1.
Lemma 3.8. Suppose {l¯1, l¯2, l¯1 l¯2} forms a triangle. Suppose l1, l2 > 0 and l1 ≤ l¯1, l2 ≤ l¯2. Then
(1) l1 + l2 > l1l2,
(2) if in addition l2 = l¯2, then l2 + l1l2 > l1.
Proof. To show (1), if l1 + l2 ≤ l1l2, we have l1, l2 ≥ 1 and
l¯1 l¯2 − l¯1 − l¯2 = (l¯1 − 1)(l¯2 − 1) − 1 ≥ (l1 − 1)(l2 − 1) − 1 ≥ 0.
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Contradiction. To show (2), if l2 + l1l2 ≤ l1, we have l¯2 = l2 < 1 and
l¯1 ≥ l1 ≥ l21 − l2 =
l¯2
1 − l¯2
.
Contradiction. 
Let H = H(i0; i1, i2, i3, i4, i5, i6) be a hexagon center at i0. Set u j be the conformal factor
at the vertex i j. Fix u0 = 0. RecallD is the set of Delaunay hexagon as in Section 3.1.
Let u¯,u ∈ D. Suppose u¯ ≥ u. Denote
Du¯,u = {u ∈ D : u ≤ u ≤ u¯}.
Du¯,u is clearly bounded.
Lemma 3.9. Du¯,u is closed in R6.
Proof. Let ui ∈ Du¯,u, u∞ ∈ R6 and ui → u∞. We only need to verify that {l∞i0is , l∞i0is+1 , l∞i0is l∞i0is+1}
forms a triangle. Suppose l∞i0is ≤ l∞i0is+1 . From the part (1) of Lemma 3.8, together with
u¯ ≥ u∞ ≥ u, the only possible case is
li0is+1 = li0is + lisis+1 , θ∠i0is+1is = pi.
It implies li0is < lisis+1 . Since αi0i j+1 , we have θ∠i0is+2is+1 = 0. From the part (1) of Lemma 3.8,
we have
li0is+2 = li0is+1 + lis+1is+2 , θ∠i0is+2is+1 = pi.
It implies li0is+1 < lis+1is+2 . Repeat the procedure, we obtain the contradiction. 
Now we prove the maximum principle Lemma 3.1.
Lemma 3.10. Let u¯,u ∈ D. If Ku = Ku¯ = 0 and u¯ ≥ u, then u¯ = u.
Proof. Suppose u¯,u are as in the assumptions.
Claim 0: Let u ∈ Du¯,u, u , u¯, θu ≥ 2pi. Then there exists v ∈ Du¯,u, such that v ≥ u and
θv > θu.
Suppose Claim 0 holds. We first apply Claim 0 to u = u. Then there exists v1 ∈ Du¯,u,
such that v1 ≥ u and θv1 > θu = 2pi. Denote
S = {u ∈ Du¯,u : θu ≥ θv1}.
For u ∈ S , denote
||u¯ − u||1 =
6∑
i=1
|u¯i − ui|.
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Set A = inf
u∈S ||u¯ − u||1. We suppose u
i ∈ S , ||u¯ − ui||1 → A and ui → u∞. From Lemma 3.9, S
is closed. So u∞ ∈ S . If A = 0, then u∞ = u¯. Then
2pi < θv1 ≤ θu∞ = θu¯ ≤ 2pi.
Contradiction. If A > 0, we apply Claim 0 to u = u∞. Then there exists v ∈ Du¯,u, such that
v ≥ u∞ and θv > θu∞ . So v ∈ S and ||u¯ − v||1 > ||u¯ − u∞||1 = A. Contradiction. So we show
Lemma 3.10 under Claim 0. Now we prove Claim 0.
Claim 1: If u j < u¯ j and αi0i j < pi, then Claim 0 holds.
We consider v = (u1, · · · , u j + , · · · , u6),  small enough. From Lemma 2.2, we have
∂θ∠i0i ji j+1
∂u j
= −(cot θ∠i ji0i j+1 + cot θ∠i ji j+1i0) ≤ 0,
∂θ∠i0i ji j−1
∂u j
= −(cot θ∠i ji0i j−1 + cot θ∠i ji j−1i0) ≤ 0.
Since αi0i j < pi, we see for  small enough, v ∈ Du¯,u. From Lemma 2.2 and αi0i j < pi,
∂θ
∂u j
= cot θ∠i0i j+1i j + cot θ∠i0i j−1i j > 0.
Let  small enough, we finish the proof of Claim 1.
We continue to prove Claim 0. Let u ∈ Du¯,u, u , u¯, θu ≥ 2pi. From Claim 1, we
may suppose that u j < u¯ j implies αi0i j ≥ pi (in fact = pi). We show the configuration is
impossible. Let S = {ui : ui < u¯i}, k = #S . Then
6pi = the sum of all angles of the six triangles > k · pi + θu ≥ (k + 2)pi.
So k ≤ 3. Suppose u j = u¯ j, u j+l = u¯ j+l, for some l ∈ {1, · · · , k + 1}, and u j+s < u¯ j+s, s =
1, · · · , l − 1. We only prove the case
u1 = u¯1, u2 < u¯2, u3 < u¯3, u4 < u¯4, u5 = u¯5, u6 ≤ u¯6, αi0i2 , αi0i3 , αi0i4 ≥ pi.
For other cases, the proof is similar. Denote
As = cot θ∠isi0is−1 + cot θ∠isi0is+1 ,
Bs = cot θ∠isi0is−1 + cot θ∠isis−1i0 ,
Cs = cot θ∠isi0is+1 + cot θ∠isis+1i0 .
Notice that Bs,Cs > 0. And if αi0is ≥ pi then As > Bs + Cs . Let X1, · · · , X6 be the solution to
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the following equation system
X1 = 0,
X2 = 1,
A2X2 − B3X3 = 0,
A3X3 − B4X4 −C2X2 = 0,
X5 = 0.
X6 = 0.
We consider the following flow ut = (ut1, · · · , ut6). We omit the superscript t if there is no
confusion.
d
dt
ui = Xi, i = 1, · · · , 6,
u0i = ui, i = 1, · · · , 6.
Then as long as the flow ut ∈ Tu¯,u, from Lemma 2.2,
dαi0is
dt
= As
dus
dt
− Bs+1 dus+1dt −Cs−1
dus−1
dt
.
Hence αti0is = α
0
i0is
≥ pi for s = 2, 3. Then A2 > B2 + C2 > 0, A3 > B3 + C3 > 0. Then we see
X2, X3 > 0. To see X4, we have
X4 =
1
B4
(A3X3 −C2X2) = 1B4B3 (A3A2 − B3C2) > 0.
So ut is increasing. To see αi0i4 , from Lemma 2.2, we have
dαi0i4
dt
= A4
du4
dt
−C3 du3dt .
Since
A4X4 −C3X3 = 1B4 (A4A3X3 − A4C2X2 − B4C3X3)
=
1
B4B3
(A4A3A2 − A4B3C2 − B4C3A2)
>
1
B4B3
(A4(B3 +C3)A2 − A4B3C2 − B4C3A2)
>
1
B4B3
(A4C3A2 − B4C3A2),
if αi0i4 ≥ pi then dαi0i4dt > 0. Since α0i0i4 ≥ pi, we have αti0i4 > pi for t > 0.
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Let T be the maximal existence time of ut in Tu¯,u. Since ut is increasing and bounded,
it has a limit uˆ in the closure of Tu¯,u. Notice that uˆ preserves all the closed condition.
We rule out the possibility that the triangle inequality becomes equality for one of the
triangles of uˆ. Suppose 4isi0is+1 degenerates, lˆi0is ≥ lˆi0is+1 . We have uˆs+1 ≥ us+1 > 0, uˆs ≥
us > 0. From the part (1) Lemma 3.8, the only possible case is
lˆi0is = lˆi0is+1 + lˆisis+1 , θˆ∠i0is+1is = pi.
Since αˆi0is+1 ≥ pi, we have θˆ∠i0is+2is+1 = pi. Repeat this procedure until 4i5i0i4, then it contra-
dicts to the part (2) of Lemma 3.8. Hence at t = T , it must happen for some i ∈ {2, 3, 4},
ui = u¯i. If ui = u¯i for all i = 2, 3, 4, then pi < αi0i4 = α¯i0i4 ≤ pi, which is a contradiction.
Otherwise, we repeat the flow procedure and finally obtain the contradiction. We finish
the proof. 
3.3 Proof of Proposition 3.2
In this section, we prove Proposition 3.3. In [17], Wu, Gu and Sun introduced the notion
of quasi-harmonicity.
Definition 3.11. Let f be a function on V . For m > 0, we call f is quasi-harmonic with
harmonic factor m if for any i ∈ V , there is a weighted average f (i) = ∑
j∼i
m j f ( j), where m j
is depending on i and
∑
j∼i
m j = 1, such that m j ≥ m for j ∼ i.
The quasi-harmonicity of f means f (i) is an average of the values of its neighbors,
but not being so close to the maximum or minimum. The next lemma gives a sufficient
condition to show the quasi-harmonicity.
Lemma 3.12. Given  > 0. Let ai ∈ R, i = 1, · · · , 6. Suppose max
i
ai ≥  and min
i
ai ≤ −. Then
there exists m > 0 depending on , such that
6∑
i=1
miai = 0 for some mi satisfying
6∑
i=1
mi = 1, mi ≥ m, i = 1, · · · , 6.
Proof. Suppose a1 = min
i
ai, a6 = max
i
ai. Set a¯ = 14
4∑
i=1
ai. We assume a¯ ≥ 0. Set a˜ =
1
2 (a¯ + a6) ≥ 2 . Then
0 = a˜a1 + (−a1)a˜ = a˜a1 + −a18
4∑
i=1
ai +
−a1
2
a6.
We finish the proof. 
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Let (T, u ∗ l0) be a flat hexagonal Delaunay triangulated plane. Let H =
(i0; i1, i2, i3, i4, i5, i6) and H′ = (i′0; i
′
1, i
′
2, i
′
3, i
′
4, i
′
5, i
′
6) be two hexagons of (T, u ∗ l0). Define
the difference ∇u : V → R as ∇u j = u j′ − u j, and similarly defined for other terms. The
next lemma shows that for ∇u, i ∈ V , either ∇u is quasi-harmonic at i or ∇u(i) is close to
the values of its neighbors.
Lemma 3.13. For any  > 0, there exists a constant m > 0 depending on , such that either one
of the following situations holds,
(1) |∇ui − ∇u0| ≤  for i = 1, · · · , 6;
(2) ∇u is quasi-harmonic at i0 with harmonic factor m.
Proof. Suppose situation (1) fails, we show situation (2) holds. Notice that ∇us − ∇u0 is
invariant under the similar transformation, i.e.
(ui, u j, uk, ui′ , u j′ , uk′) 7→ (ui + c, u j + c, uk + c, ui′ + c′, u j′ + c′, uk′ + c′).
So we may assume u0 = u′0 = 0. By the assumption, we assume maxi ∇ui ≥ . Regard
u = (u1, · · · , u6) as a point in R6. We claim there is a constant 1 > 0 depending on , such
that min
i
∇ui ≤ −1. If it is false, there exists a sequence of pairs (un,u′n) ∈ D × D with
Kun = Ku′n = 0, such that
max
i
∇ui ≥  and min
i
∇ui ≥ −1n .
Notice that u j =
li ji j+1
li0i j+1
, then from Lemma 3.6, we have {un} is bounded. By taking subse-
quence, we may assume un → u∞ ∈ R6. From Lemma 3.7, the triangles in u∞ won’t be
degenerate. Then there exists
u∞,u′∞ ∈ D, u∞ ≥ u′∞, u∞ , u′∞ and Ku∞ = Ku′∞ = 0,
which contradicts to Lemma 3.10. So we have max
i
∇ui ≥ 1 and min
i
∇ui ≤ −2. Then
Lemma 3.13 follows from Lemma 3.12. 
Now we are ready to prove Proposition 3.2.
Proposition 3.14. For any  > 0, R > 0, there exists a constant δ > 0 depending on ,R, such
that for any M > 0, i ∈ V , if
∇u(i) ≥ M − δ and ∇u|B(i,R) ≤ M,
then ∇u|B(i,R) ≥ M − .
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Proof. For  > 0, R > 0, set R = , δR = . Define k,mk, δk, k = 0, 1, · · · ,R by induction as
follows: k = 12δk+1; mk is determined by k as in Lemma 3.13, suppose mk ≤ 12 ; δk = mkδk+1.
Then δ = δ0 is the desired constant. In fact, for any M > 0, i ∈ V , suppose ∇u(i) ≥
M − δ and ∇u|B(i,R) ≤ M. Let f (k) = min
d(i, j)≤k∇u( j), we claim f (k) ≥ M − δk. The claim holds
for k = 0. By induction, suppose the claim holds for k, we consider the claim for k+ 1. For
any p ∈ V , d(i, p) = k + 1, there exists q ∈ V such that d(i, q) = k and p ∼ q. Consider the
hexagon centered at q. From Lemma 3.13, for k, there are two situations:
(1) |∇u(s) − ∇u(q)| ≤ k for s ∼ q;
(2) there exists ms ≥ mk, s ∼ q such that ∑
s∼q
ms = 1 and ∇u(q) = ∑
s∼q
ms∇u(s).
For situation (1),
∇u(p) ≥ ∇u(q) − k ≥ f (k) − k ≥ M − δk − k = M − (mk + 12)δk+1 ≥ M − δk+1.
For situation (2),
M − ∇u(p) ≤
∑
s∼q
ms
mk
(M − ∇u(s)) = 1
mk
(M − ∇u(q)) ≤ 1
mk
(M − f (k)) ≤ δk+1.
So we finish the proof of the claim. Let k = R, we finish the proof of the Proposition. 
4 Viewpoints from hyperbolic geometry
4.1 PL conformal vs. hyperbolic geometry
We first recall some basic facts in hyperbolic geometry. Identifying the unit disk D ⊂ C
with the set {(x1, x2, x3) ∈ R3 : x21 + x22 < 1} in R3, and mapping D under the stereographic
projection Π with respect to the south pole (0, 0,−1), we obtain the upper half of the unit
sphere
S2+ = {x = (x1, x2, x3) ∈ R3 : |x| = 1, x3 > 0}.
Thus, composing Π with the projection P : (x1, x2, x3) 7→ (x1, x2, 0), we obtain a home-
omorphism PΠ from D onto itself. We can extend PΠ continuously to the boundary S 1
of D by setting PΠ(x) = x. The geodesic lines on the Poincare´ unit disk model (D, 2|dz|1−|z|2 )
of H2 are mapped under PΠ to Euclidean segments with the same end points. The disc
D with the metric induced by PΠ from (D, 2|dz|1−|z|2 ) is called the Klein model (also called the
projective model) of the hyperbolic plane H2. See Figure 5. Similarly, we obtain the Klein
model on the interior of any circle in C.
On any PL surface (Σ,T, l), Bobenko, Pinkall and Springborn [3] constructed a com-
plete natural hyperbolic metric with cusps. Consider a Euclidean triangle with its cir-
cumcircle. Interpret the interior of the circumcircle as the Klein model, then the Euclidean
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Figure 5: The stereographic projection and the Klein model
triangle becomes an ideal hyperbolic triangle, that is, a hyperbolic triangle with vertices
at infinity. This construction equips any Euclidean triangle (minus its vertices) with a
hyperbolic metric. If it is performed on all triangles in the triangulation T , then the hy-
perbolic metrics induced on the individual triangles fit together, so Σ\V is equipped with
a hyperbolic metric with cusps at the vertices. Thus, T becomes an ideal triangulation of
a hyperbolic surface Σ with cusps V .
Figure 6: A Euclidean triangle and the corresponding ideal one
Gu, Luo, Sun and Wu [6] further expressed the above construction more geometri-
cally. Consider C as the sphere at the infinity of the hyperbolic 3-space H3 = C × R>0.
For each Euclidean triangle τ (considered as a subset of C), let τ∗ be the ideal hyperbolic
triangle in H3 having the same set of vertices as that of τ. Geometrically, τ∗ is exactly
the convex hull in H3 spanned by the three vertices of τ. See Figure 6. If τ1, τ2 are two
Euclidean triangles in T glued along their common edge by a Euclidean isometry f , then
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one glues τ∗1 and τ
∗
2 along their corresponding edges by f˜ (the Poincare´ extension of f ).
See Figure 7. In this way, one produces a hyperbolic metric l∗ on Σ \ V with cusps V . For
any (oriented) edge i j, let i jk, i jl be the two Euclidean triangles in T that adjacent to i j.
Penner [10] showed that Thurston’s shear coordinate at i j of the hyperbolic metric l∗ con-
structed above is ln(l jllik/lill jk). At each vertex i, it is easy to see that all shear coordinates
ln(l jllik/lill jk) sum to zero. By Thurston [16] §3.7-§3.9, the hyperbolic metric l∗ constructed
above is complete.
Figure 7: Gluing Euclidean triangles and the corresponding ideal ones
Theorem 4.1 (Bobenko-Pinkall-Springborn). Two PL metrics l and l˜ are PL conformal if and
only if the corresponding complete hyperbolic metrics with cusps l∗ and l˜∗ are isometric.
Proof. We give a proof here by following Bobenko, Pinkall, Springborn [3] and Gu, Luo,
Sun, Wu [6][9]. By Thurston’s theory of hyperbolic surfaces, the hyperbolic metrics l∗ and
l˜∗ are isometric if and only if their shear coordinates are the same at each edge e ∈ T . For
any (oriented) edge i j, let i jk, i jl be the two Euclidean triangles in T that adjacent to i j.
The shear coordinate at the edge i j is ln lcri j, where
lcri j =
lill jk
ll jlki
is the length-cross-ratio at i j (we refer §2.3 [3] for more about lcr). If l and l˜ are PL confor-
mal, that is, l˜ = u ∗ l for some u : V → R, then obviously l˜cri j = lcri j for each i j. It follows
that l∗ and l˜∗ are isometric. Conversely, if l∗ and l˜∗ are isometric, then l˜cr = lcr. For each
triangle i jk, one may find a unique solution ui, u j, uk so as l˜st = eus+ut lst, st ∈ {i j, jk, ki}. For
another triangle i jl which sharing a common edge with i jk, one may also find a unique
solution u′i , u
′
j, u
′
l so as l˜st = e
u′s+u′t lst, st ∈ {i j, jl, li}. From l˜cri j = lcri j, one easily see u′i = u′i .
This implies there is a global defined function u : V → R so that l˜ = u ∗ l and hence l and l˜
are PL conformal. 
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Figure 8: A hyperbolic plane Figure 9: Two intersecting hyperbolic planes
4.2 Delaunay triangulations and convex hyperbolic polyhedra
The Delaunay condition (αi j ≤ pi for each interior edge i j) can also be rephrased as “the
circumcircle of each triangle does not contain any vertices in its interior” [11][14]. Given a
locally finite Delaunay triangulation T = (V, E, F) of C. By definition, locally finite means
that at each vertex i ∈ V , there is only finite vertices adjacent to i. We erase all such edge
i j with αi j = pi, and obtain a reduced Delaunay decomposition T red = (V, Ered, Fred) of
C. Note that Ered is a subset of E. Moreover, a face τ in the reduced decomposition T red
may not be a triangle again. However, τ is always a finite convex polygon inscribed in a
circle, which is denoted by Cτ. Recall C is considered as the sphere at the infinity of the
hyperbolic 3-space H3 = C × R>0. Thus Cτ is the boundary of a hyperbolic plane C∗τ in
H3, or say, Cτ is the intersection at infinity between C∗τ and ∂H3. Geometrically, C∗τ is the
convex hull spanned by Cτ in H3. Obviously, the half sphere C∗τ divide H3 into two part.
Denote C∗τ(−) by the open set in H3 below the half sphere C∗τ and above the plane C. See
Figure 8. Then we obtain an ideal hyperbolic polyhedra with infinite vertices
P(T, l) =
⋂
τ∈Fred
H3 \C∗τ(−).
P(T, l) is convex, since T is Delaunay. By definition, the dihedral angle of P(T, l) at an
edge i j ∈ Ered is the intersection angle between the two half spheres C∗i jk and C∗i jl (we
assume that the two triangles i jk and i jl have a common edge i j, and are embedded in
C), which equals to the intersection angle Φi j between the two circles Ci jk and Ci jl. By
elementary arguments (or see [12]), one obtain Φi j = αi j. See Figure 9. Thus the Delaunay
condition αi j ≤ pi says that all dihedral angles of P(T, l) are no more than pi, which implies
that P(T, l) is convex.
4.3 A hyperbolic geometry interpretation of Theorem 1.4
Let (Thex, l) be the standard hexagonal triangulation on C equiped with a PL-metric l. We
assume that (Thex, l) is flat, complete and Delaunay. Recall P(Thex, l) is the corresponding
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ideal hyperbolic polyhedron constructed in the previous section. Its boundary ∂P(Thex, l)
is a hyperbolic surface with infinite cusps V . By Theorem 4.1, two such PL metrics l˜
and l are PL conformal if and only if the hyperbolic surfaces ∂P(Thex, l˜) and ∂P(Thex, l) are
isometric. Thus Theorem 1.4 may be rephrased as
Theorem 4.2. If the hyperbolic surface ∂P(Thex, l) with cusps is isometric to ∂P(Thex, l0), where
l is flat, complete and Delaunay. Then the ideal polyhedron P(Thex, l) is isometric to P(Thex, l0).
A convex ideal hyperbolic polyhedron P with infinite but locally finite faces is called
hexagonally triangulated, if the combinatoric of its boundary is equivalent to some reduced
Delaunay decomposition T redhex of (Thex, l0). In other words, P is called hexagonally trian-
gulated, if one can further triangulate its boundary (without adding new vertices) so as
each vertex have valent six. In this case, the combinatoric of the further triangulated
boundary becomes equivalent to a hexagonal triangulation of C. See Figure 10.
Figure 10: Hexagonally triangulation
Corollary 4.3. Given an infinite convex ideal hexagonally triangulated polyhedron P in H3. If
∂P is isometric to ∂P(Thex, l0), then P is congruent to the standard ideal polyhedron P(Thex, l).
We refer to Luo [9], Rivin [12] and Springborn [15] for more interpretations.
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