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Cap´ıtulo 1
Introduccio´n
Este trabajo esta´ dividido en cuatro cap´ıtulos (incluyendo este Cap´ıtulo 1
a modo de introduccio´n general). Los resultados originales se encuentran en
los cap´ıtulos 3 y 4. Los resultados principales los denotaremos como Teorema
A, Corolario B, ... y han sido publicados en [1] y [2].
En el Cap´ıtulo 2, hacemos un breve repaso a la Teor´ıa de Caracteres Or-
dinarios y de Brauer, explicando los conceptos y resultados que usaremos en
los otros cap´ıtulos. El cara´cter proyectivo indescomponible principal juega un
papel esencial en el Cap´ıtulo 3 de esta Memoria. Recordaremos en el Cap´ıtulo
2 que si p es un primo y G es un grupo finito que tiene un p-complemento H,
si denotamos Φ1G0 al cara´cter proyectivo indescomponible principal de G, se
tiene que Φ1G0 es igual a (1H)
G, el cara´cter inducido por el cara´cter principal
de H en G.
Uno de los problemas fundamentales de la Teor´ıa de Caracteres es la
Conjetura de McKay. La Conjetura de McKay afirma que si G es un grupo
finito, p es un primo, y P ∈ Sylp(G), se cumple que
|Irrp′(G)| = |Irrp′(NG (P ))| ,
donde Irrp′(G) es el conjunto de caracteres irreducibles de G de p
′-grado
(esto es, caracteres de grado no divisible por p). Esto equivale a que existe
una biyeccio´n entre los conjuntos de caracteres Irrp′(G) e Irrp′(NG (P )). En
general, no se cree que exista una biyeccio´n natural entre estos dos conjuntos.
(A lo largo de este trabajo, cuando digamos que una aplicacio´n es natural
o cano´nica, queremos decir que esta´ definida expl´ıcitamente, sin ningu´n tipo
de eleccio´n que pudiese cambiar su definicio´n). Aunque, como hemos dicho,
se sospecha que no existen biyecciones naturales
Irrp′(G)→ Irrp′(NG (P )) ,
bajo ciertas hipo´tesis adicionales, diversos autores han logrado construirlas.
1
2 CAPI´TULO 1. INTRODUCCIO´N
Denotemos N = NG (P ). G. Navarro, en [15], pudo hallar una biyeccio´n
natural entre los conjuntos Irrp′(G) e Irrp′(N), en el caso en que G es un
grupo finito p-resoluble en el que N = P . Esta biyeccio´n es muy sencilla
de describir: si χ ∈ Irrp′(G) y λ ∈ Irrp′(P ), se corresponden si y so´lo si
χ∗ = λ es el u´nico constituyente irreducible de χP de p′-grado. En particular,
χ(1) ≡ χ∗(1) mod p, un hecho que resulta fundamental a la luz de la llamada
Conjetura de Isaacs-Navarro (ve´ase [11]). En el Cap´ıtulo 3 extendemos esta
biyeccio´n, y en el Teorema A obtenemos una biyeccio´n cano´nica
Γ : Irrp′(Φ1G0 )→ Irrp′(Φ1N0 ) ,
donde Irrp′(Φ1G0 ) son los caracteres de Irrp′(G) que son constituyentes irredu-
cibles del cara´cter proyectivo Φ1G0 . La correspondencia Γ cumple una serie de
propiedades: por ejemplo, si χ ∈ Irrp′(Φ1G0 ), entonces Γ(χ) es un constituyen-
te irreducible de χN , y su grado divide al grado de χ. Esta correspondencia,
por ser natural, conmuta con la accio´n del grupo de Galois Gal(Q|G|/Q).
Adema´s, en el caso en que N = P , recuperamos la biyeccio´n de Navarro de
[15].
En realidad, trabajaremos con grupos pi-separables (donde pi es un con-
junto de nu´meros primos), as´ı que relajaremos au´n ma´s las hipo´tesis de la
biyeccio´n de [15]. Usando la biyeccio´n Γ, obtenemos los Corolarios B y C. En
particular, podemos contar con exactitud el nu´mero de caracteres racionales
de grado impar de un grupo finito resoluble en te´rminos locales. Tambie´n ob-
tenemos una desigualdad que podr´ıa ser cierta para todos los grupos finitos.
Para llegar a esta biyeccio´n, necesitaremos trabajar con diversos concep-
tos, como los caracteres pi-especiales de D. Gajendragadkar, la extensio´n que
de ellos hizo M. Isaacs con los caracteres Bpi(G), y tambie´n con los caracteres
sate´lite introducidos por M. Isaacs y G. Navarro en [10].
Hay otros casos en los que se ha podido probar que existen correspon-
dencias naturales entre Irrp′(G) e Irrp′(N). En 1973, M. Isaacs encontro´ una
biyeccio´n natural cuando G es resoluble y |G : N | es impar. Ma´s recientemen-
te, en 2008, A. Turull encontro´ otra biyeccio´n natural si G es resoluble y |N |
es impar. En el Cap´ıtulo 4, conseguimos una biyeccio´n cano´nica para grupos
resolubles, con hipo´tesis ma´s generales que las de Turull. Nuestra estrategia
es nueva: en lugar de imponer condiciones al grupo, restringimos el dominio
de la aplicacio´n cano´nica. Ma´s concretamente, en el Teorema D obtenemos
una biyeccio´n cano´nica
∗ : B2′(G) ∩ Irrp′(G)→ B2′(N) ∩ Irrp′(N) .
Esta biyeccio´n cano´nica satisface, de nuevo, varias propiedades fundamenta-
les, entre ellas las de la congruencia χ(1) ≡ ±χ∗(1) mod p, predicha por la
Conjetura de Isaacs-Navarro en [11].
3Si 0 denota restriccio´n a 2′-elementos, se tiene que 0 define una biyeccio´n
cano´nica de B2′(G) al conjunto de caracteres de 2-Brauer irreducibles IBr(G),
y por tanto, a partir de la biyeccio´n ∗ : B2′(G)∩ Irrp′(G)→ B2′(N)∩ Irrp′(N)
obtenemos una biyeccio´n cano´nica
IBrp′(G)→ IBrp′(N) ,
donde IBrp′(G) denota el conjunto de caracteres de 2-Brauer de G de p
′-
grado. Usando esta correspondencia cano´nica, podemos probar fa´cilmente
el Corolario E, que es el resultado principal de [18], y que afirma que si G
un grupo resoluble y P ∈ Sylp(G), entonces NG (P ) tiene un 2-subgrupo de
Sylow normal si y so´lo si 1G0 es el u´nico cara´cter real de 2-Brauer de G de
p′-grado. Este es un resultado ma´s en la serie de resultados sobre co´mo la
tabla de caracteres de un grupo finito G contiene informacio´n local.
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Cap´ıtulo 2
Preliminares
2.1. Introduccio´n
En este cap´ıtulo, en primer lugar, hacemos una breve introduccio´n a algu-
nos conceptos ba´sicos de la Teor´ıa de Caracteres Ordinarios, citando diversos
resultados conocidos que usaremos a lo largo de este trabajo, sin demostrar
ninguno de ellos.
Ma´s adelante, tambie´n haremos una introduccio´n a la Teor´ıa de Carac-
teres de Brauer, demostrando en este caso lo necesario para probar que si
G un grupo finito, p un primo y H un p-complemento de G, entonces Φ1G0 ,
el cara´cter proyectivo indescomponible principal de G, es igual a (1H)
G, el
cara´cter inducido por el cara´cter principal de H en G. Despue´s de esto, cita-
remos otros resultados que utilizaremos. Confiamos en que despue´s de esta
introduccio´n, el lector podra´ leer con ma´s facilidad los principales cap´ıtulos
de esta Memoria.
2.2. Caracteres Ordinarios
Sea G un grupo finito. En general, seguiremos la notacio´n de [8] para
caracteres ordinarios.
Denotaremos por cf(G) al conjunto de funciones de clase complejas de G
(esto es, funciones α : G→ C que son invariantes en cada clase de conjuga-
cio´n).
Recordamos que una representacio´n compleja de G es un homomorfismo
de grupos X : G→ GLn(C). La representacio´n X origina el cara´cter χ : G→
C dado por
χ(g) = Traza(X (g)) .
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El primer resultado fundamental es que dos representaciones X ,Y originan
el mismo cara´cter si y so´lo si existe M ∈ GLn(C) tal que M−1X (g)M = Y(g)
para todo g ∈ G.
Los caracteres irreducibles de G, Irr(G), son los caracteres que no son
suma de dos caracteres, y se tiene que Irr(G) es una C-base de cf(G). En
particular, |Irr(G)| = |Cl(G)|, el nu´mero de clases de conjugacio´n de G.
Denotamos por Ch(G) al conjunto de caracteres de G.
Si χ ∈ Ch(G), decimos que χ(1) ∈ N∗ es el grado de χ, y se dice que χ es
lineal si y so´lo si su grado es 1 (adema´s, en este caso, se tiene que χ ∈ Irr(G)).
A la funcio´n constante 1G le llamamos cara´cter principal de G.
Teorema 2.2.1. Sea χ ∈ Irr(G). Entonces χ(1) divide a |G|.
Demostracio´n. Teorema 3.11 de [8]
Denotamos por
[·, ·] : cf(G)× cf(G)→ C
al producto interno definido por
[α, β] =
1
|G|
∑
x∈G
α(x)β(x) ,
donde α, β ∈ cf(G). La Primera Relacio´n de Ortogonalidad afirma que Irr(G)
es una base ortonormal para este producto interno, y por tanto, si α ∈ cf(G),
se tiene que
α =
∑
χ∈Irr(G)
[α, χ]χ ,
y α ∈ Ch(G) si y so´lo si [α, χ] ∈ N para todo χ ∈ Irr(G) (pero no son todos
cero).
Si α, β ∈ Ch(G), decimos que β es un constituyente de α si
[β, χ] ≤ [α, χ] para todo χ ∈ Irr(G) .
Adema´s, si β ∈ Irr(G) es un constituyente de α, decimos que es un constitu-
yente irreducible de α. Denotamos al conjunto de constituyentes irreducibles
de α por Irr(α); as´ı, se tiene que
Irr(α) = {χ ∈ Irr(G) | [α, χ] 6= 0} .
A partir de la Primera Relacio´n de Ortogonalidad podemos deducir el
siguiente resultado.
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Teorema 2.2.2 (Segunda Relacio´n de Ortogonalidad). Sean g, h ∈ G, y
denotemos por Cl(g),Cl(h) a sus respectivas clases de conjugacio´n en G.
Entonces ∑
χ∈Irr(G)
χ(g)χ(h) = |CG(g)|δCl(g),Cl(h) .
Demostracio´n. Esto es el Teorema 2.18 de [8].
Se define el nu´cleo de un cara´cter χ ∈ Ch(G) como el nu´cleo de cual-
quier representacio´n que origina dicho cara´cter, y lo escribimos como ker(χ).
Adema´s, se tiene que
ker(χ) = {g ∈ G | χ(g) = χ(1)} .
Si ker(χ) = 1, decimos que χ es fiel.
Lema 2.2.3. Sea N CG.
(a) Si χ ∈ Ch(G) y N ⊆ ker(χ), entonces χ es constante en las coclases de
N en G, y si definimos una funcio´n χˆ en G/N mediante χˆ(gN) = χ(g),
tenemos que χˆ ∈ Ch(G/N).
(b) Si χˆ ∈ Ch(G/N), entonces si definimos una funcio´n χ en G mediante
χ(g) = χˆ(gN), tenemos que χ ∈ Ch(G).
(c) En cualquiera de los anteriores casos, se tiene que χ ∈ Irr(G) si y so´lo
si χˆ ∈ Irr(G/N).
Demostracio´n. Esto es el Lema 2.22 de [8].
Usando este lema, identificaremos χˆ con χ, y usando esta identificacio´n,
tenemos que Irr(G/N) = {χ ∈ Irr(G) | N ⊆ ker(χ)}.
Si G′ = [G,G] es el subgrupo derivado de G, entonces se tiene que un
cara´cter χ ∈ Irr(G) es lineal si y so´lo si χ ∈ Irr(G/G′).
Si pi es un conjunto de nu´meros primos, definimos
Irrpi(G) = {χ ∈ Irr(G) | χ(1) es un pi-nu´mero} .
Denotaremos por pi′ el conjunto de nu´meros primos que no esta´n en pi. Si
pi = {p}, donde p es un nu´mero primo, escribiremos Irrp(G) = Irrpi(G) e
Irrp′(G) = Irrpi′(G).
Si χ, ψ ∈ Ch(G), definimos el producto de estos caracteres como la funcio´n
χψ en G dada por χψ(g) = χ(g)ψ(g). Se tiene que χψ ∈ Ch(G), y el conjunto
de caracteres lineales de G es un grupo abeliano bajo esta operacio´n.
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Sea χ ∈ Ch(G). Sea X una C-representacio´n que origina el cara´cter χ, y
definimos la siguiente aplicacio´n en G:
det(χ)(g) = detX (g)
Entonces, det(χ) esta´ bien definido (esto es, es independiente de la repre-
sentacio´n escogida), y det(χ) es un cara´cter lineal de G (notemos que si χ es
lineal, entonces det(χ) = χ). Decimos que el orden de χ (y lo escribimos como
o(χ)) es el orden de det(χ) como miembro del grupo de caracteres lineales
de G.
Supongamos que H ≤ G. Si χ ∈ Ch(G), la restriccio´n de χ a H, que
representamos por χH , es un cara´cter de H. Si φ ∈ Ch(H), definimos la
funcio´n φG en G dada por
φG(g) =
1
|H|
∑
x∈G
φ∗(gx) ,
donde φ∗(h) = φ(h) para todo h ∈ H, y φ∗(g) = 0 para todo g /∈ H.
Entonces, se tiene que φG ∈ Ch(G), y a φG le llamamos cara´cter inducido
por φ en G. Es trivial comprobar que φG(1) = |G : H|φ(1).
A lo largo de este trabajo usaremos estas sencillas igualdades:
(a) Si H ≤ K ≤ G y φ ∈ Ch(H), entonces (φK)G = φG.
(b) SiH,K ≤ G dondeHK = G, y φ ∈ Ch(H), entonces (φG)K = (φH∩K)K .
Lema 2.2.4. Sea H ≤ G, y sea θ ∈ Irr(H). Entonces
ker(θG) =
⋂
x∈G
(ker(θ))x .
Demostracio´n. Esto es el Lema 5.11 de [8].
Lema 2.2.5 (Reciprocidad de Frobenius). Sea H ≤ G, y sean χ ∈ Ch(G) y
φ ∈ Ch(H). Entonces [χ, φG] = [χH , φ].
Demostracio´n. Esto es el Lema 5.2 de [8].
Si H ≤ G y θ ∈ Irr(H), definimos
Irr(G|θ) = {χ ∈ Irr(G) | [χH , θ] 6= 0} .
As´ı, por la reciprocidad de Frobenius, Irr(G|θ) = Irr(θG), y decimos que θ
esta´ bajo χ ∈ Irr(G) (o que χ esta´ por encima de θ) cuando χ ∈ Irr(G|θ).
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Hacemos notar que podemos combinar esta notacio´n con la de caracteres de
pi-grado: por ejemplo,
Irrpi(G|θ) = Irr(G|θ) ∩ Irrpi(G)
son los constituyentes irreducibles de θG de pi-grado.
Un cara´cter homoge´neo es un cara´cter que es mu´ltiplo de un irreducible.
Un cara´cter cuasiprimitivo es un cara´cter irreducible cuya restriccio´n a cada
subgrupo normal es un cara´cter homoge´neo. Un cara´cter primitivo es un
cara´cter que no puede expresarse como el cara´cter inducido por un cara´cter
de un subgrupo propio (los caracteres primitivos son cuasiprimitivos - ve´ase
el Corolario 6.12 de [8]).
Sea ahora χ ∈ Irr(G). Si g ∈ G, entonces
χ(g) = 1 + . . .+ n ,
donde (i)
|G| = 1 para todo i. As´ı, para todo g ∈ G, χ(g) ∈ Q|G|, el menor
cuerpo contenido en C que contiene a Q y a una ra´ız |G|-e´sima primitiva de
la unidad. Uno de los principales teoremas de la Teor´ıa de Caracteres es el
Teorema de Brauer, que afirma que si χ ∈ Irr(G), entonces existe una repre-
sentacio´n X : G → GLn(Q|G|) que origina el cara´cter χ (ve´ase el Teorema
10.3 de [8] - este teorema tuvo consecuencias importantes en la Teor´ıa de
Nu´meros). Ahora, si σ ∈ Gal(Q|G|/Q), entonces X σ(g) = (Xij(g)σ) define
otra representacio´n que origina el cara´cter definido por χσ(g) = χ(g)σ para
todo g ∈ G. En definitiva, Gal(Q|G|/Q) actu´a sobre Irr(G).
Sea χ ∈ Ch(G). Decimos que χ es real si χ(x) ∈ R para todo x ∈ G.
Ana´logamente, decimos que χ es racional si χ(x) ∈ Q para todo x ∈ G. Por
tanto, si denotamos por Q(χ) al menor cuerpo que contiene a Q y a χ(g)
para todo g ∈ G, tenemos que χ es racional si y so´lo si Q(χ) = Q, y χ es
real si y so´lo si Q(χ) ≤ R.
Sea λ ∈ Irr(G) un cara´cter lineal. Entonces
λ : G→ C∗
es un homomorfismo de grupos multiplicativos, y como G es finito, deducimos
que λ(g) es una ra´ız de la unidad para todo g ∈ G. As´ı, λ es real si y so´lo si
para cada g ∈ G, λ(g) = 1 o λ(g) = −1. En particular, un cara´cter lineal λ
es real si y so´lo si es racional.
2.3. Algunos Resultados Ba´sicos
Para la comodidad del lector, enunciamos algunos de los resultados de
uso ma´s frecuente en los principales resultados de esta Memoria.
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Teorema 2.3.1 (Burnside). Sea G un grupo finito de orden impar, y sea
χ ∈ Irr(G) diferente de 1G. Entonces χ 6= χ¯, esto es, χ no es real.
Supongamos que N C G. Si θ ∈ cf(N) y g ∈ G, entonces se define θg ∈
cf(N) mediante
θg(n) = θ(ng
−1
) = θ(gng−1) para todo n ∈ N ,
y decimos que θ y θg son conjugados. Adema´s, se tiene que θ ∈ Ch(N) si y
so´lo si θg ∈ Ch(N), y θ ∈ Irr(N) si y so´lo si θg ∈ Irr(N). Esto define una
accio´n de G en Irr(N), y si θ ∈ Irr(N), definimos IG(θ) como el estabilizador
de θ en G, esto es,
IG(θ) = {g ∈ G | θg = θ} .
por lo que IG(θ) ≤ G.
Teorema 2.3.2 (Clifford). Sea N C G, y sea χ ∈ Irr(G). Sea θ un consti-
tuyente irreducible de χN . Sean θ = θ1, . . . , θt los diferentes G-conjugados de
θ. Entonces se tiene que
χN = e
t∑
i=1
θi
para cierto nu´mero positivo e.
Demostracio´n. Esto es parte del Teorema 6.2 de [8].
Teorema 2.3.3 (Correspondencia de Clifford). Sea NCG, y sea θ ∈ Irr(N).
Denotamos T = IG(θ). Entonces la aplicacio´n ψ 7→ ψG es una corresponden-
cia biyectiva de Irr(T |θ) en Irr(G|θ).
Demostracio´n. Esto es parte del Teorema 6.11 de [8].
Proposicio´n 2.3.4 (Correspondencia de Gallagher). Sea N CG, y sea χ ∈
Irr(G) tal que χN = θ ∈ Irr(N). Entonces, la aplicacio´n β 7→ βχ es una
correspondencia biyectiva de Irr(G/N) en Irr(G|θ).
Demostracio´n. Esto es el Corolario 6.17 de [8].
Teorema 2.3.5. Sea N C G, donde |G : N | = p, un nu´mero primo, y sea
χ ∈ Irr(G). Entonces ocurre una de estas dos situaciones:
(a) χN ∈ Irr(N), o bien
(b) χN =
∑p
i=1 θi, donde θi ∈ Irr(N) son G-conjugados y diferentes entre
s´ı.
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Demostracio´n. Esto es el Corolario 6.19 de [8].
Teorema 2.3.6. Sea N C G, y sea θ ∈ Irr(N) G-invariante. Supongamos
que (|G : N |, o(θ)θ(1)) = 1 (no´tese que, en particular, esto se cumple cuando
(|G : N |, |N |) = 1). Entonces existe un u´nico cara´cter χ ∈ Irr(G) (al que
llamamos extensio´n cano´nica de θ a G) tal que χN = θ y (|G : N |, o(χ)) = 1.
Adema´s, se cumple que o(χ) = o(θ).
Demostracio´n. Esto es el Corolario 8.16 de [8].
Lema 2.3.7 (Glauberman). Sean G y S grupos finitos tales que (|G|, |S|) =
1, y S actu´a por automorfismos sobre G. Supongamos que tanto G como S
actu´an sobre un conjunto Ω de manera que
(a) (α · g) · s = (α · s) · gs para todo α ∈ Ω, g ∈ G y s ∈ S.
(b) La accio´n de G sobre Ω es transitiva.
Entonces S fija un punto de Ω.
Demostracio´n. Esto es el Lema 13.8 de [8].
Corolario 2.3.8. Bajo las mismas hipo´tesis y notacio´n del Lema 2.3.7, el
conjunto de puntos de Ω fijados por S es una o´rbita bajo la accio´n de CG(S).
Demostracio´n. Esto es el Corolario 13.9 de [8].
Sea S un grupo finito que actu´a por automorfismos sobre otro grupo finito
G. Si χ es un cara´cter de G y s ∈ S, podemos definir el cara´cter χs de G
mediante la igualdad χs(gs) = χ(g) para todo g ∈ G. De esta manera, S
tambie´n actu´a sobre el conjunto Irr(G). Por otro lado, si x1, x2 ∈ G son G-
conjugados y s ∈ S, entonces xs1 y xs2 tambie´n lo son, por lo que S tambie´n
actu´a sobre Cl(G), el conjunto de clases de conjugacio´n de G, mediante la
igualdad Cl(x)g = Cl(xg).
Teniendo en cuenta que |Irr(G)| = |Cl(G)|, es natural preguntarse si las
acciones de S en los conjuntos Irr(G) y Cl(G) son permutacio´n-isomorfas,
esto es, si existe una biyeccio´n α : Irr(G) → Cl(G) tal que α(χs) = α(χ)s
para todo χ ∈ Irr(G) y todo s ∈ S. En general, esto no se cumple, pero s´ı que
es cierto si se exigen condiciones adicionales sobre S y G, como muestra el
siguiente teorema.
Teorema 2.3.9. Sea S un grupo finito que actu´a sobre otro grupo finito
G, donde S es resoluble y (|G|, |S|) = 1. Entonces las acciones de S en los
conjuntos Irr(G) y Cl(G) son permutacio´n-isomorfas.
Demostracio´n. Esto es parte del Teorema 13.24 de [8].
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2.4. Caracteres de Brauer
En esta seccio´n haremos una breve introduccio´n a la Teor´ıa de Caracte-
res de Brauer, pues son estos una parte esencial de nuestra Memoria. Para
familiarizar al lector con esta teor´ıa y con uno de los objetos claves en esta
Memoria (el cara´cter proyectivo indescomponible), probaremos que si p es
un primo, y H es un p-complemento de G, entonces Φ1G0 = (1H)
G, donde
Φ1G0 es el cara´cter proyectivo indescomponible principal de G. E´ste es un
resultado cla´sico de Teor´ıa de Caracteres de Brauer.
En general, seguiremos la notacio´n de [13] para caracteres de Brauer.
A lo largo de esta seccio´n, G es un grupo finito y p un primo fijo.
Sea R el anillo de enteros algebraicos en C (esto es, los elementos de C que
son ra´ıces de polinomios mo´nicos con coeficientes en Z). Como R es un anillo
conmutativo y unitario, y pR es un ideal, podemos fijar un ideal maximal M
de R que contiene a pR. Escribimos F = R/M , que es un cuerpo (ya que M
es un ideal maximal) de caracter´ıstica p. Sea
∗ : R→ F
el epimorfismo de anillos natural.
Sea
U = {ξ ∈ C | ξm = 1 para cierto m ∈ N tal que (m, p) = 1} ⊆ R ,
y denotamos por Zp = Z/pZ al cuerpo finito de p elementos.
Para definir los caracteres de Brauer, necesitamos un lema te´cnico.
Lema 2.4.1. La restriccio´n de ∗ : R → F a U define un isomorfismo ∗ :
U → F× de grupos multiplicativos. Adema´s, F es la clausura algebraica de
su cuerpo primo Z∗ ∼= Zp.
Demostracio´n. Esto es el Lema 2.1 de [13].
Ahora, definiremos los caracteres de Brauer.
Definicio´n 2.4.2. Definimos los elementos p-regulares de G como los ele-
mentos g ∈ G tales que (o(g), p) = 1 (esto es, los elementos de G de p′-orden),
y denotamos
G0 = {g ∈ G | g es p-regular} .
Sea X : G → GLn(F ) una F -representacio´n de G. Sea g ∈ G0. Entonces,
podemos aplicar el Lema 2.4.1 para obtener que los valores propios de X(g)
pueden escribirse como ξ∗1 , ξ
∗
2 , . . . , ξ
∗
n para ξ1, ξ2, . . . , ξn ∈ U determinados de
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manera u´nica (no´tese que los valores propios de X(g) esta´n todos en F×, pues
X(g) es invertible, y F es algebraicamente cerrado). Entonces, definimos
ϕ(g) = ξ1 + ξ2 + . . .+ ξn
para todo g ∈ G0, y decimos que ϕ : G0 → C es el cara´cter de Brauer
(o cara´cter modular) de G originado por la representacio´n X. No´tese que ϕ
esta´ determinado de forma u´nica (una vez fijado M) por la clase de equiva-
lencia de la F -representacio´n X.
El grado de ϕ se define como n = ϕ(1). Decimos que ϕ es irreducible si X
es irreducible, y denotamos por IBr(G) al conjunto de caracteres de Brauer
de G irreducibles.
La F -representacio´n trivial 1G : G → F (donde 1G(g) = 1 para todo
g ∈ G) origina el cara´cter de Brauer 1G0 , al que llamamos cara´cter de Brauer
principal de G.
Ahora enunciaremos y probaremos algunas propiedades ba´sicas de la
Teor´ıa de Caracteres de Brauer. Denotamos por
cf(G0) = {f : G0 → C | f es constante en cada clase de G-conjugacio´n}
al conjunto de funciones de clase complejas definidas en G0. Adema´s, si f ∈
cf(G), denotamos por f 0 ∈ cf(G0) a su restriccio´n a G0.
Lema 2.4.3. Sea ϕ un cara´cter de Brauer de G. Entonces:
(a) ϕ ∈ cf(G0).
(b) Si H ≤ G, entonces la restriccio´n de ϕ a H0 (a la que denotamos por
ϕH) es un cara´cter de Brauer de H.
Demostracio´n. Sea X una F -representacio´n que origina ϕ.
(a) Sean g, h ∈ G0 dos elementos que pertenecen a la misma clase de con-
jugacio´n de G. Entonces X(g) y X(h) son similares, luego tienen los
mismos valores propios, y ϕ(g) = ϕ(h).
(b) Tenemos que XH , la restriccio´n de X a H, es una F -representacio´n de
H que origina el cara´cter de Brauer ϕH .
Teorema 2.4.4. Una funcio´n de clase ϕ ∈ cf(G0) es un cara´cter de Brauer
si y so´lo si ϕ 6= 0 es una N-combinacio´n lineal de caracteres en IBr(G).
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Demostracio´n. Supongamos que ϕ 6= 0 es una N-combinacio´n lineal de carac-
teres en IBr(G), entonces podemos construir fa´cilmente una F -representacio´n
de G en forma de bloques diagonal, donde cada bloque se corresponde a una
F -representacio´n irreducible de G, que origina el cara´cter de Brauer ϕ.
A la inversa, si ϕ es un cara´cter de Brauer de G, entonces es originado
por X, una F -representacio´n de G. Pero X es similar a una representacio´n N
en forma de bloques triangular superior, donde cada bloque en la diagonal
se corresponde con una F -representacio´n irreducible de G, luego X origina
un cara´cter de Brauer que es igual a la suma de los caracteres de Brauer
irreducibles originados por cada bloque de la diagonal de N.
Recordemos que si g ∈ G, se puede descomponer de manera u´nica como
producto de dos elementos gp, gp′ ∈ G, tales que
g = gpgp′ = gp′gp ,
donde (o(gp′), p) = 1, y o(gp) es una potencia de p. Adema´s, se tiene que
gp, gp′ ∈ 〈g〉, el subgrupo de G generado por g.
Lema 2.4.5. Sea X una F -representacio´n de G, que origina el cara´cter or-
dinario χ. Entonces, para todo g ∈ G, χ(g) = χ(gp′). Si µ es el cara´cter de
Brauer originado por X, se tiene que χ(g) = µ(gp′)
∗. Adema´s, si definimos
ϕ∗(g) = ϕ(gp′)∗ para todo g ∈ G y ϕ ∈ IBr(G), entonces
{ϕ∗ | ϕ ∈ IBr(G)} = IrrF (G) .
Demostracio´n. No´tese que si probamos que χ(g) = χ(gp′) para todo g ∈ G,
el resto del lema es trivial. Sea g ∈ G. Sin pe´rdida de generalidad, podemos
asumir que G = 〈g〉. Si X no es irreducible, entonces X es similar a su forma
reducida (forma de bloques triangular superior), por lo que podemos asumir
que X es irreducible. Como F es algebraicamente cerrado y G es abeliano,
entonces X tiene grado 1, luego X : G→ F× es un homomorfismo de grupos.
Entonces X(gp) tiene orden potencia de p en F
×, luego X(gp) = 1, y
χ(g) = X(g) = X(gp)X(gp′) = X(gp′) = χ(gp′) .
Ahora enunciaremos un lema, que puede probarse usando algunas pro-
piedades de los dominios de Dedekind, y que nos ayudara´ a probar la inde-
pendencia de los caracteres irreducibles de Brauer. Denotamos por K a la
clausura algebraica de Q en C.
Lema 2.4.6. Sea I un ideal propio de R, y sean α1, . . . , αn ∈ K, y no
todos cero. Entonces existe un β ∈ Q(α1, . . . , αn) tal que βαi ∈ R para todo
i = 1, . . . , n, pero existe un j ∈ {1, . . . , n} tal que βαj /∈ I.
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Demostracio´n. Esto es el Lema 2.5 de [13].
Teorema 2.4.7. Los elementos de IBr(G) son linealmente independientes
sobre C.
Demostracio´n. Como ϕ(g) ∈ R ⊂ K para todo g ∈ G0 y todo ϕ ∈ IBr(G), y
K es algebraicamente cerrado, por A´lgebra Lineal sabemos que es suficiente
probar que los elementos de IBr(G) son linealmente independientes sobre K.
Supongamos que ∑
ϕ∈IBr(G)
αϕϕ = 0
donde αϕ ∈ K para todo ϕ ∈ IBr(G), y no son todos cero. Entonces, por el
Lema 2.4.6, existe un
β ∈ Q(αϕ | ϕ ∈ IBr(G)) ⊆ K
tal que βαϕ ∈ R para todo ϕ ∈ IBr(G), pero βαϕ0 /∈ M para un cierto
ϕ0 ∈ IBr(G). Ahora definimos
ϕ∗(g) = ϕ(gp′)∗
para todo ϕ ∈ IBr(G), y por el Lema 2.4.5 tenemos que
{ϕ∗ | ϕ ∈ IBr(G)} = IrrF (G) .
Como ∑
ϕ∈IBr(G)
βαϕϕ = 0
y βαϕ ∈ R para todo ϕ ∈ IBr(G), podemos obtener∑
ϕ∈IBr(G)
(βαϕ)
∗ϕ∗ = 0 ,
que es una contradiccio´n con el hecho de que IrrF (G) es F -linealmente
independiente (ve´ase el Teorema 1.19 de [13]), porque βαϕ0 /∈ M , luego
(βαϕ0)
∗ 6= 0.
Definicio´n 2.4.8. Ahora necesitamos definir un anillo ma´s grande que R.
Definimos
S = {r
s
| r ∈ R, s ∈ R−M} ,
un subconjunto del anillo de fracciones de R. S es un anillo porque R −M
esta´ cerrado bajo multiplicacio´n (ya que M < R es un ideal de R). De hecho,
16 CAPI´TULO 2. PRELIMINARES
a S se le llama localizacio´n de R en R−M . Como 1 /∈M , se tiene que R ⊆ S,
y es evidente que S ⊆ K.
Ahora extenderemos la aplicacio´n ∗ : R→ F a S. Para r ∈ R y s ∈ R−M ,
definimos (r
s
)∗
= r∗(s∗)−1 ,
por lo que obtenemos un homomorfismo de anillos S → F que extiende a ∗.
El siguiente es uno de los resultados ma´s importantes de la Teor´ıa de
Representaciones, que nos permite relacionar las representaciones ordinarias
con las modulares de una manera fundamental.
Teorema 2.4.9. Sea X una C-representacio´n de G. Entonces X es similar
a una C-representacio´n N de G tal que N(g) tiene sus entradas en S para
todo g ∈ G.
Demostracio´n. Esto es el Teorema 2.7 de [13].
No´tese que, si n ∈ N, podemos usar el homomorfismo de anillos ∗ : S → F
para definir un homomorfismo de anillos
∗ : Matn(S)→ Matn(F ) ,
donde A∗ es la matriz obtenida al aplicar ∗ a todas las entradas de A ∈
Matn(S). Adema´s, podemos ver que
det(A∗) = det(A)∗
para toda matriz A ∈ Matn(S).
El homomorfismo de anillos ∗ : S → F tambie´n puede extenderse cano´ni-
camente a
∗ : S[x]→ F [x] ,
donde si un polinomio p(x) ∈ S[x] tiene todas sus ra´ıces ξ1, . . . , ξn en S
(repetidas segu´n su multiplicidad), como puede escribirse como
p(x) = (x− ξ1) . . . (x− ξn) ,
deducimos que el polinomio
p(x)∗ = (x− (ξ1)∗) . . . (x− (ξn)∗)
tiene a (ξ1)
∗, . . . , (ξn)∗ ∈ F por ra´ıces.
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Corolario 2.4.10. Sea X una C-representacio´n de G cuyas matrices tienen
entradas en S, y que origina el cara´cter χ. Para todo g ∈ G, definimos
X∗(g) = X(g)∗. Entonces X∗ es una F -representacio´n de G, que origina el
cara´cter de Brauer χ0. En particular, si χ es un cara´cter ordinario de G,
entonces χ0 es un cara´cter de Brauer de G.
Demostracio´n. Como ∗ : Matn(S) → Matn(F ) es un homomorfismo de ani-
llos, tenemos que X∗ es una F -representacio´n de G. Sea g ∈ G0, y sean
ξ1, . . . , ξn ∈ C valores propios de X(g). Como (o(g), p) = 1, tenemos que
ξ1, . . . , ξn ∈ U . Como
det(Ix− X(g)∗) = det(Ix− X(g))∗ ,
tenemos que los valores propios de X∗(g) son (ξ1)∗, . . . , (ξn)∗ ∈ F , por lo que
deducimos que X∗ origina el cara´cter de Brauer χ0.
Si χ es un cara´cter ordinario de G, podemos usar el Teorema 2.4.9 para
obtener N, una C-representacio´n de G con entradas matriciales en S que
origina χ. Aplicando ahora la primera parte de este corolario, obtenemos que
χ0 es un cara´cter de Brauer de G.
Definicio´n 2.4.11. Sea χ ∈ Irr(G). Entonces, por el Corolario 2.4.10, χ0 es
un cara´cter de Brauer de G, y por el Teorema 2.4.4, tenemos que
χ0 =
∑
ϕ∈IBr(G)
dχϕϕ ,
donde los nu´meros dχϕ son enteros no negativos, y esta´n determinados de
forma u´nica, ya que IBr(G) es linealmente independiente (como hemos visto
en el Teorema 2.4.7). A los enteros dχϕ los llamamos nu´meros de descompo-
sicio´n, y a la matriz
D = (dχϕ)χ∈Irr(G),ϕ∈IBr(G)
la llamamos matriz de descomposicio´n. Para cada ϕ ∈ IBr(G), definimos
Φϕ =
∑
χ∈Irr(G)
dχϕχ ,
y decimos que Φϕ es el cara´cter proyectivo indescomponible asociado con ϕ.
Denotamos
vcf(G) = {f ∈ cf(G) | f(g) = 0 para todo x /∈ G0} ,
el conjunto de funciones de clase de G que se anulan fuera de G0.
18 CAPI´TULO 2. PRELIMINARES
Teorema 2.4.12. Φϕ es un elemento de vcf(G) para todo ϕ ∈ IBr(G).
Demostracio´n. Sean y ∈ G0 y x ∈ G, y denotemos sus clases de conjugacio´n
por Cl(y) y Cl(x) respectivamente. Usando la Segunda Relacio´n de Ortogo-
nalidad (ve´ase el Teorema 2.2.2), obtenemos
δCl(x),Cl(y)|CG(x)| =
∑
χ∈Irr(G)
χ(x)χ(y) =
∑
χ∈Irr(G)
χ(x)
 ∑
ϕ∈IBr(G)
dχϕϕ(y)

=
∑
ϕ∈IBr(G)
 ∑
χ∈Irr(G)
dχϕχ(x)
ϕ(y)
=
∑
ϕ∈IBr(G)
Φϕ(x)ϕ(y) .
Si x no es un elemento de G0, a partir de la anterior ecuacio´n podemos
deducir que
0 =
∑
ϕ∈IBr(G)
Φϕ(x)ϕ .
Como los caracteres de Brauer irreducibles son linealmente independientes
sobre C (como hemos visto en el Teorema 2.4.7), tenemos que Φϕ(x) = 0
para cualquier x que no sea p-regular.
De hecho, es cierto que {Φϕ | ϕ ∈ IBr(G)} es una base del espacio vcf(G),
pero no necesitaremos usar esto.
Corolario 2.4.13 (Dickson). Si ϕ ∈ IBr(G), entonces |G|p, la p-parte de
|G|, divide a Φϕ(1).
Demostracio´n. Sea P ∈ Sylp(G). Como vimos en el Teorema 2.4.12, Φϕ ∈
vcf(G), por lo que [1P , (Φϕ)P ] = Φϕ(1)/|P |, que es un entero, luego |G|p = |P |
divide a Φϕ(1).
Teorema 2.4.14. IBr(G) es una C-base de cf(G0). A consecuencia de esto,
|IBr(G)| es el nu´mero de clases de G-conjugacio´n de elementos p-regulares
de G.
Demostracio´n. Ya demostramos en el Teorema 2.4.7 que el conjunto IBr(G)
es linealmente independiente sobre C, por lo que bastara´ probar que es un
sistema generador de cf(G0). Sea ξ ∈ cf(G0), y sea δ ∈ cf(G) una extensio´n
de ξ. Como Irr(G) es una C-base de cf(G), entonces
δ =
∑
χ∈Irr(G)
aχχ
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donde aχ ∈ C para todo χ ∈ Irr(G). Entonces
ξ = δ0 =
∑
χ∈Irr(G)
aχχ
0 =
∑
χ∈Irr(G)
aχ
 ∑
ϕ∈IBr(G)
dχϕϕ

=
∑
ϕ∈IBr(G)
 ∑
χ∈Irr(G)
aχdχϕ
ϕ ,
luego IBr(G) es una base de cf(G0).
Corolario 2.4.15. La matriz de descomposicio´n D tiene rango |IBr(G)|.
Como consecuencia, si ϕ ∈ IBr(G), entonces existe un cara´cter χ ∈ Irr(G)
tal que dχϕ 6= 0.
Demostracio´n. Como Irr(G) es una base de cf(G), entonces
{χ0 | χ ∈ Irr(G)}
genera a cf(G0), por lo que existe un subconjunto B ⊆ Irr(G) tal que
{χ0 | χ ∈ B}
es una base de cf(G0). Como IBr(G) es otra base de cf(G0) (ve´ase el Teorema
2.4.14), y
χ0 =
∑
ϕ∈IBr(G)
dχϕϕ ,
tenemos que (dχϕ)χ∈B,ϕ∈IBr(G), una submatriz de D, es una matriz de cambio
de base, por lo que es invertible, luego D tiene rango |IBr(G)|.
Teorema 2.4.16. Si (|G|, p) = 1, entonces IBr(G) = Irr(G).
Demostracio´n. Como F tiene caracter´ıstica p y (|G|, p) = 1, el Teorema
de Maschke (ve´ase el Teorema 1.21 de [13]) prueba que FG es semisimple, y
como F es algebraicamente cerrado, podemos usar el Teorema de Wedderburn
(ve´ase el Teorema 1.17 de [13]) para deducir que∑
ϕ∈IBr(G)
ϕ(1)2 = |G| .
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Pero
|G| =
∑
χ∈Irr(G)
χ(1)2 =
∑
χ∈Irr(G)
 ∑
ϕ∈IBr(G)
dχϕϕ(1)
2
=
∑
χ∈Irr(G)
 ∑
ϕ,µ∈IBr(G)
dχϕdχµϕ(1)µ(1)

≥
∑
χ∈Irr(G)
 ∑
ϕ∈IBr(G)
(dχϕ)
2ϕ(1)2
 = ∑
ϕ∈IBr(G)
 ∑
χ∈Irr(G)
(dχϕ)
2
ϕ(1)2
≥
∑
ϕ∈IBr(G)
ϕ(1)2 = |G|
(donde la u´ltima desigualdad es consecuencia del Corolario 2.4.15), por lo
que estas dos desigualdades son igualdades, y para cada ϕ ∈ IBr(G) existe
un u´nico χϕ ∈ Irr(G) tal que dχϕϕ = 1, y dχϕ = 0 para todo χ ∈ Irr(G) tal
que χ 6= χϕ. Adema´s, (como hemos visto en el Teorema 2.4.14) IBr(G) es
una C-base de cf(G0) = cf(G), como lo es Irr(G), luego |IBr(G)| = |Irr(G)|,
por lo que si ϕ ∈ IBr(G), χϕ = (χϕ)0 = ϕ, y IBr(G) = Irr(G).
Corolario 2.4.17. Si ϕ es un cara´cter de Brauer de G, y H es un p′-subgrupo
de G, entonces ϕH es un cara´cter ordinario de H.
Demostracio´n. Por el apartado (c) del Lema 2.4.3, tenemos que ϕH es un
cara´cter de Brauer de H, y por el Teorema 2.4.4, ϕH 6= 0 es una combinacio´n
lineal de enteros no negativos de IBr(H). Pero, como (|H|, p) = 1, el Teorema
2.4.16 afirma que IBr(H) = Irr(H), por lo que ϕH 6= 0 es una combinacio´n
lineal de enteros no negativos de Irr(H), as´ı que es un cara´cter ordinario de
H.
Finalmente, podemos probar el siguiente resultado, que incluye el objetivo
que hab´ıamos fijado al principio de esta seccio´n.
Teorema 2.4.18. Sea H un p′-subgrupo de G. Entonces, el cara´cter proyec-
tivo indescomponible Φ1G0 es un constituyente del cara´cter (1H)
G. Adema´s,
si H es un p-complemento de G, se tiene que Φ1G0 = (1H)
G.
Demostracio´n. Como H ⊆ G0, tenemos que
χH =
∑
ϕ∈IBr(G)
dχϕϕH
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para todo χ ∈ Irr(G). Como ϕH es un cara´cter ordinario de H para todo
ϕ ∈ IBr(G) (por el Corolario 2.4.17), deducimos que
[χ, (1H)
G] = [χH , 1H ] =
∑
ϕ∈IBr(G)
dχϕ[ϕH , 1H ] ≥ dχ1G0 [(1G0)H , 1H ] = dχ1G0
para todo χ ∈ Irr(G), luego
Φ1G0 =
∑
χ∈Irr(G)
dχ1G0χ
es un constituyente de (1H)
G, como quer´ıamos probar. Si (|G : H|, |H|) = 1,
podemos aplicar el Corolario 2.4.13 para obtener que
(1H)
G(1) = |G : H| = |G|p ≤ Φ1G0 (1) ,
por lo que Φ1G0 = (1H)
G.
2.5. Otros Resultados
Empezaremos esta seccio´n recordando algunos conceptos de Teor´ıa de
Caracteres de Brauer que no hemos necesitado en la seccio´n anterior, y que
son muy similares a los correspondientes conceptos de Teor´ıa de Caracteres
Ordinarios.
Recordamos primero que, ana´logamente a como se define el concepto de
cara´cter ordinario real, se define cara´cter de Brauer real: si ϕ es un cara´cter
de Brauer de G, decimos que ϕ es real si ϕ(x) ∈ R para todo x ∈ G0.
Se define el nu´cleo de un cara´cter de Brauer ϕ de G como el nu´cleo de
cualquier F -representacio´n que origina dicho cara´cter, y lo escribimos como
ker(ϕ). Si ker(ϕ) = 1, decimos que ϕ es fiel.
De manera ana´loga a lo que ocurre con los caracteres ordinarios, si NCG,
identificamos IBr(G/N) con
{ϕ ∈ IBr(G) | N ⊆ ker(ϕ)} ⊆ IBr(G) .
Si G′ = [G,G] es el subgrupo derivado de G, y usando esta identificacio´n, se
tiene que un cara´cter χ ∈ IBr(G) es lineal si y so´lo si χ ∈ IBr(G/G′).
Supongamos que H ≤ G. Si ϕ es un cara´cter de Brauer de H, definimos
la funcio´n ϕG en G0 dada por
ϕG(g) =
1
|H|
∑
x∈G
ϕ∗(gx) ,
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donde ϕ∗(h) = ϕ(h) para todo h ∈ H0, y ϕ∗(g) = 0 para todo g /∈ H0.
Entonces, se tiene que ϕG es un cara´cter de Brauer de G, y a φG le llama-
mos cara´cter de Brauer inducido por ϕ en G. Es inmediato comprobar que
ϕG(1) = |G : H|ϕ(1).
Notemos que por el Teorema 2.4.14, IBr(G) es una C-base de cf(G0). Por
ello, si α ∈ cf(G0), se tiene que
α =
∑
ϕ∈IBr(G)
αϕϕ ,
para αϕ ∈ C determinados de manera u´nica, y α es un cara´cter de Brauer si
y so´lo si αϕ ∈ N para todo ϕ ∈ IBr(G) (pero no son todos cero). De manera
ana´loga a lo que ocurre en la Teor´ıa de Caracteres Ordinarios, si α, β son dos
caracteres de Brauer, y
β =
∑
ϕ∈IBr(G)
βϕϕ ,
donde βϕ ∈ N para todo ϕ ∈ IBr(G), decimos que β es un constituyente de
α si
βϕ ≤ αϕ para todo ϕ ∈ IBr(G) .
Adema´s, si β ∈ IBr(G) es un constituyente de α, decimos que es un consti-
tuyente irreducible de α.
Muchos de los resultados para caracteres ordinarios admiten una versio´n
para caracteres de Brauer. Entre ellos se encuentran la Correspondencia de
Clifford (ve´ase el Teorema 2.3.3) y la Correspondencia de Gallagher (ve´ase la
Proposicio´n 2.3.4), cuyas versiones para caracteres de Brauer enunciaremos
a continuacio´n, junto con otros resultados referentes a caracteres de Brauer
y subgrupos normales.
Proposicio´n 2.5.1. Sea N CG, y sean ϕ ∈ IBr(G) y θ ∈ IBr(N). Entonces
θ es un constituyente irreducible de ϕN si y so´lo si ϕ es un constituyente
irreducible de θG. Adema´s, en este caso, si θ = θ1, . . . , θt son los diferentes
G-conjugados de θ, se tiene que
ϕN = e
t∑
i=1
θi
para cierto nu´mero positivo e.
Demostracio´n. Esto es parte del Corolario 8.7 de [13].
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Si pi es un conjunto de nu´meros primos, definimos
IBrpi(G) = {ϕ ∈ IBr(G) | ϕ(1) es un pi-nu´mero} ,
y si pi = {p}, donde p es un nu´mero primo, escribiremos IBrp(G) = IBrpi(G)
e IBrp′(G) = IBrpi′(G).
Si N ≤ G y θ ∈ IBr(N), definimos
IBr(G|θ) = {ϕ ∈ IBr(G) | ϕ es un constituyente irreducible de θG} ,
y de acuerdo a la anterior proposicio´n,
IBr(G|θ) = {ϕ ∈ IBr(G) | θ es un constituyente irreducible de ϕN} .
Adema´s, como ocurre con los caracteres ordinarios, podemos combinar esta
notacio´n con la de caracteres de pi-grado: por ejemplo,
IBrpi(G|θ) = IBr(G|θ) ∩ IBrpi(G)
son los constituyentes irreducibles de θG de pi-grado.
De manera ana´loga a como ocurre en Teor´ıa de Caracteres Ordinarios, si
N CG, vamos a definir una accio´n de G en IBr(N). Si θ ∈ cf(N0) y g ∈ G,
entonces se define θg ∈ cf(N0) mediante
θg(n) = θ(ng
−1
) = θ(gng−1) para todo n ∈ N0 ,
y decimos que θ y θg son conjugados. Adema´s, se tiene que θ es un cara´cter de
Brauer de N si y so´lo si θg es un cara´cter de Brauer de N , y θ ∈ IBr(N) si y
so´lo si θg ∈ IBr(N). Esto define una accio´n de G en IBr(N), y si θ ∈ IBr(N),
definimos IG(θ) como el estabilizador de θ en G, esto es,
IG(θ) = {g ∈ G | θg = θ} .
por lo que IG(θ) ≤ G.
Teorema 2.5.2 (Correspondencia de Clifford). Sea NCG, y sea θ ∈ IBr(N).
Denotamos T = IG(θ). Entonces la aplicacio´n ψ 7→ ψG es una corresponden-
cia biyectiva de IBr(T |θ) en IBr(G|θ).
Demostracio´n. Esto es parte del Teorema 8.9 de [13].
Teorema 2.5.3 (Green). Sea N C G, tal que G/N es un p-grupo, y sea
θ ∈ IBr(N). Entonces existe un u´nico ϕ ∈ IBr(G) que esta´ por encima de θ,
y se tiene que
ϕN =
t∑
i=1
θi ,
donde θ = θ1, . . . , θt son los diferentes G-conjugados de θ. En particular, si
θ es G-invariante, se tiene que ϕN = θ.
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Demostracio´n. Este es el Teorema 8.11 de [13].
Proposicio´n 2.5.4 (Correspondencia de Gallagher). Sea N CG, y sea χ ∈
IBr(G) tal que χN = θ ∈ IBr(N). Entonces, la aplicacio´n β 7→ βχ es una
correspondencia biyectiva de IBr(G/N) en IBr(G|θ).
Demostracio´n. Este es el Corolario 8.20 de [13].
Teorema 2.5.5 (Swan). Sea N C G, tal que G/N es resoluble. Sea ϕ ∈
IBr(G), y sea θ ∈ IBr(N) un constituyente irreducible de ϕN . Entonces
ϕ(1)/θ(1) divide a |G : N | .
Demostracio´n. Este es el Teorema 8.22 de [13].
Cap´ıtulo 3
Correspondencias entre
constituyentes de caracteres
proyectivos
3.1. Introduccio´n
Supongamos que G es un grupo finito, p es un primo, e Irrp′(G) es el
conjunto de caracteres irreducibles de G de p′-grado. Si P ∈ Sylp(G), la
Conjetura de McKay afirma que
|Irrp′(G)| = |Irrp′(NG (P ))| .
Si NG (P ) = P y G es p-resoluble, de hecho, se encontro´ en [15] una biyeccio´n
cano´nica
∗ : Irrp′(G)→ Irrp′(P ) ,
donde χ∗ es el u´nico constituyente lineal de χP (Esto resolvio´ la Conjetura
de McKay para grupos con p-subgrupos de Sylow autonormalizantes para
p ≥ 5, ya que estos grupos resultaron ser resolubles, como puede verse en
[5]).
El objetivo de este cap´ıtulo es usar los resultados de [10] para extender
un poco ma´s esta biyeccio´n cano´nica. Si Irrp′(Φ1G0 ) es el conjunto de consti-
tuyentes irreducibles del cara´cter proyectivo indescomponible principal de G
que tienen p′-grado, conseguimos probar lo siguiente.
Teorema A. Sea G un grupo finito p-resoluble, P ∈ Sylp(G) y N = NG (P ).
Entonces, existe una biyeccio´n cano´nica
Γ : Irrp′(Φ1G0 )→ Irrp′(Φ1N0 ) .
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De hecho, si χ ∈ Irrp′(Φ1G0 ), entonces Γ(χ) es el u´nico constituyente irredu-
cible del cara´cter χN de p
′-grado. Adema´s, Γ(χ)(1) divide a χ(1).
En el caso particular en el que P = NG (P ), se tiene que Irrp′(Φ1N0 ) =
Irrp′(P ), y recuperamos la biyeccio´n
∗ en [15]. Desafortunadamente, la igual-
dad |Irrp′(Φ1G0 )| = |Irrp′(Φ1N0 )| no es cierta para grupos finitos en general
(como podemos ver en el Ejemplo 3.3.9, basta tomar G = A5 con p = 2 para
encontrar un contraejemplo).
Mencionamos una consecuencia curiosa para p = 2.
Corolario B. Sea G un grupo finito resoluble, sea P ∈ Syl2(G) y sea N =
NG (P ). Entonces, el nu´mero de caracteres irreducibles racionales de G de
grado impar es el nu´mero de N-o´rbitas en P/Φ(P ).
Tambie´n escribimos otra consecuencia del Teorema A, que genera una
cota superior para |P : P ′| a partir de los caracteres de un grupo G finito y
p-resoluble.
Corolario C. Sea G un grupo finito p-resoluble, y sea P ∈ Sylp(G). Entonces∑
χ∈Irrp′ (Φ1G0 )
χ(1) ≥ |P : P ′| .
Por supuesto, es concebible que la desigualdad del Corolario C sea cierta
para grupos finitos en general.
Los resultados principales de esta seccio´n han sido publicados en [2].
3.2. Algunos Resultados Conocidos
A lo largo de este cap´ıtulo, pi sera´ un conjunto de nu´meros primos, y
denotamos por pi′ al conjunto de nu´meros primos que no esta´n en pi. En esta
seccio´n, recordaremos las definiciones de cara´cter pi-especial, nu´cleo, Bpi(G),
y sate´lite, junto con algunos hechos sobre estos conceptos que, o bien se usan
para definirlos, o bien usaremos ma´s adelante.
Notemos que si pi = {p}, podremos escribir p′ en lugar de {p}′, p-especial
en lugar de {p}-especial, y ana´logamente con el resto de conceptos.
Empezaremos recordando algunos resultados de [3].
Definicio´n 3.2.1. Decimos que un cara´cter χ de un grupo G es pi-especial
(y escribimos χ ∈ Xpi(G)) si χ ∈ Irr(G), χ(1) es un pi-nu´mero, y por cada
subgrupo subnormal M de G y cada constituyente irreducible φ de χM , o(φ)
es un pi-nu´mero.
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Si χ ∈ Irr(G) puede escribirse como χ = αβ, donde α es pi-especial y β
es pi′-especial, decimos que χ es pi-factorizable. Esta definicio´n es esencial,
pues M. Isaacs prueba que todo cara´cter primitivo de un grupo pi-separable
es pi-factorizable (ve´ase el Corolario 4.7 de [9]).
Notemos que, a consecuencia de la definicio´n, 1G es un cara´cter pi-especial.
Los caracteres pi-especiales “creen” que su grupo es un pi-grupo. Por ejem-
plo, tenemos el siguiente resultado:
Proposicio´n 3.2.2. Sea G un grupo finito pi-separable. Sea H un subgrupo
que contiene un pi-subgrupo de Hall de G. Entonces la aplicacio´n χ→ χH es
una inyeccio´n de Xpi(G) a Xpi(H).
Demostracio´n. Esto es la Proposicio´n 6.1 de [3].
Ahora citaremos varios resultados de [9], para llegar a definir los caracte-
res de Bpi(G).
Definicio´n 3.2.3. SeaG un grupo finito pi-separable. Consideramos los pares
(H, θ), donde H ≤ G y θ ∈ Irr(H), y definimos un orden parcial en el
conjunto de estos pares, mediante
(H, θ) ≤ (K,ϕ) si H ≤ K y θ es un constituyente de ϕH .
Un par subnormal pi-factorizable es un par (S, θ), donde SCCG y θ es
pi-factorizable. Al conjunto de pares subnormales pi-factorizables en G lo de-
notamos por Fpi(G) (o F(G), si no hay duda sobre que´ es pi).
Denotamos por F∗pi(G) (o F
∗(G)) al conjunto de elementos maximales de
Fpi(G) respecto al orden parcial definido anteriormente.
Notemos que G actu´a en F(G) (y en F∗(G)) por conjugacio´n. Esto es, si
(S, θ) ∈ F(G) y g ∈ G, definimos
(S, θ)g = (Sg, θg) ∈ F(G) .
Teorema 3.2.4. Sea G un grupo finito pi-separable, y sea χ ∈ Irr(G). En-
tonces
(a) Existe un par (U, θ) ∈ F∗(G) tal que (U, θ) ≤ (G,χ).
(b) Si (V, ϕ) ∈ F(G) es tal que (V, ϕ) ≤ (G,χ), entonces (V, ϕ)g ≤ (U, θ)
para algu´n g ∈ G.
Demostracio´n. Esto es el Teorema 3.2 de [9].
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El siguiente teorema extiende la Correspondencia de Clifford (ve´ase el
Teorema 2.3.3) cuando tenemos un par (S, η) ∈ F∗(G), pero no necesaria-
mente S CG.
Teorema 3.2.5. Sea G un grupo finito pi-separable, y sea (S, η) ∈ F∗(G).
Sea T = IG(S, η) = ING(S)(η), el estabilizador del par (S, η) en G. Entonces
la induccio´n de caracteres define una biyeccio´n Irr(T |η)→ Irr(G|η).
Demostracio´n. Esto es el Teorema 4.4 de [9].
El siguiente lema es esencial en la definicio´n de los caracteres de Bpi(G).
Lema 3.2.6. Sea G un grupo finito pi-separable, y sea (S, θ) ∈ F∗(G). En-
tonces, si S < G, se tiene que IG(S, θ) < G.
Demostracio´n. Esto es parte del Lema 4.5 de [9].
Sea G un grupo finito pi-separable, y χ ∈ Irr(G). Por el Teorema 3.2.4,
elegimos un par (S, η) ∈ F∗(G) tal que (S, η) ≤ (G,χ). Sea T = IG(S, η),
y sea ξ ∈ Irr(T |η) tal que ξG = χ (por el Teorema 3.2.5). Este proceso
asocia al par (G,χ) otro par (T, ξ), que esta´ determinado de manera u´nica
salvo conjugacio´n en G. Decimos que (T, ξ) es un par inductor esta´ndar para
(G,χ). No´tese que si χ es pi-factorizable, entonces S = G y (T, ξ) = (G,χ).
En cambio, si χ no es pi-factorizable, tenemos que S < G, as´ı que T < G por
el Lema 3.2.6. En este caso, podemos repetir el proceso y encontrar un par
inductor esta´ndar para (T, ξ). Repitiendo el proceso de esta manera hasta
llegar a un cara´cter pi-factorizable, obtenemos una cadena
(G,χ) = (T0, ξ0) > (T1, ξ1) > · · · > (Tk, ξk)
donde (Ti, ξi) es un par inductor esta´ndar para (Ti−1, ξi−1) para todo 1 ≤
i ≤ k, y ξk es pi-factorizable. En cada paso, el par (Ti, ξi) esta´ determina-
do de manera u´nica salvo conjugacio´n en Ti−1, luego el u´ltimo par (Tk, ξk)
esta´ determinado de manera u´nica salvo conjugacio´n en G.
Definicio´n 3.2.7. Sea G un grupo finito pi-separable, y χ ∈ Irr(G). Lla-
mamos nu´cleo para χ a cualquier par (W, γ) con γ pi-factorizable, obtenido
a partir de construir repetidamente pares inductores esta´ndar, empezando
por (G,χ). Decimos que el cara´cter γ es un cara´cter de nu´cleo para χ, y
denotamos por nuc(χ) al conjunto de nu´cleos para χ.
No´tese que si χ es pi-factorizable, entonces nuc(χ) = {(G,χ)}, y en cual-
quier caso nuc(χ) es una clase de G-conjugacio´n de pares subnormales pi-
factorizables. Adema´s, si γ es un cara´cter de nu´cleo para χ, entonces γG = χ
y γ es pi-factorizable. Si (T, ξ) es un par inductor esta´ndar para χ, entonces
es inmediato deducir de las definiciones que nuc(ξ) ⊆ nuc(χ).
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Definicio´n 3.2.8. Sea G un grupo finito pi-separable. Denotamos por Bpi(G)
al conjunto de χ ∈ Irr(G) tales que algu´n cara´cter de nu´cleo para χ es pi-
especial (y, por tanto, cualquier cara´cter de nu´cleo para χ es pi-especial).
No´tese que, en particular, si χ ∈ Irr(G) es un cara´cter pi-especial, entonces
χ ∈ Bpi(G).
Los siguientes resultados nos muestran que los caracteres de Bpi(G) tienen
un buen comportamiento con respecto a los subgrupos normales.
Teorema 3.2.9. Sea G un grupo finito pi-separable, y sea N C G tal que
G/N es un pi-grupo. Sean φ ∈ Irr(N) y χ ∈ Irr(G|φ). Entonces φ ∈ Bpi(N)
si y so´lo si χ ∈ Bpi(G).
Demostracio´n. Esto es el Teorema 7.1 de [9].
Teorema 3.2.10. Sea G un grupo finito pi-separable, y sea χ ∈ Bpi(G).
Entonces, si N C G, todo constituyente irreducible de χN se encuentra en
Bpi(N).
Demostracio´n. Esto es el Corolario 7.5 de [9].
El siguiente resultado nos muestra la interesante relacio´n entre los ca-
racteres de Bpi(G) y los caracteres irreducibles de un pi-subgrupo de Hall de
G.
Teorema 3.2.11. Sea G un grupo finito pi-separable, y H ∈ Hallpi(G). Su-
pongamos que χ ∈ Bpi(G). Entonces se cumple lo siguiente:
(a) Si α ∈ Irr(H), entonces
α(1) ≥ [χH , α]χ(1)pi
(b) χH tiene un constituyente irreducible α tal que α(1) = χ(1)pi.
(c) Si α es como en (b), entonces para todo ψ ∈ Bpi(G) se tiene que
[ψH , α] =
{
1, si ψ = χ
0, si ψ 6= χ
Demostracio´n. Esto es el Teorema 8.1 de [9].
Una de las razones fundamentales por las que M. Isaacs introdujo los
caracteres Bpi es la siguiente. El ce´lebre Teorema de Fong-Swan (Teorema
10.1 de [13]) afirma que si G es p-resoluble y ϕ ∈ IBr(G), entonces existe un
χ ∈ Irr(G) tal que χ0 = ϕ, donde 0 denota restriccio´n a p′-elementos. En el
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caso en que pi = {p}′, los caracteres Bpi(G) proporcionan un lifting cano´nico
de IBr(G); es decir, se puede probar que
Bp′(G) → IBr(G)
χ 7→ χ0
es una biyeccio´n cano´nica. Pero todav´ıa ma´s, en el caso general se tiene que
{χ0 | χ ∈ Bpi(G)} es una base de cf(G0), las funciones de clase complejas
definidas en los pi-elementos de G. Esto es el principio de una Teor´ıa de
pi-Bloques.
Teorema 3.2.12. Sea G un grupo finito pi-separable. Entonces, la aplicacio´n
χ 7→ χ0, donde 0 denota restriccio´n a pi-elementos, define una biyeccio´n de
Bpi(G) en una C-base del espacio de funciones de clase sobre los pi-elementos
de G.
En particular (para pi = {p}′), si G es un grupo finito p-resoluble, la
aplicacio´n χ 7→ χ0, donde 0 denota restriccio´n a p′-elementos, define una
biyeccio´n de Bp′(G) en IBr(G), el conjunto de caracteres de p-Brauer de G.
Demostracio´n. Esto es el Teorema 9.3 y el Corolario 10.3 de [9].
Si G un grupo finito pi-separable, P ∈ Hallpi(G) y ψ ∈ Irr(P ), M. Isaacs
descubrio´ ([10]) un hecho extraordinario, y es que existe un u´nico subgrupo
Pˆ ≥ P maximal con la propiedad de que ψ se extiende a Pˆ . Adema´s, existe
una u´nica extensio´n pi-especial ψˆ de ψ a Pˆ , y si ψ es cuasiprimitivo, se tiene
que ψˆG es irreducible. Usando este hecho, definen una aplicacio´n sobreyectiva
Ψ : Irr(P/P ′)→ Bpi(G) ∩ Irrpi′(G) ,
que sera´ clave a lo largo de este cap´ıtulo. El siguiente teorema define la
aplicacio´n Ψ, y nos da algunas de sus propiedades.
Teorema 3.2.13. Sea G un grupo finito pi-separable, P ∈ Hallpi(G) y N =
NG (P ). Dado un λ ∈ Irr(P ) lineal, existe un u´nico subgrupo Pˆ ≥ P maximal
con la propiedad de que λ se extiende a Pˆ , y hay una u´nica extensio´n pi-
especial λˆ de λ a Pˆ . Adema´s, λˆG ∈ Bpi(G) ∩ Irrpi′(G), y (Pˆ , λˆ) es un nu´cleo
para λˆG.
Si definimos Ψ(λ) = λˆG, tenemos que Ψ es una aplicacio´n sobreyectiva
de Irr(P/P ′) a Bpi(G)∩ Irrpi′(G), y si χ ∈ Bpi(G)∩ Irrpi′(G), entonces Ψ−1(χ)
es una N-o´rbita de caracteres lineales de P .
Adema´s, si tenemos un automorfismo de Galois σ ∈ Gal(Q¯/Q), se cumple
que Ψ(λ)σ = Ψ(λσ) (esto es, Ψ conmuta con la accio´n de Galois).
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Demostracio´n. El primer pa´rrafo es consecuencia de los Teoremas 2.1 y 2.2
de [10], ya que los caracteres lineales son cuasiprimitivos.
El segundo pa´rrafo es consecuencia de los Teoremas 2.3 y 2.4 de [10].
El hecho de que Ψ conmuta con la accio´n de Galois es una consecuencia
directa de su definicio´n.
El siguiente teorema nos permite definir el concepto de sate´lites de un
cara´cter de Bpi(G).
Teorema 3.2.14. Sea G un grupo finito pi-separable, sea ψ ∈ Bpi(G), y
supongamos que (W, γ) es un nu´cleo para ψ. Entonces, la aplicacio´n α 7→
(αγ)G es una inyeccio´n de Xpi′(W ) a Irr(G), y decimos que estos caracteres
(αγ)G son los sate´lites del cara´cter ψ ∈ Bpi(G).
Demostracio´n. Esto es el Teorema 3.1 de [10].
Teorema 3.2.15. Cada cara´cter de Irrpi′(G) es un sate´lite de un u´nico
cara´cter de Bpi(G) ∩ Irrpi′(G).
Demostracio´n. Esto es el Teorema 3.6 de [10].
3.3. La Biyeccio´n Γ
Finalmente, en esta seccio´n estamos preparados para construir la biyec-
cio´n Γ. Primero, queremos hacer unos comentarios que nos permitira´n probar
que Γ(χ)(1) | χ(1) para todo χ ∈ Bpi(G) ∩ Irrpi′(G).
Si G es un grupo finito, denotamos por νp(G) al nu´mero de p-subgrupos
de Sylow de G, y νpi(G) es el nu´mero de pi-subgrupos de Hall de G. G. Navarro
probo´ en [16] que si G es p-resoluble y H ≤ G, entonces νp(H) | νp(G).
Ma´s adelante, A. Turull probo´ por otros me´todos el siguiente resultado,
que generaliza el de Navarro:
Teorema 3.3.1. Sea G es un grupo finito pi-separable, y sea H ≤ G. Enton-
ces, νpi(H) | νpi(G).
Demostracio´n. Esto es el Corolario 1.2 de [22].
Hacemos notar que este resultado fue generalizado au´n ma´s por M. J.
Iranzo, F. Pe´rez Monasor y J. Medina en [6], pero el Teorema 3.3.1 sera´ su-
ficiente para nuestras intenciones.
Ahora procederemos a construir la biyeccio´n Γ.
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Teorema 3.3.2. Sea G un grupo finito pi-separable, P ∈ Hallpi(G) y N =
NG (P ). Entonces, existe una biyeccio´n
Γ : Bpi(G) ∩ Irrpi′(G)→ Bpi(N) ∩ Irrpi′(N)
tal que, si (Pˆ , λˆ) es un nu´cleo para χ ∈ Bpi(G) ∩ Irrpi′(G) y P ≤ Pˆ (por lo
que χ = λˆG), entonces Γ(χ) = (λˆN∩Pˆ )
N . Adema´s, Γ(χ)(1) | χ(1).
Demostracio´n. Ya sabemos que la aplicacio´n Ψ del Teorema 3.2.13 define
una biyeccio´n desde los conjuntos de N -o´rbitas de caracteres lineales de P
hasta el conjunto Bpi(G)∩ Irrpi′(G) - llamemos a esa biyeccio´n f . Trabajando
con N en lugar de G, la aplicacio´n Ψ define una biyeccio´n desde los conjuntos
de N -o´rbitas de caracteres lineales de P hasta el conjunto Bpi(N) ∩ Irrpi′(N)
- llamemos a esa biyeccio´n g. Entonces, definimos Γ = gf−1, y por tanto,
Γ : Bpi(G) ∩ Irrpi′(G)→ Bpi(N) ∩ Irrpi′(N) .
Sea χ ∈ Bpi(G)∩ Irrpi′(G), y sea (Pˆ , λˆ) un nu´cleo para χ con P ≤ Pˆ (que
sabemos que existe, por el Teorema 3.2.13). Entonces f−1(χ) es el conjunto
de N -conjugados de λ = λˆP , y Pˆ es el u´nico subgrupo maximal que contiene
a P con la propiedad de que λ se extiende a e´l. Por tanto, el u´nico subgrupo
maximal de N que contiene a P al que λ se extiende es N ∩ Pˆ , y usando la
Proposicio´n 3.2.2 (ya que |Pˆ : N ∩ Pˆ | es un pi′-nu´mero), sabemos que λˆN∩Pˆ
es pi-especial, y por tanto, es la u´nica extensio´n pi-especial de λ a N ∩ Pˆ ,
luego Γ(χ) = (λˆN∩Pˆ )
N , como quer´ıamos demostrar.
Como G es un grupo finito pi-separable, podemos aplicar el Teorema 3.3.1
para deducir que
|Pˆ : NPˆ (P ) | = νpi(Pˆ ) | νpi(G) = |G : NG (P ) | ,
y como NPˆ (P ) = N ∩ Pˆ , tenemos que
Γ(χ)(1) = |NG (P ) : NPˆ (P ) | divide a |G : Pˆ | = χ(1) .
Teorema 3.3.3. Sea G un grupo finito pi-separable, P ∈ Hallpi(G), χ ∈
Bpi(G)∩Irrpi′(G) y λ ∈ Irr(P ) lineal. Entonces χ = Ψ(λ) sii λ ≤ χP . Adema´s,
en este caso, [χ, λG] = 1.
Demostracio´n. Si χ = Ψ(λ), sea (Pˆ , λˆ) un nu´cleo para χ tal que P ≤ Pˆ
y λ ≤ λˆ (el cual sabemos que existe, usando el Teorema 3.2.13). Entonces,
como λˆ esta´ a su vez bajo χ (ya que χ = λˆG), tenemos que λ ≤ χP .
En el otro sentido, si λ ≤ χP , podemos usar el apartado (a) del Teorema
3.2.11 para obtener que
1 = λ(1) ≥ [χP , λ]χ(1)pi = [χP , λ] ,
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por lo que [χ, λG] = [χP , λ] = 1. Entonces, por el apartado (c) del mismo
teorema, deducimos que χ es el u´nico elemento de Bpi(G) que esta´ por encima
de λ. Por tanto, como Ψ(λ) ∈ Bpi(G) esta´ por encima de λ (como hemos visto
en la anterior implicacio´n de este teorema), debe ser cierto que χ = Ψ(λ) (y
ya hemos visto que [χ, λG] = 1 en este caso).
Teorema 3.3.4. Bajo las mismas hipo´tesis del Teorema 3.3.2, Γ(χ) es el
u´nico constituyente irreducible de χN de pi
′-grado.
Demostracio´n. Primero, notemos que λˆ es un constituyente de (λˆG)Pˆ , ya que
[λˆ, (λˆG)Pˆ ] = [λˆ
G, λˆG] ≥ 1 .
Sabemos que Γ(χ) ∈ Irrpi′(N), y que
[χN ,Γ(χ)] = [(λˆ
G)N , (λˆN∩Pˆ )
N ] = [(λˆG)Pˆ , (λˆN∩Pˆ )
Pˆ ]
≥ [λˆ, (λˆN∩Pˆ )Pˆ ] = [λˆN∩Pˆ , λˆN∩Pˆ ] = 1 ,
por lo que [χN ,Γ(χ)] ≥ 1, y Γ(χ) es un constituyente irreducible de χN de
pi′-grado.
Sabemos que Γ(χ) es la imagen mediante la aplicacio´n Ψ (considerada en
el grupoN) de un cara´cter lineal λ0 de P . Por el teorema anterior (aplicado en
N), sabemos que λ0 es un constituyente irreducible de Γ(χ)P y, en particular,
[Γ(χ)P , λ0] = 1. Como Ψ
−1(χ) es una N -o´rbita de caracteres, tenemos que
Γ(χ)P =
∑
λ∈Ψ−1(χ)
λ
(por el Teorema de Clifford).
Aplicando ahora el teorema anterior en G, deducimos que todo consti-
tuyente irreducible lineal de χP esta´ en Ψ
−1(χ), y la multiplicidad de todos
ellos es 1. Por tanto,
χP = Ξ +
∑
λ∈Ψ−1(χ)
λ = Ξ + Γ(χ)P ,
donde ningu´n constituyente irreducible del cara´cter Ξ es lineal (o bien Ξ es
cero).
Supongamos ahora que ξ ∈ Irrpi′(N) esta´ por debajo de χ, y ξ 6= Γ(χ).
Por lo que hemos visto, necesariamente los constituyentes irreducibles de ξP
se encuentran entre los constituyentes irreducibles de Ξ, que no son lineales.
Sea δ uno de ellos. Como P C N , tenemos que δ(1) divide a ξ(1) (por el
Teorema de Clifford), as´ı que δ es de pi′-grado, pero P es un pi-grupo, por lo
que δ es lineal, lo cual es una contradiccio´n. Por tanto, es cierto que el u´nico
constituyente irreducible de χN de pi
′-grado es Γ(χ).
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Nota 3.3.5. No´tese que en la prueba de la anterior proposicio´n, si pi = {p},
entonces todos los constituyentes irreducibles del cara´cter Ξ tienen grado
divisible por p (o Ξ es cero), as´ı que tambie´n podemos deducir que Γ(χ)(1) ≡
χ(1) mod p.
Teorema 3.3.6. Sea G un grupo finito pi-separable, y sea H un pi′-subgrupo
de Hall de G. Entonces los elementos de Bpi(G) de pi
′-grado son exactamente
los constituyentes irreducibles de (1H)
G de pi′-grado. Adema´s, si χ es uno de
ellos, entonces [χ, (1H)
G] = 1.
Demostracio´n. Sea P un pi-subgrupo de Hall de G.
Supongamos que χ ∈ Bpi(G) y que χ(1) es un pi′-nu´mero. Entonces, por
el Teorema 3.2.13, existen P ≤ Pˆ ≤ G y un λˆ ∈ Irr(Pˆ ) lineal tal que χ = λˆG,
y (Pˆ , λˆ) es un nu´cleo para χ ∈ Bpi(G). Por tanto, λˆ es un cara´cter pi-especial,
luego o(λˆ) es un pi-nu´mero, y tambie´n lo es o(λˆPˆ∩H); pero λˆPˆ∩H es un cara´cter
de un pi′-grupo, por lo que su orden tambie´n debe ser un pi′-nu´mero, y por
tanto λˆPˆ∩H = 1Pˆ∩H . Entonces
[χ, (1H)
G] = [χH , 1H ] = [(λˆ
G)H , 1H ] = [(λˆPˆ∩H)
H , 1H ] = [λˆPˆ∩H , 1Pˆ∩H ] = 1 ,
as´ı que χ ∈ Irrpi′((1H)G), como quer´ıamos demostrar (y tambie´n hemos pro-
bado que [χ, (1H)
G] = 1).
A la inversa, sea χ ∈ Irrpi′((1H)G). Por el Teorema 3.2.15, sabemos que
χ es un sate´lite de un cierto ψ = λˆG ∈ Bpi(G) ∩ Irrpi′(G), donde (Pˆ , λˆ) es
un nu´cleo para ψ, P ≤ Pˆ ≤ G y λˆ es lineal, luego χ = (αλˆ)G, donde
α ∈ Irr(Pˆ ) es un cara´cter pi′-especial. De igual modo que en la implicacio´n
inversa, λˆPˆ∩H = 1Pˆ∩H , por lo que tenemos que
0 < [χ, (1H)
G] = [αPˆ∩H λˆPˆ∩H , 1Pˆ∩H ] = [αPˆ∩H , 1Pˆ∩H ] ,
as´ı que αPˆ∩H = 1Pˆ∩H ya que αPˆ∩H ∈ Irr(Pˆ ∩ H), pues αPˆ∩H es pi′-especial
(usando la Proposicio´n 3.2.2, ya que Pˆ ∩H ∈ Hallpi′(Pˆ ) y α es pi′-especial).
Entonces, usando otra vez la Proposicio´n 3.2.2 (y recordando que 1Pˆ es
pi′-especial), tenemos que α = 1Pˆ , luego
χ = (αλˆ)G = λˆG = ψ ∈ Bpi(G) ∩ Irrpi′(G) .
Reuniendo varios de nuestros resultados, obtenemos el siguiente corolario,
que incluye al Teorema A de la introduccio´n (teniendo en cuenta que Φ1G0 =
(1H)
G y Φ1N0 = (1H∩N)
G, por el Teorema 2.4.18):
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Corolario 3.3.7. Sea G un grupo finito pi-separable, P ∈ Hallpi(G), N =
NG (P ) y H ∈ Hallpi′(G). Entonces existe una biyeccio´n
Γ : Irrpi′(G|1H)→ Irrpi′(N |1H∩N)
tal que, si χ ∈ Irrpi′(G|1H), entonces Γ(χ) es el u´nico constituyente irreducible
de χN de pi
′-grado. Adema´s, Γ(χ)(1) | χ(1).
Adema´s, si N = P , se tiene que
Γ : Irrpi′(G|1H)→ Irr(P/P ′)
y Γ = Ψ−1, donde Ψ es la biyeccio´n del Teorema 3.2.13.
Demostracio´n. Usando el Teorema 3.3.6, podemos deducir que
Bpi(G) ∩ Irrpi′(G) = Irrpi′(G|1H) y Bpi(N) ∩ Irrpi′(N) = Irrpi′(N |1H∩N) ,
ya que H ∩ N ∈ Hallpi′(N). Teniendo en cuenta esto, el primer pa´rrafo de
este corolario se deduce de los Teoremas 3.3.2 y 3.3.4.
Supongamos ahora que N = P . Entonces H ∩ N = H ∩ P = 1, luego
Irrpi′(N |1H∩N) = Irrpi′(N) = Irrpi′(P ) = Irr(P/P ′), ya que los caracteres irre-
ducibles de P de pi′-grado son exactamente los caracteres lineales de P (al
ser P un pi-grupo). Por otro lado, el Teorema 3.2.13 afirma que la aplicacio´n
Ψ : Irr(P/P ′)→ Irrpi′(G|1H) es sobreyectiva, y dado χ ∈ Irrpi′(G|1H), enton-
ces Ψ−1(χ) es una N -o´rbita de caracteres lineales de P ; pero como N = P ,
tenemos que Ψ−1(χ) es un u´nico elemento, por lo que Ψ es una biyeccio´n.
Adema´s, a partir de la descripcio´n de Γ en la demostracio´n del Teorema 3.3.2,
deducimos que Γ = Ψ−1.
Nota 3.3.8. No´tese que la aplicacio´n Ψ del Teorema 3.2.13 conmuta con
automorfismos de Galois, por lo que tambie´n lo hace la biyeccio´n Γ. A partir
de esto, se deduce fa´cilmente que Q(χ) = Q(Γ(χ)) para todo χ ∈ Irrpi′(G|1H)
(donde Q(χ) es el menor cuerpo conteniendo a Q y a los valores de χ).
A consecuencia es esto, un cara´cter χ ∈ Irrpi′(G|1H) es racional (esto es,
χ(x) ∈ Q para todo x ∈ G) si y so´lo si Γ(χ) es racional, ya que un cara´cter
es racional si y so´lo si es fijado por todo automorfismo de Galois.
Ejemplo 3.3.9. En la Introduccio´n, mencionamos a A5 con p = 2. En este
grupo Φ1G = χ1 + χ2 + χ3 + χ5, donde χ1(1) = 1, χ2(1) = χ3(1) = 3 y
χ5(1) = 5. Por tanto, |Irrp′(Φ1G0 )| = 4. Por otro lado, |Irrp′(Φ1N0 )| = 2.
Como afirmamos, este contraejemplo prueba que la igualdad |Irrp′(Φ1G0 )| =|Irrp′(Φ1N0 )| no es cierta para todo grupo finito.
Si G es un grupo finito p-resoluble, P ∈ Sylp(G) y N = NG (P ) = P ,
podemos usar el Teorema F de [15] para deducir que:
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Si λ ∈ Irr(P ) es lineal, entonces λG = χ+Ξ, donde χ ∈ Irrp′(G) y todos
los constituyentes irreducibles del cara´cter Ξ tienen grado divisible por
p.
Si χ ∈ Irrp′(G), entonces χP = λ + Λ, donde λ ∈ Irr(P ) es lineal, y
ningu´n constituyente irreducible del cara´cter Λ es lineal.
Adema´s, la aplicacio´n χ 7→ λ es una biyeccio´n F : Irrp′(G)→ Irr(P/P ′).
Corolario 3.3.10. Bajo las mismas hipo´tesis que el Corolario 3.3.7, si pi =
{p} y N = P , entonces Bp(G) ∩ Irrp′(G) = Irrp′(G|1H) = Irrp′(G) y Γ =
Ψ−1 = F , donde F es la biyeccio´n Irrp′(G) → Irr(P/P ′) que acabamos de
describir.
Demostracio´n. Como Γ : Irrp′(G|1H) → Irr(P/P ′) es una biyeccio´n (por el
Corolario 3.3.7), y F : Irrp′(G) → Irr(P/P ′) es otra biyeccio´n, deducimos
que Irrp′(G|1H) = Irrp′(G). As´ı, por el Corolario 3.3.7, lo u´nico que queda
por comprobar es que Ψ−1 = F , lo cual es una consecuencia inmediata de
las definiciones de F y Ψ (teniendo en cuenta que estamos suponiendo que
N = P por hipo´tesis).
3.4. Consecuencias
En esta seccio´n, demostraremos los Corolarios B y C. Para probar el
primero de ellos, necesitaremos varios resultados previos.
Proposicio´n 3.4.1. Sea G un 2-grupo. Entonces, el conjunto de caracteres
lineales racionales de G es exactamente Irr(G/Φ(G)).
Demostracio´n. Como G/Φ(G) es un grupo 2-elemental abeliano (ve´ase 5.2.7
(a) de [12]), entonces si λ ∈ Irr(G/Φ(G)), tenemos que λ es lineal (por ser un
cara´cter de un grupo abeliano). Adema´s, si x ∈ G/Φ(G), entonces x2 = 1,
luego 1 = λ(x2) = λ(x)2, por lo que λ(x) = 1 o λ(x) = −1. Por tanto, λ es
racional.
Sea ahora λ un cara´cter lineal racional de G. Entonces, para todo x ∈ G,
λ(x) es una ra´ız de la unidad (por ser λ lineal), luego se tiene que λ(x) = 1
o λ(x) = −1 (ya que λ(x) ∈ Q). Entonces, λ(x2) = λ(x)2 = 1 para todo
x ∈ G. Pero como Φ(G) = 〈x2 | x ∈ G〉 (esto es una sencilla deduccio´n del
hecho de que, como podemos ver en 5.2.8 de [12], Φ(G) es el menor subgrupo
normal de P tal que el grupo cociente de G sobre e´l es un grupo 2-elemental
abeliano), se tiene que Φ(G) ≤ ker(λ), esto es, λ ∈ Irr(G/Φ(G)).
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Teorema 3.4.2. Sea G un grupo resoluble, y sea χ ∈ Irr(G) un cara´cter
irreducible real de G de grado impar. Sea N CG y sea θ ∈ Irr(N) un consti-
tuyente irreducible de χN . Entonces θ es un cara´cter real.
Demostracio´n. Por induccio´n sobre |G : N |. Suponemos que N < G, o no
hay nada que probar.
Consideramos un factor principal G/M tal que N ≤ M . Si N 6= M , sea
ψ ∈ Irr(M) un cara´cter sobre θ y bajo χ. Por la hipo´tesis de induccio´n,
tenemos que ψ es real, y como χ ∈ Irr(G|ψ) es de grado impar, entonces
ψ tambie´n lo es. Usando la hipo´tesis de induccio´n una vez ma´s, deducimos
que θ es un cara´cter real. Por tanto, podemos suponer que G/N es un factor
principal, y como G es resoluble, tenemos que |G/N | = p para cierto primo
p.
Si χN = θ, entonces θ es real, as´ı que podemos suponer que χN /∈ Irr(N).
Entonces, por el Lema 2.3.5, tenemos que
χN =
p∑
i=1
θi ,
donde θi ∈ Irr(N) son G-conjugados y diferentes entre s´ı. Entonces, como
χ(1) = pθ(1) es impar, deducimos que p es impar. Ahora, como χ es real,
tenemos que χN tambie´n lo es, por lo que
p∑
i=1
θi = χN = χN =
p∑
i=1
θi .
Como la conjugacio´n compleja es una involucio´n y p es impar, tenemos que
existe un θi real, por lo que θ, al ser un G-conjugado de dicho cara´cter,
tambie´n lo es.
Teorema 3.4.3 (Gow). Sea G un grupo resoluble, y sea χ ∈ Irr(G) un
cara´cter irreducible real no trivial de G de grado impar. Entonces, χ = λG
para algu´n λ ∈ Irr(U) lineal, donde U < G y |U : ker(λ)| = 2 (por tanto, en
particular, χ es racional).
Demostracio´n. Este teorema es el resultado principal de [4].
Vamos a desviarnos un momento de nuestro objetivo para dar una versio´n
ma´s fuerte del Teorema 3.4.3 debida a G. Navarro y no publicada anterior-
mente.
Teorema 3.4.4. Sea G un grupo resoluble, y sea χ ∈ Irr(G) un cara´cter
irreducible real de G de grado impar. Entonces, si U ≤ G y α ∈ Irr(U) es
cualquier cara´cter primitivo tal que αG = χ, entonces α es un cara´cter lineal
real.
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Demostracio´n. Aplicaremos induccio´n en |G|. Si |G| = 1 no hay nada que
probar, por lo que suponemos que |G| > 1. Como
χ(1) = αG(1) = |G : U |α(1)
es impar, tenemos que |G : U | y α(1) son ambos impares.
Por el Lema 2.2.4, tenemos que
ker(χ) =
⋂
x∈G
(ker(α))x ,
por lo que, en particular, ker(χ) ≤ ker(α).
Si ker(χ) 6= 1, consideramos el grupo G/ker(χ), y tenemos que χ ∈
Irr(G/ker(χ)) es un cara´cter irreducible real de G/ker(χ) de grado impar,
U/ker(χ) ≤ G/ker(χ), y α ∈ Irr(U/ker(χ)) es un cara´cter primitivo tal que
αG/ker(χ) = χ. Entonces, podemos aplicar la hipo´tesis de induccio´n para de-
ducir que α ∈ Irr(U/ker(χ)) es un cara´cter lineal real, por lo que α tambie´n
lo es como cara´cter de U . Por esto, podemos suponer que χ es fiel.
Sea N = O2′(G). Por el Teorema 3.4.2, sabemos que cualquier consti-
tuyente irreducible de χN es real. Como N es un 2
′-grupo, el Teorema de
Burnside (ve´ase el Teorema 2.3.1) nos dice que el u´nico cara´cter real de N es
1N . As´ı, deducimos que χN es una funcio´n constante, pero χN es un cara´cter
fiel (ya que tambie´n lo es χ), por lo que O2′(G) = N = 1.
Sea M = O2(G), y como G > 1 es resoluble y O2′(G) = 1, tenemos que
M > 1. Por otro lado, como |G : U | es impar, tenemos que M ≤ U . Como
α es primitivo, entonces α es cuasiprimitivo, por lo que αM = eθ, con e ∈ N
y θ ∈ Irr(M). Como α(1) es impar, θ(1) es impar, pero θ es un cara´cter
irreducible de un 2-grupo, por lo que θ es lineal. Adema´s, por el Teorema
3.4.2, deducimos que θ es real.
Sea T = IG(θ). Si u ∈ U , se tiene que
eθ = αM = (αM)
u = eθu ,
por lo que θ = θu, y U ≤ T ≤ G.
Como αT ∈ Irr(T ), y (αT )G = αG = χ, tenemos que αT es el correspon-
diente de Clifford de χ sobre θ (ve´ase el Teorema 2.3.3). Adema´s
(αT )G = (αT )G = χ = χ
y αT ∈ Irr(T ), por lo que αT tambie´n es el correspondiente de Clifford de χ
sobre θ, y αT = αT , esto es, αT es real.
Si T < G, como αT ∈ Irr(T ) es un cara´cter irreducible real y αT (1) =
|T : U |α(1) es impar, podemos aplicar la hipo´tesis de induccio´n para deducir
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que α es un cara´cter lineal real. As´ı, podemos suponer que T = G, por lo
que θ es G-invariante.
As´ı, usando el Teorema 2.3.2, deducimos que χM = χ(1)θ, por lo que
θ ∈ Irr(M) es fiel, lineal y real. As´ı, θ(x) = −1 para todo x ∈ M no trivial,
y al ser θ fiel, deducimos que |M | ≤ 2, por lo que |M | = 2.
Como |M | = 2 y M CG, tenemos que M ≤ Z(G), y como ten´ıamos que
O2′(G) = 1, deducimos que O2′(G/M) = 1, por lo que G es un 2-grupo.
Como el orden de χ es impar, deducimos que χ es lineal, por lo que el
u´nico cara´cter que lo induce es e´l mismo, y ya supon´ıamos por hipo´tesis que
χ era real.
Hacemos notar que en la demostracio´n no se ha usado que α es un cara´cter
primitivo, so´lo que es cuasiprimitivo. Pero tambie´n hacemos notar que, por
el Teorema 11.33 de [8] (debido a T. Berger), si G es resoluble y χ ∈ Irr(G),
entonces χ es primitivo si y so´lo si es cuasiprimitivo.
Ahora ya podemos probar el Corolario B.
Teorema 3.4.5. Sea G un grupo resoluble, sea P ∈ Syl2(G) y sea N =
NG (P ). Entonces, el nu´mero de caracteres irreducibles racionales de G de
grado impar es el nu´mero de N-o´rbitas en P/Φ(P ).
Demostracio´n. Por el Teorema 3.4.3, tenemos que si χ ∈ Irr(G) es un cara´cter
irreducible racional no trivial de G de grado impar, entonces χ = λG para
algu´n λ ∈ Irr(U) lineal, de orden 2 (ya que |U : ker(λ)| = 2), donde |G : U | =
χ(1) es impar. Sea H un 2-complemento de G. Entonces, si χ ∈ Irr2′(G) es
racional, tenemos que
[χ, (1H)
G] = [χH , 1H ] = [(λ
G)H , 1H ] = [(λU∩H)H , 1H ] ,
ya que (λG)H = (λU∩H)H , pues G = HU . Tenemos que λU∩H es un cara´cter
lineal de orden divisor de 2, pero U ∩H es un 2′-grupo, por lo que λU∩H =
1U∩H . Asi,
[χ, (1H)
G] = [(1U∩H)H , 1H ] = [1U∩H , 1U∩H ] = 1 ,
y por tanto, χ es un constituyente irreducible de (1H)
G de grado impar (lo
cual tambie´n ocurre si χ = 1G). Lo mismo ocurre con los caracteres irre-
ducibles racionales de N de grado impar: son constituyentes irreducibles de
(1N∩H)N de grado impar. Por el Corolario 3.3.7, y la Nota 3.3.8 sobre cuer-
pos de valores en la correspondencia, concluimos que el nu´mero de caracteres
irreducibles racionales de G de grado impar es el mismo que los de N .
Supongamos que θ ∈ Irr(N) es racional y de grado impar, y sea λ ∈ Irr(P )
bajo θ. Usando el Teorema 3.4.2, al ser θ real y de grado impar, deducimos
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que λ tambie´n es real. Como PCN y θ es de grado impar, entonces λ tambie´n
debe serlo, pero como P es un 2-grupo, deducimos que λ es lineal. Por tanto,
por la Proposicio´n 3.4.1, λ ∈ Irr(P/Φ(P )).
Sea T el estabilizador de λ en N , y sea λˆ la extensio´n cano´nica de λ
a T (usando el Teorema 2.3.6, ya que P ∈ Syl2(G), y por tanto, (|P |, |T :
P |) = 1). Notemos que si σ ∈ Gal(Q¯/Q), entonces λˆσ es una extensio´n de
λσ = λ que tiene el mismo orden que λˆ, y por unicidad, λˆσ = λˆ para todo σ ∈
Gal(Q¯/Q), por lo que λˆ tambie´n es racional. Aplicando la correspondencia de
Clifford (ve´ase el Teorema 2.3.3), sabemos que existe un u´nico φ ∈ Irr(T |λ)
tal que θ = φN , y aplicando la correspondencia de Gallagher en T (ve´ase la
Proposicio´n 2.3.4), sabemos que existe un u´nico τ ∈ Irr(T/P ) tal que φ = τ λˆ
(por lo que θ = (τ λˆ)N). Por la unicidad de las correspondencias de Clifford
y Gallagher, y usando que θ, λˆ y λ son racionales, concluimos que τ tambie´n
es racional. Como T/P tiene orden impar y τ es real (ya que es racional),
tenemos que τ = 1 (por el Teorema 2.3.1); por tanto, θ = (λˆ)N . Esto prueba
que los caracteres irreducibles racionales de N de grado impar son del tipo
{(λˆ)N | λ ∈ Irr(P/Φ(P ))} .
Por otro lado (olvidandonos ahora de θ), si λ ∈ Irr(P/Φ(P )), entonces λ es
racional (por la Proposicio´n 3.4.1). Como antes, sea T el estabilizador de λ en
N , y sea λˆ la extensio´n cano´nica (racional) de λ a T . Por la correspondencia
de Clifford, sabemos que (λˆ)N ∈ Irr(N), que es racional (por la unicidad de
la correspondencia de Clifford), y que su grado es |N : T |, que es impar (pues
P ≤ T y P ∈ Syl2(G)). Por tanto, hemos visto que el conjunto
{(λˆ)N | λ ∈ Irr(P/Φ(P ))}
es el conjunto de caracteres irreducibles racionales de N de grado impar.
Ahora, si λ1, λ2 ∈ Irr(P/Φ(P )), entonces λ1 y λ2 son N -conjugados si y
so´lo si (λˆ1)
N = (λˆ2)
N , por lo que los caracteres irreducibles racionales de N
de grado impar son exactamente
{(λˆ)N | λ ∈ Λ} ,
donde Λ es un sistema completo de representantes de N -o´rbitas (o lo que es
lo mismo, N/P -o´rbitas) en Irr(P/Φ(P )), y por tanto, el nu´mero de caracte-
res irreducibles racionales de G de grado impar es |Λ|. Por accio´n coprima,
sabemos que las N/P -acciones en Irr(P/Φ(P )) y en el conjunto de clases de
conjugacio´n de P/Φ(P ) son permutacio´n-isomorfas (por el Teorema 2.3.9),
por lo que |Λ| es el nu´mero de N/P -o´rbitas (o lo que es lo mismo, N -o´rbitas)
en P/Φ(P ). Esto completa la demostracio´n del teorema.
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Seguidamente probaremos el Corolario C de la Introduccio´n.
Teorema 3.4.6. Sea G un grupo finito pi-separable, y sean P y H un pi-
subgrupo de Hall y un pi-complemento de G, respectivamente. Entonces∑
χ∈Irrpi′ ((1H)G)
χ(1) ≥ |P : P ′| .
Demostracio´n. Denotemos N = NG (P ). Si λ ∈ Irr(P ) es lineal (esto es,
λ ∈ Irr(P/P ′)), entonces (por el Teorema 3.2.13 aplicado en N , y usando la
misma notacio´n) Pˆ debe ser el estabilizador de λ en N , y λˆ es la extensio´n
cano´nica de λ a Pˆ (esto es, la u´nica extensio´n que tiene pi-orden, la cual tiene,
de hecho, el mismo orden que λ - ve´ase el Teorema 2.3.6). De esta manera,
usando el Teorema 3.2.13 obtenemos que
Bpi(N) ∩ Irrpi′(N) = {λˆN | λ ∈ ∆} ,
donde ∆ es un sistema completo de representantes de N -o´rbitas en Irr(P/P ′)
y λˆ es la extensio´n cano´nica de λ a su estabilizador en N . Se deduce que∑
τ∈Bpi(N)∩Irrpi′ (N)
τ(1) =
∑
λ∈∆
λˆN(1) .
Notemos que si λ ∈ ∆, entonces λˆN(1) = |N : Pˆ |, y como Pˆ es el
estabilizador de λ en N , entonces |N : Pˆ | es el cardinal de la N -o´rbita de λ.
Por tanto, si sumamos esta cantidad variando λ en ∆, obtenemos el cardinal
del conjunto de caracteres lineales de P , esto es, |Irr(P/P ′)| = |P : P ′|. As´ı,∑
τ∈Bpi(N)∩Irrpi′ (N)
τ(1) =
∑
λ∈∆
|N : Pˆ | = |P : P ′| ,
pero sabemos que Bpi(N) ∩ Irrpi′(N) = Irrpi′((1N∩H)N) por el Teorema 3.3.6,
as´ı que ∑
τ∈Irrpi′ ((1N∩H)N )
τ(1) = |P : P ′| .
Por tanto (y usando que Γ(χ)(1) divide a χ(1) para todo χ ∈ Irrpi′((1H)G),
como hemos visto en el Corolario 3.3.7),∑
χ∈Irrpi′ ((1H)G)
χ(1) ≥
∑
χ∈Irrpi′ ((1H)G)
Γ(χ)(1) =
∑
τ∈Irrpi′ ((1N∩H)N )
τ(1) = |P : P ′| .
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Una pregunta lo´gica que cabe hacerse es la siguiente: ¿que´ podemos decir
del Corolario C si el grupo G no es p-resoluble? ¿Es cierta la desigualdad∑
χ∈Irrp′ (Φ1G0 )
χ(1) ≥ |P : P ′|
para grupos finitos en general?
Hemos comprobado mu´ltiples grupos para diferentes primos p, y no hemos
encontrado ninguno de ellos en el que la desigualdad no se cumpla - de hecho,
los valores de
∑
χ∈Irrp′ (Φ1G0 )
χ(1) tienden a ser mucho mayores que los de
|P : P ′|. Adjuntamos dos tablas donde comparamos estos dos valores (para
p = 2 y p = 3) para diversos grupos: grupos alternados An, grupos especiales
lineales proyectivos PSL(2, n) y PSL(3, n), y grupos espora´dicos.
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Grupo
∑
χ∈Irr2′ (Φ1G0 )
χ(1) |P : P ′|
A5 12 4
A6 20 4
A7 72 4
A8 196 8
A9 434 8
A10 1752 8
PSL(2, 7) 8 4
PSL(2, 8) 56 8
PSL(2, 11) 12 4
PSL(2, 13) 28 4
PSL(2, 16) 240 16
PSL(2, 17) 36 4
PSL(2, 19) 20 4
PSL(3, 3) 80 4
PSL(3, 4) 322 16
PSL(3, 5) 684 8
PSL(3, 7) 800 4
PSL(3, 8) 25970 64
PSL(3, 9) 7100 16
M11 112 4
M12 332 8
J1 840 8
M22 882 8
J2 884 8
M23 1610 8
HS 5852 8
J3 4862 8
M24 24976 16
McL 51788 8
He 82452 16
Ru 285768 8
Suz 648208 16
O′N 415340 8
Co3 626518 16
Co2 11427684 32
Tabla 3.1: p=2
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Grupo
∑
χ∈Irr3′ (Φ1G0 )
χ(1) |P : P ′|
A5 6 3
A6 27 9
A7 64 9
A8 135 9
A9 9 9
A10 546 9
PSL(2, 7) 9 3
PSL(2, 8) 9 9
PSL(2, 11) 12 3
PSL(2, 13) 15 3
PSL(2, 16) 18 3
PSL(2, 17) 18 9
PSL(2, 19) 81 9
PSL(3, 3) 111 9
PSL(3, 4) 126 9
PSL(3, 5) 126 3
PSL(3, 7) 513 9
PSL(3, 8) 513 9
PSL(3, 9) 46841 81
M11 99 9
M12 286 9
J1 78 3
M22 540 9
J2 189 9
M23 2025 9
HS 6534 9
J3 6156 9
M24 5568 9
McL 39942 27
He 81330 9
Ru 65976 9
Suz 754886 27
O′N 1475444 81
Co3 1759339 27
Co2 4330602 27
Tabla 3.2: p=3
Cap´ıtulo 4
Correspondencias entre
caracteres de 2-Brauer de
grupos resolubles
4.1. Introduccio´n
Supongamos que G es un grupo finito y p es un primo. Como hemos dicho,
la Conjetura de McKay afirma que existe una biyeccio´n entre el conjunto
Irrp′(G) de caracteres complejos irreducibles de G de grado no divisible por
p y el conjunto Irrp′(NG (P )), donde P es un p-subgrupo de Sylow de G. En
general, no se conocen correspondencias naturales entre estos dos conjuntos,
ni siquiera para grupos resolubles, y de hecho, se supone que no van a existir.
En 1973 (ve´ase el Teorema 10.9 de [7]), M. Isaacs encontro´ una biyeccio´n
natural
Irrp′(G)→ Irrp′(NG (P ))
si G es resoluble y |G : NG (P ) | es impar. Mucho mas recientemente, A.
Turull encontro´ otra biyeccio´n natural si G es resoluble y |NG (P ) | es impar
(ve´ase [20]).
Nuestra estrategia aqu´ı no sera´ limitar los posibles grupos resolubles G
al poner condiciones sobre ellos, sino limitar el conjunto Irrp′(G), para en-
contrar una biyeccio´n natural entre subconjuntos adecuados de Irrp′(G) e
Irrp′(NG (P )). Espec´ıficamente, demostramos el siguiente resultado, cuyas
hipo´tesis son ligeramente ma´s de´biles que las que son necesarias para la co-
rrespondencia de Turull de [20]. Si G es un grupo finito resoluble, recordemos
que B2′(G) es un lifting cano´nico de los caracteres de 2-Brauer de G (ve´ase
el Teorema 3.2.12).
Teorema D. Sea G un grupo finito resoluble. Entonces existe una biyeccio´n
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cano´nica
∗ : B2′(G) ∩ Irrp′(G)→ B2′(NG (P )) ∩ Irrp′(NG (P )) .
En particular, existe una biyeccio´n natural
IBrp′(G)→ IBrp′(NG (P )) ,
donde IBrp′(G) es el conjunto de caracteres de 2-Brauer irreducibles de G de
p′-grado.
Notemos que si |NG (P ) | es impar (como en las hipo´tesis de la correspon-
dencia de Turull), entonces B2′(NG (P )) = Irr(NG (P )) y por tanto nuestro
Teorema D es ma´s general que la correspondencia de Turull.
Si G = Gal(Q¯/Q) es el grupo de Galois de la clausura algebraica del
cuerpo de nu´meros racionales sobre los racionales, veremos que ∗ conmuta
con la accio´n de G. Adema´s, χ∗(1) divide a χ(1) y χ(1) ≡ ±χ∗(1) mod p
para todo χ ∈ B2′(G) ∩ Irrp′(G) (como fue conjeturado en [11], [17] y [21]).
A diferencia de Turull en [20], no somos capaces de controlar los ı´ndices de
Schur de los caracteres que se encuentran en correspondencia.
Queremos mencionar que el hecho de que
|IBrp′(G)| = |IBrp′(NG (P ))|
(donde nos estamos refiriendo a caracteres de q-Brauer, para un nu´mero
primo q) es cierto y bien conocido para grupos resolubles (ve´ase [24]). Si G no
es resoluble, entonces |IBrp′(G)| no tiene por que´ ser igual a |IBrp′(NG (P ))|.
Las correspondencias cano´nicas nos permiten obtener resultados como el
que viene a continuacio´n fa´cilmente. Este es el resultado principal de [18],
que nosotros deducimos de nuestro Teorema D.
Corolario E. Sea G un grupo resoluble y sea P ∈ Sylp(G). Entonces NG (P )
tiene un 2-subgrupo de Sylow normal si y so´lo si 1G0 es el u´nico cara´cter real
de 2-Brauer de G de p′-grado.
Los resultados principales de esta seccio´n han sido publicados en [1].
4.2. Preliminares
A lo largo de este cap´ıtulo, G sera´ un grupo finito. Ba´sicamente, usaremos
la notacio´n de [13] para caracteres de q-Brauer, donde q es un primo.
Si G es un grupo pi-separable, usaremos el conjunto cano´nico Bpi(G) ⊆
Irr(G), definidos en la seccio´n 3.2, y 0 denotara´ restriccio´n a pi-elementos.
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Cuando pi = {q}′, tenemos que Bq′(G) es un lifting cano´nico de los caracteres
de q-Brauer IBr(G) (por el Teorema 3.2.12).
Ahora, probaremos un lema que necesitaremos en la demostracio´n del
Lema 4.2.6
Lema 4.2.1. Supongamos que L C G, donde G es pi-separable. Sea φ ∈
Bpi(L) y sea H un pi-subgrupo de Hall de G. Supongamos que α y β son
caracteres (ordinarios) de G tales que αL y βL so´lo contienen G-conjugados
de φ. Entonces αH = βH si y so´lo si αHL = βHL.
Demostracio´n. Si αHL = βHL, es inmediato que αH = βH .
Supongamos ahora que αH = βH . Si µ ∈ Irr(HL) es un constituyente de
αHL, entonces
αL = (αHL)L = µL + Ξ ,
donde Ξ es un cara´cter de L o es cero. Como αL so´lo contiene G-conjugados
de φ, entonces µL so´lo contiene G-conjugados de φ; sea τ uno de ellos. Como
HL/L es un pi-grupo, τ ∈ Bpi(L) (ya que es un G-conjugados de φ ∈ Bpi(L))
y µ ∈ Irr(HL|τ), concluimos que µ ∈ Bpi(HL) (por el Teorema 3.2.9). Ana´lo-
gamente, si µ fuese un constituyente de βHL en lugar de αHL, tambie´n se
cumplir´ıa que µ ∈ Bpi(HL). Por tanto, podemos escribir
αHL = e1µ1 + · · ·+ esµs y βHL = d1ν1 + · · ·+ dtνt ,
donde µi, νj ∈ Bpi(HL) y ei, dj ∈ N para todo 1 ≤ i ≤ s y todo 1 ≤ j ≤ t
(donde los µi son diferentes entre s´ı, y los νj son diferentes entre s´ı). Como
αH = βH , tenemos que
e1µ
0
1 + · · ·+ esµ0s = d1ν01 + · · ·+ dtν0t ,
donde 0 denota restriccio´n a pi-elementos. Por el Teorema 3.2.12, sabemos
que {ν0 | ν ∈ Bpi(HL)} es una C-base del espacio de funciones de clase sobre
los pi-elementos de HL, y que
0 : Bpi(HL)→ {ν0 | ν ∈ Bpi(HL)}
es una biyeccio´n, por lo que concluimos que
αHL = e1µ1 + · · ·+ esµs = d1ν1 + · · ·+ dtνt = βHL ,
como se quer´ıa demostrar.
La siguiente definicio´n es fundamental en Teor´ıa de Caracteres.
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Definicio´n 4.2.2. Sea K un grupo finito, y sea LCK.
Sea θ ∈ Irr(K). Diremos que θ esta´ completamente ramificado respecto a
K/L si existe un φ ∈ Irr(L) tal que θL = eφ, con e2 = |K : L|.
Sea φ ∈ Irr(L). Diremos que φ esta´ completamente ramificado respecto a
K/L si existe un θ ∈ Irr(K) tal que φK = eθ, con e2 = |K : L|.
Si K un grupo finito, LCK, θ ∈ Irr(K) y φ ∈ Irr(L) tales que θ esta´ por
encima de φ, entonces θ esta´ completamente ramificado respecto a K/L si y
so´lo si φ esta´ completamente ramificado respecto a K/L (esto es inmediato
por la reciprocidad de Frobenius).
La siguiente definicio´n aparece en [7], y ma´s concretamente, en la Seccio´n
3 de dicho art´ıculo.
Definicio´n 4.2.3. Decimos que (G,K,L, θ, φ) es una 5-tupla de caracteres
cuando G es un grupo finito, L ⊆ K CG con LCG donde K/L es abeliano,
φ ∈ Irr(L), θ ∈ Irr(K) y θL = eφ con e2 = |K : L|, y φ es G-invariante (lo
que es equivalente a que θ sea G-invariante).
Supongamos que (G,K,L, θ, φ) es una 5-tupla de caracteres, con K/L un
grupo abeliano de orden impar. Entonces, Isaacs define en la Seccio´n 9 de [7]
el cara´cter cano´nico ψ = ψ(K/L) ∈ Ch(G). Dicho cara´cter so´lo depende de φ
y de la accio´n de G/K en K/L, y es tal que ψ(1)2 = |K : L|, su nu´cleo
esta´ contenido en K, y ψ(g) 6= 0 para todo g ∈ G. Hacemos notar que Isaacs
dio me´todos para calcular el valor exacto de ψ(g) para cualquier g ∈ G, pero
no los transcribiremos, ya que no necesitaremos usarlos en este trabajo.
Teorema 4.2.4. Supongamos que (G,K,L, θ, φ) es una 5-tupla de caracte-
res, con K/L un grupo abeliano de orden impar. Entonces, si ψ = ψ(K/L) es
el cara´cter cano´nico de G que se origina de esta 5-tupla de caracteres, existe
un subgrupo U ⊆ G tal que:
(a) UK = G y U ∩K = L;
(b) si K ≤ W ≤ G, la ecuacio´n χW∩U = ψW∩Uξ donde χ ∈ Irr(W |θ) y ξ ∈
Irr(W ∩ U |φ) define una biyeccio´n entre estos conjuntos de caracteres.
Esbozo de la demostracio´n. La prueba se puede realizar por induccio´n en
|K/L|, exactamente de la misma manera que la primera parte de la prue-
ba del Teorema 9.1 de [7], para deducir que podemos asumir que K/L es
un p-grupo, y entonces basta seguir la prueba del Teorema 3.1 de [14] para
concluir que este teorema es cierto.
Notemos que, bajo las mismas hipo´tesis y notacio´n del Teorema 4.2.4, si
g ∈ G, entonces U g tambie´n satisface (a) y (b). Notemos tambie´n que si σ
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es un elemento de Gal(Q¯/Q), el grupo de Galois de la clausura algebraica del
cuerpo de nu´meros racionales (sobre los racionales), entonces (G,K,L, θσ, φσ)
es una 5-tupla de caracteres, y el cara´cter cano´nico que se origina de e´sta es
ψσ, segu´n su definicio´n en [7]. As´ı, podemos aplicar el Teorema 4.2.4 a esta
nueva 5-tupla de caracteres, y es fa´cil comprobar que las correspondencias
de (b) conmutan con σ; esto es, si K ≤ W ≤ G, y
χW∩U = ψW∩Uξ donde χ ∈ Irr(W |θ) y ξ ∈ Irr(W ∩ U |φ) ,
entonces
(χσ)W∩U = (ψσ)W∩Uξσ donde χσ ∈ Irr(W |θσ) y ξσ ∈ Irr(W ∩ U |φσ) .
Ahora, recordaremos los conceptos de caracteres triples e isomorfismos de
caracteres triples (los cuales pueden verse con ma´s detalle en el cap´ıtulo 11
de [8]). Decimos que (G,K, θ) es un cara´cter triple si G es un grupo finito,
K C G y θ ∈ Irr(K) es G-invariante. Notemos que los conceptos de 5-tupla
de caracteres y caracteres triples esta´n relacionados: si (G,K,L, θ, φ) es una
5-tupla de caracteres, entonces (G,K, θ) y (G,L, φ) son caracteres triples.
Supongamos ahora que (G,K, θ) y (U,L, φ) son caracteres triples, y que
? : G/K → U/L
es un isomorfismo de grupos. Si K ≤ H ≤ G, denotamos por H? al u´nico
subgrupo L ≤ H? ≤ U tal que (H/K)? = H?/L, y si β es un cara´cter de
H/K, entonces β? denota al correspondiente cara´cter de H?/L mediante el
isomorfismo ? (esto es, el u´nico cara´cter β? de H?/L tal que β?(x?) = β(x)
para todo x ∈ H/K). Supongamos que para cada K ≤ H ≤ G existe una
biyeccio´n
? : Irr(H|θ)→ Irr(H?|φ) ,
que extendemos linealmente a una biyeccio´n
? : Ch(H|θ)→ Ch(H?|φ)
(donde Ch(H|θ) denota el conjunto de caracteres χ de H tales que χK es un
mu´ltiplo de θ; esto es, los caracteres de H que son N-combinacio´n lineal de
los caracteres de Irr(H|θ)). Supongamos tambie´n que, para cada
K ≤ I ≤ H ≤ G,χ ∈ Irr(H|θ) y β ∈ Irr(H/K) ,
se cumple lo siguiente:
(a) (χI)
? = (χ?)I? y
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(b) (χβ)? = χ?β?.
Entonces, decimos que
? : (G,K, θ)→ (U,L, φ)
es un isomorfismo de caracteres triples.
Lema 4.2.5. Supongamos que (G,K,L, θ, φ) es una 5-tupla de caracteres,
donde K/L es un grupo abeliano de orden impar. Sean ψ y U como en el
Teorema 4.2.4, y sea
? : G/K → U/L
el isomorfismo cano´nico de grupos (teniendo en cuenta que G = KU y L =
K ∩ U), y para cada K ≤ W ≤ G, denotamos por
? : Irr(W |θ)→ Irr(W ∩ U |φ)
a la biyeccio´n cano´nica de Isaacs dada por χW∩U = ψW∩Uχ? para todo χ ∈
Irr(W |θ). Entonces estas aplicaciones definen un isomorfismo de caracteres
triples
? : (G,K, θ)→ (U,L, φ) .
Demostracio´n. Tomamos un K ≤ H ≤ G (no´tese que, entonces, se tiene que
H? = H ∩ U). No´tese que si extendemos
? : Irr(H|θ)→ Irr(H?|φ)
linealmente a
? : Ch(H|θ)→ Ch(H?|φ)
y χ ∈ Ch(H|θ), entonces χ? es el u´nico cara´cter de Ch(H?|φ) tal que χH? =
ψH?χ
?, teniendo en cuenta que ψ(g) 6= 0 para todo g ∈ G.
Queremos probar que ? es un isomorfismo de caracteres triples, por lo que
es suficiente probar que se cumple (a) y (b), tal y como estan enunciados en
la definicio´n de isomorfismo de caracteres triples. Sean
K ≤ I ≤ H ≤ G,χ ∈ Irr(H|θ) y β ∈ Irr(H/K) .
Tenemos que χH? = ψH?χ
?, por lo que
(χI)I? = χI? = (χH?)I? = ψI?(χ
?)I? ,
luego (χI)
? = (χ?)I? , por lo que (a) es cierto.
Como β ∈ Irr(H/K), se tiene que β? = βH? (por la definicio´n del isomor-
fismo cano´nico ? : G/K → U/L), y como χH? = ψH?χ?, deducimos que
(χβ)H? = χH?βH? = ψH?χ
?βH? = ψH?χ
?β? ,
por lo que (χβ)? = χ?β?, y (b) tambie´n es cierto.
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Usaremos el lema anterior para probar el que viene a continuacio´n, el cual
trata sobre caracteres de 2-Brauer. Este sera´ un lema clave para probar el
Teorema 4.3.1.
Lema 4.2.6. Supongamos que (G,K,L, θ, φ) es una 5-tupla de caracteres,
con G resoluble y K/L un grupo abeliano de orden impar. Supongamos tam-
bie´n que θ ∈ B2′(K). Sean ψ y U como en el Teorema 4.2.4, y denotamos
por
? : Irr(G|θ)→ Irr(U |φ)
a la biyeccio´n cano´nica de Isaacs, dada por χU = ψUχ
? para todo χ ∈
Irr(G|θ). Entonces χ0 ∈ IBr(G) si y so´lo si (χ?)0 ∈ IBr(U) para χ ∈ Irr(G|θ).
Adema´s, dados χ, τ ∈ Irr(G|θ), se tiene que χ0 = τ 0 si y so´lo si (χ?)0 = (τ ?)0.
As´ı, existe una biyeccio´n cano´nica de caracteres de Brauer
∗ : IBr(G|θ0)→ IBr(U |φ0) .
Demostracio´n. No´tese que θ ∈ B2′(K) es equivalente a φ ∈ B2′(L), segu´n el
Teorema 3.2.9, ya que |K/L| es impar. Por tanto, θ0 ∈ IBr(K) y φ0 ∈ IBr(L)
(por el Teorema 3.2.12).
Sea H un 2-complemento de G, por lo que se cumple que K ⊆ HL y que
U ∩H es un 2-complemento de U , ya que HU = G. Sea χ ∈ Irr(G|θ) (por lo
que χ? ∈ Irr(U |φ)). Escribimos
(χ?)0 = e1α
0
1 + · · ·+ erα0r ,
donde r ≥ 1, αi ∈ B2′(U) y ei son enteros no negativos (usando los Teoremas
2.4.4 y 3.2.12). Como U ∩H es un 2-complemento de U , tenemos que U ∩H
esta´ contenido en los elementos 2-regulares de U , por lo que
(χ?)U∩H = (e1α1 + · · ·+ erαr)U∩H .
Como (χ?)L = eφ, donde e es un entero no negativo (ya que L C U y φ es
U -invariante, por ser G-invariante), deducimos que
eφ0 = ((χ?)L)
0 = ((χ?)0)L = e1(α
0
1)L + · · ·+ er(α0r)L ,
y como φ0 ∈ IBr(L), deducimos que para cada i, se cumple que
((αi)L)
0 = (α0i )L = viφ
0
para un entero no negativo vi. Como cada constituyente irreducible de (αi)L
esta en B2′(L) (usando el Teorema 3.2.10), y B2′(L) es un lifting cano´nico
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de IBr(L) (otra vez por el Teorema 3.2.12), se deduce que (αi)L = viφ. As´ı,
todo αi esta´ por encima de φ.
Hemos visto que el u´nico cara´cter irreducible que es un constituyente
tanto de (χ?)L como de (e1α1 + · · ·+ erαr)L es φ ∈ B2′(L), y que
(χ?)U∩H = (e1α1 + · · ·+ erαr)U∩H ,
por lo que podemos usar el Lema 4.2.1 para concluir que
(χ?)L(U∩H) = (e1α1 + · · ·+ erαr)L(U∩H) .
Para cada i, como αi ∈ Irr(U |φ), tenemos que existe un cara´cter βi ∈ Irr(G|θ)
tal que αi = (βi)
?. Usando el Lema 4.2.5, tambie´n denotamos por ? a la
extensio´n de la biyeccio´n cano´nica de Isaacs a sumas (distintas de cero) de
caracteres en Irr(F |θ), para todo K ≤ F ≤ G. Entonces, obtenemos que
(χLH)
? = (χ?)L(U∩H) = ((e1β1+· · ·+erβr)?)L(U∩H) = ((e1β1+· · ·+erβr)LH)? ,
ya que
(LH)? = LH ∩ U = L(U ∩H) ,
y como
? : Ch(LH|θ)→ Ch((LH)?|φ)
es una biyeccio´n, deducimos que
χLH = (e1β1 + · · · erβr)LH ,
por lo que
χH = (e1β1 + · · · erβr)H .
Si χ0 ∈ IBr(G), y como χH = (e1β1 + · · · erβr)H , concluimos que r = 1 y
e1 = 1, luego
(χ?)0 = (β?1)
0 = (α1)
0 ∈ IBr(U) .
Usando un razonamiento ana´logo al de los pa´rrafos anteriores, obtenemos
que χ0 ∈ IBr(G) si (χ?)0 ∈ IBr(U) (esto no es una conclusio´n inmediata, ya
que, bajo la notacio´n anterior, si (χ?)0 ∈ IBr(U), deducir´ıamos que χLH =
β1, pero β1 no tiene porque estar en B2′(LH), y no podemos asegurar que
β01 ∈ IBr(G)).
Sean ahora χ, τ ∈ Irr(G|θ). Tenemos que χ0 = τ 0 sii χH = τH , y usando el
Lema 4.2.1, esto es cierto sii χLH = τLH . Por el Lema 4.2.5, esto es equivalente
a
(χ?)L(U∩H) = (χLH)? = (τLH)? = (τ ?)L(U∩H) ,
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lo cual es cierto sii (χ?)U∩H = (τ ?)U∩H (usando otra vez el Lema 4.2.1, ya
que χ?, τ ? ∈ Irr(U |φ)), y esto es equivalente a (χ?)0 = (τ ?)0.
Sea ahora τ ∈ IBr(G|θ0). Por el Teorema 3.2.12, sabemos que existe un
χ ∈ B2′(G) tal que χ0 = τ . Adema´s, por el Teorema 3.2.10, todo consti-
tuyente irreducible de χK se encuentra en B2′(K) y, por tanto, debe ser θ
(otra vez por el Teorema 3.2.12, aplicado ahora en K). Ana´logamente, si
τ ∈ IBr(U |φ0), existe un χ ∈ Irr(U |φ) tal que χ0 = τ .
As´ı, si τ ∈ IBr(G|θ0), sea χ ∈ Irr(G|θ) tal que χ0 = τ . Como χ0 = τ ∈
IBr(G|θ0), tenemos que (χ?)0 ∈ IBr(U |φ0), y definimos τ ∗ = (χ?)0. Por lo
que hemos probado anteriormente,
∗ : IBr(G|θ0)→ IBr(U |φ0)
es una biyeccio´n cano´nica.
Ana´logamente a como antes se ha definido el concepto de cara´cter triple,
se define su equivalente modular: decimos que (G,K, θ) es un cara´cter triple
modular si G es un grupo finito, K C G y θ ∈ IBr(K) es G-invariante.
La definicio´n de isomorfismos de caracteres triples modulares es tambie´n
ana´loga, y no la explicitaremos aqu´ı. El siguiente resultado es el Teorema
8.28 de [13], y lo usaremos para probar el Teorema 4.2.8.
Teorema 4.2.7. Sea (G,K, θ) un cara´cter triple modular. Entonces existe
un isomorfismo de caracteres triples modulares
F : (G,K, θ)→ (U,L, φ)
donde φ es lineal y fiel. En particular, L es un p′-subgrupo central de U .
Ahora probaremos un teorema que usaremos ma´s adelante, en la prueba
del Teorema 4.3.1.
Teorema 4.2.8. Supongamos que G = KH, donde K y L = K ∩ H son
normales en G. Supongamos que θ ∈ IBr(K) es G-invariante y tal que θL =
φ ∈ IBr(L). Entonces la restriccio´n de caracteres define una biyeccio´n
IBr(G|θ)→ IBr(H|φ) .
Demostracio´n. Aplicaremos induccio´n en |G : H| = |K : L|. Podemos supo-
ner que H < G ya que, de lo contrario, no habr´ıa nada que probar.
Supongamos que existe un K1 CG tal que L < K1 < K. Sea θ1 = θK1 ∈
IBr(K1), que es G-invariante, por lo que, en particular, es K1H-invariante.
Entonces, por induccio´n en |G : H|, la restriccio´n es una biyeccio´n
IBr(G|θ)→ IBr(K1H|θ1)
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y tambie´n es una biyeccio´n
IBr(K1H|θ1)→ IBr(H|φ) ,
y componiendo estas dos biyecciones, deducimos que el teorema se cumple
en este caso. Por tanto, podemos asumir que K/L es un factor principal de
G.
Usando el Teorema 4.2.7 aplicado al cara´cter triple modular (G,L, φ),
podemos probar fa´cilmente que podemos asumir que φ es lineal y fiel, por lo
que θ tambie´n es lineal. El nu´cleo de un cara´cter de Brauer esta´ definido en la
pa´gina 39 de [13], por ejemplo. Como ker(θ)CG, tenemos que ker(θ)LCG y
L ≤ ker(θ)L ≤ K. Como hab´ıamos supuesto que K/L es un factor principal
de G, tenemos que o bien ker(θ)L = K, o bien ker(θ)L = L.
Supongamos ahora que ker(θ)L = K, por lo que ker(θ)H = G. Si χ ∈
IBr(G|θ) y g ∈ G, y elegimos m ∈ ker(θ) y h ∈ H tal que g = mh, tenemos
que χ(g) = χ(h). Usando este hecho, es trivial comprobar que χH es irre-
ducible (usando representaciones), y como los valores de χ en H determinan
completamente a χ, obtenemos que la restriccio´n define una inyeccio´n
IBr(G|θ)→ IBr(H|φ) .
Por otro lado, si ψ ∈ IBr(H|φ), es sencillo extenderlo a un cara´cter χ ∈
IBr(G|θ) (usando representaciones una vez ma´s), luego la aplicacio´n es una
biyeccio´n, y el teorema se cumple en este caso.
Por tanto, podemos asumir que ker(θ)L = L, esto es, ker(θ) ≤ L. Enton-
ces, ker(θ) = ker(φ) = 1, luego θ es fiel. Como θ es lineal y fiel, deducimos
que K es abeliano, y como θ tambie´n es G-invariante, entonces K es central;
en particular, G es un producto central de K y H. Entonces, usando otra
vez el hecho de que θ es lineal, es inmediato que la restriccio´n define una
biyeccio´n
IBr(G|θ)→ IBr(H|φ) .
Para probar el Teorema 4.3.1, necesitaremos un lema ma´s, el cual enun-
ciamos a continuacio´n.
Lema 4.2.9. Sea L ⊆ K C G con L C G, tal que K/L es abeliano. Sea
φ ∈ Irr(L) G-invariante. Entonces, existe un u´nico subgrupo L ≤ R ≤ K tal
que R es maximal con respecto a que φ tenga una extensio´n K-invariante
hasta e´l. Adema´s, toda extensio´n de φ a R esta´ completamente ramificada
respecto a K/R, y se cumple que RCG.
Demostracio´n. Esto es el Lema 2.2 de [23].
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4.3. Teoremas Principales
A lo largo de esta seccio´n, G sera´ resoluble, e IBr(G) sera´ el conjunto de
caracteres de 2-Brauer de G.
Usaremos el siguiente teorema recursivamente para probar el Teorema D.
Teorema 4.3.1. Sea G resoluble, y sea L ⊆ K CG con LCG, y con K/L
abeliano. Sea P ∈ Sylp(G) tal que H = LNG (P ) cumple que HK = G y
H∩K = L. Sea φ ∈ IBr(L) P -invariante. Para cualquier L ≤ X, denotamos
Jφ(X) = {χ ∈ IBr(X|φ) | p no divide a χ(1)/φ(1)} .
Entonces, existe una biyeccio´n natural
∗ : Jφ(G)→ Jφ(H) ,
tal que para todo χ ∈ Jφ(G):
(a) las correspondencias ∗ conmutan con la accio´n de Galois, esto es, si
σ ∈ Gal(Q¯/Q), entonces (χσ)∗ = (χ∗)σ;
(b) χ∗(1) divide a χ(1);
(c) χ(1)/χ∗(1) divide a |G : H| y
(d) χ(1) ≡ ±χ∗(1) mod p.
Demostracio´n. Por induccio´n en |G : L|. Podemos suponer que L < G ya que,
en caso contrario, no habr´ıa nada que probar. No´tese que, ya que H∩K = L,
tenemos que CK/L(P ) = 1, y como P ⊆ H, tenemos que
(|P |, |K/L|) = (|P |, |G : H|) = 1 .
Sea T el estabilizador de φ en G (luego LP ⊆ T , y P ∈ Sylp(T )), que
es resoluble (ya que G tambie´n lo es). No´tese que, entonces, H ∩ T es el
estabilizador de φ en H,
H ∩ T = (LNG (P )) ∩ T = L(NG (P ) ∩ T ) = LNT (P ) ,
y T satisface las hipo´tesis del teorema con respecto a los subgrupos K0 =
K∩T , L0 = L yH0 = H∩T (comoK0/L ≤ K/L abeliano, tenemos queK0/L
es abeliano. Por otro lado, no´tese que KP/K es un p-subgrupo de Sylow
de G/K normal, por lo que K0P/K0 es un p-subgrupo de Sylow de G/K0
normal. Por tanto, usando el argumento de Frattini, T = K0NT (P ) = K0H0).
Usando la correspondencia de Clifford de caracteres de 2-Brauer (ve´ase el
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Teorema 2.5.2), sabemos que tenemos dos biyecciones (dadas por induccio´n
de caracteres):
IBr(T |φ)→ IBr(G|φ) y IBr(T ∩H|φ)→ IBr(H|φ) .
Restringiendo estas biyecciones, y teniendo en cuenta que P ⊆ T ∩ H, por
lo que
p - |G : T | y p - |H : T ∩H| ,
obtenemos otras dos biyecciones (tambie´n dadas por induccio´n de caracteres):
Jφ(T )→ Jφ(G) y Jφ(T ∩H)→ Jφ(H) .
Si T < G, usando la hipo´tesis de induccio´n, obtenemos una correspondencia
biyectiva natural
♦ : Jφ(T )→ Jφ(T ∩H)
satisfaciendo de (a) a (d), y definimos
∗ : Jφ(G)→ Jφ(H)
como la composicio´n de estas tres biyecciones: si χ ∈ Jφ(G), sea ξ ∈ Jφ(T ) el
u´nico cara´cter tal que ξG = χ, y escribimos χ∗ = (ξ♦)H . Como tanto ♦ como
las correspondencias de Clifford conmutan con la accio´n de Galois, tenemos
que ∗ satisface (a). Para cualquier χ ∈ Jφ(G), no´tese que χ(1) = |G : T |ξ(1)
y χ∗(1) = |H : H ∩ T |ξ♦(1). Como
|G : T | = |KH : T | = |KH : KT ||KT : T | = |H : H ∩ T ||KT : T |
y ξ♦(1) divide a ξ(1) (ya que ♦ satisface (b)), obtenemos que χ∗(1) divide
a χ(1), y como ξ(1)/ξ♦(1) divide a |T : H ∩ T | (ya que ♦ satisface (c)),
deducimos que
χ(1)
χ∗(1)
=
|G : T |
|H : H ∩ T |
ξ(1)
ξ♦(1)
divide a
|G : T |
|H : H ∩ T | |T : H ∩ T | =
|G : H ∩ T |
|H : H ∩ T | = |G : H| ,
por lo que ∗ satisface (b) y (c). Adema´s, como CK/(K∩T )(P ) = 1 (ya que
CK/L(P ) = 1), tenemos que
|KT : T | = |K : K ∩ T | ≡ 1 mod p ,
y como ξ(1) ≡ ±ξ♦(1) mod p (ya que ♦ satisface (d)), deducimos que
χ(1) = |G : T |ξ(1) ≡ ±|G : T |ξ♦(1) = ±|KT : T |χ∗(1) ≡ ±χ∗(1) mod p ,
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por lo que ∗ tambie´n satisface (d), demostrando el teorema en este caso. As´ı,
podemos asumir que φ es G-invariante.
Supongamos que 2 divide a |K : L|, y sea L ⊆ A ⊆ K tal que A/L ∈
Syl2(K/L). No´tese que, como K/L es abeliano, A/L es el u´nico 2-subgrupo
de Sylow de K/L, por lo que se tiene que ACG. Usando el Teorema de Green
(ve´ase el Teorema 2.5.3), sea θ el u´nico cara´cter de IBr(A) que esta´ por encima
de φ, por lo que θL = φ (ya que φ es G-invariante luego, en particular, es
K-invariante), y no´tese que para cada A ≤ X ≤ G, tenemos que
Jθ(X) = {χ ∈ IBr(X|θ) | p no divide a χ(1)/θ(1)} = Jφ(X) .
Entonces, como |G : A| < |G : L| (ya que A/L > 1, pues 2 divide a |K : L|)
podemos aplicar induccio´n para obtener una correspondencia biyectiva natu-
ral entre Jφ(G) y Jφ(AH) satisfaciendo de (a) a (d). Por otro lado, podemos
aplicar el Teorema 4.2.8 para deducir que la restriccio´n es una biyeccio´n de
IBr(AH|θ) = IBr(AH|φ) a IBr(H|φ), que se restringe a una biyeccio´n de
Jφ(AH) a Jφ(H). Componiendo estas dos biyecciones, obtenemos la biyec-
cio´n buscada, que satisface de (a) a (d) (pues la biyeccio´n de Jφ(G) a Jφ(AH)
tambie´n lo hac´ıa), por lo que el teorema estar´ıa probado en este caso. As´ı,
podemos asumir que |K : L| es impar.
Sea ahora φ˜ el u´nico cara´cter en B2′(L) que se restringe a φ (ve´ase el Teo-
rema 3.2.12). Por unicidad, como φ es G-invariante, tenemos que φ˜ tambie´n
es G-invariante.
Sea L ≤ R ≤ K el u´nico subgrupo tal que tal que R es maximal con res-
pecto a que φ˜ tenga una extensio´n K-invariante hasta e´l, tal y como esta´ defi-
nido en el Lema 4.2.9 (por lo que RCG). Sea R el conjunto de extensiones de
φ a R, y no´tese que R no es vac´ıo porque φ˜ se extiende a R, y como |R : L| es
impar, sabemos que toda extensio´n de φ˜ a R se encuentra en B2′(R), usando
el Teorema 3.2.9. Sea C el grupo de caracteres de R/L (y notemos que son
caracteres lineales, ya que R/L es abeliano, al serlo K/L. De esto, deduci-
mos que cualquier cara´cter irreducible de R que esta´ por encima de φ esta´ en
R). Entonces, C actu´a transitivamente en R (ve´ase la Proposicio´n 2.5.4), y
como (|P |, |C|) = 1, podemos usar el Lema de Glauberman (ve´ase el Lema
2.3.7) para deducir que existe un τ ∈ R que es P -invariante. Adema´s, como
los caracteres en R que son P -invariantes con una CC(P )-o´rbita (ve´ase el
Corolario 2.3.8), pero CC(P ) = 1 ya que CR/L(P ) = 1, deducimos que τ es
u´nico (esto es, τ es la u´nica extensio´n P -invariante de φ a R).
Si n ∈ NG (P ), tenemos que τn es una extensio´n P -invariante de φ a R,
luego τn = τ por unicidad, y τ es NG (P )-invariante. Sea τ˜ el u´nico cara´cter
en B2′(R) que se restringe a τ (por el Teorema 3.2.12). Como
((τ˜)L)
0 = ((τ˜)0)L = τL = φ ,
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deducimos que (τ˜)L ∈ Irr(L), y por el Teorema 3.2.9, tenemos que (τ˜)L ∈
B2′(L), por lo que (τ˜)L = φ˜, por el Teorema 3.2.12. As´ı, por el Lema 4.2.9,
τ˜ es K-invariante (ya que esta´ completamente ramificado respecto a K/R),
por lo que tambie´n lo es τ , y as´ı, τ is invariante en KNG (P ) = G (y tambie´n
lo es τ˜ , por unicidad).
Definimos M = RH. Usando el Teorema 4.2.8, obtenemos que la res-
triccio´n es una biyeccio´n de IBr(M |τ) a IBr(H|φ). Si ω ∈ Jφ(M), se tiene
que todos los constituyentes irreducibles de ωR se encuentran en R (ya que
son caracteres irreducibles de R que esta´n por encima de φ), y usando la
Proposicio´n 2.5.1, tenemos que ωR = e
∑
∆i, donde cada uno de los ∆i es
la suma de una o´rbita bajo la accio´n de P (ya que P ≤ M). Si todas estas
o´rbitas fuesen no triviales, tendr´ıamos que p | (∆i(1)/φ(1)) para todo i (ya
que P es un p-grupo), luego p | (ω(1)/φ(1)), lo cual ser´ıa una contradiccio´n
con el hecho de que ω ∈ Jφ(M). Por tanto, tenemos que existe una o´rbita
trivial, esto es, existe un constituyente irreducible de ωR que es P -invariante,
y por unicidad, ese constituyente irreducible es τ , por lo que τ esta´ bajo ω.
As´ı, tenemos que Jφ(M) ⊆ IBr(M |τ), y deducimos que la restriccio´n es una
biyeccio´n de Jφ(M) a Jφ(H) (no´tese tambie´n que Jφ(G) ⊆ IBr(G|τ), usando
un razonamiento ana´logo - esto lo usaremos ma´s adelante). Por tanto, bas-
tara´ encontrar una biyeccio´n cano´nica ∗ de Jφ(G) a Jφ(M) satisfaciendo de
(a) a (d).
Como ya hemos dicho anteriormente, τ˜ esta´ completamente ramificado
respecto a K/R. Sea θ˜ el u´nico elemento de Irr(K) que esta´ por encima de
τ˜ , por lo que (G,K,R, θ˜, τ˜) es una 5-tupla de caracteres. Notemos que, como
τ˜ ∈ B2′(R) y K/R es un 2′-grupo, tenemos que θ˜ ∈ B2′(K) (por el Teorema
3.2.9), y por el Teorema 3.2.12, θ = (θ˜)0 ∈ IBr(K). Sean U y ψ como en el
Teorema 4.2.4 (respecto a esta 5-tupla de caracteres). Como
p - |G : M | = |K : R| = |G : U | ,
podemos asumir que P ⊆ U (ya que, en caso contrario, podr´ıamos escoger
un U g en lugar de U , para cierto g ∈ G). Entonces U/R ∼= G/K tiene un
p-subgrupo de Sylow normal, que es RP/R. Por tanto, usando el argumento
de Frattini,
U = RNU (P ) ≤ RH = M .
Como |G : M | = |G : U |, tenemos que |M | = |U |, y deducimos que U = M .
Entonces, podemos usar finalmente el Lema 4.2.6 para obtener una biyec-
cio´n cano´nica ∗ de IBr(G|θ) = IBr(G|τ) a IBr(M |τ) tal que χM = (ψM)0χ∗
para todo χ ∈ IBr(G|θ) (y por tanto, en particular, χ(1) = eχ∗(1) , donde
e2 = |K/R|). Como vimos que Jφ(G) ⊆ IBr(G|τ) y Jφ(M) ⊆ IBr(M |τ), y
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usando que ψK = e1K , deducimos que esta biyeccio´n se restringe a otra bi-
yeccio´n cano´nica de Jφ(G) a Jφ(M). Usando la nota de despue´s del Teorema
4.2.4, deducimos que ∗ satisface (a). Es evidente que ∗ satisface (b), y como
e2 = |K/R| = |G/M |, entonces ∗ tambie´n satisface (c). Como CK/R(P ) = 1,
deducimos que
e2 = |K/R| ≡ 1 mod p ,
luego e ≡ ±1 mod p, y ∗ satisface (d), lo que completa la demostracio´n.
Notemos que, usando las mismas hipo´tesis y notacio´n del Teorema 4.3.1,
si n ∈ NG (P ), entonces φn ∈ IBr(L) es invariante en P n = P , por lo que
podemos aplicar el mismo teorema usando φn en lugar de φ, y es rutinario
comprobar que si χ ∈ Jφ(G) = Jφn(G), entonces χ = χn se corresponde con
(χ∗)n = (χ∗) ∈ Jφ(H).
Ahora probaremos el Teorema D. Aunque trabajaremos con caracteres
de 2-Brauer, el Teorema D es inmediato a partir del hecho de que si G es
resoluble, entonces B2′(G) ∩ Irrp′(G) es un lifting cano´nico de los caracteres
de 2-Brauer en IBrp′(G) (por el Teorema 3.2.12).
Teorema 4.3.2. Sea G resoluble, P ∈ Sylp(G), y N = NG (P ). Entonces,
existe una existe una biyeccio´n natural ∗ entre IBrp′(G) e IBrp′(N) tal que
para todo χ ∈ IBrp′(G):
(a) ∗ conmuta con la accio´n de Galois;
(b) χ∗(1) divide a χ(1);
(c) χ(1)/χ∗(1) divide a |G : N | y
(d) χ(1) ≡ ±χ∗(1) mod p.
Demostracio´n. Por induccio´n en |G : N |. Si G = N , no hay nada que probar;
por tanto, podemos asumir que N < G. Sea
K = Op
′p(G) = Op(Op
′
(G)) ,
Notemos que, como G > N ≥ 1 y G es p-resoluble (al ser resoluble), tenemos
que K < G. Como Op
′
(G) = KP , tenemos que K actu´a transitivamente
sobre Sylp(G), y por el argumento de Frattini, deducimos que KN = G, por
lo que K > 1 (o tendr´ıamos que N = G). Como K es resoluble (ya que G lo
es), tenemos que L = K ′ < K.
Si p divide a |K : L|, sea J/L ∈ Hallp′(K/L) (por lo que |K : J | es
un p-nu´mero distinto de 1). Como K/L es abeliano, tenemos que J C K,
por lo que Op(K) ≤ J < K, pero Op(K) char K char Op′(G), lo cual es
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una contradiccio´n con el hecho de que K = Op
′p(G). Por tanto, K/L es un
p′-grupo.
Tenemos que P actu´a por conjugacio´n en el grupo abeliano K/L, y co-
mo (|P |, |K/L|) = 1, la accio´n es coprima. Por tanto (ve´ase 8.4.2 de [12]),
deducimos que
K/L = CK/L(P )× [K/L, P ] .
Sea L ≤ M CK tal que [K/L, P ] = M/L (esto es, M = [K,P ]L). Tenemos
que P normaliza a M , y consideramos MP ≤ KP (y tenemos que P tambie´n
normaliza a MP ). Sean m ∈M , x ∈ P y k ∈ K. Entonces
(mx)k = mk(xkx−1)x ∈Mk[K,P ]P = M [K,P ]P = MP ,
por lo que K tambie´n normaliza a MP , y MP CKP . Como
|KP : MP | = |K : K ∩MP | = |K : M |
es un p′-nu´mero, tenemos que Op
′
(KP ) ≤M , y si CK/L(P ) 6= 1, deducir´ıamos
que M < KP = Op
′
(G), lo cual es una contradiccio´n. Por tanto, podemos
afirmar que CK/L(P ) = 1.
Sea H = LN . Como CK/L(P ) = 1, tenemos que H ∩K = L, y como
KH = KLN = KN = G ,
deducimos que
|G : H| = |KH : H| = |K : H ∩K| = |K : L| > 1 .
Entonces, podemos aplicar la hipo´tesis inductiva a H, con lo que obtenemos
una biyeccio´n natural entre IBrp′(H) e IBrp′(N) satisfaciendo de (a) a (d),
as´ı que bastara´ encontrar una biyeccio´n natural ∗ entre IBrp′(G) e IBrp′(H)
satisfaciendo de (a) a (d) (no´tese que, en este caso, por (c) nos referimos a
que para todo χ ∈ IBrp′(G), χ(1)/χ∗(1) divide a |G : H|).
Sea χ un elemento de IBrp′(G) o de IBrp′(H). Entonces, todos los consti-
tuyentes irreducibles de χL tienen p
′-grado, y hay un p′-nu´mero de ellos, por
lo que, como P actu´a sobre ellos, deducimos que al menos uno de ellos es P -
invariante. Para cualquier φ ∈ IBrp′(L) P -invariante, denotamos la biyeccio´n
del Teorema 4.3.1 por
Fφ : IBrp′(G|φ)→ IBrp′(H|φ)
(notemos que podemos aplicar dicho teorema, ya que K/L = K/K ′ es abe-
liano).
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Supongamos ahora que φ1, φ2 ∈ IBrp′(L) son P -invariantes, y que χ ∈
IBrp′(G|φ1)∩ IBrp′(G|φ2). Como G = NK, deducimos que existen elementos
n ∈ N y k ∈ K tales que φ1 = (φ2)nk. Sea T el estabilizador de φ1 en K.
Sabemos que φ1 es invariante en P y en P
nk = P k por lo que, para todo x ∈
P , tenemos que φ1 queda fijado por [k, x] = (x
−1)kx, pero [k, x] = k−1kx ∈ K,
luego [k, x] ∈ T para todo x ∈ P , y deducimos que kT ∈ CK/T (P ) = 1, luego
k ∈ T . As´ı, tenemos que
φ1 = φ
k−1
1 = ((φ2)
nk)k
−1
= (φ2)
n
para cierto n ∈ N , y por la nota previa a este teorema, obtenemos que
Fφ2(χ) = Fφ2(χ)
n = Fφ1(χ) ,
por lo que deducimos que tenemos una aplicacio´n
F : IBrp′(G)→ IBrp′(H)
bien definida, dada por F (χ) = Fφ(χ) para todo φ ∈ IBrp′(L) que sea un
constituyente P -invariante de χL, para todo χ ∈ IBrp′(G).
Si ξ ∈ IBrp′(H), entonces existe un φ ∈ IBrp′(L) que es un constituyente
P -invariante de ξL, pero
Fφ : IBrp′(G|φ)→ IBrp′(H|φ)
es una biyeccio´n, por lo que existe un χ ∈ IBrp′(G|φ) tal que χ = (Fφ)−1(ξ),
y F (χ) = Fφ(χ) = ξ. Por tanto, F es sobreyectiva.
Sean ahora χ1, χ2 ∈ IBrp′(G) tales que F (χ1) = ξ = F (χ2). Sea φ1 ∈
IBrp′(L) (resp. φ2 ∈ IBrp′(L)) un constituyente P -invariante de (χ1)L (resp.
(χ2)L); as´ı,
F (χ1) = Fφ1(χ1) = ξ = Fφ2(χ2) = F (χ2) .
Tenemos que φ1 y φ2 son constituyentes de ξL, por lo que existe un h ∈ H
tal que (φ1)
h = φ2, de lo que se deduce que
χ1 = (χ1)
h ∈ IBrp′(G|(φ1)h) = IBrp′(G|φ2) ,
luego
Fφ2(χ1) = F (χ1) = ξ = Fφ2(χ2) ,
pero como Fφ2 es inyectiva, tenemos que χ1 = χ2, por lo que F tambie´n es
inyectiva y, por tanto, es una biyeccio´n.
Usando el hecho de que las correspondencias del Teorema 4.3.1 satisfacen
de (a) a (d), deducimos que F tambie´n lo hace, y por tanto, el teorema
queda probado.
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Finalmente, probaremos el Corolario E, pero antes, necesitamos un lema
de G. Navarro, L. Sanus y P. H. Tiep:
Lema 4.3.3. Sea G un grupo resoluble. Entonces IBr(G) tiene un u´nico
cara´cter real si y so´lo si G tiene un 2-subgrupo de Sylow normal.
Demostracio´n. Esto es el Lema 2.1 de [19].
Tambie´n necesitaremos el siguiente lema de Teor´ıa de Grupos.
Lema 4.3.4. Sea A un grupo finito que actu´a coprimamente sobre un p-grupo
finito P . Si [P/P ′, A] = 1, entonces [P,A] = 1.
Demostracio´n. Primero, notemos que como P es un p-grupo, se tiene que
P ′ ≤ Φ(P ).
La igualdad [P/P ′, A] = 1 es equivalente a que
P/P ′ = CP/P ′(A) ,
y como la accio´n de A en P ′ es coprima, tenemos que
CP/P ′(A) = CP (A)P
′/P ′
(por 8.2.2 a) de [12]). As´ı, deducimos que
P = CP (A)P
′ ≤ CP (A)Φ(P ) ≤ P ,
por lo que P = CP (A)Φ(P ). Por tanto, P = CP (A), lo cual es equivalente a
que [P,A] = 1.
Corolario E. Sea G un grupo resoluble y sea P ∈ Sylp(G). Entonces NG (P )
tiene un 2-subgrupo de Sylow normal si y so´lo si 1G0 es el u´nico cara´cter real
de 2-Brauer de G de p′-grado.
Demostracio´n. Como la biyeccio´n ∗ del Teorema 4.3.2 conmuta con la accio´n
de Galois, podemos suponer que G tiene un p-subgrupo de Sylow normal P
(por lo que P ′ char P char G, luego P ′ char G).
Si χ ∈ IBrp′(G), entonces χP es una combinacio´n lineal de caracteres en
IBrp′(P ), que son exactamente los caracteres de Brauer lineales de P (ya que
P es un p-grupo). Como P ′ es un subgrupo del nu´cleo de cada cara´cter de
Brauer lineal de P , se tiene que
P ′ ≤ ker(χP ) = ker(χ) ∩ P ≤ ker(χ) ,
por lo que IBrp′(G) = IBrp′(G/P
′). Por otro lado, si ϕ ∈ IBr(G/P ′), sea
λ ∈ IBr(P/P ′) un constituyente irreducible de ϕP . Como P/P ′ es abeliano,
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sabemos que λ es lineal. Por otro lado, como G/P es resoluble, el Teorema
2.5.5 nos dice que ϕ(1) = ϕ(1)/λ(1) divide a |G/P |, que es un p′-nu´mero,
por lo que ϕ(1) tambie´n lo es. As´ı, tenemos que
IBrp′(G) = IBrp′(G/P
′) = IBr(G/P ′) .
Ahora bien, IBr(G/P ′) tiene un u´nico cara´cter real si y so´lo si G/P ′ tiene
un 2-subgrupo de Sylow normal (por el Lema 4.3.3) y, para concluir la prueba
de este corolario, bastara´ probar que esto ocurre si y so´lo si NG (P ) = G tiene
un 2-subgrupo de Sylow normal. Podemos suponer que p 6= 2, ya que en caso
contrario, sabemos que tanto G como G/P ′ tienen un 2-subgrupo de Sylow
normal.
Sea Q ∈ Syl2(G), por lo que QP ′/P ′ ∈ Syl2(G/P ′). Si Q C G, tenemos
que QP ′/P ′CG/P ′. En el otro sentido, si QP ′/P ′CG/P ′, entonces QP ′CG,
por lo que
QP = QP ′P CG .
Por otro lado, como
QP/P ′ = QP ′/P ′ × P/P ′
es un producto directo, tenemos que
[P/P ′, Q] = [P/P ′, QP/P ′] = 1 ,
y aplicando el Lema 4.3.4, deducimos que [P,Q] = 1, y Q C QP . As´ı, como
Q char QP C G, deducimos que Q C G, concluyendo as´ı la prueba de este
corolario.
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Notacio´n
N el conjunto de nu´meros naturales
Z el conjunto de nu´meros enteros
Q el conjunto de nu´meros racionales
R el conjunto de nu´meros reales
C el conjunto de nu´meros complejos
Qn el menor cuerpo contenido en C que contiene a Q y a una ra´ız
n-e´sima primitiva de la unidad
Q(χ) el menor cuerpo contenido en C que contiene a Q y a los valores
de χ ∈ Irr(G)
cf(G) el conjunto de funciones de clase complejas G→ C
Ch(G) el conjunto de caracteres (complejos) de un grupo finito G
Irr(G) el conjunto de caracteres (complejos) irreducibles de un grupo
finito G
[·, ·] producto interno en cf(G), ve´ase pa´g. 6
Irr(α) el conjunto de constituyentes irreducibles de α ∈ cf(G)
Irrpi(G) el conjunto de caracteres irreducibles de G de pi-grado
ker(χ) el nu´cleo de un cara´cter χ ∈ Ch(G)
det(χ) ve´ase pa´g. 8
o(χ) el orden de det(χ) en el grupo de los caracteres lineales de G
χH la restriccio´n de χ ∈ Ch(G) a H ≤ G
φG el cara´cter inducido por φ ∈ Ch(H) en G, donde H ≤ G
Irr(G|θ) Irr(θG), donde θ ∈ Irr(H) y H ≤ G
θg el conjugado de θ ∈ cf(N) por g ∈ G, donde N CG
IG(θ) el estabilizador de θ ∈ cf(N) en G, donde N C G (ve´ase pa´g.
10)
Xpi(G) el conjunto de caracteres pi-especiales de G
Fpi(G) el conjunto de pares subnormales pi-factorizables en G
F∗pi(G) los elementos maximales de Fpi(G), segu´n la Definicio´n 3.2.3
nuc(χ) el conjunto de nu´cleos para χ, segu´n la Definicio´n 3.2.7
Bpi(G) ve´ase la Definicio´n 3.2.8
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Ψ ve´ase pa´g. 30
Γ ve´ase el Teorema 3.3.2
R,M,F ve´ase pa´g. 12
G0 el conjunto de elementos p-regulares de G
cf(G0) el conjunto de funciones de clase complejas G0 → C
f 0 la restriccio´n de f ∈ cf(G) a G0
IBr(G) el conjunto de caracteres de p-Brauer irreducibles de un
grupo finito G
ϕH la restriccio´n de un cara´cter de Brauer ϕ de G a H
0, donde
H ≤ G
D = (dχϕ) matriz de descomposicio´n, ve´ase Definicio´n 2.4.11
Φϕ el cara´cter proyectivo indescomponible asociado con el
cara´cter de Brauer ϕ ∈ IBr(G)
vcf(G) el conjunto de elementos de cf(G) que se anulan fuera de
G0
ker(ϕ) el nu´cleo de un cara´cter de Brauer de G
ϕG el cara´cter inducido por un cara´cter de Brauer ϕ de H en
G, donde H ≤ G
IBrpi(G) el conjunto de caracteres de Brauer irreducibles de G de
pi-grado
IBr(G|θ) los elementos de IBr(G) que son constituyentes irreducibles
de θG, donde θ ∈ IBr(H) y H ≤ G
θg el conjugado de θ ∈ cf(N0) por g ∈ G, donde N CG
IG(θ) el estabilizador de θ ∈ IBr(N) en G, donde N C G (ve´ase
pa´g. 23)
(G,K, θ) un cara´cter triple (pa´g. 49), o un cara´cter triple modular
(pa´g. 53)
(G,K,L, θ, φ) una 5-tupla de caracteres, ve´ase la Definicio´n 4.2.3
ψ(K/L) el cara´cter cano´nico que se origina de una 5-tupla de ca-
racteres (G,K,L, θ, φ)
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