Analytical second derivatives for combined QM/MM calculations have been formulated and implemented in the CHARMM program interfaced with the ab initio quantum mechanical GAMESS and CADPAC programs. This makes possible evaluation of vibrational frequencies and infrared intensities in large systems that cannot be treated effectively by QM or MM alone; examples are polarizable molecules in solution and substrates or transition states in enzymes. Test calculations on a number of systems, including formamide in water, butanol, a model transition state structure for triosephosphate isomerase and the active site model of myoglobin, show that the MM description of the environment can capture much of its polarization effects on the QM region. Thus the implementation of analytical second derivatives within the QM/MM framework has considerable potential for the study of large systems.
I. INTRODUCTION
Dramatic progress has been made in the field of computational chemistry in recent years. Although highly accurate ͑''chemical accuracy''͒ calculations are still limited to systems of less than ten heavy atoms, 1 useful studies can now be made for significantly larger systems. One example is the application of linear scaling methods 2 in a semiempirical framework to proteins and nucleic acids. 3 However, in most cases of interest, only part of the system needs to be treated quantum mechanically and that part may require high level density functional or ab initio methods. For such problems ͑e.g., reactions in solution or in enzymes͒, combined quantum mechanical and classical mechanical ͑QM/MM͒ methods, 4 are well suited. 5 For a QM region of limited size ͑Ͻ50 atoms͒, the QM/MM can easily be applied to systems containing thousands of atoms. Both with semiempirical and ab initio quantum mechanics, QM/MM methods have been shown to provide fundamental insights into the mechanisms of chemical and enzymatic reactions. 4, 5 Most of the studies have concentrated on the potential energy surface, though solvation effects on pK a values, 6 and solvent-induced spectral shifts in the UV absorption of organic molecules 7 and charge polarization have also been studied. 8 However, quantum mechanical calculations can provide additional information. It is of considerable interest, therefore, to develop methods for evaluating other properties. Such an extension of the methodology corresponds to that introduced for purely QM calculations of small molecules, the study of so-called ''weak interaction,'' in the early 1960. 9 As a first step in that direction, we have implemented methods to calculate analytical second derivatives within the QM/MM framework. Emphasis is given to ab initio and density functional QM methodology. A subsequent paper describes the formulation for chemical shift calculations. Extensions to other properties are planned.
Normal mode analyses are of great importance for many applications. The frequencies obtained through such calculations can be directly related to experimental infrared and/or Raman measurements, as well as thermodynamic properties. The derived normal modes can be used in characterizing the dynamic behavior of fluids 10 and biomolecules. 11 Also, normal mode analysis is important for evaluating the rates of reactions within the framework of variational transition state theories 12 and the reaction path Hamiltonian method. 13 With the state of ab initio techniques, meaningful normal mode analysis can be carried out accurately for rather complex molecules, including nucleic acid bases 14 and porphine, 15 for example. Such studies have been of considerable help in spectral assignments. The high cost of ab initio and density functional methods prohibits calculations for macromolecules. With molecular mechanics ͑MM͒, one can readily perform normal mode calculations for proteins and nucleic acids, particularly with the recent progress in diagonalization algorithms. 16 However, there are many cases where local polarization effects are important and/or bond making, bond breaking transition states are involved so that standard MM force fields are not applicable. Also, MM methods are difficult to apply to systems involving transition metals 17 or excited states. It is attractive, therefore, to introduce normal mode techniques into QM/MM approaches, so that one can treat the active part of a large system with a quantum mechanical method, and the environment in a less sophisticated fashion with molecular mechanics.
In Sec. II we outline the theory of analytical second derivatives for QM/MM formulations and describe its imple-mentation in the CHARMM program interfaced with the GAMESS and CADPAC quantum mechanical programs. Section III presents some test cases to illustrate the effectiveness of QM/MM normal mode analysis. The choice of the QM/MM partitioning and the use of link atoms are considered. A concluding discussion is presented in Sec. IV.
II. THEORY AND IMPLEMENTATION

A. Analytical Hessian matrix element
In the present work, the QM/MM Hamiltonian is written in the familiar form:
where
Here N is the number of electrons in the QM part, and M is the number of MM atoms. The last two terms in Eq. ͑2͒ are the nuclear-nuclear repulsion and van der Waals interactions, respectively, between QM and MM atoms. Correspondingly, the total energy of the system can be written as where ⌽ is the wave function of the system. For a normal mode analysis, the second derivative of the energy with respect to nuclear displacements, the Hessian matrix, is required. The Hessian matrix elements for the last three terms in Eq. ͑3b͒ are straightforward and will not be discussed further. For the second derivatives of the first two terms in Eq. ͑3b͒, we illustrate the method in detail using Hartree-Fock ͑HF͒ QM level. Since only one-electron operators are introduced in the present QM/MM formulation, extensions to DFT is strictly parallel and is summarized briefly.
Hartree-Fock/MM case
In general, for electronic structure theories with nonexact wave functions, the Hellmann-Feynman theorem 18 is not satisfied and the derivatives of the electronic energy involve both the derivatives of the Hamiltonian and that of the wave function. Since the latter is most often expressed in terms of molecular orbitals which in turn depend on atom-centered basis functions, the energy derivatives contain contributions from the derivatives of molecular integrals as well from the derivatives of the molecular orbital ͑MO͒ coefficients. For configuration interaction methods, the derivatives of the CI coefficients also make contributions, in general. Many simplifications can be achieved if the method is variational, where only the nth derivative of the variational parameters are needed for the (2nϩ1)th order derivative of energy due to the Wigner theorem.
19͑b͒ For example, only the first order derivatives of the molecular orbital coefficients are required to compute the second derivative of the energy in the Hartree-Fock theory since the MO coefficients are variationally optimized.
For a closed-shell RHF wave function without MM perturbations, the total electronic energy is written in the usual form:
͓2͑ ii͉ j j͒Ϫ͑i j͉i j͔͒, ͑4͒
where the h ii and (i j͉kl) are one-and two-electron integrals and the notation ''d.o.'' indicates that the summation is restricted to doubly occupied MO's. The variational condition in terms of the Fock matrix is
͑5͒
with i being the molecular orbital eigenvalue. The second derivative of Eq. ͑4͒ with respect to the nuclear displacement a and b can be written
and
by making use of the variational condition ͓Eq. ͑5͔͒ and the orthonormality condition on the MO's. In Eq. ͑6͒, ''all'' indicates summation over occupied and unoccupied orbitals and the h i j ab , (i j͉kl) ab , S i j ab , and F i j a are the partial derivatives of one-electron matrix elements, twoelectron integrals, overlap matrix elements and Fock matrix elements, respectively, these terms involve only the derivatives of the one-or two-electron operator and basis functions. To obtain the derivatives of the MO coefficients, the U a matrix is introduced. It is defined in terms of the molecular orbital coefficients (C i ).
where the denotes atomic orbitals. The U a matrix is obtained from the coupled perturbed HF ͑CPHF͒ equations, which are considered at the end of this section. As mentioned earlier, only the first derivatives of the C i appear in the second derivative of RHF energy due to the Wigner theorem. In the QM/MM method, additional one-electron operators are introduced corresponding to the interactions between the electrons and the partial charges on MM atoms, as in Eq. ͑2͒. Consequently, the second derivative of E el has three types of matrix elements: the QM-QM, QM-MM ͑MM-QM͒ and MM-MM blocks, as illustrated schematically in Fig. 1 . The expressions for the matrix elements in each block can be derived from Eq. ͑6͒. There are two general types of contributions that originate from the MM atoms. They are the derivatives of the QM/MM one-electron integrals and the terms involving the U a matrix elements corresponding to the MM degrees of freedom. The first contribution arises from the direct electrostatic interaction between the QM electrons and the MM point charges, and the second contribution originates from the variation of the MO coefficients due to the MM atomic displacement. The required MM quantities for each block are summarized in Fig. 1 .
For the QM-QM block, the only term in Eq. ͑6͒ that explicitly involves new contributions is h i j ab , which is augmented with the following integral derivative:
The I ( J ) denotes atomic basis function () centered on atom I(J) and the symbol ␦ aI should be understood as ''the derivative involving atom I in the direction ͑X, Y, Z͒ specified by a.' ' For the QM-MM ͑MM-QM͒ block and the MM-MM block, the terms involving the overlap matrix derivatives and the two-electron integral derivatives in Eq. ͑6͒ do not appear because there are no basis functions on the MM atoms. The h i j ab are left with terms of the form:
In most quantum chemical programs, the above terms are evaluated using translational invariance. 20 Defining V c ϭϪeQ c /͉R c Ϫr͉, we have
͑14͒
For these two blocks, the last four terms in Eq. ͑6͒ are nonvanishing and involve the U a matrices and Fock derivative matrix, where now a,b can be either QM or MM for the QM-MM block, and only MM for the MM-MM block.
The slow step of the analytical Hessian calculation is the determination of the U a matrix elements from the coupled perturbed Hartree-Fock ͑CPHF͒ equations. 19 They have the form
S kl a ͓2͑ i j͉kl͒Ϫ͑ik͉ jl͔͒ , ͑16͒
and ''vir'' refers to the unoccupied orbitals. It should be noted that Eq. ͑15͒ only needs to be solved for the independent occupied-virtual block, while the redundant occupiedoccupied block that also contributes to Eqs. ͑6͒ and ͑7͒ is determined from the derivative of the orthonormality condition of the MO's; that is,
For the MM degrees of freedom, the same CPHF equations are used but there are two major simplifications due to the fact that there are no basis functions on the MM atoms. First, the inhomogeneity is simplified, i.e., 
since S i j MM ϭ0. For the same reason, the redundant block of U a is zero according to Eq. ͑17͒ so only the coupling between the occupied and unoccupied orbitals has to be considered.
DFT/MM case
In density functional theories, the two-electron exchange integrals in the Hartree-Fock theory are replaced with the exchange-correlation functional, so that Eq. ͑4͒ for the electronic energy becomes
The variational condition is given as
where ␦E xc /␦ is the exchange-correlation potential defined as the functional derivative of E xc .
Taking the second derivative of Eq. ͑19͒, and making manipulations similar to those used in the RHF case, one obtains an expression for the Hessian matrix element that is very similar to Eq. ͑6͒ except for the contributions from the exchange-correlation potential to the Fock matrix derivatives and the A i j,kl terms. The same applies to the coupledperturbed Kohn-Sham ͑CPKS͒ equations in comparison to the CPHF equations. We refer the reader to Ref. 21 for detailed expressions.
To summarize, we have described in detail the algorithm for RHF/MM and DFT/MM analytical second derivative calculations based on the results for the corresponding purely QM methods. Two types of extra contributions need to be computed. They are the ''direct'' terms originating from the explicit derivatives of the QM/MM electrostatic interaction, and the ''indirect'' terms arising from the dependence of the MO coefficients on the MM atomic positions. In the similar spirit, it is straightforward to compute the QM/MM Hessian for correlated QM methods, such as Møller-Plesset perturbation theory, 22 by modifying existing algorithms for the pure QM second derivative evaluation.
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B. Normal mode vectors and Infrared "IR… intensities
After obtaining the QM/MM second derivative matrix, vibrational frequencies and normal modes are obtained through diagonalization of the mass-weighted Hessian matrix H,
where M is the diagonal mass matrix, and L k and k are the kth eigenvector and eigenvalue, respectively. In addition to vibrational frequencies, IR intensities of the modes are also of interest. The IR intensity for mode I k is proportional to the projection of the molecular dipole derivative on to the corresponding eigenvector L k ; 25 that is,
where the N is Avogadro's number, c is the speed of light. The nuclear contribution from the QM and MM atoms to the dipole moment derivative is trivial to calculate and will not be discussed further. The electronic component of the dipole derivative can be obtained by taking the nuclear derivative of the electronic dipole moment; that is
where f denotes the external electric field perturbation, h i j f and h ii a f are the dipole integrals and the dipole derivative integrals, respectively, defined by
͑25͒
The e in Eqs. ͑24͒ and ͑25͒ stands for the absolute value of electronic charge. For the dipole derivative with respect to the QM atoms, there is no explicit MM contribution. The effect of MM atoms is contained implicitly in the U a matrix ͓see Eq. ͑15͔͒. For the dipole derivative with respect to the MM atoms, which do not have any basis functions, the last two terms of Eq. ͑23͒ vanish, and the remaining ͑first͒ term is readily calculated with the CPHF solutions for the MM degrees of freedom ͓i.e., Eq. ͑15͔͒.
Correspondingly, one can obtain the MM contribution to the Raman intensity of vibrational modes, which is related to the nuclear derivative of polarizability tensors. This is not considered in the current work.
C. MM polarization kernel from the U a matrix
It is interesting to investigate further the physical meaning of the U a matrix for the MM degrees of freedom. It represents the extent to which MM atomic displacements polarize the wave function of the QM region, and consequently should be useful in the analysis of QM/MM interactions. In the literature of density functional theory, much attention has been paid to the so-called ''polarization kernel'' which represents the redistribution of the electron density, (r), with respect to the change in the external potential (rЈ),
where the subscript N indicates conservation of the total number of electrons. The polarization kernel and related quantities can be derived using the principle of electronegativity or chemical potential equalization, 28 which forms the basis of charge sensitivity analysis. 29 In several recent studies, attempts have been made to describe polarization effects in molecular dynamics simulations within such a framework, in most cases in a semiempirical fashion. 30 Morita and Kato introduced a coarse grained version of the polarization kernel, (‫ץ‬Q A /‫ץ‬V B ), based on an atomic site representation in ab initio MO theory, where the Q A and V B are the charge population and electrostatic potential at atom A and B, respectively. It has been shown that this quantity is very useful in the analysis of charge fluctuation and treatment of solute polarization in molecular dynamics simulations. 31 Within the QM/MM framework, it is of interest to examine quantities of similar nature, such as the change of charge population on the QM atoms as a function of MM atomic displacement. If one defines the charge population based on the Mulliken approximation:
the expression for its derivative, ‫ץ‬Q A /‫ץ‬a, is
where goes over the atomic bases on QM atom A and over all the basis functions, and a can refer to the displacement of a QM or MM atom. For the displacement a referring to the MM atoms, the first term in Eq. ͑28b͒ vanishes due to the zero derivatives of the overlap integrals. One can also define another set of polarization kernels, ‫ץ‬Q A /‫ץ‬Q C , where Q c represents the MM partial charge if one wishes to find the susceptibility of the charge on a QM atom to the charge on the MM atom. In this case, one has to solve the CPHF equation for the MM degrees of freedom with the MM atomic charge as the external perturbation, and substitute the resultant U Q matrix into Eq. ͑28͒. In short, the ‫ץ‬Q A ‫ץ/‬ matrices characterize the effect of MM atom motion (ϳMM displacement a͒ and composition (ϳMM charge Q c ) on the electron distribution on the QM atoms. Such information can be of great interest in the analysis of QM/MM interactions, such as for probing environmental effects on the active sites of enzymes.
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D. Implementation
The algorithms to calculate the analytic Hessian matrix, IR intensity and MM polarization kernel for QM/MM methods have been implemented in CHARMM 33 which is interfaced 34 with two ab initio packages GAMESS 35 and CADPAC. 36 The current implementation allows analytical second derivative calculations at the level of RHF/MM with CHARMM/GAMESS and RDFT/MM with CHARMM/ CADPAC.
Before presenting test cases, we discuss a few technical issues that are unique to QM/MM methods.
Approximation to the CPHF equations
The CPHF equations, Eq. ͑15͒, have to be solved for each nuclear degree of freedom. Although this is true for QM calculations as well, for large system involving many MM degrees of freedom, the large number of linear equations would make the QM/MM Hessian calculation prohibitive. However, the inhomogeneity of Eq. ͑15͒, B i j a , given for MM atoms in Eq. ͑18͒, should be small in magnitude for MM atoms far from the QM region. The simplest approximation is to omit the CPHF equations for MM atoms far from the QM region; i.e., a cutoff can be introduced. Alternatively, one may obtain the approximate solution of the CPHF equations by using the simpler uncoupled expression in which
In the current implementation, the user has the freedom of selecting any portion of the MM atoms in a macromolecule to perform either of these two levels of approximations. As is shown later, the uncoupled approximation yields improved results over complete neglect of the CPHF equations.
Treatment of link atoms
Link atoms are commonly introduced to saturate the valence of the QM part when the QM/MM partition is performed across bonds. In general, the link atoms do not have a strong influence on the results, provided that the partition is not performed across a polar or unsaturated chemical bond and that the partition is far enough from the region of interest. However, as has been pointed out, in each application the effect of the link atom should be checked by test calculations to determine the best partition scheme and verify that the error introduced is small. 4͑b͒, 37, 38 For QM/MM Hessian calculations, the link atom introduces additional degrees of freedom so that their contribution to the Hessian needs to be projected out before the normal mode analysis. This can be done by using the following projection scheme,
where the H and HЈ denotes the unprojected and projected Hessian, respectively; I is the identity matrix, and L link is a vector containing 1 for the degrees of freedom corresponding to the link atoms and 0 otherwise. Even with the projection, the link atom contaminates the low vibrational frequencies since projecting out the link atom degrees of freedom is equivalent to performing the normal mode analysis with a fixed link atom. Therefore, the overall translations and rotations of the actual molecule ͑i.e., the molecule without the link atom͒ are no longer in free space and they now correspond to vibrations in the molecule including the link atom. As a result, low vibrational frequencies are contaminated ͑mixed͒ with the overall translation and rotation modes of the actual molecule. This can be resolved with a further projection step, in which the over all translation/rotational of the actual molecule is further projected out,
where the L i are the eigenvectors correspond to the infinitesimal translation and rotation of the actual molecule, 39 Schmidt orthogonalized to the link atom motion L link . The resultant Hessian HЉ is used in the normal mode analysis. It should be understood that projection will only get rid of the explicit contribution from the link atom. The existence of the link atom still has implicit influence on the Hessian matrix elements of the boundary QM atoms. Such an effect is illustrated in the next section.
III. TEST CALCULATIONS
In this section, we use several examples to illustrate the usefulness of QM/MM frequency and intensity calculations and the effects of the approximate CPHF solution and the link atom.
A. Formamide-water
The shift of the vibrational frequency for a specific functional group in a molecular system is often of interest; an example is the frequency of substrate carbonyl in the enzyme triosephosphate isomerase, as compared with the corresponding frequency in solution. 40 From such measurements, information about the structural changes during a reaction or upon environmental alteration ͑such as mutation of a residue in the active site of a protein͒ can be derived. We have chosen the formamide-water system as an example. The purpose is to examine if the MM description of the water can account for the shift in the vibrational spectrum of formamide in different binding configurations. For this purpose, we compare the full QM results with QM/MM calculations. Geometry optimization and normal mode analysis have been carried out at both the full QM level ͑HF/6-31G͑d,p͒ 41 ͒ and the QM/MM level. In the QM/MM calculations, the formamide is treated with HF/6-31G͑d,p͒ while the water molecule is described with a modified TIP3P model 42 that has a flexible structure. 33, 43 For comparison, pure MM calculations have also been performed with the CHARMM22 force field. 44 To obtain a good QM/MM geometry, a specific set of van der Waals parameters has been used for the oxygen, nitrogen, and the polar hydrogen atoms of the formamide molecule. 45 The well depth for O, N, and polar H is Ϫ0.16, Ϫ0.17, and Ϫ0.09 kcal/mol, respectively, and R min are 3.98, 4.30, and 0.60 Å, respectively. ͑a͒ Formamide-water complex. The optimized structures at the full QM and QM/MM levels are shown in Fig. 2 , and binding energies, selected vibrational frequencies and intensities are shown in Table I . Consistent with previous QM/MM study with semiempirical QM, 4͑b͒ four different formamide-water stationary configurations were found. However, as pointed out by Gordon et al., 46 only three are local minima and the fourth is actually a saddle point connecting complex 1 and its mirror image. As seen in Fig. 2 and Table I both the geometries and binding energies from the QM/MM calculations are in rather good agreement with the full QM results. The MM binding energies are also satisfactory, but the hydrogen bond distances are shorter by ϳ0.2-0.3 Å. This shortening is introduced to obtain correct liquid properties and accounts for the absence of dispersion terms in the HF calculations; for a discussion, see Ref. 44 .
Since the water molecule is interacting with the formamide molecule in different ways in the four structures ͑Fig. 2͒, one expects to see the signature of these structural differences in the IR spectrum. In Fig. 3 , we have shown the predicted IR stick spectrum of the four complexes at the QM/MM level, along with the full QM and MM results. Since the water molecule is interacting most strongly with the CvO group and the -NH 2 group, it is expected that the largest changes occur in the CvO stretch, and the N-H stretch modes, which are summarized in Table I . To make the comparison between full QM and MM results easier, we have scaled down the QM vibrational frequencies according to the well established factor, 0.89, for Hartree-Fock calculations with double-zeta polarization quality basis set. 47 For the QM/MM vibrational frequencies, we have performed the same scaling to all the modes except the water O-H stretch and H-O-H bending modes.
In terms of frequencies, the CHARMM22 results are in approximate agreement with the scaled QM values, with the RMS error around 60 cm Ϫ1 for both the free formamide molecule and the four formamide-water complexes. The IR intensities from the pure MM calculations, however, are quite different from the QM results, as seen clearly in Fig. 3 . The largest discrepancy lies in the IR intensity of the CvO vibration, which has been shown to be overestimated by around a factor of two at the Hartree-Fock level in the case of H 2 CO.
25͑b͒ With this taken into account, the differences between pure QM and MM IR intensities are still significant, with MM producing the wrong trend in some cases, e.g., for the antisymmetric N-H stretch shown in Table I . This is not entirely surprising since dipole derivatives are not considered during the development of the CHARMM force field. In the work of Krimm et al., 48 vibrational spectra of large organic molecules are obtained by fitting MM atomic charge and internal coordinate dipole parameters against ab initio dipole derivatives to improve the MM IR intensities. Rather good agreement with full ab initio spectrum has been obtained in this way.
The QM/MM results, shown in Fig. 3 and Table I , demonstrate that the polarization effect from the water on the formamide have been reproduced approximately in most cases. This is particularly clear from the water-induced vibrational frequency shifts summarized in Table I . The RMS errors compared to the full QM results are around 30 cm Ϫ1 at the QM/MM levels, a notable improvement over the pure MM calculations. The overall good agreement between the full QM and QM/MM IR spectrum shown in Fig. 3 is not surprising, since the major part of the system ͑formamide͒ is treated at the QM level. As shown in Table I , the QM/MM method predicts not only the shift in the frequencies of the three ''sensitive'' modes but also their intensities. For com- 48 the QM/MM approach requires less ad hoc fitting and is more generally applicable. The current QM/MM approach, which describes the polarization effect from the MM region in an explicit manner may also be preferable to the IMOMM method of Morokuma et al., for which analytical Hessian has also been implemented. 49 Since the QM region is not polarized explicitly by the MM region in IMOMM, it is expected that the water induced shift in the vibrational frequencies and intensities cannot be reproduced as well. This issue should be a less severe problem in the IMOMO method where the environmental polarization effect can be described at a lower QM level such as the semiempirical method.
As mentioned in Sec. II, one may choose to make approximations in solving the CPHF equations for the MM degrees freedom, taking advantage of the relatively small magnitude of the effects. To illustrate this, we have carried out a set of normal mode analyses for the four formamidewater complexes with different approximations for the MM CPHF contributions. The CPHF equations correspond to the MM degrees of freedom are either completely omitted, or the uncoupled solutions are used. The RMS errors compared to exact QM/MM results are summarized in Table I . Clearly, the errors in the vibrational frequencies are small, on the order of several wave numbers, with either level of approximation. The error in the IR intensity, however, is more notable, and is much smaller if the uncoupled CPHF solution is used. There are two possible sources of errors for the IR intensity due to the approximation for the MM CPHF contribution. First, the MM CPHF solutions modify the dipole FIG. 3 . Theoretically predicted IR spectrum for the formamide-water complexes in Fig. 2 . Frequencies are in wave numbers, and intensities are in km/mol. ͑1͒-͑4͒ are from HF/6-31G͑d,p͒ calculations; ͑1Ј͒-͑4Ј͒ are obtained at the QM/MM level with modified TIP3P water. ͑1Љ͒-͑4Љ͒ are pure MM results with the CHARMM22 force field. All the vibrational frequencies from full QM calculations are scaled by 0.8929, and some of the frequencies from the QM/MM calculations are scaled as well ͑see text͒. The frequencies and intensities for the CvO stretch, symmetric and asymmetric N-H stretches are also summarized in Table I. derivatives with respect to the MM atomic displacements. Although generally small in magnitude (ϳ10 Ϫ1 -10 Ϫ2 a.u.), they can produce notable effects in IR intensities for modes involving mainly the MM atoms. Secondly, the MM CPHF solutions modify the Hessian matrix elements for the QM/MM and MM/MM blocks, and therefore affect the normal mode eigenvectors that also determine the IR intensity according to Eq. ͑22͒. For the formamidewater complexes, we found that the first source is mainly responsible for error in the high frequency modes corresponding to the water motion, while the second source is more severe in the cases of low frequency intermolecular modes.
͑b͒ Solvated formamide molecule. To provide an additional test of the QM/MM second derivative method, we have carried out calculations for one formamide molecule solvated in a 8 Å water sphere. Ten configurations have been generated from a 40 ps molecular dynamics run at the AM1/MM level where the formamide is treated with AM1. Subsequently, HF/6-31G͑d,p͒/MM normal mode calculations are carried out following energy minimization for these configurations. A typical predicted IR spectrum is shown in Fig.  4͑a͒ , in which the vibrational frequencies are not scaled. The mean solvent induced shift in the CvO stretch, and symmetric and antisymmetric N-H stretches are also given. Clearly, the uncertainties of the frequency shift are still rather large particularly for the N-H stretches, and more points are needed to obtain fully converged results. Compared to the simple water-formamide complexes discussed above, the shifts in the frequencies and intensities are larger in magnitude in the water sphere. For instance, the shifts of the CvO stretches, symmetric and asymmetric N-H stretches in the molecular complexes are less than 30, 60, and 30 cm Ϫ1 , respectively, while the values in the water sphere are around 60, 188, and 155 cm Ϫ1 , respectively. Evidently, this is due to the fact that the formamide molecule is polarized by larger number of solvent molecules in the water sphere. The current protocol is a rather efficient procedure to determine solvent induced shifts in vibrational frequencies and intensities. It is an alternative to the traditional method where the vibrational spectrum is obtained by the Fourier transform ͑FT͒ of the dipole-dipole correlation function obtained from molecular dynamics calculations. 50 The current QM/MM normal mode approach is flexible in the sense that a computationally economic method ͑such as AM1/MM͒ can be used to efficiently sample configurations and that only limited number of energy minimization and normal mode calculations have to be performed at a more reliable level.
We also examine the CPHF contribution from the MM degrees of freedom. In Fig. 4͑b͒ , the results are obtained with no MM CPHF contributions. It is seen that the error in the vibrational frequencies is rather small, while that for the IR intensity is large. Using the uncoupled CPHF solutions improves the situation significantly, as shown in Fig. 4͑c͒ . If the CPHF corresponding to the solvent molecules within 4Å around the oxygen atom in the formamide are solved exactly while the rest, 76 out of 89 water molecules, are treated with the uncoupled solution, the results become very satisfactory. For comparison, the four calculations in Fig. 4 take 10.3, 4 .5, 4.7, and 5.5 minutes, respectively, on a Linux Alpha machine.
To summarize, we have demonstrated in this section that the QM/MM method is computationally efficient to predict environmental induced frequency shift. It can also give reasonable IR intensity information, which is a significant advantage over the pure MM methods using standard force field which do not consider dipole derivatives during parametrization. We have also shown that the MM CPHF contribute little to the vibrational frequencies but significantly to the IR intensities. The uncoupled CPHF approximation is usually very satisfactory, and gives much better IR intensities with little computational cost compared to completely neglecting the MM CPHF.
B. Butanol: The effect of QM/MM partition and link atom on normal modes
As the next example, we consider the IR spectrum of butanol, where the partition between the QM and MM regions is across a covalent bond. The purpose of this example is to illustrate the effect of QM/MM partition and link atom on the normal modes.
Optimization and normal mode analyses have been performed for the trans-butanol at five different levels: full QM, full MM, and three QM/MM calculations with different QM/MM partitions. The QM level here is taken to be HF/6-31G͑d,p͒, and MM is the CHARMM22 force field. 44 As illustrated in Fig. 5 , the three QM/MM calculations take the -C 3 H 6 ͑OH͒, -C 2 H 4 ͑OH͒, and -CH 2 ͑OH͒ group as the QM part, respectively. As described previously, 4͑b͒ a link hydrogen atom is added to the boundary QM carbon to saturate its valence. The position of the link atom is optimized during energy minimization, and it does not interact with any MM atoms explicitly. It should be noted that all the bonded terms involving both QM and MM atoms are computed in the QM/MM calculations.
The optimized structures are presented in Fig. 5 , and the predicted IR spectrums at varieties of levels are shown in Fig. 6 . Unlike the formamide-water case, the QM and MM regions are directly bonded and are strongly mixed in the normal modes. Therefore, it is not straightforward to select modes for frequency scaling, and unscaled results are shown in Fig. 6 .
The structures from different calculations are all quite similar; the largest differences occur for the O-C-C angle, where the full MM and QM/MM with the third partitioning scheme ͑see Fig. 5͒ give values ϳ7°smaller than the full QM or QM/MM calculations with larger QM regions. Similar to the case of formamide-water, the full MM frequencies are in good agreement with the scaled full QM results ͑not shown͒, with a RMS error of 48 cm
Ϫ1
. The IR intensities, on the other hand, are rather different at the two extreme levels, as illustrated by Figs. 6͑a͒ and 6͑e͒ . The overall agreement between the predicted QM/MM and the full QM spectrum is quite encouraging, even for the QM/MM calculation with the smallest QM part. It is interesting to notice that even with one -CH 2 ͑OH͒ group described at the QM level, the overall spectrum shows rather significant improvement over the pure MM result, especially in terms of the IR intensities. By carefully inspecting the vibrational frequencies, we found that for every QM/MM calculations there is a mode with ϳ1800 cm Ϫ1 which involves mainly the -CH 2 unit at the QM/MM boundary. This value is much higher than that for the corresponding modes predicted by the full QM and pure MM, ϳ1600 cm Ϫ1 and ϳ1400 cm
, respectively. Therefore, it is clearly an artifact due to the presence of the link atom. This mode is hardly noticeable in the spectrum shown in Fig. 6 due to its very small IR intensity.
To further compare QM/MM and full QM results and illustrate the link atom effect, we have calculated the overlap between the eigenvectors from these two sets of calculations. The largest overlap values for each normal mode at different QM/MM levels are summarized in Figs. 7͑a͒-7͑c͒ . Most of the overlap between the QM/MM and full QM results are larger than 0.75, suggesting that the motion predicted by the QM/MM method is consistent with the full QM calculation. There are several regions where the overlap values are small, ϳ0.5. This suggests that the QM/MM normal modes correspond to a linear combination of several modes predicted at the QM level. This mixing effect is most significant for the abnormally high frequency mode ϳ1800 cm Ϫ1 mentioned above. The full QM eigenvector that has the largest overlap with this QM/MM mode involves the motion of more than one (CH 2 ) unit, as illustrated by the bottom structures in Fig.  7 . At the QM/MM level, however, this mode becomes more localized, as shown by the structures in the middle of Fig. 7 . This is due to the existence of the link atom, which still influences the Hessian matrix elements of the boundary QM atoms implicitly, despite the fact that its explicit contribution to the Hessian has been projected out according to Eq. ͑29͒.
The effect of the second projection step specified by Eq.
FIG. 6. Theoretically predicted IR spectrum for butanol. Frequencies are in wave numbers, and intensities are in km/mol. ͑a͒ is the HF/6-31G͑d,p͒ result; ͑b͒-͑d͒ are predicted at three different QM/MM levels ͑see text͒. ͑e͒ is from the calculation with the CHARMM22 force field.
͑30͒ is illustrated in Fig. 8 with the first QM/MM partition as the example. Figure 8͑a͒ shows the largest overlaps ͑in percent͒ between the QM/MM normal modes without the second projection and the overall translational/rotational eigenvectors of the actual molecule without the link atom. Only the low frequency vibrational modes are ''contaminated'' to a significant extent. In Fig. 8͑b͒ , the relative shifts in the vibrational frequencies ͑in percent͒ due to the projection defined by Eq. ͑30͒ are plotted. Although only the low frequency modes are affected significantly, the effect is also observable in the high frequency region. The effect of the second projection on the eigenvectors is insignificant, with the overlaps between unprojected and projected results very close to unity for nearly all the modes ͑not shown͒. For butanol, the overall QM/MM predicted frequencies and eigenvectors are in reasonable agreement with the full QM calculations in the presence of the link atom, with most modes having a large overlap with the full QM eigenvectors. Nevertheless, the link atom does produce artifacts in the normal modes, e.g., certain modes become more localized compared to the full QM results. This observation once again highlights the importance of carefully examining the link atom effect when applying QM/MM methods to large systems.
C. A model transition state structure in triose phosphate isomerase "TIM…
One important area for applying the QM/MM frequency calculation is in modeling transition states of enzymes. First, normal mode calculations are useful during the optimization of transition states with the Quasi-Newton based algorithms. 51 Second, the vibrational frequencies and eigenvectors at the saddle point are essential for the reaction path following algorithms as well as rate constant calculations.
As a simple example, we consider a model transition state structure for the triosephosphate isomerase ͑TIM͒ catalyzed reaction. 5͑a͒ As shown in Fig. 9 , we include the singly protonated imidazole and a model enediolate substrate. The transition state corresponds to the intramolecular proton transfer within the substrate. As found in more extensive calculations, 52 this is not the rate limiting step of the TIM catalyzed reaction. It is included here as an example to demonstrate that a QM/MM description for the active site is sat- isfactory, as compared to full QM. Since full QM calculation has to be carried out for comparison, only one histidine residue is included in the current model, which is described with the CHARMM22 force field in the QM/MM calculation. For comparison, the corresponding transition state of the isolated substrate in the gas phase is also included. The QM level here is B3LYP/6-31ϩG͑d,p͒. 53 The gas phase structure is optimized with GAUSSIAN94, 54 while the model enzymatic transition state is obtained using the TRAVEL module in CHARMM with the conjugate peak refinement algorithm. 55 To avoid large distortion of the structure from that in the enzyme, the position of the C 1 in the substrate and C 3 ,C 4 in the model histidine were fixed during the optimization.
As shown in Fig. 9 , the imidazole polarizes the oxygen atom in the substrate such that the transition state comes later, if we imagine the proton being transferred from the left to the right. The imaginary vibrational frequency is lowered by nearly 200 cm Ϫ1 compared to that in the gas phase structure. This would significantly reduce the tunneling effect in enzyme compared to the gas phase. At the QM/MM level, the polarization effect is weaker judging from the longer histidine-oxygen distance, although the transition state structure is very similar to the full QM result. The shift in the imaginary frequency is smaller, ϳ50 cm Ϫ1 than that from the full QM calculation. Thus, the QM/MM description of the active site, although approximate, is satisfactory.
D. A simple model for the active site of myoglobin
In the previous examples, all the calculations have been carried out for main group elements. In this section, we shall illustrate the application of DFT/MM method to systems containing transition metal elements that are more difficult to treat with molecular mechanics. 17 Specifically, we present a study of a simplified model for the active site of myoglobin.
For myoglobin and hemoglobin, numerous studies have been concerned with effect of electric field in the heme active site generated by the protein environment on the stretching frequency of CO bound to the heme iron. 56 To examine if an MM treatment of the environment can predict the frequency shift of the CvO stretch, we have constructed a simplified model for the active site of myoglobin. Three complexes have been calculated, whose structures are shown in Fig. 10 . The first complex ͑com -i͒ is a simple model for isolated CO-heme system, which has been used in several previous studies. 57 The second complex ͑com -h1͒ includes an additional imidazole molecule, which mimics the distal histidine in myoglobin. In the third complex ͑com -h2͒, the orientation of the histidine is altered from that in com -h1, so as to orient the NH proton of the imidazole away from the CO. Such different distal histidine orientations have been considered in previous studies of the CO stretching frequency. 58 The QM level in this set of calculations is B3LYP, 53 and the basis set is the all electron set of doublezeta quality from Ahlrichs and co-workers. 59 Due to the size of the systems, no polarization functions have been added in the geometry optimization or normal mode analysis. In the QM/MM calculations, the heme-CO complex is the QM part, and the imidazoles in com -h1 and com -h2 are treated with the CHARMM22 force field. To avoid large changes in the relative orientation of the imidazole and model heme in com -h2, the position of the Fe, and that of the CE1, HE1 atoms of imidazole are fixed during geometry optimization. The optimized structures are shown in Fig. 10 , and selected normal modes are shown in Fig. 11 .
We begin by examining the trends from the pure DFT calculations. First, it is noted that the optimized Fe-CO distance of 1.76 Å in com -i is in good agreement with experimental measurement of a model heme complex ͑1.77 Å͒, 60 as well as with theoretical calculations ͑1.720 Å͒ with more sophisticated models of the heme. 61 The FeCO moiety is linear and perpendicular to the ''heme'' with a CO bond length of 1.174 Å. Upon adding the distal group in com -h1, the Fe-CO distance gets shorter while C-O becomes more stretched by 0.006 Å due to the polarization from the distal group. The Fe-CO distance of 1.747 Å is in good agreement with the latest x-ray study 62 as well as with previous theoretical calculations. 61 Interestingly, the effect of the distal histidine in com -h2 is to slightly increase the Fe-C distance and shortens the C-O bond compared to the case of com -i, indicates that the interaction between bound CO and the histidine in the orientation of com -h2 is unfavorable. In parallel to the structural changes, the vibrational frequencies involving CO vary rather significantly in the three complexes. In Fig. 11 , we show that the normal mode corresponds to the CO stretch. The vibrational frequency drops 32 cm Ϫ1 for com -h1, and increases by 10 cm Ϫ1 for com -h2. In other words, we predict that the CO stretching frequency in com -h1 is lower than that in com -h2 by ϳ40 cm Ϫ1 . It is interesting to note that this trend is in disagreement to the calculations of Oldfield et al. based on electric field consideration. 58 From the electric field generated by the dipole moment of histidine ͓see Fig. 1 in Ref. 58͑b͔͒, they propose that the CO stretching frequency in a conformational substate similar to com -h1 would be higher than that in conformational substate of type com -h2. The discrepancy between the current study and their model might be due to the geometrical limitation of our model, and will be studied further with calculations in the full protein environment. 63 However, it appears reasonable to observe a lower CO stretching frequency in com -h1 compared to com -h2, since the CO is polarized via a weak hydrogen bond by the imidazole in com -h1. Also included in Fig. 11 are the normal mode displacements in terms of internal coordinates, obtained from the Cartesian displacements with the Wilson B matrix. 39 Clearly, the so-called CO stretch mode involves significant amount, ϳ25%, of Fe-C stretch. In other words, the Fe-C bond character is also altered in this mode, in addition to the Fe-CO backbonding framework as commented on in the literature. 56 Furthermore, it is seen that the CO stretch mode involves little heme motion, and is mostly perpendicular to the heme plane. This observation has implications for the interpretation of recent photoselective spectroscopic measurements using CO stretch as the probe. 64 Calculations with a larger heme model and protein environment are in progress. 63 The QM/MM geometries are very close to the full QM results as shown in Fig. 10 . The trend in the vibrational frequency shift is well reproduced at the QM/M level. The error compared to the full QM result is 8 cm Ϫ1 and 15 cm
Ϫ1
for com -h1 and com -h2, respectively. As to the IR intensity, the results are qualitatively correct in terms of the sign for the effect of the distal group, but quantitatively too small in the magnitude. The last two examples show that the polarization effect from the residues in the active site of proteins can be captured to a reasonable degree with the QM/MM treatment. This observation further justifies the use of QM/MM methods in probing the influence of the protein environment on both the electronic and dynamic properties of its active site. 
IV. CONCLUSION
In ab initio quantum chemistry, analytical derivative theories have made possible the calculations of many important molecular properties. Despite improvements of numerical techniques and computation facilities, such calculations are still prohibitive for large systems, including enzymes. In the present work, we begin the development of analytical derivative theories in the combined QM/MM framework, which should be efficient in predicting properties of a specific group in a large system. In particular, the method for analytical Hessian calculations in the combined QM/MM framework has been implemented in the GAMESS/ CHARMM and CADPAC/CHARMM programs to allow one to evaluate frequencies and infrared intensities of specific groups in biological systems. Several examples illustrate that MM description of the environment can capture the polarization effect on the QM region to a satisfactory extent, as judged from the vibrational frequencies and IR intensities compared with full QM calculations. The problem created by a link atom is examined and it is shown that it can give rise to artifacts in the modes involving the boundary atoms. This suggests that one has to carefully examine the effect of link atom when applying the QM/MM method. An alternative is to use methods that do not introduce extra atoms when the QM/MM boundary is within a molecule. 65 In the near future, we envision the extension of analytical derivative theories within the QM/MM framework into other areas. We have implemented a QM/MM method for predicting NMR chemical shift, which is expected to be a useful tool for deriving structural information and interpreting data for biological systems. Other interesting properties include Raman intensities, vibrational and electronic circular dichroism, and spin-orbit coupling. By implementing these quantities in the QM/MM methodology, it will become possible to extend the study of ''weak interactions'' to very large systems.
