























NILPOTENT DECOMPOSITION IN INTEGRAL GROUP RINGS
ERIC JESPERS AND WEI-LIANG SUN
ABSTRACT. A finite group G is said to have the nilpotent decomposition property (ND)
if for every nilpotent element α of the integral group ring Z[G] one has that αe also be-
long to Z[G], for every primitive central idempotent e of the rational group algebra Q[G].
Results of Hales, Passi and Wilson, Liu and Passman show that this property is funda-
mental in the investigations of the multiplicative Jordan decomposition of integral group
rings. If G and all its subgroups have ND then Liu and Passman showed that G has prop-
erty SSN, that is, for subgroups H, Y and N of G, if N⊳H and Y ⊆H then N ⊆Y or Y N is
normal in H; and such groups have been described. In this article, we study the nilpotent
decomposition property in integral group rings and we classify finite SSN groups G such
that the rational group algebra Q[G] has only one Wedderburn component which is not a
division ring.
Keywords: integral group ring, rational group algebra, nilpotent decomposition, mul-
tiplicative Jordan decomposition, Wedderburn component, Shoda pair, strong Shoda pair,
SN group, SSN group.
1. INTRODUCTION
Let G be a finite group. Because Q is a perfect field, every unit α ∈Q[G] has a unique
multiplicative Jordan decomposition, that is α can be written uniquely as the product of
a unit αs that is semisimple and a commuting unipotent unit au. Following [HPW07],
one says that the integral group ring Z[G] has the multiplicative Jordan decomposition
property (MJD) (or simply, G has (MJD) if for every unit of Z[G], its semisimple and
unipotent parts are both contained in Z[G]. By Maschke’s Theorem, the semisimple alge-
bra Q[G] = Mn1(D1)×·· ·×Mnm(Dm), a direct product of matrices over skew fields Di.
We call n1, . . . ,nk the reduced degrees of G. These matrix algebras we call the Wedder-
burn components of Q[G]. Obviously, if Q[G] does not have nilpotent elements, i.e. when
all ni = 1, then G has (MJD). It is well-known that these groups are the abelian groups
and the Hamiltonian groups of order 2kt with t an odd positive integer such that the multi-
plicative order of 2 mod t is odd. The (MJD) for G has been intensively studied by Hales,
Passi, Wilson, Liu and Passman and Kuo and Sun. In particular in [HPW07] it is shown
that if Q[G] does have nonzero nilpotent elements and G has (MJD) then |G| = 2a3b or
G = Q8 ×Cp or G =Cp⋊Cn with n = 2a or n = 3b (here Cn denotes a cyclic group of or-
der n). Furthermore the reduced degrees of G are at most 3. Liu and Passman have shown
that the only non-abelian 3-groups with (MJD) are the groups of order 27. It remains an
open problem to classify the finite groups that have (MJD).
In [HPW07] another remarkable fact (and fundamental in the investigations) of groups
G with (MJD) has been shown: if α is a nilpotent element of Z[G] then all its components
αe also belong to Z[G], where e runs through the primitive central idempotents of Q[G].
We call this property the nilpotent decomposition property (ND for short) of Z[G] (or
simply G). In [LP09, Proposition 2.5], C.-H. Liu and D.S. Passman essentially proved
that if Z[G] has ND, then G is an SN group, that is for any subgroup Y of G and any
normal subgroup N of G we have N ⊆Y or Y N⊳G. A group is said to have SSN if all its
subgroups have SN. Since the (MJD) property is inherited by subgroups, it follows that a
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finite group G is an SSN group if Z[G] has (MJD). In [LP16], Liu and Passman classified
the finite SSN groups, and in [LP09, LP10, LP13, LP14] they classified the finite groups
G having (MJD) in case G is a 3-group or a {2,3}-group. Liu [Liu12] also gave a much
simpler proof to determine 2-groups G such that Z[G] has (MJD).
In order to obtain a full classification of all finite groups G with the (MJD) property
it thus is crucial to study which finite SSN groups G have the ND property. This is the
main aim of this paper. For a finite group G, we call a Wedderburn component of Q[G] a
matrix component if it has reduced degree larger than 1. Obviously, if Q[G] has at most
one matrix component, then G has ND. Finite groups G such that Q[G] does not have a
matrix component are those for which Q[G] has no nilpotent elements and thus these are
well-known. It is natural to ask when Q[G] has precisely one matrix component. In this
article, we classify finite SSN groups G such that Q[G] has only one matrix component.
In Theorem A we deal with the nilpotent groups and in Theorem B we handle the groups
that are not nilpotent. We also describe the matrix component for each group in both
theorems. In our investigations we did not discover any finite group G that has ND but
has more than one matrix component and we actually expect that such groups do not exist.
The article is organised as follows. We give basic requirements in Section 2 including
knowledge of Shoda pair, strong Shoda pair and cyclic algebra. In Section 3, the concepts
of nilpotent decomposition, SN group and SSN group are introduced. Several examples
are also given. Finite p-groups whose non-cyclic subgroups are normal are classified by
Z. Božikov and Z. Janko [BJ09]. We use their result to classify rational group algebras of
nilpotent SSN groups that have only one matrix component in Section 4. In Section 5, we
classify rational group algebras of non-nilpotent SSN groups that have only one matrix
component. For one type of such groups, we use S.A. Amitsur’s work [Ami55] on the
classification of finite groups that are embedded in division rings.
2. PRELIMINARIES
Let G be a finite group. For an element α =∑g∈G agg of Q[G], we denote by supp(α) =
{g ∈ G | ag 6= 0}, the support of α . For a subgroup H of G we put Ĥ = ∑h∈H h ∈ Z[G]
and H̃ = Ĥ|H| an idempotent in Q[G]. If H = 〈h〉, a cyclic group, then we simply denote Ĥ
and H̃ as ĥ and h̃. For a normal subgroup K of H, we set
ε(H,K) =
{
H̃ if H = K
∏M/K∈M (H/K)(K̃− H̃) if H 6= K,
where M (H/K) is the set of all minimal normal nontrivial subgroups of H/K. Clearly,
ε(H,K) is a central idempotent of Q[H]. For α ∈ Q[G], the G-centralizer of α is the





is a central element of Q[G] (which is independent of the choice of T ).
Olivieri, del Rı́o, and J.J. Simón in [OdRS04] showed that for a rich class of groups (for
example finite abelian-by-supersolvable groups) these elements (based on (strong) Shoda
pairs (H,K)) are the primitive central idempotents of Q[G], hence obtaining a character
free description of these elements. We will make intensively use of this and hence we
recall the necessary background. For details and more work on this we refer the reader to
[JdR16, Chapter 3].
A pair (H,K) of subgroups of a group G is called a Shoda pair if it satisfies the fol-
lowing conditions: K E H, H/K is cyclic and, for every g ∈ G \H, there exists h ∈ H
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so that (h,g) = h−1g−1hg ∈ H \K. A pair (H,K) of subgroups of a group G is called
a strong Shoda pair if it satisfies the following conditions: K E H E NG(K), H/K is
cyclic and a maximal abelian subgroup of NG(K)/K, and, for every g ∈ G \ NG(K),
ε(H,K)g−1ε(H,K)g = 0 (one says that the conjugates of the elements ε(H,K) are or-
thogonal). It turns out that a pair of subgroups (H,K) is a strong Shoda pair if and only
if it is a Shoda pair with H E NG(K) and such that all distinct G-conjugates of ε(H,K)
are orthogonal. In this case it follows that CenG(ε(H,K)) = NG(K) and e(G,H,K) is a
primitive central idempotent of Q[G].
In the case of finite metabelian groups G the primitive central idempotents are deter-
mined by strong Shoda pairs as described in the following result (see [JdR16, Theorem
3.5.2]). This will be next widely used throughout the paper. Recall that a group G is said
to be metabelian if it contains a normal abelian subgroup A so that G/A also is abelian.
Theorem 2.1 ([OdRS04, Theorem 4.7]). Let G be a metabelian finite group and let A be
a maximal abelian subgroup of G containing G′. The primitive central idempotents of
Q[G] are the elements of the form e(G,H,K), where (H,K) is a pair of subgroups of G
satisfying the following conditions:
(i) H is a maximal element in the set {B ≤ G | A ≤ B and B′ ≤ K ≤ B} and
(ii) H/K is cyclic.
Note that in Theorem 2.1 the subgroup A can be arbitrarily chosen and every pair (H,K)
is a strong Shoda pair of G.
For a strong Shoda pair (H,K) of a finite group one can also give a description of the
simple Wedderburn component Q[G]e(G,H,K). This will play an important role in the
proofs of our results. Hence, we need to describe the statement in detail and therefore we
have to recall some notation (see [JdR16, Section 2.6] and also [Pas86, Section 5]).
Let R be an associative ring with identity and G a group. The multiplicative group
of invertible elements of R is denoted U (R). A crossed product R ∗G of G over R is
an associative ring which has a set of invertible elements {ug : g ∈ G}, a copy of G,
such that R ∗G = ⊕g∈GRug is a free left R-module. The multiplication is determined
by the following rules: ugr = αg(r)ug and uguh = f (g,h)ugh, for g,h ∈ G, r ∈ R, where
α : G → Aut(R) and f : G×G → U (R) are maps and αg = α(g) (called respectively the
action and the twisting of the crossed product). The associativity of R ∗G is equivalent
to the assertions that, for all g,h,k ∈ G, we have αgαh = ι f (g,h)αgh and f (g,h) f (gh,k) =
αg( f (h,k)) f (g,hk), where ιu denotes the inner automorphism of R defined by ιu(x) =
uxu−1 for u ∈ U (R). We also denote R∗G as (R,G,α, f ).
Group rings are obvious examples of crossed products; here the action and twisting
are trivial (i.e. αg = 1 and f (g,h) = 1 for all g,h ∈ G). Another well-known example
is a classical crossed product (E/F, f ), where E/F is a finite Galois extension and G =
Gal(E/F). Here we have a natural action α : G → Aut(E) (we identify α(σ) and σ ) and
f : G×G → U (E) satisfies f (σ ,τ) f (στ,ρ) = α(σ)( f (τ,ρ)) f (σ ,τρ), for σ ,τ,ρ ∈ G.
If G = 〈σ〉, a cyclic group, say of order n, then one can take for f the mapping defined by
f (σ i,σ j) = 1 if + j < n and f (σ i,σ j) = a otherwise, where 0 ≤ i, j < n and a ∈ U (F).
A crossed product of this type is called a cyclic algebra and is denoted by (E/F,σ ,a), or
simply as (E,σ ,a) or (E/F,a) if σ is clear from the context.
Recall that an F-algebra is called a central algebra if its center is exactly the field F .
For our investigations we will make use of the following well-known properties (see for
example [JdR16, Theorem 2.6.3 and Proposition 2.6.7]).
Proposition 2.2.
(i) Every classical crossed product (E/F, f ) is a finite dimensional central simple
F-algebra.
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(ii) A cyclic algebra (E/F,σ ,a) ≃ Mn(F) if and only if a ∈ NE/F(E) where n =
|Gal(E/F)| and NE/F(E) consists elements of the norm NE/F(x)=∏σ∈Gal(E/F)σ(x)
for x ∈ E. In particular, (E/F,σ ,1)≃ Mn(F).
We are now in a position to describe the Wedderburn component associated to a strong
Shoda pair (see for example Theorem 3.5.5 in [JdR16]). By ξn we denote a primitive n-th
root of 1 in C.
Proposition 2.3 ([OdRS04, Proposition 3.4]). Let (H,K) be a strong Shoda pair of a finite
group G. Let h = [H : K], N = NG(K), n = [G : N], H/K = 〈x〉. Denote the (conjugation)
action of N/H ≃ (N/K)/(H/K) on H/K by (xi)a for a ∈ N/H and xi ∈ H/K. Then
Q[G]e(G,H,K)≃ Mn(Q(ξh)∗N/H),
where the action and twisting are given by




twisting: f (a,b) = ξ
j
h if a
′b′ = x j(ab)′,
for a,b∈N/H and integers i, j, and where a′,b′,(ab)′ are fixed preimages of a,b,ab under
the natural homomorphism N/K → N/H.
To investigate the ND property we only need to consider the Wedderburn components
of reduced degree larger than 1, in particular they need to be non-commutative. The
following is an easy criterium to determine these in terms of strong Shoda pairs.
Lemma 2.4. Let (H,K) be a strong Shoda pair of G and thus e(G,H,K) is primitive
central idempotent of Q[G]. Then, the Wedderburn component Q[G]e(G,H,K) is commu-
tative if and only if H = G if and only if K contains the commutator subgroup G′.
Proof. By [OdRS04, Proposition 3.4] (see also Proposition 2.3), Q[G]e(G,H,K) is com-
mutative if and only if H = G (for the “only if” direction, one has that H/K is central
in NG(K)/K and NG(K) = G). If H = G, then G
′ = H ′ ⊆ K because H/K is abelian. If
G′ ⊆ K, then NG(K) = G and G/K is abelian. Hence H = G because H/K is maximal
abelian in NG(K)/K = G/K. The result follows. 
3. NILPOTENT DECOMPOSITION PROPERTY, SN AND SSN GROUPS
Let G be a finite group. If Q[G] = A1 ⊕A2 ⊕ ·· ·⊕Am, where each Ai ≃ Msi(Di) for
some division ring Di, the Wedderburn decomposition, then every nilpotent element α of
Z[G] has the Wedderburn decomposition α = ∑i αi, where αi is a nilpotent element of Ai.
In general αi does not have to belong to Z[G]. Therefore the following definition.
Definition 3.1. A nilpotent element α of Z[G] is said to have the nilpotent decomposition
property (ND) if αe ∈Z[G] for every central idempotent e ∈Q[G]. An integral group ring
Z[G], or simply the group G, is said to have the nilpotent decomposition property (ND) if
every nilpotent element of Z[G] has ND.
For two relatively prime positive integers we denote by ordn(m) the multiplicative order
of m modulo n. Clearly, we have the following observation. Recall that we say that a
Wedderburn component of Q[G] is a matrix component if it has reduced degree larger
than one.
Lemma 3.2. For a finite group G, if Q[G] has at most one Wedderburn component which
is a matrix component then Z[G] has ND. Thus, the following Dedekind groups have ND:
(i) abelian groups;
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(ii) Q8 ×E ×A where E is an elementary abelian 2-group and A is an abelian group
of odd order m such that ord2(m) is odd;
(iii) Q8 ×Cp where p is an odd prime such that ord2(p) is even.
In particular, Q[G] does not have any matrix component for groups G of types (i) and (ii).
All the groups of order at most 11 satisfy the hypothesis of Lemma 3.2 and hence
they have property ND. Also the alternating group A4 of degree 4 and the generalized
quaternion group Q12 of order 12 satisfy the hypothesis of Lemma 3.2, and thus they













is the quaternion division algebra over Q defined by −3 and
−1 (see for example [JdR16, Example 2.1.7(3)]). The group D12 = 〈a,b | a6 = b2 =
1,bab−1 = a−1〉, the dihedral group of order 12, does not have ND. Indeed, α = (1−
b)a(1+b)∈Z[D12] is a nilpotent element and e = ã3− ã ∈Q[D12] is a central idempotent
but αe = 1
2
(1+a3)(a−a−1)(1+b) 6∈ Z[D12].
Another useful observation os the following.
Lemma 3.3 ([HPW07, Corollary 12 and Corollary 13]). Let N be a nontrivial normal
subgroup of a nonabelian finite group G. Assume that G has ND. If H is a subgroup of G
such that H ∩N = 1, then Q[H] has no nonzero nilpotent elements. In particular, if H is
a finite group such that Q[H] has a nonzero nilpotent element, then the group H ×N does
not have ND for any nontrivial finite group N.
Proof. Consider the central idempotent e = Ñ = 1|N| ∑n∈N n ∈ Q[G]. If Q[H] has some
nonzero nilpotent element, then there exists a nilpotent element α in Z[H] \ |N|Z[H].
However, H ∩N = 1 implies that Nh∩Nh′ = ∅ for h 6= h′ ∈ H and thus it easily follows
that eα 6∈ Z[G], a contradiction. 
The aim is to describe the finite groups that have property ND. Note that we have a
natural way to find nilpotent elements in Z[G], namely
(1− y)gŶ and Ŷ g(1− y),
for every subgroup Y of G, y ∈ Y and g ∈ G. Using these nilpotent elements, one shows
that the ND property leads to the class of groups with property SN, as introduced by Liu
and Passman.
Proposition 3.4 ([LP09, Proposition 2.5]). Let G be a finite group. If G has property ND
then G satisfies property SN, that is, if N E G and Y ≤ G, then Y ⊇ N or Y N E G.
Proof. Suppose H = Y N is not normal in G. We claim that Y ⊇ N. Let g ∈ G be such
that Hg 6= H. Then Y g 6⊆ H. Choose y ∈ Y with yg 6∈ H. Consider the nilpotent element
α = (1−y)gŶ ∈Z[G] and central idempotent e = Ñ ∈Q[G]. Because, G has ND, we have
αe ∈ Z[G]. Note that Ŷ N̂ = Ĥ|Y ∩N| and αe = (1− y)gĤ|Y ∩N|/|N|. As yg 6∈ H, we
have that the two cosets gH and ygH are disjoint. Hence, we must have |Y ∩N|/|N| ∈ Z
and thus N = Y ∩N ⊆ Y . 
The cyclic group of order n we denote by Cn and if g is a generator then we also denote
it as 〈g〉n. The nonabelian group C3 ⋊C8 has SN but it does not have property ND (see
for example the proof of [LP10, Lemma 2.3] or [HP17, Theorem 4.1]) We have another
counterexample in Example 3.11. So the class of SN groups is larger than the class of ND
groups.
Note that the dihedral group D12 = 〈a〉6⋊〈b〉2 does not have SN by considering Y = 〈b〉
and N = 〈a3〉. Thus, D12 does not have ND by Proposition 3.4. This gives another easy
argument for this fact.
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It is easy to check that the SN property is inherited by quotient groups. However,
the ND property may be not inherited by quotient groups because in general nilpotent
elements of an integral group ring can not be lifted via an epimorphism of groups, see
[HPW07, p. 117] for an example. However, subgroups of SN groups need not be SN (see
Example 3.10). Hence, the following definition introduced by Liu and Passman [LP16].
Definition 3.5. A finite group G is said to have SSN if every subgroup of G has SN.
That the classes of SN groups and SNN groups are distinct follows for example from
Example 3.10. We now present the classification of finite SSN groups obtained in [LP16].
It will be used in Section 4 and Section 5. We begin with nilpotent groups.
Proposition 3.6 ([LP16, Proposition 2.2 and Proposition 2.3]). Let G be a finite nilpotent
group.
(1) If G is not a p-group for any prime p then G has SSN if and only if G is either
abelian or Hamiltonian.
(2) If G is a p-group for some prime p then G has SSN if and only if all non-cyclic
subgroups of G are normal (one calls this the NCN property).
A complete classification of finite p-groups with NCN has been given by Božikov and
Janko in [BJ09, Theorem 1.1]. For a formulation we refer to Theorem 4.1.
Recall that a group Q is said to act reducibly on a group P if P = P1 ×P2 for some
nontrivial Q-stable subgroups P1 and P2 of P. Otherwise, Q acts irreducibly on P. For
solvable SSN groups that are not nilpotent, one has the following result.
Theorem 3.7 ([LP16, Theorem 2.7]). Let G be a finite solvable group that is not nilpotent.
Then G has SSN if and only if G is one of the following two types of groups:
(i) G = P⋊Q where P is a normal elementary abelian p-subgroup of G for some
prime p, Q is a cyclic p′-subgroup of G which acts faithfully on P, and every
nontrivial subgroup of Q acts irreducibly on P.
(ii) G = P⋊Q where P is a normal subgroup of G of order p for some prime p, Q is a
cyclic q-group for some prime q 6= p with |Q| ≥ q2, and Q does not act faithfully
on P.
There is only one non-solvable SSN group.
Theorem 3.8 ([LP16, Theorem 3.3 and Corollary 3.4]). The alternating group A5 of de-
gree 5 is the unique nonabelian simple group with SSN. Moreover, A5 is the unique non-
solvable finite group with SSN.
We now give some concrete examples of SSN groups that satisfy Theorem 3.7(i). Not
all of them have property ND.
Example 3.9. (i) A4 = (C2 ×C2)⋊C3 = 〈a,b,c | a2 = b2 = c3 = 1,ab = ba,ac = b,bc =
ab〉 has SSN and ND (since Q[A4] has only one matrix component).
(ii) G =C5 ⋊C4 = 〈a,b | a5 = b4 = 1,bab−1 = a2〉 has SSN and ND because Q[G] ≃
2Q⊕Q(i)⊕M4(Q) (see Lemma 5.2).
(iii) G =C11⋊C5 = 〈a,b | a11 = b5 = 1,bab−1 = a3〉 has SSN and ND because Q[G]≃




Example 3.10. We give an example to illustrate that there is a finite SN group which does
not have SSN. This example also shows that the ND property is not necessarily inherited
by subgroups. Let
G = (C3 ×C3)⋊C8 = 〈a,b,c | a3 = b3 = c8 = 1,ab = ba,ac = b,bc = ab〉.
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It is easy to check that each nontrivial normal subgroup N of G must contain G′ = 〈a,b〉.
Thus, G/N is cyclic and then Y N E G for every subgroup Y ≤ G. So G has SN. Consider
the subgroup G1 = 〈a,b,c4〉 = (C3 ×C3)⋊C2. Since ac
4
= a2, N1 = 〈a〉 is a normal
subgroup of G1. Let Y = 〈bc4〉. Then Y 6⊇ N1. Moreover, (bc4)c
4
= b2c4 6∈ Y N1. Thus,
G1 does not have SN and then G does not have SSN.
From Proposition 3.4 we also conclude that G1 does not have ND (note that Q[G1] ≃
2Q⊕ 4M2(Q) has four matrix components, see for example [Gir06, Group Type 18/5
on p. 193]). However, G has ND since Q[G] has only one matrix component. To see
this, we first note that G′ = 〈a,b〉 is a maximal abelian subgroup of G containing G′ and
that (H,K) = (G′,〈a〉) is a pair satisfying conditions in Theorem 2.1. Thus, e(G,H,K)
is a primitive central idempotent of Q[G] since G is metabelian. One can check that
e(G,H,K) = 1− G̃′. It follows that Q[G] has only one non-commutative component. So
G indeed has ND.
Further note that (H,K) is a strong Shoda pair of G with N =NG(K)= 〈a,b,c4〉. Hence,
by Proposition 2.3, Q[G]e(G,H,K)≃ M4(A) where A =Q(ξ3)∗N/H. Since N/H = 〈c4〉
and ac
4




3 . Fix preimages K1 and Kc
4 of 1 and c4, respectively,
under the natural homomorphism N/K → N/H. The twisting is f (c4i,c4 j) = 1 for 0 ≤
i, j ≤ 1. Note that the fixed field of N/K in Q(ξ3) is Q. It follows that A is actually a
cyclic algebra (Q(ξ3)/Q,c4,1). Thus, by Proposition 2.2(ii), we have A≃M2(Q). Hence,
Q[G]e(G,H,K)≃ M4(A)≃ M8(Q).
Example 3.11. The group G in Example 3.10 has SN and ND. We now show that the
subgroup K = 〈a,b,c2〉 has SN but does not have ND. Observe that K′ = 〈a,b〉 and that
every nontrivial normal subgroup of K contains K′. Thus, K has SN. To prove that K
does not have ND consider the nilpotent element α = (1− c4)a(1+ c4) ∈ Z[K]. Note
that e = e(K,K′,〈a〉) is a primitive central idempotent of Q[K] by Theorem 2.1. Since
Ceng(ε(K
′,〈a〉)) = 〈a,b,c4〉, we have e = ε(K′,〈a〉)+ ε(K′,〈a〉)c2 = ã+ ãb−2ãb̃. Note
that α = a(1−ac4)(1+ c4) = a(1−a)ĉ4 and thus eα = ãba(1−a)ĉ4 6∈ Z[K]. Hence K
is not ND.
Remark 3.12. The reader can consult Figure 1 at the end of this article for a concise
summary in relations between MJD, ND, SN and SSN. The following examples are used
in this context.
(i) Note that groups S3, D8, Q8, D10, Q12 and A4 have SN since they have ND. The
group of smallest order that is a non-SN group is D12. Note that all groups of order 24
containing D12 are D24 ≃ C4 ⋊ S3, C3 ⋊D8, C4 × S3 and C2 ×C2 × S3. These groups do
not have SN since, with notation as in Proposition 3.4, we can choose subgroups N and
Y such that such that N ∩Y = 1 and NY is not normal. So all SN groups of order 24
must have SSN. The only nonabelian group of order 14 is D14 which has SSN since it is
a group in Theorem 3.7(i). Groups of order 15 are abelian. The group C2 ×D8 does not
have SN by choosing N =C2 and Y ≤ D8 such that Y 6ED8. Moreover, the central product
([Gor80, p. 29]) D8  D8 of order 32 has ND since Q[D8  D8] ≃ 16Q⊕M4(Q) has only
one matrix component, see [Gir06, Group Type 32/42 on p. 199]. Thus, D8 D8 has SN.
However, this group has a subgroup isomorphic to C2 ×D8. As a consequence, D8  D8
is the smallest SN group which does not have SSN. It is also the smallest non-SSN group
such that its rational group algebra has only one matrix component.
(ii) If G is a nonabelian SN group with |G| ≤ 22, then one can verify (via a case-by-case
argument) that Q[G] has only one matrix component. The group C3⋊C8 with a nontrivial
action is an SSN group by Theorem 3.7(ii) and it does not have ND by the proof of [LP10,
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Lemma 2.3] or [HP17, Theorem 4.1]. In other words, C3⋊C8 is a group of smallest order
that has SN but which does not have ND.
4. NILPOTENT DECOMPOSITION FOR NILPOTENT SSN GROUPS
In this section, we study finite nilpotent groups G that have SSN. This with the aim
of proving our first main result: a description of such groups G so that QG has only one
matrix component. In the first subsection we give a series of lemmas that deal with p-
groups, in the second subsection we handle with the groups that are not p-groups and in
the third subsection we state the conclusion, the first main result.
4.1. Finite SSN groups that are p-Groups.
By Proposition 3.6, a finite p-group has the SSN property if and only if it has the NCN
property, i.e. all its non-cyclic subgroups are normal. Since rational group algebras of
Hamiltonian and abelian 2-groups have no matrix components, in this section, we only
have to deal with non-Hamiltonian NCN groups that are nonabelian. Non-Hamiltonian
NCN finite p-groups had been classified by Z. Božikov and Z. Janko [BJ09]. In order to
state their result we recall some terminology and notation. A p-group is called minimal
nonabelian (resp. minimal non-metacyclic) if it is nonabelian (resp. non-metacyclic) and
all proper subgroups are abelian (resp. metacyclic). A p-group G is said to be of maximal
class if G has nilpotency class n where |G| = pn+1. Moreover, the notation Ω1(G) is
defined by Ω1(G) = 〈g ∈ G | gp = 1〉.
Theorem 4.1 ([BJ09, Theorem 1.1]). Let G be a finite p-group. Then all the non-cyclic
subgroups of G are normal if and only if G is either abelian, Hamiltonian or satisfies one
of the following conditions:
(BJ1) G is metacyclic minimal nonabelian and G is not isomorphic to Q8, the quaternion
group of order 8.
(BJ2) G=G0 Z, the central product of a nonabelian group G0 of order p
3 with a cyclic
group Z, where G0 ∩Z = Z (G0), the center of G0, and if p = 2, then |Z|> 2.
(BJ3) p = 2 and G = Q8 ×Z where Z is cyclic of order > 2.
(BJ4) G is a group of order 34 and of maximal class with Ω1(G) = G
′ ≃C3 ×C3.
(BJ5) G = 〈a,b | a8 = 1,ab = a−1,a4 = b4〉.
(BJ6) G = Q16.
(BJ7) G = D8 Q8.
(BJ8) G = 〈a,b,c | a4 = b4 = [a,b] = 1,c2 = a2,ac = ab2,bc = ba2〉, the minimal non-
metacyclic group of order 25.
(BJ9) G= 〈a,b,c,d | a4 = b4 = [a,b] = 1,c2 = a2b2,ac = a−1,bc = a2b−1,d2 = a2,ad =
a−1b2,bd = b−1, [c,d] = 1〉, a special1 2-group of order 26 in which every maximal
subgroup is isomorphic to the minimal non-metacyclic group of order 25 of type
(BJ8).
Conversely, all the above groups satisfy the assumptions of the theorem.
So, in order to deal with finite p-groups that have SSN we will have to deal separately
with each type listed in the Theorem. To do so we we will make use of Theorem 2.1 that
describes Wedderburn components via strong Shoda pairs (H,K). Recall from Lemma 2.4
that the corresponding component is not commutative when K 6⊇ G′.
1A p-group P is called special if either it is elementary abelian or P′ = Z (P) = Φ(P) is elementary
abelian where Φ(P) is the Frattini subgroup of P.
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Groups of type (BJ1)
According to [BJ09, Proposition 1.3] or [BJ06, Lemma 3.1], groups of type (BJ1) have
the following presentation (proved by L. Rédei)
G = 〈a,b | apm = bpn = 1, ab = a1+pm−1〉=Cpm ⋊Cpn ,
where m ≥ 2, n ≥ 1, |G|= pm+n and |G′| = p. Note that ap and bp are central, and G′ =
〈apm−1〉 since [a,b] = apm−1 and |G′|= p. We remark here that G has ND when (p,m,n) =
(2,2,1),(2,2,2),(2,3,1) and (3,2,1), since they have MJD by [Liu12, Lemma 2.10] and
[LP13, Lemma 3.6]. Moreover, the proof of [Liu12, Lemma 2.8] shows that G does not
have ND for p = 2 and (m,n) = (2,≥ 4), (3,≥ 2). Now we discuss when Q[G] has only
one matrix component.
Lemma 4.2. Let n = 1. Then Q[G] has only one matrix component for any p,m ≥ 2.
Moreover, this component is isomorphic to Mp(Q(ξpm−1)).
Proof. Let A= 〈a〉. Then A is of index p in G. Thus, A is a maximal abelian subgroup of G
containing G′ = 〈apm−1〉. Let (H,K) be a pair of subgroups of G in Theorem 2.1 such that
G′ 6⊆ K. Then (H,K) = (A,1). In other words, e(G,A,1) = ε(A,1) = 1− ãpm−1 = 1− G̃′
is the only primitive central idempotent e such that Q[G]e is non-commutative.
To describe Q[G]e(G,A,1), note that (A,1) is a strong Shoda pair of G. By Propo-
sition 2.3, Q[G]e(G,A,1) ≃ Q(ξ|a|) ∗ (G/A) ≃ Q(ξpm) ∗ 〈σ〉 where σ ∈ Aut(Q(ξpm))
and σ(ξpm) = ξ
1+pm−1
pm . Note that σ fixes ξpm−1 since ξpm−1 = ξ
p
pm . It is easy to check
that the fixed field Q(ξpm)σ = Q(ξpm−1). Note also that σ
p is the identity map because
(1+ pm−1)p ≡ 1 (mod pm). By Proposition 2.2, we can conclude that Q(ξpm) ∗ 〈σ〉 ≃
Mp(Q(ξpm−1)). 
Lemma 4.3. Let n ≥ 2. Then Q[G] has only one matrix component if and only if p = m =
n = 2. Moreover, this component is isomorphic to M2(Q).
Proof. First of all, if p = m = n = 2, then
Q[G]≃ 4Q⊕2Q(i)⊕HQ⊕M2(Q)
by [Gir06, Group Type 16/10, p. 195] which has exactly one matrix component. Assume
that Q[G] has only one matrix component. We will prove that p = m = n = 2. Let
A= 〈a,bp〉= 〈a〉×〈bp〉. Then A is of index p in G and it is a maximal abelian subgroup of
G containing G′ = 〈apm−1〉. Consider the subgroups Ki = 〈aip
m−1
bp〉 for i = 0,1, . . . , p−1.
Note that G′ 6⊆ Ki because n ≥ 2. Also note that each (A,Ki) is a strong Shoda pair by
Theorem 2.1. Moreover, Ki is central and A is normal in G. It follows that A
g∩Ki 6=Kgj ∩A
for i 6= j and every g∈G. By [JdR16, Problem 3.4.3], all Q[G]e(G,A,Ki) are distinct non-
commutative Wedderburn components. Because G is a p-group, Roquette’s theorem (see
[Roq58] or [JdR16, Corollary 13.5.5]) implies that the Schur index of each Wedderburn
component of Q[G] is at most 2. If p is odd, then the Schur index must be 1 since it
divides the order of G. So every non-commutative Wedderburn component is a matrix
component. In this case, Q[G] has at least p matrix components. Hence p = 2.
Note that e(G,A,K0) = b̃2(1−G̃′) and then one has Q[G]e(G,A,K0)≃ (1−G̃′)Q[G]≃
M2(Q(ξ2m−1)) by Lemma 4.2 where G = G/〈b2 = 〈a〉2m ⋊ 〈b〉2 is a group of type (BJ1).
Thus, by the assumption that Q[G] has only one matrix component, Q[G]e(G,A,K1) is a
non-commutative division algebra and we denote it as D. By [JdR16, Corollary 13.5.4],
D is a totally definite quaternion algebra. Thus the center of D does not contain roots of
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unity of order greater than 2. Note that e(G,A,K1) = K̃1 − Ã and, moreover, a2
k
K̃1 6= K̃1
for 0 < k < m and b2
l
K̃1 6= K̃1 for 0 < l < n. Thus a2
k
e(G,A,K1) 6= e(G,A,K1) and
b2
l
e(G,A,K1) 6= e(G,A,K1) since A contains a2 and b2. As a consequence, a2e(G,A,K1)
and b2e(G,A,K1) are two central elements of D of orders 2
m−1 and 2n−1, respectively. It
follows that m = n = 2. 
The two previous lemmas yield the following result.
Proposition 4.4. Let G = 〈a,b | apm = bpn = 1, ab = a1+pm−1〉 be of type (BJ1), where
p is a prime, m ≥ 2 and n ≥ 1. Then, Q[G] has only one matrix component if and only
if either n = 1 or p = m = n = 2. In particular, the matrix component is isomorphic to
Mp(Q(ξpm−1)).
Groups of type (BJ2)
Let G = G0  Z, the central product of a nonabelian group G0 of order p
3 and a cyclic
p-group Z such that G0∩Z =Z (G0), and |Z|> 2 if p= 2. Note that G′=G′0 =Z (G0)≃
Cp and G0/Z (G0)≃Cp×Cp. Write G0/Z (G0) = 〈a〉×〈b〉 for a,b ∈ G0. Note also that
one can choose a such that |a| = p. Then ab = bab−1 = az0 for some z0 ∈ Z (G0). If
z0 = 1, then G is abelian because G = 〈a,b,Z (G0)〉. Thus, z0 6= 1 and Z (G0) = 〈z0〉.
Lemma 4.5. Let G be a group of type (BJ2). Then Q[G] has only one matrix component
which is isomorphic to Mp(Q(ξ|Z|)).
Proof. Let G = G0 Z, z0, a, b be as above and let A = 〈a〉Z. Then A = 〈a〉p×〈z〉pn is of
index p in G where Z = 〈z〉 such that zpn−1 = z0. In other words, A is a maximal abelian
subgroup of G containing G′ = 〈z0〉. Moreover, G is metabelian since G′ is abelian.
We will show that Q[G] has only one primitive central idempotent corresponding to a
non-commutative Wedderburn component. Let (H,K) be a pair of subgroups of G as in
Theorem 2.1 such that G′ 6⊆ K, i.e., because of Lemma 2.4, a pair that does determine
a non-commutative simple component. Since A is of index p in G and K 6⊇ G′, we can
conclude that H = A and A/K is cyclic. It follows that K must be one of the groups
Ki = 〈azip
n−1〉 for i = 0,1, . . . , p−1. Recall that G0 = 〈a,b〉 with ab = az0 = azp
n−1
. This
implies that the groups Ki are conjugate. So all the e(G,A,Ki) are equal. Thus Q[G] has
a unique non-commutative Wedderburn component. Furthermore, one has NG(K) = A,
|A|= p|Z| and |K|= p. By Proposition 2.3, Q[G]e(G,A,K)≃ Mp(Q(ξ|Z|)). 
Groups of type (BJ3)




−1)) has only one matrix
component. The following result imitates from [Liu12, Lemma 2.13] that Q8 ×C8 does
not have ND. For convenience, we denote by ≡n the equivalence relation on Z[G] modulo
n for n ∈ N. In other words, α ≡n β if α −β ∈ nZ[G].
Lemma 4.6. G = Q8 ×C2n does not have ND for n ≥ 3 and hence Q[G] has more than
one matrix component.
Proof. Let Q8 = 〈a,b | a4 = 1,b2 = a2,ab = a−1〉 and C2n = 〈x〉. Write z = a2 = b2. Then
ba = abz. Note that z, t are central. Denote t = x2
n−3
. Let
r = (a+bt)(1− t2)(1+ t4)(1− z) and s = (a+bt2)(1− t4)(1− z).
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Clearly, rs = sr = 0 since t8 = 1. Observe that (a+ bt)2 = z(1+ t2) + abt(1+ z) and




(r(1− t)+ s(1− t)3).
Then α2 = 0. (We do not have to check α 6= 0 when we have eα 6∈Z[G] below.) We claim
that α ∈ Z[G]. Note that 1− t ≡2 1+ t and (1+ t2
k
) ≡2 (1+ t)2
k
for every k ∈ N. Thus,
r(1− t) ≡2 (a+ bt)(1+ t)7(1− z) and s(1− t)3 ≡2 (a+ bt2)(1+ t)7(1− z). Moreover,
(a+bt)+(a+bt2)≡2 bt(1+ t). Thus, 2α ≡2 bt(1+ t)8(1−z)≡2 bt(1+ t8)(1−z)≡2 0.
In other words, α ∈ Z[G].
Let e = t̃4 which is a central idempotent. We have er = r and es = 0. Thus, eα =
r(1− t)/2. Observe that r(1− t)≡2 (a+bt)(1+ t7)(1− z) 6≡2 0 since the coefficient of a
is odd. Hence, eα 6∈ Z[G], as desired. 
Groups of type (BJ4)
Let G be a group of type (BJ4). The proof of [LP13, Lemma 3.8] shows that
G ≃ 〈x,y,z | x9 = y3 = 1,xy = yx,xz = xy,yz = x−3y,z3 = x3〉.
As in the proof of [LP10, Lemma 2.1], one shows that G does not have ND.
Lemma 4.7 ([LP10, Lemma 2.1]). The group above does not have ND.
Groups of type (BJ5)
Similarly, the proof of [Liu12, Lemma 2.15] shows that groups of type (BJ5) do not
have ND.
Lemma 4.8 ([Liu12, Lemma 2.15]). Let G = 〈a,b | a8 = b8 = 1,a4 = b4,ab = a−1〉 be
the group of type (BJ5). Then G does not have ND.
Groups of type (BJ6)






is the quaternion algebra over Q(α) defined by α2−4 and −1. Since
α is a real number and α2−4 < 0, it follows that H is a division ring by [JdR16, Example
2.1.7(3)]. Thus, Q[Q16] has only one matrix component.
Groups of type (BJ7)
According to [HPW07, p. 123], Q[Q8 D8]≃ 16Q⊕M2(HQ) which has only one ma-
trix component.
Groups of type (BJ8)
As in Lemma 2.16 of [Liu12] one shows that the groups of type (BJ8) do not have ND.
Lemma 4.9 ([Liu12, Lemma 2.16]). Let G = 〈a,b,c | a4 = b4 = [a,b] = 1,c2 = a2,ac =
ab2,bc = ba2〉 be the group of type (BJ8). Then G does not have ND.
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Groups of type (BJ9)
We use the idea in (BJ8) to prove the following result.
Lemma 4.10. The group G = 〈a,b,c,d | a4 = b4 = [a,b] = 1, c2 = a2b2, ac = a−1, bc =
a2b−1, d2 = a2, ad = a−1b2, bd = b−1, [c,d] = 1〉 of type (BJ9) does not have ND.
Proof. Let A = b, B = a and C = cd. Then A4 = B4 = [A,B] = 1 and C2 = c2d2 =
(a2b2)a2 = A2. Moreover, AC = bcd = (b−1)c = (b3)c = (bc)3 = a2b−3 = AB2 and BC =
acd = (a−1b2)c = a(a2b−1)2 = A2B. Let H = 〈A,B,C〉 and G0 be the group of type (BJ8)
with generators a0,b0,c0. Then there is a group epimorphism G0 → H given by a0 7→ A,
b0 7→ B and c0 7→C. As in the proof of [Liu12, Lemma 2.16], (1−a20b20)(1+a0)(1+b0)c0
is a nilpotent element of Z[G0]. It follows that α = (1−A2B2)(1+A)(1+B)C is a nilpo-
tent element of Z[H]⊆ Z[G]. Note that A2 = b2 = a2c2 = d2c2 which commutes with c,d
and, of course, a. Thus, e = Ã2 is a central idempotent in Q[G]. We claim that eα 6∈ Z[G].
It is equivalent to e(αC−1) 6∈Z[G]. Now, Â2(αC−1) = Â2(1−B2)(1+A)(1+B)≡2 ÂB̂ =
b̂â. Since b̂â = 〈̂a,b〉 6∈ 2Z[G], it follows that e(αC−1) 6∈ Z[G], as claimed. 
4.2. Finite SSN groups that are nilpotent but not a p-group.
Now, we focus on nilpotent groups which are not p-groups. By Proposition 3.6, we
only have to focus on Hamiltonian groups.
Lemma 4.11. Let G be a Hamiltonian group such that Q[G] has nonzero nilpotent ele-
ments. Then G has ND if and only if G = Q8 ×Cp where p is an odd prime such that
ordp(2) is even. In particular, Q[G] has only one matrix component which is isomorphic
to M2(Q(ξp)).
Proof. Write G = Q8 × E × A, where E is an elementary abelian 2-group and A is an
abelian group of odd order. Assume that G has ND. By assumption, Q[G] has nonzero
nilpotent elements, so ord|A|(2) is even. Note that Q[Q8 ×A] also has nonzero nilpotent




primes p1, . . . , pk. Let oi = ordpnii
(2). Then it is clear that ord|A|(2) | o1o2 · · ·ok. Thus, at
least one of oi is even, say o1. Let S be the Sylow p1-subgroup of A. Then A = S×T for
some p′1-group T . Since the algebra Q[Q8×S] has nonzero nilpotent elements we get that
T = 1 (again by Lemma 3.3). Thus, we can write |A| = pn for some odd prime p such
that ordpn(2) is even. Let r = ordp(2). Then 2
r = 1+ pm for some m ∈ N. Observe that
2rp = (1+ pm)p ≡ 1 (mod p2) and 2rp j ≡ 1 (mod p j+1) for each j ∈ N by induction.
Thus, ordpn(2) | rpn−1. We can conclude that r = ordp(2) is even.
Let C be a subgroup of A of order p. Since Q[Q8 ×C] has nonzero nilpotent elements,
we can obtain that A must be cyclic from Lemma 3.3. We claim that A =C ≃Cp which is
equivalent to n= 1. Suppose n≥ 2 and let A= 〈a〉. The following argument imitates some
steps in the proof of [HPW07, Lemma 14]. Write c = ap
n−2
and Q8 = 〈x,y | x4 = 1,y2 =
x2,yxy−1 = x−1〉. Since ordp(2) is even and the order of cp is p, there are polynomials
r(X),s(X) in Z[X ] such that 1+ r(cp)2 + s(cp)2 ∈ Z ĉp (see [GS95, p. 153]). We have





(1− x2)[(1− c)p2−p−1(1− cp)α − (1− c)p−1ĉpβ ],
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where α = x+ r(cp)y+ s(cp)xy and β = x+ r(c)y+ s(c)xy. Note that (1−cp)ĉp = 0 and
((1− x2)(1− cp)α)2 = −2(1− x2)(1− cp)2(1+ r(cp)2 + s(cp)2) = 0. Moreover, (1−
x2)(1−c)ĉpβ can be regarded as a nilpotent element in Q[(Q8×〈c〉)/〈cp〉]≃Q[Q8×C].
Thus, ((1− x2)(1− c)ĉpβ )2 = 0. So w2 = 0.
We illustrate that w∈Z[G]. Note that (1−c)p−1ĉp ≡p (1−c)p−1(1+c+· · ·+cp−1)p ≡p
(1− cp)p−1(1+ c+ · · ·+ cp−1)≡p (1− c)p
2−p(1+ c+ · · ·+ cp−1)≡p (1− c)p
2−p−1(1−
cp). Thus,
pw ≡p (1− x2)(1− c)p
2−p−1(1− cp)(α −β )≡p (1− x2)(1− c)p
2−1(α −β ).
Since α − β ∈ Z[〈c〉] and aug(α − β ) = 0, it follows that α − β = (1− c)γ for some
γ ∈ Z[〈c〉]. Hence, pw ≡p (1− x2)(1− c)p
2
γ ≡p (1− x)(1− cp
2
)γ ≡p 0. In other words,
pw ∈ pZ[G]. We have w ∈ Z[G].
Let e = c̃p. Then e is a central idempotent in Q[G]. Moreover, we = −(1− x2)(1−
c)p−1β c̃p. Suppose that we ∈ Z[G]. Then (1 − c)p−1c̃p ∈ Z[〈c〉]. Thus, 0 ≡p (1 −
c)p−1ĉp ≡p (1− c)p
2−p−1(1− cp) ≡p (1− c)p
2−1. However, this leads to a contradic-
tion because (1− c)p2−1 6≡p 0. Hence, we must have we 6∈ Z[G], a contradiction. Thus,
n = 1.
On the other hand, the rational group algebra Q[Q8 ×Cp] is isomorphic to 4Q⊕HQ⊕
4Q(ξp)⊕M2(Q(ξp) which has only one matrix component. This completes the proof.

4.3. First main result: the nilpotent case.
Combining all results from (BJ1)-(BJ9) and Lemma 4.11, we have a conclusion for
nilpotent finite groups.
Theorem A. Let G be a nilpotent SSN group. Then Q[G] has only one matrix component
if and only if G is a group of the following types.
(a) G is a p-group and one of the following holds:
(i) G = 〈a,b | apm = bpn = 1, ab = a1+pm−1〉=Cpm ⋊Cpn where p ≥ 2 is a prime,
m ≥ 2 and n = 1, or p = m = n = 2 (moreover, the matrix component is
Mp(Q(ξpm−1)));
(ii) G = G0 Z, the central product of a nonabelian group G0 of order p
3 with a
cyclic group Z, where G0∩Z = Z (G0) and if p = 2, then |Z|> 2 (moreover,
the matrix component is Mp(Q(ξ|Z|)) for any p);
(iii) G = Q8 ×C4 (moreover, the matrix component is M2(Q(i)));
(iv) G = Q16 (moreover, the matrix component is M2(Q));
(v) G = D8 Q8, an extraspecial 2-group of order 2
5 (moreover, the matrix com-
ponent is M2(H(Q))).
(b) G is not a p-group and G = Q8 ×Cp for some odd prime p such that ordp(2) is
even (moreover, the matrix component is M2(Q(ξp))).
We know that rational group algebras of p-groups of type (BJ2), (BJ6) and (BJ7) have
only one matrix component and p-groups of type (BJ3), (BJ4), (BJ5), (BJ8) and (BJ9)
do not have ND. Combining these results and Lemma 4.11, we can also conclude the
following result.
Corollary 4.12. Let G be a nilpotent SSN group that is not a group of type (BJ1). Assume
that Q[G] has some nonzero nilpotent elements. If G has ND, then Q[G] has only one
matrix component.
We do not know whether groups of type (BJ1) have the above property.
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5. NILPOTENT DECOMPOSITION FOR NON-NILPOTENT SSN GROUPS
We separate the study of the ND property for non-nilpotent SSN groups into three
subsections. The first two subsections are based on the classifications of Theorem 3.7(i)
and (ii), respectively, for solvable groups that are not nilpotent. In the third subsection we
deal with the non-solvable groups and we show that there do not exist such groups that
have both properties SSN and ND. As in the previous section, we will use Theorem 2.1
to describe non-commutative Wedderburn components determined by strong Shoda pairs
(H,K), and with K 6⊇ G′ because of Lemma 2.4.
5.1. Non-nilpotent SSN groups that are solvable and have ND: faithful action.
As stated in Theorem 3.7, there are two types of non-nilpotent SSN finite groups that
are solvable. First we deal those listed in item (i) and we will prove that if they have prop-
erty ND then their rational group algebra has only one matrix Wedderburn component.
So, throughout this subsection, we assume that G = P⋊Q, where P is an elementary
abelian p-group for a prime p, Q is a cyclic p′-group which acts faithfully on P, and every
nontrivial subgroup of Q acts irreducibly on P.
Note that P can be regarded as a vector space over Fp, the finite field of p elements.
Since p ∤ |Q|, every subgroup H of Q acts irreducibly on P as an irreducible Fp[H]-module.
It follows that the normalizer of every nontrivial proper subgroup of P in G is P. Thus one
has G′ = P because G/P ≃ Q is abelian and G′ is normal. Moreover, the faithful action
implies that P is the only maximal abelian subgroup containing G′. As a consequence, we
have the following observation.
Lemma 5.1. Let G = P⋊Q be as above. The following properties hold.
(i) NG(P1) = P for each nontrivial proper subgroup P1 of P.
(ii) G′ = P.
(iii) P is the maximal abelian subgroup containing G′.
(iv) If P is not cyclic, then |Q| is odd.
Proof. The first three properties have been mentioned as above. We now prove (iv). As-
sume that P is not cyclic. Suppose that |Q| is even. Let 1 6= g ∈ P and let x ∈ Q be of order
2. Then the element ggx is fixed by x. In particular, x ∈ NG(〈ggx〉). Then either 〈ggx〉= 1
or 〈ggx〉= P by (i). Thus ggx = 1 as by assumption P is not cyclic. Hence, gx = g−1 and
we obtain x ∈ NG(〈g〉). This again is impossible by (i). Hence, |Q| is odd. 
By Lemma 5.1(ii), Q[Q]≃ Q[G/P] = Q[G/G′] which is the direct sum of all commu-
tative Wedderburn components of Q[G].
Lemma 5.2. Let G = P⋊Q be as above. If P is cyclic, then Q[G] has only one matrix
component Q[G](1− G̃′). In particular, G has ND.
Furthermore, the matrix component is isomorphic to M|Q|(F) where F = Q(ξp)
σ for
some σ ∈ Aut(Q(ξp)) given by σ(ξp) = ξ ip. Here, the integer i is such that gh = gi where
P = 〈g〉 and Q = 〈h〉. Thus, Q[G]≃Q[Q]⊕M|Q|(F).
Proof. Suppose P is cyclic, i.e. P is of order p. Since G is metabelian, we use Theorem 2.1
to find primitive central idempotents e of Q[G] such that Q[G]e is non-commutative. Let
(H,K) be a pair of subgroups of G as in Theorem 2.1 such that K 6⊇ G′ = P. Then P ≤ H
and H ′ ≤ K ≤ H. It follows that H ′ ≤ G′∩K = P∩K = 1. So H is abelian and we obtain
H = P by Lemma 5.1(iii). Since |P| = p we have K = 1. As a consequence, e(G,P,1) is
the only primitive central idempotent e such that Q[G]e is non-commutative. Moreover,
e(G,P,1) = 1− P̃ = 1− G̃′. Write P = 〈g〉, Q = 〈h〉 and let i be such that gh = gi. From
Proposition 2.2 we get that Q[G]e(G,P,1) ≃ Q(ξp) ∗Q ≃ (Q(ξp)/F,σ ,1) ≃ M|Q|(F),
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where Q ≃ 〈σ〉 ⊆ Aut(Q(ξp)), F = Q(ξp)σ and σ is such that σ(ξp) = ξ ip. Hence,
Q[G]≃Q[Q]⊕M|Q|(F). 
The case when P is not cyclic is more complicated. First, we consider the Wedderburn
decomposition of Q[G].






Proof. The following argument is similar to that used in the proof of Lemma 5.2. Since G
is metabelian, we use Theorem 2.1 to find non-commutative components Q[G]e for some
primitive central idempotents e. Let (H,K) be a pair of subgroups of G as in Theorem 2.1
such that K 6⊇ G′ = P. Note that P ≤ H and H ′ ≤ G′ ∩K = P∩K < P. Suppose H
is nonabelian. We have H ′ 6= 1 so P  H. There is an element gx ∈ H for g ∈ P and
1 6= x ∈ Q. Then x ∈ H. It follows that x ∈ NG(H ′). By Lemma 5.1(i), this can not
happen. Hence, H is abelian and, moreover, H = P by Lemma 5.1(iii). Note that P/K is
cyclic if and only if |P : K|= p, because P is elementary abelian. Consequently, we only
need to focus on primitive central idempotents e(G,P,K) with K such that |P : K| = p.
We remark here that (P,K) is a strong Shoda pair of G. Thus,
Q[G]e(G,P,K)≃ M|Q|(Q(ξp))
by Proposition 2.3.
For convenience, we will give an explicit form of e(G,P,K). Let K ≤ P be such that |P :
K|= p. Then P/K ≃Cp. It follows that ε(P,K)= K̃− P̃. Clearly, P ⊆CenG(ε(P,K)). Let
gx∈CenG(ε(P,K)) for g∈ P and x ∈Q. Then we obtain K̃x = K̃. Again by Lemma 5.1(i),
x = 1 and CenG(ε(P,K)) = P. So Q is a right transversal of CenG(ε(P,K)) in G and we
have
eK = e(G,P,K) = ∑
x∈Q
(K̃x − P̃).
Next we determine how many distinct eK one can define this way. Note that Q also
acts on the set S = {K | K ≤ P, |P : K| = p}. Every group in the orbit KQ leads to the













= P̃ and then (K̃1
x − P̃)(K̃2
y − P̃) = 0. It follows that eK1eK2 = 0. In
particular, we have eK1 6= eK2 . Hence, the number of orbits KQ is precisely the number
of distinct eK . The number |S| of subspaces of dimension n−1 in P ≃ Fnp is the number
of subspaces of dimension 1 and this is (pn − 1)/(p− 1). Since each orbit KQ has size
|Q|, we have v = |S|/|Q| = (|P| − 1)/((p− 1)|Q|) distinct orbits. Therefore, we have v
distinct primitive central idempotents e1, . . . ,ev such that Q[G]ei ≃ M|Q|(Q(ξp)) for each
i. Finally,
⊕
iQ[G]ei has dimension v|Q|2(p− 1) = |G| − |Q|. Since |Q| = |G/G′|, it
follows that these componentsQ[G]ei for i= 1, . . . ,v are all non-commutative components
of Q[G]. 
Proposition 5.4. Let G = P⋊Q be as above. Assume that P is non-cyclic. If G has
ND, then Q[G] has only one matrix component isomorphic to M|Q|(Q(ξp)). In this case,
|P|−1 = |Q|(p−1) and |Q| is a prime number.
Proof. Let G = P⋊Q, where P and Q are as in Theorem 3.7(i). Assume P is non-cyclic
and G has ND. Since Q is not normal in G, there are s ∈ G and y ∈ Q such that s−1ys 6∈ Q.
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Then α = (1− y)sQ̂ = s(1− ys−1)Q̂ is a nonzero nilpotent element of Z[G]. Write ys−1 =
g0x for some 1 6= g0 ∈ P and x ∈ Q. Then α = s(1− g0)Q̂. Let K be a subgroup of P
such that P/K is cyclic and let e = e(G,P,K) be a primitive central idempotent of Q[G] as
in the proof of Lemma 5.3 (hence defining a non-commutative Wedderburn component).
Because, by assumption, G has ND, eα ∈ Z[G]. It follows that es−1α ∈ Z[G] which
implies (1− g0)eQ̂ ∈ Z[G]. Now, supp((1− g0)e) ⊆ P so (1− g0)e must have integer
coefficients. Thus,
(1−g0)e = (1−g0) ∑
x∈Q
(K̃x − P̃) ∈ Z[P].




If g0 ∈ Kx for some x, then (1−g0)K̃x = 0. Computing the coefficient of 1, it follows that
|{x ∈ Q | g0 6∈ Kx}|
|K| ∈ Z.
If |{x ∈ Q | g0 6∈ Kx}|= 0, then g0 ∈ Kx for all x ∈ Q. However,
⋂
x∈Q K
x is a proper sub-
group of P and it is normal in G. So g0 ∈
⋂
x∈Q K
x = 1 by Lemma 5.1(i), a contradiction.
Thus, |{x ∈ Q | g0 6∈ Kx}| is a positive integer greater than or equal to |K|. In particular,
|Q| ≥ |K|.
According to Lemma 5.3, |P|−1= v|Q|(p−1) for some v∈N. Now, we have |P|−1≥
v|K|(p−1). Dividing by |K| on both sides, we get p− 1|K| ≥ v(p−1). Since 0 <
1
|K| < 1,
it follows that p− 1 ≥ v(p− 1). Hence, v = 1. So, by Lemma 5.3, Q[G] has only one
matrix component, as desired.
Finally, we claim that |Q| is prime. To see this, we first note that every nontrivial
subgroup of Q is not normal in G. Otherwise, there will be an abelian subgroup of G
properly containing P = G′ which contradicts to Lemma 5.1(iii). Thus, we can replace
α by α = (1− y)sQ̂1 in the above proof, where Q1 is a subgroup of Q such that |Q1|
is the smallest prime divisor of |Q|. Then one also obtains |Q1| ≥ |K|. If Q 6= Q1, then
|Q| ≥ |Q1|2 ≥ |K|2 = |P|2/p2 ≥ |P| since |P| ≥ p2. It follows that |Q|> |P| since p ∤ |Q|.
However, this leads to |P| − 1 = |Q|(p− 1) > |P|(p− 1) ≥ |P|, a contradiction. Thus,
Q = Q1. 
Combining Lemma 5.2 and Proposition 5.4, we can conclude the following result.
Corollary 5.5. Let G = P⋊Q be a group in Theorem 3.7(i). If G has ND, then Q[G] has
only one matrix component.
To find SSN groups P⋊Q in Proposition 5.4, one needs the action of Q on P to be
faithful and irreducible, but in practice it suffices to have a nontrivial action and relations
on the orders of P and Q. Specifically, we have the following lemma.
Lemma 5.6. If G=Cnp⋊Cq is a group for some distinct primes p and q such that p
n−1 =
(p−1)q and Cq acts nontrivially on Cnp, then G has SSN. In particular, Q[G] has only one
matrix component isomorphic to Mq(Q(ξp)).
Proof. For convenience, we write P = Cnp and Q = Cq. We first note that this nontrivial
action must be faithful because every nontrivial element of Q generates Q. Let N be a
proper subgroup of P such that Q acts on N. We claim that N = 1. Note that P is an Fp[Q]-
module and N is a submodule. Since Fp[Q] is semisimple, there exists a complement
submodule H. Thus, P = N ×H and Q acts on H. If N has an element n such that nx 6= n
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for some x ∈ Q, then nx 6= n for all 1 6= x ∈ Q and the orbit nQ consists of q nontrivial
elements. Thus, N \ {1} contains nQ. But |N|−1 ≤ pn−1 −1 < 1+ p+ · · ·+ pn−1 = q,
a contradiction. So Q acts trivially on N. If N 6= 1, then H is a proper subgroup of P.
By the same argument again, we can conclude that Q acts trivially on H. Thus, Q acts
trivially on P, a contradiction. Hence, indeed we have that N = 1. As a consequence,
Q acts irreducibly on P. Hence, G has SSN by Theorem 3.7(i). Finally, Q[G] has only
one matrix component isomorphic to Mq(Q(ξp)) since v = (|P|−1)/((p−1)|Q|) = 1 by
Lemma 5.3. 
Combining Proposition 5.4 and Lemma 5.6, we have the following conclusion.
Proposition 5.7. Let G be as in Theorem 3.7(i) with non-cyclic P. Then G has ND if
and only if G = Cnp ⋊Cq for some primes p,q such that p
n − 1 = (p− 1)q and Cq acts
nontrivially on Cnp. In this case, Q[G] has only one matrix component isomorphic and it
is isomorphic to Mq(Q(ξp)).
Remark 5.8. For primes p,q and n ≥ 2 such that pn − 1 = (p− 1)q, there always is a
cyclic group Cq acting nontrivially on C
n
p. To see this, we view C
n
p as a n dimensional
vector space over Fp. Then it is well-known that pn − 1 divides |GLn(Fp)|. Since q is
prime dividing pn −1, we can always find an element in GLn(Fp) of order q, as desired.
If p = 2, then q is a Mersenne prime and for each such prime 2n − 1 we get an SSN
group, e.g. C22 ⋊C3 ≃ A4, C32 ⋊C7, C52 ⋊C31. If p is odd, then so are q and n since
q = 1+ p+ · · ·+ pn−1 6= 2 and q ≡ n (mod 2). For instance, C33 ⋊C13, C35 ⋊C31 and
C57 ⋊C2801 are SSN groups. Primes p and q satisfying p
n −1 = (p−1)q for some n are
called repunit primes. For more information, one can refer to [Dub93].
5.2. Non-nilpotent SSN groups that are solvable and have ND: action not faithful.
In this subsection we deal with SSN groups G listed in Theorem 3.7(ii). Write the pre-
sentation of G as follows:
G = 〈x,y | xp = yqk = 1,yxy−1 = xr0〉,
for some distinct primes p,q, integers k,r0 ≥ 2 and 〈y〉 acts non-faithfully on 〈x〉. Then
there is a positive integer 1 < k0 < k such that y
qk0 fixes x and yq
l
does not fix x for every
0 ≤ l < k0. It is easy to check that ordp(r0) = qk0 . Note that G′ = 〈x〉 and M = 〈x,yq
k0 〉
is the maximal abelian subgroup of G containing G′. Moreover, M = 〈xyqk0 〉 is cyclic of
order pqk−k0 . If K is a normal subgroup of M such that (M,K) is a strong Shoda pair of
G, then Q[G]e(G,M,K) is commutative if and only if K ⊇ G′ by Lemma 2.4. Moreover,
if K contains xi(yq
k0 ) j for some i, j with p ∤ i, then K contains an element 〈x〉=G′. Hence,
by Theorem 2.1, the elements
e j = e(G,M,〈yq
j〉),
for k0 ≤ j ≤ k, are the primitive central idempotents corresponding to non-commutative
Wedderburn components. More precisely,
ek0 = (1− x̃)ỹq
k0 and e j = (1− x̃)(ỹq j − ỹq j−1)
for k0 < j ≤ k and
Q[G]≃Q[G]G̃′⊕Q[G]ek0 ⊕·· ·⊕Q[G]ek.
Now, we fix p,q,r0 and denote Gk = G. Then Gk/〈yq





qk0 and C j =Q[Gk]x̃(ỹq
j − ỹq j−1)
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for k0 < j ≤ k which are commutative algebras. Then
Q[Gk]≃Q[Gk−1]⊕Ck ⊕Q[Gk]ek
and
Q[Gk]≃Q[Gk−2]⊕Ck−1 ⊕Ck ⊕Q[Gk]ek−1 ⊕Q[Gk]ek.
If we denote x, y to be generators of G j for j < k, then
Q[Gk−1]≃Q[Gk−2]⊕Ck−1 ⊕Q[Gk−1]ek−1
so we have
Q[Gk]≃Q[Gk−2]⊕Ck−1 ⊕Q[Gk−1]ek−1 ⊕Ck ⊕Q[Gk]ek.
By the uniqueness of Wedderburn decomposition, we have
Ck−1 ≃Ck−1 and Q[Gk]ek−1 ≃Q[Gk−1]ek−1.
Continuing this process, we can obtain that
C j ≃C j and Q[Gk]e j ≃Q[G j]e j




Q[G j]e j ⊕Q[Gk]ek.
Now, Gk0 is a group as in Theorem 3.7(i). By Lemma 5.2,
Q[Gk0 ]ek0 ≃ Mqk0 (Q(ξp)
σ )
for σ ∈ Aut(Q(ξp)) given by σ(ξp) = ξ r0p . If all components Q[G j]e j, k0 < j < k, and
Q[Gk]ek are division rings, then Q[Gk] has only one matrix component, and vice versa.
In this case, Gk has ND. It suffices to consider only Q[Gk]ek by the reduction process
above. To check that Q[G]ek is a division ring or not, we will use S.A. Amitsur’s result
on [Ami55].
Theorem 5.9 ([Ami55, Theorem 3]). Let m,r be two relatively prime integers and put
s = gcd(r−1,m), t = m/s and n = ordm(r). Consider the group
Gm,r = 〈A,B | Am = 1,Bn = At ,BAB−1 = Ar〉
and let
Am,r = (Q(ξm),σr,ξs),
a cyclic algebra where σr(ξm) = ξ
r
m. Then Gm,r can be embedded in a division ring D
if and only if Am,r is a division algebra; and then {∑i aigi ∈ D | ai ∈ Q,gi ∈ G} ≃ Am,r
where the isomorphism is obtained by the correspondence: A ↔ ξm, B ↔ σr.
We list conditions [Ami55, (3C), (3D)] below for the next theorem where m,n,s, t are
defined as in the previous theorem:
(3C) gcd(n, t) = gcd(s, t) = 1;
(3D) n = 2n′, m = 2αm′, s = 2s′, where α ≥ 2, m′, s′, n′ are odd numbers; gcd(n, t) =
gcd(s, t) = 2, and r ≡−1 (mod 2α).
We define the following notations. Let p be a fixed prime dividing m. We put:
αp = vp(m), np = ordmp−αp (r), δp = ordmp−αp (p)
and µp is the minimal integer satisfying r
µp ≡ pµ ′ (mod mp−αp) for some integer µ ′
where vp is the p-adic valuation, in other words, vp(m) is the largest nonnegative integer
such that pvp(m) divides m. Let
δ ′ = µpδp/np.
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Theorem 5.10 ([Ami55, Theorem 4]). Let m,n,r,s, t be as in Theorem 5.9. The cyclic
algebra Am,r = (Q(ξm),σr,ξs) is a division algebra if and only if either (3C) or (3D)
holds and one of the following holds:
(1) n = s = 2 and r ≡−1 (mod m).
(2) For every q | n there exists a prime p | m such that q ∤ np and that either
(a) p 6= 2, and gcd(q,(pδ ′ −1)/s) = 1 or,
(b) p = q = 2, (3D) holds, and m/4 ≡ δ ′ ≡ 1 (mod 2).
To use Amitsur’s result, we have to rewrite the presentation of Gk to fit all notations in
Theorem 5.9. Since gcd(p,qk−k0) = 1, choose p′ such that pp′ ≡ 1 (mod qk−k0). Let
A = xyp
′qk0 , B = y, m = pqk−k0 and n = qk0.
Then |A|= m. By Chinese Remainder Theorem, let r ∈ Z be such that
r ≡ r0 (mod p) and r ≡ 1 (mod qk−k0).
We have
BAB−1 = yxyp
′qk0 y−1 = xr0yp
′qk0 = xryp
′qk0r = Ar.
Here, gcd(m,r) = 1 since p ∤ r0. Let
s = gcd(r−1,m), t = m/s and n = ordm(r).
We compute these three numbers. Since p ∤ r0 −1, we have p ∤ r−1. Moreover, qk−k0 |
r−1. We obtain




0 ≡ 1 (mod p) since yq
k0 fixes x. Thus, rq
k0 ≡ 1 (mod m) and n | qk0 .
In other words, n is a power of q. On the other hand, rn0 ≡ rn ≡ 1 (mod p). It follows that





= Ap = At .
Now, if H is a group generated by the above generators A,B and adding the stated rela-
tions, then |H| = mn = pqk. There is an epimorphism from Gk into H since x and y can
be rewritten by A and B. It follows that Gk ≃ H. In other words,
Gk = 〈A,B | Am = 1,Bn = At ,BAB−1 = Ar〉.
In particular,
G′k = 〈As〉 and Z (Gk) = 〈At〉.
Observe that gcd(n, t) = gcd(s, t) = 1. So Gk satisfies the condition (3C).
Recall that ek = e(Gk,M,1) where M = 〈x,yq
k0 〉= 〈xyqk0 〉 is the maximal abelian sub-
group of Gk containing G
′
k.
Lemma 5.11. Q[Gk]ek ≃ (Q(ξm),σr,ξs) = Am,r for k ≥ 2.
Proof. We follow all notations as above. First of all, we note that M = 〈A〉 since |A| =
m = |M|. Moreover, Ay = AB = Ar. Observe that |Gk/M| = qk0 = n. For 0 ≤ i < n, we
fix preimages of yi ∈ Gk/M by yi under the canonical homomorphism G → G/M. For
0 ≤ i, j < n, we have yiy j = ynyi+ j−n where 0 ≤ i+ j−n < n. Moreover, yn = Bn = At =
Ap. By Proposition 2.3, we obtain that Q[Gk]ek ≃ (Q(ξm),σr,ξ pm). Now, ξ pm = ξs and the
result follows. 
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As we mentioned, our group Gk satisfies (3C). We check conditions in Theorem 5.10(1).
If n = s = 2, then q = 2, k0 = 1 and k = 2. Furthermore, m = 2p and ordp(r0) = 2. Thus,
we can assume r0 = p− 1 and r ≡ r0 ≡ −1 (mod p). It follows that r ≡ −1 (mod m)
since qk−k0 = 2 and r ≡ 1 ≡−1 (mod qk−k0). By Theorem 5.10, Q[Gk]ek =Q[G2]e2 is a
division ring. In this case,
G2 ≃ Q4p = 〈x,y | xp = y4 = 1, yxy−1 = x−1〉,
the generalized quaternion group of order 4p for an odd prime p.
For the case (2) in Theorem 5.10, we observe that n = qk0 , m = pqk−k0 . In particular, m
has two prime divisors p and q. For p, we have αp = vp(m) = 1 and np = ordmp−αp (r) =
ordqk−k0 (r) = 1; for q, we have αq = vq(m)= k−k0 and nq = ordmq−αq (r)= ordp(r) = qk0 .
Note that p > 2 since Gk is nonabelian. Thus, the only possibility is the case (2)(a) since
p 6= q. Hence, we only have to check when
gcd(q,(pδ
′ −1)/s) = 1
happens assuming we are not in the situation n = s = 2.
We compute δ ′. Since αp = 1 and r ≡ 1 (mod qk−k0), we have µp = 1. Moreover,
np = 1. Then we get
δ ′ = δp = ordqk−k0 (p).
Recall that vq denotes the q-adic valuation. It follows that gcd(q,(p
δ ′ −1)/s) = 1 if and
only if vq((p




k−k0 (p)−1) = vq(s) = k− k0.
Hence, we have the following
Lemma 5.12. Assume that n = s = 2 does not hold. Then Q[Gk]ek is a division ring if
and only if vq(p
ord
q
k−k0 (p)−1) = k− k0.
Lemma 5.13. Assume that Q[Gk] has only one matrix component for k ≥ 2. Then yq fixes
x and the following holds.
(i) If q 6= 2, then vq(p−1) = 1.
(ii) If q = 2, then either k = 2 and G2 ≃ Q4p, or k > 2 and p ≡ 5 (mod 8).
Proof. Note that ordp(r0) = q
k0 and r
p−1
0 ≡ 1 (mod p). Thus, qk0 | p−1. In other words,
vq(p− 1) ≥ k0. By assumption, Q[G j]e j are division rings for k0 + 1 ≤ j ≤ k. We first
assume q 6= 2. Then, by Lemma 5.12, we have vq(pδ
′
j −1)= j−k0 where δ ′j = ordq j−k0 (p)
for each j. When j = k0+1, we obtain δ
′
j = 1 and vq(p−1) = 1 ≥ k0. In particular, k0 = 1
and yq fixes x.
Assume q = 2. Recall that n = 2k0 and s = 2 j−k0 for the group G j. When j = k0 +1,
we obtain s = 2. If k0 > 1, then n 6= s = 2 and we have v2(pδ
′
j − 1) = j − k0 = 1 by
Lemma 5.12. However, we also have δ ′j = 1 and v2(p
δ ′j − 1) = v2(p− 1) ≥ k0 > 1, a
contradiction. Thus, k0 = 1 and n = 2. In this case, y
q fixes x.
If k = 2, then we can obtain that G2 ≃ Q4p. Assume k ≥ 3. When j = k0 +2, we have
s = 22 6= n = 2. So v2(pδ
′
j − 1) = j− k0 = 2 by Lemma 5.12 again. On the other hand,
δ ′j = ord22(p) which divides 2. If δ
′
j = 2, we have p ≡ 3 (mod 4). Then p2 ≡ 1 (mod 8)
and v2(p
δ ′j − 1) = v2(p2 − 1) ≥ 3, a contradiction. Thus, δ ′j = 1 and v2(p− 1) = 2. It
follows that p ≡ 5 (mod 8). 
We are going to prove that the converse of Lemma 5.13 is also true. Before we prove
it, we give an elementary computation.
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Lemma 5.14. Let a,b,c ∈ N be such that c = 1+qab and q ∤ b, and a > 1 if q = 2. Then
ordqa+d (c) = q
d and vq(c
qd −1) = a+d for every d ∈ Z≥0.













for i 6= 0,q. Because of the assumptions that q ∤ b and a > 1 if q = 2, it is easily seen
that cq = 1+ qa+1b1 for some b1 ∈ N and q ∤ b1. Continuing this process, we obtain
cq
d
= 1+ qa+dbd for some bd ∈ N and q ∤ bd , for every d ∈ Z≥0 where b0 = b. Thus,
vq(c
qd − 1) = a+ d. Moreover, ordqa+d (c) | qd . If d = 0, then ordqa+0(c) = 1. Assume
d > 0. Note that cq
d−1
= 1+qa+d−1bd−1 6≡ 1 (mod qa+d) since q ∤ bd−1. It follows that
ordqa+d (c) = q
d , as desired. 
Proposition 5.15. Let k ≥ 2. Then Q[Gk] has only one matrix component if and only if yq
fixes x and the following holds.
(i) If q 6= 2, then vq(p−1) = 1.
(ii) If q = 2, then either k = 2 and G2 ≃ Q4p, or k > 2 and p ≡ 5 (mod 8).
In particular, the matrix component is isomorphic to Mq(Q(ξp)σ ) for σ ∈ Aut(Q(ξp))
given by σ(ξp) = ξ
r0
p .
Proof. One direction is actually Lemma 5.13 and we prove the opposite direction. By
assumption, k0 = 1. Let q 6= 2 and vq(p− 1) = 1. Then p = 1+ qb for some b ∈ N
and q ∤ b. We can conclude that δ ′j = ordq j−k0 (p) = q
j−k0−1 and vq(p
δ ′j −1) = j− k0 for
k0 + 1 ≤ j ≤ k by Lemma 5.14. Thus, by Lemma 5.12, Q[G j]e j is a division ring for
k0 +1 ≤ j ≤ k and Q[Gk] has only one matrix component.
Assume q = 2. If k = 2, then G2 ≃ Q4p. In this case, Q[Q4p] has only one matrix
component isomorphic to M2(Q(ξp + ξ−1p )) by [JdR16, Example 3.5.7]. Assume k ≥ 3
and p ≡ 5 (mod 8). Then p = 1+22b for some odd integer b. Thus, we also have that
δ ′j = ord2 j−k0 (p) = 2
j−k0−2 and v2(p
δ ′j −1) = j− k0 for k0 +2 ≤ j ≤ k by Lemma 5.14.
So Q[G j]e j is a division ring for every k0 +2 = 3 ≤ j ≤ k by Lemma 5.12.
Finally, since k0 = 1 and G1 is the group in Theorem 3.7, the matrix component comes
from Q[G1]e1 which is isomorphic to the matrix ring described in Lemma 5.2. We com-
plete the proof. 
Remark 5.16. Let G =Cp⋊Cqk be a group as in Theorem 3.7(ii) with distinct primes p,q
and k ≥ 2. If p ≡ 3 (mod 4), q = 2 and k ≥ 3, then Hales and Passi proved that G does
not have ND by finding a tricky nilpotent element in [HP17, Theorem 4.1]. However, we
still do not know in general whether G has ND or not if Q[G] has more than one matrix
component.
Recall that if Q[Gk]ek is a division ring , then Gk is embedded in Am,r by Lemma 5.11
and Theorem 5.9. Note that v3(7− 1) = 1 so we have the following infinite number of
groups of odd order which can be embedded in division rings. See also [Ami55, Theo-
rem 6].
Corollary 5.17 ([LP13, Proposition 4.7]). The nonabelian group C7 ⋊C3k = 〈x,y | x7 =
y3
k
= 1, yxy−1 = x2〉 for k ≥ 2 are all embeddable in division rings.
According to [Ami55, Theorem 6], the group C7 ⋊C9 above is a group of smallest
possible odd order embedded in a non-commutative division ring. Note also that v3(13−
1) = 1. Then we have another infinite number of groups C13 ⋊C3k = 〈x,y | x13 = y3
k
=
1, yxy−1 = x3〉 of odd order for k ≥ 2 embedded in non-commutative division rings. When
k = 2, the group C13 ⋊C9 is the group of next smallest odd order embedded in a division
ring, see [Lam01, (3.7) Theorem].
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5.3. Non-solvable SSN Groups and ND.
According to Theorem 3.8, A5 is the unique non-solvable finite SSN group. Note













where ε(A4,K) = K̃ − Ã4, a = (1,2,3,4,5) and ε(A4,K)a
i
= aiε(A4,K)a
−i. Then e is a
primitive central idempotent of Q[A5] (see [JdR16, Example 3.4.5]). Let
α = â(1,2)(3,4)(1−a),
a nonzero nilpotent element of Z[A5]. We claim that αe 6∈ Z[A5]. We compute the coeffi-
cient of (1,2)(3,4) in αe. For convenience, let b = (1,2)(3,4) and c = (1,2,3). Compute
αε(A4,K)
ai for i = 0,1,2,3,4. Note that âbε(A4,K)





for each i. Moreover, âb(−a)ε(A4,K)a
i
has b in its support, see the
following table.
i 0 1 2 3 4






































(This can also be checked by [GAP20].) Thus, αe 6∈ Z[A5]. In other words, A5 does not
have ND.
It follows from Theorem 3.8 and the argument above that
Corollary 5.18. If a group has both ND and SSN, then it is solvable.
5.4. Second main result: the non-nilpotent case.
As a consequence of Theorem 3.7, Lemma 5.2, Proposition 5.7, Proposition 5.15 and
Corollary 5.18, we get the following result.
Theorem B. Let G be a non-nilpotent SSN finite group. Then Q[G] has only one matrix
component if and only if G is one of the following:
(i) G = 〈x〉p ⋊ 〈y〉n where 〈y〉n acts faithfully on 〈x〉p;
(ii) G =Cnp ⋊Cq where n ≥ 2, pn −1 = (p−1)q and Cq acts nontrivially on Cnp;
(iii) G = 〈x〉p ⋊ 〈y〉qk where k ≥ 2, y acts nontrivially on x, yq acts trivially on x and
one of the following holds:
(a) q 6= 2 and vq(p−1) = 1;
(b) q = 2 and either k = 2, or k > 2 and p ≡ 5 (mod 8).
Here p,q are distinct primes and n,k ∈ N.
In particular, for groups of type (i) and (iii), the matrix components are isomorphic to
Mn(Q(ξp)σ ) and Mq(Q(ξp)σ ) where σ(ξp) = ξ ip if x
y = xi; for the group of type (ii), it
is Mq(Q(ξp)). Moreover, rational group algebras of type (i) and (ii) have only one non-
commutative component; for type (iii), it has k− 1 non-commutative components which
are division algebras.
We present a conjecture below based on Corollary 4.12 and Corollary 5.5.
Conjecture 1. Let G be a finite group such that Q[G] has some nonzero nilpotent ele-
ments. If G has ND, then Q[G] has only one matrix component.
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6. CONCLUDING REMARK
Let G be a finite group. Denote by {ei}i∈I the collection of primitive central idempo-
tents of Q[G]. If α ∈ Z[G] is nilpotent, then α = ∑i αi where αi = αei. It follows that
αiα j =α jαi = 0 for i 6= j. Thus, 1+α = ∏i∈I(1+αi). In other words, a unipotent unit of
Z[G] is a product of unipotent units of Q[G] determined by nilpotents in the Wedderburn
components of Q[G]. For each i, there exists ni ∈ N such that (1+αi)ni ∈ Z[G] (for ex-








for j = 1, . . . ,k). Moreover, (1+αi)
ni is still a unipotent unit. So we let n = ∏i ni and
then (1+α)n is a product of unipotent units of Z[G] determined by nilpotent elements in
the Wedderburn components of Q[G].
Let U (G) be the subgroup of U (Z[G]) generated by unipotent units. Denote pU (G)
the subgroup of U (Z[G]) generated by primitive unipotent units, namely, units of the
form 1+β where β ∈ Z[G] is nilpotent such that β = βei for some i ∈ I. Then pU (G) is
a normal subgroup of U (G). The above discussion shows that U (G)/pU (G) is a torsion
group. Clearly, if Z[G] has ND, then U (G)/pU (G) is a trivial group. Conversely, if
U (G) = pU (G) and α ∈ Z[G] is nilpotent, then 1+α = ∏i∈I(1+ γi) where each factor
1+ γi is a product of primitive unipotent units of the form 1 + β with β ∈ Z[G] and
βei = β . Observe that 1+α = 1+∑i∈I γi. Hence, we have the following statement.
Theorem. For a finite group G, Z[G] has ND if and only if U (G)/pU (G) is a trivial
group.
Problem 1. Classify finite groups G such that U (G)/pU (G) is a finite group.
Based on the study in this article, the ND property relates to the number of matrix
components. In general, we can ask
Problem 2. What is the connection between the group U (G)/pU (G) and matrix com-
ponents of Q[G]?
Finally, we denote by OMC the class of rational group algebras having at most one
matrix component. We finish by giving the following Figure 1 which shows the relations
between MJD, ND, SN, SSN and OMC. Note that the SSN groups are not a subclass of
the ND groups, as shown for example by the group C3 ⋊C8 (see Remark 3.12(ii)). So, in
Figure 1, the diagonal implication from SSN to ND does not hold.
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[OdRS04] A. Olivieri, Á. del Rı́o, and J.J. Simón. On monomial characters and central idempotents of ratio-
nal group algebras. Comm. Algebra, 32(4):1531–1550, 2004. doi:10.1081/AGB-120028797.
[Pas86] D.S. Passman. Group Rings, Crossed Products and Galois Theory, volume 64 of CBMS Re-
gional Conference Series in Mathematics. American Mathematical Society, Providence, 1986.
doi:10.1090/cbms/064.
[Roq58] P. Roquette. Realisierung von Darstellungen endlicher nilpotenter Gruppen. Arch. Math., 9:241–
250, 1958. doi:10.1007/BF01900587.
DEPARTMENT OF MATHEMATICS AND DATA SCIENCE, VRIJE UNIVERSITEIT BRUSSEL, PLEIN-
LAAN 2, B-1050 ELSENE, BELGIUM
Email address: eric.jespers@vub.be
DEPARTMENT OF MATHEMATICS, NATIONAL TAIWAN NORMAL UNIVERSITY, TAIPEI 11677, TAI-
WAN, ROC
Email address: wlsun@ntnu.edu.tw
