The objective of this article is to compare several risk classification methods for claim severity data by using weighted equation which is written as a weighted difference between the observed and fitted values. The weighted equation will be applied to estimate claim severities which is equivalent to the total claim costs divided by the number of claims.
Introduction
The process of establishing premium rates for insuring uncertain events requires estimates which were made of two important elements; the probabilities or frequencies associated with the occurrence of such event, and the magnitude or severities of such event. The process of grouping risks of similar risk characteristics for the frequencies or severities is also known as risk classification. The risks may be categorized according to risk or rating factors. In motor insurance for instance, the driver's gender and claim experience, or the vehicle's make and capacity, may be considered as rating factors.
In the last forty years, researchers suggested various statistical procedures for risk classification. For example, Bailey and Simon Noriszura Ismail is a Lecturer teaching in Actuarial Science Department. Currently, she is pursuing her PhD in Statistics. Abdul Aziz Jemain is Associate Professor in Statistics Department. The authors gratefully acknowledge financial support received (IRPA RMK8: 09-02-02-0112-EA274) from the Ministry of Science, Technology and Innovation (MOSTI), Malaysia. The author also thanks the General Insurance Association of Malaysia (PIAM), in particular Mr. Carl Rajendram and Mrs. Addiwiyah. (1960) suggested the minimum chi-squares, Bailey (1963) proposed the zero bias, Jung (1968) produced a heuristic method for minimum modified chi-squares, Ajne (1975) applied the method of moments also for minimum modified chi-squares, Chamberlain (1980) used the weighted least squares, Coutts (1984) produced the method of orthogonal weighted least squares with logit transformation, Harrington (1986) suggested the maximum likelihood procedure for models with functional form, and Brown (1988) proposed the bias and likelihood functions.
In the recent actuarial literature, research on risk classification methods is still continuing and developing. For example, Mildenhall (1999) studied the relationship between minimum bias and Generalized Linear Models (GLMs), Feldblum and Brosius (2003) provided minimum bias procedures for practicing actuary, Anderson et al. (2004) provided practical insights for GLMs analysis also for practicing actuary, Fu and Wu (2005) developed and generalized the minimum bias models, Ismail and Jemain (2005a) bridged the minimum bias and maximum likelihood methods for claim frequency data, and Ismail and Jemain (2005b) proposed the Negative Binomial and Generalized Poisson regressions as alternatives for the Poisson to handle overdispersion.
In addition to statistical procedures, research on multiplicative and additive models has also been carried out. Bailey and Simon (1960) compared systematic bias and found that the multiplicative model overestimates the high risk classes, Jung (1968) and Ajne (1975) also found that the estimates for multiplicative model are positively biased, Bailey (1963) compared the models by producing two statistical criteria, i.e., minimum chi-squares and average absolute difference, Freifelder (1986) predicted the pattern of over and under estimation of the models if they were misspecified, Brown (1988) discussed the additive and multiplicative models which were derived from the maximum likelihood and minimum bias approaches, Jee (1989) compared the predictive accuracy of the models, Holler et al. (1999) compared their initial values sensitivity, and Mildenhall (1999) identified the GLMs with the additive and multiplicative models.
Based on the actuarial literature, studies for risk classification were centered on two main areas; risk classification methods, and multiplicative vs. additive models. The objective of this study is to compare several risk classification methods for multiplicative and additive models by using weighted equation which is written as a weighted difference between the observed and fitted values. In addition, the parameter solution for multiplicative and additive models will also be compared by using weighted solution. The weighted solution for multiplicative model is in the form of a weighted proportion of observed over fitted values, whereas for additive model, it is in the form of a weighted difference between observed and fitted values.
Although the weighted equation was previously suggested by Ismail and Abdul Aziz (2005a) , the application was implemented on claim frequency data. Therefore, this study differs such that the weighted equation will be applied to estimate claim severity or average claim cost which is also equivalent to the total claim costs divided by the number of claims. Because the nature of claim frequency and severity data is different, the approach taken is also slightly modified.
It is well established that the claim cost distributions generally have positive support and are positively skewed. Because of these desired properties, the Gamma and Lognormal distributions have been widely used by the practitioners for modeling claim severities. As a comparison, several actuarial studies also reported severity results from Normal distribution. For example, Baxter et al. (1980) fit the U.K. own damage costs for privately owned and comprehensively insured vehicles to the weighted linear (additive) regression model by assuming that the variance is constant across the classes, McCullagh and Nelder (1989) reanalyzed the same data by fitting the costs to the Gamma by assuming that the coefficient of variation is constant across the classes and the mean is linear on reciprocal scale, Brockman and Wright (1992) fit the U.K. own damage costs for comprehensive policies also to the Gamma by using a log-linear (multiplicative) regression model, and Renshaw (1994) fit the U.K. motor insurance claim severity also to the Gamma log-linear regression model.
The fitting procedure for this study will be carried out by using two different approaches; classical and regression. The advantage of using the regression fitting procedure is that it can also be extended to other regression models, as long as the function of the fitted value is written in a specified linear form. In addition, the computation of the regression fitting procedure provides a faster convergence compared to the classical.
In this study, the risk classification methods will be compared on three types of severity data; Malaysian data, U.K. data (McCullagh & Nelder, 1989) , and Canadian data (Bailey & Simon, 1960 
, so that it can be written as,
where ) ( j i f − is the additive fitted value without the j th effect.
Minimum Bias Models
The parameters for zero bias model are solved by equating (Bailey 1963) ,
Therefore, Eq.(3) can also be written as a weighted difference between observed and fitted values, 
where the weight, i v , is also equal to Eq.(7).
However, the equation for
The parameters for minimum chisquares model are solved by minimizing the chisquares (Bailey & Simon 1960) 
where the weight, i w , is
The first derivative of the fitted value is equal to,
for multiplicative model and,
for additive model. Substituting Eq. (1) and Eq. (10) into Eq. (9) (Brown 1988) , the parameters are solved by using the likelihood equations, 
Other Models
The weighted equations shown by Eq.(4), Eq. (9) and Eq.(12) may also be extended to other error functions. For example, if the sum squares error is defined as (Brown 1988),
, the parameters are solved by using the least squares equations, Table 1 summarizes the weighted equations and parameter solutions for all of the models discussed above. Based on the weighted equations and parameter solutions, the following conclusions can be made regarding the comparison of several risk classification methods which were discussed above:
• The parameter estimates for zero bias and Poisson multiplicative are equal. The parameter estimates for zero bias and least squares additive are also equal.
• The weighted equations and parameter solutions indicate that all models are similar. Each model is distinguished only by its weight.
Classical Fitting Procedure In this study, the multiplicative and additive models will be fitted by using two different procedures; classical and regression. The classical fitting procedure was introduced by Bailey and Simon (1960 β is produced.
The sequential iteration is then repeated until the values for β converged. An example of S-PLUS programming for zero bias multiplicative is given in Appendix A. Similar programming can also be used for all of the multiplicative and additive models which were discussed in this study. Each model should be differentiated only by three elements: 
The advantage of using the regression fitting procedure is that besides multiplicative and additive models, the fitting can also be extended to other regression models as well. Therefore, the regression fitting procedure allows a variety of regression model to be created and applied, as long as the function of the fitted value is written as • Each model has its own weight matrix.
Results

Malaysian Data
The risk classification methods will be compared on the Malaysian private car Third Party Property Damage (TPPD) average claim costs data. Specifically, the TPPD claim covers the legal liability for third party property loss or damage caused by or arising out of the use of an insured motor vehicle. The data, which was obtained from an insurance company in Malaysia and was supplied by the General Insurance Association of Malaysia (PIAM), was based on 170,000 private car policies in a threeyear period of 1998-2000. The data consists of claim counts and average claim costs which were already paid as well as outstanding. The average claim costs, which were already adjusted for inflation, were given in Ringgit Malaysia (RM). The risks for the claims were associated with five rating factors; coverage type, vehicle make, vehicle use and driver's gender, vehicle year, and location. Altogether, there were 240 5 4 3 2 2 = × × × × cross-classified rating classes of claim severities to be estimated. The complete data is available by contacting the author.
The claim severities were fitted to all of the multiplicative and additive models which were discussed in this study. However, the fitting involves only 108 data points because 132 of the rating classes have zero claim count. In addition, the models will be evaluated by using two different tests; chi-squares and average absolute difference. The average absolute difference is equal to (Bailey and Simon 1960) Table 2 and Table 3 give the parameter estimates, chi-squares and average absolute difference for multiplicative and additive models of the Malaysian data. The classical and regression fitting procedures give equal values for parameter estimates. However, the regression procedure provides a faster convergence.
The multiplicative and additive models give similar parameter estimates. The smallest chi-squares is given by the minimum chi-squares model. Except for the exponential model, all models provide similar values for absolute difference.
U.K. Data
The U.K. data provides information on the Own Damage claim counts and average claim costs for privately owned and comprehensively insured vehicles (McCullagh & Nelder 1989) . The average claim costs, which were already adjusted for inflation, were given in Pound Sterling. The risks for the claims were associated with three rating factors; policyholder's age, car group and vehicle age. Altogether, there were 128 4 4 8 = × × crossclassified rating classes of claim severities to be estimated.
The claim severities were fitted to all of the multiplicative and additive models which were discussed in this study. In addition, the severities were also fitted to the inverse models because McCullagh and Nelder (1989) also fit the severities to the Gamma regression model by assuming that the regression effects were linear on the reciprocal scale. The fitting involves only 123 data points because five of the rating classes have zero claim count. Table 4 , Table 5 and Table 6 give the parameter estimates, chi-squares and average absolute difference for multiplicative, additive and inverse models of the U.K. data. As expected, the parameter estimates for classical and regression fitting procedures are equal and the regression fitting procedure provides a faster convergence.
The parameter estimates for multiplicative, additive and inverse models are similar. In particular, the parameter estimates for Gamma inverse model are equal to the parameter estimates produced by McCullagh and Nelder (1989) . The smallest chi-squares is also given by the minimum chi-squares model. Except for the exponential model, all models provide equal values for absolute difference.
Canadian Data
The Canadian data, which was obtained from Bailey and Simon (1960) , provides information on liability claim counts and average claim costs for private passenger automobile insurance. The data involves two rating factors; merit and class. Altogether, there were 20 5 4 = × cross-classified rating classes of claim severities to be estimated.
The claim severities were fitted to all of the multiplicative and additive models which were discussed in this study. Table 7 and Table  8 give the parameter estimates, chi-squares and average absolute difference for multiplicative and additive models of the Canadian data.
As expected, the multiplicative and additive models give similar parameter estimates. The smallest chi-square is also given by the minimum chi-squares model. Except for the exponential model, all models provide equal values for absolute difference. 
Conclusion
This study compared several risk classification methods for multiplicative and additive models by using weighted equation which is written as a weighted difference between the observed and fitted values. In addition, the parameter solutions for multiplicative and additive models were also compared by using weighted solution. The weighted solution for multiplicative model is in the form of a weighted proportion of observed over fitted values, whereas the weighted solution for additive model is in the form of a weighted difference between observed and fitted values.
In this study, the weighted equation was applied to estimate claim severity or average claim cost which is also equivalent to the total claim costs divided by the number of claims. The risk classification methods were compared on three types of severity data; Malaysian private motor third party property damage data, U.K. private vehicles own damage data from McCullagh and Nelder (1989) , and data from Bailey and Simon (1960) on Canadian private automobile liability.
The fitting procedure were carried out by using two different approaches; classical and regression. The advantage of using the regression fitting procedure is that besides multiplicative and additive models, the fitting can also be extended to other regression models, as long as the function of the fitted value is written in a specified linear form. The inverse models were also fitted to the U.K. data because McCullagh and Nelder (1989) also fit the same data to the Gamma regression model by assuming that the regression effects were linear on the reciprocal scale.
As expected, the multiplicative and additive models give similar parameter estimates. The smallest chi-squares for multiplicative, additive and inverse models is given by the minimum chi-squares model. Except for the exponential model, all models provide similar values for absolute difference.
