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a b s t r a c t
Thiswork dealswith the blow-up criterion for the strong solution to the three-dimensional
viscous liquid–gas two-phase flowmodel in terms of the L1(0, T ; L∞)-norm of the gradient
of the velocitywith two types of boundary conditions: theDirichlet boundary condition and
the Navier-slip boundary condition. There is no extra restriction on viscosity coefficients.
The result also applies to the whole space case.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the 3D viscous liquid–gas two-phase flow model in the following formmt + div(mu) = 0,
nt + div(nu) = 0,
(mu)t + div(mu⊗ u)+∇P(m, n) = µ∆u+ (λ+ µ)∇divu inΩ × (0, T ),
(1.1)
with the initial conditions
(m, n, u)|t=0 = (m0, n0, u0), inΩ, (1.2)
and boundary conditions:
(i) Dirichlet boundary condition:Ω ⊂ R3 is a bounded smooth domain, and
u = 0, on ∂Ω; (1.3)
(ii) Navier-slip boundary condition:Ω ⊂ R3 is a bounded smooth domain, and
u · n˜ = 0, curlu× n˜ = 0 on ∂Ω, (1.4)
where n˜ = (n˜1, n˜2, n˜3) is the unit outward normal to ∂Ω .
The variables m = αlρl, n = αgρg , u = (u1, u2, u3) and P = P(m, n) denote the liquid mass, gas mass, the velocity of
the liquid and gas and the common pressure for both phases, respectively; µ and λ are viscosity constants, satisfying
µ > 0, 2µ+ 3λ ≥ 0. (1.5)
The other unknown variables αl and αg ∈ [0, 1] denote the liquid and gas volume fractions; ρl and ρg denote liquid and gas
densities, satisfying equations of state
ρl = ρl,0 + P − Pl,0a2l
, ρg = Pa2g
, (1.6)
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where al and ag are known constants which denote, respectively, sonic speeds in the liquid and gas; Pl,0 and ρl,0 are the
reference pressure and density given as constants. Moreover,
αl + αg = 1. (1.7)
Note that from (1.6) and (1.7), the pressure law satisfies
P(m, n) = C0

−b(m, n)+

b(m, n)2 + c(m, n)

, (1.8)
here C0 = 12a2l , k0 = ρl,0 − Pl,0a2l > 0, a0 =

ag
al
2
and
b(m, n) = k0 −m−

ag
al
2
n = k0 −m− a0n,
c(m, n) = 4k0

ag
al
2
n = 4k0a0n.
We are interested in the Drift-flux type model of two-phase flows. The 1D version of the model, often combined with a
more general slip law such that non-equal fluid velocities are taken into account, represents a usefulmodelwithin petroleum
and nuclear industry applications. In the present paper, we consider the simplified model of Drift-flux type (1.1), where we
assumed that the two fluids have the common pressure and shared the equal velocity, neglected the external force and the
effect of gas in the convective term in the mixture momentum equation. Such a (multi-dimensional) model is relevant to
explore for various applications where the fluid is composed of gas that is dispersed in the liquid phase such that the two
phases move with the same velocity more or less. For more information about the model, we refer the reader to [1–3] and
references therein.
There are some works about the viscous liquid–gas two-phase flow model. For the model (1.1) in 1D, where the liquid
is incompressible and the gas is polytropic, the global existence and uniqueness of weak solution to the free boundary
value problem was studied in [4–7]. For more results about the 1D case of the relevant model, refer to [8–11], where
more interesting phenomenon are described. Specifically, in [12], where both of the two fluids are compressible, the global
existence of a weak solution is studied. For the model (1.1) in 2D, Yao et al. [13] obtained the existence of a global weak
solution when the initial energy is small, and this can be viewed to be a generalization of the results in [12] from 1D to 2D.
They [14] established a blow-up criterion in terms of the upper bound of the liquid mass for the strong solution in a smooth
bounded domain when there is no initial vacuum. For the model (1.1) in 3D, Guo et al. [15] obtained the existence of the
global strong solution when the initial energy is small, and the initial vacuum is allowed. Hou andWen [16] proved that the
bound of the L1t L
∞
x norm of the deformation tensor of the velocity gradient D(u) = 12 (∇u + ∇ut) controlled the possible
breakdown of the strong solutions with vacuum, when 0 ≤ s0m0 ≤ n0 ≤ s0m0, where s0 and s0 are positive constants.
Recently, Wen et al. [17] have obtained a blow-up criterion in terms of the upper bound of the liquid mass for the strong
solution with vacuum, and there is relaxed restriction 25µ3 > λ on viscosity coefficients.
The method used to get the blow-up criterion of the strong solution to the viscous liquid–gas two-phase flow model
is similar to the single phase Navier–Stokes equation. So, let us introduce some works about this for a single phase
Navier–Stokes equation. For the 2D compressible Navier–Stokes equations, Sun and Zhang [18] obtained a blow-up criterion
in terms of the upper bound of density for the strong solution. For the 3D compressible Navier–Stokes equations, they [19]
obtained a blow-up criterion in terms of the upper bound of density for the strong solution, under the restriction λ < 7µ.
In both papers, the initial vacuum is allowed and the domain included both the bounded smooth domain and RN , N = 2, 3.
Huang et al. [20] obtained Serrin type blow-up criterion for the strong solution. They [21] established the following blow-up
criterion when there is initial vacuum and λ < 7µ: if T ∗ <∞ is the maximal time of the existence of the classical solution,
then
lim
T→T∗
 T
0
∥∇u(t)∥L∞(Ω)dt = ∞.
Recently, Huang et al. in their paper [22] have removed the restriction λ < 7µ for a 3D model with initial vacuum, and got
the blow-up criterion of the strong solution:
lim
T→T∗
 T
0
∥D(u)(t)∥L∞(Ω)dt = ∞,
whereD(u) = 12 (∇u+∇ut).
In the present paper, we obtain a blow-up criterion for the strong solution to the 3D viscous liquid–gas two-phase flow
model in terms of L1(0, T ; L∞)-norm of the gradient of the velocity without the extra restriction λ < 7µ in two types of
boundary conditions, when there is no initial vacuum, which improved the result in [14], in which the result held for the 3D
case under the restriction λ < 7µ, and the result in the present paper can be applied to the Navier-slip boundary condition
and the whole space case. We should mention that the ideas introduced by the authors in [18–20,22,23] play crucial roles
in our proof here.
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Next, we give the local existence result. It is Cho et al. who dealt with the local existence of the unique strong solution
with initial vacuum for the single phase Navier–Stokes equation; see [24]. The proof of the local existence of the unique
strong solution for the viscous liquid–gas two-phase flow model (1.1) with the Dirichlet boundary condition is simpler, as
there is no initial vacuum, and the local existence for the Navier-slip boundary condition is similar to the result in [25] for
compressible nematic liquid crystal flow. The local existence result is as follows.
Theorem 1.1. Let Ω be a bounded smooth domain in R3; assume that there exist constants m¯1,m1, n¯1 and n1 with 0 < m1 ≤
m¯1 <∞, 0 < n1 ≤ n¯1 <∞, such that the initial data m0, n0, u0 satisfy
0 < m1 ≤ infx m0 ≤ supx m0 ≤ m¯1, 0 < n1 ≤ infx n0 ≤ supx n0 ≤ n¯1, (1.9)
u0 ∈ H10 ∩ H2, (m0, n0) ∈ H1 ∩W 1,q, for some q ∈ (3, 6]. (1.10)
Then, there exist a T1 > 0 and a unique strong solution (m,m, u)(x, t) to the problem (1.1), (1.2) together with (1.3) or (1.4),
such that
m, n > 0, (m, n) ∈ C(0, T1;W 1,q ∩ H1),
(mt , nt) ∈ C(0, T1; L2 ∩ Lq), u ∈ C(0, T1;H10 ∩ H2) ∩ L2(0, T1;W 2,q),
ut ∈ L2(0, T1;H10 ) and
√
mut ∈ L∞(0, T1; L2). (1.11)
We now state the main result of this paper as follows.
Theorem 1.2. Let Ω be a bounded smooth domain inR3; assume that the initial data m0, n0, u0 satisfy (1.9) and (1.10). If T ∗ <
∞ is the maximal existence time for a strong solution (m,m, u)(x, t) to the problem (1.1), (1.2) together with (1.3) or (1.4) stated
in Theorem 1.1, then
lim
T→T∗
sup ∥∇u∥L1(0,T ;L∞(Ω)) = ∞. (1.12)
Remark 1.1. It is easy to verify
Pm = C0

1− b√
b2 + c

> 0,
Pn = C0

a0 + a0√
b2 + c (m+ a0n+ k0)

> 0, m, n > 0.
(1.13)
This shows that P(m, n) is decreasing inm and n form, n > 0.
Remark 1.2. The above results also hold forΩ = R3. Note that for the Cauchy problem, we need to assume (m0−m∞, n0−
n∞) ∈ H1 ∩W 1,q, q ∈ (3, 6] and infm0 > 0, inf n0 > 0, where m∞, n∞ > 0 are constants. We can also get the blow-up
criterion (1.12).
2. Preliminaries
In this section, we give some useful lemmas which will be used in the next section.
Lemma 2.1 ([13] Gagliardo–Nirenberg). For any p, b′, r ′ ∈ [1,∞] and any integers l and j andΩ be a smooth domain in RN ,
there exists some generic constant α ∈ [0, 1] and C > 0, for every function u ∈ C∞0 , such that
∥∇ ju∥Lp ≤ C∥∇ lu∥αLb′ ∥u∥1−αLr′ , (2.1)
where
1
p
= j
N
+ α

1
b′
− l
N

+ (1− α) 1
r ′
,
j
l
≤ α ≤ 1. (2.2)
α ≠ 1, when l− Nb′ = j and 1 < p <∞.
178 L. Yao et al. / J. Math. Anal. Appl. 395 (2012) 175–190
Next, we give some Lq(q ∈ (1,∞)) regularity estimates for the solution of the following boundary value problem:
LU := µ∆U + (µ+ λ)∇divU = F , inΩ
U(x) = 0 on ∂Ω. (2.3)
Here L is the Lamé operator, U = (U1,U2,U3), F = (F1, F2, F3). From (1.3), we know that (2.3) is a strong elliptic system.
If F ∈ W−1,2, then there exists a unique weak solution U ∈ H10 . In the subsequent context, we will use L−1F to denote the
unique solution U of the system (2.3) with F belonging to some suitable space.
Lemma 2.2 ([19]). Let q ∈ (1,∞), and U be the solution of (2.3). Then there exists a constant C depending only on µ, λq and
Ω , such that
(1) if F ∈ Lq, then
∥U∥W2,q ≤ C∥F∥Lq , (2.4)
(2) if F ∈ W−1,q (i.e., F = divf with f = (fij)3×3, fij ∈ Lq), then
∥U∥W1,q ≤ C∥f ∥Lq , (2.5)
(3) if F = divf with fij = ∂khkij and hkij ∈ W 1,q0 for i, j, k = 1, 2, 3, then
∥U∥Lq ≤ C∥h∥Lq . (2.6)
Finally, in order to obtain the bounds ofm and n, we consider the following linear hyperbolic problem
mt + v · ∇m+mdivv = 0, inΩ × (0, T )
m(0) = m0, inΩ, (2.7)
where v is a known vector field in Ω × (0, T ). It is quite well-known that the linear problem (2.7) has a unique strong
solutionm for any regular initial datam0 when the vector field v is sufficiently smooth. In fact, the following result is proved
essentially in [26] and thus stated without a detailed proof.
Lemma 2.3. The solution (m, v) of the problem (2.7) can be represented as
m(t, x) = m0

V (0, t, x)

exp

−
 t
0
divv(s, V (s, t, x))ds

, (2.8)
where V ∈ C([0, T ] × [0, T ] ×Ω) is the solution to the initial value problem
∂
∂t
V (t, s, x) = v(t, V (t, s, x)), 0 ≤ t ≤ T
V (s, s, x) = x 0 ≤ s ≤ T x ∈ Ω¯.
(2.9)
3. Proof of Theorem 1.2
Let Ω be a smooth bounded domain in R3 and (m, n, u) be a strong solution to the problem (1.1), (1.2) together with
boundary conditions (1.3) or (1.4) inΩ × [0, T )with the regularity stated in Theorem 1.1. We assume that the opposite of
(1.12) holds, i.e., there exists a positive constantM , such that
∥∇u∥L1(0,T ;L∞) ≤ M <∞, 0 ≤ T < T ∗1 . (3.1)
In this section, we denote by C a general positive constant which may depend on µ, λ,m0, n0, u0,Ω,M , the parameters in
the expression of P(m, n) in (1.8), and the given time T ∗.
Let
T ∗1 = sup

T ∈ (0, T ∗); m(x, t) > 0, for all (x, t) ∈ Ω × [0, T ]. (3.2)
At first, we give the estimate of n(x,t)m(x,t) .
Lemma 3.1 ([14]). Under the conditions of Theorem 1.2, we have
0 < s0 ≤
n(x, t)
m(x, t)
≤ s¯0 <∞, 0 ≤ T < T ∗1 , (3.3)
where s0 = infx n0m0 , s¯0 = supx
n0
m0
.
Next, we show that liquid mass and gas mass are bounded below and above due to the assumption in (3.1).
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Lemma 3.2. Under the conditions of Theorem 1.2 and assumption (3.1) hold, then we have
C−1 ≤ m(x, t) ≤ C, 0 ≤ t ≤ T ≤ T ∗1 . (3.4)
Proof. From Lemma 2.3 and (3.1), we have
m(x.t) = m0

V (0, t, x)

exp

−
 t
0
divu

s, V (s, t, x)

ds

≤ m¯1 exp
 t
0
|divus, V (s, t, x))|ds ≤ m¯1eM ≤ C . (3.5)
Similarly,
m(x.t) = m0

U(x; 0, t) exp −  t
0
divu

U(x; s, t), sds
≥ m1e−M ≥ C . (3.6)
This completes the proof of Lemma 3.2. 
By Lemmas 3.1 and 3.2, we can bound P(m, n), Pm(m, n) and Pn(m, n) as follows.
Lemma 3.3. Under the conditions of Theorem 1.2 and the assumption (3.1) hold, then for all (x, t) ∈ Ω × [0, T ]
P(m, n) ≤ C, Pm(m, n) ≤ C, Pn(m, n) ≤ C, 0 ≤ T < T ∗1 .
Proof. Using the similar argument as in [14, Lemma 3.2], we can easily obtain this Lemma and omit the details. 
Next, we divide the proof into two parts. In the first part, we will consider the Dirichlet condition (1.3), and in the second
part, we will consider Navier-slip condition (1.4).
Case 1: Dirichlet condition (1.3).
Just as in [19,18], we introduce the quantityw, which is defined by
w = u− v, v = L−1∇P(m, n), (3.7)
where v is the solution of
µ∆v + (λ+ µ)∇divv = ∇P(m, n) inΩ,
v(x) = 0 on ∂Ω. (3.8)
From Lemma 2.2, for p ∈ (1,∞), we get
∥∇v∥Lp ≤ C∥P(m, n)∥Lp ,
∥∇2v∥Lp ≤ C∥∇P(m, n)∥Lp . (3.9)
By using Eq. (1.1), we find thatw satisfies
m∂tw − µ∆w − (λ+ µ)∇divw = mF , inΩ × (0, T ),
w(x, t) = 0 on ∂Ω, (3.10)
withw(x, 0) := w0(x) = u0(x)− v0(x) and
F = −u · ∇u− L−1∇(∂tP(m, n))
= −u · ∇u+ L−1∇div[P(m, n)u] + L−1∇[(Pmm+ Pnn− P(m, n))divu]. (3.11)
Proposition 3.1. Under the conditions of Theorem 1.2 and the assumption (3.1) hold, then we have
sup
0≤t≤T
 
m|u|4 + |∇w|2dx+  T
0

m|∂tw|2dxdt ≤ C, 0 ≤ T < T ∗1 . (3.12)
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Proof. Multiplying (1.1)3 by 4|u|2u, and integrating the resulting equation overΩ , we have
d
dt

m|u|4dx+
 
4|u|2(µ|∇u|2 + (λ+ µ)|divu|2)dx
= −4(λ+ µ)

u · ∇|u|2divudx− 8µ

|u|2∇|u|2dx+ 4  div(|u|2u)P(m, n)dx
≤ C∥∇u∥L∞

|u|2|∇u|dx+ ε

|u|2|∇u|2dx+ C(ε)

m|u|2dx
≤ C∥∇u∥L∞

m|u|4dx+

|∇u|2dx

+ ε

|u|2|∇u|2dx+ C(ε)

m|u|4dx+ C(ε)
≤ C∥∇u∥L∞

m|u|4dx+

|∇w|2dx+

|∇v|2dx

+ ε

|u|2|∇u|2dx+ C(ε)

m|u|4dx+ C(ε)
≤ C∥∇u∥L∞

m|u|4dx+

|∇w|2dx

+ C∥∇u∥L∞ + ε

|u|2|∇u|2dx+ C(ε)

m|u|4dx+ C(ε), (3.13)
where we have used Cauchy’s inequality, P(m, n) ≤ Cm 12 , Lemmas 3.2, 3.3 and (3.9).
Multiplying (3.9)1 by ∂tw and integrating the resulting equation overΩ we obtain
1
2
d
dt
 
µ|∇w|2 + (λ+ µ)|divw|2dx+  m|∂tw|2dx =  mF · ∂twdx. (3.14)
Using Cauchy’s inequality, yields
d
dt
 
µ|∇w|2 + (λ+ µ)|divw|2dx+  m|∂tw|2dx ≤  m|F |2dx. (3.15)
From (3.11), we have
m|F |2dx ≤

m|u|2|∇u|2dx+ √mL−1∇div[P(m, n)u]2L2
+ √mL−1∇[(mPm + nPn − P)divu]2L2 = 3
i=1
Ai. (3.16)
Using Cauchy’s inequality, (2.1), Lemmas 2.2, 3.2, 3.3 and (3.9), A1, A2 and A3 can be estimated as follows
A1 =

m|u|2|∇u|2dx
≤ ∥∇u∥L∞

m|u|2|∇u|dx
≤ C∥∇u∥L∞

m|u|4dx+

|∇u|2dx

≤ C∥∇u∥L∞

m|u|4dx+

|∇w|2dx

+ C∥∇u∥L∞ , (3.17)
A2 =
√mL−1∇div[P(m, n)u]2L2
≤ C

|P(m, n)u|2dx ≤ C

m|u|2dx
≤ C

mdx+ C

m|u|4dx ≤ C + C

m|u|4dx, (3.18)
A3 =
√mL−1∇[(mPm + nPn − P)divu]2L2
≤ C √m2L3 ∥L−1∇[(mPm + nPn − P)divu]∥2L6
≤ C∥∇L−1∇[(mPm + nPn − P)divu]∥2L2
≤ C∥∇u∥2L2 ≤ C

|∇w|2dx+ C, (3.19)
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where we used P(m, n) ≤ Cm 12 . From (3.16)–(3.19), we have
mF 2dx ≤ C(∥∇u∥L∞ + 1)

m|u|4dx+

|∇w|2dx

+ C∥∇u∥L∞ + C . (3.20)
Then (3.13)–(3.20) and choosing ε > 0 small enough, yield
d
dt
 
m|u|4 + |∇w|2 + |divu|2dx+  m|∂tw|2dx
≤ C(∥∇u∥L∞ + 1)

m|u|4dx+

|∇w|2dx

+ C∥∇u∥L∞ + C . (3.21)
Then, we can prove (3.12) by using Gronwall’s inequality. This completes the proof of Proposition 3.1. 
Corollary 3.1. Under the conditions of Theorem 1.2 and the assumption (3.1) hold, then we have
sup
0≤t≤T
 T
0

|∇2w|2dxds ≤ C 0 ≤ T < T ∗1 . (3.22)
Proof. Notice that Lw = m∂tw −mF , we have from Lemma 2.2, (3.12) and (3.20)
∥∇2w∥L2(0,T ;L2) ≤ C(∥m∂tw∥L2(0,T ;L2) + ∥mF∥L2(0,T ;L2))
≤ C + C∥mF∥L2(0,T ;L2)
≤ C + C
 T
0
(∥∇u∥L∞ + 1)

m|u|4dx+

|∇w|2dx

dt
≤ C . (3.23)
This completes the proof of Corollary 3.1. 
Corollary 3.2. Under the conditions of Theorem 1.2 and the assumption (3.1) hold, then we have
∥∇u∥L∞(0,T ;L2) ≤ C, ∥∇u∥L2(0,T ;L2) ≤ C, ∥∇u∥L2(0,T ;L6) ≤ C, 0 ≤ T < T ∗1 . (3.24)
Next, we give the high order regularity estimates of u(x, t), the proof of which are due to [19] for the single-phase
Navier–Stokes equation.
Proposition 3.2. Under the conditions of Theorem 1.2 and the assumption (3.1) hold, then we have
m|u˙|2 +
 T
0

|∇u˙|2dxdt ≤ C, 0 ≤ T < T ∗1 . (3.25)
Proof. We rewrite Eq. (1.1)3 as
mu˙i + ∂iP(m, n)− µ∆ui − (λ+ µ)∂idivu = 0, (3.26)
where we define the material derivative DDt by
Dg
Dt = g˙ = gt + u · ∇g for function g(x, t). Taking the material derivative to
the above equation and using the fact f˙ = ft + div(fu)− f divu, we have
mu˙it +muj∂ju˙i + ∂iPt + ∂j(∂iPuj) = µ

∆uit + ∂j(∆uiuj)
+ (λ+ µ)∂idivut + ∂j(∂idivu)uj. (3.27)
Multiplying (3.27) by u˙i and integrating the resulting equation overΩ , we obtain
d
dt

1
2
m|u˙|2dx = µ
 
∆uit + ∂j(∆uiuj)

u˙idx+ (λ+ µ)
 
∂idiv)ut + ∂j

(∂idivu)uj

u˙idx
+
 
Ptdivu˙+ ∂iPuj∂ju˙i

dx =
3
i
Bi. (3.28)
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By using the integration by parts, the right-hand side of (3.28) can be estimated as follows:
B1 = µ
 
∆uit + ∂j(∆uiuj)

u˙idx
= −µ
 
∂juit∂ju˙
i +∆uiuj∂ju˙i

dx
= −µ
 
∂j

u˙i − uk∂kui

∂ju˙i +∆uiuj∂ju˙i

dx
= −µ
 |∇u˙|2 − ∂juk∂kui∂ju˙i − uk∂k∂jui∂ju˙i − ∂kui∂kuj∂ju˙idx
= −µ
 |∇u˙|2 − ∂juk∂kui∂ju˙i + divu∂jui∂ju˙i + uk∂jui∂k∂ju˙i − ∂kui∂kuj∂ju˙idx
= −µ
 |∇u˙|2 − ∂juk∂kui∂ju˙i + divu∂jui∂ju˙i − ∂kui∂kuj∂ju˙idx
≤ −µ
2

|∇u˙|2dx+ C

Ω
|∇u|4dx, (3.29)
B2 = (λ+ µ)
 
∂idivut + ∂j

(∂idivu)uj

u˙idx
= −(λ+ µ)
 
divu˙divut + divu˙(u · ∇divu)− divu∂iuj∂ju˙i + divu˙(divu)2

dx
= −(λ+ µ)
 |divu˙|2 − divu˙∂iuj∂jui − divu∂iuj∂ju˙i + divu˙(divu)2dx
≤ −λ+ µ
2

|divu˙|2dx+ µ
8

|∇u˙|2dx+ C(λ+ µ)

|∇u|4dx, (3.30)
and
B3 =
 
Ptdivu˙+ ∂iPuj∂ju˙i

dx
=
 
(Pmmt + Pnnt)divu˙+ ∂iPuj∂ju˙i

dx
=
 
(−mPm − nPn)divudivu˙− u · ∇P(m, n)divu˙+ ∂iPuj∂ju˙i

dx
=
 
(−mPm − nPn)divudivu˙+ Pdiv(udivu˙)− Pdiv(u · ∇u˙)

dx
=
 
(−mPm − nPn)divudivu˙+ P

divudivu˙− ∂iuj∂ju˙i

dx
≤ C∥∇u∥L2∥∇u˙∥L2 ≤ C∥∇u˙∥L2 ≤ C +
µ
8
∥∇u˙∥2L2 , (3.31)
here we have used Lemmas 3.2, 3.3, (3.24) and Cauchy’s inequality. Substituting (3.29)–(3.31) into (3.28), yield
d
dt

m|u˙|2dx+ µ

|∇u˙|2dx+ (λ+ µ)

|divu˙|2dx ≤ C

|∇u|4dx+ C . (3.32)
Next, we estimate the term ∥∇u∥L4 . From Eqs. (1.1)3 and (3.10), we know thatw satisfies
µ∆w + (λ+ µ)∇divw = mu˙, inΩ,
w(x, t) = 0 on ∂Ω. (3.33)
From Lemma 2.2, we get
∥∇2w∥L2 ≤ C∥mu˙∥L2 ≤ C
√mu˙L2 ,
which together with the (2.1), Corollaries 3.1, 3.2, (3.9) and Hölder’s inequality yield
|∇u|4dx ≤ C∥∇u∥L2∥∇u∥3L6 ≤ C∥∇u∥L6∥∇u∥2L6
≤ C∥∇u∥2L6(∥∇w∥L6 + ∥∇v∥L6)
≤ C∥∇u∥2L6(∥∇w∥L6 + 1)
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≤ C∥∇u∥2L6(∥∇2w∥L2 + 1)
≤ C∥∇u∥2L6
√mu˙2L2 + 1 . (3.34)
Substituting (3.34) into (3.32) and noticing ∥∇u∥2L6 ∈ L1(0, T ), we get by using Gronwall’s inequality that
m|u˙|2dx+
 T
0

|∇u˙|2dxdt ≤ C, (3.35)
and this completes the proof of Proposition 3.2. 
In the following, we will give the estimates of the derivative of the liquid and gas masses.
Proposition 3.3. Under the conditions of Theorem 1.2 and the assumption (3.1) hold, then we have
sup
0≤t≤T
∥(∇m,∇n)∥L2 ≤ C, 0 ≤ T < T ∗1 . (3.36)
Proof. From (1.1)1, we get
∂t |∂im|2 + div(|∂im|2u)+ |∂im|2divu+ 2∂imm∂idivu+ 2∂im∂iu · ∇m = 0. (3.37)
Integrating the above equality overΩ , using Hölder’s inequality and Cauchy’s inequality, we obtain
d
dt

|∇m|2dx ≤ C∥∇u∥L∞∥∇m∥2L2 + C∥∇2u∥L2∥∇m∥L2
≤ C∥∇u∥L∞ + 1∥∇m∥2L2 + C∥∇2u∥2L2 . (3.38)
Similarly, we have
d
dt

|∇n|2dx ≤ C∥∇u∥L∞∥∇n∥2L2 + C∥∇2u∥L2∥∇n∥L2
≤ C∥∇u∥L∞ + 1∥∇n∥2L2 + C∥∇2u∥2L2 . (3.39)
From (1.1)3, we have
Lu = mu˙+∇P(m, n), (3.40)
which implies
∥∇2u∥L2 ≤ C
√mu˙L2 + ∥∇m∥L2 + ∥∇n∥L2 . (3.41)
From (3.25), (3.38), (3.39) and (3.41), we have
d
dt
 |∇m|2 + |∇n|2dx ≤ C∥∇u∥L∞ + 1(∥∇m∥2L2 + ∥∇n∥2L2)+ C √mu˙2L2 + C∥∇m∥2L2 + ∥∇n∥2L2
≤ C∥∇u∥L∞ + 1∥∇m∥2L2 + ∥∇n∥2L2+ C . (3.42)
Using Gronwall’s inequality, we obtain |∇m|2 + |∇n|2dx ≤ C . (3.43)
This completes the proof of Proposition 3.3. 
From Propositions 3.2 and 3.3, we can obtain the bound of ∥∇2u∥L2 .
Corollary 3.3. Under the conditions of Theorem 1.2 and the assumption (3.1) hold, then we have
sup
0≤t≤T
∥∇2u∥L2 ≤ C, 0 ≤ T < T ∗1 . (3.44)
Finally, we give the Lq-norm estimates of ∇m and ∇n.
Proposition 3.4. Under the conditions of Theorem 1.2 and the assumption (3.1) hold, then we have for q ∈ (3, 6] that
sup
0≤t≤T
∥(∇m,∇n)∥Lq ≤ C, 0 ≤ T < T ∗1 . (3.45)
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Proof. Differentiating Eq. (1.1)1 with respect to xi, and thenmultiplying both sides of the resulting equation by q|∂im|q−2∂im,
we get
∂t |∂im|q + div
|∂im|qu+ (q− 1)|∂im|qdivu+ qm|∂im|q−2∂im∂idivu+ q|∂im|q−2∂im∂iu · ∇m = 0. (3.46)
Integrating the above equality overΩ and Young’s inequality, we have
d
dt

|∇m|qdx ≤ C∥∇u∥L∞∥∇m∥qLq + C∥∇2u∥Lq∥∇m∥q−1Lq
≤ C∥∇u∥L∞∥∇m∥qLq + C∥∇2u∥qLq + C∥∇m∥qLq . (3.47)
Similarly,
d
dt

|∇n|qdx ≤ C∥∇u∥L∞∥∇n∥qLq + C∥∇2u∥Lq∥∇n∥q−1Lq
≤ C∥∇u∥L∞∥∇n∥qLq + C∥∇2u∥qLq + C∥∇n∥qLq . (3.48)
Then (2.1), (3.4) and (3.25) and Young’s inequality, yield√mu˙Lq ≤ √mu˙ 6−q2qL2 √mu˙ 3q−62qL6
≤ C + C∥∇u˙∥
3q−6
2q
L2
. (3.49)
From (3.47)–(3.49), we have
d
dt
∥∇m∥Lq + ∥∇n∥Lq ≤ C∥∇u∥L∞ + 1∥∇m∥Lq + ∥∇n∥Lq+ C∥∇u˙∥ 2q−62qL2
≤ C∥∇u∥L∞ + 1∥∇m∥Lq + ∥∇n∥Lq+ C(∥∇u˙∥2L2 + 1). (3.50)
Then, from (3.1), (3.25) and using Gronwall’s inequality, we can obtain
sup
t∈[0,T ]
∥(∇m,∇n)∥Lq ≤ C, 0 ≤ T < T ∗. (3.51)
This completed the proof of Proposition 3.4. 
The estimates in Lemma 3.2, Corollaries 3.2, 3.3 and Propositions 3.3 and 3.4 will be enough to extend the strong solution
(m, n, u) beyond t ≥ T ∗1 = T ∗. Here, from Lemma 3.2 and the classical continuation method, we have T ∗1 = T ∗.
In fact, in view of Lemma 3.2, Corollaries 3.2, 3.3 and Propositions 3.3 and 3.4, the functions (m, n, u)|t=T∗ =
limt→T∗(m, n, u) satisfy the conditions imposed on the initial data (1.9) and (1.10) at the time t = T ∗. Therefore, we
can take (m, n, u)|t=T∗ as the initial data and apply the local existence theorem (Theorem 1.1) to extend the local strong
solution beyond T ∗. This contradicts the assumption on T ∗, and it completes the proof of Theorem1.2 for the case of Dirichlet
boundary condition (1.3). 
Case 2: Navier-slip boundary condition (1.4).
First, we give the basic energy estimate as follows.
Proposition 3.5. Under the conditions of Theorem 1.2 and the assumption (3.1) hold, then we have
sup
0≤t≤T

m|u|2dx+
 T
0

|∇u|2dxdt ≤ C, 0 ≤ T < T ∗1 . (3.52)
Proof. Multiplying (1.1)3 by u and integrating over Ω , taking into account the fact that ∆u = ∇divu − ∇ × curlu, the
Navier-slip boundary condition (1.4) and (1.1)1, we have
1
2
d
dt

m|u|2dx+

µ|∇ × u|2 + (2µ+ λ)|divu|2dx =

P(m, n)divudx. (3.53)
SinceΩ is assumed to be simply connected for the boundary condition (1.4), we have the following estimate, for any u ∈ H1
(see [27] for its proof):
|∇u|2dx ≤ C

|∇ × u|2dx+

|divu|2dx

, with u · n˜ = 0 on ∂Ω. (3.54)
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By (3.54), P(m, n) ≤ C and Cauchy’s inequality, we have
d
dt

m|u|2dx+

|∇u|2dx ≤ ε

|∇u|2dx+ C(ε). (3.55)
Choosing ε = 12 and using initial assumptions in Theorem 1.2, we obtain
m|u|2dx+
 T
0

|∇u|2dxdt ≤ C . (3.56)
This completes the proof of Proposition 3.5. 
The following estimates will give the high order estimate of u(x, t).
Lemma 3.4. Under the conditions of Theorem 1.2 and the assumption (3.1) hold, then we have
sup
0≤t≤T
 |∇u|2 + |∇m|2 + |∇n|2dx+  T
0
 
m|u˙|2 + |∇2u|2dxdt ≤ C, 0 ≤ T < T ∗1 . (3.57)
Proof. Multiplying (1.1)1 by u˙ and integrating overΩ , we have
m|u˙|2dx−

(µ∆u+ (µ+ λ)∇divu) · utdx
=

(u · ∇u) · [µ∆u+ (µ+ λ)∇divu]dx−

(u · ∇u) · ∇(P(m, n))dx−

ut · ∇(P(m, n))dx. (3.58)
Noting that ut · n˜ = 0, and curlut × n˜ = 0 on Ω . Similar to the proof of Proposition 3.5 and using the fact that
∆u = ∇divu−∇ × curlu, we have
−

(µ∆u+ (µ+ λ)∇divu) · utdx =

[µ(∇ × curlu) · ut − (2µ+ λ)(∇divu · ut)]dx
=

[µ(∇ × u) · (∇ × ut)+ (2µ+ λ)(divu · divut)]dx
= 1
2
d
dt

[µ|∇ × u|2 + (2µ+ λ)(divu)2]dx. (3.59)
Substituting (3.59) into (3.58), yields
1
2
d
dt

[µ|∇ × u|2 + (2µ+ λ)(divu)2]dx+

m|u˙|2dx
=

(u · ∇u) · [µ∆u+ (µ+ λ)∇divu]dx−

(u · ∇u) · ∇(P(m, n))dx−

ut · ∇(P(m, n))dx =
3
i=1
Ii. (3.60)
We estimate I1 − I3 as follows:
I1 = −µ

(u · ∇u) · (∇ × curlu)dx+ (2µ+ λ)

(u · ∇u) · (∇divu)dx
= I11 + I12. (3.61)
Before we estimate I11, introduce the fact
u× curlu = 1
2
∇(|u|2)− u · ∇u, (3.62)
and
∇ × (a× b) = (b · ∇)a− (a · ∇)b+ (divb)a− (diva)b. (3.63)
Using integration by parts, (3.62) and (3.63), we have
|I11| =
µ  (u · ∇u) · (∇ × curlu)dx
=
µ  curlu · ∇ × (u · ∇u)dx
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=
µ  curlu · ∇ × (u× curlu)dx
=
µ  curlu · ∇u · curludx− 12µ

(curlu)2divudx

≤ C∥∇u∥L∞∥∇u∥2L2 . (3.64)
In order to estimate I12, we use the trace formula H1(Ω) ∈ Lr(∂Ω) for r = 2, 4 and the Poincaré inequality (see [28])
∥u∥L2 ≤ C∥∇u∥L2 u ∈ H1 with u · n˜ = 0 on ∂Ω, (3.65)
with Cauchy’s inequality, we obtain
|I12| =
 (u · ∇u) · (∇divu)dx
=

∂Ω
ui∂iujn˜jdivudS −

∇u : ∇uTdivudx+ 1
2

(divu)3dx

=

∂Ω
ui∂i(u · n˜)divudS −

∂Ω
uiuj∂in˜jdivudS −

∇u : ∇uTdivudx+ 1
2

(divu)3dx

=

∂Ω
uiuj∂in˜jdivudS +

∇u : ∇uTdivudx− 1
2

(divu)3dx

≤ C∥u∥2L4(∂Ω)∥divu∥L2(∂Ω) + C∥∇u∥L∞∥∇u∥2L2
≤ C∥∇u∥2L2∥∇u∥H1 + C∥∇u∥L∞∥∇u∥2L2
≤ C∥∇u∥2L2(∥∇u∥L2 + ∥∇2u∥L2)+ C∥∇u∥L∞∥∇u∥2L2
≤ C(ε)(1+ ∥∇u∥4L2)+ ε∥∇2u∥2L2 + C∥∇u∥L∞∥∇u∥2L2 , (3.66)
for small ε > 0 to be determined later. From (3.61)–(3.66), we have
I1 =

(u · ∇u) · [µ+ (µ+ λ)∇divu]dx
≤ ε∥∇2u∥2L2 + C(ε)(1+ ∥∇u∥4L2)+ C∥∇u∥L∞∥∇u∥2L2 . (3.67)
Similarly, using (3.65), Hölder’s inequality and Young’s inequality, we have
|I2| =
 u · ∇u · ∇Pdx
=

∂Ω
ui∂iujn˜jP(m, n)dS −

∂jui∂iujP(m, n)dx−

ui∂i∂jujP(m, n)dx

=


∂Ω
uiuj∂in˜jP(m, n)dS +

∂jui∂iujP(m, n)dx−

(divu)2P(m, n)divudx−

u · ∇P(m, n)dx

≤ C∥u∥2L2(∂Ω) + C∥∇u∥2L2 + C

|∇(m)+∇n∥u∥divu|dx
≤ C∥∇u∥2L2 + C∥∇u∥L3∥u∥L6(∥∇m∥L2 + ∥∇n∥L2)
≤ C∥∇u∥2L2 + C∥∇u∥
1
3
L∞∥∇u∥
5
3
L2(∥∇m∥L2 + ∥∇n∥L2)
≤ C + C(∥∇u∥L∞ + 1)∥∇u∥2L2 + C∥∇u∥2L2(∥∇m∥2L2 + ∥∇n∥2L2), (3.68)
here we use the fact that
∥u∥L6 ≤ C(∥u∥L2 + ∥∇u∥L2) ≤ C∥∇u∥L2 u ∈ H1 with u · n˜ = 0 on ∂Ω. (3.69)
Using Lemmas 3.2 and 3.3, (3.69), Hölder’s inequality and Young’s inequality, we have
I3 = −

ut · ∇P(m, n)dx
= d
dt

Pdivudx−

Ptdivudx
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= d
dt

Pdivudx−

(Pmmt + Pnnt)divudx
= d
dt

Pdivudx+

[Pmdiv(mu)+ Pndiv(nu)]divudx
= d
dt

Pdivudx+

(mPm + nPn)(divu)2dx+

u · ∇Pdivudx
≤ d
dt

Pdivudx+ C∥∇u∥2L2 + C

|u∥∇m+∇n∥divu|dx
≤ d
dt

Pdivudx+ C∥∇u∥2L2 + C∥∇u∥L3∥u∥L6(∥∇m∥L2 + ∥∇m∥L2)
≤ d
dt

Pdivudx+ C∥∇u∥2L2 + C∥∇u∥
1
3
L∞∥∇u∥
5
3
L2
(∥∇m∥L2 + ∥∇m∥L2)
≤ d
dt

Pdivudx+ C(∥∇u∥L∞ + 1)∥∇u∥2L2 + C∥∇u∥2L2(∥∇m∥2L2 + ∥∇m∥2L2)+ C . (3.70)
Substituting (3.67)–(3.70) into (3.60), we have
d
dt
 
µ|∇ × u|2 + (2µ+ λ)|divu|2dx+  m|u˙|2dx
≤ d
dt

P(m, n)divudx+ ε∥∇2u∥2L2 + C(∥∇u∥L∞ + ∥∇u∥2L2 + 1)∥∇u∥2L2
+ C∥∇u∥2L2(∥∇m∥2L2 + ∥∇m∥2L2)+ C(ε). (3.71)
It remains to bound the L2-norm of (∇m,∇n). Similar to the proof in the Proposition 3.3, we get by using (1.1)1
∂t |∂im|2 + div(|∂im|2u)+ |∂im|2divu+ 2∂imm∂idivu+ 2∂im∂iu · ∇m = 0. (3.72)
Similarly,
∂t |∂in|2 + div(|∂in|2u)+ |∂in|2divu+ 2∂inn∂idivu+ 2∂in∂iu · ∇n = 0. (3.73)
Combining (3.72), (3.73) and integrating overΩ , yields
d
dt
(∥∇m∥2L2 + ∥∇m∥2L2) ≤ C(∥∇m∥2L2 + ∥∇m∥2L2)∥∇u∥L∞ + ε∥∇2u∥2L2 + C(ε)(∥∇m∥2L2 + ∥∇m∥2L2). (3.74)
Combining (3.74) with (3.71), we have
d
dt
 
µ|∇ × u|2 + (2µ+ λ)|divu|2 + |∇m|2 + |∇n|2dx+  m|u˙|2dx
≤ d
dt

P(m, n)divudx+ ε∥∇2u∥2L2 + C(∥∇m∥2L2 + ∥∇n∥2L2 + ∥∇u∥2L2)(∥∇u∥2L2 + ∥∇u∥L∞ + 1)+ C(ε). (3.75)
By theW 2,2-norm estimate of the Lamé equation under the Navier-slip boundary condition (1.4) (see [22, Lemma 2.3] and
also the proof of the Lemma 2.2), we obtain, by using Eq. (1.1)3 and Lemmas 3.2 and 3.3
∥∇2u∥2L2 ≤ C
∥µ∆u+ (λ+ µ)∇divu∥2L2 + ∥∇u∥2L2
≤ C∥∇u∥2L2 + ∥m 12 u˙∥2L2 + ∥∇P(m, n)∥2L2
≤ C∥∇u∥2L2 + ∥m 12 u˙∥2L2 + ∥∇m∥2L2 + ∥∇n∥2L2. (3.76)
Substituting (3.76) into (3.75), choosing sufficiently small ε > 0, we have
d
dt
 
µ|∇u|2 + (2µ+ λ)|divu|2 + |∇m|2 + |∇n|2dx+  m|u˙|2dx
≤ d
dt

P(m, n)divudx+ C(∥∇m∥2L2 + ∥∇n∥2L2 + ∥∇u∥2L2)(∥∇u∥2L2 + ∥∇u∥L∞ + 1)+ C . (3.77)
Applying Gronwall’s inequality, we conclude |∇u|2 + |∇m|2 + |∇n|2dx+  T
0

m|u˙|2dxdt ≤ C . (3.78)
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From (3.76) and (3.78), we have T
0

|∇2u|2dxdt ≤ C . (3.79)
This completes the proofs of Lemma 3.4. 
Lemma 3.5. Under the conditions of Theorem 1.2 and the assumption (3.1) hold, then we have
sup
0≤t≤T
 
m|ut |2 + |∇2u|2

dx+
 T
0

|∇ut |2dxdt ≤ C, 0 ≤ T < T ∗1 . (3.80)
Proof. Differentiating the third Eq. (1.1) with respect to t , we have
mutt +mu · ∇ut − µ∆ut − (µ+ λ)∇divut = −∇Pt −mtut −mut · ∇u−mtu · ∇u. (3.81)
Multiplying (3.81) by ut and integrating the resulting equation overΩ , and noticing that ut · n˜ = 0 and curlut × n˜ = 0 on
∂Ω and using Lemmas 3.2 and 3.3, we have
1
2
d
dt

m|ut |2dx+

(µ|∇ut |2 + (λ+ µ)|divut |2)dx
=

Ptdivutdx−

m(ut · ∇u) · utdx−

mu · ∇(|ut |2 + (u · ∇u) · ut)dx
≤

|Pmmt + Pnnt ∥ divut |dx+ C

|ut |2|∇u|dx+ C

|u∥ut∥∇ut |dx
+ C
 |u ∥ ∇u|2|ut | + |u|2|∇2u ∥ ut | + |u|2|∇u ∥ ∇ut |dx
≤

|Pmdiv(mu)+ Pndiv(nu) ∥ ∇ut |dx+ C

|ut |2|∇u|dx+ C

|u∥ut∥∇ut |dx
+ C
 |u ∥ ∇u|2|ut | + |u|2|∇2u ∥ ut | + |u|2|∇u ∥ ∇ut |dx
≤ C
 |∇u ∥ ∇ut | + (|∇m| + |∇n|)|u ∥ ∇utdx+ C  |ut |2 |∇u|dx+ C  |u∥ut∥∇ut |dx
+ C
 |u ∥ ∇u|2|ut | + |u|2|∇2u ∥ ut | + |u|2|∇u ∥ ∇ut |dx
≤ C

(|u ∥ ∇m+∇n| + |∇u|)|∇ut |dx+ C

(m|ut |2|∇u| +m|u∥ut∥∇ut |)dx
+ C

(|u∥ut∥∇u|2 + |u|2|ut ∥ ∇2u| + |u|2|∇u ∥ ∇ut |)dx
=
3
i=1
Ji. (3.82)
Using (3.65), (3.69), Sobolev’s inequality and Cauchy’s inequality, J1, J2 and J3 can be estimated as follows:
J1 =

(|u ∥ ∇m+∇n| + |∇u|)|∇ut |dx
≤ C∥u∥L∞(∥∇m∥L2 + ∥∇n∥L2)+ ∥∇u∥L2∥∇ut∥L2
≤ C∥∇ut∥L2∥∇u∥H1
≤ ε∥∇ut∥2L2 + C(ε)∥∇u∥2H1 , (3.83)
J2 =

(m|ut |2|∇u| +m|u∥ut∥∇ut |)dx
≤ C √mutL2 ∥ut∥L6∥∇u∥L3 + C∥u∥L∞ √mutL2 ∥∇ut∥L2
≤ C √mutL2 ∥∇ut∥L2∥∇u∥H1
≤ ε∥∇ut∥2L2 + C(ε)
√mut2L2 ∥∇u∥2H1 , (3.84)
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and
J3 =

(|u∥ut∥∇u|2 + |u|2|ut ∥ ∇2u| + |u|2|∇u ∥ ∇ut |)dx
≤ C∥u∥L6∥ut∥L6∥∇u∥2L3 + C∥u2∥L3∥ut∥L6∥∇2u∥L2 + C∥∇ut∥L2∥∇u∥L6∥u2∥L3
≤ C∥∇ut∥L2
∥∇u∥L2∥∇u∥L6 + ∥∇2u∥L2
≤ ε∥∇ut∥2L2 + C(ε)∥∇u∥H1
2
. (3.85)
From (3.82)–(3.85), the fact ∥∇ut∥2L2 ≤ ∥∇divut∥2L2 + ∥curlut∥2L2 , and choosing ε small, we have
d
dt

m|ut |2dx+

|∇ut |2dx ≤ C∥∇u∥2H1

m|ut |2dx+ C∥∇u∥2H1 . (3.86)
This together with the Gronwall’s inequality, give
m|ut |2dx+
 T
0

|∇ut |2dxdt ≤ C . (3.87)
From (3.76), we have
∥∇2u∥L2 ≤ C
∥µ∆u+ (λ+ µ)∇divu∥L2 + ∥∇u∥L2
≤ C + C∥m 12 ut∥L2 + C∥u · ∇u∥L2 + C∥∇P∥L2
≤ C + C∥m 12 ut∥L2 + C∥u∥L∞∥∇u∥L2 ≤ C + C∥∇2u∥
1
2
L2
. (3.88)
Hence
sup
0≤t≤T

|∇2u|2dx ≤ C . (3.89)
This completes the proof of Lemma 3.5. 
Finally, we will derive higher order estimates ofm and n.
Lemma 3.6. Under the conditions of Theorem 1.2 and the assumption (3.1) hold, then we have
sup
0≤t≤T
∥(m, n)∥W1,q ≤ C, q ∈ (3, q], 0 ≤ T < T ∗1 . (3.90)
Proof. Similar to the proof in Proposition 3.4, we have
∂t |∂im|q + div
|∂im|qu+ (q− 1)|∂im|qdivu+ qm|∂im|q−2∂im∂idivu+ q|∂im|q−2∂im∂iu · ∇m = 0, (3.91)
and
∂t |∂in|q + div
|∂in|qu+ (q− 1)|∂in|qdivu+ qn|∂in|q−2∂in∂idivu+ q|∂in|q−2∂in∂iu · ∇n = 0. (3.92)
Define G = (2µ+ λ)divu− P(m, n), we have ∇divu =  12µ+λ (∇G+∇P), and using Young’s inequality, gives
d
dt
∥∇m∥Lq + ∥∇n∥Lq ≤ C(∥∇u∥L∞ + 1)(∥∇m∥Lq + ∥∇n∥Lq)+ C∥∇divu∥Lq
≤ C(∥∇u∥L∞ + 1)(∥∇m∥Lq + ∥∇n∥Lq)+ C∥∇G+∇P∥Lq
≤ C(∥∇u∥L∞ + 1)
∥∇m∥Lq + ∥∇n∥Lq+ C∥∇G∥Lq , (3.93)
here we have used Lemmas 3.3, 3.4 and Young’s inequality. Direct calculation gives
∇G = (µ+ λ)∇divu−∇P + µ∇divu
= mut +mu · ∇u− µ∆u+ µ∇divu
= mut +mu · ∇u+ µ∇ × curlu. (3.94)
Noticing that the boundary condition (1.4) yields
(∇ × curlu) · n˜ = 0, on ∂Ω, (3.95)
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then
∇G · n˜|∂Ω = m(u · ∇u) · n˜|∂Ω = −m(u · ∇n˜) · u|∂Ω . (3.96)
From (3.94) and (3.96), G satisfies
∆G = div(mut +mu · ∇u),
∇G · n˜|∂Ω = −m(u · ∇n˜) · u|∂Ω . (3.97)
Using the Lq-estimate for the Neumann problem to the elliptic equation, we have
∥∇G∥Lq ≤ C
∥mut∥Lq + ∥u · ∇u∥Lq + ∥m|u|2∥C(Ω¯)
≤ C∥∇ut∥L2 + 1. (3.98)
Substituting (3.98) into (3.93) and using Gronwall’s inequality, we have
sup
0≤t≤T
∥(m, n)∥W1,q ≤ C . (3.99)
Then we complete the proof of Lemma 3.6. 
Similar to case 1, the above estimates allow us to extend the strong solution (m, n, u) beyond t ≥ T ∗1 = T ∗. Therefore,
assumption (3.1) is false. Then the proof of Theorem 1.2 is complete.
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