ABSTRACT
INTRODUCTION

Glaucoma affects approximately 2-3% of the US population and is the second leading cause of blindness in the US. The risk of visual field loss due to glaucoma is minimized by early diagnosis and optimal treatment methods [1]. The optic nerve head is a three-dimensional structure characterized by a peripheral 'disc' and a central depression called the 'cup'. Certain characteristics of the optic nerve head facilitate early detection of glaucoma.
Currently, the gold standard for diagnosis and treatment follow-up of glaucoma is optic nerve planimetry [1] .
The method determines the extent of the disc and cup through manual evaluation of stereo 2-D retinal images of the optic nerve head by an ophthalmologist. The technique is time-consuming and tedious and introduces large variability due to the need for human interpretation [2]. It is clear that an automated, quantitative method is necessary for analyzing the optic nerve head in stereo photographs.
In this paper, we focus on the segmentation of the optic disc. Current methods, though approaching those of human experts [3] , are influenced by poor image quality and lack well-defined features for use in the segmentation or classification of the disc [3] [4] [5] [6] [7] . The algorithms generally encompass three different techniques: pixel classification, graph search and active contour. The pixel classification [3, 4] 
tends to yield disjoint regions that are difficult to use in later processing. Graph search techniques and active contours have difficulty incorporating a large number of features into the segmentation because they need to be combined in some intelligent way.
Features are generally selected using prior knowledge and is widely considered an art [8] . To formulate the cost terms in the segmentation the features need to be combined, and this is usually done using a linear combination which may not be optimal (e.g. it is difficult to compare edge strength with texture) [4] . The [9] . In Bayesian decision theory [10] 
METHODS
The optic disc segmentation is formulated as a region detection problem where the optimal region is described by the closed set of pixels that maximizes the total probability of belonging to the disc. Computing 
Preprocessing and Feature Computation
Simple grayscale information can be extracted from the color fundus images, however it has been shown [3] 
Probability Maps
The computation of the probability maps is done for a given set of features using soft classification. A feature set F contains features 
Disc Segmentation
The disc segmentation is the core of the algorithm, utilizing the probability maps to provide a segmented border. Segmentation involves transforming the original probability map P disc into polar coordinates, modifying the closed border segmentation into a min-cost path problem. From the smoothness parameters a graph is constructed, and the cost function is computed to assign a cost to each vertex within the graph. Finally, the optimal path is computed and transformed into a 2-D spline representing the final border of the detected region.
Polar Transformation
The original probability map P disc is transformed into polar coordinates using a similar algorithm to that described by Chen, Wang, Wu [14] . Figure 1 . Sample 3, ray 0 and sample 5, ray 0 are generated by averaging across their respective arcs. Figure 2 ) such that each pixel P(i, j) corresponds to a vertex in V and the edges of E correspond to the connections between pixels to form a feasible border for the optic disc. Since the boundary is smooth, the segmented borders should be sufficiently "smooth", that is, any two adjacent pixels on the border should not be too far apart. Precisely, a smoothness constraint M exists in which a vertex V at the point (i, j) is said to have a directed edge from itself to every point (i + 1, j ± q) where 0 ≤ q ≤ M/2 and j − q ≥ 0 and j + q < J.
A kernel point Q from which the optic disc is unwrapped is determined as the approximate center of the disc. Q must be within the disc for the transformation to be valid. The optic disc is sampled from Q radially outward with I rays of radius R and J samples per ray. The result of the transformation to polar coordinates is a new 2-D image P(i, j) where 0 ≤ i < I and 0 ≤ j < J.
The polar transformation we use is similar to this, however it is possible that a sample could lie within vessel region which we have removed earlier. To minimize the effect of these regions, each sample is computed from an average of the values, excluding vessel pixels, along an arc whose endpoints bisect the surrounding two rays. An example of this is shown in
Graph Construction
The unwrapped image P(i, j) can be viewed as a 2-D weighted, directed graph G = (V, E) (see
The cost of a vertex in V is inversely proportional to the likelihood that it is located on the desired border. These constraints allow us to build a cost function for the disc and the problem is reduced to tracing an optimal path p disc in G, where 0 ≤ p disc (i) < J for every 0 ≤ i < I. The optimality of the path is defined with respect to the total cost of the vertices on it.
Cost Function Design
Our algorithm relies on the ability to maximize the probability of the detected region which can be seen as maximizing the total probability
where 
Note that it is equivalent to view the total cost as the difference of probabilities within the disc, or the sum of the probabilities within their respective regions. The computation can be further optimized by realizing that P disc (i, j) + P bg (i, j) = 1, thus the final cost function is described in Equation 3
.
Finally, the the segmentation algorithm is focused on minimizing the cost function, and so it is necessary to invert the costs which translates to finding the region with the lowest probability of being background. [15] . A dynamic programming algorithm is used to compute the optimal path beginning at a specific point (0, j). The optimal closed path is then back-traced from the point (I, j) thus beginning and ending at the same point. In this way, we obtain the optimal path p disc for the optic disc. [16] . Figure 3) . As the borders are defined by 2-D splines, the nearest point p 2 with respect to p 1 can be calculated quickly using a gradient descent approach [10] . This can be optimized using a combination of Newton's method with quadratic minimization [17] . Because of the length of each spline and the possible points in our discrete space, we achieved comparable results by simply testing a predetermined number of samples (N = 10) along each interval of the 2-D spline.
Optimal Path Computation
The optic disc is a closed border, thus in polar coordinates p disc (0) = p disc (I). The Chen, Wang, Wu [14] algorithm facilitates this fact with an efficient graph search algorithm. The graph search takes advantage of the fact that two optimal paths starting at two different points, (0, j ) and (0, j ) (j = j ), can be found that do not cross each other. Following from this property is a divide-and-conquer algorithm in which the
The optimal path, computed in polar coordinates, consists of samples along the final border in the original image. The final border is calculated by transforming the samples using the inverse of the polar transform, and then fitting an interpolating 2-D closed spline to the data
EXPERIMENTAL METHODS
Data
Stereo photographs were obtained from 82 patients with a diagnosis of glaucoma. Color slide stereo photographs centered on the optic disc were acquired using a fixed geometry Nidek 3Dx stereo retinal camera. This camera takes simultaneous left and right stereo photographs of the optic disc on slide film; after development, the slides were scanned at 4096 × 4096 pixel resolution, 24 bit color depth, with a Kodak slide scanner (Kodak Inc., Rochester, NY).
The Nidek 3Dx camera projects two alignment marks onto the retina that are photographed simultaneously. Mutual information-based affine registration was used to align the right and left stereo pairs. The image was then cropped to 512 × 512 pixels keeping the optic disc in the center (see
Independent Standard
Error Indices and Data Analysis
A classification accuracy is also reported, reflecting the number of correctly classified pixels. The accuracy is based on a balanced sampling of the two classes from the reference standard. The accuracy is computed using
Accuracy = T P + T N T P + T N + F P + F N where statistics are collected from the sampled pixels for the number of true positives (T P ), true negatives (T N), false positives (F P ) and false negatives (F N).
RESULTS
We compare our algorithm against the manual segmentations by three glaucoma fellows to provide a realistic benchmark of current segmentations. Also, we compare the method to standard graph search approaches, involving costs computed from simple edge features. The three methods we use are
Gaussian smoothing (σ = 5.6) of the grayscale intensity followed by Canny edges (r = 8 pixels).
Canny edges (r = 8 pixels) of the blue-yellow color plane.
Canny edges (r = 16 pixels) of the blue-yellow color plane.
The blue-yellow plane is used because it tends to emphasize the optic disc [3] . These three costs were selected for performing the best over our feature set, including features computed on the green plane which is much more widely used. Table 1 along with some example results in Figure 7. A list of the most significant features can be seen in Figure 4 . The features were calculated from a large pool of features including different scale smoothness operators, edge detectors and first and second order derivatives [18] . Each feature is computed on the intensity, red-green and blue-yellow color planes. The probability map computed from the selected features is shown along with the final segmentation in Figure 5 . Intermediate results demonstrating the steps of our algorithm are shown in Figure 6 . Figure 7b , the lower right portion of the border is drawn into the disc because of the poor classification within that particular area. However, the segmentation provides a good approximate region that can be used for further processing of the disc such as determining the location of the 'cup' [3, 4] . The cupping of the optic nerve head is an important motivation for our investigations, as it can be helpful in determining the onset of glaucoma in patients [1] 
An expert determined that 5 of the 82 datasets had resulted in a complete failure. The statistics are computed on the remaining 77 datasets to more accurately display the performance of the algorithm in normal operation. A numerical comparison of the different methods is in
DISCUSSION
The segmentation tends to depend on the quality of the classification within the disc. For example, in
