We describe how a 2.5D approach can be successfully applied to micromagnetic simulations in which the magnetization dynamics is computed on the nanometer scale. In this approach, an infinitely long geometry is treated enabling a 2D spatial discretization. The material properties and field quantities are invariant in the infinite direction but retain their 3D vector character, safeguarding a correct physical description of the magnetization processes. As an example, we apply the 2.5D approach to investigate the equilibrium domain configurations and domain wall types encountered in infinite magnetic strips with varying cross-sectional dimension (4D D) and a varying uniaxial anisotropy strength K u , imposed along the infinite direction. For each considered point in the parameter space D K u , the equilibrium state is computed by relaxing the micromagnetic system starting from four different initial magnetization states. On the basis of these simulations, we can distinguish three different regions, dominated by the anisotropic, magnetostatic, and exchange interactions.
INTRODUCTION
For many years, magnetic domains and magnetic domain walls are studied in soft magnetic materials with various geometries and material parameters in order to get a deeper understanding of the competition between the different micromagnetic interactions and to make a practical use of the studied magnetic elements possible [1] [2] [3] [4] [5] [6] . For instance, in the development of memory devices, it is very important to know the different (meta)stable domain configurations for a certain sample geometry and to understand how the different material and geometrical parameters influence the domain structure. If one aims at structurally investigating domain and domain wall structures in a numerical way, large parameter scans need to be undertaken on possibly large samples, which is computationally intensive.
A first possibility to reduce the computational burden is to apply a 2.5D approach in which the geometry is infinite in one direction. In this approach, all material and field quantities are considered to be invariant along the infinite spatial direction but still retain their 3D vector character. This makes a 2D discretization of the geometry possible and reduces the computational burden for the evaluation of the magnetic fields, compared with a full 3D description. This approach is particularly valuable when, for example, studying domains and/or domain walls. Indeed, also purely analytical approaches, for example, the domain theory, start from a 2.5D material model in order to simplify the analytical expressions [7] [8] [9] . The 2.5D model is also adopted in very different research areas, for example, in inversion algorithms aiming at retrieving geophysical or submarine information [3, [10] [11] [12] [13] and in electromagnetic (inverse) scattering problems [14] [15] [16] . The presented 2.5D approach is implemented on graphical processing units, originally developed for high-speed image rendering, but because of its huge parallel computation power, it also enables speeding up of micromagnetic computations up to two orders of magnitude [17, 18] .
Probably one of the first attempts to perform a structural numerical analysis of the domain wall types, depending on the sample and material parameters, was done in 1995 by Ramstöck et al. [19] . They considered a narrow magnetic strip with infinite length and a rectangular cross section with fixed aspect ratio in which an uniaxial anisotropy was considered along the infinite direction. In the simulations, the anisotropy strength as well as the sample dimensions were varied, and their influence on the domain wall separating the considered two-domain system was investigated. This study resulted into phase diagram describing different domain wall types in the two-parameter space defined by the anisotropy strength and the geometry dimensions. An identical geometry is experimentally treated by Engel-Herbert et al. [20] ; for fixed sample and material parameters, different magnetization states along the magnetic strip are investigated.
In this paper, we perform the same parameter scan. Because of the enormous parallel power of the graphics processing units (GPUs), we are able to simulate a very large number of points in the considered parameter space without enforcing any assumptions or approximations. As a result, the simulated domains and domain walls are very different from those found by Ramstöck et al. [19] . Therefore, we repeat their study and make a classification of the large variety of domains and domain wall structures encountered in the considered geometry. This way, we show how a 2.5D approach implemented on GPU hardware enables us to accurately scan complete parameter spaces in a very short time and can as such assist us in a more profound understanding of the competition between the different interactions determining the equilibrium magnetization states.
THE MICROMAGNETIC 2.5D DESCRIPTION
In the micromagnetic theory, the Landau-Lifshitz equation
describes the time and space variation of the magnetization M. Here, G is the absolute value of the gyromagnetic ratio,˛is the damping constant, and M s is the saturation magnetization. The effective field H eff is the sum of the applied external field, the anisotropy field, the exchange field, and the magnetostatic field. In our implementation, Runge-Kutta schemes of different order can be used to time step Equation (1). In these schemes, the effective field H eff is evaluated several times per time step. Here, the most time-consuming part is the computation of the magnetostatic field H ms . As mentioned in the preceding texts, in this paper, the considered geometries are infinitely long, for example, along the´-direction. All field quantities and material parameters are invariant in this direction but retain their 3D character. For instance, the magnetization has the form M.x; y/ D M x .x; y/; M y .x; y/; M´.x; y/ . In the 2.5D model, the anisotropy contribution to the effective field is identical as in the full 3D description because it only depends on the local magnetization. The magnetostatic field kernel can be obtained by integrating the 3D expression [21] over the entire´-axis. With the 2D space vector defined as D e D xe x C ye y , this integration yields 
With the use of FFTs, this convolution product can be evaluated in O.N log N / time, with N the number of finite difference cells [21] . The computational time gain is twofold. First, in the 3D description, the Green's kernel g ms contains no zeros, and consequently, six FFTs need to be computed together with 9 4N pointwise products in Fourier space. In the 2.5D approach, however, only four FFTs and 4 4N pointwise products need to be evaluated. Second, all FFTs are 2D transforms; while in a 3D model, 3D Fourier transforms need to be evaluated. This results in large time gains because in micromagnetic algorithms, most of the time is spent on the evaluation of the magnetostatic field. As in a micromagnetic 2D description, the six neighbor finite difference discretization formula for exchange field [22] reduces to a four neighbor variant.
CASE STUDY
To show the applicability of this approach, we consider the geometry presented in Figure 1 . The strip perfectly fits the 2.5D description. It is infinitely long along the´-direction and has a rectangular cross section with thickness D and fixed aspect ratio 4:1. A uniaxial anisotropy with strength K u is considered along the infinite direction. In the simulations, the parameters D and K u are varied.
In the simulations, equilibrium states as a function of the considered parameters are computed. To suppress the equilibrium state corresponding with saturation along the´-direction, Ramstöck et al. [19] proposed the four initial magnetization configurations defined by
The different magnetization states are shown in Figure 2 . In this figure and all other magnetization plots in this paper, we appoint a color to each magnetization direction by means of the color code shown in Figure 1 . Starting from the configurations shown in Figure 2 , the system is relaxed to Figure 1 . Left: a magnetic strip with a rectangular cross section having an aspect ratio of 4:1 is considered. The strip extends infinitely along the´-direction. The uniaxial anisotropy is aligned along the long edge of the sample. In the simulations, the anisotropy strength K u and the geometry parameter D are varied. Right: used color code to represent the local magnetization. Additionally, black is proportional to the magnetization along the negativé -axis, while white is proportional to the magnetization along the positive´-axis. the corresponding ground state by solving the Landau-Lifshitz-Gilbert equation with fixed exchange stiffness k ex D 10:0 pJ/m, that is, an exchange length l ex '5 nm, and fixed magnetization saturation M s D 800 kA/m. These starting configurations were chosen by Ramstöck et al. [19] to strongly favor the formation of asymmetrical Bloch walls (a), symmetrical Bloch walls (b), asymmetrical Néel walls (c), and symmetrical Néel walls (d). All starting configurations show a different symmetry or asymmetry, which will also be present in the equilibrium domain configurations obtained by our simulations. In our simulations, we discretize the geometry in 256 64 finite difference cells. The LandauLifshitz-Gilbert equation is time stepped until the Gibbs free energy reaches the numerical noise level.
In the simulations, we vary the parameters D, expressed in exchange lengths l ex , and the dimension- 
DOMAIN AND DOMAIN WALL CLASSIFICATION
In what follows, we will describe the different domains and domain wall types obtained starting from the configurations shown in Figure 2 (a-d) for varying dimensions and anisotropy strength.
Starting configuration (a)
A classification of the equilibrium domain configurations can be based on the average magnetization component along the´-direction in, for example, the right half of the samples as shown in the central part of Figure 3 . The surrounding plots show the domain configurations for the corresponding points in the QD-parameter space. It is clear that all the configurations show the same kind of asymmetry as their starting configuration. From this graph, three different regions can be distinguished. In region I, the anisotropic interaction is dominant: the magnetization configuration is defined by two domains in the left and right hand side of the samples with a magnetization aligned to the easy axis. In region II, the magnetostatic interaction is dominant and a Landau state is obtained [9] : the magnetization configurations comprise of two oppositely magnetized, elongated domains, parallel with the x-axis. Two closure domains close the in-plane flux lines. In region III, the exchange interaction is dominant: the initial magnetization state is relaxed toward an equilibrium that is close to saturation along the yaxis. However, this is a meta-stable equilibrium state also encountered by Ramstock et al. [19] , which is far from the stable equilibrium state corresponding with saturation along the easy magnetization direction: the single domain limit. This region will be encountered for all starting configurations and will not be further commented on.
Region I.
The structure of the domains in region I shows the typical trade-off between the anisotropic, magnetostatic, and exchange interaction. For high anisotropy strength, the magnetic configuration is completely aligned with the easy axis, except for the narrow central domain wall. shows the thickness of the domain wall in regions I and II. The definition is based on the slope in the direction perpendicular to the wall of the´-component of the magnetization [23] . The domain wall thickness has a minimum value of about 5 nm, independent of the sample dimensions. However, for decreasing Q, the domain wall width increases up to 35 nm under the influence of the magnetostatic and the exchange energy present in the domain wall. Zooms of the domain walls of state h and k are shown in Figure 5 . For large Q, for example, state k, one can see that at the top and bottom edge the domain walls have a magnetic component perpendicular to the sample edge and thus generate stray fields. For decreasing anisotropy strength, these flux lines close into the material following a closure path along the sample edge, see, for example, state h in Figures 5 and 3 . For yet smaller Q and D > 10 l ex , the magnetostatic interaction starts to dominate over the anisotropic interaction. Here, the closure path of the flux lines gradually become real domains. Indeed, in the intermediate state n, closure domains with two 90 ı domain walls at the short edges are emerging. From Figure 5 , it is clear that also the structure of the domain wall is varying in the QD parameter space. The domain wall in the state k corresponds over the complete length with a Bloch wall [9] . Indeed, the magnetization vectors only vary in the y´-plane. The magnetization state h, however, has only a Bloch-type domain wall in the central part; while closer to the edges of the sample, the wall evolves toward the Néel type [23] : near the edges the magnetization varies only in the x´-plane. To classify the domain types in the complete parameter space, we define the angle Â.y/ at the center of domain wall over its complete length, that is, from the top edge to the bottom edge, as the angle between the local magnetization and the y-axis. For a theoretical Bloch wall, this angle is 0 ı ; while for a theoretical Néel wall, this angle is 90 ı . Now, Figure 5 shows for each point in the QD parameter space the percentage of the wall corresponding to the Bloch type (left) and the percentage of the wall corresponding to the Néel type (right). We chose to classify a Bloch wall as Â < 10 ı and a Néel wall as Â > 60 ı . It is clear that for decreasing anisotropy strength, a larger portion of the domain wall has the Néel wall type because this type does not generate any stray fields at the sample edges.
Region II.
It was already mentioned that in samples with QD parameters between region I and region II, for example, state n, closure domains are emerging. For yet smaller Q values, that is, in region II, the areas with a magnetization along the easy axis further reduce to a horizontal 180 ı domain wall. Indeed, in this region, the demagnetizing interaction dominates the domain configuration. However, if one looks at the horizontal domain walls in the plots of Figure 3 , one can distinguish two different types of domain walls in this region. Near the boundaries of the regions, the domain walls have the Bloch wall type; while in the other parts of the region, the domain wall is a cross-tie wall with successive vortex and anti-vortex states [9] . In the cross-tie wall, the magnetostatic energy is minimized. Because the (anti-)vortex states have a large anisotropy energy for increasing Q (i.e., when moving towards the right boundary of region II) the cross-tie walls evolves toward a Bloch wall in which the anisotropy energy is minimized. In the same way, the cross-tie wall transforms into a Bloch wall for decreasing D in order to minimize the growing exchange energy present in the cross-tie wall.
Starting configuration (b)
In analogy with the starting configuration (a), Figure 6 shows in the central part the average magnetization in the right hand side of the samples for varying Q and D. The domain configurations are now obtained by relaxing the initial configuration (b). The surrounding domain plots correspond to equilibrium states for the labeled points in the QD-parameter space. Also, here, three regions can be distinguished. The domain configurations in region I are analogous to those encountered for starting configuration (a). However, from the domain plots, it is already clear that the domain wall is different. Also, for this case, horizontally magnetized domains are present in region II, where the magnetostatic effects are dominant. Contrary to the former case, the diamond state [9] is obtained: four horizontal domains are present together with a central and two closure domains with magnetization oriented along the y-direction. The domains are separated by 90 ı domain walls.
Region I.
Identical comments as for the starting configuration (a) can be made. In this region, the anisotropy is dominant to such an extent that almost the complete sample is magnetized along one of the two easy axes. The domain wall, however, is different. The domain walls for the states k and h are shown in Figure 7 . All domain walls encountered in region I have a Bloch-type structure along their complete length. Indeed, in the domain walls shown in Figure 7 , the magnetization vectors in the domain walls do not have an x-component. For large Q-for example, state k-the magnetization has a component perpendicular to the sample edges at the boundaries. For smaller Q-for example, state h-the stray fields are diminished by the emerging of the flux closure paths along the edges of the sample. Also, for this starting configuration, the domain wall width decreases for decreasing anisotropy strength. For yet smaller Q-values-for example, state n-the magnetostatic interaction comes more in competition with the anisotropic interaction. The magnetostatic energy in the central domain wall is decreased by broadening the domain wall toward a central domain. Furthermore, the closure flux paths are growing toward real domains as seen in the former case.
Region II.
In this region, dominated by the magnetostatic field, only domains with a magnetization in the xy-plane are present. The 90 ı and 180 ı domain walls minimize the magnetostatic energy. However, for small sample dimensions, the different domains are more gradually evolving into one another to decrease the exchange energy. Also, in this case, the 180 ı Bloch domain wall becomes a cross-tie wall when the sample dimensions are high, and the anisotropy strength is small.
Starting configurations (c) and (d)
In general, all equilibrium domain configurations maintain the symmetry of their original starting configuration. This is also the case for the equilibrium states obtained starting from configurations (c) and (d). In the previous discussion on the domain (wall) structures obtained from the configurations (a) and (b), a highly important aspect was the emerging of flux closure paths along the edges of the sample in region I for decreasing Q in order to reduce the stray fields at the edges of the sample introduced by the central wall. For very small Q, these flux paths resulted into the domains with in-plane magnetization. In the equilibrium states obtained from the starting configurations (c) and (d), such closure flux paths can not emerge because of the imposed symmetry. Indeed, the symmetry imposes in both cases that the x-component of the magnetization is identical at the top and bottom side. To demonstrate this, Figure 8 shows the local magnetization in the neighborhood of the Bloch wall obtained after relaxing the starting states (c) and (d) for the same Q and D values as states h in Figures 3 and 6 . It is clear that in both cases, in order to reduce the stray fields, the magnetization is aligning with the sample boundary. However, because at the top edge as well as at the bottom edge the magnetization points in the same positive x-direction, no flux closure path is generated. For yet smaller Q, the top and bottom area with a magnetization along the x-direction broaden, eventually giving rise to a uniformly magnetized sample with a closure structure near the outer edges of the sample, see, for example, Figure 8 (bottom). Such equilibrium states are far from the ground state, and only metastable in nature because high magnetostatic fields are present. Therefore, we will not treat these cases in more detail.
DISCUSSION
The available computational power makes the presented micromagnetic 2.5D approach a valuable numerical tool to complement the analytical domain theory to study domains and domain wall structures. Indeed, when comparing our results for this particular system with the ones reported by Ramstöck et al. [19] , one can conclude that the authors were not able to reproduce the region II because of the simplifying assumptions they had to make to reduce the computation time. The computational power in those days was insufficient to produce a parameter scan as presented here. Several authors [1, 3, 5, 6] used CPU-based micromagnetic software to investigate the domain (wall) structure in systems comparable with the one presented here. However, because of the long simulation times, they had to restrict to only small portions of the considered parameter space. The simulations for this study were performed on two machines each containing four nVIDIA GTX 480 GPUs (NVIDIA, Santa Clara, California, USA.) and were completed in about 45 h.
It is clear that the starting configuration has a large influence on the obtained equilibrium states. In this paper, we considered four starting configurations of which only two resulted into physically acceptable equilibrium magnetization states. Other starting conditions could also be taken into account, see, for example, [24] . All the obtained equilibrium configurations are (meta)stable states which can exist next to each other. Indeed, in comparable sample described in [20] , the Landau and diamond structure were experimentally observed in distinct areas of the sample. In practice, the observed domain configuration depends on the magnetization history of the material.
