Supplementary Information Text

Latent-variable model for ordered regression
Since pest severity is expressed as discrete ordinal data, an ordered regression technique was used to model its response to explanatory factors. The ordered regression model is commonly represented as a latent-variable model. A model variable is latent when it cannot be measured directly, but its value is inferred by modelling the values of other, measured, variables. Defining y* as a latent variable, the structural model in the ordered regression is (1): * = + (1) | ~ (0,1) where x denotes the set of explanatory variables that determine y*. While y* is unobservable, we do observe the categories of response: y = 1 if y* ≤ α1 (2) = 2 if α1<y* ≤ α2 = 3 if α2<y* ≤ α3 = 4 if α3<y* ≤ α4 = 5 if y*>α4 where the α's are called cutoff points or threshold parameters. The cutoff points serve to match the probabilities associated with each discrete outcome and can be estimated by data with maximum likelihood.
Estimated coefficients from ordered probit regressions only suggest directional effects of explanatory variables on the dependent variables. Ultimately, we are interested in the change in pest severity because of incremental change in each given explanatory variable of interest, holding other factors constant, i.e., the marginal effect of an explanatory variable on the probability of observing each of the outcome levels of the dependent variable. These marginal effects of the explanatory variables on the probabilities are not equal to the regression coefficients (as they would be in linear models) and need to be calculated in Stata using the command "margins" after running ordered probit regressions. We use both Ordinary Least Squares (OLS) and non-parametric regressions to estimate the time trends in weather variables during 1991-2015. The coefficients from the non-parametric regression represent the average of the predicted means ("Mean" in the 6 th row) and the average of the predicted derivatives of the mean function, i.e., the marginal effect of "Year" (5 th row). Estimated time trends are largely consistent between the OLS and non-parametric regression results, except temperature in July and precipitation in August. Non-parametric regressions require no assumptions about the functional form for the expected value of the response variable given a regressor, and therefore is more suitable than linear regressions (2) . The values of goodness-of-fit (R 2 ) from non-parametric regressions are also substantially larger than those from OLS regressions. (2) . Model (1) uses Shannon diversity to characterize land use diversity whereas model (2) uses data on proportion of land use for six land use classes (one omitted from the model because the fractions sum to 1). (ii) Standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1. (iii) c The reference land use class is cultivated land. (iv) Monthly mean temperature has units of degree Celsius (˚C). Monthly total precipitation has unit of millimeters (mm). 
