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The interplay of interactions and strong disorder can lead to an exotic quantum many-body localized (MBL)
phase. Beyond the absence of transport, the MBL phase has distinctive signatures, such as slow dephasing
and logarithmic entanglement growth; they commonly result in slow and subtle modification of the dynamics,
making their measurement challenging. Here, we experimentally characterize these properties of the MBL
phase in a system of coupled superconducting qubits. By implementing phase sensitive techniques, we map
out the structure of local integrals of motion in the MBL phase. Tomographic reconstruction of single and two
qubit density matrices allowed us to determine the spatial and temporal entanglement growth between the
localized sites. In addition, we study the preservation of entanglement in the MBL phase. The interferometric
protocols implemented here measure affirmative correlations and allow us to exclude artifacts due to the
imperfect isolation of the system. By measuring elusive MBL quantities, our work highlights the advantages
of phase sensitive measurements in studying novel phases of matter.
Disorder-induced localization is a ubiquitous phe-
nomenon that occurs in both classical and quantum sys-
tems. In 1958 Anderson showed that in non-interacting
systems disorder can change the structure of electronic
wave-functions from being extended to exponentially
localized [1]. This localized phase has been observed
for systems of non-interacting phonons, photons, and
matter-waves [2–6]. The conventional wisdom had long
been that systems of interacting particles do not local-
ize and ultimately reach thermal equilibrium regardless
of the disorder magnitude. However, recent work shows
that localization may persist even in the presence of in-
teractions between particles, establishing the many-body
localized (MBL) phase as a robust, non-ergodic phase of
quantum matter at finite temperature [7–12].
The foremost characteristic of the MBL phase is the
absence of transport and local relaxation to a thermal
state [7, 10, 11, 13–17]; from this perspective, the MBL
phase resembles a noninteracting Anderson insulator.
But the dynamics of quantum information in the MBL
phase are richer than in an Anderson insulator [9, 18–
28]. The two phases share the property of having ex-
tensively many spatially local integrals of motion. How-
ever, in the MBL phase, the integrals of motion interact
in ways that lead to slow dephasing and the logarith-
mic growth of entanglement, among other consequences,
some of which have been experimentally observed [29–
31]. Directly probing the structure of these integrals
of motion, which define the MBL phase, has proven ex-
perimentally challenging, as it is best accomplished with
phase sensitive measurements.
Figure 1. Many-body localization with superconduct-
ing qubits. The constituents of the many-body localized
phase are localized orbitals (local integrals of motion, LI-
OMs). The LIOM structure is determined by the potential
landscape, with greater disorder further localizaing the LI-
OMs, and hence decreasing their typical length scale ξ. The
spatial disorder yields a distribution of the length scales ξ.
The shaded region indicates effective non-local interactions
J˜ij between two LIOMs, giving rise to non-trivial dephasing
dynamics and logarithmic entanglement growth.
Using an array of coupled superconducting qubits in
one- and two-dimensions, we study the dynamics of inter-
acting photon excitations in a disordered potential. The
Hamiltonian is described by the Bose-Hubbard model
HBH =
nQ∑
i
hia
†
iai︸ ︷︷ ︸
on-site detuning
+
U
2
nQ∑
i
a†iai(a
†
iai − 1)︸ ︷︷ ︸
Hubbard interaction
+ J
∑
〈i,j〉
(
a†iaj + h.c.
)
︸ ︷︷ ︸
NN coupling / hopping
, (1)
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2Figure 2. Ergodicity breakdown at strong disorder. (a) Disorder averaged on-site population vs. time for nph = 2. In
a chain of 9 qubits, two qubits were excited (q6, q9). The on-site population of q9 was measured for various magnitudes of
disorder w/J , with J = 40MHz (averaged over 50 realizations). The parameter τhop = (2piJ)−1 has been introduced to connect
the laboratory time t with the hopping energy. Nref is defined to be the average on-site population across instances of disorder
at the reference time tref = 100ns, after initial transients have been damped. The dashed black line indicates average photon
loss for a single qubit measured in isolation. (b) Histograms of Nq9(t) at the times and disorders indicated in (a) by numerals
i - vi. (c) Nref vs. disorder for nph = 1, 2, 3. Inset shows which qubits were initially excited.
where a† (a) denotes the bosonic creation (annihilation)
operator, hi ∈ [−w,w] is the random on-site detuning
drawn from a uniform distribution of width 2w, J is the
hopping rate between nearest neighbor lattice sites, U is
the on-site Hubbard interaction, and nQ is the number
of qubits; see supplementary material for details on the
characterization [32]. The qubit frequency, the nearest
neighbor coupling, and the nonlinearity set hi, J , and U ,
respectively. We are able to tune hi and J independently
at a fixed nonlinearity U = 160 MHz.
The localized regime of Eqn. (1) is obtained when the
frequency detunings hi are large compared to J . In this
regime, the eigenstates of the Hamiltonian are product
states of localized orbitals, referred to as local integrals
of motion (LIOMs), which are nearly qubit states but
have a spatial extent that decays exponentially across the
neighboring qubits (Fig. 1). Before measuring the prop-
erties of the LIOMs, we show that our system of qubits
is manifestly localized by studying the conventional re-
laxation dynamics.
Evidence for the breakdown of ergodic dynamics can
be obtained by measuring the mobility of excitations in
a 1×9 qubit array. In Fig. 2 we initialize the system with
a number of photon excitations nph by preparing 1, 2, or
3 qubits in the single excitation Fock state. We measure
the population on one of the initially excited qubits as the
system evolves under Hamiltonian (1). The disorder av-
eraged population at q9 (the observation site) Nq9 (t) for
nph = 2 is shown in panel (a). We choose a reference time
tref , in which Nq9 (t) approaches an asymptotic value af-
ter initial transients have been damped, but before the
dynamics of our system are dominated by relaxation or
dephasing at large time scales (dashed black line) [32–37].
The distribution of Nq9 (t) for selected disorder mag-
nitudes at t = 1 ns and t = tref are shown in Fig. 2(b).
At t = 1 ns the excitations have not propagated, and
there is a tight distribution close to the initial values,
regardless of the value of disorder. At t = tref the dis-
tribution is narrow for low disorder and becomes wider
with tails at larger disorders. This can be understood be-
cause at high disorder, level resonances are increasingly
rare which inhibits mobility. The tail of the distribution
results from these rare cases. At low disorder, excitations
can propagate freely between qubits and the behavior of
each disorder instance is typical, giving rise to narrow
distributions.
Fig. 2(c) shows the disorder averaged population at
tref = 100ns as a function of the disorder strength. At
weak disorder our observations are consistent with the
ergodic hypothesis that each of the accessible photon
states is equally likely to be observed. A uniform av-
eraging over the available phase space implies that the
occupancy of a given qubit should be nph /nQ. How-
ever, as we increase the disorder strength, significant de-
viations from the thermal value are observed, which in-
dicates that system becomes many-body localized. We
note that with more photons in the system, the popula-
tion converges to its thermal expectation value at higher
disorders. This is expected because the increased inter-
actions assist with the thermalization process and drive
delocalization. In the case of a single excitation our sys-
tem is non-interacting and hence localized for all disor-
der magnitudes. The apparent approach of the popula-
tion to the thermal value at extremely weak disorder in-
dicates the regime where the single-particle localization
length exceeds our system size. In two spatial dimen-
sions, we observe similar signatures for localization, see
supplement [32].
Nonlocal interactions between the LIOMs are a defin-
ing characteristic of the MBL state. As the system
is localized, the nontrivial dynamics of the system are
expressed in terms of phase relationships between the
LIOMs, which are most naturally observed observed
3Figure 3. Interferometric signatures of remote entan-
glement. (a) SE and DEER pulse sequences. DEER differs
from SE by the addition of a remote pi / 2-pulse simultane-
ous with the SE pi-pulse between the free precession intervals.
(b) 〈σz〉 = 〈1− 2a†a〉, and (c) purity of the single qubit for
SE (red dashed) and DEER (solid) experiments. The remote
DEER pulse induces dephasing, decreasing the purity. The
contrast between SE and DEER probes the non-local interac-
tion J˜ij between the SE lattice site and the DEER site.
through phase sensitive protocols rather than measure-
ments of population. In the localized regime, Eqn. (1)
can be brought into a diagonal form by a finite set of lo-
cal unitary transformations [21, 22]. In this basis there is
no hopping and the Hamiltonian can be written in terms
of on-site detunings and non-local interactions,
H˜τ =
∑
i
h˜iτ
z
i︸ ︷︷ ︸
on-site detuning
+
∑
i,j
J˜ijτ
z
i τ
z
j +
∑
ijk
J˜ijkτ
z
i τ
z
j τ
z
k + . . . .︸ ︷︷ ︸
non-local interaction
(2)
The τzj are Pauli operators that commute with H˜τ and
are hence conserved; the system is localized. Note that in
the parameter regime considered here, two and more exci-
tations per qubit occur only virtually [32]. The non-local
interactions J˜ij , J˜ijk, . . . generate entanglement through-
out the localized system and can be unambiguously es-
tablished by adopting interferometric methods inspired
by NMR protocols [23], which are closely related to mea-
suring out-of-time-order correlators.
Fig. 3(a) illustrates a conventional spin-echo (SE) se-
quence and its extension double electron-electron reso-
nance echo (DEER) which we use to provide a differential
measurement of phase accumulation with and without
a remote perturbation. The construction and effects of
these pulse sequences can be understood from Eqn. (2).
Deep in the MBL phase, the LIOMs are nearly localized
on individual qubits. The SE pi-pulse between free preces-
sion intervals essentially negates the local frequency de-
tuning, reversing the evolution and hence reversing phase
accumulation. The role of the additional pi/2-pulse in
the DEER sequence is to make the SE refocusing incom-
plete by an amount depending on the nonlocal interac-
tion. Thus the technique directly probes the strength of
this non-local interaction [32]. A comparison with closed
system numerics is presented in the supplement.
The measurement of on-site population, depicted in
panel (b), shows that the remote pi/2-pulse in the DEER
sequence does not alter the population on the observation
site, assuring that the system is in the localized regime.
Comparing the difference of SE and DEER (panel (c)),
we see that the additional differential relaxation in the
DEER case is a pure interference effect that directly mea-
sures the non-local interaction between distant localized
sites. In addition, the difference between SE and DEER
decreases as the distance between the SE site and remote
disturbance site is increased. This can be understood
from the decaying nature of the interactions between the
LIOMs with distance. The interferometric protocol is
thus demonstrating the foundational interaction effects
of MBL states. As a next step, we characterize the dis-
tribution of the couplings J˜ij .
A hallmark of the MBL phase are the non-local inter-
actions J˜ij between LIOMs. To investigate the emergent
non-local interactions, we measure the distribution of the
couplings P (J˜ij) (Fig. 4) with a conditional phase mea-
surement made possible by our ability to drive on site
rotations. As shown in panel (a), our protocol consists of
preparing qubit Qi in a superposition state (|0〉+|1〉)/
√
2
and then measure evolution of its 〈σXi 〉 under two condi-
tions: when Qj is in |0〉 state and when it is in |1〉 state.
The rate of phase accumulation of Qi is conditioned on
the state of Qj and thereby permits the extraction of the
J˜ij . Experimentally, we measure the dominant low fre-
quency peak and associate its shift as the J˜ij . Repeating
this process several times for different disorder realiza-
tions, we obtain the distribution of the couplings J˜ij . We
find the J˜ij to be broadly distributed, Fig. 4 (b), with
a mean that is rapidly decaying with increasing distance
between the qubits (panel (c)). The broad distribution
of the couplings has profound consequences. In partic-
ular, upon disorder averaging the entanglement entropy
between the two qubits grows logarithmically in time and
4Q i Qj N  =15Q
1 2 3 4 5 6
1 2 3 4 5 6
evolution time t  (ns)
= 5
= 10 = 5
a)
b)
c)
Figure 4. Distribution of the couplings between the
localized orbitals (a) The pulse sequence for measuring J˜ij
showing that the evolution of 〈σXi 〉 on Qi for Qj initialized in
|0〉 (red) and in |1〉 (blue). (b) The histogram of J˜ij values
measured for 1000 instances of disorder vs. distance between
Qi and Qj . (c) The disorder-instance-averaged values of
J˜ij in linear (main) and semi-logarithmic scale(inset) for two
ratios of disorder w/J = 5 (green) and w/J = 5 (gray).
saturates at a finite value. By contrast a sharp distribu-
tion of the couplings would lead to an oscillatory behavior
of the entanglement entropy between two entities [20].
We investigate the formation and preservation of en-
tanglement between two qubits A and B that are embed-
ded in an MBL environment as illustrated in Fig. 5(a).
Details of the 2D device used for these measurements can
be found in [38]. The entanglement of formation (EOF) is
a proxy for the entanglement cost, i.e., the amount of en-
tanglement directly between qubits A and B that would
be required to asymptotically produce the observed two-
qubit mixed state density matrix [39]. We emphasize that
because we are affirmatively detecting a quantum corre-
lation between sites of the subsystem, the observed EOF
cannot be attributed to open system effects which would
tend to suppress the correlations. The EOF is therefore
a more conservative entanglement measure than conven-
tional measures, such as the von Neumann entanglement
entropy, and a valuable tool for characterizing realistic
experimental systems, which are always coupled to envi-
ronmental degrees of freedom.
In panels (a) to (c) we initialize the subsystem in a
product state of single qubit superpositions and observe
the development of entanglement between the subsystem
qubits. Regardless of geometry of the qubit array, en-
tanglement grows gradually between the localized, spa-
tially separated sites over several hopping times. The en-
tanglement grows faster when the subsystem qubits are
closer to each other. This can be understood by con-
sidering two isolated qubits, which are becoming corre-
lated with a rate given by the effective interactions J˜ij
that increases with decreasing distance (Fig. 4(c)). The
EOF for a single disorder realization possesses a sinu-
soidal shape. However, due to the disorder average over
the broad distribution of the couplings J˜ij the EOF satu-
rates at intermediate times and only decays at late times
due to open system effects. The EOF results have to be
contrasted with the von Neumann entanglement entropy,
which would continuously increase because it includes en-
tanglement with all degrees of freedom external to the
subsystem.
As the system geometry is transformed from 1D to 2D
(panels (a) to (c)) there is an overall trend of suppressed
EOF. This is because of the monogamy of entanglement
principle [40]. Compared with 1D, in 2D each qubit has
additional neighbors, which changes the structure of the
LIOMs and provides more transport channels, thus en-
hancing the spread of entanglement. The monogamic
principle states that there is a maximum degree to which
two qubits may be correlated, and that entangling (cor-
relating) either member of this pair with other qubits
necessarily decorrelates the first two. Thus in the higher
dimensional systems shown here the subsystem qubits
entangle with the environmental qubits to a greater ex-
tent thereby reducing the degree to which the subsystem
qubits can be correlated.
At long times, the interaction between subsystem
qubits is outcompeted by the interaction of the subsys-
tem with the environmental qubits and the open system
and the EOF declines. We highlight that in our system
the EOF, an affirmative correlation measure, detects cor-
relations between sites with a large separation, e.g. (A,
B3) even though they are embedded in a large system of
qubits which are never truly isolated.
The results thus far illustrate how interaction effects
propagate entanglement throughout the system. How-
ever, because MBL systems are non-thermal, features
of their initial state remain imprinted on them. Stable
5Figure 5. Growth and preservation of entanglement between localized sites. Entanglement of formation between
qubits in various 2-qubit subsystems (A,Bi). To observe the development of entanglement between sites A and B the subsystem
is initialized in a product of single qubit superposition states and the entanglement of formation of the two qubit density matrix
is extracted, for subsystems of (a) 1 × 10, (b) 2 × 5, and (c) 3 × 5 array of qubits with J = 30MHz and w/J = 10. In a 2
qubit subsystem (A,B) of a 3 by 7 array of qubits, a Bell pair is created, and the Logarithmic negativity (d) and coherent
information (e) are extracted from measurements of the subsystem density matrix and averaged over 80 realizations of disorder
for J = 30MHz with w/J = 12. We initialize the environment with an excitation at a position Ci which is varied.
non-thermal local occupations exemplify this behavior,
however the extension of this memory to quantum cor-
relations has not been demonstrated experimentally. To
probe this aspect, we prepare a maximally entangled Bell
state between two subsystem qubits in a 3×7 qubit array
and monitor the subsystem density matrix as the pair
interacts with a remote photon. We focus on the dis-
tillable entanglement (DE), i.e., the entanglement which
can be extracted from the mixed density matrix. The
upper and lower bounds of the DE are the logarithmic
negativity entropy and the coherent information entropy
respectively, shown in Fig. 5(d) and (e).
The initial drop of DE, on the single hopping timescale,
is attributed to population transfer from the Bell pair
into the environmental qubits. Thereafter, interaction
with the remote photon induces local dephasing in the
subsystem, decorrelating the subsystem qubits according
to the monogamy of entanglement principle. With the
remote photon at larger distances, the DE remains finite
over several hopping times, in contrast to the behavior
at low disorder, c.f. supplemental material. The entan-
glement is increasingly disturbed as the remote photon is
brought closer to the Bell pair and the coherent informa-
tion that lower bounds the DE approaches zero at earlier
times. This data illustrates that in the MBL phase, a
memory of the initial quantum correlations persists to
late times and indicates that the excitation density is a
critical parameter for this application.
By introducing phase sensitive algorithms and mea-
surement, we have directly probed the nonlocal inter-
actions responsible for entanglement propagation and
mapped the spatial structure of the localized orbitals.
The techniques introduced here extend easily to the char-
acterization of digital algorithms and also more broadly
to other synthetic quantum systems, thus offering a new
6toolkit to experimentally probe entanglement dynamics
in a variety of settings.
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1 Device and calibration, Figs. S1-S3
The nearest-neighbor coupled, linear chain device used in Figs. 2 and 3 of the main text
features 9 frequency tunable transmon qubits with tunable inter-qubit coupling. An optical
micrograph is of this device is shown in Fig. S1 (a). The design details are discussed further
in [1]. The effective circuit model for a three qubit, two coupler subsection of the device is
shown in panel (b). Following [1], we infer the values of the circuit model parameters for
this device from spectroscopic measurements. The dynamics of this device are described by
a Bose-Hubbard Hamiltonian with tunable coefficients. We use the parameterized circuit
model to create a mapping between the experimentally controlled bias currents and the
resultant Hamiltonian coefficients. The circuit model measurements are made as a series
of single and two qubit measurements. Once the circuit model has been developed, we
benchmark the 9-qubit collective dynamics as described in Fig. S3.
a) b)
coupling (hopping) frequency detuning qubit nonlinearity
readout
resonator
qubit
coupler
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Figure S1: The 9 qubit linear chain device. This device was used in Figs. 2-4 of the main text. (a)
Optical micrograph of the 9 qubit linear-chain device. (b) Circuit diagram for a three qubit subsection of
the device.
We use Clifford based randomized benchmarking (RB) and purity benchmarking to quan-
tify the total error rate and the error rate due to decoherence per Clifford for the single qubit
3
Figure S2: Single qubit gate performance. Clifford based randomized benchmarking (RB), shown in
red, characterizes the total error rate per Clifford. Purity benchmarking, shown in black, characterizes the
total incoherent error rate per Clifford.
N
or
m
al
iz
ed
 F
ou
rie
r a
m
pl
itu
de
 (a
. u
.)
0
1
Instance
Ei
ge
nv
al
ue
 (M
H
z)
Error per eigenvalue: 1.2 MHz
0 2 4 6 8-2-4
Error (MHz)
Co
un
ts
0
5
10
15
20
a) b)
0 5 10 156200
6100
6000
5900
5800
5700
Predicted
Observed
Figure S3: Many-body Ramsey calibration data for 9 qubit randomly generated Hamiltonians.
(a) Fourier data for 18 instances of randomly generated Hamiltonians overlayed with the control model
predictions of the eigenvalues. (b) A histogram of the difference between the control model predicted
eigenvalues and the experimentally observed peaks.
gates in our algorithm. The data shown in Fig. S2 is for a typical qubit. The total and in-
coherent error rates per Clifford are extracted to be 3.1× 10−3 and 2.7× 10−3. Since there
are relatively few single qubit gates in our analog algorithms this is not a significant source
of error.
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In order to benchmark our ability to set multi-qubit time-independent Hamiltonians we
compare the eigenvalues predicted by our control model with those observed by using the
manybody Ramsey spectroscopy technique2. We prepare a qubit in the superposition state
|ψ0〉 =
(
|0〉+|1〉√
2
)
⊗ |0, ..., 0〉Other, evolve the system under a 9 qubit time-independent Hamil-
tonian, and observe 〈σx + iσy〉 of the initialized qubit vs evolution time. The eigenvalue
spectrum can then be recovered by Fourier transforming this time-series. This procedure
is repeated for each of the qubits in our system and a composite spectrum is assembled
from these measurements. We then compare the eigenvalues predicted by the parameterized
circuit model and with those extracted experimentally. Example calibration data for the 9
qubit linear chain geometry is shown is Fig. S3.
To make a stressful test and benchmark our control model over a wide parameter space
we perform manybody Ramsey spectroscopy over several instances of randomly generated
Hamiltonians. In the 9 qubit data shown here, the coefficients of our target Bose-Hubbard
Hamiltonian were taken to be independent random variables with Jij ∈ [0, 45]MHz and
hi ∈ [−200, 200]MHz. In Fig. S3 (a) the 2D color map shows the composite spectra for these
instances. The 2D plot is overlayed with the eigenvalue predictions from the control model
(red circles) and the detected peak locations (black circles). In (b) we report the distribution
of errors obtained from the difference of the predicted and observed eigenvalues for each
instance. The average error per eigenvalue for these Hamiltonian instances is 1.2MHz.
2 Transport measurements, Figs. S4-S6
In Fig. S4 we show data from the transport measurements before disorder averaging. The
data shown is for nph = 2 and selected values of disorder parameter w for J = 40MHz.
The disorder averaged data (black lines) is contained in Fig. 2 (a) of the main text, and the
histograms in Fig. 2 (b) of the main text are time slices of this data at 100 ns. The spread in
values at short time is primarily due to readout error, as state preparation error is small.
In the main text we report on short-time dynamics t . 100 ns, before our system is
dominated by decoherence. In reality, our 9 qubit chain is an open system, subject to both
5
Figure S4: Transport measurement instances. Instances of N (t) for the transport protocol of main
text Fig. 2 prior to disorder averaging. Data shown here is for J = 40MHz and nph = 2.
relaxation and dephasing because of its coupling to the environment. The characteristic
relaxation time T1 is ∼ 10µs and the characteristic dephasing time is a few µs. In Fig. S4
we provide additional data as an estimate of the importance of these open system effects.
In panel (a) we show the disorder averaged population vs time data for nph = 1. In panel
(b) we show the population vs time data for nph = 1 after correcting for relaxation (photon
loss) using a simple single qubit T1 model N corrected (t) = N (t)/e(−t/10µs). At high disorder,
where the localization length is shorter than one lattice site, single qubit T1 (photon loss
to the environment) is the dominant mechanism by which a photon leaves the observation
site and this correction works well, as indicated by the fact that the population has taken
a stationary value. At low disorder, in the diffusive regime, the excitations are able to
distribute themselves evenly across the chain and we expect the T1 correction to work well in
6
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Figure S5: Transport Measurements: Decoherence Effects. (a) The raw disorder averaged transport
data for nph = 1 (b) The data from (a) corrected for a simple energy relaxation model N corrected (t) =
N (t)/e(−t/10µs). (c) The raw disorder averaged transport data for nph = 2. (d) The disorder averaged
transport data with T1 correction.
this case as well. Referring to Fig. 2 (c) of the main text we see that at 100 ns in the diffusive
regime at low disorder we measure the thermal expectation values. This indicates clearly
that relaxation effects are not significant in the first 100 ns. And that any apparent loss is
due to transport within the 9 qubit chain and not photon loss. For intermediate disorders
there appears to be additional photon loss since the onsite population declines. However, the
decrease in observed population at the observation site is attributed to dephasing assisted
delocalization.3–7
7
When the LIOM extends over multiple lattice sites, dephasing between the sites breaks
down the localized wave-packet by destroying the quantum interference pattern that causes
the localization. This breakdown of coherence between different parts of the wave packet
enables transport of the excitation across the 9 qubit chain. Crucially, we note that neither
T1 relaxation nor dephasing between the lattice sites significantly influence the dynamics at
higher disorders or short times. This feature is captured in the main text Fig. 4 (b) where we
note that 〈σz〉 is nearly constant between 10 ns and 100 ns. In Fig. S5 (c) and (d) we show
the raw and T1 corrected data for nph = 2.
Figure S6: Transport Measurements: Two state occupation.
A critical feature of our system is that multiple excitations in the system may interact via
the Hubbard interaction. The form of this interaction Hint = U2
nQ∑
n=1
a†nan(a
†
nan− 1) indicates
that it is only activated when there are multiple excitations on the same lattice site. Thus
the interaction effects that we report in the main text require occupation of the higher levels
of our Bose-Hubbard lattice. In Fig. S6 we report the |2〉 population vs time for a system
initially in the state |ψ0〉 = |000000101〉 and observed on the right-most qubit. We find that
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the |2〉 state population is typically at the 2 % level, achieves its maximum value early in
the evolution, and does not progressively grow larger with time.
3 Interferometric protocols, Figs. S7-S10
In order to gain some insights about the echo sequences, we first consider the case of very
strong disorder, where the local integrals of motion (LIOMs) τ zi are close to the physical
spins Szi (represented by the two lowest energy levels of a qubit), and assume that we directly
manipulate LIOMs. First, we will consider the spin echo sequence illustrated graphically in
Fig. S7 [8]. Assuming we start from the vacuum state |ψ0〉 = |0〉 ⊗ |{τj}〉, we initiate the
dynamics by applying a pi/2 pulse:
|ψ〉 = 1√
2
(|0〉+ i |1〉)⊗ |{τj}〉 (1)
When the system evolves for times t/2, the spin at site i experiences an effective magnetic
field, that depends on the states of the other LIOMs, see Eq. (2) in the main text,
∆i = h˜i +
∑
j
Jijτ
z
j +
∑
j,k
Jijkτ
z
j τ
z
k + . . . . (2)
The pi rotation halfway through the spin-echo sequence then inverts the effective magnetic
spin echo DEER
i
j
i
j
Figure S7: Pulse sequence schematics for spin and DEER echo. DEER echo differs from spin echo
by the addition of a remote pi/2 pulse simultaneous with the spin echo pi pulse between the free precession
intervals.
field ∆i → −∆i which is precisely canceled after another time evolution for t/2. At the end
of the protocol we measure the purity, which is advantageous over measuring a single spin
component, because it is less prone to running field gradients and external perturbations. For
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the spin-echo sequence on the LIOMs we find a perfect purity of one. In a true measurement
on our device the echo is performed on the physical spins, which possess a finite operator
overlap with the LIOMs which is less than one. This leads to a spin echo signal that saturates
to a finite value that decreases with decreasing disorder strength [8].
In the DEER echo sequence we similarly perform a spin echo measurement on site i as
before, However, half-way through the time evolution we modify a second part of the system,
say site j by applying a pi/2 pulse, see Fig. S7. The effective magnetic field for the backward
evolution ∆˜i, deviates from the field ∆i of the forward evolution in all the terms containing
τ zj . In summary, the state after the second time evolution is therefore
|ψD(t)〉 = 1
2
[ |1〉 ⊗ |...0j...〉+ ei(∆i−∆˜i)t−i∆jt |1〉 ⊗ |...1j...〉−
|0〉 ⊗ |...0j...〉 − e−i(∆i−∆˜i)t−i∆jt |0〉 ⊗ |...1j...〉]
(3)
and the measurement of the purity then yields
tr
(
ρ2
)
= cos2
[(
∆i − ∆˜i
)
t
]
. (4)
Due to the interaction between the τ bits at site i and j, the phases do not cancel anymore
and the signal decays. The difference between spin and DEER echo is thus a pure interaction
effect which would not appear in the noninteracting localized phase. The advantage of
performing a differential measurement of the two echo protocols is that even in the presence
of noise, deviations of the two echo signals, demonstrates a clear interaction effect and hence
is able to unambiguously measure the interacting character of the LIOMs. Because these
interaction effects are due to the local occupation of higher orbitals we numerically estimate
the population of multiply excited states nmaxi = 1, 2, 3 during the DEER echo protocol for
a evolution time of t = 63 ns in Fig. S8.
In the experimental measurement of the purity, local occupations higher than two are
not taken into account. This leads to a leakage of the measurement as characterized by the
finite value of 〈σzi 〉 in Fig. 3 (b) of the main text. Moreover, we numerically estimate this
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Figure S8: Numerical estimate of the occupation of higher transmon levels during the DEER
echo protocol. Calculation shown here for for the one, two, and three excitation states
effect by resolving the probabilities for maximum local occupations nmaxi = 1, 2, 3 during
the DEER echo protocol for a evolution time of t = 63 ns in Fig. S8. From that it can be
deduced that leakage effects are not severe, and in particular does not change the qualitative
difference between the spin echo and DEER echo protocols. Probability for maximum local
occupations of nmaxi = 1, 2, 3 during the DEER echo protocol for L = 9 sites, an evolution
time of T = 63ns, coupling J = 2pi · 40MHz, disorder strength w/J = 10 and interaction
U/J = 4.
In Fig. S9 we compare the data from the interferometric pulse sequences presented in
Fig. 3 of the main text with numeric predictions. In panels (a) and (b) we compare the
onsite population at the spin echo qubit. Although there is a strong correspondence, we
observe greater diffusion off site (larger σz)) in the experiment than in the numerics. There
is also less contrast in the experiment than in the numerics. It is likely that these differences
are related to the transient pulse response of our system and open systems effects, however
further investigation is needed to make a conclusive determination.
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Experiment Numerics
Figure S9: Comparison with numerics for echo experiments. (a) and (b) Disorder averaged expec-
tation value of σz showing population at the observation site for experimental observations and numerical
prediction. The lack of dependence of 〈σz〉 on the DEER pulse indicates localization in our system. (c)
and (d) Disorder averaged purity of the reduced single qubit density matrix at the observation site. The
contrast between spin-echo and DEER echo demonstrates that the local phase accumulation is conditional
on the remote population. This is a direct measure of the nonlocal interaction strength.
In Fig. S10 we show extended data for echo sequence measurements for several values of
of the disorder parameter w with J held fixed at 40MHz. Compared with Fig. 3 of the main
text, the initial state for these measurements had an additional excitation at the indicated
position (purple). We observe a strong interferometric signature in the purity, indicating
nonlocal interaction. In these measurements σz does not depend on the position of the echo
pulses, indicating localization.
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9 qubits
ρ1q
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Spin Echo
DEER Echo
Figure S10: Interferometric Protocols: Extended Data. (a) Spin and DEER echo pulse sequences.
We the blue outline indicates the position of the DEER echo pulse, and the position of an additional excitation
is indicated in purple. (b) purity of the single qubit density matrix after the spin echo (dashed red lines)
and DEER echo (solid lines) experiments. (c) 〈σz〉 monitored over the echo experiments.
4 Entanglement measures
The distillable entanglement of the two qubit density matrix ED(ρ2q) is lower bounded by
the coherent information entropy
ED(ρ2q) ≥ S(ρ1q)− S(ρ2q), (5)
where ρ1q,2q are the reduced density matrices of one of the two qubits and the two qubit
subsystem, respectively, and S(ρ) is the von Neumann entanglement entropy. An upper
bound to the distillable entanglement is provided by the logarithmic negativity9 which is
defined as
EN(ρ2) = log2 ||ρTA2 ||1. (6)
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Here, ρTA2 is the partial transpose of the reduced density matrix with respect to one of the
qubits and || · ||1 denotes the trace norm.
A second operational entanglement measure is the entanglement of formation, which is
a proxy for entanglement cost, i.e. the amount of entanglement needed to create a given
entangled state. It is defined as
EF (ρ) = (C(ρ)) (7)
with
(x) = −h+(x) log2 h+(x)− h−(x) log2 h−(x) (8)
where
h±(x) = −1
2
(
1±
√
1− x2
)
. (9)
The concurrence C(ρ) of a mixed state of two qubits is defined as
C(ρ) = max (0, λ1 − λ2 − λ3 − λ4) , (10)
where λi are the eigenvalues of
R =
√√
ρρ˜
√
ρ (11)
and
ρ˜ = (σy ⊗ σy)ρ∗(σy ⊗ σy). (12)
5 Extended data for 1D qubit array, Fig. S11 - S12
A hallmark of the MBL phase is the slow growth of entanglement, contrasting with Anderson
localization where the entanglement is constant. To study the development of entanglement
entropy, we designate two qubits as a subsystem and the rest of the chain as the environ-
ment (Fig. S11(a)), and directly measure the evolution of the reduced density matrix of the
subsystem. The subsystem qubits are initialized into superposition states. Fig. S11(b) shows
that 〈σz〉 initially rises because population from the subsystem qubits is transferred to the
14
A B C
Figure S11: Localization and slow growth of entanglement (a) Partitioning of our 9-qubit chain into a
subsystem and environment. The subsystem qubits (A and B) are initialized into superposition states, and the system
is loaded with an additional excitation (site C) to enhance many-body interactions. We tomographically reconstruct
the density matrix of the subsystem. (b) 〈σz〉 for subsystem qubits. (c) von Neumann entanglement entropy of the
two qubit subsystem for several coupling strengths.
environment which has a smaller photon density. After this initial rise, 〈σz〉 takes a station-
ary value which decreases with decreasing coupling strength, establishing the localization of
our system.
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We use the von Neumann entanglement entropy
SvN = −Trρ2qlogρ2q (13)
to quantify the entanglement between the subsystem and the environment (panel (c)). The
initial increase in SvN occurring simultaneously with the increase in 〈σz〉 is understood as the
result of the subsystem exchanging population with the environment. Thereafter, while the
system is demonstrably localized, we observe logarithmic growth of von Neumann entropy.
We can understand the slow growth in terms of the LIOM framework: The non-local and
exponentially decaying interactions between the LIOMs give rise to dephasing between the
qubits and follow a broad log-normal distribution [10]. As a consequence, the entanglement
of individual runs is strongly fluctuating on different time scales leading to a logarithmic
growth of the entanglement of the subsystem. We note that preparing subsystem qubits in
an x-polarized state is key for the success of this measurement as it enhances the measurement
visibility by being highly phase sensitive. The von Neumann entropy quantifies entanglement
with all external degrees of freedom and is not able to disambiguate entanglement with the
environmental qubits due to unitary dynamics from open systems effects. As such, our
observed entropy is an upper bound on the entanglement generated within our qubit array.
The J = 0 curve (black) provides an estimate of the amount of entropy that is due to open
system effects. Next, we introduce entanglement measures that are more robust against open
systems effects and lower bound the entanglement between parts of the system.
In a 1D system we investigate the formation and preservation of entanglement between
two qubits A and B that are embedded in a many-body localized environment as illustrated
in Fig. S12 (a) and contrast this behavior with a system in the diffusive regime. The entan-
glement of formation quantifies the amount of entanglement directly between qubits A and
B that would be required to produce the observed two-qubit mixed state density matrix.In
panel (b), we initialize the sub-system into an unentangled product state of single qubit su-
perpositions and observe the development of entanglement between our sub-system qubits.
At high disorder, associated with the localized phase, entanglement grows continuously be-
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A B C
Figure S12: Entanglement of formation and distillable entanglement in MBL and diffusive
regimes (a) Schematic diagram emphasizing our focus on the entanglement between qubits A and B which
are embedded in an environment. (b) To observe the development of entanglement between sites A and B the
sub-system is initialized in a product of single qubit superposition states and the entanglement of formation
of the two qubit density matrix is extracted. (c)We demonstrate the capability of the MBL phase to preserve
entanglement initializing the sub-system into a maximally entangled Bell pair and observing the decay of
quantum correlations. We extract the logarithmic negativity and coherent information from measurements
of the two-qubit sub-system density matrix. These provide, respectively, upper and lower bounds on the
distillable entanglement within the sub-system. (d) Representative density matrices from single disorder
instances contained in (c) at high and low disorder.
tween the spatially separated sites. At low disorder, corresponding with the ergodic phase,
we observe brief intervals of significant entanglement as the excitations delocalize across the
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full 9 qubit system. However, this behavior is quickly damped as the excitations are absorbed
by environmental qubits, as the full 9-qubit system thermalizes.
Systems in the MBL and diffusive regimes also differ in their ability to retain correlation
between their constituent parts. This is illustrated in Fig. S12 (B) where we prepare a dis-
tant Bell state between the first and the third qubit and study the entanglement dynamics.
While dephasing between LIOMs will ultimately destroy the entanglement, it will only due
so on exponentially long times due to the localization. Crucially, the subsystem is in a mixed
state, because it is coupling to the other 7 qubits of our device. We therefore characterize
the entanglement of the 2-body mixed density matrix ρ2q (t) using an operational entangle-
ment measure. In particular, we focus on the distillable entanglement, i.e., the entanglement
which can be extracted from the mixed density matrix, that is upper bounded by logarithmic
negativity entropy and lower bounded by the coherent information entropy. These bounds
are shown in panel (c). For weak disorder (red), the prepared quantum information is im-
mediately lost because the quantum dynamics entangles the subsystem with its environment
and a featureless high temperature state is attained locally. This behavior can also be un-
derstood in terms of the monogamy of entanglement.11 Although the two qubit subsystem is
initially prepared in a maximally entangled state the degree of quantum correlation between
subsystem sites decreases as the subsystem exchanges information with the environment and
entangles with it. This monogamic principle also explains the damping of the peak in the low
disorder data of panel (b). However, for strong disorder (blue) the distillable entanglement
is sizable over long times, and hence the density matrix can be used as quantum resource.
This is exemplified in panel (d) which shows the tomographic reconstruction of the two qubit
density matrix for a single disorder instance as it evolves in time. These results show that a
many-body localized system can efficiently retain quantum information over long time scales.
6 Extended data for 2D qubit arrays, Fig. S13
In Fig. S13, we show extended data for the onsite population for 2D geometries, for
nph = 1, 2, 3, 4. The initial location of the excitations was randomized between runs but
18
Figure S13: Extended data for onsite population of 2D arrays. (a-d) Onsite population for
nph = 1, 2, 3, 4 on a 3x3 array of qubits. (e-h) Onsite population for nph = 1, 2, 3, 4 on a 4x4 array of qubits.
the observation site was always one of the initially excited qubits. Similar to the 1D geome-
tries, with sufficient disorder the onsite population takes a non-thermal stationary value and
is consistent with many-body localization. In the 2D geometries the onsite population con-
sistent with thermalization at higher disorders when there are more photons in the system
(greater nph), as in the 1D case.
7 Density matrix evolution numerics comparison, Figs. S14 - S18
In Fig. S11 we observe the entropy accumulation of an x-polarized subsystem in an MBL
environment. The von Neumann entropy represents contributions from entanglement within
19
A B C
Figure S14: Entropy Comparison with Numerics (a) Raw experimental observations from the two
qubit density matrix measurements. The J = 0 data acts as a control experiment. We attribute entropy
accumulation in the control experiment to open system effects (b) Experimental data after subtracting
the baseline entropy measured in the control experiment from each of the data series. (c) Result of exact
diagonalization numerics. (d) Raw experimental observation of σz, quantifying population. For the J = 0
baseline case we attribute the non-zero σz to state initialization error, and relaxation processes T1. (e)
Experimental data corrected by subtracting the value of σz in the J = 0 control experiment from each of the
data series. (c) Prediciton from exact diagonalization numerics. (g) Entanglement of formation as observed
in the experiment. This is an affirmative observation of quantum correlation between sites A and B which
cannot be attributed to open system effects, in contrast to the von Neumann entropy. The EOF observed
in the experiment is slightly damped due to open system effects.
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the 9 qubit system, as well as from open system effects. In Figs. S14-S17 we provide sup-
porting information to assist the reader in estimating the role of open systems effects in our
experiment. We find that a good estimate of the contribution to the von Neumann entropy
coming from coupling to the open system is provided by the entropy of the J = 0 curve. In
the J = 0 case we do not expect interaction with the environmental qubits and attribute
observed entropy in that case to extrinsic dephasing and relaxation processes.
A B C
Figure S15: entropy comparison with numerics (a) logarithmic negativity as observed in the ex-
periment. the black J = 0 curve is our control experiment, and departure of the logarithmic negativity
from 1 is attributed to state initialization error and open systems effects. (b) experimental data cor-
rected for the loss of correlation observed in the J = 0 case. The correction was performed by adding
(1 - logarithmic negativity(J = 0) ) to each data series. (c) prediction from exact diagonalization numerics.
21
A B C
Figure S16: Data from Fig. S11 plotted on semi-log axes to emphasize scaling. The disagreement at short
times is attributed to the transient respose of the control pulses.
22
A B C
Figure S17: Data from Fig. S12 plotted on semi-log axes to emphasize scaling. The disagreement at short
times is attributed to the transient respose of the control pulses.
A B C
Figure S18: Entropy comparison with numerics. Numerics to longer times than are accessible in the
experiment illustrating the predicted logarithmic growth of entanglement for our system.
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8 Sensitivity to nonlinearity U , Figs. S19-S21
The Hamiltonian parameter U varies weakly as a function of the qubit frequencies and
inter-qubit coupling. U cannot be controlled independently in our system. Here we provide
numerical evidence that the dynamics that we report in the MBL regime are not sensitive
to this parameter.
A B C = -160 MHz
= -180 MHz
= -140 MHz
Figure S19: Disorder averaged von Neumann entropy vs. U for selected couplings and disorder
magnitudes. The von Neumann entropy observed in the experiment is predicted to be insensitive to the
precise value of U .
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A B C = -160 MHz
= -180 MHz
= -140 MHz
Figure S20: Disorder averaged entanglement of formation vs. U for selected couplings and
disorder magnitudes. The entanglement of formation observed in the experiment is predicted to be
insensitive to the precise value of U .
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A B C = -160 MHz
= -180 MHz
= -140 MHz
Figure S21: 〈σz〉 vs. U for selected couplings and disorder magnitudes. The onsite population
observed in the experiment is predicted to be insensitive to the precise value of U .
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8.4 Extended data - Long time behavior from superposition state
a) b) c)
Figure S22: Extended data for superposition state evolution in a 2d system.. At short
times σz (grey) is relatively flat after its initial jump and the entanglement measures SABvN (blue)
andEntanglement of formation (red) reflect entanglement growth within the qubit system. The sharp in-
crease in σz at long time indicates that the system is relaxing to the ground state. For this reason SABvN and
Entanglement of formation decrease while the purity (green) increases at long times.
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