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When immiscible liquids are subject to electric fields interfacial forces arise due to a difference in
the permittivity or the conductance of the liquids, and these forces lead to shape change in droplets
or to interfacial instabilities. In this Topical Review we discuss recent advances in the theory and
experiments of liquids in electric fields with an emphasis on liquids which are initially miscible
and demix under the influence of an external field. In purely dielectric liquids demixing occurs if
the electrode geometry leads to sufficiently large field gradients. In polar liquids field gradients are
prevalent due to screening by dissociated ions irrespective of the electrode geometry. We examine
the conditions for these “electro prewetting” transitions and highlight few possible systems where
they might be important, such as in stabilization of colloids and in gating of pores in membranes.
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I. INTRODUCTION
Electrostatic forces are ubiquitous and their effect is important in many soft matter systems involving
liquids bounded by hard or soft walls. They arise on purpose and are easily controlled when water or other
solvents flow in microfluidics channels in contact with a metallic electrode whose potential is externally
controlled. They are less easily controlled when the solvent is nearby a charged nonmetallic surface which
can induce or impede the flow. In biological settings electrostatic forces determine whether proteins or
other molecules bind to other molecules or to cellular structure which are often charged. When colloids are
suspended in solvents the competition between entropic and electrostatic forces may lead to inter-colloidal
3attraction and eventually to coagulation and sedimentation of the colloids, or to repulsion between the
colloids and to stabilization of the suspension. The interplay between shear forces, surface tension and
electrostatic also plays a vital role in many industrial process where liquid droplets are transported and
ejected via small orifices, as occurs for example in pesticide spraying in agriculture or in ink-jet printing.
This paper gives a concise overview of interfacial instabilities that occur when electric fields are applied
in a direction perpendicular to an initially flat interface between two liquids. Sec. II A discusses this
normal-field instability in purely dielectric liquids where the electrostatic forces destabilizing the interface
are proportional to the difference between the liquids’ permittivities squared. The situation is more complex
when residual conductivity exists in the liquid phases and in this case mobile dissociated ions exert shear
forces on the interface and modify its shape, Sec. II B.
Section III then poses a more fundamental question: what if electric fields could affect the relative
miscibility of the two liquids? Namely, not only alter the interface but destroy it? Sec. III A shows the
Landau theory that addressed this question and proved that indeed such possibility exists. The experiments
supporting and contradicting the Landau theory are summarized in Sec. III B.
Section IV goes one step further and examines situations where electric field gradients act on dielectric
liquids. In these systems a dielectrophoretic force acts on the liquids and, if strong enough, it may lead
to demixing of the liquids from each other. In those cases the shape, size and location of the electrodes
producing the fields are crucial for the understanding of the statics and dynamics of the phase transitions.
Peculiarly, an interfacial instability exists where the electric field stabilizes the interface while surface ten-
sion destabilizes it, in contrast to the normal-field instability of Secs. II A and II B. New experimental results
of phase separation dynamics and equilibrium are shown and analyzed.
Demixing occurs also in mixtures of polar solvents, but this time due to screening of the field which
always exist irrespective of the electrodes. The “electro-prewetting” transitions described in Sec. V have a
specific dependence on the salt content, temperature and relative composition of the mixture. The relative
miscibility of the ions in the solvents plays a crucial role.
After surveying the basic physical concepts two “applications” are considered: Sec. VI gives an account
of the electrostatic and van der Waals forces between two colloids immersed in a polar solution. The section
details the complex interplay between these forces that depends on the relative adsorption of the liquids at
the surface of the colloids, in addition to the temperature and mixture composition. Contrary to the regular
Derjaguin, Landau, Verwey, and Overbeek (DLVO) behavior in simple liquids here the addition of ions leads
to a repulsion between the colloids in a certain window of parameters. Sec. VII considers another situation
where polar liquids are found in contact with hard surfaces: porous membranes. Pore gating between two
states can be achieved by controlling the surface potential of the membrane. This gating of membranes to
4small molecules by external potentials could be advantageous over other methods. Finally Sec. VIII is a
summary and outlook.
II. FORCE AND STRESS IN LIQUIDS IN ELECTRIC FIELDS
When a liquid is placed under the influence of an electric field E stress develops. This stress originates
from the electrostatic free energy density −(1/2)E · D, where D = εE is the displacement field and ε
is the local dielectric constant. Due to the vectorial nature of the field, the stress
←→
T is tensorial. For a
unit surface whose normal is nˆ, the force acting on that surface is given by −←→T · nˆ (the i’th component is
−←→T ijnj where we have used the summation convention on the index j). The electric field has diagonal and
non-diagonal contributions to the stress tensor [1–3]
←→
T ij = −p0(c, T )δij + 1
2
εE2
(
−1 + c
ε
(
∂ε
∂c
)
T
)
δij + εEiEj (1)
Here p0(c, T ) is the equation of state of the liquid in the absence of field, where c is the density and T is the
temperature. In fluids the “regular” pressure has a diagonal contribution to
←→
T ij.
The body force f is given as a divergence of the this stress: fi = ∂
←→
T ij/∂xj , and is given by
f = −∇p0 + 1
2
∇
(
E2c
∂ε
∂c
)
T
− 1
2
E2∇ε+ ρE (2)
where ρ is the charge density. The second and third terms describe electrostriction and dielectrophoretic
forces whereas the last term reflects the force that is transferred to the liquid by free moving charges.
The discontinuity of the normal field across the interface is obtained as
JDK · nˆ = σ (3)
where JDK ≡ D(2) − D(1) is the discontinuity of the displacement field across the interface, σ is the
surface charge density, and the surface unit vector nˆ points from region 1 to region 2. The continuity of the
tangential field across the interface is given by
JEK · tˆi = 0 (4)
where tˆi (i = 1, 2) are the two orthogonal unit vector lying in the plane of the interface. At the interface
between two regions of different permittivity the force is discontinuous. The i’th component of the net force
per unit area of the interface, fs, is given by
fs,i = J←→T ijKnj (5)
5where J←→T ijK = ←→T (2)ij − ←→T (1)ij . When the isotropic parts of the force can be neglected [first and second
terms in Eq. (2)], the electric field bisects the angel between nˆ and the direction of the resultant force acting
on the surface. This can be seen by choosing the x-axis to be parallel to E and by noting that fˆs · Eˆ equals
fˆs · nˆ [4].
The net force per unit area has three components: one in the direction perpendicular to the surface
(parallel to nˆ) and two in directions parallel to tˆi. They are [3]
J←→T · nˆK · nˆ = 1
2
J(E · nˆ)2 − (E · tˆ1)2 − (E · tˆ2)2 − p0 + c∂ε
∂c
E2K
J←→T · nˆK · tˆi = σE · tˆi , i = 1, 2 (6)
In the second equation we used Eqs. (3) and (4).
A body force induces flow in the liquid. The Navier-Stokes equation for the the flow velocity u in
incompressible liquids is
c
[
∂u
∂t
+ (u · ∇)u
]
= −∇p0 + 1
2
∇
(
E2c
∂ε
∂c
)
T
− 1
2
E2∇ε+ ρE+ η∇2u. (7)
Here η is the fluid’s viscosity and the ith component of∇2u is∇2ui. The term (u · ∇)u is a vector whose
ith component is u · ∇ui.
A. Normal field instability in two immiscible dielectric liquids
Let us illustrate the force and stress in a simple example – a bilayer of two purely dielectric liquids,
1 and 2, with dielectric constants ε1 and ε2, respectively, sandwiched inside a parallel-plate capacitor, see
Fig. 1a. The distance between the plates is L and the thickness of the first liquid is h. In this geometry
the electric fields E1 and E2 are oriented in the z-direction and are constant within the two regions. They
are found from the boundary conditions on the interface ε1E1 = ε2E2 (Eq. (3) with σ = 0) and from
E1h+ E2(L− h) = E0L, where E0 is the average electric field imposed by the capacitor. One thus finds
that
E1 =
ε2E0
ε1(1− h/L) + ε2h/Lzˆ , E2 =
ε1E0
ε1(1− h/L) + ε2h/Lzˆ . (8)
From Eq. (1), when ∂ε/∂c = 0 the stresses just “below” and just “above” the interface,
←→
T
(1)
zz and
←→
T
(2)
zz ,
respectively, are then given by
←→
T (1)zz =
1
2
ε1ε
2
2E
2
0
(ε1(1− h/L) + ε2h/L)2
,
←→
T (2)zz =
1
2
ε2ε
2
1E
2
0
(ε1(1− h/L) + ε2h/L)2
(9)
6Since these stresses are constant throughout the bulk of the liquids there is no body force of electrostatic
origin. The difference
←→
T (2)zz −
←→
T (1)zz = −
1
2
ε1ε2∆εE
2
0
(ε1 + ∆εh/L)
2 (10)
gives the net stress on the interface. Here we used ∆ε ≡ ε2 − ε1. If ∆ε is positive the interface is pushed
downwards so as to decrease h, if ∆ε is negative then the interface is pushed upwards.
Under sufficiently large electric field an interfacial instability may occur and this can be seen as follows.
Assume the bilayer divides into two parts, one with small value of h and one with a large value, as is
depicted in Fig. 1b. In this idealized picture all three interfaces, marked by ‘a’, ‘b’, ‘c’, are either parallel or
perpendicular to the electrodes. Far from interface ‘b’ the fringe field can be ignored and the field is still in
the z-direction. In each domain the expressions for the fields stay the same as in Eq. (8).
As Eq. (10) shows the stress is largest when h is smallest; for incompressible liquids this means that if
the interface ‘a’ pushes downwards interface ‘c’ will “cede” and will move upwards to conserve the volume
of liquid 1. The conclusion is that the interface illustrated in Fig. 1b is not stable; in the long time the film
will be divided to two liquid domains 1 and 2 with an interface perpendicular to the electrodes (and parallel
to the field). In this equilibrium state the fields in both liquids are equal: E1 = E2 = E0zˆ. The stress tensor
←→
T ij from Eq. (1) is then diagonal and continuous across the interface, hence no net surface force acts to
displace the interface.
At early times the destabilization of an initially flat interface is characterized by a fastest growing q-
mode modulation of the surface. Let h(x, t) be the thickness of the layer of the first liquid and for simplicity
assume the second liquid is gas. For thin films a Poiseuille flow is assumed where the x-component of the
flow velocity vanishes at z = 0 and is maximal at z = h. The integration of u in Eq. (7) along the z
coordinate gives a flux
− h
3
3η
∂p
∂x
(11)
The pressure has three contributions [5]: one is the disjoining pressure given byA/6h3 due to van der Waals
forces, where A is the effective Hamaker constant of the system, the second occurs in curved interfaces
where surface tension plays a role: −γh′′(x), where γ is the surface tension between the two layers. The
third contribution to the pressure is electrostatic.
At the initial destabilization state the interface is only weakly perturbed and h(x) can be written as
h(x) = h0 + δh(x, t), where h0 is the average film thickness and δh h0 is the small spatially-dependent
perturbation growing in time. In the long wavelength approximation δh′  1 and to lowest (linear) order
7in δh one can write the pressure as
p(x) = − A
2h40
δh− γδh′′ − ε1ε2 (∆ε)
2E20
L (ε1 + ∆εh0/L)
3 δh+ const. (12)
The set of equations for δh is complete when one uses Eq. (12) and Eq. (11) together with the “continuity”
equation for h: ∂h/∂t + ∂
(−h3/(3η)∂p/∂x) /∂x = 0. In this linear approximation one may substitute
a sinusoidal ansatz with q-number q and growth rate ω: δh = eiqx+ωt to obtain the dispersion relation
between ω and q:
ω(q) =
γh30
3η
(
ξ−2e q
2 − q4) (13)
where
ξ−2e =
A
2γh40
+
ε1ε2 (∆ε)
2E20
γL (ε1 + ∆εh0/L)
3 (14)
is the healing length having two contributions, from van der Waals and from electrostatics, both weighed
against surface tension [5, 6].
In Eq. (13) the dependence of ω on q has a positive contribution scaling as q2 and a negative contribution
proportional to−q4 and thus for small q values ω(q) is positive and increases with increasing q. The growth
rate ω(q) for all q’s smaller than ξ−1e is positive and they are unstable; modulations with large enough q’s,
q > ξ−1e , are stable and diminish exponentially with time. The fastest growing q-mode obeys ∂ω(q)/∂q = 0
and hence
qfastest =
1√
2
ξ−1e , ωfastest =
γh30
12η
ξ−4e . (15)
Which of the two forces is more dominant, the dispersion or electrostatic force? The van der Waals
pressure scales asA/h30 whereas the electrostatic pressure is∼ εE20 . If we take the field to beE0 ' 1V/µm,
ε ' ε0 (ε0 is the vacuum permittivity), and A ' 10−20J we find that for film thicknesses h0 larger than
∼ 10nm the electrostatic force is the dominant force. For such relatively thick films the pattern period
2pi/qfastest observed in experiments scales as γ1/2/(∆εE0) and can be thus reduced if the surface tension
is decreased or if the “dielectric contrast” ∆ε or electric fields are increased [7–12].
B. The role of a small residual conductivity
In the classical experiments with liquid droplets embedded in an immiscible liquid under the influence
of an external field the droplets elongated in the direction of the field, as expected [13, 14]. In some cases,
however, droplets became oblate rather than prolate. Taylor and Melcher realized the importance of shear
stress due to a small number of dissolved ions [15, 16]. In perfectly conducting liquids the electric fields are
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FIG. 1: Two liquids in electric field. (a) Schematic illustration of a bilayer of two liquids 1 and 2 with permittivities
ε1 and ε2, respectively, confined by a parallel-plates capacitor whose plates are at z = 0 and z = L. The thickness of
the liquid layers are h and L− h. The fields E1 and E2 are oriented in the z-direction. (b) Idealized configuration
where the bilayer breaks into two parts, with small (left side) and large (right side) values of h. ‘a’, ‘b’, and ‘c’ mark
the three interfaces.
always perpendicular to the interfaces and hence no shear force exists. In the other extreme, that of perfect
dielectrics (σ = 0), the force density is perpendicular to the surface and the shear component vanishes as
well, as can be seen from the component of the force parallel to the interface, Eq. (6).
In Taylor’s “leaky dielectric” model the Maxwell shear stress of the residual charge must be balanced by
a stress due to liquid flow inside and outside of the droplet. For a field alternating with angular frequency
ω much larger than the typical inverse ion relaxation time Σ/ε, where Σ is the electrical conductivity, the
behavior of the liquid is similar to that of a pure dielectric since the ions move very little about their place.
When the frequency is reduced below this threshold, ω < Σ/ε, ions oscillation are large and they move
about more significantly as the frequency is further reduced. In the limit of a DC field (ω → 0) clearly even
a vanishingly small amount of ions can lead to a very strong response, recalling that Σ is proportional to the
ion number density.
Taylor analyzed the electrohydrodynamics problem and his derivation lead to a function Φ given by
Φ = R
(
D2 + 1
)− 2 + 3 (RD − 1) 2M + 3
5M + 5
(16)
The parameters appearing M , R, and D are the ratios of the values of viscosity, resistivity, and dielectric
constant of the outer medium to that of the drop, respectively. Prolate drops are predicted when Φ > 0
while oblate drops correspond to Φ < 0. Spherical drops, Φ = 0, thus occur as a special case.
Based on this understanding one may ask how does residual conductivity affect the normal field insta-
bility described above? Namely how do the dispersion relation Eq. (13) and the fastest-growing q-mode
Eq. (15) change when conductivity is taken into account? It turns out that the existence of ions leaves the
general shape of the curve ω(q) intact but the maximum shifts to larger values – both the fastest-growing
q-mode and its growth rate are increased [6].
9Patterning of films using the normal-field instability is an appealing concept for nanotechnological appli-
cations because of its simplicity and small number of processing steps [7, 17, 18]. A typical setup involves
a polymer film of thickness ≈ 50-700nm placed on a substrate, and a gap with varying thickness between
the polymer and the mask. The idea is to quench the polymer structure at a specific time, at the onset of
the instability, where the most unstable mode is dominant, or at a later time, where nonlinear structures
with additional periodicities develop. Ideally one could increase the voltage and field across the substrate
and mask to decrease the period of unstable mode indefinitely. However, when the electric field increases
above ∼ 100V/µm (depending on the polymer used and the overall sample geometry) dielectric breakdown
marked by a spark occurs, and current flows between the two electrodes. A possible route to decrease the
length-scale associated with the unstable mode, λ ∼ q−1fastest, is to decrease the surface tension γ, since
λ ∼ γ1/2 when van der Waals forces can be neglected. A smart strategy is to fill the air gap between the
polymer film and the mask with a second polymer, thereby creating a bilayer polymer system. The surface
tension between the two polymers was indeed reduced this way but the dielectric contrast ∆ε was reduced
too, and this had a detrimental effect. In addition, the leaky dielectric model has prompted researchers to
use polymers with a small conductivity or even to replace one of the polymers by an ionic liquid [8]. A
comparison between the theoretical and experimental values of the fastest growing wavelength is shown
in Fig. 2. This has led to a decrease in the feature size, though only down to a limit set by the dielectric
breakdown of the thin polymer layer.
III. CHANGES IN THE RELATIVE MISCIBILITY OF DIELECTRIC LIQUIDS
The preceding section described the interfacial instability that occurs when the stress by the electric field
opposes the stress by the surface tension between two existing phases. But a more fundamental question
arises: can the external field create or destroy an interface between two phases? That is, what is the effect
of an electric field on the liquid-vapor coexistence of a pure component or the liquid-liquid coexistence for
binary mixtures, and how is the critical point changed? A treatise on this problem was given by Landau.
A. Landau theory of critical effects of external fields on partially miscible dielectric liquids
In the book of Landau and Lifshitz [1] the effect of a uniform electric field on the critical point was
given as a short solved problem. Unfortunately it appeared only in the first edition of the book and was
removed from the second edition by the Editors presumably because it was considered as “unimportant”.
This unimportant problem has caught considerable attention in recent years.
10
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FIG. 2: Experimental vs theoretical fastest growing wavelength in various experiments with varying film
thicknesses and voltages. The liquids used were polystyrene and an ionic liquid. The average field is smaller than
139V/µm (filled squares) and larger than 158V/µm (open circles). The dotted line is the expected λth = λexp
relation. The deviation from this line occurs for high field strengths. Clearly the size reduction stops at ' 400nm.
Adapted from Ref. [8].
We illustrate Landau’s reasoning for a binary mixture of two liquids, A and B. The phase diagram is
given by T and φ, the volume fraction of A component (0 ≤ φ ≤ 1). The mixture’s free energy density
fm(φ, T ) includes the enthalpic contributions, favoring separation, and the entropic force, favoring mixing.
The electrostatic energy density is fes = −(1/2)ε(φ)E2, where ε(φ) is a constitutive equation relating the
local permittivity with the local composition. Close enough to the critical point (φc, Tc) one can expand the
free energies in a Taylor series in the small deviation ϕ ≡ φ− φc
fm ' fm(φc, T ) + ∂fm(φc, T )
∂φ
ϕ+
1
2
∂2fm(φc, T )
∂φ2
ϕ2 + . . . (17)
fes ' −1
2
ε(φc, T )E
2 − 1
2
∂ε(φc, T )
∂φ
ϕE2 − 1
4
∂2ε(φc, T )
∂φ2
ϕ2E2 (18)
The terms linear in ϕ are unimportant to the thermodynamic state since they can be expressed as a chemical
potential. In Landau’s phenomenological theory of phase transitions ∂2fm(φc, T )/∂φ2 ' (kB/v0)(T−Tc),
where kB is the Boltzmann’s constant and v0 is a molecular volume. Hence we see that the quadratic term
proportional to ϕ2 in the second line can be lumped into the first line as an effective critical temperature.
The resulting field-induced shift to the critical temperature is
∆Tc =
v0
2kB
∂2ε
∂φ2
E2 (19)
11
Here ε is calculated at the critical point. In the original formulation, given for the liquid-vapor critical point
of a pure substance of density c the shift in Tc is analogously given by
∆Tc =
c
2
(
∂2ε/∂c2
)
T
∂2p/∂c∂T
E2 (20)
In both cases the shift is proportional to the second derivative of ε with respect to composition and to the
electric field squared. As long as the deviation of φ (or c) from the critical value is small the whole binodal
curve Tb(φ) is simply shifted upwards or downwards, depending on the sign of ∂2ε/∂φ2.
B. Experiments that followed in simple liquids and in block copolymers
Debye and Kleboth were the first to investigate experimentally the effect of electric field on the critical
point. They worked on binary mixtures since the experiments on liquid-vapor coexistence require high
pressures and are considerably more difficult. The liquids they chose were isooctane and nitrobenzene.
They measured a reduction of Tc by 15mK under a field of 4-5V/µm [19]. Orzechowski repeated and
verified their measurement later [20]. Wirtz and Fuller measured a reduction of Tc by 20mK for a mixture
of nitroethane and n-hexane [21]. Other researchers found results similar in sign and magnitude [22, 23],
with the exception of Reich and Gordon who worked with a mixture of polystyrene and poly(vinyl methyl
ether), (PS/PVME, the mixture has a lower critical solution temperature), who observed large immiscibility.
The large magnitude of the shift was due to the increased molecular volume and the subsequent reduction
of entropy [24]. A recent work by Kriisa and Roth presented a presumably improved measurement utilizing
a fluorescence technique and obtained a positive value of ∆Tc (improved miscibility) in the same system
[25].
In the above studies, although the order of magnitude of ∆Tc was consistent with Eq. (19) the sign was
not – the researchers observed enhanced miscibility in the electric field (ε′′ was positive). In Landau’s theory
E stands for the magnitude of the average electric field. However, composition variations mean variations
in the dielectric constant, and these lead, via Laplace’s equation, to variations in the electric field. For a
plane wave composition variation ϕ(r) = ϕqeiq·r, where q is the wavevector and ϕq is the amplitude of the
wave, the additional contribution to the free energy due to dielectric anisotropy is proportional to [26–28]
v0(∂ε/∂φ)
2 cos2(θ)E2|ϕq|2 (21)
where θ is the angle between the electric field and q. This energy is quadratic in ϕ and in E as in Eq.
(18) but it contains a dependence on (∂ε/∂φ)2 and on the relative angle between the wavenumber of the
composition variation and the average electric field. Evidently, the energy due to dielectric anisotropy is
always positive, favoring mixing of the liquids and reduction of Tc [29].
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FIG. 3: (a) TEM image of PS-b-PHEMA-b-PMMA triblock copolymer aligned from a THF solution in electric field
of E = 1.8 V/µm. Arrow indicates the field’s direction. Adapted from Ref. [46]. (b) in-situ SAXS time-sequence
pattern from a copolymer solution as a function of azimuthal angle in the plane perpendicular to the beam’s
direction. The electric field is perpendicular to the beam. Angles of 0 and 180 degrees indicate lamellae
perpendicular to the field; lamellae are parallel to E at 90 and 270 degrees. (b) and (c) are for system close and far
from ODT point, respectively. Adapted from Ref. [42].
The energy penalty in Eq. (21) has a special importance in orientation of ordered phases by external
fields. It underlies the orientation of lamellar grains of block copolymers, as first demonstrated by Amund-
son and co-workers [26, 30, 31]. In those experiments the lamellae feel a torque that orients them parallel
to the field (the lamellae normal orients in the direction perpendicular to the field, q ·E = 0) leading to the
lowest energy state with θ = pi/2 in Eq. (21). Figure 3 (a) is a Transmission Electron Microscopy (TEM)
image showing that indeed alignment of lamellar block copolymers by an electric field is possible. Note
that in polymers the volume v0 is much larger than in simple liquids and the electrostatic energy is propor-
tionally amplified compared to the thermal energy (this is true in both Eqs. (21) and (19)). In subsequent
years this orientation mechanism has been the subject of extensive theoretical [32–36] and experimental
investigation both in the melt [37–40] and in solutions [41–45].
The orientation dynamics has been studied as well. For a structure confined in a thin film, experiments
[47–49] and numerical calculations [50, 51] showed that lamellae or cylinders first form parallel to the
substrate due to interfacial interactions. For a strong enough electric field they orient parallel to the field;
they do so via two main pathways shown in the scattering patterns in Fig. 3 (b)-(c): the first one is partial
13
melting, where small regions melt and then recrystallize and grow with the preferred orientation (Fig. 3 (b)).
This mechanism is dominant for temperatures or compositions close enough to the order-disorder boundary
in the phase diagram. The second mechanism is grain orientation, where large grains orient as a whole
in the direction parallel to the field without melting first. This occurs far from the coexistence line and in
systems that are not too viscous (Fig. 3 (c)).
Due to dielectric anisotropy ordered phases in electric field tend to orient such that dielectric interfaces
perpendicular to the field are minimized, reducing the energy penalty in Eq. (21). A perfect lamellar
stack or an hexagonal array of cylinders can reduce this energy to zero. But in other phases, such as the
BCC lattice of spheres or the gyroid phase, this cannot happen. Once the soft crystal attains its optimal
orientation, an increase of the field leads to stretching of domains in the direction parallel to the field. The
actual deformation is dictated as a balance between electrostatic and elastic forces. At a critical field the
energy of the deformed phase is too high and an order-order phase transition occurs accompanied by a
change in the crystal’s symmetry. In block copolymers a sphere-to-cylinders was predicted theoretically by
Tsori et al. [52] and was verified experimentally by Xu et al. [40] and by Giacomelli el. [53]. Ensuing work
considered the bulk phase diagram [36] and the sphere-to-cylinder transition in thin films [54]. Other order-
order transitions are possible and may be technologically interesting, for example the gyroid-to-cylinder
transition. This transition was studied theoretically [55, 56], and experimentally with emphasis on surface
effects [57].
IV. DIELECTRIC LIQUIDS IN ELECTRIC FIELD GRADIENTS
As we mentioned above, variations in the composition of a mixture lead to variations of the electric field.
We therefore define nonuniform fields as the fields that the electrodes confining the system would produce
if the dielectric constant were spatially uniform. Such fields occur in fact only in highly idealized systems
where the region of interest is infinitely smaller than the electrodes; field gradients are inevitable when the
electrode size is comparable to the system size under investigation. When the field has gradient, Eq. (2)
shows that there is a dielectrophoretic force which tends to pull the liquid with high value of ε to regions
with high value ofE [58–61]. It is not surprising therefore that field gradients lead to composition gradients
in an initially-homogeneous system. The composition gradients occur on the same scale as the electric field,
which is usually macroscopic. It may be said that the “composition follows the field” since ∇φ is roughly
proportional to∇E2.
The interesting phenomenon is that there is a critical field above which a sharp composition gradients
appear [62]. In this state the composition variations can be much steeper than the lengthscale characterizing
14
the field. To see this imagine the liquid mixture whose free energy density is f = fm + fes confined by
the wedge capacitor. The wedge is a hypothetical system comprised of two flat conductors tilted with an
opening angle β between them and potential difference V . r is the distance from the imaginary meeting
point of the two electrodes; its minimal and maximal values are R1 and R2, respectively. The mixture
is confined to a region far from the edges of the electrodes but field gradients exist due to opening of
the electrodes. In this simple system the field is in the azimuthal direction and its magnitude is given by
E = V/(βr). Close to the critical point one may use the expansions in small ϕ = φ − φc as in Eqs. (17)
and (18). In equilibrium the mixture’s profile is given by the Euler-Lagrange equation
f ′m(ϕ) =
1
2
ε′
(
V
βr
)2
+ µ. (22)
Here we used a prime to denote denote differentiation with respect to ϕ and assumed that ε′′ = 0 to
demonstrate a demixing phase transition that would not occur if the field were uniform.
The solution to this equation can be obtained graphically with the simplifying assumption that fm from
the expansion in Eq. (17) has only quadratic and quartic terms in ϕ. When the temperature is above
Tc, f ′m(ϕ) behaves similar ϕ + ϕ3, namely it is monotonically increasing. Therefore, as the coordinate
r moves from large to small value the right hand side of the equation, being independent on ϕ, increases
monotonically and ϕ(r) accordingly changes continuously with r.
The situation is different at temperatures T smaller than Tc. Here fm behaves qualitatively as −ϕ+ ϕ3
as is shown in Fig. 4a. When the field, or external potential, is too small, the right-hand side of Eq. (22) is
a horizontal line bounded between lines a and b, corresponding to the smallest and largest electric fields in
the wedge. The resultant profile ϕ(r) is then similar to the T > Tc case. But his behavior is true only for
small potentials; there exist a critical potential V ∗ above which b is displaced to b’. In this case the solution
to Eq. (22) jumps from the left branch of f ′m(ϕ) (negative values of ϕ) to the right branch (positive values
of ϕ) discontinuously as r decreases from large to small values. The demixing transition is then marked
by a composition front whose thickness is much sharper than any length characterizing the field. At this
state two phases coexist; both phases are nonuniform and the more polar one is located at the region of high
electric field (small value of r).
A. The pressure tensor and surface tension in vapor-liquid coexistence
Electric field gradients modify the coexistence of pure fluids too. “Electro-prewetting” occurs where
an initially homogeneous vapor phase is brought under the influence of an electric field with gradients.
For small gradients the molecules of the vapor are attracted to the region with large field and the density
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FIG. 4: (a) Graphical solution to Eq. (22). Solid curve is f ′m(ϕ). Its roots are the transition (binodal) compositions.
The intersection between f ′m(ϕ) and the horizontal dashed line gives the solution ϕ(r) to Eq. (22). For voltages V
below the critical value V ∗, the dashed line is bounded by lines a and b, corresponding to the the maximal and
minimal values of the right-hand side of Eq. (22), giving rise to a continuous profile ϕ(r). At V > V ∗, line b is
displaced to b’, and the intersection is at ϕ < 0 for large r’s and at ϕ > 0 at small r’s. (b) Qualitative composition
profiles φ(r). Horizontal dashed line is the average composition φ0 in the absence of field. φ(r) varies smoothly
when V < V ∗, and has a sharp jump at r = R when V > V ∗.
becomes larger there. At the critical voltage or field, the density becomes so large that liquid condenses
with a well-defined liquid-vapor interface. This electroprewetting transition is different from sedimentation
or condensation of particles in an external gravitational field or in centrifugation because, as mentioned
above, in electric fields a small change in the composition or density affects the electric field even far away
whereas the gravitational field is unaffected by the internal rearrangements of the liquid.
Another simple system that allows analytical development, besides the wedge, is a charged wire. For
an infinitely long wire the system is effectively two dimensional and depends on r and on θ. If azimuthal
symmetry is preserved the system becomes effectively one-dimensional and the field oriented in the radial
direction. If a wire of radius R1 inside a container with density and pressure corresponding to the vapor
phase is charged at small voltage, the fluid density increases at the vicinity of the wire. At large enough
wire voltage a liquid phase will precipitate near the wire, coexisting with the vapor phase far from it.
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FIG. 5: Diagonal elements of the stress tensor Trr and
Tθθ for vapor-liquid coexistence in electric field gradients
in (a) wedge capacitor and (b) charged wire. In both (a)
and (b) the smallest radius is R1. Horizontal dashed line
corresponds to the pressure p0 in the absence of external
potential. At small potentials the density of the fluid is
larger close to the inner radius and the stress is smoothly
varying (black lines). At potentials above the critical value
a demixing transition occurs and the pressures become
discontinuous across the vapor-liquid interface (blue
dashed lines). At even a larger potential the interface
moves to larger values of r (red dash-dot curves). Adapted
from Ref. [63].
In Fig. 5 we show the stress tensor as calculated for the wedge (a) and wire (b) cases. The two diagonal
components
←→
T rr and
←→
T θθ are shown vs scaled distance from the origin (r˜ = r/R1). In both panels dashed
lines correspond to small potentials, solid lines are potentials sufficient for demixing, and dash-dot lines are
even larger potentials. For the last two cases an interface is created by the field separating the liquid and
vapor phases. After the phase transition occurs, the stress tensor is discontinuous in r (the body force is
continuous though).
An important difference between the wedge and the wire is that once the interface is created, in the
wedge the electric field is tangential to the interface whereas in the wire the electric field is normal to the
interface. This is evident in the plots – in the wedge the θθ component of the pressure (−←→T θθ) is smaller
than the rr component while in the wire pθθ is larger than prr. In both the pressure inside the liquid
drop (small r’s) is smaller than outside, quite different from the “regular” pressure of droplets as given by
Laplace’s equation.
B. Demixing dynamics in liquid mixtures
The dynamics of field-induced phase separation can be described by a modified “model H” framework.
In this model the total flux is the sum of an advection term and a thermodynamic flux which is a gradient
of the mixture’s chemical potential. This reaction-diffusion equation is accompanied by Navier-Stokes
equation with a force depending on the field, and Laplace’s equation for the field. In some cases the
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symmetry dictates that hydrodynamic flow vanish identically or u is small enough and can be neglected,
then the governing equations reduce to
∂φ
∂t
= L∇2 δf
δφ
,
∇ · (ε(φ)∇ψ) = 0 , (23)
where L is a transport coefficient (assumed constant) and ψ is the electrostatic potential (E = −∇ψ).
Figure 6 shows the stability diagram of a binary mixture confined in a cylindrical capacitor with inner
and outer radii R1 and R2, respectively. The horizontal axis is the average mixture composition φ0. It is
given for a specific value of the dimensionless electric field squared Mc = σ2v/(4kBTcε0), where σ is the
surface charge density on the inner cylinder. Mixtures that are homogeneous in the absence of electric field
were considered and hence only the area above the binodal curve Tb(φ0) is relevant. The shaded region is
unstable with respect to the field applied, namely it has a sharp composition gradient. If a point (φ0, T )
is outside of the shaded region the mixture still has composition variations but not a real interface. The
unstable region is bounded by the binodal and by the lines marked 1 and 3. Point 2 is a surface critical point
and line 1 is obtained as the locus of points 2 corresponding to electric field (Mc) increasing continuously
from zero. Line 3 is the “electrostatic binodal”, for every temperature below that of point 2 its composition
is the smallest for which an interface appears.
The unstable region can be further divided to three parts: M, D, and C [65]. At a fixed temperature
above that of point 2, when the average composition φ0 increases and crosses line 1 into region C there
is a continuous (second-order) transition where the equilibrium interface appears at a finite location R
intermediate between R1 and R2. The “jump” in φ across the interface, calculated in the sharp interface
limit (i.e. without a (∇φ)2 term in the energy density [66]) vanishes at the transition line.
In region D, separated from region C by the line 4, the transition is first order, namely when φ0 increases
at fixed T and crosses line 3 the equilibrium interface appears at the minimal radius R = R1 and the jump
in φ(R) is finite. The difference in equilibrium behavior leads to a different dynamics. Fig. 7 shows the
profiles φ(r) calculated from Eqs. (23) at different times. The difference between the dynamics in region D
(left) and C (right) is clearly seen when the interface appears at R = R1 in D and at R > R1 in C.
Line 5 is the “electrostatic spinodal” φes(T ) differentiating between D and M and defined by f ′′(φ0, T, r =
R1) = 0. In D f ′′(φ0, r = R1) is always positive whereas in M f ′′ can be negative. The convexity of f has
a kinetic meaning. In region D the interface appears after a finite lag time tL. The closer φ0 is to line 5 the
longer the lag time is. The lag time diverges as a power law [64]
tL = const.× (∆φ)α (24)
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FIG. 6: Schematic stability diagram of nonpolar binary mixtures in a cylindrical capacitor. Above the binodal curve
composition variations exists; only in the shaded region the electric field is strong enough to induce a real interface
(defined as a jump in φ(r) in the limit of vanishingly small (∇φ)2 term in the free energy). In region C the interface
appears continuously (Fig. 7b) and in D it appears discontinuously (Fig. 7a). M is the metastable region. Point 2 is a
surface critical point and cp is the critical point of the mixture in the absence of field. Adapted from Ref. [64]
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FIG. 7: Composition profiles φ(r) for two regions (a) discontinuous, region D (φ0 = 0.36, T/Tc = 0.992) and (b)
continuous, region C (φ0 ' 0.4, T/Tc = 0.997) in Fig. 6. Each curve is a different snapshot in time taken at regular
intervals on a logarithmic scale. Arrows indicate the direction of increasing time. Dashed lines indicate the
composition where coexistence of two phases can exist based on a mixture free energy density fm symmetric around
φ = 1/2. In both parts Mc = σ2v/(4kBTcε0) = 0.069 is the dimensionless field squared. Adapted from Ref. [64]
where ∆φ = (φ0 − φes)/φes is the scaled distance from the electrostatic spinodal and α ' −1.16 is the
exponent. This relation holds irrespective of the value ofMc as long as ∆φ is small. In region M the system
is metastable and phase separates only with sufficiently strong thermal noise or other nucleation event.
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fig_interdig_with_profileFIG. 8: Representative phase contrast microscopy image from a mixture of ethyl lactate and squalene (2:8 v:v ratio)
near interdigitated ITO electrodes (shown schematically above). The flat electrodes (thickness ' 25nm) is seen as
vertical dark stripes; the gap is brighter. The polarity of the stripes is alternating between positive and negative. The
relative brightness indicates the mixture’s composition. The voltage between adjacent electrodes was 700V DC and
the temperature was regulated by a Linkam LTS120E temperature stage to be 0.2◦K above the binodal temperature.
Colorbar shows the gray levels. Overlaid curve (blue) was obtained by subtraction of the gray levels (black=0,
white=1) of the image and the ‘control’ (image without voltage), then averaging over the y-axis. Black arrow equals
0.3 gray levels. Encircled dark spot is a dirty spot on the cover-slip glass and was not included in analysis. Images
were cropped to size 1328x956.
To achieve phase separation with field gradients experimentally, the electrode setup is straightforward
since strong field gradients occur in electrodes whose typical size is on the micrometer scale with voltages
on the order of∼ 100V. The general design of a liquid cell consisted of standard 2.5cm×7.5cm glass slide as
the substrate, covered by a 2cm×2cm cover slip. The liquid mixture was put in the ∼ 300µm gap between
the two layers. The edges of the cover slip were sealed by various glues or by a Teflon frame leading to
actual cell size of 1.5cm×1.5cm. Three types of electrodes were used. The first is wire electrodes, made
from several metals with or without coating. Two wires were inserted into the cell prior to sealing and
were connected to a DC or AC voltage supply. The wire’s radius varied from 50µm to 200µm. The field
gradients results from the cylindrical symmetry around the wires. The second design consisted of a thin
metallic coating on the bottom slide (Indium Tin Oxide, platinum, gold, silver or other metals) fabricated
so as to have two “razor-blade” parts with a gap (width ∼ 50µm) separating them. Here the field is mainly
dictated by the thickness of the metallic layer (∼ 25nm) and not by the thickness of the gap. The field is
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FIG. 9: (a) Time progression of phase separation. Horizontal axis is time (in units of 5sec) and vertical axis is the
x-axis from Fig. 8. Colors indicate the gray levels of profiles such as the one overlaid in Fig. 8. White lines highlight
the widening of the phase separation (only two pairs 1 and 2 are shown) – line 1 is horizontal and static and line 2
deviates from it, approximately linearly at early times. The gap between them is the width of the phase-separated
region as a function of time. (b) The width of phase separated region at long times (15 mins) vs applied voltage.
Measurements were taken from six different electrodes (different symbols). In (a) and (b) temperature, composition
and other conditions are the same as in Fig. 8.
largest close to the edges of the metal layer. In the third design the metallic layer had the shape of inter-
digitated stripes in a comb-like manner. A voltage difference was imposed across any two adjacent stripes,
as is schematically depicted in Fig. 8. The whole cell was put in a carefully controlled temperature chamber
and was observed with phase-contrast optical microscopy. The large number of stripes and large sample
area allows to infer the influence of small local defects and on the same time to obtain better statistics.
Images of the sample prior and after application of voltage were recorded and analyzed. Due to local
irregularities of the electrodes and to enhance the detection of the separation, analysis was done only after
subtraction of the ‘control’ image (corresponding to stable and thermally equilibrated sample without elec-
tric field). Fig. 8 is an example of a bare image. The blue superimposed curve is the gray level intensity
averaged along the electrodes (y-direction) after the control image was subtracted.
The time progression of such intensity curves is shown in Fig. 9a. The peaks and valleys of the curve
in Fig. 8 correspond to red and blue tints, respectively. Out of the six edges shown in the images two were
highlighted with white lines. The gap between them was defined as the thickness of the separated region.
With increasing time the the phase separated regions near the edges of the electrodes widen.
The equilibrium thicknesses measured at long times are shown in Fig. 9b vs the applied voltage. For
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FIG. 10: Lag time for the appearance of phase separation vs temperature difference ∆T = T − Tb. Increasing
values of ∆T corresponds qualitatively to the upward pointing dashed arrow in Fig. 6. The largest ∆T the closest T
is to the electrostatic binodal (line 5) and the larger the lag time is. The mixture of ethyl lactate and squalene with
compositions 2:8 v:v was subject to 400V on interdigitated electrodes.
these liquids, mixture composition, and temperature, the thickness increases linearly with voltage until
V = 300V, it is approximately constant in the range 300V-500V and increases again for V > 500V. The
plateau in intermediate voltages cannot be explained by the simple theory used so far.
The simple theory based on model B dynamics predicts that if the point (φ0, T ) lies in region D of
the stability diagram, Fig. 6, then there is a lag time for the phase separation depending on the distance
from the “electrostatic spinodal”, line 5. Such lag time was observed experimentally as is shown in Fig. 10
for several temperatures above the field-free binodal curve Tb. For small values of ∆T = T − Tb, the
lag time is negligible compared to the error bars, recalling that the phase separation is quite faint and the
onset of separation is not easy to detect. When T increases closer to the “electrostatic binodal”, ∆T '
1◦K, the lag time increases markedly. Despite the many obvious qualitative and quantitative differences
between the experimental and theoretical phase diagrams and the shortcomings of the theory, it seems that
the temperatures of Fig. 10 roughly correspond to the dashed vertical arrow in Fig. 6 and therefore they
validate the theoretical lag time concept.
V. DEMIXING IN POLAR SOLUTIONS
In Sec. II B we discussed how, when two well defined phases are subject to electric fields, even a small
amount of ions leads to marked differences as compared to pure dielectrics. The same is true when the
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initial state is mixed and there is no interface. In purely dielectric liquids the prewetting transition discussed
in Sec. IV is induced by a dielectrophoretic force and this force arise only in nontrivial electrode geometries
(i.e. curved or finite size), and not in one dimensional systems. However, when ions exist field gradients
due to screening occur irrespective of the geometry. The lengthscale associated with the field is no longer
the typical electrode size, ∼ 1µm, but rather the Debye screening length λD ∼ 10nm. Hence even small
potentials of ∼ 0.1V lead to large fields E ∼ V/λD = 107V/m.
But ions are not equally miscible in all solvents. Ionic specificity to liquids and surface has been known
for a long time (See [67–69] and references therein). The ionic affinity to neutral or hydrophobic surfaces,
the so-called Hofmeister series [70], influences many physical properties, such as the water-air surface
tension [71–73] [74, 75]. It plays a central role in the solubility of proteins and underpins the “salting out”
effect [76], which is commonly used in protein separation techniques.
FIG. 11: Schematic illustration of the solvation of Na+ in (a)
pure water and (b) water-nitrobenzene. Water molecules are
preferentially attached to the hydrophilic ion. The ion’s
solvation energy is higher in (b) than in (a) and the difference
exceeds the thermal energy. Adapted from Ref. [77].
G. Hefter. Pure Appl. Chem. (2005) 
G for F- ion in water+solvent mixtures G for H+ ion in water+solvent mixtures 
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FIG. 12: Gibbs transfer energy ∆G for
moving an ion from pure water to mixtures
with varying fractions of the co-solvent for
H+ (left) and F− (right) ions. Clearly the
magnitude and trend (descending or
ascending), or even the sign of the curves, is
very ion-specific. Adapted from Ref. [78].
Ionic specificity is even more pronounced in liquid mixtures. For example, in mixture of water and a
less polar co-solvent, water molecules selectively attach to hydrophilic ions [see illustration in Fig. 11]. The
typical difference in the solvation energy of an ion between solvents is typically of the order of 5–10kBT
per ion and can even be much larger. This Gibbs transfer energy strongly depends on both the solvents
and the chemical nature of the ion [79–82]. Hence, the magnitude and sometimes the sign of the Gibbs
transfer energy for cations and anions may differ greatly between mixtures [67, 77], as is seen in the curves
of Fig. 12.
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In the next two section we describe shortly two “applications” of liquid-liquid demixing in polar solu-
tions.
VI. COLLOIDAL STABILIZATION BY ADDITION OF SALT
Steric stabilization of colloids against the attractive van der Waals forces can be achieved using surfactant
or polymer molecules that are physically or chemically attached to the colloid’s surface. Charged colloids
can also be stabilized via the screened Coulomb repulsion, whose range depends on the Debye length λD.
In the celebrated Derjaguin, Landau, Verwey, and Overbeek (DLVO) theory [83, 84], addition of salt to the
suspension decreases the Debye length and the electrostatic repulsion leading eventually to coagulation and
sedimentation of the colloids [85].
In immiscible solvents selective solvation leads to a large ion partitioning between the liquid phases.
This phenomenon underlies liquid-liquid extraction, a widely used separation method in chemical labora-
tories and in industry [86]. But only few works investigate how selective solvation affects the interaction
between charged surfaces. Leunissen et al. [87, 88] and Zwanikken et al. [89] showed experimentally
and theoretically that ion partitioning in an oil-water mixture can be used to tune the structure of colloidal
suspensions and to produce additive-free water-in-oil emulsions that can crystallize.
Several studies investigated experimentally the interaction between charged surfaces in mixtures of par-
tially miscible solvents [87, 90–93]. In a binary mixture of water and 2,6-lutidine, a reversible flocculation
of colloids occurs close to the demixing curve depending on the type and amount of salt [90, 94–96]. It
was only recently understood that selective solvation plays an important role in such experiments [97–100]
[101–104] [105, 106] due to the non trivial electrostatics.
The bulk free energy density in polar mixtures is f = fm + fes + fion, where the electrostatic fes and
ionic free energies are now [107, 108]
fes = −1
2
ε(φ)(∇ψ)2 + (n+ − n−)eψ ,
fion = kBT [n
+ ln(v0n
+) + n− ln(v0n−)]− (∆u+n+ + ∆u−n−)φ . (25)
Here n± are the ionic number densities and ∆u± are the parameters proportional to the Gibbs transfer
energies. This bilinear coupling of the ionic density to the mixtures composition is the lowest possible
order for a generally complex interaction between the ions and mixture [109]. For a mixture confined by
hard walls the surface energy density fs is
fs = ∆γφ(rs) + σψ(rs), (26)
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where rs is a vector on the surface. The first term models the short-range interaction between the fluid and
the solid. The parameter ∆γ measures the difference between the solid-water and solid-cosolvent surface
tensions. The second term is the electrostatic energy for a surface with charge density σ.
Due to preferential solvation, when ions move to the electrodes they also “drag” the liquid in which they
are better solvated, leading to a force of electrophoretic origin. Both electrophoretic (∝ ∆u) and dielec-
trophoretic (∝ ε′) forces lead to a phase separation transitions in liquid mixtures near charged surfaces. The
window of temperatures above the binodal ∆T in which the mixture is unstable near one chemically-neutral
(∆γ = 0) wall charged at potential V , analogous to the difference between curve 3 and the binodal in Fig. 6,
is given by [107]
∆T
Tc
'
( |ε′|
εc
+
∆u
kBTc
)
n0v0
|φ0 − φc| exp
(
eV
kBTc
)
. (27)
Note the exponential dependence on V , rendering the demixing possible at virtually all temperatures above
the binodal. The thickness of the demixing layer is a combination of the Debye length λD and the correlation
length of the mixture, and is of the order of 10nm unless T is very close to Tc.
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FIG. 13: Theoretical effective potential U(D) between two colloids with inter-surface separation D immersed in a
binary mixture with added antagonistic salt. The colloids repel at long distance and attract at short distance, with an
energy barrier Umax at a distance Dmax. (a) Varying temperatures and fixed n0 = 20mM (b) Varying salt amount
and fixed T = Tb + 6K. The location of the barrier at Dmax decreases with increasing distance from the coexistence
line |T − Tb| or with increasing salt n0 (λD decreases). The surface of the colloids (R = 1µm) was assumed
hydrophobic and ∆u+ = −∆u− = 8kBT . Adapted from Ref. [110].
Following the above insights it was suggested theoretically [111] and recently established experimentally
[110] that colloids that otherwise coagulate and sediment in mixtures can be stabilized by the addition of
salt. The key idea is this: suppose a hydrophobic particle is immersed in a mixture of water and a co-solvent.
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The co-solvent will partially wet the particle while water will be depleted. Antagonistic ions are ion pairs
where the cation is hydrophilic and the anion is hydrophobic (or vice versa) [68, 112]. More generally,
these are ions with a large difference in the Gibbs transfer energy, that is large |∆u+ − ∆u−|. If such
ions are now added to the solution, the anions will be preferentially dissolved in the co-solvent (cation in
the water) and hence the particles will be effectively charged and repelled from each other against van der
Waals attraction. This repulsion is strong as long as the distance between them is not too small; at small
separations the two co-solvent layers around the particle merge and capillary attraction together with van
der Waals force become dominant leading to coagulation [110].
How to calculate the effective potential between two colloids with surface-to-surface separationD? One
employs the variation principle for the total free energy with respect to the four fields: mixture composition
δf/δφ = 0, electrostatic potential δf/δψ = 0 (yielding the Poisson equation), and the two ionic densities
δf/δn± = 0 (yielding the Boltzmann’s distribution for the ions). These equations are solved subject to the
boundary conditions n · ∇ψ = σ/ε(φ) and n · ∇φ = −∆γ/C, where n is the unit vector normal to the
colloid’s surface, σ is the surface charge density, ∆γ is the difference in the wettability of the two solvents
at the colloid’s surface, and C is the prefactor of the (1/2)(∇φ)2 term in the free energy density.
T-T
c [
o K
]
103
30
40
60
0.70.650.60.550.5
-30
-20
-10
0
10
20
30
(a)
T-T
c
 [ °K]
-10 0 10 20 30
U
m
a
x
/k
BT
0
10
20
30
40
50
60
70
80
?0=0.55
?0=0.625
?0=0.7
(b)
FIG. 14: (a) A contour plot for the barrier height Umax in the φ0–T plane in the Derjaguin’s approximation
including vdW attraction for a colloid radius R = 1µm. (b) Vertical cross-sections of part (a) are shown as curves of
Umax vs T for three different compositions . At φ0 = 0.55 the potential barrier is shallow and almost independent on
T . At φ0 the barrier has a strong T dependence only at T close to the critical temperature Tc, while at φ0 the curve is
steep at all temperatures. Adapted from Ref. [111].
Once the equilibrium profiles are found all thermodynamic quantities are known. The pressure tensor
is pij = −←→T ij = (φδf/δφ+ n+δf/δn+ + n−δf/δn− − f) δij − εEiEj1. The osmotic pressure is the
1 This expression for pij is compatible with Eq. (1) : the terms in the brackets are p0 + (1/2)εE2.
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difference between this expression and the bulk pressure, obtained when the composition and salt content
equal their constant bulk values φ0 and n0, respectively. If the distance between the colloids is smaller than
their radius, R  D, the Derjaguin’s approximation can be applied in this manner: the potential Ω(D)
is defined as the integral of the osmotic pressure from D to ∞. Then the effective inter-colloid potential,
including the simplest form of van der Waals interaction with a Hamaker’s constant A is
U(D) = piR
∫ ∞
D
Ω(D′)dD′ − AR
12D
(28)
The resultant potential U(D) is shown in Fig. 13 for various temperatures and salt concentrations. In
all curves repulsion exists at large distances. The potential attains a maximum at a distance Dmax ≈ 5nm,
Umax = U(Dmax). At short enough distances U(D) becomes attractive and the colloids will stick to each
other. The above calculation assumes reasonable numbers, such as colloid radius R = 1µm, Hamaker
constant A ∼ 10−21J and antagonistic ions with |∆u±| = 8 (other values in the caption). The qualitative
behavior stays the same irrespective of the exact numerical values. As can be seen on the left panel, the de-
pendence on T is non-monotonic for fixed salt content. As T approaches the binodal temperature Tb, Dmax
increases while the maximum Umax increases and then decreases. The behavior is also non-monotonic for
fixed T and increasing salt content – in the right panel an increase in n0 decreases Dmax while Umax in-
creases and then decreases. The location of the maximum at Dmax is a nonlinear combination of the Debye
length λD and the correlation length of the mixture ξ.
One can map the value of Dmax onto the phase diagram in the φ0–T plane. Fig. 14a is such a contour
plot for a fixed amount of added salt. The highest inter-colloid barrier and the most effective colloidal
stabilization is found asymmetrically for values of φ0 greater than φc (φc = 1/2 in the model employed
here) and for temperatures smaller than Tc. The experimental rule-of-thumb is that Umax needs to be larger
than ≈ 3kBT in order to effectively prevent colloids from coagulation. The size of the area in the φ0–T
plane satisfying this requirement is generally large and independent of the exact numerical value of the
parameters.
This non-DLVO stabilization mechanism has been tested with two types of binary mixtures: water–
2,6 lutidine (LCST) and water–acetonitrile (UCST). Using dynamic light scattering, visible-light transmis-
sion spectroscopy, and cryo-TEM it was verified that graphene flakes were indeed suspended in water–
acetonitrile mixtures with antagonistic salt (NaBPh4, Na+ is hydrophilic, BPh−4 is hydrophobic) but not
with “regular” salt (NaCl, both ions are hydrophilic). Cross-linked polystyrene colloidal spheres were suc-
cessfully suspended in water–2,6 lutidine mixtures with antagonistic salt but not with NaCl [110].
An interesting opportunity arises for tuning the colloidal interactions with temperature. Fig. 14b shows
the temperature dependence of the potential barrier height for three different mixture compositions φ0. In
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the first curve, φ0 = 0.55, the system behavior is expected to be virtually independent of T since Umax is
shallow for all values of T . One could, however, work with a mixture with φ0 ≈ 0.62 (orange curve). In
this case the system will be insensitive to temperature variations as long as T & Tc + 10K (small slope)
but will be quite sensitive at lower temperatures. The third curve (φ0 = 0.7, magenta) is further off-critical,
and here the curve is steep at all values of T , meaning that the system’s stability is always sensitive to the
temperature. The mixture composition is thus a valuable parameter for someone who wants to tune the
stability of the dispersion against thermal variations between insensitive, partially sensitive, and sensitive.
The additional boon of the method for certain applications is that the suspension is surfactant-free.
In the next section we investigate the role of electrostatics of liquid mixtures in pore filling transitions.
VII. PORE FILLING TRANSITIONS IN MEMBRANES
Membranes in liquids are ubiquitous in Nature and in technology. The function of the membrane’s pore
is to allow some species from one side to the other while blocking the rest [113–116]. It is advantageous
to gate the pores to achieve better control of the dynamics and selectivity of the transport. Reversible
pore gating has been achieved by temperature differences [117, 118]. An alternative strategy, providing
good anti-fouling properties, has recently been demonstrated in liquid-gated pores controlled by pressure
variations across the membrane [119]. Electric potentials hold great promise because they they can be
implemented in most systems, they can easily be turned on or off, and the voltages required are quite low:
the field E ∼ V/λD is large even if V small since λD is on the nanometre scale. Indeed several works
recently examined the effect of electric fields on the permeability of ions and solutes across the membranes
and the influence on liquid-vapour coexistence near the pore [120–123]. In these works the existence of a
transmembrane potential means that the direction of the field is parallel to the pore’s axis (and parallel to
the pore walls).
A different direction for pore gating has been proposed recently, whereby the membrane is immersed
in an aqueous mixture and the membrane is charged, leading to field in the direction perpendicular to the
pore’s axis. For hydrophobic membranes, the pore opens and fills with water when voltage is applied to
the membrane. The pore closes by filling with the co-solvent which diffuses in after the voltage is removed
[124]. The filling transitions, expected to occur in both hydrophobic and hydrophilic membranes, can be
triggered also by small changes in mixture composition or ambient temperature, and they can be continuous
or abrupt. The role of preferential solvation of ions is crucial as it enables the transitions even for highly
hydrophobic pores and at elevated temperatures above the critical temperature, unlike in regular capillary
condensation [125].
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FIG. 15: (a) Composition profile for chemically neutral (∆γ = 0) and electrically charged (σ 6= 0) pore of width D
as a function of the transverse coordinate z (−D/2 ≤ z ≤ D/2). Only negative values of z are shown since the pore
is symmetric (φ(z) = φ(−z)). The cation and anion are both hydrophilic and calculation were done within the
Modified Poisson-Boltzmann framework [126]. Dash-dot and solid curves are φ(z) just before and just after the
filling composition. The horizontal dashed line is the bulk composition φ0. ∆φ, the difference between φ(z = 0) and
φ0, is vanishingly small before the filling transition and finite after it. (b) The same as in (a) but the pore is
hydrophobic, ∆γ < 0. (c) Average water composition 〈φ〉 in a hydrophobic pore vs negative pore potential V (in
Volts) for three different temperatures and two salt contents n0. Adapted from Ref. [124] (values of parameters
therein).
The electrostatic potential, mixture composition, and ionic density profiles are calculated in the same
manner as in Sec. VI, by employing the variational principle with respect to these fields, δf/δφ = 0,
δf/δψ = 0, and δf/δn± = 0, where f = fm + fes + fion, and fes and fion are given in Eq. (25) and
the mixture energy fm includes a (1/2)C(∇φ)2 term. The equations are solved subject to the boundary
conditions derivable from the surface energy in Eq. (26): n · ∇ψ = σ/ε(φ) and n · ∇φ = −∆γ/C.
The short-range preference of the pore wall to water or to the co-solvent leads to gradients in φ(z);
surface charge density leads to gradients too. How to define then whether the pore is filled or not? Denoting
∆φ as the difference between the mid-pore composition φ(z = 0) and the bulk value φ0, before the filling
transition ∆φ ≈ 0 whereas after it ∆φ is finite. Fig. 15 (a) shows φ(z) just before (dash-dot) and after
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(solid) the transition for a highly charged pore in a membrane that is neither hydrophilic nor hydrophobic.
Both profiles are monotonously decreasing but the solid curve tends to ≈ 0.69 > φc in this case leading to
a finite value of ∆φ. In part (b) of the Figure the corresponding profiles are shown with the change that now
the pore is highly hydrophobic, as evidenced by the slope of both dash-dot and solid curves close to the left
boundary (z/D = −1/2). The thickness of the adsorption layers in the curves corresponds to a modified
Debye length λD that depends on n0, φ0, and ∆u± [124].
For porous carbonaceous membranes and other types of membranes one can control externally the sur-
face potential within certain constraints. To quantify the filling transition as a function of external potential
the average pore water composition is defined as 〈φ〉 = (1/D) ∫ D/2−D/2 φ(z)dz. The variation of 〈φ〉 in a
hydrophobic pore with increasing values of (negative) wall potential is shown in Fig. 15 (b) for two salt
contents and three temperatures. At zero potential, water is depleted from the pore, 〈φ〉 < φ0. The water
content increases with increasing |V |. Water is the majority in the pore once 〈φ〉 − φ0 exceeds 0.2, since
in this Figure φ0 = 0.3. The filling is continuous for the two high temperatures T = Tc + 21.5K and
T = Tc + 3K and discontinuous at T = Tc − 6.1K (the bulk mixture is homogeneous at this temperature).
The voltage to (partially) fill the pore with water decreases with decreasing T or with increasing n0.
Pore filling occurs also in regular capillary condensation phenomena with short-range interactions. The
selective solvation of the ions, being a volume contribution to the free energy, is dominant when either (i)
the salt concentration is large, (ii) the membrane is highly charged, or (iii) the Gibbs transfer energy is large.
VIII. OUTLOOK
The dynamics and thermodynamics of liquids in electric fields is classical physics (pun intended). The
elliptical nature of Laplace’s equation means that boundaries dictate the electric forces that occur remotely
from them. Despite our old and tested knowledge of the mathematical formulae for the energy densities
and the stresses, in complex, multi-component liquids, the system’s behavior is often difficult to predict or
even describe. Enormous advances have been made in description of shape change, interfacial dynamics
and related instabilities and the field is continuously evolving [2, 127–132]. We have highlighted how
the preferential solvation of ions leads to forces that change dramatically the thermodynamics of liquid
mixtures. This ingredient is expected to modify the classical models considerably. The addition of a new
energy scale is especially intriguing in problems with time-varying fields where heating effects can be
dominant. Researchers on these topics have plenty of work.
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