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MATHIEU'S SERIES: INEQUALITIES, ASYMPTOTICS AND
POSITIVE DEFINITENESS
VIKTOR P. ZASTAVNYI
Abstrat. Inequalities, asymptotis and, for some spei ases, asymptotial
expansions were obtained for generalized Mathieu's series. A onnetion between
inequalities for Mathieu's series and positive denite and ompletely monotoni
funtions.
1. Introdution
In 1890

Emile Leonard Mathieu [1℄ onjetured that the inequality
(1.1) S(t) :=
∞∑
k=1
2k
(k2 + t2)2
<
1
t2
, t > 0
is valid. The rst proof of (1.1) was published in 1952 in Berg [2℄. It was mentioned
that, in ase 0 < t ≤ √2 inequality (1.1) follows from inequalities Shroder [3, ñ. 259℄
S(t) <
2
(1 + t2)2
+
4
(4 + t2)2
+
1
4 + t2
=
1
t2
− 2(8− t
6)
t2(1 + t2)2(4 + t2)2
, 0 < t ≤ 2 ,
and, in ase t ≥ √2 he applied the summation formula of Euler-Malaurin.
In 1956 van der Corput and Heinger [4℄ got the estimation of remainder term
in the summation formula of Euler-Malaurin for suiently vide lasses of the
funtions. The inequality (1.1) follows from this estimation for every t >
√
42
16
. If
0 < t < 1, then the funtion x
(x2+t2)2
is stritly dereasing with respet to x ∈ [1,+∞)
and, onsequently, S(t) < 2
(1+t2)2
+
∫∞
1
2x dx
(x2+t2)2
< 1
t2
. They also mentioned the error
in Emersleben [5℄ whih an be orreted. Emersleben has resulted two statements
from whih the inequality (1.1) follows: 1) for every natural t ∈ N the inequality
t2S(t) ≤ 1 + 1
16t2
holds; 2) the funtion t2S(t) is stritly inreasing for t > 0. The
proof of the seond statement ontains an error. The monotoniity of the funtion
t2S(t) was proved in [4℄.
In 2007 author obtained the following proof of the inequality (1.1). Let F (x) =
x
ex−1 , then F (0) = 1 and for every t 6= 0 the next well-known equality
∞∑
k=1
2k
(k2 + t2)2
=
∞∑
k=1
1
t
∫ ∞
0
e−kxx sin tx dx =
1
t
∫ ∞
0
F (x) sin tx dx =
1
t2
− 1
t2
∫ ∞
0
(−F ′(x)) cos tx dx
valid. Using the result of Polya [6, 6, VII℄, [7, Theorem 4.3.1℄: if f is onvex
downwards on [0,+∞) and f(+∞) = 0, then ∫∞
0
f(x) cos tx dx ≥ 0 for t 6= 0. If, in
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addition, f is not a pieewise linear funtion with equidistant nodes then the last
integral is stritly greater than zero (see, for example, Zastavnyi [8℄). It is easily an
be heked that F ′(+∞) = F (2)(+∞) = 0 and F (3)(x) = ex
(ex−1)4 g(x), where g(x) =
e2x(3 − x) − 4xex − (x + 3) = −∑∞n=5 anxn, an = 2n−1(n−6)+4nn! > 0, n ≥ 5. Then,
for every x > 0 the inequalities F (3)(x) < 0, F (2)(x) > 0, F ′(x) < 0 hold. After
appliation the Polya's result to the funtion f(x) = −F ′(x) the inequality (1.1)
follows.
In 1957, Makai [9℄ proved the inequality (1.1) by the following arguments. It is
easy to hek that, for every k ∈ N, t 6= 0, the next inequalities
1
k(k − 1) + t2 + 1/2−
1
k(k + 1) + t2 + 1/2
<
2k
(k2 + t2)2
<
1
k(k − 1) + t2−
1
k(k + 1) + t2
hold. By the summation, we get
(1.2)
1
t2 + a
<
∞∑
k=1
2k
(k2 + t2)2
<
1
t2 + b
, t > 0 ,
where a = 1
2
and b = 0. The next natural problem appears: to nd maximal b and
minimal a so that inequality (1.2) valid. In 1982 Elbert [10℄ formulated hypothesis
that in (1.2) a = 1
2ζ(3)
an be taken, where ζ(s) is Riemann ζ-funtion.
In 1998, Alzer, Brenner and Ruehr [11℄ proved that in (1.2) a = 1
2ζ(3)
and b = 1
6
an
by taken and these onstants are exat. Their proof is an elementary onsequene
of the inequality
(1.3)
∞∑
k=1
k
(k2 + t2)3
<
( ∞∑
k=1
k
(k2 + t2)2
)2
, t ≥ 0 .
The inequality (1.3), as unsolved problem, was published in 1997 [12℄ and proved
by Wilkins [13℄ in 1998. Note that for the alulation of the exat value of b = 1
6
the rst two terms of the asymptotial expansion
∞∑
k=1
2k
(k2 + t2)2
∼
∞∑
k=0
(−1)kB2k
t2k+2
, t→ +∞ ,
was used ([10, 14℄). Here, Bn := Bn(0) - the Bernoulli numbers, and Bn(x) - the
Bernoulli polynomials.
We have to mention ones more exat result. In 1980, Diananda [15℄ proved the
inequality
(1.4)
∞∑
k=1
2k
(k2 + t2)µ+1
<
1
µ t2µ
, µ > 0 , t > 0 ,
whih an be derived from
2kµ
(k2 + t2)µ+1
<
1
(k(k − 1) + t2)µ −
1
(k(k + 1) + t2)µ
, µ > 0 , t > 0 , k ∈ N .
Referenes on this topi an be found in [16℄.
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2. Main Results
In this paper, we onsider the following Mathieu's series
S(t, u, γ, α, µ) :=
∞∑
k=1
2(k + u)γ
((k + u)α + tα)µ+1
,
γ ≥ 0 , α > 0 , δ := α(µ+ 1)− γ > 1 , u > −1 , t ≥ 0 .
(2.1)
Let us introdue the next series
S˜(t, u, γ, α, µ) :=
∞∑
k=1
2(−1)k−1(k + u)γ
((k + u)α + tα)µ+1
,
γ ≥ 0 , α > 0 , δ := α(µ+ 1)− γ > 0 , u > −1 , t ≥ 0 .
(2.2)
It is obviously, if δ > 1,
(2.3) S˜(t, u, γ, α, µ) = S(t, u, γ, α, µ)− 21−δS
(
t
2
,
u
2
, γ, α, µ
)
.
In [17℄, the problem of obtaining the exat inequalities for S(t, 0, α
2
, α, µ) stated.
Note that in [18, Theorem 2℄, the inequality for S(t, 0, α
2
, α, µ) is not true.
The Theorem 2.4 (see also Corollaries 4.2 and 4.3) ontains the proof of the in-
equalities for the series (2.1) and (2.2) for all admissible parameters. An asymptotis,
as t → +∞, and an asymptoti representation, for (γ, α) ∈ Z+ × N, as a series in
the power of t−α(k+µ+1), k ∈ Z+, obtained as simple onsequenes.
The Bernoulli, Bn(x), and, Euler, En(x), polynomials an be dened by the fol-
lowing generating funtions (see, for example, [19, 1.13, 1.14℄)
(2.4)
tetx
et − 1 =
∞∑
n=0
tn
n!
Bn(x) , |t| < 2pi ; 2e
tx
et + 1
=
∞∑
n=0
tn
n!
En(x) , |t| < pi .
The onnetion between the Bernoulli and Euler polynomials follows from the next
identity
2etx
et + 1
=
2etx
et − 1 −
4etx
e2t − 1 =
∞∑
n=1
tn−1
(n− 1)!
2
n
(
Bn(x)− 2nBn
(x
2
))
, 0 < |t| < pi .
Consequently, En−1(x) = 2n
(
Bn(x)− 2nBn
(
x
2
))
, for every n ∈ N. The Bernoulli
and Euler splines dened by the formulas bn(x) = Bn({x}) and
en(x) =
2
n+ 1
(
bn+1(x)− 2n+1bn+1
(x
2
))
, n ∈ Z+
orrespondingly.
Theorem 2.1 and 2.2 give the generalization of Euler-Malaurin formula.
Òheorem 2.1. 1. If, for some n ∈ Z+, the funtion F ∈ Cn[0,+∞) ∩ L[0,+∞),
F (n) is a funtion of bounded variation on [0,+∞) and F (k)(+∞) = 0 for 0 ≤ k ≤ n,
then for every ε > 0 and u ≥ 0 the equality
∞∑
k=1
F (εk + εu) =
1
ε
∫ ∞
0
F (t) dt+
n∑
k=0
(−1)kεk
(k + 1)!
Bk+1(−u)F (k)(0) + (−1)
nεn
(n+ 1)!
Ln(ε, u) ,
where Ln(ε, u) =
∫ ∞
0
bn+1
(
t
ε
)
dF (n)(t + εu) +
∫ 1
0
Bn+1(−u+ ut) dF (n)(tεu) ,
(2.5)
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(2.6) |Ln(ε, u)| ≤ sup
0≤x≤1
|bn+1(x)| V ∞εu (F (n)) + sup−u≤x≤0 |Bn+1(x)| V
εu
0 (F
(n))
valid. If, in addition, F (n) is absolutely ontinuous on [0,+∞), then Ln(ε, u) = o(1)
for ε→ +0, uniformly with respet to u ∈ [0, a] for every xed a > 0.
2. If, for some q < 0, n ∈ Z+, the funtion F ∈ Cn[q,+∞) ∩ L[q,+∞), F (n) is a
funtion of bounded variation on [q,+∞) and F (k)(+∞) = 0, for 0 ≤ k ≤ n, then,
for every u < 0, ε ∈ (0, q
u
), the equality (2.5) valid and
(2.7) |Ln(ε, u)| ≤ sup
0≤x≤1
|bn+1(x)| V ∞εu (F (n)) + sup
0≤x≤−u
|Bn+1(x)| V 0εu(F (n)) .
If, in addition, F (n) is absolutely ontinuous on [q,+∞), then Ln(ε, u) = o(1), for
ε→ +0, uniformly with respet to u ∈ [b, 0] for every xed b < 0.
Òheorem 2.2. 1. If, for some n ∈ Z+, the funtion G ∈ Cn[0,+∞), G(n) is a
funtion of bounded variation on [0,+∞) and G(k)(+∞) = 0 for 0 ≤ k ≤ n, then,
for every ε > 0 and u ≥ 0, the equality
∞∑
k=1
(−1)k−1G(εk + εu) =
n∑
k=0
(−1)kεk
2 k!
Ek(−u)G(k)(0) + (−1)
nεn
2n!
ln(ε, u) ,
where ln(ε, u) =
∫ ∞
0
en
(
t
ε
)
dG(n)(t+ εu) +
∫ 1
0
En(−u + ut) dG(n)(tεu) ,
(2.8)
(2.9) |ln(ε, u)| ≤ sup
0≤x≤2
|en(x)| V ∞εu (G(n)) + sup−u≤x≤0 |En(x)| V
εu
0 (G
(n))
is valid. If, in addition, G(n) is absolutely ontinuous on [0,+∞), then ln(ε, u) =
o(1), for ε→ +0, uniformly on u ∈ [0, a], for every xed a > 0.
2. If, for some q < 0, n ∈ Z+, the funtion G ∈ Cn[q,+∞), G(n) is a funtion of
bounded variation on [q,+∞) and G(k)(+∞) = 0, for 0 ≤ k ≤ n, then for every
u < 0, ε ∈ (0, q
u
), the equality (2.8) is valid and
(2.10) |ln(ε, u)| ≤ sup
0≤x≤2
|en(x)| V ∞εu (G(n)) + sup
0≤x≤−u
|En(x)| V 0εu(G(n)) .
If, in addition, G(n) is absolutely ontinuous on [q,+∞), then ln(ε, u) = o(1), for
ε→ +0, uniformly with respet to u ∈ [b, 0] for every xed b < 0.
Òheorem 2.3. 1. If, for some q ≤ 0, the funtion F ∈ C∞[q,+∞) and F (n) ∈
L[q,+∞), for every n ∈ Z+, then, for every xed u ≥ 0, but if q < 0, then, for every
xed u ∈ R, the asymptoti representation
(2.11)
∞∑
k=1
F (εk+ εu) ∼ 1
ε
∫ ∞
0
F (t) dt+
∞∑
k=0
(−1)kεk
(k + 1)!
Bk+1(−u)F (k)(0) , ε→ +0 ,
is valid.
2. If, for some q ≤ 0, the funtion G ∈ C∞[q,+∞), G(+∞) = 0 and G(n) ∈
L[q,+∞), for every n ∈ N, then for every xed u ≥ 0, but if q < 0, then, for every
xed u ∈ R, the asymptoti representation
(2.12)
∞∑
k=1
(−1)k−1G(εk + εu) ∼
∞∑
k=0
(−1)kεk
2 k!
Ek(−u)G(k)(0) , ε→ +0
is valid.
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Example 2.1. The funtion F (t) = 2t2γ−1e−t
2α
, for every γ, α ∈ N, satisfy to the
onditions of Theorem 2.3 for every q < 0. Consequently, F has the representa-
tion (2.11). Multiplying (2.11) by ε and setting ε2 = x > 0, the next asymptotial
representations
xγ
∞∑
k=1
2(k+ u)2γ−1e−(k+u)
2αxα ∼ Γ
(
γ
α
)
α
+
∞∑
k=0
(−1)k+1B2(αk+γ)(−u)xαk+γ
(αk + γ)k!
, x→ +0 ,
x
∞∑
k=1
2(k + u)e−(k+u)
2x ∼
∞∑
k=0
(−1)kB2k(−u)xk
k!
, x→ +0
take plae, for every xed u ∈ R. For u = 0, rst of them an be found, for example,
in [27, Example 11.8℄.
Òheorem 2.4. Let γ ≥ 0, α > 0, δ := α(µ+1)−γ > 0 and g(x) := xγ(xα+1)−µ−1.
1. If (γ, α) 6∈ Z+ × N, then g ∈ Cr[0,+∞), g 6∈ Cr+1[0,+∞) and, for every
integer n ∈ [0, r], the funtion g(n) is absolutely ontinuous on [0,+∞), where
(2.13) r =
{
[γ] , γ 6∈ Z+ ,
γ + [α] , γ ∈ Z+ , α 6∈ Z+.
If γ 6∈ Z+, then g(p)(0) = 0 for every integer p ∈ [0, r]. If γ ∈ Z+, α 6∈ N,
then g(p)(0) = 0 for every integer p ∈ [0, r], p 6= γ and g(γ)(0) = γ! .
Furthermore, the funtion G = g satises to the onditions of the statement 1
of Theorem 2.2 for every integer n ∈ [0, r].
If, in addition, δ > 1, then the funtion F = g satises to the onditions of
the statement 1 of Theorem 2.1 for every integer n ∈ [0, r].
2. If (γ, α) ∈ Z+×N, then g ∈ C∞(−1,+∞) and the funtion G = g satises to
the onditions of Theorem 2.2 for every q ∈ (−1, 0), n ∈ Z+, and the funtion
g(n) is absolutely ontinuous on [q,+∞). Furthermore, for every xed u ∈ R
the next asymptoti representation
(2.14) S˜(t, u, γ, α, µ) ∼
∞∑
k=0
(−1)k(α+1)+γ
tα(k+µ+1)
· Γ(µ+ k + 1)Ekα+γ(−u)
Γ(µ+ 1)Γ(k + 1)
, t→ +∞
is valid. If, in addition, δ > 1, then the funtion F = g satises to the
onditions of Theorem 2.1 for every q ∈ (−1, 0), n ∈ Z+. In this ase, for
every xed u ∈ R, the next asymptoti representation
S(t, u, γ, α, µ) ∼ 1
tα(µ+1)−γ−1
· 2
α
B
(
γ + 1
α
, µ+ 1− γ + 1
α
)
+
∞∑
k=0
(−1)k(α+1)+γ
tα(k+µ+1)
· 2 Γ(µ+ k + 1)
Γ(µ+ 1)Γ(k + 1)
· Bkα+γ+1(−u)
kα+ γ + 1
, t→ +∞ ,
(2.15)
is valid.
The asymptoti representation (2.14), for u = 0, γ = 1, α = 2, and, µ = 1,
obtained in [20℄ by using a dierent method.
Further, let us onsider some generalization of the inequalities (1.2) and (1.4). The
next Theorem 2.5 is a suient onditions for the existene of double inequalities.
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Òheorem 2.5. Let the next onditions be satised:
i) S(t) ∈ C[0,+∞), and S(t) > 0, t ≥ 0.
ii) There exist the positive onstants C, δ1, A, β1 > 0 suh that
(2.16) S(t) =
C
tδ1
− A
tδ1+β1
+ o
(
1
tδ1+β1
)
, t→ +∞ .
iii) For every t > 0, S(t) < C
tδ1
.
Then
1. If 0 < β < β1, the inequality S(t) ≤ C(tβ + b)−
δ1
β
, t > 0, is impossible for
every b > 0.
2. If β > β1, the inequality S(t) ≥ C(tβ + a)−
δ1
β
, t > 0, is impossible for every
a ≥ 0.
3. Let m = inf
t≥0
f(t), M = sup
t≥0
f(t), here f(t) =
(
C
S(t)
)β1
δ1 − tβ1. Then f(+∞) =
β1A
δ1C
, 0 < m ≤M < +∞, and inequality
(2.17)
C
(tβ1 + a)
δ1
β1
≤ S(t) ≤ C
(tβ1 + b)
δ1
β1
, t > 0
is valid i 0 ≤ b ≤ m and a ≥M .
Example 2.2. For S(t) = S(t, u, γ, α, µ), γ = 0, α > 0, α(µ+ 1) > 1, u ≥ 0 the on-
ditions of Theorem 2.5 be fullled. In this ase (see Corollary 4.2) S(t, u, 0, α, µ) =
C
tδ1
− A
tδ1+β1
+o
(
1
tδ1+β1
)
as t→ +∞, where C = 2
α
B
(
1
α
, µ+ 1− 1
α
)
, δ1 = α(µ+1)−1,
A = 1 + 2u, β1 = 1. Furthermore, for every t > 0, the inequality
S(t, u, 0, α, µ) < 2
∫ ∞
0
dx
((x+ u)α + tα)µ+1
≤ 2
∫ ∞
0
dx
(xα + tα)µ+1
=
C
tδ1
is valid. Then, form = m(u, α, µ) = inf
t≥0
f(t), andM = M(u, α, µ) = sup
t≥0
f(t), where
f(t) =
(
2
α
B
(
1
α
, µ+ 1− 1
α
)
S(t, u, 0, α, µ)
) 1
α(µ+1)−1
− t ,
the next inequalities
2
α
B
(
1
α
, µ+ 1− 1
α
)
(t+M)α(µ+1)−1
≤
∞∑
k=1
2
((k + u)α + tα)µ+1
≤
2
α
B
(
1
α
, µ+ 1− 1
α
)
(t+m)α(µ+1)−1
, t > 0 ,
0 < m ≤ min {f(0), f(+∞)} ≤ max {f(0), f(+∞)} ≤M < +∞ ,
is valid. Here
f(0) =
(
2
α
B
(
1
α
, µ+ 1− 1
α
)
S(0, u, 0, α, µ)
) 1
α(µ+1)−1
, f(+∞) =
1
2
+ u
(µ+ 1− 1
α
)B
(
1
α
, µ+ 1− 1
α
) .
In the rst inequalitym andM are the best onstants. It is easy to see that m < M .
Òheorem 2.6. Let g is onvex downwards on (0,+∞) and ∫ +∞
1
g(x) dx onverges.
Then, on the open set E := {(u, y) ∈ R2 : (k + u)2 + y > 0 , k ∈ N}, the funtion
(2.18) S(u, y) :=
∞∑
k=1
2(k + u)g((k + u)2 + y) , (u, y) ∈ E ,
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is well dene and have the next properties:
1. S(u, y) ∈ C(E). If (u0, y0) ∈ E, then (u0, y) ∈ E for every y > y0 and
S(u0,+∞) = 0. For every xed u ≥ −1, the funtion S(u, y) is nonnegative,
onvex downwards with respet to y ∈ (−(1 + u)2,+∞), and dereases. If, in
addition, g(x) > 0 for every x > 0, then, for every xed u ≥ −1, the funtion
S(u, y) is stritly dereasing with respet to y ∈ (−(1 + u)2,+∞).
2. For every u ≥ −1, u2 + u+ y > 0, the inequality
(2.19) F ((1 + u)2 + y) +
(
1
2
+ u
)
g((1 + u)2 + y) ≤ S(u, y) ≤ F (u2 + u+ y)
is valid, where
(2.20) F (t) :=
∫ +∞
t
g(x) dx , t > 0 ,
(
t ≥ 0, if
∫ +∞
0
g(x) dx < +∞
)
.
Moreover, the right hand side of (2.19) going to be the equality i the funtion
g is linear on eah segment [ak, ak+1], k ∈ N, where ak = (k− 12 +u)2+ y− 14 .
The left hand side of (2.19) valid for every u ≥ −3
2
, y > −(1+u)2 and going
to be the equality only if the funtion g is linear on eah segment [sk, sk+1],
k ∈ N, where sk = (k + u)2 + y.
Remark 2.1. Let the funtion g is onvex downwards on (0,+∞), ∫ +∞
1
g(x) dx on-
verges, and g(x) > 0 for every x > 0. It follows from (2.19) that, for u ≥ 0,
(2.21) F (a+ y) ≤ S(u, y) ≤ F (b+ y) , y > 0
is valid for a = (1 + u)2 and b = u2 + u. In this ase, the left hand side of (2.21) is
strit inequality. If the inequality (2.21) valid for some a = a0 ≥ 0 and b = b0 ≥ 0,
then it valid for every a ≥ a0 and 0 ≤ b ≤ b0, moreover, b0 ≤ a0. Therefore, the
problem of denition of the quantities
m(u) := sup{b ≥ 0 : S(u, y) ≤ F (b+ y) , y > 0} , u ≥ 0 ,
M(u) := inf{a ≥ 0 : F (a+ y) ≤ S(u, y) , y > 0} , u ≥ 0(2.22)
naturally appears. It is obviously
(2.23) u2 + u ≤ m(u) ≤M(u) ≤ (1 + u)2 , u ≥ 0 .
Beause the funtion F stritly derease, the inverse funtion F−1 exist suh that
it is ontinuous, positive, and stritly dereasing over I, where I = (0,+∞) if
F (+0) = +∞ and I = (0, F (+0)] if F (+0) < +∞. It follows from (2.19) that
(2.24) ψ(u, y) := F−1(S(u, y))− y , (u, y) ∈ R2+ := [0,+∞)× [0,+∞)
is well dened and, onsequently, is ontinuous on R2+. Moreover, the next inequal-
ities
(2.25) u2 + u ≤ ψ(u, y) < (1 + u)2 , (u, y) ∈ R2+
is valid. It is obviously, for xed a, b, u ∈ [0,+∞), the inequality (2.21) is equivalent
to the inequality b ≤ ψ(u, y) ≤ a, y > 0. Therefore,
m(u) = inf
y≥0
ψ(u, y) , u ≥ 0 ,
M(u) = sup
y≥0
ψ(u, y) , u ≥ 0 .(2.26)
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Remark 2.2. Let g is onvex downwards on (0,+∞), ∫ +∞
1
g(x) dx onverges, and
g(x) > 0 for every x > 0. Then:
1) m(u) = u2 + u for some u ≥ 0 ⇐⇒ ψ(u,+∞) = u2 + u, or some y ≥ 0 the
funtions g is linear on eah segment [ak, ak+1], k ∈ N, where ak = (k− 12+u)2+y− 14 .
2) M(u) = (1 + u)2 for some u ≥ 0 ⇐⇒ ψ(u,+∞) = (1 + u)2.
3) If, for some u ≥ 0, the equality m(u) = M(u) = c ≥ 0 is valid, then the
inequality (2.21) is valid for a = b = c. Therefore,
(2.27)
m(u) =M(u) = c ≥ 0 ⇐⇒
∞∑
k=1
2(k + u)g((k + u)2 + y) ≡
∫ +∞
c+y
g(x) dx , y > 0 .
For example, if g(x) = e−λx, λ > 0, then S(u, 0) =
∑∞
k=1 2(k + u)e
−λ(k+u)2
,
S(u, y) = e−λyS(u, 0) , F (t) =
e−λt
λ
, F−1(s) = −1
λ
ln(λs) , ψ(u, y) ≡ −1
λ
ln(λS(u, 0))
and, onsequently, m(u) = M(u) = − 1
λ
ln(λS(u, 0)). In this ase the inequali-
ties (2.25) is strit. Therefore,
(2.28) u2 + u < −1
λ
ln
(
λ
∞∑
k=1
2(k + u)e−λ(k+u)
2
)
< (u+ 1)2 , u ≥ 0 , λ > 0 .
Example 2.3. If g(x) = x−µ−1, µ > 0, x > 0, then F (t) = 1
µtµ
, F−1(s) =
(
1
µs
) 1
µ
,
t, s > 0 and, for every u ≥ −1, u2 + u+ y > 0, the inequality (see (2.19))
(2.29)
1
µ((1 + u)2 + y)µ
+
1
2
+ u
((1 + u)2 + y)µ+1
<
∞∑
k=1
2(k + u)
((k + u)2 + y)µ+1
<
1
µ(u2 + u+ y)µ
is valid. Left hand side of (2.29) valid for every u ≥ −3
2
, y > −(1 + u)2.
In the ase γ = 1, α = 2, let us denote the series (2.1) by
(2.30) Sµ(t, u) := S(t, u, 1, 2, µ) =
∞∑
k=1
2(k + u)
((k + u)2 + t2)µ+1
, µ > 0 , u, t ∈ R .
If −u ∈ N, then, for k = −u, the term be absent. Therefore, the funtion Sµ(t, u)
is ontinuous in t ∈ R for every xed u ∈ R. It follows from (2.15) that, for every
xed u ∈ R, the relations
Sµ(t, u) ∼
∞∑
k=0
(−1)k B2k(−u)
t2(k+µ)
· Γ(µ+ k)
Γ(µ+ 1)Γ(k + 1)
, t→ +∞ ,
Sµ(t, u) =
1
µt2µ
− u
2 + u+ 1
6
t2µ+2
+
(u2 + u)2 − 1
30
t2µ+4
· µ+ 1
2
+O
(
1
t2µ+6
)
, t→ +∞
(2.31)
hold.
Òheorem 2.7. For every t > 0, p > 0, u > −1, µ > 0 the inequality
(2.32)
∣∣∣∣ 1µ(p2 + t2)µ − Sµ(t, u)
∣∣∣∣ < { 1µp2µ − Sµ(0, u) , p− u ≤ 12 ,Sµ(0, u)− 1µp2µ , p− u ≥ 1 ,
is valid.
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Òheorem 2.8. For µ > 0, u ≥ 0, let us set mµ(u) = inf
t≥0
fµ,u(t),Mµ(u) = sup
t≥0
fµ,u(t),
where fµ,u(t) = (µSµ(t, u))
− 1
µ−t2, t ∈ R. Then fµ,u(+∞) = u2+u+ 16 , 0 < mµ(u) ≤
Mµ(u) < +∞ and inequality
(2.33)
1
µ(t2 + a)µ
≤ Sµ(t, u) ≤ 1
µ(t2 + b)µ
, t > 0
is valid i 0 ≤ b ≤ mµ(u) and a ≥Mµ(u). Moreover, the next statements hold:
1. u2+u < mµ(u) ≤ u2 +u+ 16 < u2+u+ 14 < Mµ(u) < (1+u)2, µ > 0, u ≥ 0.
2. If ν > µ > 0, u ≥ 0, then mν(u) ≤ mµ(u), Mν(u) ≥Mµ(u).
3. For every ν > 0, u ≥ 0, the exist tν,u ≥ 0 suh that f ′ν,u(t) < 0 for every
t > tν,u and, onsequently, the strit inequality
(2.34)
1
ν(t2 + fν,u(tν,u))ν
< Sν(t, u) <
1
ν(t2 + fν,u(+∞))ν , t > tν,u
is valid.
4. Let us suppose that, for some ν > 0, u ≥ 0, the inequality
(2.35) ((ν + 1)Sν+1(t, u))
1
ν+1 ≤ (νSν(t, u))
1
ν , t ≥ 0
holds. Then:
1) the funtion fν,u(t) stritly dereases in t ∈ [0,+∞), the inequality (2.34)
valid for tν,u = 0, Mν(u) = fν,u(0) and, for every µ ∈ (0, ν + 1], the equality
mµ(u) = u
2 + u + 1
6
and strit inequality Sµ(t, u) <
1
µ(t2+mµ(u))µ
, t ≥ 0 take
plae.
2) For every 0 < µ ≤ ν, 0 ≤ a ≤ u2+u+1
6
, the inequality
d
dt
((t2 + a)µSµ(t, u)) >
0, t > 0 is valid.
5. 1) For every µ ∈ (0, 2], the equality mµ(0) = 16 and strit inequality Sµ(t, 0) <
1
µ(t2+ 16)
µ , t ≥ 0, take plae.
2) For every 0 < µ ≤ 1, 0 ≤ a ≤ 1
6
, t > 0, the inequality d
dt
((t2 + a)µSµ(t, 0)) >
0 is valid.
As we mention in introdution, the equality mµ(0) =
1
6
, for µ = 1, proved in [11℄,
and the inequality
d
dt
((t2 + a)µSµ(t, 0)) > 0, t > 0 for µ = 1, a = 0 proved in [4℄.
It follows from Theorem 2.8 that, for u ≥ 0 the relations
m∞(u) := inf
µ>0
mµ(u) = lim
µ→+∞
mµ(u) ,
M∞(u) := sup
µ>0
Mµ(u) = lim
µ→+∞
Mµ(u) ,
u2 + u ≤ m∞(u) ≤ u2 + u+ 1
6
< u2 + u+
1
4
< M∞(u) ≤ (1 + u)2
(2.36)
take plae.
The funtion f is said to be ompletely monotoni on (0,+∞) (f ∈ M(0,+∞)),
if f ∈ C∞(0,+∞) and for every k ∈ Z+, t > 0, the inequality (−1)kf (k)(t) ≥ 0
holds. The Hausdor-Bernstein-Widder's Theorem state that f ∈ M(0,+∞) i
f(t) =
∫ +∞
0
e−tx dµ(x), t > 0, where µ is nonnegative Borel measure on [0,+∞)
suh that the integral onverge for every t > 0. Besides, the measure µ is nite on
[0,+∞) i f(+0) < +∞.
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Òheorem 2.9. Let the quantities m∞(u), M∞(u) are dened by (2.36), for u ≥ 0,
and
ψp,u,µ(t) :=
1
µ(p+ t)µ
− Sµ(
√
t, u) , p ≥ 0, µ > 0, t > 0 ,
ϕu(x) := x
∞∑
k=1
2(k + u)e−(k+u)
2x , x > 0 .
(2.37)
Then, for eah xed u ≥ 0, the next statements hold:
1. ψp,u,µ ∈M(0,+∞) for every µ > 0 ⇐⇒ ψp,u,µ ∈M(0,+∞) for some µ > 0
⇐⇒ 0 ≤ p ≤ m∞(u).
2. −ψp,u,µ ∈ M(0,+∞) for every µ > 0 ⇐⇒ −ψp,u,µ ∈ M(0,+∞) for some
µ > 0 ⇐⇒ p ≥ M∞(u).
3. m∞(u) = − supx>0 lnϕu(x)x , M∞(u) = − infx>0 lnϕu(x)x .
4. u2 + u < m∞(u) ≤ u2 + u+ 16 , M∞(u) = (1 + u)2.
The next orollary immediately follows from Theorem 2.9.
Corollary 2.10. If u ≥ 0 and 0 ≤ p ≤ u2 + u, then ψp,u,µ ∈ M(0,+∞) for every
µ > 0.
The funtion f : Rm → C is said to be positive denite on Rm, m ∈ N, if for
every n ∈ N, {xk}nk=1 ⊂ Rm and {ck}nk=1 ⊂ C the next inequality
n∑
k,j=1
ckc¯jf(xk − xj) ≥ 0
hold. About the positive denite funtions see, for example, [21℄ and referenes
therein. For suh a funtion the next inequality |f(x)| ≤ f(0), x ∈ Rm, holds, and
from ontinuity at zero follows ontinuity in Rm. By Bohner's Theorem the funtion
f is positive denite and ontinuous in Rm i f(x) =
∫
Rm
e−i(u,x) dµ(u), where µ is
nonnegative, nite, Borel's measure on Rm. From this Theorem immediately follows
the riteria of positive deniteness in Fourie's transform term: if f ∈ C(Rm)∩L(Rm),
then f is positive denite on Rm i
f̂(x) = Fm(f)(x) :=
∫
Rm
ei(x,y)f(y) dy ≥ 0, x ∈ Rm ,
where (x, y) = x1y1 + x2y2 + ... + xmym - salar produt in R
m
, and, in this ase
Fm(f) ∈ L(Rm).
Let us denote by Φ (lm2 ) a lass of ontinuous funtions f : [0,+∞)→ R suh that
funtion f(||x||2) is positive denite on Rm. Here ||x||2 =
√
(x, x) the Eulidean
norm in Rm. Obviously, Φ(lm+12 ) ⊂ Φ(lm2 ) and, by well-known Shoenberg's theorem
(2.38) Φ(l2) =
∞⋂
m=1
Φ(lm2 ) =
{
f(t) =
∫ +∞
0
exp(−t2s) dµ(s), µ ∈ P+
}
,
where P+ - the set of all nite, nonnegative, Borel measures on [0,+∞). It follows
from the Shoenberg's and Hausdor-Bernstein-Widder's theorems that f ∈ Φ(l2)
i f ∈ C[0,+∞) and f(√x) ∈M(0,+∞).
Òheorem 2.11. Let m∞(u), M∞(u) are dened, for u ≥ 0, by (2.36) and gp,u(x) :=
e−p x
x
− e−ux
ex−1 for x > 0, gp,u(0) := u +
1
2
− p, hu(x) := e−ux xex−1 for x > 0, hu(0) := 1.
Then, for every xed u ≥ 0 the next statements hold:
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1. gp,u ∈ Φ(l2) ⇐⇒ 0 ≤ p ≤
√
m∞(u).
2. −gp,u ∈ Φ(l2) ⇐⇒ p ≥
√
M∞(u) = u+ 1.
3. The inequality
d
dt
{t2µSµ(t, u)} ≥ 0 is valid for every µ > 0 and t > 0 ⇐⇒
− d
dx
(hu(x)) ∈ Φ(l2).
The next orollary immediately follows from inequality u2 + u < m∞(u) and
Theorem 2.11.
Corollary 2.12. If u ≥ 0 and 0 ≤ p ≤ √u2 + u, then gp,u ∈ Φ(l2).
The proof of theorems of Bohner's, Hausdor-Bernstein-Widder's and Shoen-
berg's an be found, for example, in [22, 23, 24, 25, 26℄.
3. Euler-Malaurin's formula. Proofs of Theorems 2.1, 2.2 and 2.3
Lemma 3.1. 1. Let p ∈ N, u > −p, ε > 0, n ∈ Z+. If F ∈ Cn[εu−, ε(p + u)],
where u− = u−|u|
2
, then the next equality
p∑
k=1
F (εk + εu) =
1
ε
∫ ε(p+u)
0
F (t) dt+
n∑
k=0
(−1)k+1εk
(k + 1)!
(
Bk+1(0)F
(k)(εp+ εu)− Bk+1(−u)F (k)(0)
)
+
(−1)nεn
(n+ 1)!
(∫ εp
0
bn+1
(
t
ε
)
dF (n)(t+ εu) +
∫ 1
0
Bn+1(−u+ ut) dF (n)(tεu)
)
(3.1)
valid.
2. Let p ∈ N, u > −2p, ε > 0, n ∈ Z+. If G ∈ Cn[εu−, ε(2p + u)], then the next
equality
2p∑
k=1
(−1)k−1G(εk + εu) =
n∑
k=0
(−1)k+1εk
2 k!
(
Ek(0)G
(k)(2εp+ εu)−Ek(−u)G(k)(0)
)
+
(−1)nεn
2n!
(∫ 2εp
0
en
(
t
ε
)
dG(n)(t + εu) +
∫ 1
0
En(−u+ ut) dG(n)(tεu)
)
(3.2)
valid. Here, Bn(x) and En(x) are Bernoulli's and Euler's polynomial, and bn(x) and
en(x) Bernoulli's and Euler's splines.
Proof. Let us onsider the statement 1. Under our onditions, the points 0 and
εu belong to the segment [εu−, ε(p + u)]. Consequently, all integrals in (3.1) are
well dened. Obviously, the funtion bn(x) are periodi of period T = 1. It follows
from the properties of Bernoulli's polynomials that b0(x) = 1, b1(x) =
1
2
+ {x}.
For n ≥ 2, the funtions bn(x) are absolutely ontinuous on R, and bn ∈ Cn−2(R),
b′n(x) = nbn−1(x) for n ≥ 3, x ∈ R and b′2(x) = 2b1(x) for x 6∈ Z. Taking into aount
these properties and applying the integration in part in the Riemann-Stieltjes's
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integrals formula, we get
(−1)nεn
(n+ 1)!
∫ εp
0
bn+1
(
t
ε
)
dF (n)(t+ εu) =
(−1)nεn
(n+ 1)!
bn+1(0)
(
F (n)(εp+ εu)− F (n)(εu))+
(−1)n−1εn−1
n!
∫ εp
0
bn
(
t
ε
)
dF (n−1)(t+ εu) = . . . =
n∑
k=0
(−1)kεk
(k + 1)!
bk+1(0)
(
F (k)(εp+ εu)− F (k)(εu))− ∫ εp
0
F (t+ εu) d b1
(
t
ε
)
.
Taking into aount equality b1(x) = −12 + x− [x], we obtain∫ εp
0
F (t+ εu) d b1
(
t
ε
)
=
1
ε
∫ εp
0
F (t+ εu) dt−
∫ εp
0
F (t+ εu) d
[
t
ε
]
=
1
ε
∫ εp
0
F (t+ εu) dt−
p∑
k=1
F (εk + εu) .
Then
(−1)nεn
(n+ 1)!
∫ εp
0
bn+1
(
t
ε
)
dF (n)(t+ εu) =
n∑
k=0
(−1)kεk
(k + 1)!
bk+1(0)
(
F (k)(εp+ εu)− F (k)(εu))− 1
ε
∫ ε(p+u)
εu
F (t) dt+
p∑
k=1
F (εk + εu) .
(3.3)
By the same, taking into aount the equality B′n(x) = nBn−1(x), n ∈ N and
applying the integration in part formula, we get the next equality
(−1)nεn
(n+ 1)!
∫ 1
0
Bn+1(−u+ ut) dF (n)(tεu) =
n∑
k=0
(−1)kεk
(k + 1)!
(
Bk+1(0)F
(k)(εu)− Bk+1(−u)F (k)(0)
)− ∫ 1
0
F (tεu) dB1(−u+ ut) .
Taking into aount equality B1(x) = −12 + x, we obtain
(−1)nεn
(n+ 1)!
∫ 1
0
Bn+1(−u+ ut) dF (n)(tεu) =
n∑
k=0
(−1)kεk
(k + 1)!
(
Bk+1(0)F
(k)(εu)−Bk+1(−u)F (k)(0)
)− 1
ε
∫ εu
0
F (t) dt .
(3.4)
Adding (3.3) and (3.4), taking into aount bk(0) = Bk(0), we get equality (3.1).
The statement 2 follows from the statement 1 and the next equality
(3.5)
2p∑
k=1
(−1)k−1G(εk + εu) =
2p∑
k=1
G(εk + εu)− 2
p∑
k=1
G(2εk + εu)
by appliation the formula (3.1), for F = G, to the right hand side of (3.5): to the
rst term hanging p to 2p, to the seond term - hanging ε to 2ε and u to u
2
, taking
into aount that
(
u
2
)−
= u
−
2
. 
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Proof of Theorem 2.1. At rst we will prove the statement 1. From Lemma 3.1, by
passing to the limit as p → +∞ in (3.1), we get (2.5). From (2.5) the inequality
(2.6) follows. If, in addition, F (n) is absolutely ontinuous on [0,+∞), then F (n+1) ∈
L[0,+∞) and, onsequently, ∫∞
0
|F (n+1)(t + h) − F (n+1)(t)| dt = o(1) as h → +0.
Furthermore, the next equality
|Ln(ε, u)| ≤
∣∣∣∣∫ ∞
0
bn+1
(
t
ε
)
F (n+1)(t) dt
∣∣∣∣+
sup
0≤x≤1
|bn+1(x)|
∫ ∞
0
∣∣F (n+1)(t+ εu)− F (n+1)(t)∣∣ dt+ sup
−u≤x≤0
|Bn+1(x)| V εu0 (F (n))
holds. Beause bn+1(x) is periodi of period T = 1, F
(n+1) ∈ L[0,+∞), and∫ 1
0
bn+1(x) dx =
∫ 1
0
B′n+2(x)
n+2
dx = Bn+2(1)−Bn+2(0)
n+2
= 0 for every n ∈ Z+, the Riemann-
Lebesgue theorem imply that the rst term of last inequality tends to zero as ε→ +0.
The seond term tends to zero by arguments above. Finally, V εu0 (F
(n)) → 0 as
ε → +0 beause F (n) is a bounded variation on [0,+∞) and ontinuous at zero
funtion. Thus, Ln(ε, u) = o(1) as ε → +0, and estimation in o(1) is uniform in
u ∈ [0, a] for every xed a > 0.
The statement 2 an be proved in a similar way. Taking in mind that, if in addition
F (n) is absolutely ontinuous on [q,+∞), q < 0, then F (n+1) ∈ L[q,+∞) and,
onsequently,
∫∞
0
|F (n+1)(t+h)−F (n+1)(t)| dt = o(1) for h→ −0 and V 0εu(F (n))→ 0
as ε → +0 sine F (n) is a bounded variation on [q,+∞) and ontinuous at zero
funtions. 
Proof of Theorem 2.2. The proof is a similar to the proof of Theorem 2.1. Let us
prove, for example, the statement 1. The equality (2.8) follows from Lemma 3.1 by
passing to the limit in (3.2) as p→ +∞. The inequality (2.9) follows from (2.8). If,
in addition, G(n) is absolutely ontinuous on [0,+∞), then
|ln(ε, u)| ≤
∣∣∣∣∫ ∞
0
en
(
t
ε
)
G(n+1)(t) dt
∣∣∣∣+
sup
0≤x≤2
|en(x)|
∫ ∞
0
∣∣G(n+1)(t + εu)−G(n+1)(t)∣∣ dt+ sup
−u≤x≤0
|En(x)| V εu0 (G(n)) .
It is obviously that en(x) is periodi of period T = 2 funtion and
∫ 2
0
en(x) dx = 0
and so on. 
Proof of Theorem 2.3. Let us prove the statement 1. From the onditions follows
the existene of nite limit F (n)(+∞) = ∫∞
q
F (n+1)(x)dx+F (n)(q) for every n ∈ Z+.
Sine F (n) ∈ L[q,+∞), than F (n)(+∞) = 0. Further, the Theorem 2.1 an be
applied to the funtion F for every n ∈ Z+.
The statement 2 an be proved in a similar way. From the onditions follows the
existene of nite limit G(n)(+∞) = 0 for every n ∈ Z+. Further, the Theorem 2.2
an be applied to the funtion G for every n ∈ Z+. 
4. The inequalities and asymptoti for Mathieu's series. Proof of
Theorem 2.4
Lemma 4.1. Let γ ≥ 0, α > 0, δ := α(µ + 1) − γ > 0, g(x) := xγ(xα + 1)−µ−1.
Then
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1. g ∈ C[0,+∞)⋂C∞(0,+∞) and g(r) ∈ L[1,+∞), g(r−1)(+∞) = 0 for every
r ∈ N. Furthermore, g ∈ L[1,+∞) ⇐⇒ δ > 1.
2. If (γ, α) ∈ Z+ × N, then g ∈ C∞(−1,+∞) and for every p ∈ Z+ the equality
g(p)(0)
p!
=
{
(−1)kΓ(µ+k+1)
Γ(µ+1)Γ(k+1)
, åñëè p = kα+ γ, k ∈ Z+,
0 , åñëè p 6= kα+ γ, k ∈ Z+
valid.
3. If (γ, α) 6∈ Z+ × N, then the funtion g has nite smoothness of zero
r =
{
[γ] , åñëè γ 6∈ Z+ ,
γ + [α] , åñëè γ ∈ Z+ , α 6∈ Z+.
In this ase, g ∈ Cr[0, 1], g 6∈ Cr+1[0, 1] and g(r+1) ∈ L(0, 1). If γ 6∈ Z+ then
g(p)(0) = 0 for every integer p ∈ [0, r]. If γ ∈ Z+, α 6∈ N then g(p)(0) = 0 for
every integer p ∈ [0, r], p 6= γ and g(γ)(0) = γ! .
Proof. Proof follows from the next equalities
1
(u+ 1)µ+1
=
∞∑
k=0
(−1)kΓ(µ+ k + 1)
Γ(µ+ 1)Γ(k + 1)
uk , |u| < 1 ,
g(x) =
∞∑
k=0
(−1)kΓ(µ+ k + 1)
Γ(µ+ 1)Γ(k + 1)
· xγ+kα , 0 ≤ x < 1 ,
g(x) =
∞∑
k=0
(−1)kΓ(µ+ k + 1)
Γ(µ+ 1)Γ(k + 1)
· 1
xδ+kα
, x > 1 .
(4.1)

Proof of Theorem 2.4. follows from Lemma 4.1, the Theorems 2.1 and 2.2 for G =
F = g and ε = 1
t
. 
Corollary 4.2. Let γ ≥ 0, α > 0, δ := α(µ+1)−γ > 0 and g(x) := xγ(xα+1)−µ−1.
Then, on the interval [0,+∞), the g is a bounded variation funtion whih equal to
V ∞0 (g) = 1 if γ = 0 and V
∞
0 (g) = 2
(
γ
δ
) γ
α
(
γ
δ
+ 1
)−µ−1
if γ > 0. Furthermore, the
equality
(4.2)
S˜(t, u, γ, α, µ) =
g(0) + l(t, u)
tα(µ+1)−γ
, where |l(t, u)| ≤ V ∞0 (g) , l(t, u) = o(1), t→ +∞ ,
holds for every u ≥ 0 and t > 0. If, in addition, δ > 1, then the equality
(4.3) S(t, u, γ, α, µ) =
2
α
B
(
γ+1
α
, µ+ 1− γ+1
α
)
tα(µ+1)−γ−1
− (1 + 2u) g(0)− L(t, u)
tα(µ+1)−γ
holds for every u ≥ 0 and t > 0, where |L(t, u)| ≤ (1+ 2u)V ∞0 (g) and L(t, u) = o(1)
as t→ +∞. In both ases, the estimation in o(1) is uniform in u ∈ [0, a] for every
xed a > 0.
Proof. In the ase γ = 0, the funtion g stritly derease on [0,+∞) and, on-
sequently, V ∞0 (g) = g(0) − g(+∞) = 1. In the ase γ > 0, the funtion g in-
reases on [0, x0] and dereases on [x0,+∞), where x0 =
(
γ
δ
)1/α
and, onsequently,
V ∞0 (g) = 2g(x0). Further, we apply the statements 1 of Theorems 2.2 and 2.1 with
n = 0, F = G = g, and ε = 1
t
. The inequalities (2.8) and (2.5) with n = 0 yields
l(t, u) = l0
(
1
ε
, u
)
and L(t, u) = 2L0
(
1
ε
, u
)
. Then we use the inequalities (2.9) and
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(2.6), having in mind that B1(x) = −12 +x, b1(x) = −12 + {x}, E0(x) = 1, e0(x) = 1
for 0 ≤ x < 1, and e0(x) = −1 for 1 ≤ x < 2, and V εu0 (g) + V ∞εu (g) = V ∞0 (g). 
Corollary 4.3. Let (γ
2
, α
2
) ∈ Z+×N, δ := α(µ+1)− γ > 0. Then, for every n ∈ N
the equality
(4.4) S˜(t, 0, γ, α, µ) =
(−1)γEγ(0)
tα(µ+1)
+ o
(
1
tα(n+µ+1)
)
, t→ +∞
holds. If, in addition δ > 1, then, for every n ∈ N, the equality
S(t, 0, γ, α, µ) =
1
tα(µ+1)−γ−1
· 2
α
B
(
γ + 1
α
, µ+ 1− γ + 1
α
)
+
(−1)γ 2Bγ+1(0)
(γ + 1) tα(µ+1)
+
o
(
1
tα(n+µ+1)
)
, t→ +∞
(4.5)
holds.
Proof. Proof immediately follows from Theorems 2.1, 2.2 and 2.4, taking into a-
ount, that Em(0) =
2(1−2m+1)
m+1
Bm+1(0), for m ∈ Z+, B1(0) = −12 , and B2p+1(0) = 0,
for p ∈ N. Thus, E0(0) = 1 and E2p(0) = 0, for p ∈ N. 
Remark 4.1. It seems to be remainder term in the Corollary 4.3 approahing zero
more foster. It an be seen in the next examples. With using the summation
Poisson's formula, we get (see, for example, [27, Example 11.3℄),
∞∑
k=1
2
k2 + t2
=
pi
t
− 1
t2
+
2pi
t(e2pit − 1) =
pi
t
− 1
t2
+O
(
1
te2pit
)
, t→ +∞ .
From this and the equality (2.3) follows that
∞∑
k=1
2(−1)k−1
k2 + t2
=
1
t2
− 2pi
t(epit − e−pit) =
1
t2
+O
(
1
tepit
)
, t→ +∞ .
The last example (see, for example, [28, 3.113.12℄):
∞∑
k=1
2(−1)k−1√
k2 + t2
=
1
t
+O
(
1√
tepit
)
, t→ +∞ .
5. Hermite-Hadamard's inequality. Proof of Theorems 2.5 and 2.6
Proof of Theorem 2.5. Let d ≥ 0, β > 0. Then
S(t) ≤ (≥) C
(tβ + d)
δ1
β
, t > 0 ⇐⇒ d ≤ (≥)fβ(t) :=
(
C
S(t)
) β
δ1 − tβ , t > 0 .
It is obviously, at t→ +∞, the relations
fβ(t) = t
β
((
C
S(t)tδ1
) β
δ1 − 1
)
∼ t
ββ
δ1
(
C
S(t)tδ1
− 1
)
=
tββ
δ1
C − S(t)tδ1
S(t)tδ1
∼ t
β−β1βA
δ1C
holds. Therefore, if β < β1, the inequality 0 < d ≤ fβ(t), is impossible for big t
(otherwise 0 < d ≤ 0). If β > β1, the inequality d ≥ fβ(t) is impossible for big t
(otherwise d ≥ +∞).
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Let β = β1. Then f(t) = fβ1(t) > 0 for t ≥ 0, and f(+∞) = β1Aδ1C > 0. Therefore,
m = inf
t≥0
f(t) > 0, M = sup
t≥0
f(t) < +∞. Then, for d ≥ 0, the next statements
S(t) ≤ (≥) C
(tβ1 + d)
δ1
β1
, t > 0 ⇐⇒ d ≤ (≥)f(t) , t > 0 ⇐⇒ d ≤ m (d ≥M)
are obvious. 
Lemma 5.1. Let g is onvex downwards on the interval I funtion, that is, for
every x, y ∈ I, and λ ∈ (0, 1), the inequality g(λx+ (1− λ)y) ≤ λg(x) + (1− λ)g(y)
holds. Then, for every a, b ∈ I : a < b, the Hermite-Hadamard's inequality
(5.1) (b− a) g
(
a+ b
2
)
≤
∫ b
a
g(x) dx ≤ (b− a) g(a) + g(b)
2
valid. The equality in one inequality of (5.1) ours i g is linear on the segment
[a, b].
Proof. Note, that every onvex downwards on the interval I funtion f is ontinuous
on that interval and, for every points x1, x2, x3 ∈ I : x1 < x2 < x3 the inequalities
(5.2)
f(x2)− f(x1)
x2 − x1 ≤
f(x3)− f(x1)
x3 − x1 ≤
f(x3)− f(x2)
x3 − x2
hold. Therefore, g ∈ C(I). The funtion h(x) := g (a+b
2
+ x
)
+g
(
a+b
2
− x) is onvex
downwards on [−c, c] with c = b−a
2
> 0 and, furthermore, is even funtion. Therefore,
h is inreases on [0, c] (it is onsequene of (5.2) with f = h, −x1 = x3 ∈ (0, c], and
x2 ∈ (0, x3)) and, therefore, the inequalities∫ b
a
g(x) dx =
∫ c
0
h(x) dx ≤ c h(c) (≥ c h(0))
hold. The inequality (5.1) proved. If g is a linear on [a, b], then both inequalities
of (5.1) redues to the equalities and onversely. If one inequality of (5.1) beomes
equality then h is a onstant on [−c, c]. Therefore, the funtion g is a onvex down-
wards and upwards simultaneously on [a, b]. In this ase, for f = g, the inequalities
in (5.2) redues to the equalities with x1 = a, x3 = b and, onsequently, g is a linear
funtion on the segment [a, b]. 
Lemma 5.2. Let g is onvex downwards on (0,+∞) funtion suh that the integral∫ +∞
1
g(x) dx is onvergent. Then g degreases on (0,+∞), g(+∞) = 0 and the next
statements hold:
1. For every u ≥ −1, y > −u2 − u the inequality
(5.3)
∞∑
k=1
2(k + u) g((k + u)2 + y) ≤
∫ +∞
u2+u+y
g(x) dx
holds. The equality in (5.3) ours i the funtion g is a linear on eah
segment [ak, ak+1], k ∈ N, with ak = (k − 12 + u)2 + y − 14 .
2. For every u ≥ −3
2
, y > −(1 + u)2 the inequality
(5.4)
∫ +∞
(1+u)2+y
g(x) dx+
(
1
2
+ u
)
g((1 + u)2 + y) ≤
∞∑
k=1
2(k + u) g((k + u)2 + y)
holds. The equality in (5.4) ours i the funtion g is a linear on eah
segment [sk, sk+1], k ∈ N, with sk = (k + u)2 + y.
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Proof. The inequality (5.1) implies
2
t− a
∫ t
a
g(x) dx− g(a) ≤ g(t) ≤ 1
2(t− a)
∫ 2t−a
a
g(x) dx , t > a > 0 .
Therefore, limt→+∞
g(t)
t
= 0. Passing to the limit, as x3 → +∞, in the inequal-
ity (5.2) with f = g, we onlude that g degreases on (0,+∞). The monotoniity
of g and onvergene of the integral
∫ +∞
1
g(x) dx imply g(+∞) = 0.
Let us prove the statement 1. In the left inequality of (5.1), we an take a = ak
and b = ak+1, sine ak+1−ak = 2(k+u) ≥ 0 for every k ∈ N, and a1 = u2+u+y > 0.
Then
a+b
2
= (k+u)2+ y. By summation of these inequalities with respet to k ∈ N,
we get the inequality (5.3). In this ase, the equality in (5.3) ours (Lemma 5.1)
only if g is a linear funtion on eah segment [ak, ak+1], k ∈ N.
Let us prove the statement 2. In the right inequality of (5.1), we an take a = sk
and b = sk+1, sine sk+1 − sk = 2(k + u) + 1 ≥ 0, for every k ∈ N, and s1 =
(1 + u)2 + y > 0. Then∫ sk+1
sk
g(x) dx ≤
(
k + u+
1
2
)(
g((k + u)2 + y) + g((k + 1 + u)2 + y)
)
=
(k + u)g((k + u)2 + y) + (k + 1 + u)g((k + 1 + u)2 + y)+
1
2
(g((k + u)2 + y)− g((k + 1 + u)2 + y)) .
We add these inequalities with respet to k ∈ N. By the inequality (5.3), in the
right hand side, we get absolutely onvergent series∫ +∞
s1
g(x) dx ≤
∞∑
k=1
2(k + u)g((k + u)2 + y)−
(
1
2
+ u
)
g((1 + u)2 + y) .
The last inequality is equivalent to the inequality (5.4), and the equality ours (see
Lemma 5.1) only if g is a linear funtion on eah segment [sk, sk+1], k ∈ N. 
Proof of Theorem 2.6. Let us prove the property 1. The series (2.18) onverge uni-
formly on eah ompat K ⊂ E and, onsequently, S(u, y) ∈ C(E). In fat, for
every ompat K ⊂ E, the number n0 = n0(K) does exist suh that, for every
number n ≥ n0 and every point (u, y) ∈ K the inequalities n + u ≥ −1 and
(n + u)2 + (n + u) + y ≥ n hold. Hene, the inequality (5.3) an be applied to the
remainder of the series (2.18):
∞∑
k=n+1
2(k + u)g((k + u)2 + y) =
∞∑
k=1
2(k + n+ u)g((k + n+ u)2 + y) ≤
+∞∫
(n+u)2+(n+u)+y
g(x) dx ≤
+∞∫
n
g(x) dx , n ≥ n0 , (u, y) ∈ K .
From the last inequality and nonnegativity of g, the uniform onvergene of series
(2.18) on K follows.
If (u0, y0) ∈ E the (u0, y) ∈ E for every y > y0 and S(u0,+∞) = 0. Eah term of
the series (2.18) and every their remainder series with the number, satisfying to the
inequalities (see above) n + u0 ≥ −1 and (n + u0)2 + (n + u0) + y0 > 0, obeys this
property.
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For every xed u ≥ −1, the funtion S(u, y) is nonnegative, dereasing, and
onvex downwards with respet to y ∈ (−(1 + u)2,+∞), sine eah term of the
series (2.18) obeys this property.
If, in addition, g(x) > 0 for every x > 0 then in the inequality (5.2) for f = g, we
an always hoose x3 > x2 suh that the inequality f(x3) < f(x2) holds. Therefore,
the funtion g stritly dereases on (0,+∞) and, onsequently, the funtion S(u, y)
stritly dereases with respet to y ∈ (−(1 + u)2,+∞) for every xed u ≥ −1.
Note that, if for some u ≥ −1 and y0 > −(1 + u)2, S(u, y) ≡ const for y ≥ y0,
then S(u, y) ≡ 0, for y ≥ y0, and, onsequently, g(x) ≡ 0 for x ≥ x0, where
x0 = (1 + u)
2 + y0 if u > −1 and x0 = 1 + y0 if u = −1.
The property 2 inludes in the Lemma 5.2. The Theorem 2.6 is proved. 
6. Sµ(t, u) series and positive definiteness. Proofs of Theorems 2.7,
2.8, 2.9 and 2.11
Lemma 6.1. 1. For every (p, t) ∈ R2 \ {(0, s) : s ≤ 0}, ν > µ > 0, and u ∈ R, the
inequality ∫ +∞
t
(
1
ν(p2 + y2)ν
− Sν(y, u)
)
y|y2 − t2|ν−µ−1 dy =
B(ν − µ, µ+ 1)
2
(
1
µ(p2 + t2)µ
− Sµ(t, u)
)(6.1)
holds.
2. For every u, t, b ∈ R, ν > µ > 0, the inequality∫ +∞
t
(
νSν(y, u)− (ν + 1)Sν+1(y, u)(y2 + b)
)
y|y2 − t2|ν−µ−1 dy =
B(ν − µ, µ+ 1)
2
(
µSµ(t, u)− (µ+ 1)Sµ+1(t, u)(t2 + b)
)(6.2)
holds.
Proof. At rst, we prove that if the ondition
1) (p, t) ∈ R2 \ {(0, s) : s ≤ 0} , ν > µ > 0 or 2) p = 0 , t < 0 , 1 > ν > µ > 0
holds, then the equality
(6.3)
∫ +∞
t
y|y2 − t2|ν−µ−1
(p2 + y2)ν
dy =
B(ν − µ, µ)
2
· 1
(p2 + t2)µ
take plae. It is easy hek that the integral in the left hand side of (6.3) onverges
absolutely if the ondition 1) or 2) holds. In any ase, by substitution of variable
s = y
2−t2
p2+t2
in (6.3), we get
1
2
· 1
(p2 + t2)µ
∫ +∞
0
sν−µ−1
(1 + s)ν
ds =
B(ν − µ, µ)
2
· 1
(p2 + t2)µ
.
The equality (6.3) proved. After substitution in (6.3) ν by ν + 1 and µ by µ + 1,
the equality ∫ +∞
t
y|y2 − t2|ν−µ−1
(p2 + y2)ν+1
dy =
B(ν − µ, µ+ 1)
2
· 1
(p2 + t2)µ+1
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take plae for every (p, t) ∈ R2 \ {(0, s) : s ≤ 0}, ν > µ > −1. Taking into aount
the last equality, for every u, t ∈ R, ν > µ > 0, we get∫ +∞
t
Sν(y, u)y|y2− t2|ν−µ−1 dy =
∞∑
k=1
2(k + u)
∫ +∞
t
y|y2 − t2|ν−µ−1
((k + u)2 + y2)ν+1
dy =
B(ν − µ, µ+ 1)
2
Sµ(t, u) .
(6.4)
Note that, in the series (2.30) for Sν(y, u) and Sµ(t, u), the terms for k = −u we
absent if −u ∈ N.
Taking into aount the equality
B(ν−µ,µ)
ν
= B(ν−µ,µ+1)
µ
, from (6.3) and (6.4) the
equality (6.1) follows.
The integral in the left hand side of (6.2) is equal I1 − I2 − I3(t2 + b), where
I1 = ν
∫ +∞
t
Sν(y, u)y|y2− t2|ν−µ−1 dy = B(ν − µ, µ+ 1)
2
νSµ(t, u) ,
I2 = (ν + 1)
∫ +∞
t
Sν+1(y, u)y|y2− t2|ν−µ dy = B(ν − µ, µ+ 1)
2
(ν − µ)Sµ(t, u) ,
I3 = (ν + 1)
∫ +∞
t
Sν+1(y, u)y|y2− t2|ν−µ−1 dy = B(ν − µ, µ+ 1)
2
(µ+ 1)Sµ+1(t, u) .
To alulate I1 we used (6.4). By hanging ν by ν + 1 in (6.4) we alulated I2. To
alulate I3, we hanged ν by ν + 1, and µ by µ + 1 in (6.4). The equality (6.2)
proved. 
For funtions h dened on (0,+∞), let us dene a Hankel transform1 for m ∈ C
and t > 0:
(6.5) Fm(h)(t) := t
1−m
2
∫ +∞
0
h(x)x
m
2 Jm
2
−1(tx) dx =
∫ +∞
0
h(x)xm−1jm
2
−1(tx) dx ,
where Jλ is a Bessel funtion of the rst kind, and
(6.6) jλ(x) :=
Jλ(x)
xλ
=
1
2λ
∞∑
k=0
1
Γ(k + λ+ 1)
·
(
−x2
4
)k
k!
, x ∈ C , λ ∈ C .
For m ∈ N the transform Fm is related to a Fourier transform for radial funtions:
(6.7) Fm(h(|| · ||2))(x) = (2pi)m2 Fm(h)(||x||2) , x ∈ Rm .
Lemma 6.2. Let
gp,u(x) :=
e−p x
x
− e
−ux
ex − 1 , gp,u(0) := u+
1
2
− p ;
Gp,u,µ(x) := xg
′
p,u(x) + (2µ− 1)gp,u(x) ;
hu(x) :=
e−ux x
ex − 1 , hu(0) := 1 .
(6.8)
Then equalities
(6.9)
1
µ(p2 + t2)µ
− Sµ(t, u) =
√
pi F2µ+1(gp,u)(t)
2µ−
1
2 Γ(µ+ 1)
, t ≥ 0 , p > 0 , u > −1 , µ > 0 ,
1
A non-standard notation is used here.
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(6.10)
1
µ(p2 + t2)µ
− Sµ(t, u) =
√
pi F2µ−1(Gp,u,µ)(t)
2µ−
1
2 Γ(µ+ 1) t2
, t > 0 , p > 0 , u > −1 , µ > 1
2
,
(6.11)
d
dt
{
t2µSµ(t, u)
}
= −
√
pi t2µ−1 F2µ+1(h′u)(t)
2µ−
1
2 Γ(µ+ 1)
, t > 0 , u > −1 , µ > 0
hold.
Proof. By [29, Chapter 4.14(7,8), ν = µ− 1
2
℄ we get the equalities
(6.12)
1
µ(p2 + a2)µ
=
√
pi
2µ−
1
2 Γ(µ+ 1)
∫ +∞
0
e−p xx2µ−1jµ− 1
2
(ax) dx , a ∈ R , p > 0 , µ > 0 ,
(6.13)
2p
(p2 + a2)µ+1
=
√
pi
2µ−
1
2 Γ(µ+ 1)
∫ +∞
0
e−p xx2µjµ− 1
2
(ax) dx , a ∈ R , p > 0 , µ > −1
2
.
After the summation of the equalities (6.13) for p = k+u, k ∈ N, u > −1, a = t ≥ 0,
µ > 0, we get
(6.14)
Sµ(t, u) =
√
pi
2µ−
1
2 Γ(µ+ 1)
∫ +∞
0
e−ux
ex − 1 x
2µjµ− 1
2
(tx) dx , t ≥ 0 , u > −1 , µ > 0 .
For a = t ≥ 0, the equalities (6.14) and (6.12) imply the equality (6.9). If, in
addition, µ > 1
2
, then for t > 0 we an use integration in part in the right hand side
of (6.9). Taking into aount
d
dx
(jλ(tx)) = −t2xjλ+1(tx), we get
F2µ+1(gp,u)(t) = − 1
t2
∫ +∞
0
gp,u(x)x
2µ−1 djµ− 3
2
(tx) =
1
t2
∫ +∞
0
(
gp,u(x)x
2µ−1)′ jµ− 3
2
(tx) dx ,
from whih (6.10) follows.
Let h′u(x) :=
d
dx
(hu(x)). If t > 0, by the substitution s = tx, in the integral from
(6.14), for u > −1, µ > 0, we get
d
dt
{
t2µSµ(t, u)
}
=
√
pi
2µ−
1
2 Γ(µ+ 1)
∫ +∞
0
h′u
(s
t
) (
− s
t2
)
s2µ−1jµ− 1
2
(s) ds .
The last equality is equivalent to (6.11). 
Lemma 6.3. Let p, u ∈ R. Then, for gp,u(x) := e−p xx − e
−ux
ex−1 , x > 0, the next
statements hold:
1. If p− u ≤ 1
2
then gp,u(x) > 0, for every x > 0.
2. If p− u ≥ 1 then gp,u(x) < 0, for every x > 0.
3. If
1
2
< p− u < 1 then, on an interval (0,+∞), the funtion gp,u(x) is not of
onstant signs.
Proof. From the equality gp,u(x) =
e−ux
x(ex−1) fp−u(x), where fa(x) = e
−ax(ex − 1)− x,
follows that we have to nd suh a values of a ∈ R, that fa(x) preserves sign over
the interval (0,+∞). It is obvious that fa(0) = 0, f ′a(x) = (1−a)e(1−a)x+ae−ax−1,
f ′a(0) = 0, and f
′′
a (x) = ((1− a)2ex − a2)e−ax.
If 0 ≤ a ≤ 1
2
, x > 0, then ex > 1 ≥ a2
(1−a)2 . Consequently, f
′′
a (x) > 0 and fa(x) > 0
for every x > 0. If a < 0, x > 0, then fa(x) > e
x − 1− x > 0.
MATHIEU'S SERIES 21
If a = 1, then f ′′1 (x) = −e−x < 0 and, onsequently, f1(x) < 0 for every x > 0. If
a > 1, then fa(x) < f1(x) < 0 for every x > 0.
If
1
2
< a < 1, then fa(+∞) = +∞ and f ′′a (0) = 1 − 2a < 0. Consequently, fa(x)
does not preserve a sign on (0,+∞). 
Lemma 6.4. 1. If for some ν > 0, b ≥ 0, u ∈ R, the funtion (t2 + b)νSν(t, u)
inreases (dereases) with respet to t ∈ [0,+∞), then, for every 0 < µ ≤ ν
the funtion (t2+b)µSµ(t, u) stritly inreases (stritly dereases) with respet
to t ∈ [0,+∞).
2. If for some ν > 0, b ≥ 0, u ≥ −1, the funtion (t2+ b)νSν(t, u) inreases with
respet to t ∈ [0,+∞), then, for every 0 < µ ≤ ν, 0 ≤ a ≤ b the funtion
(t2 + a)µSµ(t, u) stritly inreases with respet to t ∈ [0,+∞) and, for t ≥ 0,
the inequality µ(t2 + a)µSµ(t, u) < 1 take plae. If, in addition, (µ, a) 6= (ν, b)
then, for t > 0, the inequality d
dt
((t2 + a)µSµ(t, u)) > 0 take plae.
Proof. The rst statement we will prove by ontradition.Let us suppose that the
funtion (t2 + b)νSν(t, u) is monotoni with respet to t ∈ [0,+∞) but not stritly
monotoni on this interval. Then
d
dt
(
(t2 + b)νSν(t, u)
)
= 2t(t2 + b)ν−1Hν,b(t, u) , t > 0 , where
Hν,b(t, u) = νSν(t, u)− (ν + 1)Sν+1(t, u)(t2 + b) , t ∈ R ,
(6.15)
preserve sign for t > 0 and vanishing on some interval. The funtion Hν,b(t, u)
is analyti, for every xed u ∈ R, in the neighborhood of any real point, the, by
the uniqueness theorem for analyti funtions, Hν,b(t, u) = 0 for every t ∈ R. The
asymptoti representation (2.31) implies that
(6.16) Hν,b(t, u) ∼
∞∑
k=1
B2k(−u)− bB2k−2(−u)
t2(k+ν)
· (−1)
k−1Γ(ν + k)
Γ(ν + 1)Γ(k)
, t→ +∞ ,
and, onsequently, B2k(−u)− bB2k−2(−u) = 0 for every k ∈ N. It is easy to hek
that the system of equations has no solutions (it is enough to hek it for k = 1, 2, 3).
Statement 1, for µ = ν proved. If 0 < µ < ν, then the equality (6.2) implies that
the sign of Hµ,b(t, u) is equal to the sign of Hν,b(t, u) for t > 0.
Let us prove the statement 2. Let us suppose that the funtion (t2 + b)νSν(t, u)
inreasing with respet to t ∈ [0,+∞) for some ν > 0, b ≥ 0, u ≥ −1. From what we
already proved, this funtion inreases with respet to t ∈ [0,+∞) and, onsequently,
Hν,b(t, u) ≥ 0 for t > 0. The ondition u ≥ −1 implies that Sµ(t, u) > 0 for every
µ > 0, t ∈ R. Consequently, the inequality
Hν,a(t, u) = Hν,b(t, u) + (b− a)(ν + 1)Sν+1(t, u) ≥ 0
holds for every 0 ≤ a ≤ b and t > 0. If, in addition, a < b then Hν,a(t, u) > 0 for
t > 0. If 0 < µ < ν, 0 ≤ a ≤ b then the equality (6.2) implies that Hµ,a(t, u) > 0 for
t > 0.
Thus, for every 0 < µ ≤ ν, 0 ≤ a ≤ b the funtion (t2 + a)µSµ(t, u) is stritly
inreasing with respet to t ∈ [0,+∞) and, onsequently, the inequality
µ(t2 + a)µSµ(t, u) < µ lim
x→+∞
(x2 + a)µSµ(x, u) = 1
holds for t ≥ 0. The statement 2 proved. 
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Proof of Theorem 2.7. From Poisson's representation (see, for example, [19, 7.3℄)
jλ(t) =
1
2λΓ
(
λ+ 1
2
)√
pi
∫ 1
−1
e−itu(1− u2)λ− 12 du , λ > −1
2
, t ∈ R
follows the inequality |jλ(t)| < jλ(0), λ > −12 , t > 0. Further, for t ≥ 0, p > 0,
u > −1, µ > 0, we use the equality (6.9) and the fat that, in the ases p−u ≤ 1
2
or
p− u ≥ 1, by the Lemma 6.3, the funtion gp,u(x) preserves sign for x > 0. In these
ases, for every t > 0, the inequality |F2µ+1(gp,u)(t)| < |F2µ+1(gp,u)(0)| holds and is
equivalent to the inequality (2.32). The Theorem 2.7 proved. 
Proof of Theorem 2.8. The relations (2.31) and inequality (2.29) imply that, for ev-
ery xed µ > 0 and u ≥ 0, the funtion S(t) = Sµ(t, u), t ≥ 0, satises to the
onditions of the Theorem 2.5 for C = 1
µ
, δ1 = 2µ, A = u
2+u+ 1
6
, β1 = 2. From the
Theorem 2.5 (statement 3) follows that fµ,u(+∞) = u2 + u+ 16 and, for mentioned
a and b the inequality (2.33) take plae.
Let us prove the statement 1. The inequalities u2+u < mµ(u) ≤Mµ(u) < (1+u)2,
for µ > 0, u ≥ 0, follows from the inequality (2.23) and Remark 2.2 (the ases 1
and 2) for the funtion g(x) = x−µ−1, taking into aount that Sµ(t, u) = S(u, t2),
fµ,u(t) = ψ(u, t
2), mµ(u) = m(u) è Mµ(u) = M(u) (see (2.26)).
To prove the inequality u2 + u + 1
4
< Mµ(u) we use the inequality (6.9) and the
Theorem from [30℄. Let us dene, for m ∈ R,
Hm := L
(
(0, 1), xm−1dx
) ∩ L((1,+∞), xm−12 dx) ,
H1m := L
(
(0,+∞), xm−1dx) , H2m := L((0,+∞), xm−12 dx) .(6.17)
Òheorem 6.5 (Zastavnyi [30℄). 1. Let m > 0 and f ∈ (H1m ∪H2m) ∩ Hm. If,
for some xed δ > 0 and ε ∈ C, the funtion f is bounded on (0, δ) and
|Fm(f)(t)| − εFm(f)(t) ∈ H1m, then Fm(f) ∈ H1m.
2. Let m > 0 and f ∈ (H1m ∪H2m) ∩ Hm. If Fm(f)(t) preserves sign for t > 0
and f is ontinuous at zero then Fm(f) ∈ H1m. If, in addition, f(0) = 0 then
f(x) = 0 for almost all x > 0.
Let µ > 0, u ≥ 0, and p = u + 1
2
. Let us suppose that F2µ+1(gp,u)(t) preserves
sign for t > 0 where the funtion gp,u denes by equality (6.8). Then the funtion
f(x) := gp,u(x), x ≥ 0, satises to the onditions of Theorem 6.5 (for m = 2µ + 1,
f ∈ H1m ∩ Hm). Moreover, f is ontinuous at zero and f(0) = 0. Therefore,
f(x) = 0 for almost all x > 0. But it is impossible. Therefore (see equality (6.9)) the
dierene
1
µ((u+ 1
2
)2+t2)µ
−Sµ(t, u) does not preserve sign for t > 0 and, onsequently,
u2 + u+ 1
4
< Mµ(u). The statement 1 of Theorem 2.8 proved.
The statement 2 of Theorem 2.8 immediately follows from the equality (6.1).
Let us prove the statement 3. Let ν > 0, u ≥ 0. Then
f ′ν,u(t) = 2t
(
(νSν(t, u))
− 1
ν
−1 (ν + 1)Sν+1(t, u)− 1
)
.
The last equality imply that for every 0 < α < β the next three onditions
(6.18a) f ′ν,u(t) ≤ (<)0 , α < t < β ,
(6.18b) ψν,u(t) := ((ν + 1)Sν+1(t, u))
1
ν+1 − (νSν(t, u))
1
ν ≤ (<)0 , α < t < β ,
(6.18) fν,u(t)− fν+1,u(t) ≤ (<)0 , α < t < β
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are equivalent. From the expansion (1 + x)
1
µ = 1+ x
µ
+ x
2(1−µ)
2µ2
+O(x3), x→ 0, and
asymptoti (2.31) follows that the expansion
(µSµ(t, u))
1
µ =
1
t2
−B2(−u)
t4
+
B4(−u)(µ+ 1) +B22(−u)(1− µ)
2t6
+O
(
1
t8
)
, t→ +∞
takes plae for every µ > 0. Therefore,
(6.19) ψν,u(t) =
B4(−u)− B22(−u)
2t6
+O
(
1
t8
)
∼ − 60u
2 + 60u+ 11
360t6
, t→ +∞ .
This asymptoti implies the existene suh a value tν,u ≥ 0 that, for every t > tν,u,
the inequality ψν,u(t) < 0 holds and, onsequently, the inequality f
′
ν,u(t) < 0 holds.
Therefore, the funtion fν,u(t) stritly dereases with respet to t ∈ [tν,u,+∞).
Consequently, for every t > tν,u, the inequality fν,u(+∞) < fν,u(t) < fν,u(tν,u) holds
whih is equivalent to the inequality (2.34). The statement 3 of Theorem 2.8 proved.
Let us prove statement 4. Let, for some ν > 0, u ≥ 0, the inequality (2.35)
be satised. From the equivalene of the of the onditions (6.18), we get that, for
every t > 0, the inequality f ′ν,u(t) ≤ 0 be satised and, hene, the funtion fν,u(t)
degreases on [0,+∞). Sine fν,u(t) is analyti funtion in the neighborhood of every
real point then fν,u(t) stritly dereases with respet to t ∈ [0,+∞) (in the opposite
f ′ν,u(t) = 0 on some interval and, onsequently, for every t ∈ R whih ontradit
to the statement 3). Therefore, the inequality (2.34) be satised for tν,u = 0,
Mν(u) = fν,u(0), and mν(u) = fν,u(+∞) = u2 + u + 16 . From the equivalene of
the onditions (6.18), we get, for every t > 0, the inequality fν,u(t) ≤ fν+1,u(t) be
satised and, hene, mν(u) ≤ mν+1(u) ≤ fν+1,u(+∞) = u2 + u + 16 . Therefore,
mν+1(u) = u
2 + u + 1
6
. If 0 < µ < ν + 1 then the statements 1 and 2 imply the
inequality mν+1(u) ≤ mµ(u) ≤ u2 + u+ 16 and, hene, mµ(u) = u2 + u+ 16 .
Let us prove that for µ ∈ (0, ν+1] the inequality Sµ(t, u) < 1µ(t2+mµ(u))µ be satised
for t ≥ 0. For µ = ν+1, this inequality follows from the inequality fν,u(t) ≤ fν+1,u(t),
t ≥ 0, whih we proved. We used that mν+1(u) = fν,u(+∞) < fν,u(t), t ≥ 0. For
0 < µ < ν + 1, we used the equality (6.1) in whih p = mµ(u) = u
2 + u + 1
6
and
instead ν we put ν + 1.
Let us prove that for every 0 < µ ≤ ν, 0 ≤ a ≤ u2+u+ 1
6
, and t > 0, the inequality
d
dt
((t2 + a)µSµ(t, u)) > 0 be satised. It is already proved that the inequality (2.34)
be satised for tν,u = 0. Therefore, for every t > 0, the inequality νSν(t, u) <
(t2 + b)−ν , where b = u2 + u + 1
6
, be satised. Taking it and inequality (2.35) into
aount, we get that for t > 0 the inequality
(ν + 1)Sν+1(t, u) ≤ (νSν(t, u))1+
1
ν <
νSν(t, u)
t2 + b
be satised. The last inequality is equivalent (see (6.15)) to the inequality
d
dt
(
(t2 + b)νSν(t, u)
)
> 0 , t > 0.
Further, we apply the Lemma 6.4. The statement 4 of Theorem 2.8 proved.
The statement 5 immediately follows from the statement 4, beause the inequal-
ity (2.35) proved in 1998, for ν = 1, u = 0, by Wilkins [13℄.
The Theorem 2.8 proved. 
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Proof of the Theorem 2.9. Let us rst prove the statement 1. It is easy to see that
for p ≥ 0, µ > 0, the next equality
(6.20) (−1)kψ(k)p,u,µ(t) =
Γ(µ+ k + 1)
Γ(µ+ 1)
ψp,u,µ+k(t) , k ∈ Z+ , t > 0
holds. If, for some µ > 0, ψp,u,µ ∈ M(0,+∞) then p ≥ 0 and it follows from (6.20)
that the inequality ψp,u,µ+k(t) ≥ 0 holds for every k ∈ Z+ and t > 0. Eah of these
inequalities is equivalent to the inequality p ≤ mµ+k(u). Passing to the limit in the
last inequality as k → +∞, we get p ≤ m∞(u).
If 0 ≤ p ≤ m∞(u) then ψp,u,µ(t) ≥ 0 for µ > 0, t > 0 and onsequently, by the
equality (6.20), ψp,u,µ ∈M(0,+∞) for µ > 0. The statement 1 proved.
In an analogous way we prove the statement 2.
Let us prove the statement 3. It is easy to hek that for p ≥ 0, u ≥ 0, µ > 0 the
next equality
ψp,u,µ(t) =
1
Γ(µ+ 1)
∫ +∞
0
e−txxµ−1(e−px − ϕu(x)) dx , t > 0
holds. From this inequality and the Theorem Hausdor-Bernstein-Widder follows
that, for p ≥ 0, u ≥ 0, µ > 0, the ondition ψp,u,µ ∈ M(0,+∞) is equivalent
to the inequality e−px − ϕu(x) ≥ 0, x > 0. The last inequality is equivalent to
p ≤ − supx>0 lnϕu(x)x . Taking into the statement 1, the last inequality implies the
equality m∞(u) = − supx>0 lnϕu(x)x . By the same way, we an prove that M∞(u) =
− infx>0 lnϕu(x)x .
Let us prove the statement 4. The equality (2.28) imply that, for u ≥ 0 and
x > 0, the strit inequalities u2+u < − lnϕu(x)
x
< (u+1)2 holds. It is obviously that,
for every xed u ≥ 0, the relation ϕu(x) = 2x(u + 1)e−x(u+1)2(1 + o(1)), x → +∞,
holds. This relation and the Example 2.1 imply that next equalities
lim
x→+0
− lnϕu(x)
x
= u2 + u+
1
6
, lim
x→+∞
− lnϕu(x)
x
= (u+ 1)2
hold. Therefore,
m∞(u) = inf
x>0
− lnϕu(x)
x
> u2 + u , m∞(u) ≤ u2 + u+ 1
6
,
(u+ 1)2 = lim
x→+∞
− lnϕu(x)
x
≤M∞(u) = sup
x>0
− lnϕu(x)
x
≤ (u+ 1)2 .
The Theorem 2.9 proved. 
Proof of the Theorem 2.11. Let us prove the suieny in the statement 1.
Let u ≥ 0 and 0 ≤ p ≤√m∞(u). From the Theorem 2.9 follows that, m∞(u) > 0.
The equality (6.9) and right hand side of (2.33) imply that, for every µ > 0 and
0 < p ≤ √m∞(u), the inequality F2µ+1(gp,u)(t) ≥ 0, t ≥ 0, holds. Next, we use
the onnetion (6.7) between Hankel's transform and Fourier's transform of radial
funtions. Then, by the Bohner's Theorem, we obtain gp,u ∈ Φ(lm+12 ), for eah
m ∈ N and 0 < p ≤ √m∞(u). The onvergene gp,u → g0,u, as p → +0, implies
g0,u ∈ Φ(lm+12 ), for every m ∈ N. Then, by Shoenberg's Theorem, gp,u ∈ Φ(l2) for
every 0 ≤ p ≤√m∞(u). The suieny in the statement 1 proved.
Let us prove the neessity in the statement 1. Let gp,u ∈ Φ(l2). Then, by Shoen-
berg's Theorem, gp,u ∈ Φ(lm+12 ), for every m ∈ N. Boundedness of every positive
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denite funtion implies p ≥ 0. If p > 0 then, by Bohner's Theorem and equal-
ity (6.7), the inequality F2µm+1(gp,u)(t) ≥ 0, where t ≥ 0, holds, for every µm = m2 ,
m ∈ N. The equality (6.9) and right hand side of (2.33) imply p ≤ √mµm(u),
m ∈ N. Passing to the limit, as m → ∞, and taking into aount (2.36), we get
p ≤√m∞(u). The neessity of statement 1 proved.
We an prove the statement 2 in the same way that the statement 1 does. We
onsider the left hand side inequality in (2.33) instead the right hand side in (2.33).
The statement 3 follows from the next equivalent statements:
a) The inequality
d
dt
{t2µSµ(t, u)} ≥ 0 holds, for every t > 0 and µ > 0.
b) The inequality
d
dt
{t2µSµ(t, u)} ≥ 0 holds, for every t > 0 and µ = m2 , m ∈ N.
) The inequality −F2µ+1(h′u)(t) ≥ 0 holds, for every t > 0 and µ = m2 , m ∈ N.
d) − d
dx
(hu(x)) ∈ Φ(lm+12 ), m ∈ N.
e) − d
dx
(hu(x)) ∈ Φ(l2).
The Lemma 6.4 implies the equivalene the statements a and b. The equality (6.11)
implies the equivalene of b and . The equality (6.7) and Bohner's Theorem im-
plies the equivalene of  and d. The Shoenberg's Theorem implies the equivalene
of d and e.
The Theorem 2.11 proved. 
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