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Abstract
In this paper we investigate the inductive inference of recursive real-valued functions from
data. A recursive real-valued function is regarded as a computable interval mapping. The learning
model we consider in this paper is an extension of Gold’s inductive inference. We #rst introduce
some criteria for successful inductive inference of recursive real-valued functions. Then we show
a recursively enumerable class of recursive real-valued functions which is not inferable in the
limit. This should be an interesting contrast to the result by Wiehagen (1976, Elektronische
Informationsverarbeitung und Kybernetik, Vol. 12, pp. 93–99) that every recursively enumerable
subset of recursive functions from N to N is consistently inferable in the limit. We also show
that every recursively enumerable class of recursive real-valued functions on a #xed rational
interval is consistently inferable in the limit. Furthermore, we show that our consistent inductive
inference coincides with the ordinary inductive inference, when we deal with recursive real-valued
functions on a #xed closed rational interval. c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
This paper investigates inductive inference of real-valued functions from examples.
Examples of real-valued functions obtained by experiments and observations are nu-
merical data which inevitably involve some ranges of errors. Hence such numerical
data are represented by pairs of rational numbers approximating the exact value and
an error bound, respectively. Each of the numerical data can also be represented as a
pair of upper and lower bounds to the exact value. Thus it is regarded as an interval
number [1, 14], i.e., a closed interval containing the exact value. Hence it is reasonable
to regard real-valued functions as computable interval mappings.
Recursive real-valued functions as interval mappings has been introduced by
Hirowatari and Arikawa [11], and then modi#ed by Aps<=tis et al. [2], in order to
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study learning of real-valued functions. On the other hand, computable real functions
were introduced by Grzegorczyk [8]. Several other formulations, diDerent from but
equivalent to his, have been reported in [9, 13, 15, 16]. Roughly speaking, a real-valued
function h is computable, if there exists a Turing machine that computes, for any real
number x and any output precision 2−n, a rational numbers sn such that |sn−h(x)|62−n.
Hence, the machine to compute the function needs to know all the information about
the number x. If we could realize a machine that computes a real-valued function,
it would be impossible for the machine to know all the information on a real num-
ber as a value of the variable of the function. The formulations of computable real
functions are convenient for discussing the computational complexity of such func-
tions. However, they are not always suitable for learning by inductive inference from
examples.
Our functions are implemented by recursive mappings of intervals, in contrast with
the computable real functions. Furthermore, our functions can enjoy the merits of not
only computable interval functions but also computable real functions. Every partial
computable real function is a recursive real-valued function [2]. This is why our func-
tions are suitable for algorithmic learning.
In [3] two approaches were exhibited for the learning of real-valued functions from
examples by using computable analytic functions and arbitrary computable functions
of recursive real numbers, respectively. It was proved there that the set of continuous
functions de#ned over an interval is learnable if and only if the interval is closed on
both ends, and that the same is true for monotonic functions. Furthermore, Haussler
[10] considered the problem of learning functions from X into Y , as a generalization of
the PAC learning model. In his model, the learner receives randomly drawn examples
(x; h0(y))∈X ×Y for some unknown target function h0, and tries to #nd a decision
rule h :X →A, in order to minimize the expectation of a loss l(y; a), where X , Y and
A are arbitrary sets of reals, and l is a real-valued function. Our learning model, #rst
presented in [11], diDers from these models.
Our model (called REALEX-inference) is an extension of the Gold model [7] of
inductive inference to handle inference of real-valued functions. This is a process of
hypothesizing recursive real-valued functions intended to explain the received numeri-
cal data. An inference machine requests input data from time to time, and identi#es an
algorithm which computes the target function in the limit. As we deal with real-valued
functions as target functions, we need to consider the precision of the guesses from the
inference machine. For this purpose, we introduce the notion of consistent inductive
inference of recursive real-valued functions (called REALCONS-inference) as a suc-
cessful identi#cation criterion. In [11] we have shown that every recursively enumerable
class of recursive real-valued functions on a #xed rational interval is REALCONS-
inferable in the limit.
In this paper we #rst propose some criteria for successful inference, and compare
the resulting classes to the criterion REALCONS. Then we show that REALCONS
is properly included in REALEX, and show that REALNUM, the collection of
all recursively enumerable sets of recursive real-valued functions, is not included in
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REALCONS. Actually, REALNUM is not included in REALEX. Although, in papers
[4, 5], it was proved that every recursively enumerable class of recursive functions
from N to N is inferable in the limit. Wiehagen improved this result by showing
that the above-mentioned may be made consistent [17]. We then consider inferability
of recursive real-valued functions on a #xed domain. We will focus our attention on
functions on a rational interval. In the context of inference of recursive real-valued
functions on a #xed open or half-open rational interval, we show that REALNUM
is properly included in REALCONS, which makes an interesting contrast with the
above result that REALNUM is not included in REALEX. Furthermore, we show
that REALCONS is properly included in REALEX, in the context of inference of
recursive real-valued functions on a #xed open or half-open rational interval. On the
other hand, we show that REALCONS coincides with REALEX, in the context of
inference of recursive real-valued functions on a #xed closed rational interval.
2. Recursive real-valued functions
Let N;Q and R be the sets of all natural numbers, rational numbers and real numbers,
respectively. By N+ and Q+ we denote the sets of all positive natural numbers and
rational numbers, respectively.
A recursive real number is a pair of sequences of rational numbers, the #rst con-
verging to the number, and the second converging to zero.
Denition 1. Let f be a function from N to Q, and g be a function from N to Q+.
A pair 〈f; g〉 is an approximate expression of a real number x, if f and g satisfy the
following conditions:
(1) limn→∞ g(n)= 0.
(2) |f(n)− x|6g(n) for any n.
The number x is a recursive real, if there is an approximate expression 〈f; g〉 of x
such that f and g are recursive.
f(n) and g(n) show an approximate value of the real number and an error bound
at point n, respectively.
In this section we propose recursive real-valued functions which are closely related
with computable real functions [8, 9, 13, 15, 16]. They are implemented via recursive
mappings of intervals. By a rational interval we mean an interval whose end points are
rational. We sometimes call it just an interval when no confusion occurs. Let h : S→R
be a real-valued function, where S ⊆R is the domain of h. Given S, we introduce
a collection of rational intervals: DomS ⊆Q×Q+ which contains all suIciently short
intervals contained in S. Given DomS , we also introduce a functionAh :DomS →Q×Q+
which maps rational intervals 〈p; 〉 ∈DomS to rational intervals showing where the
value h(x) is, provided that x∈ [p−; p+]. The rationalized function Ah maps short
intervals to short intervals, so that h can be computed with arbitrary precision.
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Denition 2. Let S ⊆R be a domain of some function. We say that DomS ⊆Q×Q+
is a rationalized domain of S, if it satis#es the following conditions:
(1) Every interval in DomS is contained in S: If 〈p; 〉 ∈DomS , then [p−; p+]⊆ S.
(2) DomS covers the whole S: For any x∈ S there is a 〈p; 〉 ∈DomS such that x∈ [p−
; p+]. Especially, if x∈ S is an interior point, then there is a 〈p; 〉 ∈DomS such
that x∈ (p− ; p+ ).
(3) DomS is closed under subintervals: If 〈p; 〉 ∈DomS and [q−; q+]⊆ [p−; p+],
then 〈q; 〉 ∈DomS .
There exist rationalized domains DomS , if and only if S can be expressed as unions
of closed rational intervals. The same S can have diDerent rationalized domains DomS .
Denition 3. Let h : S→R be a real-valued function, and let S have a rationalized
domain DomS . A rationalized function of h, denoted by Ah, is a computable function
from DomS to Q×Q+ which satis#es the following condition:
For any x∈ S and any approximate expression 〈f; g〉 of a number x, there ex-
ists an approximate expression 〈f0; g0〉 of the number h(x) such that for all
n∈N; 〈f(n); g(n)〉 ∈DomS implies Ah(〈f(n); g(n)〉)= 〈f0(n); g0(n)〉.
If f and g are recursive, then there exist recursive functions f0 and g0 satisfying
the above. Thus, the function h above satis#es the condition that h(x) is recursive real
for any recursive real x∈ S.
Denition 4. Let h : S→R be a real-valued function. Then h is said to be a recursive
real-valued function, if there exists a rationalized domain DomS of S, and a rationalized
function Ah :DomS →Q×Q+ of h. We demand that Ah(〈p; 〉) does not halt for all
〈p; 〉 	∈DomS .
From these de#nitions we can design Ah as the following algorithm: For h; Ah takes
a pair 〈p; 〉 ∈Q×Q as an input, and produces Ah(〈p; 〉) and stops if 〈p; 〉 ∈DomS ,
else it never halts. Thus we sometimes say that Ah is an algorithm which computes h.
Let h : S→R be a recursive real-valued function. For any recursive real x∈ S; h(x)
is recursive real, and then there exists an eIcient procedure to #nd h(x) from the
given x. Thus our recursive real-valued functions are computable. Furthermore, the
recursive real-valued functions satisfy the conditions required in the interval analysis
[14]. Let h be a recursive real-valued function, and Ah be the algorithm that computes
h. By Ah(〈p; 〉), we denote the output of the algorithm for an input 〈p; 〉. By ’j
we denote a partial recursive function from N to N computed by a program j. Thus
the set P= {’0; ’1; ’2; : : :} is the set of all partial recursive functions from N to N .
By j(i), we denote the number of steps needed to compute ’j(i) for a program j on
input i. For this set {’0; ’1; ’2; : : :}, the following recursion theorem [12] holds:
Theorem 5. For any recursive function h from N to N; there exists a number i∈N
such that ’h(i) =’i.
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We can extend ’j ∈P to a stair function de#ned below, and then treat ’j as a kind
of recursive real-valued function.
Denition 6. Let ’j ∈P and let S0 be the domain of ’j. A function h : S→R is a
stair function of ’j, if h satis#es the conditions:
(1) S =
⋃
i∈S0
(i − 12 ; i + 12),
(2) h(x)=’j(i) for any x∈ (i − 12 ; i + 12); i∈ S0.
Proposition 7. Let ’j ∈P and let h be a stair function of ’j. Then h is a recursive
real-valued function.
Proof. Let S0 and S be the domain of ’j and h, respectively. We de#ne DomS as the
set of all 〈p; 〉 ∈Q×Q+ such that [p− ; p+ ]⊆(l− 12 ; l+ 12) and j(l)61= for
an l∈ S0, and a computable function Ah :DomS →Q×Q+ by Ah(〈p; 〉)= 〈’j(m); 〉,
where m∈N; |p−m|6 12 −. Then DomS is a rationalized domain of S. Therefore, we
show that Ah is a rationalized function of h. Let x∈ S, and 〈f; g〉 be an approximate
expression of x. Now we construct the following functions f0 and g0 from N to Q:
f0(n) = ’j(K);
g0(n) = g(n);
where K ∈ S0; |x − K |6 12 . Note that K can be computed uniquely, because there is a
number t such that [f(t)− g(t); f(t)+ g(t)]⊆ (K − 12 ; K + 12). Therefore 〈f0; g0〉 is an
approximate expression of h(x). Furthermore, it holds that 〈f(n); g(n)〉 ∈DomS implies
Ah(〈f(n); g(n)〉)= 〈f0(n); g0(n)〉. Hence Ah is a rationalized function of h.
For any given algorithm A that computes a stair function of ’j ∈P, we can easily
construct a program j which receives n∈N as an input, and works as follows: If the
input n∈N is in the domain of ’j, then j outputs ’j(n) else it never stops.
program: j
begin
let n∈N be an input; i := 0; j := 0; l := 0; T := 0;
while T =0 do begin
if A(〈n; 12i 〉) has an output in at most j steps then begin
〈q; 〉 :=A(〈n; 12i 〉);
while l+ 126q+  do l := l+ 1;
if [q− ; q+ ]⊆ (l− 12 ; l+ 12) then output l and T := 1
end
else j := j − 1 and i := i + 1;
if j¡0 then n := n+ 1; j := n and i := 0
end
end.
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3. The model of learning
In our scienti#c activities we cannot observe the exact value of a real number x,
but we can observe approximations of x. Such approximations can be captured by a
pair 〈p; 〉 of rational numbers such that p is an approximate value of the number x
and  is its error bound, i.e., x∈ [p − ; p + ]. We call such a pair 〈p; 〉 a datum
of x.
Denition 8. Let S ⊆R, and let h : S→R be a funtion. A datum of a function h is a
pair 〈〈p; 〉; 〈q; 〉〉 such that there is an x∈ S such that 〈p; 〉 and 〈q; 〉 are data of
the numbers x∈ S and h(x), respectively.
Denition 9. Let S ⊆R, and let h : S→R be a function. A presentation of h is an
in#nite sequence w1; w2; : : : of data of h in which, for any number x in the domain
of h and any $¿0, there is a wk = 〈〈pk; k〉; 〈qk ; k〉〉 such that x∈ [pk − k ; pk +
k ]; h(x)∈ [qk − k ; qk + k ], and k ; k6$. By ' we denote such a presentation, and
by '[n] we denote the initial length n segment of '.
Denition 10. An inductive inference machine (IIM) is a procedure that requests inputs
from time to time and produces algorithms that compute recursive real-valued functions
from time to time. These algorithms produced by the machine while receiving data are
called conjectures.
The notion of a datum and a presentation for a real-valued function is more relaxed
than that of rationalized function Ah. We do not require that a datum 〈〈p; 〉; 〈q; 〉〉
should satisfy h([p− ; p+ ])⊆[q− ; q+ ]. Neither has the interval [p− ; p+ ]
to be wholly contained in the domain S. We just require that the graph of h intersect
each data box at some point.
For an IIM M and a #nite sequence '[n] = 〈w1; w2; : : : ; wn〉, by M('[n]) we denote
the last conjecture of the IIM M after requesting data w1; w2; : : : ; wn as inputs. In this
paper we assume, with loss of generality, that M('[n]) is de#ned for any n.
Denition 11. Let ' be a presentation for some function h. An IIMM('[n]) converges
to an algorithm Ah′ , if there exists a number n0 ∈N such that M('[m]) equals Ah′
for any m¿n0.
A set T of recursive real-valued functions is said to be recursively enumerable if
there is a recursive function ( such that the set T is equal to the set of all functions
computed by algorithms ((1); ((2); : : : . By REALNUM, we denote the collection of
all recursively enumerable sets of recursive real-valued functions.
Denition 12. Let S0 and S be subsets of R; h0 be a function from S0 to R, and h be
a function from S to R. The h0 is a restriction of h (denoted by h0 = h|S0 ), if S0⊆ S
and h0(x)= h(x) for any x∈ S0. We also say that h is an extension of h0.
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Since we do not distinguish a function from its extensions, we claim the success in
learning even when an IIM converges to an extension of the target. A similar technique
was used previously in [6].
Let ’j ∈P be a recursive function from N to N , and let h be a stair function of ’j.
We de#ne '= 〈0; ’j(0)〉; 〈1; ’j(1)〉; : : : . For each 〈i; ’j(i)〉, we can de#ne a constant
function hi from (i− 12 ; i+ 12) to {’j(i)}. Let )i =wi1; wi2; : : : be a presentation of hi with
win= 〈〈i− 12 +m=2k ; 1=2k〉; 〈’j(i); 1=2k+1〉〉 such that k; m∈N; 2k−k6n¡2k+1−(k+1)
and m= n + k + 1 − 2k . Furthermore, let )h=w1; w2; : : : be a presentation of h with
wn=wts−t such that s; t ∈N , 12 s(s − 1)6n − 1¡ 12 s(s + 1) and t= 12 s(s + 1) − n. We
call )h a stair presentation of h.
Exactly, )h is a presentation of h. Therefore, we can construct a presentation of a
stair function of ’j, for any given ’j ∈P and any presentation of ’j.
4. Learning criteria
An IIM M succeeds in learning a function h, if the algorithm Ah′ , to which M
converges, computes an extension h′ of h. In this paper we introduce diDerent criteria
of success to formalize the statement that an IIM M learns a target function h. Such
criteria are REALEX, REALCONS, REALSCONS, REALFIN and REALNUM.
Two of them, REALEX and REALCONS, are from [2].
Denition 13. Let h be recursive real-valued function. An IIM M is said to learn h in
the limit (denoted by h∈REALEX (M)), if for any presentation ' of h, M converges
to an algorithm Ah′ that computes an extension of h.
A class T of recursive real-valued functions is REALEX-inferable, if there is an
IIM M which learns every h∈T in the limit. By REALEX we denote the collection
of all REALEX-inferable classes T of recursive real-valued functions.
Consistent inductive inference, called overkill property, was #rst studied by Wiehagen
[17], to require that any program produced by an IIM be correct on all the data seen
so far. This notion is extended to the case of real-valued functions in [2].
Denition 14. Let T be a class of recursive real-valued functions. An IIM M is said
to consistently infer T in the limit, if for any h∈T; h∈REALEX (M), and for any
presentation ' of h, any conjecture hn=M('[n]) and any 〈〈p; 〉; 〈q; 〉〉 ∈ '[n] such
that [p − ; p + ]⊆ S, there is an x∈ [p − ; p + ] such that hn(x)∈ [q − 2; q +
2].
A class T is REALCONS-inferable, if there is an IIM M which consistently infers
every function h∈T in the limit. By REALCONS we denote the collection of all
REALCONS-inferable classes T of recursive real-valued functions.
We can also formalize the consistency requirement in the sense of Wiehagen [17].
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Denition 15. Let T be a class of recursive real-valued functions. An IIM M is said
to strongly consistently infer T in the limit, if for any h∈T; h∈REALEX (M),
and for any presentation ' of h and any conjecture hn=M('[n]); '[n] is a data set
for hn.
A class T is REALSCONS-inferable, if there is an IIM M which strongly con-
sistently infers every function h∈T in the limit. By REALSCONS we denote the
collection of all REALSCONS-inferable classes T of recursive real-valued func-
tions.
Let T∈REALSCONS. Then there exists an IIM M such that, for any h∈T; h∈
REALEX (M), and for any presentation ' of h, any conjecture hn=M('[n]) and any
〈〈p; 〉; 〈q; 〉〉 ∈ '[n], there is an x∈ [p − ; p + ] such that hn(x)∈ [q − ; q + ].
Thus, it is easy to show that REALSCONS ⊆REALCONS. Furthermore it holds that
REALCONS\REALSCONS 	= ∅ as shown in Theorem 18.
We recall that an IIM is a procedure that requests inputs from time to time and
produces algorithms computing recursive real-valued functions from time to time. Now
we require that an IIM requests input data from time to time and produces a unique
algorithm that computes a recursive real-valued function. The following de#nition is
an extension of FIN-inference [17].
Denition 16. Let T be a class of recursive real-valued functions. An IIM M is said
to =nitely infer T, if for any h∈T and any presentation ' of h, after some #nite time
the IIM M presented '’s data outputs a unique algorithm that computes an extension
of h.
A class T is REALFIN-inferable, if there is an IIM M which #nitely infers every
function h∈T. By REALFIN we denote the collection of all REALFIN-inferable
classes T of recursive real-valued functions.
5. A comparison of identication criteria
In this section we compare identi#cation criteria for inductive inference of recursive
real-valued functions. It is obvious that REALSCONS ⊆REALCONS and REALCONS
⊆REALEX .
Theorem 17. REALCONS REALEX .
Proof. We show that REALEX \REALCONS 	= ∅. Let U be the set of all re-
cursive functions h from N to N such that there exists a number l∈N such that
h(l − 1)=0; h(l)= j; h(n)¿0 for any n¿l, and ’j = h for a number j∈N , and
let T be the set of all stair functions of functions in U . Let /0 ∈T be a tar-
get function, and h0 ∈U be a stair function of /0. Furthermore let )/0 be a pre-
sentation of /0. Then we can construct a presentation '0 of h0 from )/0 . If there
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exists an IIM M1 which learns h0 in the limit for '0, there exists an IIM M0 which
learns /0 in the limit for )/0 . Since U is inferable in the limit, T∈REALEX . Now
we show that T 	∈REALCONS. Assume that there is an IIM M that REALCONS-
infers T. Let '=w1; w2; : : : be a presentation and w be a datum. By M('[n]; w)
we denote the last conjecture of the IIM M requested data w1; w2; : : : ; wn; w as in-
puts. For each i∈N , we de#ne a stair function /i which satis#es the following condi-
tions:
/i(0) = 0;
/i(1) = i;
/i(k + 1) =


1 ifM()/i [
1
2k(k + 1)]) 	=M()/i [ 12k(k + 1)]; d1);
2 ifM()/i [
1
2k(k + 1)]) =M()/i [
1
2k(k + 1)]; d1)
and M()/i [
1
2k(k + 1)]) 	=M()/i [ 12k(k + 1)]; d2);
where k ∈N+; d1 = 〈〈k + 1; 12 〉; 〈1; 18 〉〉); d2 = 〈〈k + 1; 12 〉; 〈2; 18 〉〉), and )/i is a stair
presentation of /i. For each i∈N; /i is a recursive real-valued function, because
M()/i [
1
2k(k + 1)]; 〈〈k + 1; 12 〉; 〈1; 18 〉〉) 	=M()/i [ 12k(k + 1)]; 〈〈k + 1; 12 〉; 〈2; 18 〉〉) for
any k ∈N . Let hi = /i|N . Then /i is a stair function of hi. There exists a recursive
function a such that ’a(n) = hn for any n∈N . By the recursion theorem, there is
a number t ∈N such that ’t =’a(t) = ht . Thus it holds that /t ∈T and the
progression {M()/t [n])}n∈N does not converge, which is a contradiction. Hence T 	∈
REALCONS.
Theorem 18. REALSCONS REALCONS.
Proof. The P= {’0; ’1; ’2; : : :} is set of all partial recursive functions from N to N .
Let RPRIM be the set of all primitive recursive functions from N to {0; 1}, and let z
be a function de#ned by z(n)= 0 for any n∈N . There is a recursive function a from
N to N such that RPRIM = {’a(0); ’a(1); ’a(2); : : :} and the set {i∈N |’a(i) = z} is not
recursively enumerable.
It is trivial that REALSCONS ⊆REALCONS. Therefore it suIces to show that
REALCONS\REALSCONS 	= ∅. For any i∈N , we de#ne a function hi from [0; 1] to
R by
hi(x) =
∞∑
n=0
’a(i)(n)
n!
:
Since
∑∞
n=0 ’a(i)(n)=n! is a recursive real number for any i∈N; hi is a recursive real-
valued function. Let T= {h0; h1; h2; : : :}. Then T∈REALCONS. Assume that there is
an IIM M which REALSCONS-infers T. For any i∈N , we de#ne a presentation
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'i =wi1; w
i
2; : : : of hi with
win =
〈〈
m
2k
;
1
2k
〉
;
〈
n∑
j=0
hi(j)
j!
;
3
n!
〉〉
such that k; m∈N; 2k − k6n¡2k+1 − k − 1 and m= n+ k + 1− 2k . By M('[n]; w)
we denote the last conjecture of the IIM M requested data w1; w2; : : : ; wn; w as inputs.
Since M REALSCONS-infers T; hi(x)= 0 for any x∈ [0; 1] iD there is a number
l∈N such that
n∑
j=0
hi(j)
j!
− 3
n!
606
n∑
j=0
hi(j)
j!
+
3
n!
for any n6l and M('i[l])=M('i[l]; d), where d= 〈〈 12 ; 12 〉; 〈− 12 ; 12 〉〉. Thus {i∈
N | hi(x)= 0 for any x∈ [0; 1]} is recursively enumerable. It holds that hi(x)= 0 for
any x∈ [0; 1] iD ’a(i) = z for any i∈N . Therefore {i∈N |’a(i) = z} is recursively enu-
merable, which is a contradiction. Hence T 	∈REALSCONS.
Theorem 19. REALFIN REALSCONS.
Proof. It is obvious that REALFIN ⊆REALSCONS. Therefore we just show that
REALSCONS\REALFIN 	= ∅. Let T be the set of all constant functions from [0; 1]
to Q. Then T∈REALSCONS. Assume that there is an IIM M which REALFIN-
infers T. Let Cr ∈T be a target function de#ned by Cr(x)= r, and w1; w2; : : : be
a presentation of Cr such that qn − n¡r¡qn + n, where wn= 〈〈pn; n〉; 〈qn; n〉〉
for any n∈N . Since M REALFIN-infers T;M requested w1; w2; : : : ; wk outputs an
algorithm which computes Cr for a k ∈N . Put l := max{q1 − 1; : : : ; qk − k} and
u := min{q1 + 1; : : : ; qk + k}. Then l¡r¡u. Since there exists a j∈Q such that
l¡j¡u and j 	= r, w1; : : : ; wk are data of a constant function Cj. Let w′1; w′2; : : : be a
presentation of Cj such that w1 =w′1; : : : ; wk =w
′
k . Then M requested w
′
1; : : : ; w
′
k out-
puts an algorithm which computes Cr , which is a contradiction. Hence T 	∈REALFIN .
Consequently REALFIN REALSCONS.
Now we recall a result on identi#cation criteria for inductive inference of recursive
functions from N to N . Let R be the set of all recursive functions from N to N .
Every recursively enumerable subset of R is consistently inferable in the limit [17],
whereas the following theorem asserts that there exists a recursively enumerable class
of recursive real-valued functions which is not REALEX-inferable.
Theorem 20. REALNUM\REALEX 	= ∅.
Proof. The P= {’0; ’1; ’2; : : :} is set of all partial recursive functions from N to N .
Let S be the set of all stair functions in P. It is obvious that S∈REALNUM .
Assume that there is an IIM M which REALEX-infers S.
E. Hirowatari, S. Arikawa / Theoretical Computer Science 268 (2001) 351–366 361
Let ’j be a target function in P, and h be the stair function of ’j. We de#ne
Graph(’j)= {〈n; ’j(n)〉 | n is in the domain of ’j}, and we call a sequence '= 〈x0;
’j(x0)〉; 〈x1; ’j(x1)〉; : : : data of ’j if {〈x0; ’j(x0)〉; 〈x1; ’j(x1)〉; : : :}=Graph(’j). For
each 〈xi; ’j(xi)〉, we can de#ne a constant function hi from (xi− 12 ; xi+ 12) to {’j(xi)}.
Let )i =wi1; w
i
2; : : : be an in#nite sequence of data of hi such that w
i
n= 〈〈i − 12 +
m=2k ; 1=2k〉; 〈’j(xi); 1=2k+1〉〉, where k and m are natural numbers such that 2k−k6n¡
2k+1 − (k + 1) and m= n+ k + 1− 2k . Furthermore, let )h=w1; w2; : : : be an in#nite
sequence of data of h such that wn=wts−t , where s and t are natural numbers such that
1
2 s(s− 1)6n− 1¡ 12 s(s+1) and t= 12 s(s+1)− n. Since )i is a presentation of hi for
any i∈N; )h is a presentation of h. Note that we can construct )h for any given '.
Since IIM M which REALEX-infers S; M converges to an algorithm Ah which
computes an extension of h. Since h is a stair function of ’j ∈P, we can construct a
program j which receives n∈N as an input, and works as follows: If an input n∈N
is in the domain of ’j, then j outputs ’j(n) else it never stops. Thus there exists an
IIM M0 that infers every ’j ∈P in the limit, for any input data ' of ’j, which is a
contradiction. Hence REALNUM\REALEX 	= ∅.
Example 21. For each i∈N , we de#ne recursive real-valued functions hi and hˆi by
hi(x) =
{
1 if x60;
0 if x ¿ 12i ;
hˆi(x) =
{
1 if x ¡ 0;
0 ifx ¿ 12i :
We also de#ne a recursive real-valued function hˆ by
hˆ(x) =
{
1 if x ¡ 0;
0 if x ¿ 0:
Let T= {hˆ; h0; h1; h2; : : :}. Then T∈REALNUM\REALEX .
Now let 'ˆi = wˆ
i
1; wˆ
i
2; : : : be a presentation of hˆi with wˆ
i
2j−1 = 〈〈0; 1=2j〉; 〈1; 1=2j〉〉 such
that j∈N+. Then 'ˆi is also a presentation of hi for each i∈N . Therefore, we can
construct a presentation 'i =wi1; w
i
2; w
i
3; : : : of hi for each i∈N as follows:
wij =


wˆ0j if i = 0;
wi−1j if i ¿ 0 and 16j6ni−1;
wi−1ni+k if i ¿ 0 and j = ni−1 + 2k;
wˆik if i ¿ 0 and j = ni−1 + 2k − 1;
where k ∈N+, and ni is the least natural number such that M('i[n])=M('i[ni]) for
any n¿ni. Let '∗= limi→∞ 'i. Since 'i is also a presentation of hˆi for each i∈N; '∗
is a presentation of hˆ. By the de#nition of '∗, the progression {M ('∗[n])}n∈N does
not converge. Thus T 	∈REALEX .
Theorem 22. REALFIN ∩REALNUM 	= ∅.
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Proof. Let T be the set of all constant functions from [0; 1] to N . Then, clearly,
T∈REALFIN ∩ REALNUM .
Theorem 23. REALFIN\REALNUM 	= ∅.
Proof. Let U be the set of all recursive functions h from N to N such that ’h(0) = h,
and let T be the set of all stair functions of functions in U . Then, clearly, T∈
REALFIN\REALNUM .
6. Learning functions on a xed rational interval
In the previous section we considered several criteria for learning recursive real-
valued functions. In each of the criteria we did not care about the domains of the
functions to be learned. In this section we discuss inferability of recursive real-valued
functions on a #xed domain. Hence, we can assume that the IIM knows the domain of
the functions to be learned. We focus our attention to functions on a rational interval.
Let I be a rational interval, and T be a class of recursive real-valued functions
on I . In order to emphasize the I , we say that a class T is REALEXI -inferable, if
T∈REALEX , and by REALEXI we denote the collection of all REALEXI -inferable
classes T of recursive real-valued functions. Similarly we de#ne REALCONSI ,
REALSCONSI , REALFINI and REALNUMI . Then we have the same results as
in the previous section:
Theorem 24. Let I be a rational interval. Then
(1) REALCONSI ⊆REALEXI ;
(2) REALSCONSI REALCONSI ;
(3) REALFINI REALSCONSI ;
(4) REALFINI\REALNUMI 	= ∅.
Proof. (1) is obvious. (2) We recall T in the proof of Theorem 18. Every hi ∈T is
a constant function on the same closed interval [0; 1]. For any hi ∈T, we construct
a function hˆi from I to R by hˆi(x)= hi(0). Let T0 = {hˆi | hi ∈T}. Then T0 ∈REA-
LCONSI\REALSCONSI . Hence REALSCONSI REALCONSI . (3) Let T be
the set of all constant function from I to Q. In the same way as in the proof
of Theorem 19, it holds that T∈REALSCONSI\REALFINI . Hence REALFINI 
RE-ALSCONSI . (4) Let U ⊆N be a not recursively enumerable set, and let T be
the set of all constant functions from I to U . Then T =∈REALNUMI and T∈
REALFINI .
Theorem 25. Let I = [0; 1). Then REALCONSI REALEXI .
Proof. It holds that REALCONSI ⊆REALEXI . We show that REALEXI\
REALCONSI 	= ∅. Let T be the set of all recursive real-valued functions /j from
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[0; 1) to R de#ned by
/j(x)= 2i+1
(
1− 1
2i+1
− x
)
h(i) + 2i+1
(
x − 1 + 1
2i
)
h(i + 1)
if x∈ [1 − 1=2i ; 1 − 1=2i+1), where h is a recursive function from N to N such that
there exists a number l∈N such that h(l− 1)=0, h(l)= j and h(n)¿0 for any n¿l,
’j = h for a number j∈N . Then T∈REALEXI . Assume that there is an IIM M that
REALCONSI -infers T. Let /∈T be a target function. Since /|[1−1=2i ;1−1=2i+1) is a
recursive real-valued function for each i∈N , there exists a presentation 'i =wi1; wi2; : : :
of /|[1−1=2i ;1−1=2i+1) such that wi1 = 〈〈1−1=2i ; 1=2i+1〉; 〈/(1−1=2i); 18 〉〉. Let '/=w1; w2; : : :
be a presentation of / such that wn=wts−t , where s; t ∈N that 12 s(s−1)6n−1¡ 12 s(s+1)
and t= 12 s(s+1)−n. By M('[n]; w) we denote the last guess of the IIM M when data
w1; w2; : : : ; wn; w are requested as inputs. For each i∈N , we de#ne a function /ˆi ∈T
satisfying the following conditions:
/ˆi(0) = 0;
/ˆi(1) = i;
/ˆi(k + 1) =


1 if M('/ˆi [
1
2k(k + 1)]) 	=M('/ˆi [ 12k(k + 1)]; d1);
2 if M('/ˆi [
1
2k(k + 1)]) =M('/ˆi [
1
2k(k + 1)]; d1)
and M('/ˆi [
1
2k(k + 1)]) 	=M('/ˆi [ 12k(k + 1)]; d2);
where k ∈N+; d1 = 〈〈k+1; 12 〉; 〈1; 14 〉〉), and d2 = 〈〈k+1; 12 〉; 〈2; 14 〉〉). For each i∈N , /ˆi
is a recursive real-valued function, because M('/ˆi [
1
2k(k +1)]; 〈〈k +1; 12 〉; 〈1; 14 〉〉) 	=M
('/ˆi [
1
2k(k + 1)]; 〈〈k + 1; 12 〉; 〈2; 14 〉〉) for any k ∈N . Let hi = /ˆi|N . There exists a recur-
sive function a such that ’a(n) = hn for any n∈N . By the recursion theorem, there is
a number t ∈N such that ’t =’a(t) = ht . Thus it holds that /ˆt ∈T and the progres-
sion {M('/ˆt [n])}n∈N does not converge, which is a contradiction. Hence T =∈REAL-
CONS.
The following theorem asserts that every recursively enumerable class of recursive
real-valued functions is REALCONSI -inferable, which is an interesting contrast to the
result in Theorem 20.
Theorem 26. REALNUMI REALCONSI for every rational interval I .
Proof. Let T be a recursively enumerable set of recursive real-valued functions on a
#xed closed or open rational interval I . According to results from [2, 11], T∈REAL-
CONS. Similarly we have T∈REALCONS, even if I is a half-open rational interval.
Thus REALNUMI ⊆REALCONSI for every rational interval I . By Theorem 24, it
follows that REALNUMI REALCONSI for every rational interval I .
Theorem 27. REALNUMI\REALSCONSI 	= ∅ for every rational interval I .
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Proof. We recall T in the proof of Theorem 18. Every h∈T is a constant function
from [0; 1] to R. For any h∈T, we construct a function h0 from I to R by h0(x)= h(0).
Let T0 = {h0 | h∈T}. Then T0 ∈REALNUMI and T0 =∈REALSCONSI . Hence
REALNUMI\REALSCONSI 	= ∅ for every rational interval I .
If the IIM knows that the domain of the target function is a closed rational inter-
val, REALEX -inferability coincides with REALCONS-inferability, which is again an
interesting contrast to the result in Theorem 25.
Theorem 28. REALCONSI =REALEXI for every closed rational interval I .
Proof. Let I = [p− ; p+ ] be a closed rational interval, where 〈p; 〉 ∈Q×Q+. By
Theorem 24, REALCONSI ⊆REALEXI . We show that REALEXI ⊆REAL-
CONSI . Let T∈REALEXI . Then there is an IIM M which REALEXI -infers T.
For any h∈T and any presentation '=w1; w2; : : : of h, there is an l∈N such that
M('[n])=M('[l]) for any n¿l, and M('[l]) is an algorithm which computes h.
Let hn be the function the algorithm M('[n]) computes for each n∈N , and let
Ahn =M('[n]). Then there exists a k ∈N such that hn is de#ned on I for any n¿k,
that is, I ⊆ ⋃〈a; 7〉∈Dn8 [a− 7; a+ 7] for any n¿k, where Dn8 is the nth division set of I
with respect to Ahn and 8¿0 de#ned as follows:
An = {a : a = p+  k2n for some integer k; −2n6k62n};
Bn = {〈a; 7〉 ∈ Q × Q+ : a ∈ An; 7= 2n ; and
Ahn(〈a; 7〉) halts in at most n steps};
Dn8 =
{
〈a; 7〉 ∈
n⋃
i=0
Bi :Ahn(〈a; 7〉) = 〈b; 〉 and  ¡ 82
}
:
Therefore, for any n¿k, we can determine whether there is an x such that hn(x)∈ [q−
2; q+2], for each datum 〈〈p; 〉; 〈q; 〉〉 ∈ '[n] with [p− ; p+ ]⊆ I . Thus we can
construct an IIM M0 which REALCONS-infers T as follows:
IIM: M0
begin
n := 1; D := ∅; 8 := 1 ;
repeat
read wn and D := D ∪ {wn};
let Dn8 be the nth division set of I with respect to M('[n]) and 8;
if I ⊆ ⋃〈a; 7〉 ∈Dn8 [a− 7; a+ 7] and
there exists an x such that hn(x)∈ [q− 2; q+ 2],
for each datum 〈〈p; 〉; 〈q; 〉〉 ∈D with [p− ; p+ ]⊆ I
then output M('[n]) else output linear(D);
n := n+ 1
forever
end,
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where linear(D) is an algorithm which computes a function h such that D is a #nite
data set of h. The IIM M0 outputs M('[n]) or linear('[n]), when data w1; w2; : : : ; wn
are requested as inputs. Furthermore there exists an l∈N such that M0('[n]) =
M('[n]) for any n¿l. Thus we have that the IIM M0 REALCONS-infers T. Hence
REALEXI ⊆REALCONSI . Consequently, for every closed rational interval I , RE-
ALCONSI = REALEXI .
7. Conclusions
In this paper we considered learning recursive real-valued functions from data. In
[2, 11], we have introduced the model of learning real-valued functions and shown
that every recursively enumerable class of recursive real-valued functions on a #xed
rational interval is REALCONS-inferable in the limit. We studied how the learning
of real-valued functions is similar to and how it diDers from the traditional mod-
els of learning of total recursive functions over natural numbers. We #rst introduced
some criteria for successful inductive inference of recursive real-valued functions,
and compared the classes resulting from the criterion REALCONS. We showed that
REALCONS REALEX and REALNUM\REALEX 	= ∅. Although, it was proved
in papers [4, 5] that every recursively enumerable class of total recursive functions over
natural numbers is inferable in the limit, and showed that above-mentioned inference
may be made consistent [17].
We also discussed the relationship between diDerent criteria based on whether the
inference machine knows the domains of the functions to be learned. In the case of
#xed rational interval, we also showed the expected counterparts of the results on
inductive inference of total recursive functions over natural numbers. More exactly we
showed that if the functions are de#ned on a #xed rational open or half-open interval,
it holds that REALCONS REALEX and REALNUM REALCONS, and if they
are de#ned on a #xed rational closed interval, it holds that REALCONS=REALEX .
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