The suggested open problem concerns the error of estimation and the minimum of the cost in the filtering and optimal control problems for a partially observable linear system corrupted by wide band noise processes. Recent results allow to construct a wide band noise process in a certain integral form on the basis of its autocovariance function and design the optimal filter and the optimal control for a partially observable linear system corrupted by such wide band noise processes. Moreover, explicit formulae for the error of estimation and for the minimum of the cost have been obtained. But, the information about wide band noise contained in its autocovariance function is incomplete. Hence, every autocovariance function generates infinitely many wide band noise processes represented in the integral form. Consequently, the error of estimation and the minimum of the cost mentioned above are for a sample wide band noise process corresponding to the given autocovariance function. The following problem arises: given an autocovariance function, what are the least upper and greatest lower bounds of the respective error of estimation and the respective minimum of the cost? What are the distributions of the error of estimation and the minimum of the cost? What are the parameters of the wide band noise process producing the average error and the average minimum of the cost? 
DESCRIPTION OF THE PROBLEM
The suggested open problem concerns the error of estimation and the minimum of the cost in the filtering and optimal control problems for a partially observable linear system corrupted by wide band noise processes. Recent results allow to construct a wide band noise process in a certain integral form on the basis of its autocovariance function and design the optimal filter and the optimal control for a partially observable linear system corrupted by such wide band noise processes. Moreover, explicit formulae for the error of estimation and for the minimum of the cost have been obtained. But, the information about wide band noise contained in its autocovariance function is incomplete. Hence, every autocovariance function generates infinitely many wide band noise processes represented in the integral form. Consequently, the error of estimation and the minimum of the cost mentioned above are for a sample wide band noise process corresponding to the given autocovariance function. The following problem arises: given an autocovariance function, what are the least upper and greatest lower bounds of the respective error of estimation and the respective minimum of the cost? What are the distributions of the error of estimation and the minimum of the cost? What are the parameters of the wide band noise process producing the average error and the average minimum of the cost?
MOTIVATION AND HISTORY OF THE PROBLEM
Modern stochastic optimal control and filtering theories use white noise driven systems. Results such as the separation principle and the KalmanBucy filtering are based on the white noise model. In fact, white noise, being a mathematical idealization, gives only an approximate description of real noise. In some fields the parameters of real noise are near to the parameters of white noise and, so, the mathematical methods of control and filtering for white noise driven systems can be satisfactorily applied to them. But in many fields white noise is a crude approximation to real noise. Consequently, the theoretical optimal controls and the theoretical optimal filters for white noise driven systems become not optimal and, indeed, might be quite far from being optimal. It becomes important to develop the control and estimation theories for the systems driven by noise models that describe real noise more adequately. Such a noise model is the wide band noise model. The importance of wide band noise processes was mentioned by Fleming and Rishel [1] . An approach to wide band noise based on approximations by white noise was used in Kushner [2] . Another approach to wide band noise based on representation in a certain integral form was suggested in [3] and its applications to space engineering and gravimetry was discussed in [4, 5] . Filtering, smoothing, and prediction results for wide band noise driven linear systems are obtained in [3, 6] . The proofs in [3, 6] are given through the duality principle and, technically, they are routine, making further developments in the theory difficult. A more handle technique based on the reduction of a wide band noise driven system to a white noise driven system was developed in [7, 8, 9] . This technique allows to find the explicit formulae for the optimal filter and for the optimal control, as well as for the error of estimation and for the minimum of the cost in the filtering and optimal control problems for a wide band noise driven linear system. In particular the open problem described here was originally formulated in [9] . A complete discussion of the subject can be found in the recent book [10] .
AVAILABLE RESULTS AND DISCUSSION
The random process ϕ with the property cov (ϕ(t + s), ϕ(t)) = λ(t, s) if 0 ≤ s < ε and cov (ϕ(t + s), ϕ(t)) = 0 if s ≥ ε, where ε > 0 is a small value and λ is a nonzero function, is called a wide band noise process and it is said to be stationary (in wide sense) if the function λ (called the autocovatiance function of ϕ) depends only on s (see Fleming and Rishel [8] ). Starting from the autocovariance function λ, one can construct the respective wide band noise process ϕ in the integral form
where w is a white noise process with cov (w(t), w(s)) = δ(t − s), δ is the Dirac's delta-function, ε > 0 and φ is a solution of the equation
The solution ϕ of (2) is called a relaxing function. Since in (2) φ has only one variable the process ϕ from (1) is stationary in wide sense (except small time interval [0, ε]). The following theorem from [8, 9] is crucial for the proposed problem.
Theorem: Let ε > 0 and let λ be a continuous real-valued function on [0, ε].
Define the function λ 0 as the even extension of λ to the real line vanishing outside of [−ε, ε] and assume that λ 0 is a positive definite function with
is the Fourier transformation of λ 0 . Then there exists an infinite number of solutions of the equation
The nonuniqueness of the solution of equation (2) demonstrates that the covariance function λ does not provide complete information about the respective wide band noise process ϕ. Therefore, for given λ, a sample solution φ of (2) generates the random process ϕ in the form (1) that could be considered as a less or more adequate model of real noise. In order to make a reasonable decision about the relaxing function, one of the ways is studying the distributions of the error of estimation and the minimum of the cost in filtering and control problems, finding the average error and the average minimum and identifying the relaxing functionφ producing these average values. For this, the explicit formulae from [7, 8, 9 ] (they are not given here because of the length) can be used to investigate the problem analytically or numerically. Also, the proof of the theorem from [8, 9] can be useful for construction different solutions of equation (2) . Finally, note that in a partially observable system both the state (signal) and the observations may be disturbed by wide band noise processes. Hence, the suggested problem concerns both these cases and their combination as well. 
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INTRODUCTION AND MOTIVATION
In the theory of linear systems, the problem of assessing whether the omogeneous systemẋ = Ax, A ∈ R n,n is asymptotically stable is a well understood (and fundamental) one. Of course, the system (and we shall say also the matrix A) is stable if and only if Reλ i < 0, i = 1, . . . , n, being λ i the eigenvalues of A. Evolving from this basic notion, much research effort has been devoted in recent years to the study of robust stability of a system. Without entering in the details of more than thirty years of fruitful research, we could condense the essence of the robust stability problem as follows: given a bounded set ∆ and a stable matrix A ∈ R n,n , state whether A ∆ = A + ∆ is stable for all ∆ ∈ ∆. Since the above deterministic problem may be computationally hard in some cases, a recent line of study proposes to introduce a probability distribution over ∆, and then to assess the probability of stability of the random matrix A + ∆. Actually, in the probabilistic approach to robust stability, this probability is not analytically computed but only estimated by means of randomized algorithms, which makes the problem feasible from a computational point of view, see, for instance, [3] and the references therein. Leaving apart the randomized approach, which circumvents the problem of analytical computations, there is a clear disparity between the abundance of results available for the deterministic problem (both positive and negative results, in the form of computational "hardness," [2] ) and their deficiency in the probabilistic one. In this latter case, almost no analytical result is known among control researchers.
The objective of this note is to encourage research on random matrices in the control community. The one who adventures in this field will encounter unexpected and exciting connections among different fields of science and beautiful branches of mathematics. In the next section, we resume some of the known results on random matrices, and state a simple new (to the best of our knowledge) closed form result on the probability of stability of a certain class of random matrices. Then, in section 3 we propose three open problems related to the analytical assessment of the probability of stability of random matrices. The problems are presented in what we believe is their order of difficulty.
AVAILABLE RESULTS
Notation : A real random matrix X is a matrix whose elements are real random variables. The probability density (pdf) of X, f X (X) is defined as the joint pdf of its elements. The notation X ∼ Y means that X, Y are random quantities with the same pdf. The Gaussian density with mean µ and variance σ 2 is denoted as N (µ, σ 2 ). For a matrix X, ρ(X) denotes the spectral radius, and X the Frobenius norm. The multivariate Gamma function is defined as Γ n (x) = π
, where Γ(·) is the standard Gamma function. In this note, we consider the class of random matrices (a class of random matrices is often called an "ensemble" in the physics literature) whose density is invariant under orthogonal similarity. For a random matrix X in this class, we have that X ∼ U XU T , for any fixed orthogonal matrix U . For symmetric orthogonal invariant random matrices, it can be proved that the pdf of X is a function of only its eigenvalues Λ .
Orthogonal invariant random matrices may seem specialized, but we provide below some notable examples:
1. G n : Gaussian matrices. It is the class of n × n real random matrices with independent identically distributed (iid) elements drawn from N (0, 1).
2. W n : Whishart matrices. Symmetric n×n random matrices of the form XX T , where X is G n .
3. GOE n : Gaussian Orthogonal Ensemble. Symmetric n × n random matrices of the form (X + X T )/2, where X is G n .
4. S n : Symmetric orthogonal invariant ensemble. Generic symmetric n × n random matrices whose density satisfies (1). W n and GOE n are special cases of these.
US
ρ n : Symmetric n × n random matrices from S n , which are uniform over the set {X ∈ R n,n : ρ(X) ≤ 1}.
F n : Symmetric n × n random matrices from S n , which are uniform over the set {X ∈ R n,n : X ≤ 1}.
Whishart matrices have a long history, and are well studied in the statistics literature, see [1] for an early reference. The Gaussian Orthogonal Ensemble is a fundamental model used to study the theory of energy levels in nuclear physics, and it has been originally introduced by Wigner [9, 8] . A thorough account of its statistical properties is presented in [7] . A fundamental result for the S n ensemble is that the joint pdf of the eigenvalues of random matrices belonging to S n is known analytically. In particular, if λ 1 ≥ λ 2 ≥ . . . ≥ λ n are the eigenvalues of a random matrix X belonging to S n , then their pdf
This result can be deduced from [7] , and it is also presented in [4] . For some of the ensembles listed above, this specializes to:
GOE n :
The normalization constant K u in the last expression can be determined in closed form solving a Legendre integral, see eq. (17.6.3) of [7] 
Clearly, knowing the joint density of the eigenvalues is a key step in the direction of computing the probability of stability of a random matrix. We remark that the above results all refer to the symmetric case, which has the advantage of having all real eigenvalues. Very little is known for instance about the distribution of the eigenvalues of generic Gaussian matrices G n . By consequence, to the best of our knowledge, nothing is known about the probability of stability of Gaussian random matrices (i.e., matrices drawn using Matlab randn command). Famous asymptotic results (i.e., for n → ∞) go under the name of "circular laws" and are presented in [6] . An exact formula for the distribution of the real eigenvalues may be found in [5] . We show below a (seemingly new) result regarding the probability of stability for the US ρ n ensemble.
Probability of stability for the US ρ n ensemble
Given an n × n real random matrix X, let f Λ (Λ) be the marginal density of the eigenvalues of X. The probability of stability of X is defined as
We now compute this probability for matrices in the US ρ n ensemble, whose pdf is given in (5) . To this end, we first remove the ordering of the eigenvalues, and therefore divide by n! the pdf (5). Then, the probability of stability is
This multiple integral is a Selberg type integral whose solution is reported for instance in [7] , p. 339. The above probability results to be
OPEN PROBLEMS
The probability of stability can be computed also for the GOE n ensemble and the US F n ensemble, using a technique of integration over alternate variables. We pose this as the first open problem (of medium difficulty): Problem 1: Determine the probability of stability for the GOE n and the US F n ensembles. A much harder problem would be to determine an analytic expression for the density of the eigenvalues (which are now both real and complex) of Gaussian matrices G n , and then integrate it to obtain the probability of stability for the G n ensemble: Problem 2: Determine the probability of stability for the G n ensemble. A numerical estimate of the probability of (Hurwitz) stability for G n matrices is reported in table 2.2.1, as a function of dimension n. As the reader may have noticed, all the problems treated so far relate to random matrices with zero mean. From the point of view of robustness analysis it would be much more interesting to consider the case of biased random matrices. This motivates our last (and most difficult) open problem:
Problem 3: Let A ∈ R n,n be a given stable matrix. Determine the probability of stability of the random matrix A + X, where X belongs to one of the ensembles listed in section 2. 
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DESCRIPTION OF THE PROBLEM
Consider the space S of stable minimum phase systems in discrete-time, of order (McMillan degree) n, having m inputs and m outputs, driven by a stationary Gaussian white noise (innovations) process of zero mean and covariance Ω. This space is often considered, for instance in system identification, to characterize stochastic processes by means of linear time-invariant dynamical systems (see [8, 18] ). The space S is well known to exhibit a differentiable manifold structure (cf. [5] ), which can be endowed with a notion of distance between systems, for instance by means of a Riemannian metric, in various meaningful ways. One particular Riemannian metric of interest on S is provided by the socalled Fisher metric. Here the Riemannian metric tensor is defined in terms of local coordinates (i.e., in terms of an actual parametrization at hand) by the Fisher information matrix associated with a given system. The open question raised in this paper reads as follows:
Does there exist a uniform upper bound on the distance induced by the Fisher metric for a fixed Ω > 0, between any two systems in S?
In case the answer is affirmative, a natural follow-up question from the differential geometric point of view would be whether it is possible to construct a finite atlas of charts for the manifold S, such that the charts as subsets of Euclidean space are bounded (i.e., contained in an open ball in Euclidean space), while the distortion of each chart remains finite.
MOTIVATION AND BACKGROUND OF THE PROBLEM
An important and well-studied problem in linear systems identification is the construction of parametrizations for various classes of linear systems. In the literature a great number of parametrizations for linear systems have been proposed and used. From the geometric point of view the question arises whether one can qualify various parametrizations as good or bad. A parametrization is a way to (locally) describe a geometric object. Intuitively, a parametrization is better the more it reflects the (local) structure of the geometric object. An important consideration in this respect is the scale of the parametrization, or rather the spectrum of scales, see [4] . To explain this, consider the tangent space of a differential manifold of systems, such as S. The differentiable manifold can be supplied with a Riemannian geometry, for example, by smoothly embedding the differentiable manifold in an appropriate Hilbert space: then the tangent spaces to the manifold are linear subspaces of the Hilbert space, which induces an inner product on each of the tangent spaces and a Riemannian metric structure on the manifold. If such a Riemannian metric is defined, then any sufficiently smooth parametrization will have an associated Riemannian metric tensor. In local coordinates (i.e., in terms of the parameters used) it is represented by a symmetric, positive definite matrix at each point. The eigenvalues of this matrix reflect the local scales of the parametrization: the scale of any infinitesimal movement starting from a given point, will vary between the largest and the smallest eigenvalue of the Riemannian metric tensor at the point involved. Over a set of points the scale will clearly vary between the largest eigenvalue to be found in the spectra of the corresponding set of Riemannian metric matrices and the smallest eigenvalue to be found in that same set of spectra. Following Milnor (see [12] ), who considered the question of finding good charts for the earth, we define the distortion of a parametrization, which we will call the Milnor distortion, as the quotient of the largest scale and the smallest scale of the parametrization. Note that this concept of Milnor distortion is a generalization of the concept of the condition number of a matrix. However it is (in general) not the maximum of the condition numbers of the set of Riemannian metric matrices. Indeed, the largest eigenvalue and the smallest eigenvalue that enter into the definition of the Milnor distortion do not have to correspond to the Riemannian metric tensor at the same point. If one has an atlas of overlapping charts, one can calculate the Milnor distortion in each of the charts and consider the largest distortion in any of the charts of the atlas. One could now be tempted to define this number as the distortion of the atlas and look for atlases with relatively small distortion. However, in this case, the problem shows up that it is always possible to take a large number of small charts, each one displaying very little distortion (i.e., distortion close to one), while such an atlas may still not be desirable as it may require a huge number of charts. The difficulty here is to trade off the number of charts in an atlas against the Milnor distortion in each of those charts. At this point, we have no clear natural candidate for this trade-off. But at least for atlases with an equal finite number of charts the concept of maximal Milnor distortion could be used to compare the atlases.
AVAILABLE RESULTS
In trying to apply these ideas to the question of parametrization of linear systems, the problem arises that many parametrizations turn out to have in fact an infinite Milnor distortion. Consider for example the case of real SISO discrete-time strictly proper stable systems of order one. (See also [9] and [13, section 4.7] .) This set can be described by two real parameters, e.g., by writing the associated transfer function into the form h(z) = b/(z − a). Here, the parameter a denotes the pole of the system and the parameter b is associated with the gain. The Riemannian metric tensor induced by the H 2 norm of this parametrization can be computed
, see [9] . Therefore it tends to infinity when a approaches the stability boundary |a| = 1, whence the Milnor distortion of this parametrization becomes infinity. In this example the geometry is that of a flat double infinite-sheeted Riemann surface. Locally, it is isometric with Euclidean space and therefore one can construct charts that have the identity matrix as their Riemannian metric tensor (see [13] ). However, in this case, this means that close to the stability boundary the distances between points become arbitrarily large. Therefore, although it is possible to construct charts with optimal Milnor distortion, this can only be done at the price of having to work with infinitely large (i.e., unbounded) charts. If one wants to work with charts in which the distances remain bounded then one will need infinitely many of them on such occasions. In the case of stochastic Gaussian time-invariant linear dynamical systems without observed inputs, the class of stable minimum-phase systems plays an important role. For such stochastic systems the (asymptotic) Fisher information matrix is well-defined. This matrix is dependent on the parametrization used and admits the interpretation of a Riemannian metric tensor (see [15] ).
There is an extensive literature on the computation of Fisher information, especially for AR and ARMA systems. See, e.g., [6, 7, 11] . Much of this interest derives from the many applications in practical settings: it can be used to establish local parameter identifiability, it is used for parameter estimation in the method of scoring, and it is also known to determine the local convergence properties of the popular Gauss-Newton method for leastsquares identification of linear systems based on the maximum likelihood principle (see [10] ). In the case of stable AR systems, the Fisher metric tensor can, for instance, be calculated using the parametrization with Schur parameters. From the formulas in [14] it follows that the Fisher information for scalar AR systems of order one driven by zero mean Gaussian white noise of unit variance is equal to 1/(1 − γ 2 1 ). Here γ 1 is required to range between −1 and 1 (to impose stability) and to be nonzero (to impose minimality). Although this again implies an infinite Milnor distortion, the situation here is structurally different from the situation in the previous case: the length of the curve of systems obtained by letting γ 1 range from 0 to 1 is finite! Indeed, the (Fisher) length of this curve is computed as
Let the inner geometry of a connected Riemannian manifold of systems be defined by the shortest path distance: d(Σ 1 , Σ 2 ) is the Riemannian length of the shortest curve connecting the two systems Σ 1 and Σ 2 . Then, in this simple case, the Fisher geometry has the property that the corresponding inner geometry has a uniform upper bound. Therefore, this example provides an instance of a subset of the manifold S for which the answer to the question raised is affirmative. As a matter of fact, if one now reparametrizes the set of systems as in [17] by θ defined through γ 1 = sin(θ), then the resulting Fisher information quantity becomes equal to 1 everywhere. Thus, it is bounded and the Milnor distortion of this reparametrization is finite. But at the same time the parameter chart itself remains bounded! Hence, also the "follow-up question" of the previous section is answered affirmative here. If one considers SISO stable minimum-phase systems of order 1, it can be shown likewise that also here the Fisher distance between two systems is uniformly bounded and that a finite atlas with bounded charts and finite Milnor distortion can be designed. Whether this also occurs for larger statespace dimensions is still unknown (to the best of the authors' knowledge) and this is precisely the open problem presented above. To conclude, we note that the role played by the covariance matrix Ω of the driving white noise is rather limited. It is well known that if the system equations and the covariance matrix are parametrized independently of each other, then the Fisher information matrix attains a block-diagonal structure (see, e.g., [18, Ch. 7 ]. The covariance matrix Ω then appears as a weighting matrix for the block of the Fisher information matrix associated with the parameters involved in the system equations. Therefore, if Ω is known, or rather if an upper bound on Ω is known (which is likely to be the case in any practical situation!), its role with respect to the questions raised can be largely disregarded. This allows to restrict attention to the situation where Ω is fixed to the identity matrix I m .
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where T is invertible. If T = I, then it is called a near identity change of coordinates. If the power series converges locally, then it defines a real analytic change of coordinates.
Theorem 1: (Poincaré-Dulac) If the system (1) is C ∞ then there exists a formal change of coordinates (2) transforming it tȯ
where A is in Jordan form and w(z) consists solely of resonant terms. (If some of the eigenvalues of F are complex then the change of coordinates will also be complex). In this normal form, w(z) need not be unique. If the system (1) is real analytic and its eigenvalues lie in the Poincaré domain (2), then w(z) is a polynomial vector field and the change of coordinates (2) is real analytic. (1) is real analytic and its eigenvalues are of type (C, ν) for some C > 0, ν > 0 , then w(z) = 0 and the change of coordinates (2) is real analytic.
As is pointed out in [1] , even in cases where the formal series are divergent, the method of normal forms turns out to be a powerful device in the study of nonlinear dynamical systems. A few low degree terms in the normal form often give significant information on the local behavior of the dynamics.
THE OPEN PROBLEM
In [3] , [4] , [5] , [10] , and [8] , Poincaré's idea is applied to nonlinear control systems. A normal form is derived for nonlinear control systems under change of state coordinates and invertible state feedback. Consider a
n is the state variable, u ∈ is a control input. We only discuss scalar input systems, but the problem can be generalized to vector input systems. Such a system is called linearly controllable at the origin if the linearization (F, G) is controllable. In contrast with Poincaré's theory, a homogeneous transformation for (3) consists of both change of coordinates and invertible state feedback,
where
represents a vector field whose components are homogeneous polynomials of degree d. Similarly,
where T and K are invertible. If T and K are identity matrices then this is called a near identity transformation. The following theorem for the normal form of control systems is a slight generalization of that proved in [3] , see also [8] and [10] . 
where z n+1 = v,z j = (z 1 , z 2 , · · · , z j ), and p i,j (z j ) is a formal series ofz j .
Once again, the convergence of the formal series p i,j in (6) is not guaranteed, hence nothing is known about the convergence of the normal form.
Open Problem (The Convergence of Normal Form): Suppose the controlled vector field f (x, u) in (3) is real analytic and F, G is a controllable pair. Find verifiable necessary and sufficient conditions for the existence of a real analytic transformation (5) that transforms the system to the normal form (6) .
Normal forms of control systems have proven to be a powerful tool in the analysis of local bifurcations and local qualitative performance of control systems. A convergent normal form will make it possible to study a control system over the entire region in which the normal form converges. Global or semi-global results on control systems and feedback design can be proved by studying analytic normal forms.
RELATED RESULTS
The convergence of the Poincaré normal form was an active research topic in dynamical systems. According to Poincaré's Theorem and Siegel's theorem, the location of eigenvalues determines the convergence. If the eigenvalues are located in the Poincaré domain with no resonances, or if the eigenvalues are located in the Siegel domain and are of type (C, ν), then the analytic vector field that defines the system is biholomorphically equivalent to a linear vector field. Clearly, the normal form converges because it has only a linear part. The Poincaré-Dulac theorem deals with a more complicated case. It states that if the eigenvalues of an analytic vector field belong to the Poincaré domain, then the field is biholomorphically equivalent to a polynomial vector field. Therefore, the Poincaré normal form has only finite many terms, and hence is convergent. As for control systems, it is proved in [5] that if an analytic control system is linearizable by a formal transformation, than it is linearizable by an analytic transformation. It is also proved in [5] that a class of three-dimensional analytic control systems, which are not necessarily linearizable, can be transformed to their normal forms by analytic transformations. No other results on the convergence of control system normal forms are known to us. The convergence problem for control systems has a fundamental difference from the convergence results of Poincaré-Dulac. For the latter, the location of the eigenvalues are crucial and the eigenvalues are invariant under change of coordinates. However, the eigenvalues of a control system can be changed by linear state feedback. It is unknown what intrinsic factor in control systems determines the convergence of their normal form or if the normal form is always convergent. The convergence of normal forms is an important problem to be addressed. Applications of normal forms for control systems are proved to be successful. In [6] the normal forms are used to classify the bifurcation of equilibrium sets and controllability for uncontrollable systems. In [7] the control of bifurcations using state feedback is introduced based on normal forms. For discrete-time systems, normal form and the stabilization of Naimark-Sacker bifurcation are addressed in [2] . In [10] a complete characterization for the symmetry of nonlinear systems is found for linearly controllable systems. In addition to linearly controllable systems, the normal form theory has been generalized to larger family of control systems. Normal forms for systems with uncontrollable linearization are derived in several papers ( [6] , [7] , [8] , and [10] ). Normal forms of discrete-time systems can be found in [9] and [2] . The convergence of these normal forms is also an open problem.
