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loss of certain pixel blocks may be virtually imperceptible, Thus media applications over a lossy transport protocol have IO implement complex recovery strategies such as FEC [271 I. INTRODUCTION Traditionally. the multimedia community has considered TCP unsuitable for streaming audio and video data. The main issues raised against TCP-based streaming have been related to congestion control and packet retransmissions. TCP congestion control is designed to probe available bandwidth through deliberate manipulation of the transmission rate. This rate variation can impede effective streaming because the streaming requirements are not necessarily matched with the transmission rate, causing either data dropping or accumulation of buffered data and thus delay. In addition, congestion control can lead to sustained or long-term reduction in rate.
TCP uses packet retransmissions to provide in-order, lossless packet delivery. Packet retransmissions can potentially introduce unacceptable end-to-end latency and thus re-sending media data may not be appropriate because it would arrive too late for display at the receiver.
Recently, several approaches have been proposed to overcome these problems of client-side buffering and efficient QoS adaptation of the streamed data. Client-side buffering essentially borrows some current bandwidth to prefetch data to protect against future rate reduction. Thus, with sufficient client-side buffering, shortterm rate variations introduced by TCP as well as the delay introduced by packet retransmissions can both be handled. QoS adaptation allows fine-grained adjustment of the ratedistortion tradeoff, i.e., rate versus quality adjustment, during the transmission process and thus allows handling long-term rate changes by adjusting quality dynamically.
TCP-based streaming is desirable because TCP offers several well known advantages. TCP provides congestion controlled delivery which is largely responsible for the remarkable stability of the Internet despite an explosive growth in traffic, that potentially have high bandwidth and processing overhead. Finally, given the large TCP user base, there is great interest in improving its performance. Such improvements can also help media streaming.
In this paper, we study the feasibility of using TCP for low-latency media streaming. We are concerned with protocol latency, which we define as the time difference from a write on the sender side to a read on the receiver side, i.e., socket to socket latency. Low latency streaming is desirable for several applications. For streaming media, control operations such as the sequence of start play, fast forward and restart play become more responsive because the network and the end-points have low delay in the data path. For video on demand servers, low latency streaming offers faster channel surfing (starting and stopping of different channels). Similarly, multimedia document browsing becomes more responsive. Finally, with sufficiently low latency streaming, interactive streaming applications become feasible.
Although there have been several studies that describe the packet delays experienced by TCP flows [I] , [23], [9] there has been much less work describing the protocol latency observed by applications streaming over TCP. This lack of study of protocol latency is partly because TCP has often been considered impractical for streaming applications and thus few TCP-based streaming applications have been developed. In addition, non-QoS adaptive streaming applications require large buffering at the ends to handle bandwidth variations, so protocol latency can be a second order effect. Fortunately, with quality adaptive 'streaming applications, the buffering needed at the end-points can be tuned and made small and thus protocol latency becomes more significant. This paper examines TCP protocol latency by showing the latency observed at the sender side, receiver side and the network under various network conditions. Our results show that, surprisingly, a significant portion of the protocol latency occurs due to T C P s send buffer and this latency can be to the sender side TCP stack without changing the TCP At this point, it may seem that our send-buffer reduction approach would reduce latency from the TCP layer but would re-introduce it at the application layer. and thus the net effect on application-level end-to-end latency is unclear. Fortunately, this issue is not a real problem because we assume that latencysensitive applications are I) quality-adaptive and 2) they use p o l l and non-blocking write calls on the sending side. The benefit of low latency streaming is that the sending side can wait longer before making its quality adaptation decisions, i.e., it has more control and flexibility over what data should be sent and when it should be sent. For instance, if the low protocoblatency network doesn't allow the application to send data for a long time, the sending side can drop low-priority data and then send data, which will anive at the receiver with low delay (instead of committing the low-priority data to a large TCP send-buffer early and then lose control over quality adaptation when that data is delayed in the send buffer). The non-blocking write calls ensure that the sending side is not blocked from doing other work (such as media encoding) while the network is busy. In addition, the application does not spend CPU cycles polling for the socket-write ready condition since the kemel informs the application when the socket is ready for writing.
The sender-side modifications reduce average protocol latency significantly hut are not sufficient for interactive streaming applications since many packets can still observe latencies much higher than 200 ms. These latency spikes occur due to packet dropping and retransmissions and thus motivate the need for mechanisms that reduce packet dropping in the network. One such mechanism is explicit congestion notification (ECN) [24]. With ECN, routers use active queue management [5] and indirectly inform TCP of impending congestion by setting an ECN bit on packets that would otherwise have been dropped. TCP uses the ECN bit to proactively reduce its sending rate, thus reducing network load and packet dropping in the network. This paper explores how TCP enabled with ECN effects protocol latency.
The next section presents ow modifications to the TCP sending side to reduce protocol latency. Section J D describes our experimental methodology for evaluating the latency behavior of TCP. Section IV presents our results. Section V summarizes related work in multimedia and low latency streaming, and 'We an focusing on pmtocal latency (or socket to socket latency) and ignore the processing times at the application end points in this paper.
TCP congestion control. Section VI discusses future work in low-latency TCP streaming, and finally, Section VII presents our conclusions.
TCP SEND BUFFER
This section discusses our approach to reducing protocol latency by dynamically adjusting the TCP send buffer size. TCP is a window-based protocol, where its window size is the maximum number of distinct (and unacknowledged) packets in flight in the network at any time. TCP adapts the size of its window based on congestion feedback and stores this size value in the TCP variable CWND. TCP uses a&ed size send buffer to store application data before the data is transmitted. This buffer has two functions. First, it handles rate mismatches between the application sending rate and TCP's transmission rate. Second, it is used to keep copies of the packets in flight (its current window) so they can be retransmitted when needed. Since CWND stores the number of packets in flight, its value can never exceed the send buffer size.
From a latency perspective, the fixed size send buffer can introduce significant latency into the TCP stream. As a concrete example, the send buffer in most current Unix kernels is at least 64KB. For a 300 Kbs video stream, a full send buffer contributes 1700 ms of delay. By comparison, the round trip delay may lie between 50-100 ms for coast-tocoast transmission within the United States. In addition, the buffering delay increases for smaller bandwidth streams or with increasing competition since the stream bandwidth goes down.
We believe that for latency sensitive streams, sender-side buffering should be moved out of the TCP stack and a p plications should be allowed to handle buffering as much as possible. This approach is in keeping with the end-toend principle followed by TCP where the protocol processing complexity is moved out of the network as much as possible to the stream end points. We do not modify TCP receive-side buffering because our applications aggressively remove data from the receive-side buffer. Thus, receive-side delay is only as issue when packets are retransmitted by TCP. This issue is discussed further in Section IV-C.
A. Adapting Send Buffer Size
One method for reducing the latency caused by the send buffer is to statically reduce the size of the send buffer. This approach has a negative effect on the throughput of the flow if the number of packets in flight (CWND) is limited by the send buffer (and not by the network congestion signal). In this case, the flow throughput is directly proportional to the send buffer size and decreases with a smaller send buffer.
We reject this approach because although DUI main goal is to reduce protocol latency, we also aim to achieve throughput comparable to standard TCP. Now suppose that the send buffer was sufficiently large that TCP could adjust the value of CWND based only on congestion (and receiver buffer) feedback. It should be clear that for this condition to hold, the size of the send buffer should be at least CWND packets. A smaller value would limit CWND to the send buffer size and reduce the throughput of the in Section IV show that this delay is generally much smaller than the standard TCP send-buffer delay. flow. A larger value should not affect throughput significantly since TCP would not send more than CWND packets anyway.
However, a larger value increases protocol latency because only CWND packets can be in flight at any time, and thus the rest of the packets have to sit in the send buffer until acknowledgments have been received for the previous packets.
This discussion shows that adjusting the send buffer size to follow CWND can reduce protocol latency without significantly affecting flow throughput. We have implemented this approach, as described in Section 11-B. This approach impacts throughput when TCP could have sent a packet but there are no new packets in the send buffer. This condition can occur for several reasons. First, with each acknowledgment arrival, standard TCP has a packet in the send buffer that it can send immediately. If the send buffer size is limited to CWND, then TCP must inform the application and the application must write the next packet before TCP can send it. Thus, system timing and scheduling behavior can affect TCP throughput. Second, back-to-back acknowledgment arrivals exacerbate this problem. Finally, the same problem occurs when TCP increases CWND. These adverse affects on throughput can be reduced by adjusting the buffer size so that it is larger than CWND. To study the impact on throughput, we experimented with three different send buffer configurations as described in the next section.
B. Send Buffer Modifications
To reduce sender-side buffering, we have made a small sendbuffer modification to the TCP stack on the sender side in the Linux 2.4 kernel. This modification can be enabled per socket by using a new SO.TCPMINBUF option, which limits the send buffer size to A f CWND + MIN(B, CWND) packets at any given time. The send buffer size is at least CWND because A must be an integer greater than zero and B is zero or larger.
We assume, as explained in more detail later, that the size of each application packet is MSS (maximum segment size).
With the send-buffer modification, an application is blocked The sacked-out term (or an equivalent term) is maintained by a TCP SACK sender and is the number of selectively acknowledged packets. With TCP SACK, when selective acknowledgments arrive, the packets in flight are no longer contiguous but lie within a CWND+sacked-out packet window. We make the sack correction to ensure that the send buffer limit includes this window and is thus at least CWND+sacked.out. Without this correction, TCP SACK is unable to send new packets for a MINBUF flow and assumes that the flow is application limited. It can thus reduce the congestion window multiple times after the arrival of selective acknowledgments.
2 ) Alternate Application-Level Implementation: It is conceivable that the objectives of the send-buffer modifications can be achieved at the application level. Essentially the application would stop writing data when the socket buffer has a fill level of A * CWND + MIN(B, CWND) packets or more. The problem with this approach is that the application has to poll the socket fill level. Polling is potentially both expensive in terms of CPU consumption and inaccurate since the application is not informed immediately when the socketfill level goes below the threshold.
C. Application Model
In this paper, we are concerned with protocol latency. We ignore the processing time at the application end points since these times are application dependent. However, these times must also be included when studying the feasibility of a low latency application such as an interactive media streaming application.
We assume that latency-sensitive applications use nonblocking read and write socket calls. The protocol latency is measured from when the packet write is initiated on the sender side to when the same packet is completely read on the receiver side. The use of non-blocking calls generally means that the application is written using an event-driven architecture [22] .
We also assume that applications explicitly align their data with packets transmitted on the wire (application level fram-
. This alignment has two benefits: I ) it minimizes any latency due to coalescing or fragmenting of packets below the application layer, 2) it ensures that low-latency applications are aware of the latency cost and throughput overhead of coalescing or fragmenting application data into network packets.
For alignment, an application writes MSS (maximum segment size) sized packets on each write. TCP determines MSS during stream startup but the MSS value can change due to various network conditions such as routing changes [171. A latencysensitive application should be informed when TCP determines that the MSS has changed. Currently, we detect MSS changes at the application level hy querying TCP for the MSS before each write. Another more efficient option would be to return a write error on an MSS change for a MIN-BUF socket.
EXPERIMENTS
In this section, we describe the tests we performed to evaluate the latency and throughput behavior of standard TCP and MINBUF streams under various network conditions. All streams use TCP SACK and MINBUF streams use the sack correction described in Section II-B. We performed our experiments on a Linux 2.4 test-bed that simulates WAN conditions by introducing delay at an intermediate Linux router in the test-bed.
A. Experimental Scenarios
The first set of tests considers the latency response of TCP streams to a sudden increase in congestion. Increase in congestion is triggered with three types of flows: 1) competing long-lived TCP flows, 2) a flash crowd of many small TCP flows, and 3) a competing constant bit rate (CBR) flow, such as a UDP flow. The long-lived competing flows are designed to simulate other streaming traffic. The flash crowd of short TCP flows simulates web transfers. In our experiments, the small flows have fixed packet sizes and they are run back to back so that the number of active TCP connections is roughly constant [ll]. The CBR flow simulates non-responsive UDP flows.
While these traffic scenarios do not necessarily accurately model reality, they are intended to explore and benchmark the latency behavior of TCP and M I N B U F streams in a well characterized environment. These tests are designed to emulate a heavily loaded network environment.
The second set of tests measures the relative throughput share of TCP and M W E U F streams. Here we are mainly concerned with the bandwidth lost by M I N E U F tiaffic. These experiments are performed with the same types of competing flows described above.
We are interested in several metrics of a latency-sensitive TCP flow. We explore three metrics in this paper: 1) protocol latency distribution, and specifically, the percentage of packets that arrive at the receiver within a delay threshold, 2) average packet latency, and 3) normalized throughput, the ratio of the throughput of a M I N E U F flow to a TCP flow. We choose two delay thresholds, 200 ms, which is related to interactive streaming performance, and 500 ms, which is somewhat arbitrary, but chosen to represent the requirements of responsive media streaming control operations.
In addition to comparing the latency behavior of standard TCP and M I N E U F streams, we are also interested in understanding the effects on protocol latency of ECN enabled TCP. Our results describe how this "streaming friendly" mechanism affects protocol latency.
B. Network Setup
All our experiments use a single-bottleneck "dumbbell" topology and FIFO scheduling at the bottleneck. The network topology is shown in Figure 1 . Each box is a separate Linux machine. The latency and throughput measurements are performed for a single stream originating at the sender S and terminating at receiver RI. This stream is generated by an application that follows the application model described in Section 11-C. The sender generates cross traffic for both receivers RI and R2. The router runs nistnet [ZO] , a network emulation program that allows the introduction of additional delay and bandwidth constraints in the network path. The machine DU is used to dump TCP traffic for further analysis. The protocol latency is measured by recording the application write time for each packet on the sender S and the application read time for each packet on the receiver RI. All the machines are synchronized to within one ms of each other using NTk?
We chose three round-trip times IV. RESULTS In this section, we discuss the results of our experiments. We start by showing the effects of using TCP and MINBUF streams on protocol latency. Then we quantify the throughput loss of these streams. We investigate the latencies observed at the sender, network and the receiver of TCP streams and the causes of each latency. Finally, we explore using ECN enabled TCP to improve protocol latencies. These experiments were performed under the same conditions as described in Figure 3 . Note that the maximum value of the y axis is 500 ms, while it is 4500 ms in Figure 3 . . m10. m13 and m20 refer to standard TCP.
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'MINEUF(1,3) and MINEUF(2,O) respectively. All average latency numbers (together with 95% confidence intervals) are shown in milliseconds.
within the 200 and 500 ms delay thresholds is summarized in Table I . This table also shows that the packets delivered within the delay thresholds is very similar for MINEUF (1,O) and MINSUF(1,3) flows.
The average (one way) protocol latency for each configuration is shown in Table 11 . Each experiment was performed 8 times and these numbers are the mean of the 8 runs. The table shows that M I N S U F flows have much lower average latency and the deviation across runs is also much smaller.
B. Throughput Loss
We are interested in the throughput loss of MINSUF streams. We measured the throughput of each of the flows as a ratio of the total number of bytes received to the duration of the experiment. Table In shows the normalized throughput of each flow, which is the ratio of the throughput of the flow to the TCP flow. Again, these numbers are the mean (and 95% confidence interval) over 8 runs.
The table shows that the MINBUF(2,O) flows receive throughput close to standard TCP (within the confidence range). MINBUF(2,O) flows have CWND new packets that can be sent after a packet transmission. So even if all current
The experiment was performed with a 30Mbs and l2Mbs bandwidth limit and with 100 ms, 50ms and 25 ms RlT. The vertical lines show the 200 and 500 ms delay thresholds. The x axis, which shows the protocol latency in milliseconds, is on a log scale. From the numbers presented above, MINEUF(1,3) flows have the highest value for this quality metric because both their delay threshold numbers (shown in Table I ) and normalized throughput numbers (shown in Table In ) are close to the hest numbers of other Rows.
C. Understanding Worst Case Behavior
Figure 4 shows that MINSUF(1,O) and MINBUF(1,3) flows occasionally show protocol latency spikes even though they have small send buffers. To understand the cause of these spikes, we measured the delays experienced by each packet on the sender side, in the network and on the receiver side. 
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This experiment was performed with a MMBUF(l.0) flow. The bandwidth limit is 30 Mbs and the RTT is 100 ms. All figures are plotted as a function of the packet transmission time. These figures show that the sender side latency is small for MINEUF (1,O) flows and that spikes in total latency occur primarily due to packet loss and retransmissions. The network delay is the time from the first transmission of each packet to the first arrival at the receiver. The receiver latency is the time from the first anival of each packet to an application read. Figure 6 shows that the latency spikes are primarily caused by packet losses and retransmissions. In particular, the protocol (or total) latency does not depend significantly on the flow throughput (or the congestion window size). For instance, the congestion window size at k35.5 ms and t=36.5 ms is 15 and 4, but the total latency at these times is roughly the same.
Packet retransmissions initially cause the network delay to increase, followed by an increase in the receiver latency. The streams receiver latency increases because TCP delivers packets in order and a lost packet temporarily blocks further packets from being released to the application. In addition, the sender latency increases slightly because TCP reduces its congestion window after a packet loss. Thus packets that were already accepted into the send buffer are delayed. Note that after a packet loss, increases in latency at the network, receiver and the sender are typically not additive (for any given packet) since they are shifted in time. However, this time shifting implies that the total latency stays high for several packets after a packet is dropped. These findings motivated the need to explore mechanisms that can reduce packet dropping. One such mechanism that has been studied by the networking community is explicit congestion notification (ECN) [24] ,
These experiments were performed under the same conditions as described in Figure 8 . Note that the maximum value of the y axis is 500 ms, while it is 2000 ms in Figure 8 . We ran the same set of experiments as described in Section IV-A to measure and compare the protocol latency of ECN flows and M I N E U F (with ECN) flows. Figure 7 shows the bandwidth profile of the competing traffic. Figures 8 and 9 show the comparative protocol latencies. These figures are generated from experiments that are similar to those shown in Figure 3 except we enabled ECN at the end points and used DRED active queue management at the intermediate router.
These figures show that the protocol latency spikes are reduced in all cases when compared to Figure 4 . A close look at the raw data showed that ECN reduced packet dropping and retransmissions and thus had fewer spikes. More experimental results for ECN can be found in an extended version of this ECN in these experiments showed several interesting bandwidth related properties. First, the mouse bandwidth was tuned to SO percent of the bandwidth capacity as shown in Figure 7 , instead of 30 percent as shown in Figure 2 . The mice were able to achieve their bandwidth share quickly and more accurately. With TCP, in some configurations (lower bandwidth and smaller R'IT), the mice were not able to achieve SO percent bandwidth share even when the application starts very large numbers of mice. This is because the elephants are very aggressive and the mouse are unable to connect for long periods of time. In addition, the ratio of mice to elephants needed to achieve fair sharing between the mice and the elephants is much smaller for ECN than with regular TCP Rows. Thus, elephants do not steal as much bandwidth from mice and also have a smoother throughput profile (not shown here). We believe that although ECN may loose throughput compared to TCP for long lived flows, its reduced aggressiveness leads to fewer retransmissions and thus it is desirable for low latency streaming. paper 181.
V. RELATED WORK
The feasibility of TCP-based stored media streaming has been studied by several researchers. Generally, the tradeoff in these QoS adaptive approaches is short-term improvement in video quality versus long term smoothing of quality. Rejaie [26] uses layered video and adds or drops video stream layers to perform long-term coarse grained adaptation, while using a TCP-friendly congestion control mechanism to react to congestion on short-time scales. Krasic [I41 contends that new compression practices and reduced storage costs make TCP a viable and attractive basis for streaming stored content and uses standard TCP, instead of a TCP-friendly scheme, for media streaming. Feng [4] and Krasic use priority-based streaming, which allows a simpler and more flexible implementation of QoS adaptation. We believe that similar QoS adaptive approaches will be useful for low latency streaming also.
Researchers in the multimedia and networking community have proposed several alternatives to TCP for media streaming [301, [6] . These alternatives aim to provide TCP-friendly congestion control for media streams without providing reliable data delivery and thus avoid the latency introduced by packet retransmissions. Unfortunately, the effects of packet loss on media streaming are non-uniform and can quickly become severe. For instance, loss of the header bits of an Our send-buffer adaptation approach is similar to the buffer tuning work by Semke [29] . Semke tunes the send buffer size to between 2 C W N D and 4*CWND to improve the throughput of a high bandwidth-delay connection that is otherwise limited by the send buffer size. The 4*CWND value is chosen to limit small, periodic fluctuations in buffer size. This paper shows that a connection can achieve throughput close to TCP throughput by keeping the send buffer size slightly larger than CWND and also achieve significant reduction in protocol latency.
Many differentiated network services have been proposed for low latency streaming. These schemes are complementary to our work since, generally, a MINBUF TCP implementation can be used for the low delay flow. Hurley [IO] provides a low-delay alternative best-effort (ABE) service that trades high throughput for low delay. The ABE service drops packets in the network if the packets are delayed beyond their delay constraint. In this model, the client must recover from randomly dropped packets. Further, unlike with TCP, the server does not easily get back-pressure feedback information from the network in order to make informed QoS adaptation decisions.
Active queue management and explicit congestion notifica- [9] shows that the median R l T for East-coast to East-coast or West-coast to West-coast is 25-50 ms and East-coast to West-coast is about 100 ms. We use these median results in our experiments. US to Europe median RTT is currently 200 ms. While the 200 ms median RTT makes interactive applications challenging, responsive control operations for streaming media should be possible.
VI. FUTURE WORK
The results in this paper are based on experiments conducted over an experimental network test-bed. While simulating our experiments under more exhaustive conditions using a network simulator, such as ns, would be useful, the task is not trivial because n s does not simulate the send buffer. Thus a simulator for the send buffer would have to be implemented. In addition, we are interested in observing whether scheduling and other timing effects change the latency or throughput behavior of M I N E U F streams. Simulating such effects is beyond the scope of ns.
We have explored adapting the send buffer using three different sizes for MINEUF(A, B) flows. These different configurations, with increasing buffer sizes, have increasing latency and throughput. Another approach for adapting the send buffer is to auto-tune the values of A and B so that the send buffer contributes a certain amount of delay while providing the best possible throughput.
We are currently implementing a streaming quality-adaptive media server that will allow channel surfing as well as basic control operations such as fast forward, stop, rewind, etc. We plan to compare. the latency of these operations using standard TCP versus M W E U F flows. We are also integrating a realtime MPEG encoder into the media server, which will allow us to investigate some of the challenges raised by low latency streaming, including the handling of late packets.
VII. CONCLUSIONS
The dominance of the TCP protocol on the Internet and its success in maintaining Internet stability has led to several TCP-based stored media-streaming approaches. These approaches use a combination of client-side buffering and QoS adaptation to overcome various problems that were considered inherent with TCP-based media streaming.
The success of TCP-based streaming led us to explore the limits to which TCP can be used for low-latency media streaming. Low latency streaming allows responsive streaming control operations and sufficiently low latency streaming would make interactive applications feasible. We examined adapting the TCP send buffer size based on TCP's congestion window to reduce protocol latency or application perceived network latency. Our results show that this simple idea reduces protocol latency and significantly improves the number of packets that can be delivered within 200 ms and 500 ms thresholds.
