Photonic crystal waveguides (PCWs) [1] [2] [3] [4] [5] can modify light propagation and dispersion characteristics through their periodic structures and thus have important applications in communications and sensing. Particularly, the slow light effect in a PCW can significantly enhance light-matter interaction [6] [7] [8] , as demonstrated in significant reduction of interaction lengths for PCW-based modulators and switches [9] [10] [11] . To date, most of the PCW research has been focused on the TE-like mode with even symmetry. However, a PCW often has an odd TE-like mode inside the photonic bandgap exhibiting the slow light effect as well. This odd mode can potentially open up the opportunities for mode-symmetrybased novel devices, such as one-way waveguides that exploit indirect interband photonic transitions between even and odd modes [12] . The slow light effect in PCWs can help reduce the interaction length for such transitions, enabling ultracompact devices. To utilize this odd mode in any device, it is crucial to control its excitation symmetry and understand its slow light spectral characteristics. Normally, this odd mode does not exhibit itself evidently in the PCW transmission spectrum because its odd symmetry prohibits its excitation by the fundamental even mode of a conventional waveguide typically used at input. Symmetry-breaking structure imperfections sometimes may induce some coupling to this odd mode, causing a decrease of PCW transmission in the odd mode band [13, 14] . Here we demonstrate a novel scheme to control the excitation symmetry for high-purity transmission of this odd mode and investigate the spectral signatures under various excitation symmetries.
Consider a W1 PCW formed on a silicon-on-insulator (SOI) wafer by removing a row of air holes in a hexagonal lattice with lattice constant a 400 nm, hole radius r 0.325a, and Si slab thickness t 260 nm. The band diagram in Fig. 1(a) is calculated by three-dimensional (3D) plane wave expansion [15] (with >1 μm top/bottom claddings and six rows of holes per side). Below the lightline (for the oxide bottom cladding), the even TE-like mode has a flat dispersion relation with group index n g > 50 and a narrow bandwidth (<4 nm). In contrast, below the lightline, the odd TE-like mode has a much wider bandwidth, ∼20 nm, with n g down to ∼15. Such a moderate n g range is favorable for many applications as various types of losses are reduced at lower n g [5, [15] [16] [17] . Furthermore, the dispersion relation of the TM-like guided mode usually crosses that of the even mode [5] , as seen in Fig. 1(a) . But the TM-like mode does not cross the odd mode in the region below the lightline in Fig. 1(a) . For ωa ∕ 2πc 0.28-0.286, only the odd mode is below the lightline.
Systematic simulations show that as the hole radius increases, the odd-mode band edge moves up faster than the TM cutoff, as shown in Fig. 1(b) . For a sufficiently large r, the TM cutoff is below the odd-mode band edge; thus the two modes do not cross each other below the lightline, helping avoid their intercoupling due to asymmetric top and bottom claddings. However, as r increases, the transmission bandwidth bounded by the band edge and the cutoff decreases for both the even and odd modes, as shown in Fig. 1(b) . Hence, this work focuses on the intermediate r case shown in Fig. 1 (a), which shows a sufficient clearance between the oddmode band edge and the TM cutoff, and a sufficiently wide bandwidth.
Excitation of this odd PCW mode is usually deterred by the opposite symmetry of the fundamental even mode of a Si waveguide. To solve this problem, we employ a two-step approach. First, a Mach-Zehnder coupler (MZC) whose two arms have a phase difference of π is utilized to transform mode symmetry and excite an odd mode in a wide (multimode) Si wire waveguide; then this odd mode is coupled to the odd mode of the PCW. To create π phase difference in this odd-mode MZC, its two arms can be designed to have a length difference of Δl π λ ∕ 2n eff , where n eff is the effective index of the Si waveguide. Finite difference time-domain (FDTD) simulation has been performed to confirm that such a MZC produces an odd mode in a wide output waveguide, as shown in Fig. 2(a) . The input and output waveguide widths are 400 and 700 nm, respectively. The coupling between the odd mode of a Si wire waveguide (700 nm wide) and that of the PCW is also simulated. Simulation results in Fig. 2(b) show coupling efficiencies up to ∼84% (∼0.75 dB) for the odd mode. The field pattern in Fig. 2(b) , left inset, confirms that the coupled PCW mode is an odd mode. The fundamental even mode of a Si wire waveguide couples into the PCW with inconsequential change of coupling efficiency for the spectral range in Fig. 2(b) . The field pattern in Fig. 2(b) , right inset, indicates that the coupled mode has even symmetry. Indeed, this mode is an even TE-like mode above the lightline. The E x field has been shown in Fig. 2 for direct comparison with the modes of the conventional Si waveguide, whose TE modes are commonly visualized by E x (note E x and H z have the same symmetry with respect to x).
The PCW structure is fabricated on a SOI wafer with a 2 μm buried oxide layer and a 260 nm top Si layer according to the parameters used in Fig. 1(a) . The structure is patterned by a JEOL JBX-6300FS high-resolution e-beam lithography system, operating at 100 keV, on a 100 nm thick layer of ZEP 520A e-beam resist. Then the pattern is transferred to the Si layer by an Oxford Plasmalab 100 ICP etcher. Figure 3 is a scanning electron microscope (SEM) image of the fabricated structure. Two MZCs with a 10 μm bending radius are connected through 700 nm wide Si waveguides of 1 μm length to both ends of the PCW.
To measure transmission spectra, light from a superluminescent LED with a spectral range of about 80 nm is coupled to the TE mode of Si access waveguides (tapered to 4 μm at chip edges) via lensed fibers. A polarizer is used at the output end to block TM polarization.
The PCW insertion loss is measured with reference to a Si wire waveguide. Figure 4 (a) shows the spectrum of a PCW with odd-mode MZCs. A substantial transmission bandwidth is observed, approximately 22 nm at 10 dB below the peak. The contrast between the transmitted mode and background is >20 dB. The peak insertion loss is about −4 dB. Separate measurements show that each MZC contributes ∼1 dB. Thus the loss due to the PCW is estimated at ∼2 dB. For comparison, the spectrum of a directly coupled PCW without MZCs is shown in Fig. 4(b) . The transmission is due to the leaky even TE-like mode as simulated in Fig. 2 
(b). Figure 4(b) also
shows the PCW transmission with MZCs whose two arms have a length difference Δl deliberately designed to be 50% greater than Δl π . Such a mixed-mode MZC offers a symmetry configuration that can excite a mixture of even and odd modes according to I ∝ 1 ∕ 2 1 cos2πn eff Δl ∕ λ. As such, the background transmission due to the even mode rises. In the odd-mode band, the mixed-mode spectrum oscillates strongly due to the beating of two modes. Figures 4(a) and 4(b) illustrate that distinctive spectral signatures can be observed with controlled excitation symmetries.
The mode-beating pattern of the mixed-mode spectrum contains important information of the odd mode. The beating period is related to the group indices of even and odd modes through Δλ λ 2 ∕ n g;odd − n g;even L, where L is the PCW length. Simulation indicates that n g;even is virtually a constant ∼5 in the odd-mode band. Thus the chirped beating periods are due to the dispersion of n g;odd . We have calculated Δn g n g;odd − n g;even from the mixed-mode spectrum and plotted it in Fig. 4(c) . The peak spacing and valley spacing of the spectrum give two sets of Δn g data, plotted by circles and crosses respectively. They agree with each other, as expected. Note that the Δn g value obtained from two adjacent peaks (valleys) is assigned to the midpoint wavelength in between. Further, n g;even 4.9 is obtained in Fig. 4(d) through the Fourier transform [18] of the transmission spectrum of another directly coupled PCW with more obvious spectral ripples. Note that the Fourier frequency f λ is just the inverse of the spectral oscillation period δλ, thus n g;even f λ × λ 2 ∕ 2L. Based on Figs. 4(c) and 4(d), we find n g;odd Δn g n g;even in the range of 14 to 29. Note that the Fabry-Perot (F-P) oscillation amplitude in Fig. 4(a) is relatively weak. In contrast, the modebeating amplitude of the mixed-mode spectrum in Fig. 4(b) is much higher and more robust against noise, which facilitates the evaluation of n g;odd . Also note that in Fig. 4(a) , the background transmission increases discernibly beyond 1430 nm due to the dispersive effect in the odd-mode MZC, which modifies the phase shift difference between the two arms as λ deviates far from the designed value (1390 nm). The TM-like mode (guided for λ > 1.45 μm) may also contribute to the background at long wavelengths. However, these effects are much weaker for 1380-1415 nm.
Although this work focuses on PCWs on a SOI chip, the MZC and the mode-beating-based n g;odd measurement method can be adapted to the cases of air-bridge or oxide-covered PCWs and coupled-cavity PCWs, where interesting anomalous propagation related to an odd mode has been observed [19] . It would be interesting also to explore a refined design to optimize the bandwidth and the slow-down of light together for this odd mode. Detailed discussion of these possibilities is beyond the scope of this work. The odd-mode wavelength can also be shifted to ∼1550 nm or other values (depending on specific applications) by changing the lattice constant. In a SOI PCW, there is some coupling between the TElike guided modes and the TM-like photonic crystal bulk modes due to asymmetric top/bottom claddings. Prior work on the even mode has demonstrated that reducing n g can reduce the loss due to such coupling [5] . This odd mode has a much lower n g , ∼14, than the normal even mode (n g ∼ 50) below the lightline. This helps to reduce the coupling to the TM-like bulk modes. For many PCW devices operating at a short length <80 μm [9, 10] , the propagation loss of the odd mode is expected to be reasonable. Lastly, the understanding of the slow light and mode-beating characteristics of this odd mode, as well as the controlled excitation and n g;odd characterization schemes developed here, can facilitate the development of mode-symmetry-based novel devices, such as one-way waveguides that involve active transition and passive conversion between even and odd modes [12] . Slow light can help reduce device interaction length. Note that previously demonstrated conventional waveguide mode converters employed branching waveguides [20, 21] or multimode interference couplers [22] . Photonic-crystalbased mode converters have also been designed [23] . Here, the odd-mode MZC is focused on transforming mode symmetry to attain a high-purity odd mode, and the mixed-mode MZC offers a symmetry configuration for coherent mixing of even and odd modes, which enables n g;odd measurement through slow-light mode beating.
As a side note, beating between two degenerate modes in a periodically patterned microring resonator has recently been observed, but the resonant wavelength spacing is not affected by beating [24] .
In summary, we have experimentally demonstrated the control of excitation symmetry for an odd TE-like mode in a PCW. An odd-mode MZC is utilized to selectively excite the odd mode with a contrast >20 dB over the background. Assisted by a mixed-mode MZC, slow light mode beating is observed and is utilized to measure the group index of this odd mode.
Thermo-optic characteristics and switching power limit of slow-light photonic crystal structures on a silicon-on-insulator platform 15 "Thermal conductivity prediction of nanoscale phononic crystal slabs using a hybrid lattice dynamics-continuum mechanics technique," AIP Advances 1(4), 041403 (2011).
Introduction
Silicon photonics benefits from the wealth of experience and the infrastructure of the Si electronics industry, and the compatibility of Si photonic circuits with CMOS electronics allows for mass production of low cost integrated photonic/electronic circuits [1, 2] . Siliconon-insulator (SOI) substrates [3] are an attractive medium for making silicon photonic integrated circuits (PICs). For Si PICs, switching and modulation devices are indispensable components. Thermo-optic effect is one of the preferred options for optical switching in compact SOI photonic devices. Photonic crystal structures can be incorporated into these devices to help shrink the interaction length based on the slow light effect [4] . In recent research, thermo-optic switching and modulation in ultra-compact photonic crystal structures have been studied [5] [6] [7] [8] [9] [10] . However, the performance of these structures varies widely. For example, the power consumption of most of these structures ranges from 2mW to tens of milliwatts. As these structures vary widely in their size, design, and the group velocity of light, it is not always clear what physical factors are crucial to their performance. A theory that can describe the thermo-optic characteristics of an SOI photonic crystal structure as explicit functions of various parameters is desired. Note that the understanding of such thermo-optic characteristics could also help control the thermo-optic effect in photonic crystal electro-optic modulators and other active devices [11] [12] [13] .
A photonic crystal thermo-optic device on an SOI chip comprises structural components whose scales differ by orders of magnitude, such as small holes of ~200nm in diameter and thick substrates of hundreds of microns. Simulations of such a multi-scale structure can be time-consuming and challenging. Such simulations may be performed for a small number of structures. However they are not efficient for systematically studying a large ensemble of structures in which many parameters such as the hole diameter and the buried-oxide thickness vary over a large range. Here we develop an efficient and accurate approach to analyze the thermo-optic characteristics of an SOI photonic crystal structure. The effective thermal conductivity κ eff for a silicon photonic crystal slab is determined through the lateral thermal spreading length. Physical properties such as the spatial temperature profile and the power consumption required to induce a π phase shift can be described semi-analytically based on a quasi-1D model with numerically determined κ eff . The results agree well with 3D simulations based on the finite element method (FEM). The theoretical results also explain the low switching power observed in an air-bridge structure [6] . The analytic formulas offer insight into the key factors governing the thermo-optic characteristics of SOI photonic crystal structures. Figure 1 illustrates two common configurations of active photonic crystal waveguide (PCW) structures on an SOI wafer. A heat source of width W and length L is assumed to be embedded in the top silicon layer. Such a heat source can be formed by a lightly doped (e.g.
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~10
14 cm −3 ) Si strip surrounded by a relatively highly doped (e.g. ~10 17 cm −3 ) silicon on both sides [6] . Passing current laterally through this structure produces concentrated ohmic heating in the center strip. The heat conduction process in a photonic crystal slab can be effectively modeled by that of an equivalent hole-free homogeneous slab with an effective thermal conductivity κ eff . This is valid because the temperature varies spatially on a scale much larger than the typical photonic crystal lattice constant a. To determine κ eff , the heat transfer process is simulated using the finite element method for one period of the PCW structure, as shown in the inset of Fig. 2 . The thicknesses of the top Si layer and buried oxide layer are t Si = 250 nm and t ox = 2 µm respectively. The hexagonal lattice has a lattice constant a = 400nm. The simulations indicate that the vertical temperature variation in the top Si layer and the in-plane temperature variation in each unit cell are small. The temperature of the top Si layer varies significantly only along the x axis, as plotted in Fig. 2 . Outside the heater (centered at x = 0), it closely follows an exponential form ( ) ( ) where X spr (r) is the thermal spreading length. For an unpatterned SOI structure, it is given by [14, 15] 
where κ Si and κ ox are the thermal conductivities of silicon and SiO 2 respectively (values from Ref [14] .).
For a photonic crystal slab, X spr (r) depends on the hole radius r and it can be obtained from an exponential fit of the lateral temperature profile in the slab. The effective thermal conductivity of a Si photonic crystal slab can then be calculated from
The values of κ eff /κ Si and X spr determined from the plots are given in Table 1 . To further verify the results, homogenized slab structures with the tabulated κ eff (r) are simulated, with all other parameters unchanged. The lateral temperature profile in the homogenized slab is generally in good agreement (within 6%) with that of the original photonic crystal slab, as shown in Fig. 2 . For an SOI structure, the heat conduction can generally be described by a quasi-1D model predicated on the vertical heat conduction in the buried oxide [14, 15] . Note that the thermal spreading increases the effective heat flux cross-section to A eff = L[W + 2X spr ]. For the photonic crystal structure in Fig. 1(a) , this model yields
where Q is the heat transfer rate (equal to the heating power in steady state) and ∆T ox the temperature difference between the top and bottom of the oxide at x = 0. To verify Eq. (4), 3D FEM steady-state simulations are performed for an SOI chip having a homogenized top layer with κ eff (Fig. 3 inset) . The absence of small holes significantly mitigates the difficulty in mesh generation for multi-scale structures, and reduces the simulation time significantly. Due to the small thermal conductivity and natural convection coefficient of air [16] , the heat dissipation from the top and side surfaces of the chip is negligible, hence adiabatic boundary conditions are used for the top and side surfaces [7, 17] . The bottom surface is kept at 300 K. The simulated ∆T ox per unit heating power Q and the results based on Eq. (4) agree well (within 3%), as shown in Fig. 3 for various lengths of the heat source.
Thermo-optic characteristics and switching power for SOI and air-bridge structures
To study the thermo-optic characteristics, we note that the phase shift induced in a PCW is given by [4] 
where n g is the group index of the mode, λ the wavelength, and σ the fraction of the mode energy stored in the region where the refractive index change ∆n = (dn/dT)∆T occurs. By virtue of Eqs. (4) and (5), the power required to induce a phase shift of π for a structure in Fig.  1 This approach can also be applied to an air-bridge (membrane) structure shown in Fig.  1(b) . Here the heat conduction consists of two steps in series: (1) the lateral heat conduction in the suspended membrane; and (2) the quasi-1D heat conduction in the SOI region. Based on the continuity of heat flux, one readily finds for the left (or right) half membrane 
where W membrane is the membrane width, X Si is given by Eq. (2), (∆T) membrane is the membrane temperature rise evaluated at the PCW core and (∆T) edge at the membrane edge. Eliminating (∆T) edge , we find
For the same power Q, the membrane structure may enhance the temperature rise by a factor
Correspondingly, Q π of the membrane structure is reduced by this factor. The enhancement factors obtained from Eq. (9) agree very well (within 6%) with the simulation results, as shown in Fig. 4 inset. Based on Fig. 4 , the attainable power consumption for a Si air-bridge PCW thermo-optic Mach-Zehnder switch is estimated between 1~2mW for n g~6 0 and t ox = 2µm, which agrees well with the experimental result [6] .
Discussions
The scaling of the thermo-optic characteristics of an SOI photonic crystal structure with various parameters is of significant interest in device design. The analytic formulas enable us to study such scaling over a wide parameter range. The heater location is an important factor in determining the power consumption. Here we consider two options: in the PCW core [6] , at the lateral edge of the PCW [8] . The temperature profile given in Eq. (1) shows that the temperature rise in the silicon layer decreases exponentially with the lateral distance from the heater. Compared to a heater embedded exactly in the PCW core, a heat source located at ∆x = 6µm from the core has an efficiency reduction by exp(−6µm/X spr )≈0.3~0.4 for r/a = 0.25~0.35. The buried oxide thickness is another crucial factor. Generally, a thicker oxide is preferred for lower power consumption according to Eqs. (6) and (8) . However, the thermal time constant of an SOI chip increases with the oxide thickness. Therefore, some trade-off must be made in realistic device design to balance power consumption and speed. For the membrane structure, the enhancement factor in Eq. (9) Ultimately, the reduction of Q π based on the slow light effect is limited by optical loss, which increases with n g . The optical loss of a PCW can be attributed to a number of factors, such as random variation of hole positions due to fabrication tolerances, sidewall roughness, and the input/output coupling. The random variation of the hole positions in fabricated PCWs can be controlled to be within a small range (<1nm) with high-end e-beam lithography tools [18] ; and the corresponding loss is usually small. Sidewall roughness of the holes depends on the lithography tool, resist, and etching process and is more difficult to control. Such roughness could induce substantial loss at large n g . The estimated PCW length for 3dB propagation loss is plotted against n g in Fig. 4 based on theoretical calculations with experimentally achievable rms roughness σ = 3nm and correlation length l c = 40nm [19] . To further address the effect of the input/output coupling loss, we consider two prior experiments [6, 20] . In an earlier experiment [6] , the insertion loss of well-fabricated PCWs is about 10~13dB at n g~1 10 for L = 50µm and 250µm and shows weak dependence on the PCW lengths. This indicates that most of the observed loss is due to input/output coupling [6] . A more recent experiment based on group index tapering has shown that the coupling loss can be significantly reduced throughout the spectrum of the defect-mode, including the slow light region near the band edge [20] . To summarize, with the best fabrication tools and best design, optical loss due to random hole position variation and input/output coupling can be very small, but the roughness induced loss [19] (especially the backscattering loss, which scales roughly as n g 2 ) will be a primary limiting factor. Hence the roughness-induced loss (including backscattering and outof-plane scattering loss) is considered in Fig. 4 to explore the limit of Q π in connection with n g . Considering all the factors discussed above, a practical lower limit of Q π is estimated on the order of 0.5mW for a reasonable t ox~5 µm, L~10µm, and n g~1 10. Our calculation also shows that for n g~6 0, Q π already enters the sub-milliwatt regime for the t ox~5 µm case.
It should be noted that this theory indicates that many factors are insignificant. For example, Q π is insensitive to the choice of the heater width W as long as W<<2X spr (~12µm). Also, Q π varies only ~20% for the typical radius range of r/a = 0.25~0. 35 . Note that typical silicon photonic crystal waveguides used for the 1550nm communications window have a = 380nm to 440nm. As the lattice constant is much smaller than the scale of temperature variation (a<<X spr ), this approach works well for this range of a. For a given lattice structure, when a and r vary simultaneously while maintaining a fixed ratio of r/a, X spr is essentially invariant. Note that the power Q π given above is for switching and steadily holding a state. This is pertinent for most optical switching applications that require holding a switching state steadily over an extended period. The thermal time constant of an SOI structure is 2 / ox ox ox ox t c τ ρ κ (~µs for t ox = 1~2µm), where ρ ox is the density and c ox the specific heat capacity of SiO 2 . Our simulations confirm that τ is relatively insensitive to the details of a photonic crystal structure. Although the heating transient can be shortened [7, 14] , the overall performance of a switch over an extended period is limited primarily by Q π and τ given above.
The effect of the temperature drop in the substrate is less than 10% for all cases we simulated. Note that κ eff used in this work is obtained based on the structured "porosity" of materials within the framework of classical heat transfer theory, neglecting quantum mechanical effects such as phonon scattering in a periodic structure [21] . When quantum effects are considered, most formulas in this work remain useful, except κ eff values from quantum mechanical calculations will be used.
Summary
In conclusion, the thermo-optic characteristics of active photonic crystal structures on an SOI platform are investigated semi-analytically. The power consumption Q π and spatial temperature profile are given as explicit functions of structural, thermal, and optical parameters. The results agree well with FEM simulations and also explain the low switching power in air-bridge structures. The scaling of Q π with key physical parameters is analyzed. The practical limit of Q π is estimated on the sub-milliwatt level considering all key factors.
Introduction
Advanced optical modulation formats could offer significant advantages for optical communications [1, 2] . For example, quadrature phase-shift keying provides higher spectral efficiency, better tolerance to fiber nonlinearity and chromatic dispersion, and enhanced receiver sensitivity compared to on-off keying. Traditional lithium niobate (LiNbO 3 ) modulators can be used for such modulation. However, LiNbO 3 modulators are relatively large in size. For a general M-ary modulation format that requires a large number of optical modulator components along with their driving signal circuitries, the overall size of the entire modulator is rather cumbersome. Recent breakthroughs in silicon photonics [3, 4] , particularly silicon based optical modulators [5, 6] , have fundamentally changed the landscape of modulator technology. Notably, micro-resonator based silicon modulators [6] [7] [8] [9] [10] constitute an ideal candidate for optical modulation due to their compact size, low power consumption, and ease of monolithic integration with driving circuitries on the same silicon chip. Most research on silicon microring modulators employed intensity modulation in binary formats. Recently, microring resonator based modulators for differential binary phase-shift-keying and differential quadrature phase-shift keying (QPSK) have been proposed, and satisfactory performances have been predicted [11, 12] . Another work employed the anti-crossing between paired amplitude and phase resonators and demonstrated enhanced sensitivity to the input drive signal [13] . A high-Q microring quadrature modulator incorporating dual 2 × 2 MachZehnder interferometers has also been recently proposed with beneficial performance [14] . We propose a novel parallel-coupled dual racetrack micro-resonator structure, illustrated in Fig. 1(a) , for phase-shift keying and M-ary quadrature amplitude modulation (QAM). Two identical racetrack resonators are symmetrically side-coupled in parallel to a through waveguide in the center. The modulator can be fabricated on a silicon-on-insulator (SOI) wafer. The carriers can be injected or depleted from the racetrack resonators using a pin diode [15] or metal-oxide-semiconductor capacitor [16] embedded in a silicon waveguide. The plasma dispersion effect [17] A distinctive feature of the proposed structure is that the coherent cross-coupling between the two racetrack resonators mediated by the center waveguide drastically modifies the amplitude/phase characteristics of resonance. This enables M-ary quadrature signal generations including quadrature phase shift keying (QPSK). The outcome of the crosscoupling of the resonances is fairly complex. However, our analysis shows that it can be understood through the direct sum and coherent "interaction" of the optical characteristics of two individual resonators as presented in Sec. 2.4. The structure of this paper is organized as follows. First the cross-coupling between the racetrack resonators is analyzed and the output transfer function of the proposed structure is presented. The critical coupling condition is obtained. Systematic studies of the over-coupled, critically coupled, and under-coupled scenarios for the parallel-coupled racetrack resonator structure indicate that strong overcoupling case is desired for arbitrary M-ary quadrature signal generation. The interaction between the resonances of two racetracks is analyzed, and its critical role in M-ary quadrature signal generation is presented. The effects of asymmetries in the coupling strengths and quality factors of resonators are systematically studied, and phase compensations for such asymmetries are presented. Lastly, the electrical aspects of the proposed modulators are briefly discussed, followed by a conclusion.
Principles of parallel-coupled racetrack resonators
Cross-coupling analysis and output transfer function
The coupling between the two racetrack resonators and the through-waveguide in Fig. 1(a) can be described by multi-waveguide coupling theory [18] [19] [20] . Assume the fields in three identical single-mode waveguides have slowly varying envelopes u n (z)
where M n (x,y) is the lateral mode profile, β is the propagation constant along the waveguide axis z for an isolated waveguide. For the parallel coupled racetrack resonator structure in Fig.  1 , the input fields and output fields of the coupling segments are given by
where a n and b n are the normalized input and output complex amplitudes, respectively. The solution of the coupled mode equations yields [20]
where
The strength of the cross-coupling between the two racetrack resonators mediated by the through waveguide is given by |c 1 1/2|. In addition, light propagation along a racetrack gives rise to the following relations
where the amplitude attenuation along a racetrack is given by η n <1, and the phase shift is given by θ n . Assuming a unity input amplitude a 2 = 1, the output amplitude b 2 can be solved from Eqs. (3) and (4)    
where  = βL, and
Because of the symmetry of the structure shown in Fig. 1(a) , the output amplitude, Eq. (5), only involves terms symmetric with respect to an interchange of Δu 1 and Δu 3 . As such, the symmetry of the structure can be utilized to help simplify the understanding of the device principles, as noted in the study of other devices [21] . Detailed analysis of a modulated symmetric dual racetrack resonator structure will be given in the following sections.
Critical coupling condition and vanishing amplitude for a modulated over-coupled structure
The critical coupling condition [22] can be obtained by setting b 2 = 0 in Eq. (5). For symmetric parallel-coupled racetracks without modulation ( 1 3 u u    ), one readily shows that the critical coupling condition for such a parallel-coupled dual racetrack structure is given by
The asymmetric cases will be discussed in a later section. For modulated racetracks, the phase shift θ n in each ring will be a linear function of the refractive index changes, Δn n , due to carrier injection or depletion in the respective racetrack resonator. Therefore the output amplitude b 2 depends on Δn n through the phase shift terms. To understand the modulation characteristics, it is helpful to rewrite the output amplitude in the following form
As c 1 is a real number, for a modulated symmetric (η 1 = η 3 ) dual-racetrack structure, the output amplitude can vanish only if 1 3 * u u    . Indeed, one can show that even if the critical coupling condition is not satisfied in absence of modulation, the modulated amplitude can still vanish under the following modulation condition
where m 1 and m 3 are two integers. For real nonzero Δθ, this requires
which corresponds to over-coupling in comparison to Eq. (8) . The spectra of an over-coupled dual racetrack structure (without modulation) are illustrated in Fig. 1 (b) and (c).
Arbitrary M-ary quadrature signal generation capability
For intensity and phase modulation, the refractive index of the silicon waveguides in each racetrack is varied on the order of 0.001. Such an amount of Δn can be achieved with carrier concentration changes ΔN e , ΔN h~3 × 10 17 cm 3 according to the well-known plasma dispersion relation reported in [17] . [23] . It was shown that the coupling strength and quality factor can be varied over large ranges by changing the Si pedestal layer thickness of the rib waveguide and modifying the gap width between the waveguide and the resonator. The parameters used here are in accordance with the ranges given Ref [23] . Evidently, the intensity vanishes at two points (Δn 1 ,Δn 3 ) = ( ± 3.5 ×
10
4 ,  3.5 × 10 4 ), in accordance with the analytic results given in Eq. (9) Fig. 3(a) gives the amplitude and phase of the output signal for a particular pair of Δn 1 , Δn 3 values in the aforementioned range. Evidently, the ensemble of blue points covers most part of the unit circle (the symbol space), therefore, allowing for the access of a wide range of amplitude and phase values. A close examination of Fig. 2 indicates that the intensity and phase varies widely in the second and fourth quadrants where Δn 1 and Δn 3 have opposite signs, which corresponds to a pushpull configuration. In contrast, the intensity and phase are much less sensitive to Δn 1 and Δn 3 when they have the same sign. Indeed, our simulations indicate that the push-pull configuration is usually responsible for over 80% of coverage on the complex E plane. Hence a push-pull modulation configuration is preferred for such a parallel-coupled dual-racetrack structure. 
The cross-coupling of two racetrack resonances: direct sum and "interaction"
It should be noted that the broad coverage inside the unit circle observed in Fig. 3 (a) is a signature of the strong cross-coupling between the two racetrack resonators mediated by the center waveguide. To illustrate this point, the simulated typical coverage of a critically coupled case and an under-coupled case is shown in Fig. 3 (b) and (c), respectively, for parallel-coupled dual racetrack resonators. In addition, the simulated typical coverage for two uncoupled racetrack resonator in series is plotted in Fig. 3 The cross-coupling present in the parallel coupled racetrack resonators helps only the over-coupling case to achieve sufficient coverage over all four quadrants inside the unit circle. It can be shown that such a behavior stems from a delicate balance between the direct sum 
because 1η 1 <2(1/2c 1 ) according to the strong coupling condition. The dominance of the direct sum term in Eq. (5) yields an output amplitude close to 1. With sufficient modulation in a push-pull configuration, Δu n can gain large imaginary parts (Im(Δu n )~Δθ n , up to ± 0.09 at Δn n = 0.001) with opposite signs whereas their real parts remain small. Therefore, the product term exceeds the sum by a large margin, |Δu 1 Δu 3 |>>|Δu 1 + Δu 3 | such that (5) become comparable. Now the output amplitude can take virtually any value. Particularly, the two terms in the numerator can exactly cancel each other so that the output amplitude vanishes. Hence the large dynamic range of 
The dominance of the "interaction" term limits the accessible area in the unit circle.
Asymmetry effect in parallel-coupled dual racetrack resonators
As two racetrack resonators are involved in this structure, their asymmetry due to fabrication imperfections can be a major concern for practical applications. Note that the relatively long straight segments of racetracks ensure that the cross-coupling between the two resonators is insensitive to small misalignment between the left and right racetracks. As two racetracks can be patterned in one e-beam lithography process with a typical positioning accuracy of 20nm or better, the misalignment is estimated less than 1% for a coupling length L>2μm. Optical path differences between the two racetracks can usually be compensated by a proper DC bias or by additional thermo-optic heaters [24, 25] . However, the asymmetries in quality factors and coupling ratios cannot be directly compensated as easily. Therefore, their impacts on the device performance must be evaluated.
Asymmetric coupling
For three parallel waveguides with asymmetric coupling constants, the coupled mode equations can be written as
where the coupling constants between waveguide pairs (1,2) and (2,3) are κ 12 
where Δu n are defined the same way as in the symmetric case. Comparing Eq. (14) and Eq. (8), it is evident that all asymmetry effects can be effectively factored into the term 3  1   1  3   2  2  2  2  23  3  12  1  1  1  3  3  2  2  1 3 As a consequence, for reasonable asymmetries in the coupling constants and resonator quality factors, there exists a pair of phases Δθ 1 and Δθ 3 such that the output amplitude b 2 vanishes. The required phase variations are plotted against the asymmetric coupling ratio, κ 23 /κ 12 , in Fig. 4 (a) for up to 50% asymmetry. As Δθ 1 and Δθ 3 generally have opposite signs, we plot Δθ 1 and Δθ 3 to better illustrate the deviation from symmetry. Note that Δθ 1 = Δθ 3 is required for b 2 = 0 in a symmetric structure (κ 23 /κ 12 = 1), according to Eq. (9) . The difference between Δθ 1 and Δθ 3 becomes larger as the asymmetry increases. Figure 4 (a) shows that although it is not easy to directly compensate the asymmetric coupling constants themselves, asymmetric phase shifts (through different DC biases applied to the two resonators) can be introduced to recover the low intensity states (b 2~0 ). The unmodulated output spectrum for the worst case (κ 23 /κ 12 = 1.5) is illustrated in Fig. 4(b) and shows no anomaly. However, the intensity variation upon refractive index modulation shows obvious distortion from the symmetric case. Nonetheless, two features remain: (1) there are two points with relatively small index changes ( ± 2.2 × 10 4 ,  5.4 × 10 4 ) where the intensity vanishes; (2) the intensity varies significantly in the push-pull configuration and much less otherwise. The coverage on the complex E plane is slightly enhanced, although a small hole exists at a large amplitude value, which may limit the maximum accessible amplitude to 0.78 for a generic M-ary modulation format.
Asymmetric quality factors
The effects of asymmetric quality factors are illustrated in Fig. 5 . The required phase shifts, Δθ 1 and Δθ 3 , for vanishing b 2 , are plotted against the ratio of the quality factors in Fig. 5(a) . The unloaded quality factor Q 1 is fixed at its original value ~2.5 × 10 4 . Note that Δθ 1 = Δθ 3 for the case of Q 3 /Q 1 = 1 in accordance to the symmetric case. The un-modulated output spectrum for the worst case (Q 3 /Q 1 = 0.5) is illustrated in Fig. 5(b) . A small yet noticeable spike appears at the resonance due to the asymmetric quality factors of the two racetrack resonators. The modulated intensity variation upon refractive index modulation depicted in Fig. 5(c) shows less severe distortion compared to the distortion observed in the Fig. 4(c) . Again, two features remain: (1) there are two points with relatively small index changes ( ± 4.4 × 10 4 ,  4.1 × 10 4 ) where the intensity vanishes; (2) the intensity varies significantly in the push-pull configuration and much less otherwise. The coverage on the complex E plane slightly deteriorates. There exists a small hole, which may limit the maximum accessible amplitude to 0.74 for a generic M-ary modulation format. Note that the evolution from symmetry to the worst case asymmetry is gradual. For example, the two "eyes" in Fig. 4(c) gradually narrow as the asymmetry in the coupling constant worsens. Also, the centers of the "eyes" rotate clockwise around the origin (Δn 1 = Δn 3 = 0). As the asymmetry in the quality factors worsens, the "eye" centers do not narrow or rotate substantially although there are some deformations.
Overall, the asymmetry analysis presented above show that substantial asymmetries in coupling constants and quality factors of the two racetrack resonators can be compensated by refractive index changes on the order of 4 × 10 4 , which can be readily provided with a lowpower heater or a small change of the DC bias. Fundamentally, such compensations are possible because all these asymmetries enter the output amplitude, Eq. (14), through the term given in Eq. (15) . For structures with asymmetric η's or Q's, asymmetric phase shifts can restore the value of the term given in Eq. (15) to a corresponding symmetric structure. Specifically, to achieve vanishing output intensity under modulation, a structure with 50% asymmetry in the coupling constant requires (Δn 1 ,Δn 3 ) = ( ± 2.2 × 10 4 ,  5.4 × 10 4 ) whereas a symmetric structure requires (Δn 1 ,Δn 3 ) = ( ± 3.5 × 10 4 ,  3.5 × 10 4 ). The difference between |Δn 1 | and |Δn 3 | in the asymmetric case is used to restore Eq. (15) to the value of the symmetric case such that b 2 = 0.
Discussion
In general, an encoder is needed to convert an original M-ary digital signal into the driving signal for the modulator. Consider the case of a QPSK signal with four symbols shown in Fig.  3(a) . The encoder will have a two-bit input and two output ports. Each output port has four output voltage levels. The design of such an encoder and its supporting circuitries has been well studied in the state-of-the-art high-speed data conversion systems [26] and CMOS VLSI [27] . Under the given specifications (resolution, signal-to-noise ratio, bandwidth, driving power, etc.), this encoder can be easily architected and implemented as a high-speed digitalto-analog data converter, which can be fabricated economically using the silicon-on-insulator technology together with the dual racetrack resonator modulator. Note that a conventional nested Mach-Zehnder QPSK [1] modulator needs two output voltage levels for each port. The additional voltage levels required for the proposed QPSK modulator will somewhat increase the size of the driving circuitry. However, electronic devices such as transistors are generally significantly smaller than photonic devices. Therefore, the enlargement of the driving circuitry is usually negligible compared to the significant space saving offered by changing from a bulky nested Mach-Zehnder modulator to the proposed dual racetrack resonators. Driving voltages and power consumption are important issues for silicon modulators used in optical interconnects [28, 29] . For a nested Mach-Zehnder QPSK modulator which is biased across the minimum point of the transfer curve, a lower driving voltage and lower RF power consumption can be achieved at the expense of a lower maximum output intensity (which entails a trade-off with the detector sensitivity or the input laser power). For the proposed parallel-coupled dual racetrack modulator, a similar power reduction scheme is possible. For simplicity, we consider silicon racetrack resonators with embedded MOS capacitors, whose index change is approximately linearly dependent on the voltage. As illustrated in Fig. 6(a) , the driving power can be significantly lower at lower output intensity. Asymmetries of the coupling constants and quality factors could entail extra power penalty but the power remains reasonable. According to Fig. 6 , if the asymmetry is large, electrical power penalty is significantly lower when the modulator operates at a lower output intensity level. Therefore, for a modulator that happens to have a large asymmetry due to imperfection in fabrication, the balance of the power trade-off may tip towards enhancing the detector sensitivity. 
Conclusion
In summary, we have proposed and analyzed a parallel-coupled dual racetrack microresonator modulator for arbitrary M-ary quadrature signal generation. The critical coupling condition is obtained for such a structure. The intensity and phase modulations are obtained by varying the refractive indices of the silicon waveguides in the two parallel-coupled resonators. It is shown that a push-pull configuration effectively modulates the intensity and phase. The coverage of the complex plane of the output field E out is systematically studied for over-coupling, critical-coupling, and under-coupling scenarios, and is compared to the corresponding scenarios of two uncoupled racetrack-resonators in series. It is found that only the over-coupling scenario of a parallel-coupled dual racetrack resonator structure results in adequate coverage for arbitrary M-ary quadrature signal generation. The interaction between the parallel-coupled racetrack resonators is key to the coverage of the complex E plane. In an over-coupled dual racetrack structure, a delicate balance is achieved between the direct sum and the interaction of the two racetrack resonances, which results in a large dynamic range of the output amplitude and phase. Particularly, the modulated intensity can reach zero in a pushpull configuration although the intensity of the un-modulated over-coupled racetrack resonators do not vanish at any wavelength. The effects of asymmetries in the coupling constants and quality factors are systematically studied. Despite the distortion of the intensity and phase mapping, small refractive index changes, which can be readily obtained with a reasonable thermal or electrical bias, can be used to compensate the asymmetry. The coverage of the complex E plane remains sufficient despite asymmetries.
I. INTRODUCTION
Photonic crystal waveguides ͑PCWs͒ can slow down light significantly, which has important applications such as optical switching and modulation [1] [2] [3] and all optical storage. 4 However, significant optical loss in the slow light regime stymies further advance in this field. Roughness-induced loss has been previously investigated. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] The scattering from a single sidewall irregularity was theoretically studied at first. 6 Random sidewall roughness with spatial correlation was later introduced to account for loss characteristics in real photonic crystal waveguide structures. 9, 10 Although the scaling of slow light loss with respect to the group velocity, v g , has been examined, 5, [8] [9] [10] [11] [12] [13] [14] [15] [16] it has been difficult to reach a conclusive answer. Theory predicted 1 / v g scaling for the radiation loss and 1 / v g 2 scaling for the backscattering loss 8, 9 in the absence of multiple scattering. Experimental studies, however, often fitted the loss data with a simple power law v g − , where was found to vary widely. 10, 11, 17 To explain these variations, theory should provide a global picture of how the backscattering and radiation losses ͑and their relative strength͒ vary with a wide range of structure and roughness parameters commonly found in experiments. More importantly, theory should provide pertinent insight into the lossgeneration process and suggest promising pathways to loss reduction.
In this work, we develop a theoretical framework for calculating PCW scattering loss based on the coupled mode theory in the fixed eigenmode basis. Here we will prove an interesting cross-sectional eigenmode orthogonality relation, which allows us to significantly simplify the coupled mode theory in the fixed eigenmode basis. Assisted by this simplification, analytic loss formulas can be obtained with reasonable assumptions despite the complexity of PCW mode fields. We will introduce the radiation and backscattering loss factors ␣ 1 and ␣ 2 , such that the loss coefficient ␣ can be expressed as ␣ = ␣ 1 n g + ␣ 2 n g 2 , where n g is the group index. By finding analytic formulas for ␣ 1 and ␣ 2 , and examining their ratio, we show why the backscattering loss dominates the radiation loss under fairly general conditions. The analytic study provides further insight into the underpinning physics, such as how the mode-field characteristics ͑e.g., spatial phase͒ interact with roughness to produce loss. The dependences of loss on the structure/roughness parameters are simulated to corroborate the analytic results. Unlike numerical studies that are limited to several instances of structures with specific structure/roughness parameters, this analytic study reveals general loss characteristics and fresh insight into the loss-generation process, helping identify new pathways to loss reduction. This paper is organized as follows. In Sec. II, we will present our scattering loss theory. An interesting eigenmode orthogonality relation will be derived and will be utilized to simplify the coupled mode theory in the fixed eigenmode basis. The backscattering and radiation losses will be calculated for the air-bridge type of photonic crystal waveguides, and the loss contribution from each row of holes will be analyzed. In Sec. III, we will present analytic formulas of the backscattering and radiation loss factors and give a general proof of the dominance of the backscattering loss for n g Ͼ 10. The interplay between the mode-field characteristics ͑e.g., spatial phase͒ and the roughness will be analyzed. In Sec. IV, we will systematically study the loss dependences on the structure and roughness parameters such as the hole diameter, the waveguide width, and the correlation length. Strategies of reducing the roughness-induced loss will be discussed. The theoretical results are found to agree well with experiments. Section V presents our conclusions.
II. SCATTERING LOSS THEORY
A. Coupled mode theory and mode orthogonality in a PCW crossection
The coupled mode theory of a photonic crystal waveguide can be written concisely with Dirac notation. This particular PHYSICAL REVIEW B 82, 235306 ͑2010͒ form of coupled mode theory was first developed by Johnson et al. 18 for taper transitions in photonic crystals, and was later applied to the disorder-induced scattering problem. 12 The theory can use the fixed eigenmode basis or the instantaneous eigenmode basis. It has the advantage of giving clear dependence of mode coupling on the group velocity through the mode normalization factor. In this theory, the Maxwell's equations are rewritten as
where ͑X͒ is the dielectric function, the permeability. The eigenmodes, ͉ ␤ ͘ = e i␤z ͉␤͘, satisfy
͑2͒
Here we consider guided and radiation modes with real ␤. The inner product is defined as
͑3͒
A rigorous formulation of the coupled mode theory must be established upon a complete set of orthogonal modes. 18, 19 For an ordinary waveguide, whose structure is invariant along z, it is straightforward to show that any two eigenmodes at a given frequency must be orthogonal 19 ͗␤͉B ͉␤Ј͘ = ␤ ␦ ␤␤ Ј .
͑4͒
For a PCW periodic along z, solid-state theory suggests that the eigenstate orthogonality can be obtained only by further integration along z,
͑5͒
Such an orthogonality relation cannot be directly used in a rigorous PCW coupled mode theory because the modal coupling coefficients also have z dependence and will appear in the above integral. To overcome this problem, a complicated virtual coordinate theory was previously developed. 18 Here we show that Eq. ͑4͒ still holds for a PCW in any z section. By partial integration, one can readily show ͗␤͉Ĉ ͉␤Ј͘ = ͑͗␤Ј͉Ĉ ͉␤͒͘ ‫ء‬ + i ‫ץ‬ ‫ץ‬z ͗␤͉B ͉␤Ј͘. Therefore,
This is a differential equation of ͗␤͉B ͉␤Ј͘ z with a solution ͗␤͉B ͉␤Ј͘ z = e −i͑␤Ј−␤͒z ͗␤͉B ͉␤Ј͘ z=0 . However, ͗␤͉B ͉␤Ј͘ z+a = ͗␤͉B ͉␤Ј͘ z according to Bloch theorem. Therefore, ͗␤͉B ͉␤Ј͘ = ␤ ␦ ␤,␤ Ј −͑2n/a͒ , which gives Eq. ͑4͒ for ␤ and ␤Ј in the first Brillouin zone. The orthogonality Eq. ͑4͒ for a photonic crystal waveguide is an interesting result. According to the Bloch theorem, the eigenstate orthogonality in a generic onedimensional ͑1D͒-periodic system should be obtained by integrating ͐ b ‫ء‬ a dz = 0 along the periodicity direction ͑z in this case͒. However, the above proof has shown that if there are multiple eigenstates with different on-axis wave vectors at a given frequency ͑or photon energy͒, they must be orthogonal by integrating ͐ b ‫ء‬ a dxdy in any cross section perpendicular to the periodicity axis. Note an equivalent form of this orthogonality was proved in a different theoretical framework based on the Lorentz reciprocity, 20 which is limited to electromagnetic wave. The proof given here is generally valid for any scalar or vector wave satisfying Eq. ͑2͒. Therefore, the orthogonality relation presented here may be potentially applicable to other 1D-periodic systems, such as electrons in a polymer chain or a nanowire.
The coupled mode theory in the fixed eigenmode basis can now be established easily based on Eq. ͑4͒ for a photonic crystal waveguide. With a potential perturbation ⌬Â , the mode equation becomes
where ͉͘ = ͚ n c n ͑z͒e i␤ n z ͉n͘, and ͉n͘ are the eigenmodes of the unperturbed system. The coupled mode theory generally requires to use ͗m͉ to select c m for a particular mode from Eq. ͑7͒. If the conventional orthogonality relation, Eq. ͑5͒, is applied, the evaluation of ͐͗m͉ ‫ץ‬ ‫ץ‬z B ͉͘dz will be problematic because c m ͑z͒ depends on z. With the orthogonality relation, Eq. ͑4͒, however, it is straightforward to show that the coupling coefficients are governed by the following equation:
We should emphasize that although it appears similar to the equation for a conventional waveguide homogenous along z, this simplified Eq. ͑8͒ can be rigorously established for a PCW only with the help of Eq. ͑4͒. This simplification enabled by the cross-sectional orthogonality relation, Eq. ͑4͒, is the main improvement for the coupled mode theory used in this work. This simplification allows us to derive analytic loss formulas that can be calculated almost by hand, as we shall see in Sec. III, and provides a clearer physical picture. The scattering loss can be introduced through a random potential ⌬Â due to dielectric perturbation ⌬ and ⌬͑ −1 ͒. For a frequency range with a single guided mode ͉␤͘, the perturbed mode is given by
͑9͒
where ͉k͘ are radiation modes, and c m ͑z͒, m = Ϯ ␤, k are the coupling amplitudes. With Eq. ͑4͒, it is straightforward to solve the coupled mode equations to the first order. For unity input, the output amplitudes are given by
where ͑⌬Â ͒ m␤ ϵ m ‫ء‬ ⌬Â ␤ , m = ͗x ͉ m͘. The loss coefficient is given by the conservation of power flux
where the ensemble average ͗ · ͘ over the random roughness has been applied. To show explicit dependence on the group velocity v g,␤ of mode ␤, we introduce U ␤ ϵ can be replaced by U m and v g . Assuming that the sidewall roughness of different holes is uncorrelated, 9 the ensemble averaged ␣ of a PCW is a sum of the ensemble averaged loss contribution from each hole. For roughness-related calculation, it is more convenient to use the polar coordinates ͑r , ͒ in each hole in place of ͑x , z͒. After some calculations, we find
where n x and n z are the indices of holes along x and z, respectively ͑see Fig. 1͒ . The PCW has a lattice constant a, mean hole radius r 0 , and slab thickness t slab . The integral for the n x th hole is Now the loss coefficients can be numerically calculated using Eqs. ͑11͒ and ͑12͒. Instead of directly calculating the loss coefficient ␣, we will calculate the radiation and backscattering loss factors ␣ 1 and ␣ 2 . Note that ␣ diverges as the frequency approaches the band edge whereas ␣ 1 and ␣ 2 are slowly varying functions even near the band edge. Thus the calculation of ␣ 1 and ␣ 2 generally leads to significantly more stable numerical results than directly calculating ␣.
Here we consider the TE guided modes ͑i.e., electric field primarily in the xz plane͒ of a Si air-bridge PCW. The guided modes can be obtained by a preconditioned eigensolver 21 with a tensorial average of the dielectric constant near interfaces. 22 The perturbation potential is evaluated using the continuous components on interfaces. 23 The radiation modes are calculated by considering the PCW supercell delineated in dashed lines in Fig. 1 ͑the one used in actual calculation is much longer along x͒ as one period of a two-dimensional grating in the x-z plane. The mode field for a given plane-wave incident upon the PCW top surface can be obtained by any grating diffraction theory. 24, 25 Due to the artificial x periodicity imposed by the grating theory, this treatment is equivalent to calculating the radiation loss for an array of parallel PCWs. For a sufficiently large spacing between waveguides, the radiation losses of adjacent waveguides are independent of each other for weak scattering. Figure 2͑a͒ clearly shows that only the first two rows ͑n x = Ϯ 1, Ϯ2͒ contribute significantly to the radiation loss. For each row, data plotted in symbols and lines are obtained by two supercell sizes differing by 50%. Their small differences of ␣ 1 confirm that adjacent waveguides do not affect each other. The backscattering loss shows even stronger dominance by the first row ͓Fig. 2͑b͔͒. Obviously, this can be attributed to the fact that the scattering matrix elements ͗−␤͉⌬Â ͉␤͘ and ͗k͉⌬Â ͉␤͘ involve ␤ ͑x͒, which decays very fast with x.
III. ANALYTIC FORMULAS FOR BACKSCATTERING AND RADIATION LOSSES
Interestingly, the factors ␣ 1 and ␣ 2 roughly have the same order of magnitude in Fig. 2 . As a consequence, the backscattering loss ͑␣ 2 n g 2 ͒ dominates the radiation loss ͑␣ 1 n g ͒, which can be seen from their ratio 
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Numerical simulations of a few other PCW structures showed similar dominance. 9, 26 Mathematically, the n g 2 term surely dominates the n g term in Eq. ͑11a͒ for a sufficiently large n g . But the n g threshold for the onset of this dominance depends on ␣ 1 and ␣ 2 and could be too large to be observed ͑e.g., n g Ͼ 1000͒. To ascertain the universal dominance of backscattering in practically observable n g ranges and to explore the underpinning mechanism of this dominance, an analytic study is needed. Moreover, such a study may offer insight into the interaction between the mode field and roughness.
We have performed analytic calculation of the factor ␣ 2 with some simple reasonable assumptions. As a first step, we assume a guided mode field of the form E ␤ ϳ e −␣ x x/2 e i␤z . After some calculation, we find
where ⌬ 12 is the dielectric constant difference, E ef f,n x is the effective field at the hole's inner edge ͑ = in Fig. 1͒ . Typically, the correlation length l c is small. For e −r 0 /l c Ӷ 1, ␣ x l c Ӷ 1, and 2␤l c Ӷ 1, one finds Figure 2͑b͒ shows that Eq. ͑15͒ gives a reasonable estimate of the order of magnitude of ␣ 2 and its trend. There is an overestimate of two to three times because we have neglected the following factors: ͑a͒ the vector nature of the field; ͑b͒ the high-G Fourier components; and ͑c͒ the variation in the field along y.
For the radiation modes, considering two polarizations ͑ =1,2͒ and two propagation directions ͑s z = Ϯ z͒, the sum over k in Eq. ͑11b͒ becomes 
where ē ef f,k is the normalized field amplitude at the hole inner edge averaged over all k states, n sub = 1 is the substrate refractive index, and 2N x,rad is the effective number of rows of holes contributing to radiation loss. Comparing Eq. ͑15͒ and Eq. ͑16͒, we find
With N x,rad , N x,back =1ϳ 2, w d = w 0 , t slab ϳ 220 nm, ␣ x ϳ 0.5͑2 / a͒, and normalized fields e ef f,␤ , ē ef f,k ϳ 0.5, each ratio in Eq. ͑17͒ is on the order of unity. This equation therefore predicts that ␣ 1 and ␣ 2 are generally on the same order. Therefore, this analytic study explains why the backscattering generally dominates, ␣ 2 n g 2 ӷ ␣ 1 n g , in the slow light regime n g Ն 10. Note that Eqs. ͑15͒ and ͑16͒ contain no fastvarying functions, which implies that ␣ 1 and ␣ 2 should be fairly insensitive to most structure parameters for a typical PCW. Note that prior scattering loss formulas still involve the photonic crystal mode field and the Green's function, 9 which must be obtained through further computation. Our analytic loss formulas, Eqs. ͑11a͒, ͑15͒, and ͑16͒, do not have these terms, and can be evaluated almost by hand. More importantly, the ratio of ␣ 1 and ␣ 2 derived from these formulas, as presented in Eq. ͑17͒, gives a general mathematical proof of the dominance of the backscattering loss over the radiation loss, along with a predicted dominance threshold n g ϳ 10.
Prior numerical studies discovered this dominance in a limited number of structures with specific parameters. 9, 26 However, the generality of the dominance and its threshold n g were not clearly determined in numerical studies.
IV. DISCUSSION
A. Loss dependence on structure and roughness parameters and loss reduction strategy
As the backscattering loss dominates, we focus on the dependences of ␣ 2 on several key roughness/structure parameters. Note that the tensorial average of the dielectric function near interfaces is found to significantly improve the convergence with the spatial grid size, as shown in Fig. 3͑a͒ . This allows us to study small structure parameter changes. First, we examine the limitation of the preceding analytic results due to the assumption of small l c . The dependences of ␣ 2 on l c for various normalized ␤ values are plotted in Fig.  3͑b͒ . For guided modes near the band edge ͑␤a / 2 ϳ 0.5͒, ␣ 2 ͑l c ͒ is almost perfectly linear. As discussed above, this linearity predicted in Eq. ͑15͒ is due to ␤ ͑x͒Ϸ −␤ ͑x͒ near the band edge, which causes phase cancellation in ͗−␤͉⌬Â ͉␤͘. Away from the band edge, the phase variation causes the integral I ang to become sublinear at large l c values ͓but Eqs. ͑15͒ and ͑16͒ remain useful as estimates͔, which is also confirmed in Fig. 3͑b͒ . Second, the dependence on the waveguide width is studied in Fig. 3͑c͒ . The loss factor ␣ 2 could be reduced by a factor about 5 from w d = 0.83w 0 to 1.1w 0 near the mode edge. Third, in most experimental works, the air hole diameter and slab thickness usually spread over certain ranges ͑e.g., r 0 / a : 0.23-0.29 and t slab : 0.19-0.25 m͒ and the exact values may vary due to uncertainties in fabrication processes. Our simulations show that ␣ 2 varies insignificantly over the typical ranges of a, r 0 , and t slab . The variation of ␣ 2 ͑␤a / 2 ϳ 0.5͒ is plotted against r 0 / a in Fig. 3͑d͒ .
The analytic and computational studies offer insight into the loss mechanism and point to promising pathways to loss reduction. First, among four essential geometric parameters ͑r, a, t slab , and w d ͒, w d appears to be the only one that allows for substantial loss reduction. Second, the spatial phase analysis in the derivation of Eq. ͑15͒ suggests that designing guided modes with accentuated high-wave-number Fourier components might help reduce the loss due to random roughness. But the eigenfrequency and other deterministic characteristics of such a mode also tend to be sensitive to the variations in structure parameters ͑mean value͒. Thus, ingenious designs are needed to account for both statistical and deterministic properties. Third, manipulating the polarization, through introducing anisotropic materials, for example, could yield loss much lower than that predicted in Eq. ͑15͒, which neglects the polarization. Lastly, Eqs. ͑15͒ and ͑16͒ and the spatial phase analysis may offer new insight into the mode shaping effect.
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B. Comparison with experiments
In Fig. 4 , we compare with experimental results from Ref. 10 using = 3 nm and l c = 40 nm suggested therein. Evidently, our theory agrees well with experiments for Ͻ 0.273, including the upswing of the ␣ / n g 2 ͑Ϸ␣ 2 ͒ curve near the band edge. This can be partially explained by the fact that the integral of the guided mode intensity ͉E b ͑x͉͒ 2 over the hole surface increases with the group index. 27 However, a full explanation must be based on the characteristics of the random potential matrix element ͗−␤͉⌬Â ͉␤͘. As discussed above, the phase cancellation in ͗−␤͉⌬Â ͉␤͘ causes an increase in I ang and ␣ 2 near the band edge. Due to the interplay between the spatial phase of the mode and the roughness, this upswing is stronger for larger correlation lengths. Because ␣ 1 and ␣ 2 are not constant in general, a simple power law fitting ␣ ϳ n g of experimental data would unlikely give consistent values, which agrees with the findings of Ref. 27 . Note that if the coupling loss 28, 29 is included, the loss-n g relation could even become sublinear ͑or logarithmic͒, especially for short waveguides. Above = a / 2c = 0.273, the localized band tail states 21, 30 of the second guided mode ͑band edge Ϸ 0.281͒ introduce in the experimental spectrum a broad resonance accompanied by a "softened" v g at the nominal band edge. 31 This effect is beyond the scope of this work. Fortunately, this effect can be avoided by designing the second mode above the useful spectral range of the first mode. Below a sufficiently small v g , multiple scattering occurs for the first mode, accompanied by undesirably high loss. 11, 26, [31] [32] [33] The studies presented here could help reduce scattering losses and delay the onset of this regime.
In this work, we have considered loss introduced by guided and radiation modes with real ␤ values. In a nonperturbed photonic crystal structure ͑including a PCW͒, modes with complex ␤ values generally arise locally near the end faces and affect the end-face coupling loss 34 but not the propagation loss of a truly guided mode. The propagation loss is generally more important for a sufficiently long photonic crystal waveguide. Also within the photonic band gap of a PCW, those modes with complex ␤ values usually do not carry away energy themselves and thus may not introduce propagation loss directly. Some higher order ͑multiple͒ scattering processes in a PCW with random perturbations may involve these modes as an intermediate step. These multiple scattering processes are usually negligible in practically useful ͑relatively low loss͒ spectral ranges of photonic crystal waveguides, as discussed in the comparison with experimental data above.
V. CONCLUSION
In summary, analytic formulas, Eqs. ͑11a͒, ͑15͒, and ͑16͒, of the PCW scattering losses can be obtained despite the complexity of the PCW mode fields. With these formulas, the loss of a typical photonic crystal waveguide can be estimated almost by hand. The analytic study reveals that the interplay between the mode characteristics and the structure roughness may hold the key to loss reduction. These results are corroborated by systematic simulations with varying structure parameters. As a byproduct, the cross-sectional eigenmode orthogonality relation for a 1D periodic system may be applicable to other problems, such as electrons in a polymer chain or a nanowire.
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INTRODUCTION
Photonic crystals possess a wide range of extraordinary properties that are absent in conventional materials. First and foremost, the periodic structure of a photonic crystal causes photonic bands and bandgaps to form on the frequency spectrum of photons. Therefore, photonic crystals with photonic bandgaps can serve as "perfect mirrors" to confine light in small dimensions, forming ultracompact waveguides and cavities. On the other hand, there are other technologies that can also provide tight confinement of light. Compared to these alternative technologies, the uniqueness of photonic crystal-based waveguides and cavities often comes from the fact that the periodic structure of a photonic crystal provides some additional distinctive opportunities to modify the spectral property of light, leading to many dispersive effects with a wide range of applications. For example, in a photonic crystal waveguide, the dispersion relation, k , generally has a portion where its slope tends to zero, implying a vanishing group velocity. Such a slow light effect, together with the tight light confinement provided by the photonic bandgap, leads to extraordinary enhancement of phase shift and time delay in such a waveguide. 1 We shall emphasize that some of these dispersion effects can be significant in their own right, without the presence of tight light confinement. For example, the superprism effect 2 causes the beam propagation angle inside a photonic crystal to be highly sensitive to the wavelength of light. Essentially, this effect amounts to significantly enhanced angular dispersion. In the superprism effect, the light propagation is not confined. Moreover, we will show that the superprism effect does not necessarily appear near a bandgap (or at a bandedge). It can indeed appear in the midst of a photonic band, thanks to the high symmetry of a photonic crystal structure. The presence of a photonic bandgap is not a necessary condition for the superprism effect.
In this paper, we will review some of our recent theoretical and experimental works concerning these dispersive effects. In these works, our emphasis was placed on finding the general, quantitative physical laws governing these effects. For example, in the first superprism experiment, it was found that the photonic crystal could enhance the angular dispersion or sensitivity by 500 times; 2 later numerical simulations and experimental works reported varying enhancement factors. [3] [4] [5] [6] [7] However, a rigorous, compact mathematical form of the physical law that can express this enhancement factor in terms of the photonic band parameters is missing. As such, while we can easily obtain an instance of high sensitivity structures, we can not systematically predict the trend of such an effect and we do not know whether there is a quantitative upper limit of the enhancement factor. Our works were devoted to elucidating such issues.
While the slow light effect is obviously due to the dispersion of a photonic crystal along the direction of light propagation, namely the longitudinal direction; the superprism effect, apparently related to angular dispersion, will be shown to have an elusive dependence on the longitudinal dispersion as well. Some subtle connections and distinctions between the slow-light effect and the superprism effect will be revealed through our physical analysis. This allows us to examine these two effects under a common theoretical framework based on photonic crystal dispersion function, k . An example will be used to illustrate the value of this synergistic theoretical perspective on the slow-light effect and superprism effect, two seemingly distinctive phenomena in photonic crystals. Dispersive effects are frequently accompanied by high loss and/or narrow bandwidth. We will discuss these issues for both longitudinal and angular dispersions. Similar to the bandwidth-delay product for the longitudinal dispersion, we will introduce a simple, yet fundamental, limit that governs the bandwidth and sensitivities of the angular dispersion.
THE SLOW LIGHT EFFECT AND THE LONGITUDINAL DISPERSION
The Origin of the Slow Light Effect in Photonic Crystals
The group velocity of light can be slowed down in various types of photonic crystal structures, especially when the wavelength of light approaches a bandedge. Two common cases shall be considered.
(1) For a "bulk" photonic crystal, such a bandedge typically appears around some high symmetry points in reciprocal space. 8 As such, in real space, slow light propagation typically occurs along certain high symmetry axes of a photonic crystal.
(2) For a photonic crystal waveguide (PCW) composed of a line-defect, generally the waveguide is already aligned with a high symmetry axis of the photonic crystal lattice (for example, the K axis of a hexagonal lattice 9 ). The original lattice periodicity remains along the longitudinal direction of the waveguide. This results in a one-dimensional (1D) photonic band structure with a maximum or minimum (or other types of extrema) at the 1D Brillouin zone (BZ) boundary = /a, where is the propagation constant of the photonic crystal waveguide in question. Since the dispersion relation is generally a smooth function, an extremum ensures v g = d /dk = 0 at the BZ boundary. Therefore, the periodicity along the longitudinal direction dictates that a vanishing group velocity must exist in such a photonic crystal waveguide.
Applications of the Slow Light Effect
The slow group velocity of light renders the phase shift in a photonic crystal structure more sensitive to refractive index changes. 1 Generally, as the refractive index changes, the dispersion relation of a photonic crystal or a PCW will be shifted by a certain amount = n/n along the frequency axis. Here is the frequency of light, n is the refractive index, and is a factor typically on the order of unity. In many cases, we are interested in a small frequency range where can be regarded as a constant. In the case of a PCW, the factor can be interpreted as the fraction of the mode-energy in the waveguide core region. For a given wavelength, the propagation constant changes as = /v g . Therefore, the phase shift induced by a refractive index change of n is given by
where n g = c/v g is the group index. Evidently, a slow group velocity (or a high n g ) enhances the phase shift significantly.
To exploit such a significant slow-light enhancement, a number of physical mechanisms [10] [11] [12] [13] [14] have been employed to change the refractive index and actively tune the phase shift in a photonic crystal waveguide. Here we briefly review our works on thermo-optic and electrooptic tuning of the phase shift for optical modulation and switching applications. Many common semiconductor materials, such as silicon and GaAs, have appreciable thermo-optic coefficients (dn/dT > 10 −4 /K). As such, they are suitable for making thermo-optically tunable slowlight photonic crystal devices. In these devices, thermal expansion also contributes to the tuning of the phase shift. In many cases, these two effects add upon each other to produce a larger phase shift. We have demonstrated thermo-optic tuning in a photonic crystal waveguide Mach-Zehnder interferometer with an interaction length of 80 m. 10 A photonic crystal waveguide MachZehnder interferometer with one active arm is schematically illustrated in Figure 1(a) . A close-up view of the arm with thermo-optic tuning is shown in Figure 1(b) . The device was patterned on a silicon-on-insulator (SOI) wafer using a combination of e-beam nanolithography and photolithography. The switching rise time and fall time were measured to be 19.6 s and 11.4 s, respectively.
Alternatively, we can electro-optically change the refractive index by carrier injection into silicon. Soref and Bennett found the following relation between the refractive index of silicon and the carrier concentrations for wavelengths near 1.55 m 
where N e and N h are electron and hole concentration changes, respectively. A refractive index change up to n ∼ 10 −3 can be obtained with N e = N h ∼ 3 × 10 17 cm −3 . We demonstrated the first high-speed photonic crystal waveguide modulator on silicon in 2007.
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A schematic of the active arm of the device is shown in Figure 1(c) . The device was made on a silicon-on-insulator wafer through a series of micro-and nano-fabrication processes, including e-beam lithography, photolithography, dry and wet etching, ion implantation, and metal liftoff. The device had a measured modulation bandwidth in excess of 1 GHz, with the lowest driving voltage for high-speed silicon modulators at the time of publication. It should be noted that the introduction of air holes does not significantly increase the electrical resistance of silicon. In Figure 2 , we plot the electrical resistance of a photonic crystal waveguide made in a silicon slab for varying air hole sizes and varying number of rows of air holes. In the simulation, the electrical contact pads were assumed to be placed at a fixed separation about 10 m along the sides of the photonic crystal waveguide. The contact resistance can generally be neglected. Evidently, the electrical resistance may increase about 2.6 times for a large hole radius and for a large number of holes, but the value generally remains on the same order of magnitude as the original silicon slab. In our experiments, we also did not observe an order-of-magnitude change of the resistance after the photonic crystal structures were etched in a silicon slab.
The resistance values in Figure 2 were computed by 2D finite element method for the DC case.
In our 2007 work, we also derived the AC injection current density for a Si modulator based on a forwardbiased p-i-n diode 11 12 
where w i is the intrinsic region width of the p-i-n diode, and f is the modulation frequency. Combining Eqs. (2) and (3), we obtained a minimum AC current density of 10 4 A/cm 2 for high speed (>1 GHz) modulation in a typical SOI waveguide. In addition, we showed that due to the non-ideal diode I-V relation I ∼ exp qV /2k B T at high injection, it is possible to limit (or "lock") the injected carrier concentrations to around N ∼ 3 × 10 17 cm −3 for a diode with proper doping levels and under normal forward bias conditions. This ensures that the silicon modulator naturally works under the most desired electro-optic state. In a follow-up work, we predicted that an RF power consumption of less than 50 mW is possible for 10 GHz silicon modulators. 12 Subsequently, IBM demonstrated a 10 GHz silicon modulator with 50 mW RF driving power in the forward bias mode; 16 MIT Lincoln Laboratory also reported similar power consumption for 10 GHz silicon modulators. 17 These results affirmed the value of Eq. (3) in designing high speed silicon modulators.
We also developed a metal-oxide-semiconductor (MOS) type photonic crystal waveguide modulator, as illustrated in Figure 1(d) . A MOS capacitor can be embedded into a slot photonic crystal waveguide, where the slot is filled with oxide. 18 In such a waveguide, there exist two enhancement effects: the slow light effect, and the field boost inside the low-dielectric slot due to the continuity of surface-normal displacement vector component. Our most recent results show that such a configuration can help reduce the power consumption of a silicon MOS modulator. 19 As mentioned earlier, the slow light effect can also occur in a "bulk" photonic crystal without intentionally introducing line-defects. Such a configuration has been explored in photonic crystal slabs made of conventional electro-optic materials such as LiNbO 3 . 20 
Loss-Limited Effect
The practical application of the slow-light effect is primarily limited by optical loss. For most practical applications, group velocity values of 100 or less have been currently considered. Further slowing down light causes the optical loss to increase significantly. To understand the slow light effect, a close examination of the accompanying optical loss is warranted.
The total insertion loss of a photonic crystal waveguide is given by Loss dB = 10 log 10 C 1 + 10 log 10 C 2 − L
where C 1 and C 2 are the coupling effeciencies at the input and output end of the photonic crystal waveguide, and is the propagation loss coefficient (in the unit of dB/cm). Note that in our definition, 0 < C 1 < 1, 0 < C 2 < 1, > 0. The loss coefficient can be expressed as
where the first term can be attributed to absorption and out-of-plane scattering by random imperfections in the photonic crystal waveguide, and the second term can be attributed primarily to back-scattering (due to random imperfections) into the reverse propagating mode with an identical group index. Several works 21 22 have discussed the scaling of scattering loss theoretically. Here we give a proof of Eq. (5) that does not invoke the detailed solution of the waveguide equation. We consider the scattering process due to random imperfections in a photonic crystal waveguide. For any scattering event of interest, the initial state must be a guided mode, which we assume has a propagation constant . The final state can be a guided mode or a radiation mode. For a line-defect waveguide formed in a photonic crystal slab, the radiation modes propagate out of the plane. Assume the scattering amplitude between an arbitrary initial state and a final state k is T k . In any physical situation, the incoming light is always a wave-packet with a continuous distribution of values, although often the values are within a narrow range centered around 0 . The scattering coefficient for such a wave-packet is roughly
where k represents a final radiation mode, represents a final guided mode, and C B is a constant. The factor f − i ensures that the frequencies of the initial and final states are the same (energy conservation). The 1/v g factor will arise naturally from each integration of an arbitrary function with respect to or
Therefore, we find
where T 1 and T 2 are some constants. The second line in Eq. (8) follows from = − , according to energy conservation in typical photonic crystal waveguides. Note that a similar factor 1/v g k may arise from the integration dk 3 as well. However, the group velocity, v g k , of a radiation mode never vanishes. Therefore, this factor has no significance here and is absorbed into T 1 . Thus, Eq. (5) is proved.
The above derivation clearly shows that the out-of-plane scattering has only one n g factor because only the initial state is a slow-light state, whereas the backscattering process has a n 2 g factor because both the initial and final states are slow-light states. We would be tempted to assume that the value of the second integral in Eq. (6) is much smaller than that of the first, because there are a large number of radiation modes that satisfy the energy conservation whereas only one backward guided mode does so. In other words, the total "scattering cross-section" of all radiation modes could be much larger than that of the backward guided mode. However, a general, rigorous proof is needed.
Experimentally, quantitative evaluation of these scaling laws has been elusively difficult and the reported loss dependences [23] [24] [25] [26] vary between v
g , as discussed in Ref. [27] . It should be clarified that because the scattering events occur statistically uniformly over a given distance, the scattering loss should have the general form
On the other hand, the coupling loss coefficients should have the form C 1 , C 2 ∼ v g , where = 1 for a normally (abruptly) terminated photonic crystal waveguide (see Eq. (15) and related discussions in Section 3.1). Therefore, for a normally terminated photonic crystal waveguide, the total insertion loss is given by
where B 0 is a constant that gives the "baseline" insertion loss.
Here we list several issues in characterizing the optical loss in the slow light regime against Eqs. (4) and (5), or (9): (1) the unknown relative magnitudes of 1 and
THE SUPERPRISM EFFECT AND THE ANGULAR DISPERSION
When a light beam is incident upon a photonic crystal surface, the refraction angle inside the photonic crystal could be 500 times more sensitive to the wavelength perturbation than in a conventional medium. 2 This so called superprism effect is a manifestation of the strong angular dispersion of a photonic crystal.
Significant progress has been made in investigating the superprism effect in the first ten years after its initial discovery. A number of experiments have demonstrated the potential of the superprism effect in wavelength division multiplexing, beam steering, and sensing applications.
3-5 7 28 29 Nonetheless, many fundamental questions remained unanswered: (1) How to express the angular dispersion or angular sensitivity of a photonic crystal in terms of basic parameters of a photonic band structure as we have seen in the slow-light effect? (2) Is there an ultimate limit of the angular sensitivity of a photonic crystal? (3) If there is a limit, what are the limiting factors?
To build a foundation for the solution of these problems, we developed a rigorous theoretical framework to compute the transmission and reflection coefficients for refraction across a photonic crystal surface in a 2005 work. 30 A parallel work was reported by a group at the University of Toronto in the same period. 31 32 Subsequently, we developed the first theory to systematically address the aforementioned general questions in a 2008 work. 33 While the key parameter for tuning the longitudinal dispersion is the group velocity, a new parameter, the curvature of the dispersion surface, must be introduced to describe the angular dispersion. Here the dispersion surface refers to the constant-frequency surface in reciprocal space. This curvature can be calculated directly from the dispersion relation k , which also represents the photonic band structure. With this theory, we can now directly express the sensitivity of the superprism effect in terms of k and explore the fundamental limiting factors of the superprism effect.
In this section, we will briefly introduce our theoretical framework for the superprism effect. Then we will separately discuss two types of superprism effects: the slow-light induced angular dispersion effect and the "pure" angular dispersion effect. We will see some critical scalings and limiting factors for these two types of effects.
Dispersion Surface Curvature and Angular Sensitivity
For convenience, we will consider a 2D photonic crystal and the TM mode of light (magnetic field in the plane). However, our discussion is applicable to other cases. First, we introduce the concept of the dispersion surface curvature. The dispersion surface at an arbitrary circular frequency, 0 = 2 c/ 0 , can be described by
This equation, which gives k y as an implicit function of k x , can be reformulated into an explicit form
J. Nanosci. Nanotechnol. (11) where the derivatives can be calculated from the function given in Eq. (10) .
To derive the relation between the curvature of the dispersion surface and the angular dispersion of the photonic crystal, we consider the conservation of tangential wavevector component across the photonic crystal surface for a configuration depicted in Figure 3 1 c n I sin = k x0 + u sin − v cos (12) where is the incident angle, n I is the refractive index of the incident medium, is the direction of the group velocity (i.e., the beam direction) with respect to the surface normal, u and v are local Cartesian coordinates in the neighborhood of a point, k 0 = k x0 k y0 , on the dispersion surface. Here the local u-axis is parallel to the group velocity, and v-axis is tangential to the dispersion surface. It can be shown from Eq. (12) that the sensitivity of the beam angle to wavelength change (i.e., the angular dispersion) is given by
In addition, the sensitivity to refractive index perturbation is given by
In Eqs. (13) and (14), the quantities, , 1/ cos (note tan = sin / cos ), and n g are the only three factors that can grow several orders of magnitude compared to a conventional medium, which can result in significant enhancements of angular dispersion/sensitivities as observed in prior superprism experiments. However, it turns out that the optical transmission across the photonic crystal surface is given by 30 T ∝ t 2 em v g cos (15) where em is the cell-averaged mode energy density and t is the complex coupling amplitude of the mode in question. Evidently, while larger values of n g or 1/ cos will help enhance the angular dispersion and angular sensitivities, they will also inevitably suppress the optical transmission. Therefore, this type of enhancement will eventually be limited by the maximal optical loss that can be tolerated in a particular application. Note that light propagation inside the photonic crystal may further induce significant optical loss in the slow-light regime, in addition to the surface transmission loss given in Eq. (15) . The total loss may be handled by a theory similar to the discussion following Eq. (5). On the other hand, enhancing the angular sensitivity through large values will not entail high optical loss, therefore is highly preferred in a wide range of applications.
Slow-Light Induced Strong Angular Dispersion
Although Eqs. (13) and (14) obviously indicate a linear dependence of the angular dispersion and angular sensitivity on the group index, a casual numeric analysis without the knowledge of Eqs. (13) and (14) would yield a deceptively stronger enhancement in the slow-light regime. Consider the following approximate mode dispersion near a photonic bandedge
where 0 is the bandedge frequency and b is a constant. The two key parameters for the slow-light effect and the superprism effect have the following frequency dependence near the bandedge
Evidently, the group index and the curvature diverge at the same rate as approaches the bandedge 0 . It is straightforward to show
A straightforward numeric calculation should find that near the bandedge, when the group index increases 10 times, the angular dispersion and angular sensitivities would increase 100 times. Thus, if we did not have the knowledge of the analytic form of Eqs. (13) and (14) ∝ n g because n g and diverge at the same rate. Although the above analysis is based on a specific photonic band structure described by Eq. (16), a general asymptotic analysis, given in Section IIA of Ref. [33] , indicates that such a slow-light induced strong angular dispersion due to equal diverging rate of n g and exists in a wider range of slow-light scenarios.
3.3. "Pure" Angular Dispersion Effect:
Bandwidth Limited
We have found that the dispersion surface can exhibit ultra-high curvature values in the vicinity of certain highsymmetry points in the Brillouin zone (BZ) without the presence of the slow-light effect. 33 An example is the K point of a triangular lattice. Some photonic bands have a double degeneracy at this point. Approaching such a doubly degenerate point, the curvature of the dispersion surface tends to infinity whereas the group velocity approaches a non-zero constant. Therefore, we can enjoy the benefit of the high dispersion and high sensitivity, according to Eqs. (13) and (14), without worrying about the high optical loss that would occur in the slow-light case.
In this case, the scalings of the group index and curvature differ from the slow-light induced superprism effect,
where 0 is the frequency of the doubly degenerate point, where the curvature is singular. Interestingly, according to Eqs. (13) and (14), the overall scaling of the angular dispersion and angular sensitivities with frequency perturbation, = − 0 , in this case remain the same as in Eq. (18) . However, the optical loss is almost constant in this case, independent of the angular dispersion values.
With the optical loss no longer being a limiting factor, the angular dispersion and angular sensitivities can now be enhanced to much higher values until it encounters some other limits. Now we present a fundamental angular sensitivity-bandwidth limit similar to the bandwidth-delay limit for the longitudinal dispersion. Assume the angular dispersion is maintained at a value above d /d 0 over a spectral range of BW (unit: nm). Because the maximum beam steering range can not exceed 180 (no backward propagation is physically possible), we find
This relation is the angular dispersion correspondent of the bandwidth-delay product. Therefore, the maximum bandwidth for a sustained high sensitivity d /d 0 is
For example, a sensitivity of 100 /nm can be sustained over a bandwidth less than 1.8 nm, and a sensitivity of 1000 /nm can be sustained over a bandwidth less than 0.18 nm. For a laser having 1pm linewidth (∼100 MHz), these two cases may allow for 1800 and 180 wavelength tuning points, respectively, which are reasonable for practical applications. These performance parameters are possible with the existing laser technologies. Lastly, we should keep in mind that not all applications require a wide bandwidth. There are some applications that can benefit from a high angular dispersion/sensitivity in a narrow bandwidth. A detailed theoretical analysis based on group theory shows that such types of "pure" angular dispersion originates fundamentally from symmetry induced degeneracy in photonic band structures. Furthermore, such types of symmetry-induced enhancement of angular sensitivities can only occur in 2D and 3D photonic crystals, but not in 1D photonic crystals. Discovering such a crystal-symmetry induced effect exemplifies the effectiveness of utilizing the solid-state physics paradigm to shed new light on the study of periodic dielectric structures, which is the central theme of photonic crystal research. 34 In passing, we note that the rigorous theory for computing the transmission of each photonic crystal mode 30 has been extended to gratings, 35 which can be regarded as monolayer photonic crystals, and 3D photonic crystals. 36 Formulas similar to Eq. (15) can be used to assess the optical loss in the 1D and 3D cases as well.
Before we conclude this section, we would like to mention that there are a number of applications for the superprism effect. Different applications may have additional limiting factors specific to themselves. For example, for the widely studied wavelength demultiplexer application, the beam width divergence is an additional limiting factor specific to this application. Fortunately, recent works 7 37 have demonstrated a promising method of overcoming this limit. Note that this factor is important only for those applications that require narrow beam width (or spot size) at the receiving end of the superprism. If a sufficiently large beam width (hence a small lateral spread of the wavevector) is used, then this factor is less important.
LONGITUDINAL DISPERSION VERSUS ANGULAR DISPERSION: A DIRECT COMPARISON
The analyses in two preceding sections show that the two key parameters, v g and , of the slow-light effect and the superprism effect are entirely determined by the dispersion function k x k y . In other words, we may say that these two effects are manifestations of the longitudinal and angular characteristics of the dispersion function. In this section, we will unveil some further connections between these two effects through an application example. Here we choose the beam steering application, which intends to manipulate the direction of a laser beam by changing the refractive indices of materials in certain device structures. Two approaches are considered: (1) an optical phase array 38 (OPA) composed of a 1D array of slow-light photonic crystal waveguides as shown in Figure 4 ; (2) a superprism composed of a 2D photonic crystal. Note that to steer the output beam in free space, the superprism device can not have a flat output surface parallel to the input surface. In this example, we assume the output surface has a semi-circular configuration for simplicity. 3 First, we re-write Eqs. (1) and (14) in the following forms:
The second equation follows from n a k = a n a (23) where a measures the fraction of mode energy located in the medium a. Note this relation, Eq. (23), is essentially the same as that used in an early derivation of the slow-light enhancement of the phase sensitivity in a photonic crystal waveguide. 1 Therefore, it is not surprising to see that Eqs. (22a) and (22b) share similar factors /n 2 / , which come from / n. In the case of a photonic crystal waveguide, n refers to the refractive index of the waveguide core, and denotes the fraction of the mode-energy in the core region. 1 More interestingly, a direct comparison of the steering angle sensitivity between the two approaches can be obtained from Eqs. (22a) and (22b). For an optical phase array, the far-field beam angle relates to the phase difference, , between adjacent array elements as follows
Therefore, the beam steering sensitivity for a slow-light based optical phase array is given as
To simplify the comparison with the superprism effect, we assume = a , and n = n a . Then the ratio of the beam angle changes in the two cases is given by (26) where SP denotes the superprism effect, and SL denotes the slow-light effect. In most optical phase arrays, the waveguide spacing, d, is on the order of the wavelength, . If we assume sin > 0 1 and note the 2 factor in Eq. (26), these two factors have an overall contribution on the order of unity. Therefore, the difference between SP and SL primarily comes from the terms, ( /L) and (n g SP /n g SL . Note the curvature also has the dimension of length.
As a numeric example, we consider a silicon photonic crystal waveguide with n g SL ∼ 30, and n ∼ 10 −3 . This generally requires a waveguide length on the order of L = 100 m to achieve a phase shift of 2 at = 1 55 m. Note that to extend the waveguide length far beyond this value to achieve larger will cause multiple side-lobes and is not desired for many practical OPA beam steering applications. On the other hand, it is relatively easy to get 100 m in a properly designed photonic crystal superprism. For example, we find 2 / > 10 3 for a hexagonal photonic crystal with n g ∼ 7.
33 In this particular example, the ratio in Eq. (26) is around 3 sin . For moderate values, the beam steering efficiencies due to the two effects are roughly on the same order of magnitude. A more detailed investigation is beyond the scope of this work.
CONCLUSION
In this paper, we have discussed the slow-light effect and the superprism effect in one synergistic perspective based on dispersions. We give rigorous analysis of the phase shift sensitivities, angular sensitivities, optical loss, and bandwidth for these effects in fairly general situations. Particularly, a rigorous proof of the scaling of the scattering loss in the slow light regime is given. The general relations and trends that we have obtained regarding these important parameters provide an important guide for further experiments to verify these effects and to explore new applications.
Symmetry-induced singularities of the dispersion surface curvature and high sensitivities of a photonic crystal We rigorously analyze the dispersion function and the curvature of the dispersion surface of a photonic crystal to explore the fundamental limit of its angular sensitivities. With insight gained from group theory, we find that symmetry induced degeneracy gives rise to a singular dispersion surface curvature and a nonvanishing group velocity simultaneously. Near such a singularity, high angular sensitivities can be achieved at low optical loss. This phenomenon exists generally in most common two-dimensional and three-dimensional photonic crystal lattices, although it occurs only for certain photonic bands as dictated by symmetry. This symmetryinduced effect is absent in one-dimensional crystals. Rigorous formulas of the sensitivities of the light beam directions to wavelength and refractive index changes are derived. Individual contributions of the dispersion surface curvature and group velocity to these sensitivities are separated. In the absence of the Van Hove singularity, a singular dispersion surface curvature gives rise to ultrahigh dispersion ͉ The angular dispersion value is significantly larger than those previously reported for the superprism effect and is not due to slow group velocity. We also discuss how various parameters intrinsic and extrinsic to a photonic crystal may suppress or enhance the angular sensitivities according to the rigorous formulas we obtain. 
I. INTRODUCTION
Photonic crystals provide high optical sensitivities not achievable in conventional media. The high dispersion and slow group velocity of photonic crystal waveguides help significantly shorten the interaction length for optical modulation. [1] [2] [3] [4] [5] Critical to this advance is a clear-cut expression that gives the enhancement of the nonlinear phase sensitivity of a photonic crystal waveguide mode in terms of the group velocity. 1 On the other hand, the high anisotropy and angular dispersion of photonic crystals were found to cause beam directions to have 500-fold higher sensitivities to wavelength variation, which was named the superprism effect. 5 Such high wavelength sensitivities are frequently accompanied by high sensitivities to refractive index perturbations. 6, 7 These high sensitivities have aroused wide interest for potential applications in fiber optic communication, sensing, and nonlinear optics. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] However, a general, quantitative relation between the anisotropy and these sensitivities of photonic crystals is needed to determine the ultimate limits of the sensitivities before we can fully uncover the potential of these sensitive effects for a wide range of important applications. For example, the sensitivity of the superprism effect is often enhanced near a band edge at the cost of a low optical transmission due to the slow group velocity. Whether this sets a fundamental limit of the maximum achievable sensitivity for practical applications is an interesting question to explore.
In this work, we rigorously show that high angular sensitivities to wavelength and refractive index perturbations can be achieved in the vicinity of a singular dispersion surface curvature or the vicinity of a vanishing group velocity. Explicit analytical expressions are given to separate the effects of the curvature and group velocity. Of particular interest is the case where a singular curvature appears together with a nonvanishing group velocity ͑and therefore high transmission͒ owing to symmetry-induced mode degeneracy. Such a case is predicted prevalent in high symmetry twodimensional ͑2D͒ and 3D photonic crystal lattices, but absent in 1D photonic crystals. Van Hove singularities, the singularities of the density of states due to a vanishing group velocity, have been proven to be an insightful concept for understanding some interesting effects in photonic crystals. 18 The singularities of the dispersion surface curvature discussed here may occur at nonvanishing group velocities, where Van Hove singularities are absent. Therefore this type of singularity can lead us to some different effects or new functional regimes of photonic crystals. This paper is organized as follows. In Sec. II A, we will first examine some analytic properties of the photonic crystal dispersion function. This allows us to identify the correlation and decorrelation of a singular curvature and a vanishing group velocity, which highly depends on lattice symmetry and mode degeneracy. An example based on an approximate model is presented in Sec. II B. In Sec. III, we give key rigorous formulas of the angular sensitivities of photonic crystals. An example is used to illustrate the individual control of the curvature and group velocity so as to achieve large sensitivities at low optical loss. Section IV discusses the contributions of intrinsic and extrinsic parameters to photonic crystal sensitivities, the effect of dimensionality and lattice types, and the difference from Van Hove singularities. r = 0.3a. Intuitively, the dispersion contour depicted in Fig.  1͑c͒ shrinks as approaches E ; its curvature ͑roughly the inverse of the radius͒ grows toward infinity for smaller and small contours. A close-up examination of the ͑k͒ curves in Fig. 1͑a͒ shows that their slopes approach a nonvanishing value as approaches E ; this indicates nonvanishing v g values. These intuitive pictures facilitate the qualitative understanding of the phenomena in this particular example. However, to prove that these effects mathematically follow from the theory given in the preceding section and therefore are a particular instance of a general effect proposed herein requires more detailed study.
In this section we employ a degenerate perturbation technique ͑DPT͒ involving three dominant Fourier components 23 to analytically compute for this 2D triangular lattice. The numerical form of this DPT has been studied in detail. 23 Here we find that this DPT turns out to give some heuristic analytic forms of the curvature. As a by-product, we also find some interesting analytic forms of other physical quantities such as the frequencies at the band edge of high symmetry points. Note that this approximate DPT theory is used in this section ͑Sec. II B͒ only.
We have verified that this DPT method agrees well with the rigorous plane wave expansion ͑PWE͒ method for eigenfrequencies of the lowest band, as shown in Fig. 1͑a͒ . We define 0 2 = 2 ͑0͒, 1 2 = 2 ͑b 1 ͒ = 2 ͑b 2 ͒ = 2 ͑b 3 ͒, where b 1 , b 2 , and b 3 are the three shortest reciprocal lattice vectors and ͑G͒ can be given in Bessel functions. 20 For this section only, we consider coordinates ͑u , v͒ with the origin fixed at the K point and ␥ = 0, which allows for a simple analytic expression of on the BZ boundary. The determinant D of Eq. ͑1͒ for the three leading Fourier components is given by higher in photonic crystals. Note the DPT is used to give an intuitive expression of for this example, it will not be employed in the derivation or calculation in the rest of this work.
III. ANGULAR SENSITIVITIES OF A PHOTONIC CRYSTAL
A. Derivation of the sensitivity formulas
The response of the mode energy flux direction ͑i.e., beam direction͒ of a photonic crystal to a small perturbation of wavelength or refractive index is of paramount interest to many applications. To study this optical response, we need to find the relationship between and a measurable ͑extrinsic͒ quantity in a typical experimental configuration illustrated in Fig. 1͑b͒ . The coupling condition for the input surface is given by
where ␥ is the angle of the group velocity at k 0 = k x0 e x + k y0 e y with respect to the input interface. Here k 0 is an arbitrary point on an arbitrary dispersion contour. Consider cases where the incident angle, ␣, is fixed and one varies the wavelength or the refractive index of one constituent material ͑for example, n a ͒. First, we analyze the wavelength perturbation. We notice
͑8͒
where we have omitted terms of the order ⌬ 2 , ⌬v 2 , ⌬⌬v, and higher. The second term in Eq. ͑8͒ vanishes because we have ͑‫ץ‬u / ‫ץ‬v͒ = 0 along a dispersion contour ͑constant-contour͒. We also note that according to Eq. ͑7͒, a perturbation ⌬ with a fixed value of ␣ leads to n I ⌬ sin ␣ = k x0 + ⌬u cos ␥ − ⌬v sin ␥ around u = v = 0. Note in the above equation, terms proportional to ⌬␥ vanish at u = v = 0 and should not appear. where em is the mode energy density and t is the complex coupling amplitude 24 of the mode in question. Typically, the wavelength or refractive index varies over an ultranarrow range ͑less than ϳ1%͒ in high sensitivity cases, and ͉t͉ and em generally vary insignificantly across this range according to our computation. For the modes in the nondegenerate K-valley ͑IRREP A 1 ͒ in Fig. 1͑a͒ , the group velocity v g vanishes as the wavelength approaches the band edge at A 1 . Thus the normalized transmission T is low, and T largely follows the trend of small v g as shown in Fig. 3͑b͒ in accordance to Eq. ͑12͒. High sensitivities, ͉ d dn a ͉, shown in Fig. 3͑a͒ are achieved at the cost of low transmission. In contrast, the symmetry-induced degeneracy limits v g to a nonvanishing value around the degenerate K point ͑IRREP E͒ at E . Therefore the transmission remains high for most of the spectrum as depicted in Fig. 4͑b͒ .
To recapitulate, we note that the sensitivities to wavelength and refractive index can be significantly enhanced if any of the three terms, , n g , and 1 / cos , is large in Eqs. ͑10͒ and ͑11Ј͒. Unfortunately, the transmission given in Eq. ͑12͒ is inversely proportional to the last two terms, leaving the only desired route for high sensitivities at low optical loss.
For a numerical example, we set the transmission threshold at 50%. This gives the maximum achievable ͉ ͉ϳ3.5ϫ 10 4 deg near the degenerate K point at E in the first band, according to Fig. 4͑a͒ . Clearly, orders of magnitude higher sensitivities can be achieved in a photonic crystal without severely suppressing optical transmission. Here we are more interested in index sensitivities for sensing and nonlinear optics applications. These applications do not require the beam center shift to be much larger than the beam width, and therefore are not limited by some issues found in wavelength demultiplexing applications. 10 Generally, it is easy to detect a minimum lateral shift 10 m of the beam center on the exit end of a photonic crystal. Then a photonic crystal sensor only needs a length Ͻ50 m to resolve a refractive index change of ⌬n a ϳ 0.001 with a sensitivity ͉ ͉ value may also significantly enhance certain nonlinear optical effects such as all optical switching and beam-steering 7 or deflection based Q-switching, where a small ⌬n a can be generated by a pump-control beam or by the signal beam itself. Detailed discussion on applications is beyond the scope of this paper.
IV. DISCUSSIONS
A. Intrinsic and extrinsic parameters
All quantities in Eqs. ͑10͒ and ͑11Ј͒ can be easily calculated in any coordinate system. For example, ‫ץ͑‬ / ‫ץ‬n a ͒ u,v ϵ͑‫ץ‬ / ‫ץ‬n a ͒ k , the latter can be computed in a regular ͑k x , k y ͒ coordinate system whose origin is at the BZ center, ⌫. Also, the well-known formulas, ϵ
3/2 and n g = c / ٌ͉ k ͉, can be employed to calculate and n g in ͑k x , k y ͒ coordinates. Indeed, it is straightforward to see that these intrinsic quantities ͓͉͉, n g , and ‫ץ͑‬ / ‫ץ‬n a ͒ k ͔ do not rely on the choice of the coordinate systems. Note this statement is valid only for those coordinate systems that can be related to ͑k x , k y ͒ through a Euclidian transformation, which is sufficient for all practical purposes. As long as the values of , ‫ץ͑‬ / ‫ץ‬n a ͒ u,v , and n g are computed for each k point separately, we will not compromise the rigor of Eqs. ͑10͒ and ͑11Ј͒. More discussion on understanding the rigor of our method is presented in Appendix B. We call and ␣ extrinsic parameters because they are related to how a photonic crystal is coupled on the surface. The angle should be determined as the angle of the group velocity at the coupled k 0 point with respect to the normal of the photonic crystal surface. Therefore if we rotate the x,y axes ͑but not lattice axes intrinsic to the photonic crystal͒, the angle should not change. Some further analysis helps understand the effects of intrinsic and extrinsic parameters. Once a coupling configuration ͑including surface orientation, incident angle, and wavelength͒ is given, the sensitivity values given in Eqs. ͑10͒ and ͑11Ј͒ are determined, independent of the choice of the coordinate system. On the other hand, consider two experiments for the same photonic crystal lattice: ͑1͒ light impinges on a surface having Miller indices ͑h 1 h 2 ͒ = ͑10͒ at an incident angle ␣ 1 ; and ͑2͒ light impinges on a surface having ͑h 1 h 2 ͒ = ͑23͒ at an incident angle ␣ 2 . By coincidence we may couple to the same ͑physical͒ k 0 point on the dispersion surface in these two experiments. Although the intrinsic parameters , ‫ץ͑‬ / ‫ץ‬n a ͒ u,v , and n g are the same, the different extrinsic parameters cause entirely different angular sensitivity values. In this sense, these angular sensitivities themselves are also extrinsic quantities, which depend on the external coupling conditions.
The separation of extrinsic parameters and intrinsic parameters also allows us to see some interesting effects. Generally, a large intrinsic parameter at a photonic band of interest means that a photonic crystal is potentially highly sensitive to both wavelength and refractive index perturbations. However, the external coupling conditions, described by the extrinsic parameters, could modify or even suppress certain sensitivities actually observed. For example, if the term n I sin ␣ − n g sin in Eq. ͑10͒ vanishes under a given coupling configuration ͑or close to zero over a range of coupling parameters͒, it is possible to produce a device that has a very high refractive index sensitivity and a relatively low wavelength sensitivity in certain parameter ranges. This may help enhance the bandwidth of certain devices. Further study is needed to explore this possibility.
B. Effects of dimensionality and lattice types
The theory developed here can be extended to treat other common lattices in 2D and 3D. We note that a similar singularity of can occur for a square lattice, where the corresponding BZ corner ͑M point͒ retains the C 4v symmetry and has one 2D irreducible representation. Therefore an ultralarge curvature can appear with a nonvanishing v g for the two most common 2D lattice types. Similar analysis can be applied to the TE polarization. It can be proven from group theory that symmetry-induced singularities of the dispersion surface curvature at v g 0 can also exist for most common 3D lattices, such as simple-cubic, face-centered-cubic, and body-centered-cubic lattices. The analysis will be similar in spirit though more complicated in form because a surface in 3D has two principal curvatures. 19 For many practical scenarios in 3D, effective 2D dispersion surfaces may be used, 5 then the above 2D analysis remains applicable.
The phenomena discussed here do not exist in 1D photonic crystals because all 1D point groups are Abelian and have no degeneracy. For a 1D grating of the same period a, its angular dispersion 25 Note that our photonic crystal surface coupling theory 24 has been extended to compute mode transmissions for 3D photonic crystals 26 and 1D gratings. 27 Also note that in grating diffraction, the diffracted beam angle refers to the angle outside the grating. For the original superprism effect, the beam angle sensitivity refers to the angle inside the photonic crystal. For some integrated devices, 15 beam angles outside the photonic crystal need not be sensitive and the sensitivity is employed through the sensitive shift of the output position on the exit surface. If the output angle sensitivity is exploited, then the output surface must not be parallel to the input surface.
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C. Van Hove singularities and some other issues
We shall mention that Van Hove envisioned that a minimum of one band and a maximum of another may "contact" each other, and the Van Hove singularity will be weakened or suppressed by "compensation." 28 In our case, it is straightforward to prove that the Van Hove singularity is virtually absent 29 at E due to a nonvanishing v g , but the curvature exhibits a singularity. Note that one type of extreme anisotropy near the ⌫ point was found to be associated with a divergent Van Hove singularity for a 2D square lattice. 30 The curvature singularity discussed here comes with a suppressed Van Hove singularity, and is a different, general phenomenon. Our Eq. ͑10͒ shows Note that usually the dielectric function of a photonic crystal is local and is considered accurately known. Hence additional boundary conditions 31 are not needed for a semiinfinite photonic crystal even when multiple modes appear. Other theoretical works on photonic crystal surface coupling also do not invoke additional boundary conditions. 32 In summary, we rigorously analyze the dispersion surface curvature in 2D photonic crystals and discuss its relation to angular sensitivities of a photonic crystal. The individual contributions of the curvature and group index to the angular sensitivities are separated. Furthermore, assisted by group theory, we analytically show that symmetry induced degeneracy allows for high sensitivities without compromising optical transmission in 2D and 3D photonic crystals, leading to promising applications including sensing and nonlinear optics. We also discuss the possibility of maximizing the refractive index sensitivity while suppressing the wavelength sensitivity.
