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Abstract
In this paper we 1nd the Wiener chaos expansion for the local time of the fractional Brownian
motion with Hurst parameter H and we derive a Tanaka formula in the case H ¿ 13 . As an
application we deduce an Itoˆ’s formula for convex functions. c© 2001 Elsevier Science B.V.
All rights reserved.
MSC: 60H05; 60J55
Keywords: Fractional Brownian motion; Local time; Tanaka formula
1. Introduction
The fractional Brownian motion (fBm) of Hurst parameter H ∈ (0; 1) is a centered
Gaussian process B= {Bt; t¿ 0} with the covariance function (see Mandelbrot and
Van Ness, 1968)
E(BtBs)= 12 (s
2H + t2H − |t − s|2H ): (1)
There has been a recent development in the stochastic calculus with respect to this pro-
cess. DiBerent approaches have been used to de1ne stochastic integrals and to establish
change-of-variable formulas (see, among others, AlCos et al., 2000, 2001; Carmona and
Coutin, 1998; Dai and Heyde, 1996; Decreusefond and DUstDunel, 1998; Duncan et al.,
2000; Hu and Fksendal, 1999; Lin, 1995; ZDahle, 1998). The purpose of this paper
is to establish the following version of Tanaka’s formula for the fractional Brownian
motion, assuming H ¿ 13 :
|Bt − a|= |a|+
∫ t
0
sign(Bs − a) dBs + Lat : (2)
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The stochastic integral appearing in this formula coincides with the divergence oper-




2H−1 ds. This result extends the classical Tanaka’s formula for the Wiener
process (H = 12), where L
a
t is the local time of the Brownian motion, and the stochastic
integral is an Itoˆ integral.
The paper is organized as follows. Section 2 contains some preliminaries about the
stochastic calculus with respect to the fractional Brownian motion. In Section 3 we





exists in L2(), and we compute its Wiener chaos expansion. Section 4 is devoted to
establish Tanaka’s formula and its application to a generalization of Itoˆ’s formula to
convex functions.
2. Preliminaries
Let B= {Bt; t ∈ [0; T ]} be the fractional Brownian motion (fBm) with Hurst para-
meter H ∈ (0; 1), that is, B is a zero mean Gaussian process with the covariance function
R(t; s)= 12 (s
2H + t2H − |t − s|2H ):





where W = {Wt; t ∈ [0; T ]} is a Wiener process, and K(t; s) is the kernel (see AlCos
et al., 2001; Decreusefond and DUstDunel, 1998)













 H−3=2(1− (+ 1)H−1=2) d:










(t − s)H−3=2: (4)
It is possible to construct a stochastic calculus of variations with respect to the
Gaussian process B, which will be related to the Malliavin calculus with respect to the
Wiener process W . We refer to AlCos et al. (2001) for a complete exposition of this
subject. We recall here the basic de1nitions and results of this calculus.
Let In(fn) denote the multiple stochastic integral of a symmetric kernel fn ∈
L2([0; T ]n) with respect to the Wiener process W . Given a square integrable random
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If p∈ (1;∞) and ∈R we de1ne the Sobolev spaces D;p as the closure of the set
of polynomial random variables with respect to the norm
‖F‖;p = ‖(I − L)=2F‖Lp():
We denote by D the derivative operator, de1ned on multiple integrals as Dt(In(fn))=
nIn−1(fn(·; t)). The operator D is continuous from D;p into D−1;p(L2([0; T ])). The
adjoint of D is called the divergence operator, denoted by , and it is continuous
from D;p(L2([0; T ])) into D−1;p. We denote by Dom  the domain of the divergence
in L2(). The operator  de1ned in Dom  coincides with an extension of the Itoˆ
stochastic integral to anticipating processes introduced by Skorohod (1975). For this





We can also develop a stochastic calculus for the fBm B. Now the basic Hilbert
space L2([0; T ]) will be replaced by the reproducing kernel Hilbert space (RKHS)
H of the fBm, de1ned as the closure of the linear span of the indicator functions
{1[0; t]; t ∈ [0; T ]} with respect to the scalar product 〈1[0; t]; 1[0; s]〉H=R(t; s):
We denote by E the set of step functions on [0; T ]. Consider the linear operator K∗T
from E to L2([0; T ]) de1ned by




















for all ’∈E and h∈L2([0; T ]), where (Kh)(t)= ∫ t0 K(t; s)h(s) ds.
As a consequence, the RKHS H can be represented as the closure of E with respect
to the norm ‖’‖H= ‖K∗T ’‖L2([0;T ]), and the operator K∗T is an isometry between H
and a closed subspace of L2([0; T ]), that is,
H=(K∗T )
−1(L2([0; T ])): (5)
This isometry allows us to establish relationships among the derivative and diver-
gence operators with respect to the processes W and B. We will add a superindex (or
subindex) B to denote the spaces and operators for the process B. More precisely, we
have:
(i) D;p =D;pB , and K∗TDBF =DF , for any F ∈D;p.
(ii) Dom B =(K∗T )
−1(Dom ), and B(u)= (K∗T u) for anyH-valued random variable
u in Dom B.
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We will make use of the notation B(v)=
∫ T
0 vs dBs for any v∈Dom B. Hence, if





(K∗T u)s dWs: (6)
The random variable B(v) can be interpreted as a stochastic integral de1ned as the
limit of Riemann sums constructed using Wick products (see AlCos et al., 2001; Hu
and Fksendal, 1999).
We recall the following basic lemma on the divergence operator:
Lemma 1. Let un be a sequence of elements in Dom B which converges to u in
L2(;H). Suppose that B(un) converges in L2() to some square integrable random
variable G. Then u belongs to the domain of B and B(u)=G.
We will denote by c a generic constant that may be diBerent from one formula to
another one. Moreover, by convention K(t; s)= 0 if s¿ t.
3. The local time of the fBm
Let B= {Bt; t ∈ [0; T ]} be the fBm with Hurst parameter H ∈ (0; 1). We de1ne the





It is well-known (see Berman, 1973; Geman and Horowitz, 1980) that the occupation
measure  → ∫ t0 1(BHs ) ds has a density $at which has a continuous version in the
variables a and t. More precisely (see Geman and Horowitz, 1980, Table 2), $at has
HDolder continuous paths of order ¡ 1−H in time, and of order &¡ (1−H)=2H in the
space variable, provided H¿ 13 . Moreover, $
a
t is absolutely continuous in a if H ¡
1
3 ,
it is continuously diBerentiable if H ¡ 15 , and its smoothness in the space variable
increase when H decreases. The local time Lat appearing in formula (2) is related with





2H−1$a(ds), and the HDolder continuity properties of $at
can be transferred to Lat . In fact, integrating by parts we can write
Lat =2Ht




Moreover, being the density of the occupation measure, Lat is a nondecreasing







be the heat kernel with variance '¿ 0. We denote by Hn the nth Hermite polynomial
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and H0(x)= 1. Following the arguments of Nualart and Vives (1992), in this section
we will show the following result:




p'(Bs − a)s 2H−1 ds
converge to Lat in L
2() as ' tends to zero. Furthermore the local time Lat has the










In(K(s; ·)⊗n) ds: (8)
Proof. Let us 1rst compute the Wiener chaos expansion of p'(Bs − a), for any s¿ 0.
Stroock’s formula (see Nualart, 1995) says that any random variable F belonging to
the space
⋂







where Dn denotes the nth iteration of the derivative operator D. We have
Dn[p'(Bs − a)]=p(n)' (Bs − a)K(s; ·)⊗n: (10)
By the semigroup property of the heat kernel,
E(p'(Bs − a))=ps 2H+'(a): (11)













= n!(s2H + ')−n=2ps 2H+'(a)Hn
(
a√
s 2H + '
)
: (12)












From (13) we deduce the Wiener chaos expansion∫ t
0





+n;'(s)In(K(s; ·)⊗n)s 2H−1 ds:
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We will prove that this expression multiplied by the factor 2H converges in L2(), as
' tends to zero to the right-hand side of (8). It is clear that for any n¿ 0, the multiple











+n;'(s)In(K(s; ·)⊗n)s 2H−1 ds
)2
:




















R(u; v)n+n;'(u)+n;'(v)(uv)2H−1 dv du: (16)
We recall that
Hn(y)e−y






























Substituting this estimate in (14) yields
|+n;'(s)|6 c2n=2[n=2]! s
−(n+1)H ;






R(u; v)n(uv)(1−n)H−1 dv du;
where cn = cn!=2n([n=2]!)2.
By the scaling property of the fBm we have R(u; v)=R(1; v=u)u2H . Hence, making
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1 + z2H − (1− z)2H
2z H
)
6 z H :
Indeed, the function f(z)= 1 − z2H − (1 − z)2H is nonpositive in [0; 1], because




and (15) holds because, by the Stirling formula, cn behaves as 1=
√
n.







R(1; z)nz(1−n)H−1 dz¡∞: (17)
























[1− (R(1; z)z−H )p]−1=pz H−1 dz¡∞;
provided p¿ 2H , because in a neighbourhood of 1 the function
[1− (R(1; z)z−H )p]−1=p
behaves as p(1− z)−2H=p, and (17) holds.
Finally we have to show that the limit of 2H
∫ t
0 p'(Bs−a)s 2H−1 ds, denoted by 0at , is
the local time Lat . The above estimates are uniform in a∈R. Therefore, we can conclude
that the convergence of 2H
∫ t
0 p'(Bs − a)s 2H−1 ds to 0at holds in L2(×R; P×2), for
any 1nite measure 2. As a consequence, for any continuous function g in R with






p'(Bs − a)s 2H−1 ds
)
g(a) da















which implies that 0at =L
a
t .
308 L. Coutin et al. / Stochastic Processes and their Applications 94 (2001) 301–315











Remark 2. As in the paper Nualart and Vives (1992) we can introduce the compo-
sition a(Bs), which is a distribution on the Wiener space in the sense of Watanabe.



















longs to the space D;2, for any ¡ 1=2.
4. Tanaka formula for the fractional Brownian motion
Using the stochastic calculus for the fractional Brownian motion developed in the
paper AlCos et al. (2000) we are able to deduce a Tanaka formula. We will consider
1rst the case where the Hurst parameter is larger than 12 .
4.1. Case H ¿ 12
Theorem 3. Let B= {Bt; t ∈ [0; T ]} be a fBm with parameter H ¿ 12 . Then
|Bt − a|= |a|+
∫ t
0
sign(Bs − a) dBs + Lat : (18)
Proof. Consider the heat kernel p'(x) introduced in (7) and de1ne
F ′' (x)= 2
∫ x
−∞
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Then F ′' (x) converges to sign(x), and F'(x) converges to |x| as ' tends to zero. By
Itoˆ’s formula of AlCos et al. (2001) we can write, for any 1xed a∈R





' (Bs − a)] dWs + 2H
∫ t
0





' (Bs − a)]=
∫ t
s




Clearly F'(Bt − a) converges to |Bt − a| as ' tends to zero in L2(). We claim that
{K∗t [F ′' (Bs − a)]; s∈ [0; t]}
converges in L2([0; t]×) to {K∗t [sign(Bs − a)]; s∈ [0; t]}. In fact, for all a∈R, and






















|F ′' (Br − a)− sign(Br − a)|2 dr;
which clearly converges to zero as ' tends to zero.
The proof follows taking the limit in L2() as '→ 0 in Eq. (20), and using Lemma 1
and Proposition 2.
In the same way we can prove the following additional versions of Tanaka’s formula:







(Bt − a)−=(−a)− −
∫ t
0




4.2. Case 13 ¡H ¡
1
2
We begin with the following technical estimation.
Lemma 4. Fix 0¡s¡t6T and a∈R. Then
P(Bt ¡a; Bs ¿a)6CT;a(t − s)Hs−2H ; (23)















R(t; t)R(s; s)− R(t; s)2
R(s; s)
:
Notice that X and Y are independent N(0; 1) random variables. As a consequence,











We make the change of variables


















































and consider a  ∈ (−)=2; )=2) such that












With this notation we can write
P(r; ) = r2 + a272 + 2ar7 cos(−  )
¿ (r − |a|7)2;













Substituting (25) into (24) yields
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Taking into account that for any x¿ 0 we have
)
2
− arg tan 1
x
6 x;
we can deduce the following estimate:












We have, using the decomposition Bt =Bs + Bt − Bs
R(t; t)R(s; s)− R(s; t)2 = E(B2t )E(B2s )− (E(BtBs))2
= E((Bt − Bs)2)E(B2s )− (E((Bt − Bs)Bs))2











2(t − s)Hs−H : (27)
On the other hand, a simple computation yields
72 =
E((Bt − Bs)2)










6 2(t − s)Hs−2H : (28)
Substituting (27) and (28) into (26) we get









(t − s)Hs−2H ;
which completes the proof of the lemma.
Remark 4. In the case a=0 the proof of the above lemma yields the explicit
expression







R(t; t)R(s; s)− R(t; s)2 :
Proposition 5. Suppose that 13 ¡H ¡
1
2 . Then, the process{∫ t
s
[F ′' (Br − a)− F ′' (Bs − a)]
@K
@r
(r; s) dr; 06 s6 t
}
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converges in L2([0; t]×) to the process{∫ t
s
[sign(Br − a)− sign(Bs − a)]@K@r (r; s) dr; 06 s6 t
}
as ' tends to zero.











Indeed, using the relationship
sign(Br − a)− sign(Bs − a)= 2(1{Br¿a; Bs¡a} − 1{Br¡a; Bs¿a});





















and applying the estimates (23) and (4), and using that −B has the same distribution






(r − s)3H=2−3=2s−H dr
)2
ds;
which is 1nite because H ¿ 13 . Thus (29) holds.
Using Eq. (19) we can write on the set {Br ¡a; Bs ¿a}


















Similarly, on the set {Br ¿a; Bs ¡a} we have


















Finally, on the set {Br ¡a; Bs ¡a} ∪ {Br ¿a; Bs ¿a} the diBerence sign(Br − a)−
sign(Bs − a) cancels and we have by Eq. (19)
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Notice that in the set {Br ¡a; Bs ¡a} ∪ {Br ¿a; Bs ¿a} the quantities Br − a and
Bs − a have the same sign. As a consequence, to complete the proof of the proposi-




































The convergence to zero of (31) follows from the dominated convergence theorem. In
























×(r − s)H−3=2 dr:
Clearly, for every z ∈R and every s¡ r, the probability
P(a¡Br ¡z
√
'+ a; Bs ¿max(z
√
'+ a; a))1=2 (33)
converges to zero as ' tends to zero. By the dominated convergence theorem the integral
of this probability with respect to the measure e−z
2=2(r − s)H−3=2 dr dz tends to zero
as ' tends to zero. Indeed, from the estimate (23) we obtain that (33) is bounded by
cT (1 + |a|+ |z|
√
')1=2(r − s)H=2s−H :
A further application of the dominated convergence theorem yields the convergence to
zero of (32) as ' tends to zero. The proof of the proposition is complete.
The next theorem provides a Tanaka formula in the case for 1=3¡H ¡ 1=2.
Theorem 6. Let B= {Bt; 06 t6T} be a fBm with parameter 13 ¡H ¡ 12 . Then
|Bt − a|= |a|+
∫ t
0
sign(Bs − a) dBs + Lat : (34)
Proof. By the Itoˆ formula established in AlCos et al. (2001) when H ¿ 14 , we deduce
that (20) holds for each '¿ 0, where here
K∗t [F
′
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Then the result follows by taking the limit as ' tends to zero in L2(), using Lemma 1
and Proposition 2.
As in the case H ¿ 12 , we can also establish the formulas (21) and (22).
4.3. Itoˆ formula for convex functions
We will assume in this section that 13 ¡H ¡ 1. We recall that if a function f is
convex, its second derivative f′′ in the sense of distributions is a positive measure.
Tanaka’s formula for the fBm can be applied to derive a generalization of Itoˆ’s formula
to a convex function f.
Proposition 7. Suppose that f is a convex function such that the right derivative f′+











Proof. By our assumption on the derivative, the measure f′′ has support contained in
a compact interval J . We will use the following decomposition:





|x − a|f′′(da); (36)






sign(x − a)f′′(da): (37)
Applying formula (36) to the fractional Brownian motion yields






Then we apply now the Tanaka formula, obtaining









sign(Bs − a) dBs + Lat
)
f′′(da)
















Using Fubini’s theorem for the Skorohod integral (see Nualart, 1995, Exercise 3:2:8)











It is possible to extend formula (35) to any convex function by means of a localiza-
tion argument. In fact, for any k ¿ 0 de1ne Gk = {sup06 s6 T |Bs|¡k} and let f(k) be
a convex function such that f(k) =f on [− k; k], and such that f(k)′′ vanishes outside
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which gives the desired formula on the set Gk , provided we de1ne the stochastic integral∫ t
0 f
′




− (Bs) dBs. Letting k tend to in1nity we deduce the Itoˆ
formula for a general convex function f. However, notice that the stochastic integral∫ t
0 f
′
−(Bs) dBs may change if we use a diBerent localization procedure, because we only
know that the processes f(k)
′
− (Bs) belong to the domain of the divergence operator 
B,
and the local property for this operator is known only on D1;2B .
For further reading
The following references are also of interest to the reader: Feyel and de la Pradelle
(1996), Kleptsyna et al. (1996), Norros et al. (1999), Russo and Vallois (1993, 2000).
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