A continuous linear operator T : X → X on a topological vector space X is called hypercyclic if there is x ∈ X such that the orbit {T n x} n 0 is dense in X. We establish a criterion for hypercyclicity, and study some applications. In particular, we establish hypercyclic left-multipliers L T : S → T S on the space L (X, Y ) of continuous linear operators between X and Y , provided with the topology of uniform convergence on bounded sets, for some spaces X, Y of holomorphic functions.
Introduction
A continuous linear operator T : X → X on a real or complex topological vector space (TVS) X, is said to be hypercyclic if for some vector x ∈ X, called hypercyclic for T , the orbit Orb(T , x) ≡ {T n x} n 0 is dense. Thus the existence of a hypercyclic operator in L (X), i.e., the algebra of continuous linear operators on X, requires that X is separable. An F -space is a complete metrizable TVS and so, a Fréchet space is a locally convex F -space. (By an F -topology on a vector space X we refer to a topology f for which (X, f ) is an F -space.) For F -spaces we have the following well-known Hypercyclicity Criterion to establish hypercyclicity, see [1] :
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At this point, there is no such criterion for non-F -spaces. For such spaces, authors instead typically apply the following simple condition, see, e.g., [4, 11] :
Proposition 2. Let X be a TVS and T ∈ L (X). Assume there exist an F -space Y (or any TVS Y ), a hypercyclic operator S ∈ L (Y ) and a continuous map i : Y → X with dense range, such that T i = iS. Then T is hypercyclic.
The main objective in this note is to establish the following criterion, also applicable for non-F -spaces, which is some sort of synthesis of Propositions 1 and 2, and cf. [6 
, Theorem 2.1] and [8, Proposition 4]:

Theorem 3. Let T : X → X be a continuous linear operator on a TVS X = (X, τ ). Assume X admits an F -topology f such that T is f -continuous and the topology τ on X is coarser than f . Then T is τ -hypercyclic provided there exist a countable τ -dense set Y ⊆ X and a sequence (S n ) of maps S n : Y → X, such that for all x ∈ Y :
T n x → 0, S n x → 0 in (X, f ), and T n S n x = x.
Note here that (X, f ) needs not to be separable, which should be compared to that Y has to be separable in Proposition 2. Noteworthy is also that our proof of Theorem 3 is constructive, in the sense that we obtain an expression for the required hypercyclic vector. Let us mention an important situation where Theorem 3 can be applied. Let X be a separable Banach space. Then X is σ (X , X)-separable, but may fail to be separable in norm, and thus fails to support a hypercyclic operator. (Recall that this is the case when X = 1 , since 1 = ∞ is not norm-separable.) In any case, σ (X , X) is coarser than the norm-and F -topology on X and so, Theorem 3 is applicable to establish σ (X , X)-hypercyclic operators. We shall come back to this observation in Section 3, where we consider applications of Theorem 3. Another situation where our criterion is applicable is, as we shall see in Section 3, when we consider hypercyclicity of left-multipliers. More specifically, the space of continuous linear operators between the topological vector spaces X and Y , is denoted by
Of course, a necessary condition for a left-multiplier L T to be hypercyclic, say, with respect to the Strong Operator Topology (SOT) on L (X, Y ), or any finer topology, is that T is hypercyclic. (Recall that SOT is the topology of pointwise convergence.) In fact, it follows that if S is an SOT-hypercyclic vector for L T , then S maps nonzero vectors onto hypercyclic vectors for T . Now, in the other direction, a recent result of Bonet et al. [4, Theorem 3.1] states that if X, Y are separable Fréchet spaces and where X admits a continuous norm, then L T is SOT-hypercyclic provided T satisfies the Hypercyclicity Criterion (see also [6, 8] ). Thus it is a natural question to ask if we can have hypercyclicity of left-multipliers with respect to some finer topology on L (X, Y ), say, the Uniform Operator Topology (UOT) defined by uniform convergence on bounded sets (see also [4, Remark 3.4] 
The proof of Theorem 3
Our proof of Theorem 3, that follows, is inspired by ideas of Chan [6, Theorem 2.1], see also [15] where we obtained a special case.
Let Y = {x n } n 1 and let {U n } n 1 be a decreasing neighborhood basis of the origin for (X, f ) such that each U n is balanced and closed. We construct a sequence (n k ) of natural numbers as follows. Choose n 1 > 0 such that S n 1 (x 1 ) ∈ 2 −1 U 1 . Next we choose n 2 > 0 such that
(That this is possible follows by first applying the continuity if T n 1 , and then the fact that T n (x 1 ) and S n (x 2 ) go to zero as n → ∞.) Assume n 1 , . . . , n k−1 are chosen, then we choose n k > 0 so that
for i = 1, . . . , k − 1, and
Condition (3) implies that the partial sums of
form a Cauchy sequence in (X, f ), and hence the series converges to an element x ∈ X. We prove that x is a required hypercyclic vector for T . The continuity of T with respect to f , and the fact that T n S n (x m ) = x m for all n and m, give:
if r 2. Let m be arbitrary and choose l so that
and similarly, from (2) we conclude
Hence T n 1 +···+n r (x) − x r ∈ U m provided r l and so T n 1 +···+n r (x) − x r → 0 in (X, f ) as r → ∞. Next, let x 0 ∈ X and let U be any τ -neighborhood of the origin. We must prove that
Since Y is dense in X, there is an increasing sequence (ν i ) and i V 1 such that
for some i. Hence x is hypercyclic for T , and the proof is complete.
Applications
Backward shifts
We shall establish weakly (i.e., weak*) hypercyclic backward shifts on the dual of separable Banach spaces. Let X be a Banach space with a symmetric basis (e n ) n 0 , i.e., (e n ) is a basis such that (e n ) and (e π(n) ) form equivalent basic sequences for any permutation π of N = {0, 1, . . .}. We recall that the biorthogonal system (e n ), relative to the basis (e n ), forms a weak* basis of the dual X . Further, if (e n ) is normalized ( e n = 1), then e n 2K for all n where K denotes the basic constant for (e n ). For details on all this about bases and basic sequences, we refer to [10] . By a weight sequence we refer to a bounded sequence (w n ) of nonzero scalars. Proof. It suffices to prove that the forward shift F , defined by F e n ≡ w n+1 e n+1 (n = 0, 1, . . .), forms a bounded operator on X. Indeed, for then it is easily checked that B is the adjoint of F , and the lemma will follow. By the principle of uniform boundedness, it suffices to prove that F indeed defines an operator, i.e., that w n+1 α n e n+1 converges whenever α n e n does. This follows by Proposition 1.c.7 and the discussion in [10, p. 114]. 2 Theorem 5. Let X be a Banach space with a normalized symmetric basis e = (e n ), and let w = (w n ) be a given weight sequence. Then the backward shift B ∈ L (X ), relative to e = (e n ) and w, is σ (
Proof. We apply Theorem 3. To this end we let f be the norm topology on X and Y be the countable set in X formed by all finite sums N 0 q n e n , with rational coefficients q n (i.e., q n = u n +iv n where u n , v n ∈ Q if X is complex). Then Y is σ (X , X)-dense, since (e n ) is a weak basis, and B n → 0 pointwise (in norm) on Y . Next we letỸ be the set of all finite sums N 0 α n e n , with arbitrary coefficients α n , and defineS :Ỹ →Ỹ by N 0 α n e n → N 0 (α n /w n+1 )e n+1 , and S n ≡S n . Finally we let S n be the restriction ofS n to Y . We see that BS = IdỸ (≡ the identity onỸ ) and so B n S n = Id Y for all n. Hence, it remains only to prove that S n → 0 pointwise on Y . We note that S n e m = ( m+n i=m+1 w i ) −1 e m+n and hence,
Of course, Theorem 5 is of most interest in the case when e is not a basis (in norm) of X , e.g., when X is not separable, for it is in this case we obtain something new (however, see also [3] ). In this case, e.g., when X = 1 , and thus X = ∞ , and e is the canonical unit basis, Theorem 5 provides us with an operator that is weak* but not norm-hypercyclic. For more on this topic we refer to [7] . For further examples of Banach spaces with symmetric bases, and thus for which Theorem 5 applies, we refer to [10, Chapter 4] .
Finally, Theorem 3 is, of course, applicable to establish weak* hypercyclicity of arbitrary operators on X where X is a separable Banach space.
Left multipliers 3.2.1. For the pair P, F
Consider the separable reflexive Fréchet space ω ≡ ∞ n=0 K (K = C or R), provided with the product topology, and the space ϕ ≡ ∞ n=0 K equipped with its direct sum topology. Recall that ϕ can be identified with the dual of ω and vise versa. These spaces are important, especially due to the fact that ω does not admit any continuous norm and carries a very coarse topology while ϕ, as an inductive limit of finite dimensional spaces, carries the finest locally convex topology. Hence, in particular, L (ϕ) does not admit any hypercyclic operator [5, Proposition 6] . However, in view of our purposes, it is convenient to work with their copies: the ring F ( ω) of formal power series in d 1 variables and the polynomial ring P ( ϕ) (d variables). Here we assume F is provided with the topology of convergence at each coefficient, and P is the locally convex inductive limit of the finite dimensional spaces P n of polynomials of degree at most n, equipped with their unique Banach space topologies. A generating family of seminorms on F is given in the following way. Let H n denote the space of n-homogeneous polynomials in d variables, and let · n denote the norm on H n defined by p 2 n ≡ |α|=n |p (α) (0)| 2 /α!. (Here, and below, we use standard multi-index notation |α|
We may identify P with the strong dual F (and, by reflexivity, F with P ) via the bilinear form
Consider now the space L (P, F ) of continuous linear operators T : P → F provided with the UOT, i.e., the topology of uniform convergence on bounded (or equivalently, since P ϕ is nuclear and hence semi-Montel, compact) sets in P. Since P is the strong dual of a Fréchet space, P is a DF-space (thus, it has a countable fundamental family of bounded sets), and thus L (P, F ) is a Fréchet space. (Parenthetically we note that every linear operator T : P → F is continuous, i.e., T ∈ L (P, F ), since P carries the finest locally convex topology.) Recall that given an operator T ∈ L (F ), the corresponding left-multiplier, L T , is the continuous operator on Proof. If I denotes the identity operator on F , we have that I = H n in L (F ) with respect to the UOT. Hence, it suffices to prove that {z α D β : α, β ∈ N d } forms a total set in L (P, F ), which follows by the following Kernel Theorem:
Sublemma. Let T ∈ L (P, F ). Then there is a unique formal power series
Proof of Sublemma. A set in P is bounded if and only if it is contained and bounded in some P n . From this it is clear that p α,β z α D β converges absolutely in L (P, F ) for any formal power series P (z, ξ) = p α,β z α ξ β , and we write (somewhat incorrect) P (z, D) ≡ p α,β z α D β . Next, let us note that any formal power series P = P (z, ξ) also defines an op- 
Hence P (z, D) = T on the total set {z α : α ∈ N d } in P, and so, P (z, D) = T . 
Proof. We shall apply Theorem 3. By Lemma 6 there is a countable UOT-dense family Y = {T n } in L (P, F ) formed by operators T n with Im T n ⊆ P m for some m = m(n). Since k 1, P (D)P m ⊆ P m−1 for any m 1, and hence P (D) n P m = {0} for all n sufficiently large. Thus
Next, Lemma 7 allows us to define a map S : F → F by
We claim that S forms a continuous right inverse to P (D). Indeed, by the homogeneity of the polynomials p i , S indeed maps F into F and an application of the closed graph theorem yields that S is continuous. So we must prove that S is a right inverse. But if p ∈ P is m-homogeneous,
This shows that S is a right inverse to P (D) on the dense set P ⊆ F and hence, by continuity, on all of F . Thus, with S n ≡ L S n , L n P (D) S n is the identity on Y for all n. It remains thus only to prove that
A i H i and we deduce (inductively) that S n f = i 0 A i+k(n−1) · · · A i+k A i H i f for any n 1. Since A i H n ⊆ H n+k , it is clear that, for given m and l, H l S n P m = {0} for all n sufficiently large. Hence S n → 0 on Y . 2
In particular, L P (D) is SOT-hypercyclic and so (see the Introduction):
Corollary 9. Any P (D) in Theorem 8 is a hypercyclic operator on F .
Corollary 10. Let p = 0 be a k-homogeneous polynomial and put T ≡ p(D) z, D m , where k 1 and m 0. Then L T is UOT-hypercyclic on L (P, F ).
Proof. We have that p(D)H n = H n−k p(D) if n k and p(D)H n = 0 otherwise. Hence (see Remark 1)
where P = ((n + k) m p) n , which satisfies the hypothesis of Theorem 8. 2
For the pair Exp, H
Next, we shall prove an analogue of Theorem 8 for another important pair of spaces, namely, the spaces H = H (C d ) and Exp = Exp(C d ) formed by, respectively, the entire functions and the exponential type functions, in d 1 variables. We assume here that H is provided with the topology of uniform convergence on compact sets and so, H is a reflexive separable and nuclear Fréchet space. The topology on Exp is defined as follows. Given r > 0, we denote by Exp r the Banach space of all ϕ ∈ H such that sup z∈C d |ϕ(z)|e −r z < ∞, where z ≡ |z i |, equipped with the norm ||| · ||| r thus defined. Then Exp = r>0 Exp r , and Exp is provided with the corresponding inductive locally convex topology. It is a well-known fact that Exp is isomorphic to the strong dual H of H . In fact, an isomorphism is defined by the bilinear form f, ϕ ≡ α∈N d f (α) (0)ϕ (α) (0)/α! on H × Exp (cf. the pairing between F and P). Hence, Exp is a nuclear (as the strong dual of a nuclear space) DF-space, and L (Exp, H ) is a Fréchet space with respect to the UOT that, since Exp is nuclear, equals the topology of uniform convergence on compact subsets. The growth condition (|||p n ||| r MR n ) on P = (p n ) implies that P (D) is indeed well defined and continuous. Further, it is convenient to note that if P = (p n ) ⊆ H k for some k, then P satisfies the growth condition if and only if p n k MR n for all n 0 for some M, R > 0. Details on all this can be found in [14] (see also [18] ). 
Proof. First of all we note that
H n converges uniformly on bounded (compact) sets to the identity operator I on H .
This follows by the following Kernel Theorem:
Sublemma. Let T ∈ L (Exp, H ). Then there is a unique function
Proof of Sublemma. Define P by P (z, ξ) ≡ e − z,ξ T e ξ (z) where z, ξ ≡ z i ξ i and e ξ ≡ e ·,ξ ∈ Exp. It is clear that P (·, ξ) ∈ H for any fixed ξ ∈ C d . But we note that T e ξ (z) = t T e z (ξ ), and so P (z, ·) ∈ H for fixed z, and by Hartog's Theorem we conclude that
A set B in Exp is bounded if and only if it is contained and bounded in some Exp r (see, e.g., 
Proof. The proof of [18, Theorem 4] shows that P (D) has a continuous right inverse S ∈ L (H ) such that S n → 0 in L (H ) provided with the UOT (in fact, such an S is given by (4) , and the proof is similar to that of Theorem 19 below). From this point the proof goes parallel to that of Theorem 8. 2
Corollary 13. Let p = 0 be a k-homogeneous polynomial and put T ≡ p(D) z, D m , where
Proof. From the proof of Corollary 10 we have that T = P (D), where P = ((n + k) m p), and P satisfies the hypothesis of Theorem 12. 2
In particular, any P (D) of Theorem 12 is hypercyclic on H , cf. Corollary 9, and this result was also obtained in [14] .
An application of the Kernel Theorem for L (Exp, H ) above gives:
Theorem 14. For any operator P (D) in Theorem 12, there is an entire function
. Now, {e ξ : ξ r} forms a bounded set in Exp, and
We close this subsection with the following observation. Recall that every hypercyclic operator on a locally convex space has a dense invariant subspace of, except for zero, hypercyclic vectors [2, 19] . However, not every hypercyclic operator supports a hypercyclic subspace, i.e., a closed infinite dimensional subspace whose nonzero vectors are hypercyclic. In fact, we have the following criterion: Proposition 15. Let T be an operator on a separable Fréchet space X that admits a continuous norm. Assume there exist a closed infinite dimensional subspace (respectively complemented subspace) E ⊆ F and a sequence (n k ), for which T satisfies the Hypercyclicity Criterion, such that T n k → 0 pointwise on E. Then T has a hypercyclic subspace (respectively complemented hypercyclic subspace).
(Recall that subspace E ⊆ X is said to be complemented if there is a subspace F such that X = E ⊕ F and where the corresponding projector X → E (or equivalently, the projector X → F ) is continuous. A complemented subspace is necessarily closed and, if X is a Fréchet space F , then, by the closed graph theorem, E ⊆ F is complemented if and only if E is closed and X = E ⊕ F for some closed F . Recall also that T is said to satisfy the Hypercyclicity Criterion for a sequence (n k ) ⊆ N, if T satisfies the Hypercyclicity Criterion in the sense that the sequence (n k ) can be used.)
The first criterion, concerning general hypercyclic subspaces, was obtained in [4] (and this result originates from [12] ). In [16] we complemented the result by the second half of the proposition, that is, if E can be chosen to be complemented, then so can the hypercyclic subspace. 
Proof.
Recall that if an operator T : X → X has a continuous right inverse S, then ker T is complemented. Indeed, X = Im S ⊕ ker T and the projector X → Im S is given by S • T , which thus is continuous. Now, we recall that for any sequence P of Theorem 12, P (D) has a continuous right inverse S, and hence so has L P (D) (namely L S ). Thus the kernel E of L P (D) is complemented and, of course, L n P (D) → 0 pointwise on E. Note also that L P (D) satisfies the Hypercyclicity Criterion for the full sequence (n). Next, the hypothesis that V ≡ n {z: p n (z) = 0} is infinite implies E is infinite dimensional. Indeed, we note that if a ∈ V , then e a = e ·,a ∈ ker P (D), for p n (D)e a = p n (a)e a = 0 for all n. Accordingly, since the elements e z , z ∈ C d , form a linearly independent set in H , ker P (D) is infinite dimensional. But E equals the set of all continuous linear operators with range in ker P (D), and is hence infinite dimensional. By virtue of Proposition 15, this proves that L P (D) has a complemented hypercyclic subspace.
Finally, the last statement follows from the fact that
For the pair EXP, O
We conclude by studying another pair of nuclear reflexive spaces, that can be put into duality in the same way as (H , Exp) and (F , P). We shall prove an analogue of Theorems 8 and 12, and by virtue of this result and Proposition 2, we can prove that L (H ) supports UOThypercyclic left-multipliers.
By EXP we denote the Fréchet space r>0 Exp r , equipped with the topology generated by the seminorms ||| · ||| r . The elements of EXP are in the literature sometimes called zero exponential type functions. The dual EXP can be identified with the space, and ring, O of convergent power series ϕ = α∈N d ϕ α z α , via the bilinear form f, ϕ ≡ α f (α) (0) 
. Then L P (D) is UOT-hypercyclic on L (H ).
Proof. Let T ∈ L (O, EXP). We must prove that the restriction of T to H defines an element of L (H ). This follows from the Kernel Theorem for L (O,
Exp
