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Abstract
We present the inverse scattering transform for the TD equation, which is
related to the Heisenberg spin equation. We note that the TD equation is an
integrable model with high nonlinearity, and has singularity at zero. Thus a
nonzero boundary condition is introduced in the direct scattering problem. We
obtain the N -solitonic solution of the TD equation, and give the Kuznetsov-Ma
type solution, rational solution and Akhmediev type breather.
1 Introduction
The nonlinear integrable equations with nonzero boundary conditions have recently
attracted significant interest in the field of physics and mathematics. The reason is
that the localization dynamics of their solitonic solutions are closely related to the
freak (or rogue, extreme) waves in ocean and optic fibres. Nonlinear Schro¨dinger
(NLS) equation (with nonzero boundary condition) is a central model of nonlinear
science [1–6]. Nowadays several integrable models on the nonzero background have
been developed [7–17], and the work of finding another such models is still going on.
The inverse scattering transform method is one of the most important tools in the
study of the nonlinear integrable theory. It is also an efficient way to find the freak
waves. In general, the spectral analysis of the integrable model with nonzero boundary
conditions is much more complicated and difficult than that of the vanishing boundary
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conditions problem. One reason may be that it is a result of the modulation instability,
also known as the Benjamin-Feir instability [18, 19]. While, it is a point of common
agreement that the modulation instability is a possible mechanism for the generation
of freak waves.
In the paper, we present an inverse scattering approach to obtain the Kuznetsov-Ma
solution [20, 21] and Akhmediev breather [22] for the TD (or Tu-Meng) equation with
high nonlinearity [23]
iut +
(
vxx
4v
+ u2 − v
2
2
)
x
= 0,
ivt + uxv + 2uvx = 0.
(1.1)
We consider the TD equation with the following non-zero boundary conditions
u→ 0, v → ρ± = ±iρ, x→ ±∞, (1.2)
where u = u(x, t), v = v(x, t) and ρ is a positive constant.
Equation (1.1) is the compatibility condition of the following linear system
ψx = Uψ, U = iλσ3 +Q, Q = uσ3 + vσ1, (1.3)
and
ψt = V ψ, V = iλ
2σ3 + (λv + iuv)σ1 +
vx
2
σ2 + i
(
u2 +
vxx
4v
)
σ3, (1.4)
where λ is a spectral parameter, σj, j = 1, 2, 3 are the classical Pauli matrices. It is
noted that TD equation (1.1) implies the following conservation laws
iut +
(
u2 +
1
8
(ln v2)xx +
1
16
(
(ln v2)x
)2 − v2
2
)
x
= 0,
1
2
i(v2 + ρ2)t + (uv
2)x = 0.
(1.5)
We note that there is a Miura transformation between the TD equation and the
Heisenberg spin equation [24]. The Hamiltonian structure of the TD hierarchy was
discussed by the method of trace identity [23]. The algebro-geometric solution to a
new (2+1)-dimensional integrable equation associated the TD spectral problem was
obtained in [25]. The algebro-geometric solution to the TD hierarchy is given in [26].
The paper is organized as follows. In section 2, we consider the spectral analysis
involving the transformation of spectral parameter, the symmetry condition and the
2
asymptotic behaviors. In section 3, we construct the associated Riemann-Hilbert prob-
lem about the meromorphic function, and establish the relation between the potential
and the scattering data. by introducing the projection of meromorphic function. In sec-
tion 4, we consider the case of reflectionless potential and obtain the explicit solutions
of the TD equation including Kuznetsov-Ma solution and Akhmediev breather.
2 Spectral analysis
In this section, we give the spectral analysis of the spectral problem (1.3) with boundary
conditons (1.2), that is
U → U± =
(
iλ ρ±
ρ± −iλ
)
, x→ ±∞. (2.1)
Since the eigenvalues of U∞ are doubly branched, we introduce an affine parameter k
defined by
λ =
1
2
(
k − ρ
2
k
)
, (2.2)
and an invertible matrix M as following
U± = iζM±σ3M−1± , M± = I −
ρ±
k
σ2, (2.3)
where the function
ζ =
1
2
(
k +
ρ2
k
)
, (2.4)
is a single-valued function of k. It is noted that the eigenvalues of the matrix U∞ are
doubly branched (the branch points at λ = ±iρ), and the Joukowsky transform (2.2)
map the λ-plane with a cut as i[−ρ, ρ] into the the k-plane. The branch cut on either
sheet is mapped into the circle Cρ = {k ∈ C : |k| = ρ} [12, 27]. In the following, we
discuss the spectral analysis of the eigenfunctions on the k plane.
In (1.4), by the condition (1.2), we have V → V∞ = λU∞, |x| → ∞, which means
that V∞ and U∞ share the same eigenvectors. We introduce the matrix solutions
ψ±(x, t, k) of the system (1.3) and (1.4), such that
ψ±(x, t, k)→ E±, x→ ±∞, (2.5)
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where E = E(x, t, k) is defined as
E± = M±eiθ(x,t,k)σ3 , θ(x, t, k) = ζ(k)(x+ λ(k)t). (2.6)
There exists the scattering matrix S(k) such that
ψ+(x, t, k) = ψ−(x, t, k)S(k), S(k) =
(
a(k) −b˜(k)
b(k) a˜(k)
)
, (2.7)
where S(k) is independent of x, t. We note that the different column vectors of the
eigenfunctions ψ±(x, t, k) are sectionally holomorphic in the complex k plane. So,
equation (2.7) can be regarded as a jump condition of a Riemann-Hilbert problem.
For the linear spectral problem (1.3), the matrix trace of U is zero, which implies that
detψ±(x, k) is independent of x. Thus, we have
detψ±(x, t, k) = detM± = 1 +
ρ2
k2
, detS(k) = 1, (2.8)
in terms of (2.5) and (2.7).
We now discuss the symmetry condition. According to the definitions (2.2) and
(2.4), we find that λ(−ρ2/k) = λ(k), ζ(−ρ2/k) = −ζ(k) and U(−ρ2/k) = U(k), V (−ρ2/k) =
V (k), and then
ψ±(k) = −ρ±
k
ψ±
(− ρ2
k
)
σ2. (2.9)
Furthermore, for the scattering matrix, we have the following symmetry condition
S
(− ρ2
k
)
= −σ2S(k)σ2, (2.10)
which implies that the scattering coefficients admit
a˜(k) = −a(−ρ
2
k
)
, b˜(k) = −(−ρ
2
k
)
. (2.11)
Here, the relation ρ+ = −ρ− = iρ is used.
For the sake of convenience, we introduce the Jost functions J±(x, k) as
ψ±(x, k) = J±(x, k)eiθσ3 , θ = θ(x, k). (2.12)
Here and after, we omit the dependence of the time variable t. Then the Jost functions
J±(x, k) satisfy
Jx(x, k) + iζ(k)J(x, k)σ3 = iλ(k)σ3J(x, k) +QJ(x, k), (2.13)
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and
Jt(x, k) + iζ(k)λ(k)J(x, k)σ3 = V J(x, k). (2.14)
Equation (2.13) can be rewritten as
M−1± J±,x(x, k)− ζ(k)[σ3,M−1± J±(x, k)] = M−1± ∆Q±J±(x, k),
∆Q± = uσ3 + (v − ρ±)σ1,
(2.15)
and the asymptotic condition
J±(x, k)→M± = I − ρ±
k
σ2, x→ ±∞. (2.16)
Then we have the following integral equations
J±(x, k) = M± +
∫ x
±∞
M±ei(x−ξ)ζσˆ3M−1± ∆Q±J±(ξ, k)dξ, (2.17)
where eασˆ3B = eασ3Be−ασ3 . We denote J [j]± as the j-th column of the eigenfunction J±,
and assume that for all t > 0, u− ∈ L1(−∞, a) and u+ ∈ L1(b,∞), for all a, b ∈ R,
where u± = (u, v − ρ±) [12, 13, 27]. It is shown that J [1]+ and J [2]− can be analytically
extended in the region D+, J
[1]
− and J
[2]
+ can be analytically extended in the region D
−,
where the regions D± are defined as following
D+ = {k ∈ C : (|k|2 − ρ2)Imk > 0}, D− = {k ∈ C : (|k|2 − ρ2)Imk < 0}. (2.18)
Their boundary curve is denoted by ∂D = {k ∈ C : (|k|2 − ρ2)Imk = 0}. In fact, for
example, if we take w(x, k) = (M−1J−)[1](x, k), then equation (2.17) reduces to
w(x, k) =
(
1
0
)
+
∫ x
−∞
C−(x, y, k)w(y, k)dy, (2.19)
where C−(x, y, k) = diag(1, e−2i(x−y)ζ)M−1− ∆Q−M−. By virtue of the L
1 vector norm
‖w‖ = |w1| + |w2| and the corresponding subordinate norm ‖M−‖ = 1 + ρ/|k| and
‖M−1− ‖ = (1 + ρ/|k|)/|1 + ρ2/k2|, one finds ‖C−(x, y, k)‖ ≤ 2ρ(|u| + |v − ρ−|), k ∈
D− := D− \ B(±iρ). Here ρ = Max{‖M−‖‖M−1− ‖}, k ∈ D− , with B(±iρ) = {k ∈
C : |k ∓ iρ| < ρ}. Hence, it is shown, by induction, that w(x, k) can be expanded as
the following neumann series as
w(x, k) =
∞∑
n=1
w(n)(x, k), ‖w(n)(x, k)‖ ≤ µ
n(x)
n!
,
5
where µ(x) = 2ρ
∫ x
−∞(|u|+ |v − ρ−|)dy and
w(0) =
(
1
0
)
, w(n+1)(x, k) =
∫ x
−∞
C−(x, y, k)w(n)(y, k)dy.
Thus, for all  > 0, if u− ∈ L1(−∞, a), for all a ∈ R, the Neumann series converges
absolutely and uniformly with respect to x ∈ (−∞, a) and k ∈ D−, which means that
J
[1]
− is analytic in the region D
−.
Since ζ(±iρ) = 0, the exponentials e±i(x−ξ)ζ in (2.17) reduce to the identity, and
the matrix M± are degenerate. So M−1± (±iρ) do not exist. However, we note that the
term M±(k)ei(x−ξ)ζM−1± (k) appearing in (2.17) remains finite as k → ±iρ. Thus both
columns of J±(x, k) remain well-defined at the points k = ±iρ.
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Figure 1: Domain D+, D− and their boundary curve ∂D
In addition, from (2.7) and (2.8), as well as (2.12), one find that
a(k) =
1
MW (J
[1]
+ , J
[2]
− ), a˜(k) =
1
MW (J
[1]
− , J
[2]
+ ),
b(k) =
1
Me
2iθW (J
[1]
− , J
[1]
+ ), b˜(k) =
1
Me
−2iθW (J [2]− , J
[2]
+ ),
(2.20)
where M = detM± = 1 + ρ2k2 , and W (·, ·) denotes the Wronski determinant. So a(k)
is analytic in D+, and a˜(k) is analytic in D−. Suppose that a(k) has N simple zeros
{kj}, Imkj > 0, j = 1, · · · , n1; Imkj < 0, j = n1 + 1, · · · , n1 +n2 = N . Then, the points
k˜j = −ρ2/kj, j = 1, · · · , N are the zeroes of a˜(k) by the symmetry (2.11).
Since a(kj) = 0 and a˜(k˜j) = 0, equation (2.20) implies that
J
[1]
+ (kj) = bjJ
[2]
− (kj), J
[2]
+ (k˜j) = b˜jJ
[1]
− (k˜j), (2.21)
where the proportional coefficients bj and b˜j are the functions of variables x and t, that
is
bj = bj0e
−2θ(kj), b˜j = b˜j0e2iθ(k˜j). (2.22)
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Here, bj0 and b˜j0 are constants, and θ(k) is defined in (2.6). From the symmetry
condition (2.9) and the transformation (2.12), one finds that J±(k) also satisfy the
symmetry condition (2.9), which implies that
J
[1]
± (x, k) = −i
ρ±
k
J
[2]
± (x,−
ρ2
k
), J
[2]
± (x, k) = i
ρ±
k
J
[1]
± (x,−
ρ2
k
).
Thus, we have
bj = b˜j. (2.23)
It is remarked that a(k) and a˜(k) also have simple poles at k = ±iρ on the boundary
curve ∂D in view ofM = 1+ρ2/k2. Since det J±(x,±iρ) = 0, by virtue of the condition
(2.9), we have
J
[2]
± (x, iρ) = iJ
[1]
± (x, iρ), J
[2]
± (x,−iρ) = −iJ [1]± (x,−iρ).
Furthermore, we have
a(k) =
a±
k ∓ iρ +O(1), a˜(k) =
a˜±
k ∓ iρ +O(1),
b(k) =
b±
k ∓ iρ +O(1), b˜(k) =
b˜±
k ∓ iρ +O(1),
(2.24)
where
a± = ±iρ
2
W (J
[1]
+ (±iρ), J [2]− (±iρ)) = ∓ib±,
a˜± = ±iρ
2
W (J
[1]
− (±iρ), J [2]+ (±iρ)) = ∓ib˜±.
(2.25)
Moreover, the symmetry condition a˜(k) = a(−ρ2/k) implies that lim
k=±iρ
a(−ρ2/k)/a˜(k) =
1. So a˜± = a±. Note that k = 0 is not the zero of a(k) and a˜(k), which will be shown
in the end of the section.
we next discuss the asymptotic behaviors of the Jost functions. It is noted that the
limit λ → ∞ corresponds to k → ∞ in one sheet and to k → 0 in another sheet. As
k →∞, we let
J±(x, k) = J
(0)
± (x) +
1
k
J
(1)
± (x) +
1
k2
J
(2)
± (x) + · · · , k →∞, (2.26)
and
J±(x, k) = k−1Jˆ
(−1)
± (x) + Jˆ
(0)
± (x) + kJˆ
(1)
± (x) + · · · , k → 0. (2.27)
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By substituting them into (2.13), and using the boundary condition (2.16), we obtain
J
(0)
± (x) = e
η±σ3 , J
(1)
± (x) = −(vσ2 + iγ±σ3)eη±σ3 , (2.28)
and
Jˆ
(−1)
± (x) =
(
0 iρ±eη±
−iρ±e−η± 0
)
, Jˆ
(0)
± (x) =
(
v
ρ±
e−η± γ±
ρ±
eη±
γ±
ρ±
e−η± v
ρ±
eη±
)
, (2.29)
where
γ± =
∫ x
±∞
(ρ2 + v2(ξ))dξ, η± =
∫ x
±∞
u(ξ)dξ.
Hence, from (2.20), we find
a(k)→ e−η
(
1 +
iγ
k
)
, k →∞,
a(k)→ −eη(1 + k iγ
ρ2
)
, k → 0,
(2.30)
and
a˜(k)→ eη
(
1− iγ
k
)
, k →∞,
a˜(k)→ −e−η(1− k iγ
ρ2
)
, k → 0,
(2.31)
where
η = η− − η+ =
∫ ∞
−∞
u(x)dx, γ = γ− − γ+ =
∫ ∞
−∞
(ρ2 + v2(x))dx. (2.32)
From (1.5), one finds that η and γ are constants.
It is remarked that, since ∆Q± is not an off-diagonal matrix, the asymptotic be-
haviors of the Jost functions can not be derived from the integral equation (2.17) by
constructing the iterative series.
3 Riemann-Hilbert problem
From (2.7) and (2.12), one finds that
J+(x, k) = J−(x, k)eiθσ3S(k)e−iθσ3 , k ∈ ∂D. (3.1)
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Introducing the sectionally meromorphic matrices
Φ+(x, k) =
(
J
[1]
+ (x, k)
a(k)
, J
[2]
− (x, k)
)
, Φ−(x, k) =
(
J
[1]
− (x, k),
J
[2]
+ (x, k)
a˜(k)
)
, (3.2)
equation (3.1) gives rises to the following jump condition
Φ−(x, k)− Φ+(x, k) = Φ+(x, k)G(x, k), k ∈ ∂D, (3.3)
where the matrix G(x, k) is
G(x, k) =
(
0 −%˜(k)e2iθ
−%(k)e−2iθ %(k)%˜(k)
)
, %(k) =
b(k)
a(k)
, %˜(k) =
b˜(k)
a˜(k)
.
By virtue of the asymptotic properties (4.20)-(2.31), it is readily verified that the
sectionally meromorphic functions Φ±(x, k) admit the following normalization condi-
tion
Φ±(x, k) = eη−σ3 +O
(1
k
)
, k →∞, (3.4)
as well as
Φ±(x, k) =
1
k
Φ−1 +O
(
1
)
, k → 0. (3.5)
Here
Φ−1 =
(
0 ρeη−
−ρe−η− 0
)
. (3.6)
To establish the relation between the potential and the scattering data from the
Riemann-Hilbert problem (3.3)-(3.5), we introduce the Cauchy projectors P± over the
oriented contour ∂D shown in figure 1,
P±[f ](k) = 1
2pii
∫
∂D
f(z)
z − (k ± i0)dz,
where the notation k ± i0 indicates that when k ∈ ∂D, the limit is taken from the
left/right of it. For the sectionally meromorphic functions f±(k), with poles z±j ∈ D±,
if f±(k)→ 0 as k →∞, then
P±[f±](k) =∓
∑
j
Res[f±, z±j ]
k − z±j
± f±(k),
P∓[f±](k) =∓
∑
j
Res[f±, z±j ]
k − z±j
.
(3.7)
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Note that Φ±(x, k)− eη−σ3 −Φ−1/k are sectionally meromorphic functions, with poles
kj ∈ D+ and k˜j ∈ D−, (j = 1, · · · , n), and tend to zero as k →∞. Thus
P−[Φ−(x, k)− eη−σ3 − Φ−1
k
]− P−[Φ+(x, k)− eη−σ3 − Φ−1
k
] = P−[Φ+(x, k)G(x, k)],
implies that(
N∑
j=1
Res[Φ−, k˜j]
k − k˜j
− [Φ−(x, k)− eη−σ3 − Φ−1
k
]
)
+
N∑
j=1
Res[Φ+, kj]
k − kj
= P−[Φ+(x, k)G(x, k)].
Similarly, by applying P+, we have
N∑
j=1
Res[Φ−, k˜j]
k − k˜j
−
(
−
N∑
j=1
Res[Φ+, kj]
k − kj + [Φ
+(x, k)− eη−σ3 − Φ−1
k
]
)
= P+[Φ+(x, k)G(x, k)].
Thus, we have
Φ±(x, k) = eη−σ3 +
Φ−1
k
+
N∑
j=1
Res[Φ+, kj]
k − kj +
N∑
j=1
Res[Φ−, k˜j]
k − k˜j
−P±[Φ+(x, k)G(x, k)],
(3.8)
which implies that
Φ±(x, k) = eη−σ3 +
Φ−1
k
+
1
k
N∑
j=1
(
Res[Φ+, kj] + Res[Φ
−, k˜j]
)
+
1
k
1
2pii
∫
∂D
[Φ+(x, k)G(x, k)]dk, k →∞.
(3.9)
We note that the residues Res[Φ+, kj] and Res[Φ
−, k˜j] take the following form
Res[Φ+, kj] = (gjJ
[2]
− (x, kj), 0),
Res[Φ−, k˜j] = (0, g˜jJ
[1]
− (x, k˜j)),
(3.10)
where
gj =
bj0
a˙(kj)
e−2iθ(kj), g˜j =
b˜j0
˙˜a(k˜j)
e2iθ(k˜j). (3.11)
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Here the dot denotes the derivative with respect to k, and θ(k) is defined in (2.6). It
is readily verified that
g˜j = −ρ
2
k2j
gj (3.12)
by virtue of the symmetry condition (2.11) and the identities λ(−ρ2/k) = λ(k),
ζ(−ρ2/k) = −ζ(k).
On the other hand, from (2.27)-(2.31), one finds
Φ±(x, k) = eη−σ3 +
1
k
(
−iγ− iv
−iv iγ−
)
eη−σ3 +O
( 1
k2
)
, k →∞. (3.13)
Thus, from the O(1/k) term of equations (3.9) and (3.13), we find the relation
between the potential and the scattering data as following(
−iγ−eη− ive−η−
−iveη− iγ−e−η−
)
=
(
0 ρeη−
−ρe−η− 0
)
+
N∑
j=1
(
(gjJ
[2]
− (x, kj),0) + (0, g˜jJ
[1]
− (x, k˜j))
)
+
1
2pii
∫
∂D
[Φ+(x, k)G(x, k)]dk.
(3.14)
4 Reflectionless potentials and solutions
Now, we consider the case of reflectionless potentials, that is G(x, k) ≡ 0. In this
case, there is no jump from Φ+ to Φ− across the continuous spectrum, and the inverse
problem reduces to an algebraic system. Therefore, one can obtain the soliton solutions
of TD equation.
Equation (3.14) reduces to(
−iγ−
−iv
)
eη− +
(
0
ρ
)
e−η− =
N∑
j=1
gjJ
[2]
− (x, kj), (4.1)
and (
iv
iγ−
)
e−η− −
(
ρ
0
)
eη− =
N∑
j=1
g˜jJ
[1]
− (x, k˜j). (4.2)
Here, the functions J
[1]
− (x, k˜l) and J
[2]
− (x, kj) satisfy the following algebraic system
J
[1]
− (x, k˜l) =
(
eη−
0
)
+
1
k˜l
(
0
−ρe−η−
)
−
N∑
j=1
J
[2]
− (x, kj)
gj
kj − k˜l
, (4.3)
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and
J
[2]
− (x, kj) =
(
0
e−η−
)
+
1
kj
(
ρeη−
0
)
−
N∑
l=1
J
[1]
− (x, k˜l)
g˜l
k˜l − kj
. (4.4)
For the sake of convenience, we introduce the following matrices
J
[1]
− =
(
J
[1]
− (x, k˜1), J
[1]
− (x, k˜2), · · · , J [1]− (x, k˜N)
)
,
J
[2]
− =
(
J
[2]
− (x, k1), J
[2]
− (x, k2), · · · , J [2]− (x, kN)
)
,
g = (g1, g2, · · · , gN), g˜ = (g˜1, g˜2, · · · , g˜N),
(4.5)
and A = I −KK˜, A˜ = I − K˜K,
K = (Kjl), K˜ = (K˜lj), Kjl =
gj
kj − k˜l
, K˜lj =
g˜l
k˜l − kj
. (4.6)
Since K, K˜ are Cauchy type matrices [28, 29], and A˜ = K˜−1AK˜, we get det A˜ = det A.
In addition, we set
f =
(
f1
f2
)
, fm = (fm,1, fm,2, · · · , fm,N),
h =
(
h1
h2
)
, hm = (hm,1, hm,2, · · · , hm,N),
(4.7)
where m = 1, 2 and these components are given by
f1,j =
ρ
kj
−
N∑
l=1
K˜lj, f2,j = 1 +
N∑
l=1
ρ
k˜l
K˜lj,
h1,l = 1−
N∑
j=1
ρ
kj
Kjl, h2,l = − ρ
k˜l
−
N∑
j=1
Kjl.
(4.8)
Thus, the solution of the algebraic system (4.3) and (4.4) is given by
J
[1]
− = e
η−σ3hA˜−1, J[2]− = e
η−σ3fA−1. (4.9)
Substitution of the above results into the reconstruction formula (4.1) and (4.2), we
have
γ− = −idet A
(a)
det A
, γ− = i
det A˜(a)
det A
, (4.10)
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and
ive2η− =
det A(b)
det A
, ive−2η− =
det A˜(b)
det A
, (4.11)
where the matrices A(a),A(b) and A˜(a), A˜(b) are block matrices, and have the following
definitions
A(a) =
(
0 f1
gT A
)
, A(b) =
(
ρ f2
gT A
)
, (4.12)
and
A˜(a) =
(
0 h2
g˜T A˜
)
, A˜(b) =
(
ρ −h1
g˜T A˜
)
. (4.13)
Finally, the N -soliton solution of the TD equation is of the form
v2 + ρ2 = −i∂x
(
det A(a)
det A
)
, u =
1
4
∂x ln
(
det A(b)
det A˜(b)
)
. (4.14)
It is remarked that equation (4.10) implies that det A(a) + det A˜(a) = 0, or equiva-
lently
f1g
T + h2g˜
T = 0. (4.15)
We note that equation (4.15) can be proved by using k˜j = −ρ2/kj and (3.12). In fact,
from (4.8), we find
fj,1 =
ρ
kj
−
N∑
l=1
ρ2
kl
gl
ρ2 + kjkl
, fj,2 = 1−
N∑
l=1
ρ
gl
ρ2 + kjkl
,
hl,1 = 1−
N∑
j=1
ρkl
kj
gj
ρ2 + kjkl
, hl,2 =
kl
ρ
−
N∑
j=1
kl
gj
ρ2 + kjkl
.
(4.16)
Thus,
f1g
T =
N∑
j=1
(
ρ
kj
−
N∑
l=1
ρ2
kl
gl
ρ2 + kjkl
)
gj,
h2g˜
T = −
N∑
l=1
(
kl
ρ
−
N∑
j=1
kl
gj
ρ2 + kjkl
)
ρ2
k2l
gl,
which give rises to equation (4.15).
It is noted that equation (4.11) implies another representation
v2 = −det A
(b) det A˜(b)
(det A)2
. (4.17)
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Hence, we have a restraint condition about the discrete data
ρ2 =
det A(b) det A˜(b)
(det A)2
− i∂x
(
det A(a)
det A
)
. (4.18)
In particular, for N = 1, we find
A = A˜ = 1− ρ
2g21
(k21 + ρ
2)2
, det A(a) = − ρ
k1
g1
(
1− ρg1
k21 + ρ
2
)
.
det A(b) =
(
1− ρg1
k21 + ρ
2
)(
ρ− k
2
1g1
k21 + ρ
2
)
,
det A˜(b) =
(
1− ρg1
k21 + ρ
2
)(
ρ− ρ
4
k41
k21g1
k21 + ρ
2
)
.
Then, the potentials can be given by
u =
1
4
∂x ln
 ρ− k21g1k21+ρ2
ρ− ρ4
k41
k21g1
k21+ρ
2
 , (4.19)
v2 + ρ2 = i∂x
(
ρ
k1
g1
1 + ρg1
k21+ρ
2
)
. (4.20)
While, the solution (4.17) gives rise to the following representation
v2 = −
(
ρ− k21g1
k21+ρ
2
)(
ρ− ρ4
k41
k21g1
k21+ρ
2
)
(
1 + ρg1
k21+ρ
2
)2 . (4.21)
We note that gj,x = −i(kj + ρ2/kj)gj by virtue of (3.11). It is readily verified that the
two forms of solution about v2 are coincident with each other.
Let
k1
ρ
= e1 ,
g1
ρ
= e−2iθ1 , (4.22)
where
θ1 = ρ cosh 1(x+ ρ sinh 1 · t) + z0.
Here z0 is a constant. Then we have
u =
1
4
∂x ln
(
2 cosh 1 − e1e−2iθ1
2 cosh 1 − e−31e−2iθ1
)
, (4.23)
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v2 + ρ2 = iρ∂x
(
2 cosh 1e
−2iθ1
2e1 cosh 1 + e−2iθ1
)
. (4.24)
From (4.22), we know that the solitonic solution is invariant with respect to shifts in
time t and space x by renormalizing the constant z0.
In particular, we consider the case k1 = iκ, (κ > ρ), and let e
1 = ieε, (ε > 0), then
the stationary soliton solution takes the form
u =
1
4
∂x ln
(
cosh(X)− cosh(2ε) cos(T )− i sinh(2ε) sin(T )
cosh(X − 2ε)− cosT
)
, (4.25)
v2 + ρ2 =
ρeτ
2
∂x
(
eiT − eX
cosh(X)− cos(T )
)
, (4.26)
where τ = ln(2 sinh ε) and
X = 2ρ sinh ε · x− τ − ε+ x0, T = ρ2 sinh(2ε) · t+ t0.
Here, we choose the solution is centered at x = 0, or z0 = 0. This solution is periodic
in time, and its oscillation period is
T = 2pi
ρ2 sinh(2ε)
.
Note that
T → ∞, ε→ 0 + 0, |k1| → ρ,
T → 0, ε→∞, |k1| → ∞.
Hence, the solution can be regarded as the Kuznetsov type solution [20]. One may find
that, for any fixed value of t, the maximum of the solution occurs as X = τ + ε for v
and X = τ + ε for u. It is noted that the points at (X − 2ε)2 + (T + 2mpi)2 = 0, (m =
0,±1,±2, · · · ) are removable singularities of the u and the points at X2+(T+2mpi)2 =
0, (m = 0,±1,±2, · · · ) are removable singularities of the solution v2. The typical
behavior of the Kuznetsov-Ma type solution is given in figure 2.
Taking the limit ε → 0 or k1 → iρ and choosing the proper origin of the soliton,
one obtains the rational solution
u(x, t) =
1
4
∂x
(
ln
ρ2x2 + ρ4t2 − 1− 2iρ2t
(ρx− 1)2 + ρ4t2
)
,
v2(x, t) + ρ2 = ∂x
(
iρt− x
x2 + ρ2t2
)
.
(4.27)
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Figure 2: Kuznetsov-Ma solution |u| (4.25) and |v2| (4.26) with the parameters chosen as ρ = 1, ε = 1
2
ln 2.
We note that the points at (ρx − 1)2 + ρ4t2 = 0 for u and x2 + ρ2t2 = 0 for v2 are
removable singularities. The typical behavior of the rational solution is given in figure
3.
Figure 3: Rational solution |u| and |v2| in (4.27) with the parameters chosen as ρ = 1.
While, in the case k1 = −iκ˜, (0 < κ˜ < ρ), and let e1 = −ieε˜, (ε˜ < 0), we have
u =
1
4
∂x ln
(
cosh(X˜) + cosh(2ε˜) cos(T˜ )− i sinh(2ε˜) sin(T˜ )
cosh(X˜ − 2ε˜) + cos T˜
)
, (4.28)
v2 + ρ2 =
ρeτ˜
2
∂x
(
−e−iT˜ − eX˜
cosh(X˜) + cos T˜
)
, (4.29)
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where τ˜ = ln(−2 sinh ε˜) and
X˜ = −2ρ sinh ε˜ · x− τ˜ − ε˜, T˜ = −ρ2 sinh(2ε˜) · t.
The properties of the solution can be discussed similarly. It is noted that, as ε˜→ 0 or
k1 → −iρ, the solution in (4.28) and (4.29) gives the same rational solution as (4.27).
In the following, we consider another type of particular solution of the TD equation.
This solution is periodic in space and localized in time. To this end, we consider the
case that k1 is located on the upper half-circle |k| = ρ except the points k = iρ, and
set 1 in (4.22) as 1 = iω, then
g1
ρ
= eT1+iX1 , T1 = ρ
2 sin(2ω)t, X1 = −2ρ cos(ω)x. (4.30)
Since cosω changes sign as ω ∈ [0, pi], we express the solution in the following two
forms
u =
1
4
∂x ln Ω1, v
2 = −ρ2 + i cos(ω)∂xΞ1,
Ω1 =
cosh(T1 + τ1) cos(2ω) + i sinh(T1 + τ1) sin(2ω)− cos(X1 − ω)
cosh(T1 + τ1)− cos(X1 − ω) ,
Ξ1 =
eT1+τ1 + ei(X1−ω)
cosh(T1 + τ1) + cos(X1 − ω) , (ω ∈ [0,
pi
2
)),
(4.31)
and
u =
1
4
∂x ln Ω2, v
2 = −ρ2 − i cos(ω)∂xΞ2,
Ω2 =
cosh(T1 − τ2) cos(2ω) + i sinh(T1 − τ2) sin(2ω) + cos(X1 − ω)
cosh(T1 − τ2) + cos(X1 − ω) ,
Ξ2 =
eT1−τ2 + ei(X1−ω)
cosh(T1 − τ2) + cos(X1 − ω) , (ω ∈ (
pi
2
, pi]),
(4.32)
where τ1 = − ln(2 cosω), (0 ≤ ω < pi/2) and τ2 = ln(−2 cosω), (pi/2 < ω ≤ pi). In
(4.31), sin(2ω) > 0, (0 < ω < pi/2) (in T1), we have the following asymptotic behaviors
as t→ ±∞
Ω1 → e±2iω, Ξ1 → H(t) = { 1, t > 0,
0, t < 0.
While in (4.32), sin(2ω) < 0, (pi/2 < ω < pi),
Ω2 → e∓2iω, Ξ2 → H(−t), t→ ±∞.
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We note that Ω1 and Ω2 have the same asymptotic behaviors, so they can be regarded
as homoclinic. While the homoclinism for Ξj is destroyed, but it can be modified to
some extent after an action of differentiation. In this sense, we also call the solution
in (4.31) (or (4.32)) the Akhmediev breather. The typical behaviors of the Akhmediev
breather are given in figure 4 and figure 5. We note that the dynamics of u in (4.31)
Figure 4: Akhmediev breather from (4.31), obtained for ρ = 1, ω = pi
3
.
Figure 5: Akhmediev breather from (4.32), obtained for ρ = 1, ω = 2pi
3
.
and (4.32) are same, but those of v2 are different (see figure 6).
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Figure 6: Akhmediev breather for v2, where ρ = 1, t = 1.3 and left for ω = pi
3
, right for ω = 2pi
3
. Here, brown
line–abs(v2), red line–Im(v2) and green line–Re(v2).
5 Conclusion
In this paper, we considered the TD equation with nonzero boundary condition by the
inverse scattering transform method. The Cauchy projectors were introduced to treat
the inverse scattering problem. N -solitonic solution of the TD equation was given by
using the properties of the Cauchy type matrices. Note that the modulation instability
is exist for nonlinear integrable equation with nonzero boundary condition, and the
TD equation has relation with the Heisenberg spin equation, which is equivalent to the
nonlinear Schro¨dinger equation. We discussed the freak wave of the TD equation, and
obtained the Kuznetsov-Ma solution, rational solution and the Akhmediev breather.
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