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Abstract 
This document describes guidelines for using time series analysis methods and tools for estimating the thermal performance of 
buildings and building components. This is integrated in a more comprehensive work. This first part is mainly dealing with 
physical aspects. A second part focused on statistical aspects has been also elaborated. Both documents must be considered as 
complementary. Minimum steps to carry out data analysis are reported and different alternative analysis approaches are outlined. 
This document is mainly focused on the most critical aspects particularly regarding energy performance assessment of buildings 
and building components. More general techniques also required to carry out data analysis are briefly presented in this document 
including references for more comprehensive information. Case studies that help to understand the different aspects discussed are 
included along this text and references are given for further information. 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the CENTRO CONGRESSI INTERNAZIONALE SRL. 
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1. Introduction
Dynamic tests allow modelling buildings and building components from experimental campaigns held under
dynamic conditions. One of the strengths of these methods is that they permit extracting intrinsic characteristics 
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parameters from time varying data. This is one of the key needs to carry out energy performance assessment of “as 
built” buildings, under outdoors weather and in occupancy conditions as far as these conditions are dynamic. 
These analysis approaches must be able to deal with features brought by the particular experimental conditions of 
these test campaigns. One of the key distinctive aspects of these tests conditions is being dynamic involving time 
varying measurements, which call for the application of system identification techniques and time series analysis 
tools. However dynamic character is not the only key feature present in real life tests. Many other physical 
phenomena in these tests must be taken into account. Notice that these other phenomena may be not necessary, for 
being not present, in other different test conditions (such as well controlled tests in laboratories and steady state). 
Simplifications criteria play an important role to obtain accurate results and design cost effective tests in this context. 
It is very frequent confusing dynamic test conditions with time dependent parameters. Test conditions can be 
steady estate or dynamic. Parameters can be constant (intrinsic) or time varying. Dynamic analysis must be robust, 
giving stable estimates for constant parameters and allowing identifying clear dependencies for non constant 
indicators. It must be highlighted that dynamic conditions don’t change classical definitions of physical parameters. 
Equations used to extract constant or time dependent parameters from experimental data, must take into account all 
the relevant effects which are present in the given test conditions. This could call for terms which are negligible in 
the equations used for other well controlled tests in laboratories and steady state conditions. 
This document briefly summarises guidelines for dynamic analysis for estimating the thermal performance of 
buildings and building components focusing on physical aspects. Minimum steps to carry out data analysis are 
reported and different alternative analysis approaches are outlined. Some basic concepts from general techniques 
which are required to carry out data analysis are briefly presented but references are included for more 
comprehensive information. Case studies that help to understand the different aspects discussed are included along 
this text and references are given for further information. This document must be seen as a first part of analysis 
guidelines which is mainly dealing with physical aspects. A second part focused on statistical aspects has been also 
elaborated. Both documents must be considered as complementary in a multidisciplinary context. 
2. Minimum steps for data analysis
The aspects listed below are considered necessary for data analysis: 
1. Pre-processing: Including at least data overview based on plots, qualitative discussion on quality of data and
their suitability to fit objectives, etc.
2. Modelling approach: Consisting in 1. mathematical methods and models, 2. justified hypotheses and
approximations about the physics behind the considered candidate models which can be assisted by
schematic representations of heat flows, 3. the process of model selection and the decisions made in this
process are crucial to obtain accurate results, and 4. reliable software tools.
3. Validation: The validity of the results must be demonstrated. The process followed to demonstrate this
validity must be explained. Results using different data must be compared. Since the data comes from the
same physical system the chosen model should give similar results for two (or more) data series.
4. Results: A value estimated for each parameter and its corresponding uncertainty must be clearly marked as
the final result. A list of the hypotheses and approximation about the physics behind the model finally
selected to give the final results, must be given together the final result.
5. Conclusions: Any relevant finding resulting from the analysis, about results themselves, about the experiment
set up and measurement campaign, etc., must be summarised.
6. Reporting: Reports must include at least a section devoted to each of points 1 to 5.
Feedback should be made in every phase. Is the model accepted? More than one method is advised for better
understanding of the problem. Common sense, and all available physical and statistical knowledge should be used. 
3. Data analysis
This section summarises the aspects that must be considered. Sub-sections 3.1, 3.2 and 3.4 are common to all the 
analysis approaches considered in this document and 3.3 focuses on specific aspects of some different approaches. 
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3.1. Pre-processing 
Data analysis starts with a qualitative analysis of the quality of the data based on data overview, aiming to detect 
any abnormal behaviour in the tendencies of the measured variables, sensor failures, etc. This qualitative analysis is 
based on the prior physical knowledge of the thermal system under study. Knowledge of the measurement principles 
of the sensors, transducers and data acquisition systems, can help to interpret unexpected behaviour of the data. The 
result of this analysis can be the rejection of some measurements, the decision of correcting some problem on the 
experiment set up and repetition of the experiment, or the acceptance of the data for the analysis. 
3.1.1. Averaging and filtering 
The application of filtering techniques are useful when there is certainty that their effect is removing information 
in the data that doesn’t correspond to the phenomena that we are studying in the building or building component. 
However filtering and averaging could have harmful effects if it removes relevant information to the process under 
study. If averaging or filtering are applied they must be justified, indicating what does it means, which are the 
beneficial performances that are expected applying it, why improvements are expected, etc. 
Considering as example a test where it is known that the amplitude of the heating power can have only two 
values depending on the status of the switch (on/off), with very small fluctuations around the “on value” (due to the 
stability of the power source). These measurements correspond to a test where accuracy of measurements of heating 
power was optimised regarding amplitude and time resolution which is guaranteed as far as switching frequencies in 
the heating power are lower enough than the sampling frequency. In this case averaging can bring some values very 
far from the actual values of the heating power, and consequently introduces an unnecessary source of uncertainty. 
See Fig. 1. (a). This is an example where resampling gives poorer signals than the originals so it makes no sense. 
However the same filtering technique applied to measurements of outdoors air temperature shown in Fig. 1. (b), 
eliminates low oscillations in high frequencies mainly around midday. This filtering is not considered harmful 
because these oscillations approach to white noise in the range of the uncertainty in the measurement of this variable. 
Averages are suitable in steady state methods which are integral approaches using averages to represent integrals. 
The scenery is different in differential approaches where time averaging interpreted as integration makes no sense. 
Fig. 1. (a) 60min averaging eliminating relevant information; (b) 60min averaging eliminating measurement noise. 
3.2. Construction of candidate models based on hypotheses derived from prior physical knowledge 
The starting point of this phase is considering energy balance equations including the measured variables and 
characteristic parameters to be identified. The characteristics of the studied component and the given test conditions 
are taken into account to build all the candidate models. This step is common to all the analysis approaches. 
Then candidate models must be written trying to give answer to the following questions: 
• What is the system to which the energy balance equation will be referred to?. Is it a volume?, is it a flat surface?
Which are the considered system and their boundaries?
Some case studies where the energy balance considered for modelling is referred to a surface are reported in [1].
A case study where it is referred to a volume is reported in [17].
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• What are the phenomena that theoretically participate in the considered energy balance equation?
• Which of these phenomena are relevant in practice to the considered case study under the given test conditions?
• What is the most efficient way of modelling each phenomena spot as relevant in each case study?. Efficiency is
here referred to model accuracy, cost of measurement devices, and model simplicity. Modelling should have in
its objectives maximise accuracy and minimise costs of measurement devices as well as model complexity.
It must be taken into account that sometimes expressions that could be considered more accurate in principle, 
could give bad performance in practice. This behaviour could be explained since these expressions bring to the 
models information and also uncertainty, and in some cases the weight of brought uncertainty could be higher 
than the weight of brought information. Consequently it is possible that using more sophisticated expressions 
could lead to more inaccurate models at the end. In the opposite side we can find very simple expressions that 
however capture the main essences of the studied process leading to accurate models. 
• Which are the main driving variables of each of the phenomena spot as relevant for the considered case study?
• Which variables must be considered inputs and outputs according to causality and correlations of the system?
If it is not possible to answer some of these questions a priory, several candidate models according to the
different possibilities can be considered and evaluated. If too many options are identified constructing candidate 
models in this way, it is useful to stablish some prioritised order first studying independently each of the relevant 
effects identified and then combining those that evidence improvement regarding models not including them. 
3.3. Modelling 
Subsections 3.3.1, 3.3.2 and 3.3.3 briefly present some of the most usual modelling approaches making emphasis 
on physical aspects in each case. 
3.3.1. Steady state approaches 
In steady state all the physical quantities are time independent, according to the definition of steady state given by 
ISO 9251: 1987 [3]). Consequently steady state equations applied to raw dynamic data are not valid. 
However integrated dynamic equations become analogous to steady state equations, using time averaging to 
represent integrals when integration period is long enough to get the accumulation terms negligible regarding the 
others energy flows in the equation. In this case steady state equations can be applied to dynamic test campaigns. 
The applicability of these methods to dynamic data has significant constrains as discussed in [4], that reports on 
the study of the errors in the U-value estimates for different walls, applying the steady-state equation to dynamic 
data. This study is done for instantaneous measurements as well as considering averages representing integrals. It 
concludes that instantaneous measurements can’t provide accurate estimates of the U-values but its accuracy is 
much improved using time integrated variables. It is also shown that the error in the U-value estimation is 
minimised by using a multiple of 24 hours as the integration period. It reports that the minimum valid integration 
period depends on the characteristics of the wall and weather conditions. It also demonstrates that longer integration 
periods are needed when temperature fluctuations are higher, temperature difference between indoors and outdoors 
are lower and walls are heavier. 
Average method and (multi-) linear regression methods based on averages belong to this family of models, which 
base their validity in using averages which actual origin are integrals of dynamic formulations.  
These models give very bad results when: 
• Premises for applicability are not accomplished. More details about these requisites for applicability for average
methods are reported in ISO 9869:1994 ([5]).
• Non appropriate energy balance equations are applied in (multi-) linear regression methods. It must be
reminded that criteria given in section 3.2 are valid also in this approach to construct candidate models.
Keeping in mind that time integral of dynamic energy balance equations are behind time averaging in the origin 
of these approaches, it is easily understood that when a product or other operation with different variables is 
considered in one of these models, all the products and other operations must be done before the average 
These approaches applied to dynamic test campaigns are not efficient, but they are useful in certain applications. 
Their main drawback is that sometimes extremely long test periods are required. These methods where considered at 
the beginning of the PASSYS project ([6]), but were shifted soon by dynamic approaches more accurate, efficient 
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and suitable to dynamic experimental conditions ([2], [7] and [8]). This analysis is recommended as first exploratory 
approach to each new problem. Such preliminary analyses are useful to find references regarding order of magnitude 
of thermal parameters, to investigate which are the most relevant effects in the energy balance equations, what 
approximations are more suitable for each relevant effect, etc. ([9] and [10]). 
3.3.2. Linear models in transfer function form 
These models are described in [11], and their application to estimate the thermal properties of building 
components from outdoor dynamic testing, imposing appropriate physical constraints, is reported in [8]. 
The following is focused on ARX models as example without losing generality. In these models the output, y(t), 
is expressed as linear function, using constant coefficients, ai and bi, of a number, s, of past readings from the inputs, 
u(t), and also from a number, r, of past readings of output itself as follows: 
( ) ( ) ( ) ( ) ( ) )()(...0...1 tetsbtusbtbtubtrtyrattyaty +Δ+−++Δ−=Δ−+Δ−+ (1) 
Where ǻt is the sampling interval, e(t) represents the model error. 
The physical parameters are found from the ARX model by imposing the physical constraint that the steady-state 
energy balance equation of the considered system and the ARX model, when all its input and output are constant, 
must be coincident, so the steady-state physical parameters can be found by comparing these two equations [8]. This 
comparison is possible provided that the ARX model contains the same variables as the steady state energy balance 
equation of the considered system. Consequently the first step in this analysis approach is to deduce and write the 
appropriate steady state energy balance equation that must be based on previous physical knowledge. Different 
candidate models can be taken into account according 3.2. Once the variables that must be included in the model 
have been spot, it is necessary to decide which of them are considered inputs and which of them are considered as 
outputs. This assignment must be based on causality of these variables. Usually, either indoor temperature or heat 
flux is selected as the model output. Multi-output models can be also considered and have shown very good 
performance in some case studies where test were carried out under unavoidable unfavourable test conditions ([12]). 
3.3.3. Models in continuous time state space form based on SDE 
The continuous–discrete stochastic state space model is a model that consists of a set of nonlinear discrete, 
partially observed stochastic differential equations (SDEs) with measurement noise, i.e. 
dxt = f(xt, ut, t, θ)dt + σ(ut, t, θ)dωt (2) 
yk = h(xk, uk, tk, θ) + ek (3) 
where θ ∈ Θ Rp is parameter vector; f(⋅)∈Rn, σ ∈ Θ Rnxn and h(⋅)∈Rl are nonlinear functions; {ωt} is an n-
dimensional standard Wiener process and {ek} is an l-dimensional white noise process with ek ∈ N(0, S(uk, tk, θ)).  
This class of models are further described in [16] and treated by the tool called CTSM ([13]). 
The state space representation is very useful and flexible to represent physical systems governed by differential 
equations, which offers a very high potential to model a wide variety of physical systems. Diffusion terms and 
modelling errors allow achieving very accurate parameter estimates. It is remarkable that the system equations can 
include measured as well as non-measured states which is a very useful in modelling physical systems. RC models 
can be considered here, but these family of models are a reduced subset of the state space models than can be used 
and don’t make use of these capabilities in their full extent. Case studies applying this approach are reported in [14]. 
3.4. Model validation 
Validation based on statistical and physical considerations, is a key issue of the problem. Statistical criteria are 
very useful guiding and optimising the process of model selection. Results must not contradict physical consistency. 
The following criteria for model selection and validation suggested by Norlén [15] are recommended: 
1. Fit to the data. The model residuals should be 'small' and 'white noise'. A necessary condition for 'white noise' is
that residuals should not show autocorrelation, neither correlation with the input variables.
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2. Internal validity. The model should agree with data other than that used for parameter estimation (cross
validation).
3. External validity. The model results should not conflict with previous experience or other known conditions.
4. Dynamic stability. In steady state, the model should provide an output after a temporary change in an input
variable that gradually fades out (if the model is intended to describe dynamic characteristics).
5. Identifiability. It should be possible to determine the parameters of the model uniquely from the data.
6. Simplicity. The model should be as small as possible.
If the residuals contain periodicities, a study of the correlation in the frequency domain can be more useful to
reveal such periodicities than the autocorrelation function. See [16] for further details. 
Especial care must be put in the interpretation of residuals with a frequency of 24 hours. In a first approach a non 
negligible correlation between the model residuals and solar radiation could lead to suggest a more detailed 
description of the solar radiation in the model for further improvements. However, if levels of solar radiation are 
high, many variables can show a relevant correlation with it, so any other effect depending on these variables and 
not properly modelled can show problems in the residuals in the same frequency as the solar radiation, for example: 
• Air leakage that can depend on wind speed and/or outdoor air temperature, both depending on solar radiation.
• Longwave effects potentiated by high surface temperatures due to solar radiation. One example reported in [17].
• U depending on thermal conductivities depending on temperature of materials that depends on solar radiation.
• Wrong resampling disregarding the sampling theorem (See section 3.1.1 and Fig. 1).
If validation criteria don’t fit, models must be rejected and new models must be formulated. Conclusions from the
previous analysis and validation process are very useful to construct new models, reconsidering hypotheses and 
rewriting candidate models accordingly. Redesigning test set up and carrying out new tests might be necessary. 
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