Abstract-In this paper, we discuss some applications of the pairing inversion problem and outline some potential approaches for solving it. Our analysis of these approaches gives further evidence that pairing inversion is a difficult problem.
I. INTRODUCTION
P AIRING-BASED cryptography is a major area of research in public key cryptography. The security of pairing-based cryptosystems relies on the difficulty of solving various computational problems. Some of these computational problems have only been very recently proposed, and there has been little scrutiny in the literature of whether they are truly difficult.
This paper studies a collection of such computational problems, namely, the problems of inverting various pairings on elliptic or hyperelliptic curves. We describe some potential avenues for solving some pairing inversion problems and we discuss the limitations of these approaches.
We present several results on applications of pairing inversion. It is well known (following Verheul) that if one can invert certain pairings on a class of curves then one can solve the computational Diffie-Hellman problem (CDH) in a class of subgroups of finite fields. This shows that the difficulty of pairing inversion problems has implications not just to pairing-based cryptography, but also to all cryptography based on exponentiation in finite fields. Verheul's results [22] , [23] (and also those of Satoh [19] ) are usually considered as evidence for the difficulty of pairing inversion.
We give some applications of being able to solve certain restricted pairing inversion problems. For example, we show that it is sufficient to solve just a one-sided pairing inversion problem to be able to solve the bilinear Diffie-Hellman problem.
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F. Pairings on (hyper)elliptic curves are computed in two stages. The first stage is to perform Miller's algorithm (which computes the evaluation of a certain function at a certain divisor). The second stage is the final exponentiation (typically, exponentiation in to a power where is to be defined later). Hence, naively, to invert a pairing seems to require first inverting the final exponentiation and then inverting Miller's algorithm.
It was shown by Galbraith et al. [11] and Granger et al. [12] that some pairings can be computed without a final exponentiation (or with final exponentiation reduced to just a squaring). Hence, in these cases, the difficulty of pairing inversion depends entirely on the difficulty of inverting Miller's algorithm.
On the other hand, we discuss in Section VI cases where inverting Miller's algorithm is easy. However, in these cases, the final exponentiation is highly nontrivial (and is many-to-one). Hence, in these cases, the difficulty of pairing inversion is entirely due to the difficulty of finding the right preimage of the final exponentiation.
One might then conclude that if either finding the right preimage of the final exponentiation or inverting Miller's algorithm is difficult, inverting the pairing is difficult. However, it might be possible to invert pairings in one step (rather than the two stage process mentioned above). In Section VII, we discuss approaches along these lines and give the rather subtle reasons why they do not seem to work.
The plan of this paper is as follows. In Sections II and III, we define the pairing inversion problems and give several applications. After reviewing the existing pairings in Section IV, we restate the pairing inversion problems in Section V. In Sections VI and VII, we consider approaches to solve pairing inversion problems in the elliptic curve case. To end, we consider curves of higher genus in Section VIII.
II. STATEMENT OF THE PROBLEMS
The main technical contents of this paper concern the ate pairing, which is defined on the product of two distinct cyclic subgroups of elliptic curves (or divisor class groups of higher genus curves). Hence, we define our pairings on cyclic groups. Let and be cyclic groups of prime order . In this paper, we consider nondegenerate bilinear pairings of the form We now define the two pairing inversion problems under consideration. We remark that one can solve the discrete logarithm problem in in subexponential time (in terms of the input size of ) and hence one can solve FAPI-1 and FAPI-2 in subexponential time [in terms of the size of the input ]. Our concern in this paper is whether one can do better than this, in particular, whether there are families of groups for which pairing inversion is polynomial time. Note that one can solve the discrete logarithm problem in or using Pollard's methods but this has exponential complexity for families with bounded embedding degree.
Finally, we mention a more general problem.
Generalized Pairing Inversion (GPI):
Given a pairing and a value , find and with .
Obviously, GPI is not more difficult than either FAPI-1 or FAPI-2.
III. APPLICATIONS OF PAIRING INVERSION
In this section, we explore some applications of the ability to solve pairing inversion problems. Note that for fixed groups , and , it is often the case that there are several alternative ways to define or implement pairings . For most of the following applications, it will be sufficient to be able to invert any one of the different pairings.
We start by generalizing the result of Verheul to the case of pairings on cyclic groups . Hence, inverting pairings enables the computation of "distortion maps" between and . We will now present some applications of this idea. The existence of efficiently computable homomorphisms (i.e., "distortion maps") depends on the curve and groups and . For elliptic curves with , we have the following: except for elements of its two eigenspaces, the Frobenius endomorphism can always be used to construct a distortion map. Distortion maps for the -eigenspace exist if and only if the curve is supersingular [23] , [10] . Similarly, one can show that for the -eigenspace, distortion maps exist if and only if the curve is supersingular.
We now introduce some variants of the bilinear Diffie-Hellman problem.
Definition 9:
Let be a nondegenerate bilinear pairing. The bilinear Diffie-Hellman problem (BDH-1) is as follows: Given and to compute . The bilinear Diffie-Hellman problem (BDH-2) is as follows: Given and to compute .
We now show that it is sufficient to solve FAPI-1 to solve BDH-1. Hence, we have BDH-1 FAPI-1 CDH in (FAPI-1 and FAPI-2). We stress that the pairing in the statement of FAPI-1 does not need to be the same pairing as in the statement of BDH-1.
Corollary 10: Suppose one can solve FAPI-1 in polynomial time, then one can solve BDH-1 in polynomial time.
Proof: Suppose we are given a BDH-1 instance . Using an oracle to solve FAPI-1, one can compute a group homomorphism such that . Hence, one can compute and obtain .
Corollary 11: Suppose one can solve FAPI-2 in polynomial time, then one can solve BDH-2 in polynomial time.
It follows that if one can solve only one of the two pairing inversion problems, then there are potential weaknesses for pairing-based cryptosystems. Note that in this case, cryptography in subgroups of finite fields does not seem to be affected. Let for or . Mireles [17] has observed that if one can solve FAPI-, then one has a static Diffie-Hellman oracle for . Hence, one can apply results of Brown and Gallant [4] and Cheon [5] to speed up the computation of the discrete logarithm problem in . More precisely, if is a divisor of , then with calls to the FAPIoracle, one can compute in group operations in . Similarly, if is a divisor of , then with calls to the FAPI-oracle, one can compute in group operations in .
As a final application, we observe that some cryptosystems can be broken directly using one-sided pairing inversion. For example, the identity-based signature scheme of Hess [13] has signature on message such that . If one can solve FAPI-2, then one can forge signatures by choosing a random element , setting and then solving for the equation .
IV. PAIRINGS
We recall some background on pairings. Let be a nonsingular projective curve of genus over . We denote by the degree zero divisor class group of over . Divisor classes are denoted by .
Let be coprime to . It is typical for cryptographic applications to take a (large) prime divisor of # . It is often the case that , but in some situations, it is necessary to take smaller. The embedding degree is defined to be the smallest positive integer such that . Note that the embedding degree is a function of and . The subgroup of th roots of unity of is denoted by .
A. Tate-Lichtenbaum Pairing
The Tate-Lichtenbaum pairing [20] , [15] , [9] , [6] The argument of the right-hand side of the Tate-Lichtenbaum pairing can be represented by an -rational divisor of degree zero such that the supports of and are disjoint. Then, the Tate-Lichtenbaum pairing is defined to be Finally, we note that with is only defined up to scalar multiples from . It is possible to find , which is defined over the field of definition of and we assume this in the following. We will need to impose some additional normalization conditions on later.
B. Ate Pairings
For cryptographic purposes, one applies one further simplification to the reduced Tate-Lichtenbaum pairing by restricting the pairing to certain cyclic subgroups and of that are Frobenius eigenspaces. Write for the -power Frobenius map on and the Frobenius endomorphism on . Then, we define (1) for which the eigenvalue of is . We also define (2)
1) Ate Pairings on Elliptic Curves:
Let be an ordinary elliptic curve over . Let be the trace of the -power Frobenius endomorphism of , such that . We assume that is a sufficiently large prime factor of and that is minimal such that . If has order , then is a divisor of degree zero representing a divisor class of order . For of arbitrary order and any integer , we denote by a rational function on , defined over the field of definition of , satisfying . We also need to normalize as follows. Let be a local uniformizer at , that is, satisfies . Then, we define and . The function is defined over the field of definition of and is uniquely determined by and up to nonzero th-power multiples from .
Theorem 12 [14] , [16] In certain cases, it may be possible to choose strictly smaller than , which yields an even more efficient computation [16] .
The Duursma-Lee pairing [7] and the -pairing from [1] can be regarded as a special form of the twisted ate pairing on supersingular elliptic curves.
2) Ate Pairings on Hyperelliptic Curves: For hyperelliptic curves, the situation is somewhat different. In order to formulate the main results from [12] , we fix some notation. Let be a hyperelliptic curve with a single point at infinity. For any divisor class , we denote by the unique reduced divisor in and by the effective part of so that we have . We apply the same normalization to the function as above, namely, for and a local uniformizer at over . A curve is called superspecial if its Jacobian is isomorphic to with a supersingular elliptic curve. The Jacobian of superspecial curves is hence also supersingular, and in particular, it has -rank zero.
Theorem 13 [12] 
V. RESTATEMENT OF THE PROBLEMS
In Section II, the problems FAPI-1 and FAPI-2 were defined in the setting of pairings on cyclic groups. In practice, pairings are often defined on a larger object than a cyclic group, and it may be sufficient for some applications to solve pairing inversion problems with respect to this larger domain. Hence, we give some more general definitions that are more suitable when discussing the Tate-Lichtenbaum pairing.
We now assume that a pairing is a well-defined, bilinear map (not necessarily nondegenerate) (3) where is a large prime and are subgroups of with . It is natural to try to invert a pairing (for some divisors and integers ) by first inverting the final exponentiation (i.e., taking th roots in the finite field) and then inverting the pairing function (Miller inversion). We discuss inverting Miller's algorithm in the next section. We now show the existence of parameters for which this can occur. We call parameters pairing friendly (with respect to a given security parameter ) if is a prime, is a prime power, and there is an elliptic curve over with order divisible by and embedding degree , and such that the discrete logarithm problem in and the discrete logarithm problem in cannot be solved using known methods in time less than .
VI. INVERTING MILLER'S ALGORITHM

Lemma 15:
There exist families of parameters of pairing friendly curves for which the Miller inversion problem can be solved in polynomial time.
Proof: To balance the security of the discrete logarithm problem (DLP) in with the DLP in the finite field , we need with the constant appearing in the number or function field sieve complexities. Let , then in practice one often restricts to , which implies that has to grow. Balancing the security levels implies that has to grow as (7) with a constant depending on and . In practice, the approximation seems adequate. From , it follows that can be as small as . Furthermore, for all except , and for large , we have with
Euler's constant (see [18, pp. 319-320] for this formula). Using the bound , we conclude that the smallest trace of Frobenius grows as (8) which is polynomial in .
In fact, the better approximation shows that is allowed to grow much faster than its minimal value, basically as , so MI is a polynomial time problem for a much larger class of curves than only those with minimal .
To construct curves with small , one can use a family of curves, such as those proposed by Brezing and Weng [3] One easily checks that the nondegeneracy conditions of Theorem 12 are satisfied and that the final exponentiation (after taking a greatest common divisor with ) is equal to . So indeed defines a nondegenerate pairing.
The problem of Miller inversion for some then boils down to computing the greatest common divisor of with giving the -coordinate of . The -coordinate of is obtained by taking the square root of and checking the result. To give some idea of the running times for this using Magma, the gcd computation takes only a fraction of a second while the square root computation takes about 1-2 s.
For larger traces , the Miller inversion via the greatest common divisor computation of the resultant and quickly becomes ineffective due to the large degrees. It will then be faster to apply the final exponentiation and use the Pollard methods in or index calculus in to invert the pairing via a discrete logarithm computation.
VII. PAIRING INVERSION
In this section, we consider ways to invert pairings. One approach is to take a suitable th root and then do Miller inversion; this is a "two-step" method. An alternative way to proceed is to try to invert the pairing in a single step. There seems to be a significant difference between FAPI-1 and FAPI-2. For example, to solve FAPI-1 for a fixed divisor , one can express as a rational function with indeterminates corresponding to the divisor (e.g., with the coefficients in the Mumford representation of being variables). For elliptic curves, the degree of grows as . On the other hand, for FAPI-2, one can express for fixed as a rational function; for elliptic curves, the degree grows as . We first consider a special case which is of interest. Then, we analyze the precise relation between FAPI-1 and MI, i.e., when one problem polytime reduces to the other. Later we consider the problem of inverting a pairing in one step (rather than first inverting the final exponentiation and then inverting Miller's algorithm).
A. FAPI-1 for the Ate Pairing on Special Curves
As seen in Section VI, there are cases of the ate pairing where it is easy to invert Miller's algorithm and it is natural to try to invert pairings in this case.
We revisit Example 1 in this context. As discussed, a nondegenerate bilinear pairing can be computed as To solve FAPI-1, we are given and a target . One can compute and . It suffices to find such that
The main problem is that there are possible roots of and only one of them is likely to be of the correct form for some . It is easy to compute random th roots of , but it seems to be difficult to select the correct root efficiently. For further discussion, see [21] .
Note that one can obtain further equations with the same solution from for any . The problem FAPI-1 is seen to be similar to the following more elementary problem. Suppose we are given many pairs , such that for some unknown value , to find . Usually, a small number of pairs suffice to determine uniquely, but it appears a difficult problem to actually compute it when is a large divisor of .
B. Is FAPI-1 MI?
The conventional wisdom is that FAPI-1 is strictly more difficult than MI, since the final exponentiation destroys information. Precisely, given a pairing value , one knows that , but there are possibilities for the value . One might think that the attacker has to try inverting for all roots in turn, which would be infeasible if is large. In this section, we show this reasoning to be fundamentally flawed for the Tate-Lichtenbaum pairing. We will show that, in most cases, it suffices to choose a random th root of . The situation for the ate pairing is subtly different and we discuss this case at the end of the next subsection.
Definition 17:
Let be a pairing as above and let be a divisor representing an element of . Define to be the set of all divisors corresponding to elements of for which the pairing can be computed as .
For example, for the Tate-Lichtenbaum pairing  and for  ,  we have  and On the other hand, for the ate or twisted ate pairing, we have and as in (1) and (2) 
In this section, we consider when being able to invert Miller functions is sufficient for inverting pairings. It is clear that if , or is polynomially small, then FAPI-1 MI: we invoke MI on each th root in turn until a solution is returned.
For large , the situation is more interesting. For each , there are precisely possible th roots to choose from. It is no longer feasible to run MI on each root in turn. We know of no efficient algorithm to identify the roots that lie in . Hence, we propose choosing a random th root and then running MI. The following discussion estimates the success probability of this method.
Fix a divisor such that . Note that if is such that , then . Denote by the set of all divisors such that . Bilinearity implies that where (10)
The number of choices for is, therefore, equal to the number of divisors in . If this intersection is sufficiently large and if the corresponding values for are relatively evenly distributed, then there is a good chance that a divisor exists such that for a randomly chosen th root of . More research is needed to clarify this issue. In particular, it is necessary to understand the distribution of values over all choices for . Conversely, if for sufficiently large , then the probability of being able to solve Tate-Lichtenbaum pairing inversion by taking a random th root must be negligible.
Example 18:
To illustrate this approach, we apply the above to the reduced Tate-Lichtenbaum pairing on elliptic curves. In this case, we have and . Let and . We want to determine the probability, for a randomly chosen th root of , that there is a divisor such that .
From the definition of the Tate-Lichtenbaum pairing, it follows that . The size of is and thus it is much smaller than , so this is not sufficient to argue that a random th root of is in the image of the pairing. However, for , Lemma IX.8 in [2] shows that also contains for all . Since , we conclude that and thus This suggests that for the Tate-Lichtenbaum pairing with , we indeed have FAPI-1 MI. We remark that the above example does not imply that one can efficiently solve FAPI-1 for the Tate-Lichtenbaum pairing. We have shown that the final exponentiation is not an obstacle, but inverting Miller's algorithm is still difficult since the degree of is exponentially large. For the ate pairing, there is the further complication that is typically very small. This is because the ate pairing is only bilinear on where and are Frobenius eigenspaces. In practice, one might be able to invert the Miller function to get a divisor corresponding to a divisor class outside , but it is unclear that this has any usefulness since the pairing is not expected to be bilinear outside .
C. Is MI FAPI-1?
Although MI looks easier than FAPI-1, the former does not necessarily polytime reduce to the latter. More precisely, MI for and polytime reduces to FAPI-1 for and , where we make the implicit assumption that is computed as . A possible reduction would be as follows: given a value , call FAPI-1 on , which returns a class with . So for , any element of , where is considered as a set, will be a solution to MI. In this case, we do have MI FAPI-1. It is interesting to note that the cardinality of the set can be very large, which directly follows from the fact that the pairing is well defined. For instance, in case of the ate pairing on which has , the set consists of all -rational degree zero divisors with .
For
, there are two cases: the first case is where only contains one element (or a polynomial number of elements), then again, we have MI FAPI-1. Examples are the ate pairing on or the elliptic ate pairing. In the second and most general case, the cardinality of does not grow polynomially, so we cannot conclude that MI FAPI-1. The reduced Tate-Lichtenbaum pairing provides an example of this behavior.
D. Degree Bounds
We have seen that Miller functions can be of (very) low degree and hence easy to invert. In this section, we look at the question whether pairing functions can have low degree as well.
The following lemma shows that it is not possible to find pairings on elliptic curves, which can be inverted for the reason that the corresponding pairing functions have low degree. It thus provides a security argument for pairing-based cryptography, to some extent at least. More precisely, the lemma shows that even just homomorphisms cannot be obtained using small degree functions. We saw in Section VII-B that if has small degree, then MI is easy. However, Lemma 19 implies in this case, so must be large and there will be many possible th roots of to choose from. As we have seen, this appears to be the obstacle to pairing inversion.
If on the other hand is small, then it would be easy to iterate through all th roots. Lemma 19 then implies that has large degree and so MI seems to be difficult.
It is even difficult to construct elliptic curves such that pairing inversion would be easy. One possible way of attack could be to arrange for and such that there is a map given by polynomials or rational functions of "small degree" together with a final exponentiation. More generally, should have a compact representation. Since there does not seem to be a Riemann-Roch theory available like for the pairing case , it is unclear whether or how such a representation could be achieved. Note that polynomials for can always be obtained via interpolation (see [19] ), but this does not give a compact representation.
VIII. INVERTING PAIRINGS ON HIGH-GENUS CURVES
A. General Considerations
As we have seen, there does not seem to be much hope to efficiently invert pairings on elliptic curves. So the question arises whether it is possible to actually construct a curve of higher genus where pairing inversion (or more generally inversion of a homomorphism given by a rational function) is actually possible in a nontrivial situation.
There is some reason to expect success in this case, since the hyperelliptic ate pairing gives both significant loop shortening as well as a very simple final exponentiation. More precisely, this pairing takes the form So there is no final exponentiation and the degree of the function is , which is polynomial in if is fixed and tends to infinity.
However, these potential simplifications are opposed by the fact that we are evaluating functions at divisors rather than a single point. The divisor is in general a sum of independent points. Thus, FAPI-1 now becomes a problem of solving multivariate systems of equations.
By replacing with random multiples, we can achieve that consists of a Galois orbit of -rational points, or put differently, represents an -rational place of degree . That is, we only need to solve a multivariate system where the variables are conjugated under the -power Frobenius. Since is large, this leads to a univariate system of equations but with large degrees. Hence, the situation eventually becomes similar to the elliptic curve case, from a complexity point of view.
We give some details of this approach in the next section for a very special family of curves. Our results do not currently imply any weakness for pairing inversion on these curves.
B. Duursma Curves
Duursma and Lee [7] proposed implementing pairings on the supersingular curves over where . These curves have genus and have embedding degree . For a point , one can show that the point satisfies in the divisor class group.
Duursma and Lee showed how to compute pairings on these curves extremely efficiently. The key idea is to use, for , the function which has divisor . One can then compute eta or ate pairings on efficiently. Galbraith, Ó hÉigeartaigh, and Sheedy [11] showed that if one includes denominators, then the final exponentiation is just a squaring. One can obtain suitable parameters with rather small values . For example, one gets parameters that could be secure by working over or over . Let us consider the case (we do not claim that there is a large prime divisor of the group order in this case). One has # and so . Let . Then the pairing of with (where is the usual distortion map; see [7] and [11] ) can be computed as To solve FAPI-1 for this pairing, one tries each of the two square roots in turn, computes , and takes a resultant with to get a polynomial in of degree . It is then a simple matter to find roots in .
However, it is not sufficient to be able to invert pairings on single points. As we have mentioned, we are usually pairing general divisors and for applications such as those in Section III it is necessary to be able to invert pairings in the general case. We now discuss the two intermediate cases and in turn.
If , where the points are typically defined over some extension of , then . The above method can still be used by taking the product of the functions before taking the resultant. This leads to a univariate polynomial of degree , which is still feasible to solve. This may look like progress towards breaking some cryptographic protocols that are implemented using special divisors (see [1] and [8] for such proposals) but in such cases, we could also have broken the system simply by trying all (note that # is either or ). If , again with defined over some extension of , then one has . If one introduces indeterminates for each point, then one obtains a large and underdetermined multivariate system. The attack seems hopeless in this case.
As mentioned earlier, we can exploit the fact that with probability the divisor is of the form where and where . One then notes that Now, is defined over and so we can write the above as which is computing . To solve FAPI-1 now simply requires inverting the norm and then following the previous method. The problem is now very similar to the problem with the elliptic ate pairing; there are too many possible preimages to try. Hence, this approach also fails.
Solving FAPI-1 for the fully general case of is also difficult for the above reasons. It would be very interesting to have some new techniques to handle pairing inversion in this case.
IX. CONCLUSION
We have defined and analyzed the fixed argument pairing inversion problems FAPI-1 and FAPI-2, as well as the Miller inversion problem (MI).
We have shown that MI can be easy, for example, for the ate pairing with very small
. Such examples tend to have rather large and inverting the final exponentiation seems to be difficult. Hence, the pairing inversion problems seem to be difficult for these cases.
We have shown that for the Tate-Lichtenbaum pairing, it is sufficient to take a random root when inverting the final exponentiation. Hence, we have shown FAPI-1 MI for this pairing (where FAPI-1 is the more general version of Section V so that the group is not cyclic). Note that MI seems to be difficult for the Tate-Lichtenbaum pairing.
We have also shown examples (such as the hyperelliptic ate pairing) where inverting the final exponentiation is easy. We deduce that MI is equivalent to FAPI-1 for these examples. We also deduce MI FAPI-1 for the ate pairing and elliptic ate pairing on cyclic groups. However, pairing inversion seems to be difficult for all these examples.
To conclude, our methods do not solve the pairing inversion problem for any cryptographically useful curves. Hence, our results currently support the security of pairing-based cryptosystems.
