On Gauss–Green theorem and boundaries of a class of Hölder domains  by Lyons, Terry J. & Yam, Phillip S.C.
J. Math. Pures Appl. 85 (2006) 38–53
www.elsevier.com/locate/matpur
On Gauss–Green theorem and boundaries of a class of Hölder
domains ✩
Terry J. Lyons ∗, Phillip S.C. Yam
Mathematical Institute, University of Oxford, 24–29 St. Giles, Oxford OX1 3LB, UK
Received 30 May 2005
Available online 17 November 2005
Abstract
The purpose of this paper is to show that, if α > 1/3 and ε > 0, the boundary of an α-Hölder domain is a 1/α + ε geometric
rough path; and as a direct application, we extend the classical Green–Gauss’ formula to this class of fractal domains.
 2005 Elsevier SAS. All rights reserved.
Résumé
Le but de cet article est de montrer que, si α > 1/3 et ε > 0, la frontière d’un domaine α-Hölder est un chemin rugueux géo-
métrique 1/α + ε ; comme application directe, nous prolongeons la formule classique de Green–Gauss à cette classe de domaines
fractals.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
Consider a planar Jordan domain D with a C1-boundary γ , then the Gauss–Green theorem asserts that one can
compare the integral of a 1-form ω over γ with that of a 2-form dω over D, in particular:∫
γ
ω =
∫ ∫
D
dω. (1.1)
It is clear that the double integral in (1.1) is robust to the underlying domain D if ω ∈ C1; however, unless ω is
closed, the line integral in (1.1) is sensitive to the underlying curve γ and so there are real difficulties on giving a
local definition for this integral. For instance, one can show that there is a smooth non-closable 1-form ω such that the
integral of ω is not a continuous functional on the path space C[0, T ] in C equipped with uniform norm. Nevertheless,
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rough paths and hence deduced that the Itô functional associated to ω, namely:
Iω :γ →
∫
γ
ω (1.2)
is continuous over the space of paths of finite p-variation. One can refer to Section 2.3 for the definitions of p-variation
norm and geometric rough paths; or one can consult the notes prepared by Lejay [10], the paper by Lyons [11] and
the book written by Lyons and Qian [12] for a more elaborated introduction.
In this paper, we shall identify the boundary of any α(> 1/3)-Hölder planar domain D as a geometric rough path
which in turn leads to an independent meaning to the line integral in (1.1) in accordance with the theory of rough
paths; by approximating the domain D from inside, we also generalize the classical Gauss–Green formula via the
theory of rough paths.
1.1. Background
For many practical problems arising in analysis or physics, the geometric objects of interest have non-smooth or
even fractal boundaries, and so the Gauss–Bonnet–Chern theorem and/or isoperimetric inequalities fail to be applied
directly in the study of their structures. The validity of many important theorems in geometry, including the previous
two, relies critically on the Stokes’ theorem; therefore, we believe it is interesting to extend Stokes’ theorem to
domains with irregular boundaries. For domains of locally finite perimeter in any finite-dimensional Euclidean space,
with the class of Lipschitz domains as a special case, it was first treated by Federer [5,6]; the key idea was to look at
the measure-theoretic exterior normal along the boundary and the corresponding reduced boundary.
The main recent advance in the planar case was first given by Harrison and Norton [8]. Recall that the box dimen-
sion of any compact planar curve γ is defined to be
lim sup
ε→0
(
− logN(ε)
log ε
)
,
where N(ε) is the minimum number of squares of side ε required to cover γ . Notice that the Hausdorff dimension
of an arbitrary curve γ can be shown to be less than the box dimension of γ . Now, consider the space Jd of planar
Jordan curves of box dimension d < 2. For any α > d−1 and a planar Jordan domain D with the boundary γ ∈ Jd ,
Harrison and Norton defined the integral of an α-Hölder continuous, but not necessary differentiable, 1-form ω along
γ to be the integral of a 2-form dω˜ over D, where the 1-form ω˜ is a smooth extension of ω over D according to the
Whitney decomposition theorem; and they also showed that this definition is independent of the choice of ω˜. As an
immediate consequence of this definition, they extended the classical Gauss–Green theorem to planar domains with
boundaries in Jd .
Moreover, Harrison and Norton also deduced the following two properties for all γ1, γ2 ∈ Jd :
1. If γ1 and γ2 are disjoint, then ∫
γ1unionsqγ2
ω =
∫
γ1
ω +
∫
γ2
ω, (1.3)
where unionsq denotes the disjoint union.
2. Consider a (d − 1)-Hölder continuous 1-form ω; let Y be the region bounded by γ1 and γ2 with Q as a Whitney
decomposition, then ∣∣∣∣∣
∫
γ1
ω −
∫
γ2
ω
∣∣∣∣∣ |ω|d−1 ∑
Q∈Q
|Q|d , (1.4)
where |ω|d−1 is the (d − 1)-Hölder norm of ω.
In summary, their main perspective was the search of the minimum regularity on ω such that the Itô functional (1.2)
can be continuously extended from J1 to Jd under a suitably chosen measure of closeness between any two curves γ1
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∑
Q∈Q |Q|d over the region bounded by γ1 and γ2.
However, this measure fails to be a metric in Jd .
Next, we want to compare our work with that of Harrison and Norton. We first consider a class of Weierstrass
functions, for any t ∈ [0,1],
Wβ : t →
∞∑
k=1
λ−βk sin
(
λkt
)
, (1.5)
where λ > 0 and 0 < β < 1. The box dimension of the graph Wβ([0,1]) can be shown to be 2 − β; and the function
Wβ(·) is α-Hölder continuous only for α < β , and this Wβ(·) also has infinite p-variation for p < 1/β . Now, it is clear
that one can construct a Jordan curve lβ ∈ J2−β by augmenting the planar graph Wβ([0,1]) by a non-self-intersecting
smooth arc Cβ such that Wβ([0,1]) ∩ Cβ = {Wβ(0),Wβ(1)}; however, lβ fails to be a p-geometric rough path for
any p < 1/β .
Before we move on, we point out two obvious but important features among continuous paths of finite variation.
Consider the Banach space (Ω1,‖ · ‖1) of continuous curves of finite variation defined on [0, T ] equipped with
1-variation norm ‖ · ‖1. Firstly, it can easily be shown that, for any continuous 1-form ω, the Itô functional (1.2) is
continuous over (Ω1,‖ · ‖1).
Secondly, for any γ ∈Ω1, consider the tensor,
X(γ )s,t =
(
1,X(γ )1s,t , . . . ,X(γ )
k
s,t , . . .
) (1.6)
(to be formally defined in Section 2.3) of iterated integrals of γ over [s, t], where
X(γ )ks,t =
∫
· · ·
∫
s<u1<···<uk<t
dγu1 ⊗ · · · ⊗ dγuk . (1.7)
This tensor (1.6) is called the signature of the curve γ over [s, t] and is a continuous functional over the space
(Ω1,‖ · ‖1). Moreover, by properly partitioning the domain of integration and using the Fubini’s theorem, one can
also deduce the so-called Chen identity
X(γ )s,t ⊗X(γ )t,u =X(γ )s,u (1.8)
for 0  s  t  u  T . In other words, the mapping S : (γ,∗) → (X(γ ),⊗) is a homomorphism, where ∗ is the
concatenation of paths such that for any γ1, γ2 ∈Ω1,
γ1 ∗ γ2 =
{
γ1(2t) for 0 t < T/2,
γ1(T )− γ2(0)+ γ2(2t − T ) for T/2 t < T .
Furthermore, we say that γ1 and γ2 are equivalent, denoted by γ1 ∼ γ2, if there are two reparameterizations τ1 and
τ2 such that γ1 ◦ τ1 ≡ γ2 ◦ τ2 on [0, T ]; according to Chen’s works [2,3], the signature (1.6) over [0, T ] completely
characterizes the underlying path γ up to the equivalence ∼. In a nutshell, the concatenation of paths in Ω1 has an
equivalent algebraic analogue, namely the tensor product ⊗ over (Ω1,‖ · ‖1).
We therefore believe that it is desirable if one can continuously, under a suitable norm, extend both the Itô functional
(1.2) and the signature (1.6) simultaneously to a wide class of paths that includes many interesting non-rectifiable
curves; and indeed, a positive answer is provided by the theory of rough paths according to which the space of
p-geometric rough paths equipped with p-variation norm can satisfy our concern.
On the other hand, for each β ∈ (1/3,1/2], there is no apparent meaning for the iterated integral∫ ∫
0<u1<u2<1
dWβ(u1)dWβ(u2) (1.9)
in the theory by Harrison and Norton since (1.9) is essentially an integral of a β( 1/2)-Hölder continuous function
against itself and β ≯ (2 − β) − 1. In contrast, for every β ∈ (1/3,1/2], our Theorem 1 in Section 1.2 identifies the
graph Wβ([0,1]) as a p-geometric rough path, for p > 1/β; in accordance with the theory of rough paths, we can
provide a useful meaning to the signature (1.6) of Wβ over [0.1], in particular to the iterated integral (1.9), and also
to any flow controlled by Wβ(·).
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and Norton can treat easily while our rough path approach is still open.
In conclusion, our work demonstrates an alternative approach, which is also complementary, to that by Harrison
and Norton on how to do calculus and geometric analysis on fractals
1.2. Main results
Our first main theorem is the following which characterizes the roughness of the boundaries of a class of
α(> 1/3)-Hölder domains:
Theorem 1.1. For 1/3 < α  1, the boundary of an α-Hölder planar domain D¯ is a p-geometric rough path, for all
p > 1/α.
In other words, we can approximate the boundary of an α(> 1/3)-Hölder domain by a sequence of C1-loops from
inside in (1/α + ε)-variation norm, for any ε > 0. It should be remarked that, unlike Hausdorff or box counting
measure, no external measure is required to be defined on the ambient space, only the intrinsic metric are needed to
define the p-variation norm and hence the roughness p of the domains of interest.
Next, as a direct consequence of our first main theorem, we immediately have:
Theorem 1.2 (Gauss–Green). For 1/3 < α  1, let γ to be the boundary of an α-Hölder planar domain D¯ and
ω = ω1 dx1 +ω2 dx2 be a 1-form such that for i = 1,2,
(1) if 1/2 < α  1, ωi ∈ C1b(C),
(2) if 1/3 < α  1/2, ωi ∈ C1b(C) and all its first order partial derivatives are β-Hölder continuous with β > 1/α−2.
Define X(γ )s,t = (1,X(γ )1s,t ,X(γ )2s,t ) to be the p-geometric rough path, as constructed in the proof of Theorem 1,
associated with γ in the sense that
X(γ )1s,t = γ (t)− γ (s) (1.10)
for some p > 1/α and π1(·) to be the projection map from T (2)(V ) onto V⊗1.
Then we have the generalized Green’s formula:
π1
(∫
ω
(
X(γ )
)
dX(γ )
)
=
∫ ∫
D¯
dω, (1.11)
where the integral
∫
ω(X(γ ))dX(γ ) is the unique p-rough path Y˜ to be mentioned in Remark 2 following Propo-
sition 3. The value π1(
∫
ω(X(γ ))dX(γ )) is independent of the choices of both the parametrization of γ and the
roughness p. On the other hand, the double integral in (1.11) is defined in the usual Lebesgue sense.
The paper is organized as follows: Section 2 presents some basic definitions and lemmas; and the proofs of our
main theorems are presented in Section 3.
2. Preliminary definitions and results
In this section, we prepare some definitions and lemmas that will be needed in the sequel.
2.1. Hölder domains and Hardy–Littlewood lemma
Definition 1. A function φ is α-Hölder continuous with exponent α (0 < α  1) on a connected set A ⊂ C if there is
a positive constant M , such that for any z1, z1 ∈A,∣∣φ(z1)− φ(z2)∣∣M|z1 − z2|α. (2.1)
42 T.J. Lyons, P.S.C. Yam / J. Math. Pures Appl. 85 (2006) 38–53Furthermore, if z1 = eiθ1 and z2 = eiθ2 , with 0 θ1, θ2 < 2π , then to say that φ is α-Hölder continuous over C is the
same as the condition, ∣∣φ(z1)− φ(z2)∣∣M ′∣∣arg(z2 − z1)∣∣α M ′|θ1 − θ2|α, (2.2)
imposed on φ for some positive M ′.
Definition 2. A simply connected planar domain D ⊂ C is called an α-Hölder domain if it is the conformal image of
a unique univalent analytic function φ over the unit disc D such that φ is also α-Hölder continuous when restricted to
∂D and f (∂D) = ∂D.
Remark 1. Notice that the boundary of an α-Hölder domain (with α < 1) need not to be rectifiable, and its boundary
may be of infinite length. Therefore, the classical Green’s formula has no apparent meaning for this class of ‘exotic’
domains. We aim to generalize this well-known theorem to these α-Hölder domains.
Next, we introduce a lemma first obtained by Hardy and Littlewood [7] which characterizes the rate of growth of
the first derivative of φ of an α-Hölder domain D. For a more recent account of this result and its further applications,
see Duren [4] and Pommerenke [13].
Lemma 1 (Hardy–Littlewood). Suppose φ is a univalent analytic function in the interior of the unit disc D. Then φ is
continuous in D and φ(eiθ ) is α(< 1)-Hölder continuous in θ , if and only if there is a positive constant C such that∣∣φ′(z)∣∣ C
(1 − |z|)1−α . (2.3)
Proof. One can also consult the book by Duren [4, p. 74]. 
For any r  1, we consider φr(z) = φ(rz) for any z ∈ D; suppose that φ(eiθ ) is α-Hölder continuous in θ , according
to the Hardy–Littlewood lemma, ∣∣φ′(z)∣∣ C
(1 − |z|)1−α , for every z ∈ D,
for some positive constant C. Differentiating φr with respect to z, we get φ′r (z) = rφ′(rz), and hence∣∣φ′r (z)∣∣ Cr(1 − r|z|)1−α  Cr(1 − |z|)1−α ; (2.4)
therefore, applying the converse part of the Hardy–Littlewood lemma, we deduce that φr(eiθ ) is also α-Hölder
continuous in θ , in particular: ∣∣φr(eiθ1)− φr(eiθ2)∣∣ Cr((2π)1−α + 2
α
)
|θ2 − θ1|α, (2.5)
or ∣∣φ(reiθ1)− φ(reiθ2)∣∣ Cr((2π)1−α + 2
α
)
|θ2 − θ1|α. (2.6)
Now, for any two points z1 and z2 with |z1| = |z2| = r , one can express z1 = reiθ1 and z2 = reiθ2 such that
|θ1 − θ2| π ; using the above inequality, we also have:∣∣φ(z1)− φ(z2)∣∣ Cπαr1−α2α
(
(2π)1−α + 2
α
)
|z2 − z1|α. (2.7)
Moreover, we also have the increment of such φ along any radial direction θ being bounded above by:
∣∣φ(eiθ )− φ(ρeiθ )∣∣= lim
q↑1
∣∣∣∣∣
q∫
ρ
φ′
(
reiθ
)
d
(
reiθ
)∣∣∣∣∣
1−∫
ρ
C
(1 − r)1−α dr =
C
α
(1 − ρ)α. (2.8)
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Definition 3. Let I = [0,1]. A loop in a metric space (X,d) is a path γ· : I → X that begins and ends at the same
point, i.e., γ (1)= γ (0). For instances, for a loop γ· : I → C over C, we consider a point z ∈ C not lying in the image
of γ· and set
g(s) = γs − z‖γs − z‖ . (2.9)
Then g : I → S1 is a loop in the unit circle. Let p :R → S1 be the standard covering map, i.e., p(·) = e2π · and
g˜ : I → R be a lifting of g to S1, i.e., p ◦ g˜ = g. Since g is a loop, the difference g˜(1)− g˜(0) can be shown to be an
integer, which is called the winding number of γ· with respect to z and is denoted by η(γ·, z).
As a remark, the notion of winding number can be shown to be independent of the choice of the lifting of g. In
particular, if g˜ is one of such lifting of g, then the uniqueness of liftings implies that any other lifting of g has the form
g˜(s)+m for some integer m. Intuitively, even a formal proof is not so simple, for any Jordan curve γ·, |η(γ·, ·)| 1,
for each z ∈ γ c· . In addition, for any rectifiable curve γ·, η(γ·, ·) is a measurable function since γ c· is a countable union
of connected open components.
Definition 4. With the above notation, let Γ : I × I → X be a continuous map such that Γ (0, ·) = Γ (1, ·), that is to
say, for each t ∈ I , the map Γ (·, t) is a loop in X. The map Γ is then called a free homotopy between loops Γ (·,0)
and Γ (·,1).
Lemma 2. Let γ· be a loop in C/{z}. If γ· is freely homotopic to another loop γ ′· , through loops lying in C/{z}, then
η(γ·, z)= η(γ ′· , z).
Proof. Suppose Γ to be a free homotopy between γ· and γ ′· . Define G : I × I → S1 by:
G(s, t) = Γ (s, t)− z‖Γ (s, t)− z‖
for (s, t) ∈ I × I . Let G˜ be a lifting of G to R. Then G˜(1, t)− G˜(0, t) is an integer for every t . Since G˜(1, ·)− G˜(0, ·)
is continuous, hence the image of G˜ is connected and therefore it is a constant. 
Next, we will introduce a generalized version of the isoperimetric inequality—the so-called Pohl–Banchoff in-
equality, first proven by Pohl and Banchoff in [1], and then Vogt [15] obtained a simpler proof; and point out the
relationships, which first discovered by Rado [14], between the Levy area for a closed rectifiable curve γ and the
integral of winding numbers over the domain bounded by γ . For the readers’ convenience as well as their crucial role
in the proof of our main theorem, we include a shorter proof for its essential parts in Appendix A.
Proposition 1. With the previous notation, let γ· be a closed rectifiable curve in C of length l and D be the region
enclosed by this curve γ , i.e., ∂D = γ . Then, one can have:
(1) the Pohl–Banchoff inequality,
2π i
∫ ∫
C
η2(γ·, ζ )dζ ∧ dζ¯ = 4π
∫ ∫
C
η2(γ·, ζ )λ(dA) l2, (2.10)
where the equality holds if and only if γ· = z0 +Re2nπ i· for some n ∈ Z, z0 ∈ C, and R > 0.
(2)
∫ ∫
C
η(γ·, z)λ(dA) = 12
(∫
γ
xs dys − ys dxs
)
. (2.11)
Proof. See Appendix A. 
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For a detailed introduction to the subject of this subsection, one can refer to the paper by Lyons [11], the book
written by Lyons and Qian [12] and the lecture notes prepared by Lejay [10]. All the proofs of the results in this
subsection can be found in the text by Lyons and Qian [12].
Consider a separable Banach space (V , | · |V ) and its family of algebraic tensor products V⊗ak ≡ V ⊗a · · · ⊗a V
(total of k copies) with tensor norms | · |k which together satisfy the compatibility condition:
(1) | · |1 = | · |V ,
(2) |v ⊗w|k,l  |v|k · |w|l , where v ∈ V⊗ak and w ∈ V⊗a l .
The completion of the algebraic tensor product V⊗ak under the norm | · |k is denoted by (V⊗k, | · |k) or V⊗k for
short. For each N ∈ N, we define the (truncated) tensor algebra on V , (T (N)(V ),⊗) or T (N)(V ) for short if there is
not cause of ambiguity, to be the sum of all tensor products up to order N , i.e.:
T (N)(V )≡
N⊕
k=0
V⊗k, where V⊗0 ≡ R and V⊗1 ≡ V. (2.12)
Its multiplication is taken to be the same as that for polynomials, except that the higher order ( degree n) terms are
omitted, that is to say that if ξ = (ξ0, ξ1, . . . , ξN) and η = (η0, η1, . . . , ηN) are elements in T (N)(V ), their product
ζ = (ζ 0, ζ 1, . . . , ζN ) is simply:
ζ k =
k∑
i=0
ξ i ⊗ ηk−i , for k = 1,2, . . . ,N. (2.13)
Finally, the norm | · | on T (N)(V ) is defined to be:
|ξ | =
N∑
k=0
∣∣ξk∣∣
k
. (2.14)
For simplicity, we use ∆T to denote the simplex {(s, t): 0 s < t  T }.
Definition 5. A continuous map X· :∆T → T (N)(V ) is said to be a multiplicative functional of degree N ∈ N (n 1)
if for each (s, t) ∈∆T ,
Xs,t =
(
1,X1s,t , . . . ,X
N
s,t
)
, (2.15)
where Xks,t ∈ V⊗k for k = 2, . . . ,N and it also satisfies the Chen identity:
Xs,t ⊗Xt,u =Xs,u (2.16)
for (s, t), (t, u), (s, u) ∈∆T . We use C0(∆T ,T (N)(V )) to denote the space of all multiplicative functionals of degree
N .
Definition 6. A multiplicative functional X· = (1,X1· , . . . ,XN· ) in T (N)(V ), is said to be of finite p-variation if
sup
D
∑
l
∣∣Xitl−1,tl ∣∣p/i <+∞, ∀i = 1, . . . ,N, (2.17)
where supD runs over all finite partitions D = {0 = t0  · · ·  tr = T } of [0, T ]. We use C0,p(∆T ,T (N)(V )) ⊂
C0(∆T ,T (N)(V )) to denote the space of all multiplicative functionals of finite p-variation.
Definition 7. A multiplicative functional X· of degree N is said to be a p-rough path if it is of finite p-variation with
[p]  N . We use Ωp(V ) to denote the space of all p-rough paths of degree [p] in the separable Banach space V .
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degree [p] is:
X(n)· =
(
1,X(n)1· , . . . ,X(n)[p]·
)
,
where Xk(n) is the kth-order iterated integral over the path γ (n), i.e.,
X(n)ks,t =
∫
· · ·
∫
s<u1<···<uk<t
dγ (n)u1 ⊗ · · · ⊗ dγ (n)uk , for k = 1, . . . , [p],
and X(n) converges to X in the sense that
sup
1i[p]
sup
D
(∑
l
∣∣X(n)itl−1,tl −Xitl−1,tl ∣∣p/i)i/p → 0, as n→ 0, (2.18)
we then call X· to be a p-geometric rough path. We also use GΩp(V )⊂Ωp(V ) to denote the space of all p-geometric
rough paths in the space V .
Definition 8. A non-negative continuous function ω on ∆T is called a control if:
(1) ω is superadditive, namely,
ω(s, t)+ω(t, u) ω(s,u)
for (s, t), (t, u) ∈∆T ,
(2) ω(t, t)= 0 for all t ∈ [0, T ].
Definition 9. For p  1, a multiplicative functional X ∈ C0(∆T ,T ([p])(V )) is called an almost p-rough path if:
(1) X ∈ C0,p(∆T ,T ([p])(V )),
(2) there is a control ω and a constant θ > 1, such that∣∣(Xs,t ⊗Xt,u)k −Xks,u∣∣ ω(s,u)θ (2.19)
for all (s, t), (t, u) ∈∆T and k = 1, . . . , [p].
Proposition 2. Suppose that X ∈ C0,p(∆T ,T ([p])(V )) is an almost rough path, then there is a unique rough path
X˜ ∈Ωp(V ) such that ∣∣X˜ks,t −Xks,t ∣∣ ω(s, t)θ (2.20)
for all (s, t) ∈∆T , k = 1, . . . , [p] and a constant θ > 1.
Definition 10. The p-variation metric dp on C0,p(∆T ,T ([p])(V )) is defined by:
dp(X,Y ) = max
1k[p]
sup
D
(∑
i
∣∣Xkti−1,ti − Y kti−1,ti ∣∣p/k)k/p,
where X,Y ∈ C0,p(∆T ,T ([p])(V )) and the induced topology is called p-variation topology.
Lemma 3. (Ωp(V ), dp) is a complete metric space.
Definition 11. Fix a p  1. Consider two separable Banach spaces V and W together with their Banach tensor product
spaces up to degree [p], namely: V⊗2, . . . , V⊗[p] and W⊗2, . . . ,W⊗[p] respectively. Suppose that p < γ  [p] + 1,
consider a one-form α :V → L(V,W), a system (α,V⊗j ,W⊗j : 1 j  [p]) is said to be admissible if:
(1) α is a Lip(γ ) one-form in the sense that, for j = 1, . . . , [p], there exist functions (i) αj :V → L(V⊗j ,W) and
(ii) Rj :V × V → L(V⊗j ,W) such that
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(b) for any Lipschitz path Xs,t = (1,X1s,t , . . . ,X[p]s,t , . . .) in V ,
αj (Xt )=
[p]−j∑
i=0
αj+i (Xs)
(
Xis,t
)+Rj (Xs,Xt ), (2.21)
αj (Xt )− αj (Xs)=
t∫
s
αj+1(Xu)(dXu) (2.22)
for all s < t and for any ξ, η ∈ V , there is a positive M , called a Lipschitz constant of α, such that∥∥α1(ξ)∥∥M(1 + |ξ |), ∥∥αj+1(ξ)∥∥M, for j = 1, . . . , [p] − 1,∥∥Rj (ξ, η)∥∥M|ξ − η|γ−j , for j = 1, . . . , [p].
(2) For all j = (j1, . . . , jk) such that ji are non-negative integers and |j| =∑ki=1 ji  [p], for each ξ ∈ V , the linear
operator
αj1(ξ)⊗ · · · ⊗ αjk (ξ) :V⊗j1 ⊗ · · · ⊗ V⊗jk →W⊗j1 ⊗ · · · ⊗W⊗jk
is bounded with the above mentioned M , where for each vjli ∈ V⊗jl ,
αj1(ξ)⊗ · · · ⊗ αjk (ξ)
(∑
i
v
j1
i ⊗ · · · ⊗ vjki
)
=
∑
i
αj1(ξ)
(
v
j1
i
)⊗ · · · ⊗ αjk (ξ)(vjki ).
Condition 1. Set [p] = 2 and (α,V⊗j ,W⊗j : j = 1,2) to be admissible.
Proposition 3. Under Condition (1), for any X ∈ Ωp(V ), consider a multiplicative functional Y ∈ C0(∆T ,T (2)(W))
defined by:
Y 1s,t = α1(Xs)
(
X1s,t
)+ α2(Xs)(X2s,t), (2.23)
Y 2s,t = α1(Xs)⊗ α1(Xs)
(
X2s,t
) (2.24)
for all (s, t) ∈∆T . Then Y is an almost p-rough path in T (2)(W).
Remark 2. According to Proposition 2, there is a unique rough path Y˜ ∈Ωp(W) associated with this almost p-rough
path Y . This rough path Y˜ is called the integral of the one-form α against the rough path X and is denoted by∫
α(X)dX. It is clear that if X is a Lipschitz path, then(∫
α(X)dX
)1
s,t
=
t∫
s
α(Xu)(dXu), (2.25)
(∫
α(X)dX
)2
s,t
=
∫ ∫
s<u1<u2<t
α(Xu1)(dXu1)⊗ α(Xu2)(dXu2), (2.26)
where the integrals on the RHS are in usual Riemann sense.
Definition 12. The integration operator defined by:∫
α :Ωp(V )→Ωp(W) (2.27)
such that for all X ∈ΩP (V ) (∫
α
)
(X)=
∫
α(X)dX (2.28)
is called the Itô functional associated with α.
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map from Ωp(V ) to Ωp(W) in p-variation topology.
3. The proofs of our main theorems
3.1. Proof of Theorem 1
For the case p = 1, this is obvious. For p < 1, according to the definition, there is a surjective univalent analytic
function φ : D¯→D¯, i.e., φ(D¯) = D¯, such that φ(eiθ ) is an α-Hölder continuous function in θ . As before, we denote
φ(rei·) by φr(ei·); also, let ∆= {(θ,ϕ): 0 θ  ϕ  2π}.
(I) For the increment process: for any β,γ > 0, taking η = β + δ, we consider the modulus of the difference, for
any (θ,ϕ) ∈∆:∣∣φρ(eiθ )− φρ(eiϕ)− (φ(eiθ )− φ(eiϕ))∣∣η  2β+δ−2(∣∣φ(ρeiθ )− φ(eiθ )∣∣β + ∣∣φ(ρeiϕ)− φ(eiϕ)∣∣β)
· (∣∣φ(ρeiθ )− φ(ρeiϕ)∣∣δ + ∣∣φ(eiθ )− φ(eiϕ)∣∣δ);
using inequalities (2.6) and (2.8), we then obtain:∣∣φρ(eiθ )− φρ(eiϕ)− (φ(eiθ )− φ(eiϕ))∣∣η  2η−1 Cη
αβ
(
1 + ργ )((2π)1−α + 2
α
)γ
· (1 − ρ)αβ · |θ − ϕ|αγ .
Now, if one chooses β to be an arbitrary positive number ε and δ = 1/α, we get:∣∣φρ(eiθ )− φρ(eiϕ)− (φ(eiθ )− φ(eiϕ))∣∣1/α+ε
 2(1/α−1)+ε C
1/α+ε
αε
(
1 + ρ1/α)((2π)1−α + 2
α
)1/α
· (1 − ρ)αε · |ϕ − θ |.
Therefore, for any partition D = {0 = θ0 < · · ·< θn = 2π} of [0,2π], the partial sum:
n−1∑
i=0
∣∣φρ(eiθi )− φρ(eiθi+1)− (φ(eiθi )− φ(eiθi+1))∣∣1/α+ε
 2(1/α−1)+ε C
1/α+ε
αε
(
1 + ρ1/α)((2π)1−α + 2
α
)1/α
(1 − ρ)αε ·
n−1∑
i=0
|θi+1 − θi |
= 21/α+επ C
1/α+ε
αε
(
1 + ρ1/α)((2π)1−α + 2
α
)1/α
(1 − ρ)αε,
which in turn implies that
sup
D
n−1∑
i=0
∣∣φρ(eiθi )− φρ(eiθi+1)− (φ(eiθi )− φ(eiθi+1))∣∣1/α+ε
converges to zero as ρ tends to 1.
(II) For the Levy area process: for simplicity, we identify the image of φ(ei·) as γ·, and that of φr(ei·) as γ r· for
0 r  1; in particular, γ 1· ≡ γ· Denote the arc of γ r· from θ to ϕ by γ rθ,ϕ and the closed path starting from the point
γ rθ along γ r· to γ rϕ , and then back to γ rθ along the chord joining γ rθ and γ rϕ , by γ rθ,ϕ
−→
.
In their paper, Jones and Markarov [9] proved that the Hausdorff dimension (or the Minkowski dimension) of the
boundary of the image of the disc under a uniformly α-Hölder continuous univalent function does not exceed 2 −Cα,
where C is a universal constant. As a consequence, the Lebesgue measure of γ· is zero; indeed, for each ε > 0, if
the Hausdorff measures H 2−Cα+ε(γ·) of γ· is Mε , one can find a decreasing sequence {δn}n∈N with δn → 0, and a
sequence of open-balls covers {Ui,n}(i,n)∈N×N of γ· such that |U·,n| δn and ∑∞i=1 |Ui,n|2−Cα+ε Mε + ε. Now,
λ(γ·)
∞∑
λ(Ui,n)
π
4
∞∑
|Ui,n|2  π4 δ
Cα−ε
n
∞∑
|Ui,n|2−Cα+ε  π4 (Mε + ε)δ
Cα−ε
n ;i=1 i=1 i=1
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therefore its Lebesgue measure is also zero.
Consider a family of sets Ωθ,ϕ = C/⋃r∈Q∩[0,1] γ rθ,ϕ
−→
indexed by (θ,ϕ) ∈ ∆, note that, as a consequence of the
previous arguments, λ(
⋃
r∈Q∩[0,1] γ rθ,ϕ
−→
) = 0. For each (θ,ϕ) ∈ ∆ and any z ∈ Ωθ,ϕ with ‖z− γθ,ϕ
−→
‖ > ε > 0, since φ
is continuous in D¯ and γθ,ϕ is compact, and so γ rθ,ϕ
−→
uniformly converges to γθ,ϕ
−→
, and hence all but finitely many γ rθ,ϕ
−→
lie inside the ε/2-neighborhood/sausage of γθ,ϕ
−→
which excludes the point z. Now, for all large enough r , γ rθ,ϕ
−→
is freely
homotopic to γθ,ϕ
−→
, therefore, according to Lemma 2, we have η(γ rθ,ϕ
−→
, z)= η(γθ,ϕ
−→
, z), and
η(γθ,ϕ
−→
, z) = lim
r∈Q, r→1η(γ
r
θ,ϕ
−→
, z), for all z ∈Ωθ,ϕ with (θ,ϕ) ∈∆. (3.1)
For instance, for each (θ,ϕ) ∈∆, η(γθ,ϕ
−→
, ·), as the a.e. pointwise limit of η(γ rθ,ϕ
−→
, ·), is also a measurable function.
(i) Pointwise convergence of Arθ,ϕ .
For any r1 < r2 ∈ Q, we now consider the difference of Levy areas Ar2θ,ϕ −Ar1θ,ϕ . Denote Srθ,ϕ to be the sector,
{z ∈ C: z = ρeix, where 0 ρ  r and θ  x  ϕ},
and Dr,Rθ,ϕ = SRθ,ϕ/Srθ,ϕ , for any r R. Define Qr,Rθ,ϕ to be the interior bounded by the quadrilateral with vertices φ(reiθ ),
φ(reiϕ), φ(Reiθ ), and φ(Reiϕ). Also define Wr,Rθ as the interior bounded by the curves {φ(ρeiθ ): r  ρ R} and the
chord joining φ(reiθ ) and φ(Reiθ ). For any 0 < ρ < r1, we can split the required difference into:
2
(
A
r2
θ,ϕ −Ar1θ,ϕ
)= ( ∫
∂φ(D
ρ,r2
θ,ϕ )
−
∫
∂φ(D
ρ,r1
θ,ϕ )
−
∫
∂Q
r1,r2
θ,ϕ
)
(xs dys − ys dxs)−
( ∫
∂W
r1,r2
θ
+
∫
∂W
r1,r2
ϕ
)
(xs dys − ys dxs).
Now, since ∂Qr1,r2θ,ϕ can be decomposed into two triangular paths (T1)
r1,r2
θ,ϕ and (T2)
r1,r2
θ,ϕ with respective vertices
φ(r1eiθ ), φ(r1eiϕ), φ(r2eiϕ) and φ(r1eiθ ), φ(r2eiθ ), φ(r2eiϕ), we then have:∣∣∣∣∣
∫
∂Q
r1,r2
θ,ϕ
xs dys − ys dxs
∣∣∣∣∣
∣∣∣∣∣
∫
(T1)
r1,r2
θ,ϕ
xs dys − ys dxs
∣∣∣∣∣+
∣∣∣∣∣
∫
(T1)
r1,r2
θ,ϕ
xs dys − ys dxs
∣∣∣∣∣
 1
2
C2
α
(
(2π)1−α + 2
α
)
(r1 + r2)(r2 − r1)α|ϕ − θ |α.
Using the Pohl–Banchoff inequality in Proposition 1 and the fact that the image φ(D¯) lies in a compact set in C, we
also have:∣∣∣∣∣
∫
∂W
r1,r2·
xs dys − ys dxs
∣∣∣∣∣
∫ ∫
C
∣∣η(∂Wr1,r2· , z)∣∣λ(dA) ∥∥η(∂Wr1,r2· , ·)∥∥2  1√4π l(∂Wr1,r2· ) 2√4π Cα (r2 − r1)α.
Therefore, we now have:
2
∣∣Ar2θ,ϕ −Ar1θ,ϕ∣∣
∣∣∣∣∣
∫
∂φ(D
ρ,r2
θ,ϕ )
−
∫
∂φ(D
ρ,r1
θ,ϕ )
(xs dys − ys dxs)
∣∣∣∣∣+
(
C2
α
(
2π + 2
α
(2π)α
)
+ 4√
4π
C
α
)
(r2 − r1)α.
Finally, since, for any 0 < r < R  1, every φ(Dr,Rθ,ϕ) is a Jordan domain, therefore η(∂φ(D
r,R
θ,ϕ), ·) takes value 1 in the
interior and zero in the exterior, i.e., |η(∂φ(Dr,Rθ,ϕ), ·)| 1; in particular, as the image φ(D¯) lies in a compact set in C,∫∫
η(∂D
r,1
, z)λ(dA) is well defined and bounded for all r . Because ∂φ(Dρ,r ) uniformly converges to ∂φ(Dρ,1), soC θ,ϕ θ,ϕ θ,ϕ
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ρ,1
θ,ϕ ), ·) = limr→1 η(∂φ(Dρ,rθ,ϕ), ·); as a consequence of the well-known Bounded Convergence Theorem, we
conclude that ∫ ∫
C
η
(
∂φ
(
D
ρ,1
θ,ϕ
)
, z
)
λ(dA)= lim
r→1
∫ ∫
C
η
(
∂φ
(
D
ρ,1
θ,ϕ
)
, z
)
λ(dA).
For instance, for any ε > 0, there is a positive δ, such that whenever 1 − δ < r1 < r2  1, we have:∣∣∣∣∣
∫ ∫
C
η
(
∂φ
(
D
ρ,r1
θ,ϕ
)
, z
)
λ(dA)−
∫ ∫
C
η
(
∂φ
(
D
ρ,1
θ,ϕ
)
, z
)
λ(dA)
∣∣∣∣∣< ε.
By virtue of Proposition 1 again, we obtain:∣∣∣∣∣
∫
∂φ(D
ρ,r2
θ,ϕ )
−
∫
∂φ(D
ρ,r1
θ,ϕ )
(xs dys − ys dxs)
∣∣∣∣∣=
∣∣∣∣∣
∫ ∫
C
η
(
∂φ
(
D
ρ,r1
θ,ϕ
)
, z
)− η(∂φ(Dρ,1θ,ϕ ), z)λ(dA)
∣∣∣∣∣< ε.
Henceforth, for each (θ,ϕ) ∈ ∆, the pointwise convergence of Arθ,ϕ follows for r over Q. From now on, we denote
the limit by Aθ,ϕ = limr∈Q, r→1 Arθ,ϕ , as a function of (θ,ϕ) ∈∆.
(ii) Equicontinuity of Arθ,ϕ .
Here, we only present the proof that the difference |Arθ1,ϕ −Arθ2,ϕ | can be made arbitrarily small, uniformly for all
r ∈ Q, whenever θ1 and θ2 are close enough; the proof for the general case is similar but too cumbersome to include
here. Suppose 0 θ1  θ2  ϕ  2π , and xr· = Re(φ(rei·)) and yr· = Im(φ(rei·)), then a direct calculation gives
Arθ1,ϕ −Arθ2,ϕ =Arθ1,θ2 +
1
2
((
xrθ2 − xrθ1
)(
yrϕ − yrθ1
)− (xrϕ − xrθ2)(yrθ2 − yrθ1)).
Now, applying the inequality (2.6),∣∣(xrθ2 − xrθ1)(yrϕ − yrθ1)− (xrϕ − xrθ2)(yrθ2 − yrθ1)∣∣ ∣∣φ(reiϕ)− φ(reiθ2)∣∣∣∣φ(reiθ2)− φ(reiθ1)∣∣

(
C
(
(2π)1−α + 2
α
))2
(2π)α|θ2 − θ1|α.
For ρ < 1, we have for any z = |z|eit ∈Dρr,rθ1,θ2 ,∣∣φ(z)− φ(reiθ1)∣∣ ∣∣φ(|z|eit )− φ(reit)∣∣+ ∣∣φ(reit)− φ(reiθ1)∣∣
 C
α
rα(1 − ρ)α +Cr
(
(2π)1−α + 2
α
)
|θ2 − θ1|α;
if we now choose ρ = 1 − (θ2 − θ1)/(2π), then∣∣φ(z)− φ(reiθ1)∣∣ C((2π)1−α + 3
α
)
|θ2 − θ1|α,
that is to say that if ρ = 1 − (θ2 − θ1)/(2π), φ(Dρr,rθ1,θ2) lies in the ball centered at φ(reiθ1) with radius C((2π)1−α +
3/α)|θ2 − θ1|α . In addition, with this value of ρ, the length of the φ-image of a path Γ ρr,rθ1,θ2 , where Γ
ρr,r
θ1,θ2
is a path
starts at reiθ2 , running radially to ρreiθ2 , and then moves along the circular arc with radius ρ to ρreiθ1 , and then reach
reiθ2 along the radial direction, is:∣∣φ(Γ ρr,rθ1,θ2)∣∣ 2Cα (r − ρr)α +Cρr
(
(2π)1−α + 2
α
)
|θ2 − θ1|α 
(
2C
α
+C
(
(2π)1−α + 2
α
))
|θ2 − θ1|α.
Denote the chord joining φ(reiθ2) and φ(reiθ1) by φ(reiθ2)φ(reiθ1). Again, using the Pohl–Banchoff inequality in
Proposition 1 and the fact that φ(Dρr,r ) is a Jordan domain, we deduce thatθ1,θ2
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∣∣∣∣∣
( ∫
∂φ(D
ρr,r
θ1,θ2
)
−
∫
φ(Γ
ρr,r
θ1,θ2
)∪φ(reiθ2 )φ(reiθ1 )
)
(xs dys − ys dxs)
∣∣∣∣∣

∫ ∫
C
∣∣η(∂φ(Dρr,rθ1,θ2), z)∣∣λ(dA)+ ∫ ∫
C
(
η
(
φ
(
Γ
ρr,r
θ1,θ2
)∪ φ(reiθ2)φ(reiθ1), z))2λ(dA)

∫ ∫
φ(D
ρr,r
θ1,θ2
)
1 · λ(dA)+ 1
4π
l
(
φ
(
Γ
ρr,r
θ1,θ2
)∪ φ(reiθ2)φ(reiθ1) )2
 C2
(
(2π)1−α + 3
α
)2(
π(2π)α + π−1)|θ2 − θ1|2α.
Consequently, we have |Arθ1,ϕ −Arθ2,ϕ |M|θ2 − θ1|α , where
M = C2
(
(2π)1−α + 3
α
)2(
π(2π)α + π−1)(2π)α + 1
2
(
C
(
(2π)1−α + 2
α
))2
(2π)α.
Notice that the last two inequalities hold uniformly for all r ∈ Q; therefore, by passing to the pointwise limit, we also
obtain |Aθ1,ϕ −Aθ2,ϕ |M|θ2 − θ1|α , and
|Aθ1,θ2 | C2
(
(2π)1−α + 3
α
)2(
π(2π)α + π−1)|θ2 − θ1|2α. (3.2)
Furthermore, for any partition D = {0 = θ0  · · · θn = 2π} and ε  0,
n∑
i=1
∣∣Arθi ,θi+1 ∣∣1/(2α)+ε  (C2((2π)1−α + 3α
)2(
π(2π)α + π−1))1/(2α)+ε · n∑
i=1
|θi+1 − θi |1+2αε
 2π
(
C2
(
(2π)1−α + 3
α
)2(
π(2π)α + π−1))1/(2α)+ε · max |θi+1 − θi |2αε.
Similarly,
n∑
i=1
|Aθi,θi+1 |1/(2α)+ε  2π
(
C2
(
(2π)1−α + 3
α
)2(
π(2π)α + π−1))1/(2α)+ε · max |θi+1 − θi |2αε.
To complete the proof of our main theorem, applying the Arzela–Ascoli lemma, there is a subsequence {Ark· }∞k=1
converges uniformly to {A·}, where rk ∈ Q. The sum
n∑
i=1
∣∣Arkθi ,θi+1 −Aθi,θi+1 ∣∣(1/α+ε)/2 max∣∣Arkθi ,θi+1 −Aθi,θi+1 ∣∣ε/2
(
n∑
i=1
∣∣Arkθi ,θi+1 ∣∣1/(2α) + n∑
i=1
|Aθi,θi+1 |1/(2α)
)
 4π
(
C2
(
(2π)1−α + 3
α
)2(
π(2π)α + π−1))1/(2α) max∣∣Arkθi ,θi+1 −Aθi,θi+1 ∣∣ε/2.
Therefore,
sup
D
n∑
i=1
∣∣Arkθi ,θi+1 −Aθi,θi+1 ∣∣(1/α+ε)/2  4π(C2((2π)1−α + 3α
)2(
π(2π)α + π−1))1/(2α) sup
(θ,ϕ)∈∆
∣∣Arkθ,ϕ −Aθ,ϕ∣∣ε/2
which converges to zero as k tends to infinity.
Hence, for α > 1/3, the multiplicative functionals Xrks,t , i.e., its tensor of all iterated integrals, over γ rk converge in
p(> 1/α)-variation norm to the multiplicative functional Xs,t = (1,X1s,t ,X2s,t ), where
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X2s,t =
1
2
(
(xt − xs)2 (xt − xs)(yt − ys)
(xt − xs)(yt − ys) (yt − ys)2
)
+ 1
2
(
0 As,t
−As,t 0
)
(3.4)
for any (s, t) ∈∆. Therefore, Xs,t is a p-geometric rough path over γ with 1/α < p < 3 and completes the proof.
3.2. Proof of Theorem 2 (Gauss–Green)
For a fixed p > 1/α, according to Theorem 1, there is a canonical p-geometric rough paths X(γ )s,t =
(1,X(γ )1s,t ,X(γ )2s,t ) associated with γ , where X1 and X2 are given by formulae (3.3) and (3.4); in addition, there is
also a sequence of C1-paths {γ rk }k∈N such that their respective iterated integrals,
X
(
γ rk
)j
s,t
=
∫
· · ·
∫
s<u1<···<uj<t
dγu1 ⊗ · · · ⊗ dγuj ,
converge to Xj(γ ) in p′-variation topology for j = 1,2 and any p′ > 1/α. Applying the continuity property of Itô
functional in Proposition 4, ∫
ω
(
X(γ )
)
dX(γ )= lim
k→∞
∫
ω
(
X
(
γ rk
))
dX
(
γ rk
)
,
using the fact that π1 is continuous and the formula (2.25), we further have:
π1
(∫
ω
(
X(γ )
)
dX(γ )
)
= lim
k→∞π
1
(∫
ω
(
X
(
γ rk
))
dX
(
γ rk
))= lim
k→∞
2π∫
0
ω
(
γ rku
)(
dγ rku
)= lim
k→∞
∮
γ rk
ω.
Notice that the value of π1(
∫
ω(X(γ ))dX(γ )) is independent of the choices of parametrization of γ and the
roughness p since each integral
∫
ω(X(γ rk ))dX(γ rk ) is also independent of the choice of parametrization and for all
j = 1,2, X(γ rk )js,t converges to Xj(γ ) in p′-variation topology for all p′ > 1/α.
On the other hand, using the classical Green’s formula for domains with C1- boundaries, we have:∮
γ rk
ω =
∫ ∫
D¯rk
dω, (3.5)
where D¯rk is the Jordan domain bounded by γ rk . Finally, using the fact that the Hausdorff dimension of D¯ is strictly
less than 2 and γ rk converges to γ from inside, we also have:∫ ∫
D¯
dω = lim
k→∞
∫ ∫
D¯rk
dω, (3.6)
and therefore the conclusion follows.
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Appendix A. Proof of Proposition 1
We first prove that the results (1) and (2) hold for any polygonal closed curve γ . We prove this by induction on
number of vertices, ν. It is obvious that the results are valid for ν = 2,3. Indeed, for ν = 3, the polygonal closed
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and η(γ, ·) will take value of 1 in the interior and 0 in the exterior; applying the classical isoperimetric inequality, the
results (1) and (2) follow for ν = 3. Suppose that (1) and (2) hold for all polygonal closed curve with ν  n. Now,
consider a polygonal closed curve γ with vertices at times 0 = t0 < t1 < · · ·< tn+1 = 1.
Case I: If γ : [0,1] → C is simple, the result (1) immediately follows by the classical isoperimetric inequality. Add
a chord γ (t0)→ γ (t2), γ is now composed of two closed paths:
γ1 :γ (t0)→ γ (t1)→ γ (t2)→ γ (t0),
γ2 :γ (t0)→ γ (t2)→ ·· · → γ (tn)→ γ (tn+1)= γ (t0).
Now, it is clear that η(γ, ·) = η(γ1, ·) + η(γ2, ·) and γ1, γ2 are both polygonal closed curves with their respective
number of vertices not more than n. Using the induction hypothesis, we have:∫ ∫
C
η(γ·, z)λ(dA) =
∫ ∫
C
η(γ1, z)λ(dA)+
∫ ∫
C
η(γ2, z)λ(dA)
= 1
2
( ∫
γ1
xs dys − ys dxs
)
+ 1
2
( ∫
γ2
xs dys − ys dxs
)
= 1
2
( ∫
γ
xs dys − ys dxs
)
.
Case II: If γ is not simple, since γ is polygonal and rectifiable, there are at most finitely many self-intersecting
points, say at times {s1 < · · · < sm}. Consider the point γ (s1), of course, there must be another crossing time, say s′1
such that s1 < s′1 and γ (s1) = γ (s′1). Furthermore, we assume t0 < · · · < tj1 < s1 < tj1+1 < · · · < tj2 < s′1 < tj2+1 <· · ·< tn+1. Now, γ decomposed into two polygonal paths:
γ1 :γ (t0)→ ·· · → γ (tj1)→ γ (s1)→ γ (tj2+1)→ ·· · → γ (tn+1)= γ (t0),
γ2 :γ (s1)→ γ (tj1+1)→ ·· · → γ (tj2)→ γ (s1).
If there is exactly one tj in between s1 and s′1, then tj1+1 = tj2 ; since γ |[tj1 ,tj1+1] and γ |[tj1+1,tj1+2] are both straight
lines, so either
γ |[tj1 ,tj1+1] ⊆ γ |[tj1+1,tj1+2] and γ (tj1)= γ (s1)= γ (s′1),
or
γ |[tj1 ,tj1+1] ⊇ γ |[tj1+1,tj1+2] and γ (s1)= γ (s′1)= γ (tj1+2).
For the former case, γ1 is equivalent to another curve γ ′1 :γ (t0)→ ·· · → γ (tj1)→ γ (tj1+2)→ ·· · → γ (tn+1)= γ (t0)
which only has n vertices; and γ2 is essentially a straight line. Therefore, η(γ, ·)= η(γ ′1, ·) almost everywhere, and
4π
∫ ∫
C
η2(γ·, ζ )λ(dA)= 4π
∫ ∫
C
η2(γ ′1, ζ )λ(dA) l(γ3)2  l(γ )2;
∫ ∫
C
η(γ·, z)λ(dA) =
∫ ∫
C
η
(
γ ′1, z
)
λ(dA)+
∫ ∫
C
η(γ2, z)λ(dA) = 12
( ∫
γ ′1
xs dys − ys dxs
)
+ 0
= 1
2
( ∫
γ ′1
xs dys − ys dxs
)
+ 1
2
( ∫
γ2
xs dys − ys dxs
)
= 1
2
( ∫
γ1
xs dys − ys dxs
)
.
For the later case, the deduction is essentially the same as above.
If there are at least two but at the most n− 1 tj ’s in between s1 and s′1, both γ1 and γ2 have number of vertices not
more than n. Since η(γ, ·)= η(γ1, ·)+ η(γ2, ·), according to the induction hypothesis, we have:
∥∥η(γ, ·)∥∥2 
(∫ ∫
η2(γ·, ζ )λ(dA)
)1/2

∥∥η(γ1, ·)∥∥2 + ∥∥η(γ2, ·)∥∥2  l(γ1)√4π + l(γ2)√4π = l(γ )√4π ,C
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C
η(γ·, z)λ(dA) =
∫ ∫
C
η(γ1, z)λ(dA)+
∫ ∫
C
η(γ2, z)λ(dA)
= 1
2
( ∫
γ1
xs dys − ys dxs
)
+ 1
2
( ∫
γ2
xs dys − ys dxs
)
= 1
2
(∫
γ
xs dys − ys dxs
)
.
If there are exactly n tj ’s in between s1 and s′1, the proof of the induction step is essentially the same as that of
case (a).
After deducing the validity of the results for cases I and II for any polygonal closed curves, we now return back to
the general case. Consider a family of partitions D(m)  {0 = t (m)0 < · · · < t(m)nm = 1} of [0,1], for m = 1,2, . . . , such
thatD(m+1) ⊂D(m) and their mesh sizes tend to zero. For any rectifiable closed curve γ , consider the family of polyg-
onal closed curve γ (m) formed by the vertices {γ (t): t ∈D(m)}. Since γ is compact and continuous, one can easily see
that γ (m) converges uniformly to γ . Since all γ and γ (m) are rectifiable, so λ(γ ) = λ(γ (m)) = λ(γ ⋃∞m=1 γ (m)) = 0;
and hence the set Ω  C/γ
⋃∞
m=1 γ (m) has the full measure. For any z0 ∈ Ω with ‖z0 − γ ‖ > ε > 0, all but
except finitely many γ (m)’s lie inside the ε/2-neighborhood/sausage of γ which excludes z0. Now, for all large
enough m, γ (m) is freely homotopic to γ , therefore we have η(γ (m), z0) = η(γ, z0) by Lemma 2, and hence
η(γ, z) = limm→∞ η(γ (m), z), for all z ∈ Ω ; for instance, η(γ, ·), as the a.e. pointwise limit of η(γ (m), ·), is also
a measurable function. Now, from the previous results, we have for each m:
4π
∫ ∫
C
η2
(
γ (m), ζ
)
λ(dA) l
(
γ (m)
)2
.
Using the Fatou’s lemma, we immediately have:
4π
∫ ∫
C
η2(γ, ζ )λ(dA) = 4π
∫ ∫
C
lim
m→∞ infη
2(γ (m), ζ )λ(dA) 4π lim
m→∞ inf
∫ ∫
C
η2
(
γ (m), ζ
)
λ(dA)
 lim
m→∞ inf l
(
γ (m)
)2 = l(γ )2.
Since all γ and γ (m) lie in a compact set, therefore we can apply L2-convergence theorem to conclude that∫ ∫
C
η(γ·, z)λ(dA) = lim
m→∞
∫ ∫
C
η
(
γ (m), z
)
λ(dA)= 1
2
(
lim
m→∞
∫
γ (m)
xs dys − ys dxs
)
= 1
2
(∫
γ
xs dys − ys dxs
)
,
where the third equality follows by the definition of Riemann sum.
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