[1] Winter-summer differences in the transport of air from the boundary layer to the lower stratosphere at low latitudes are investigated with ensembles of back trajectory calculations that track parcels from the 380 K isentropic surface to their convective detrainment in the tropical tropopause layer (TTL) during the winter of 2006-2007 and summer of 2007. Horizontal displacements for the trajectories are calculated from reanalysis data; potential temperature displacements are calculated from radiative heating rates derived from observed cloud, water vapor, ozone, and temperature variations; and the locations' convective detrainments are determined by satellite observations of convective clouds. Weaker upwelling in the TTL during boreal summer compared with that of winter both slows the ascent through the TTL and raises the height threshold that convective detrainment must surpass in order for ascent to occur, restricting the injection of new air into the stratosphere during summer. In addition, anticyclonic circulations associated with convective activity contribute to vertical transport in the TTL by guiding detrained air parcels through regions with the strongest upwelling. These features combine to make monsoon-related convection over the Indian subcontinent the dominant source of new air during summer. In contrast, winter sources are spread over the southern continents and the western Pacific Ocean. These seasonal differences imply that air entering the tropical stratosphere during summer is older but might nevertheless be more polluted than air entering during winter. While poor data sampling in the TTL makes it difficult to validate our results, they are bolstered by favorable comparisons with previous studies of the TTL, by sensitivity tests that reveal important dynamical influences on surface-to-stratospheric transport, and by the robustness of dynamical interactions that systematically associate deep convection with anticyclonic circulations and strong radiative heating in the TTL. Sensitivity experiments suggest that the aforementioned seasonal differences are sensitive to strong "large-scale" (on global space scales and seasonal time scales) perturbations. In particular, uncertainties in the vertical motion fields constrain our ability to draw definitive conclusions. However, trajectory statistics are not sensitive to small-scale perturbations, with the encouraging implication that our results are primarily associated with those features of the circulation that are the most likely to be robust.
Introduction
[2] This paper investigates an important component of the transport of air from its source in the atmospheric boundary layer to the stratosphere. Specifically, we track air parcels from convective detrainment in the tropical tropopause layer (TTL) to entry into the stratosphere. As essentially the only avenue through which the mean circulation supplies tropospheric air to the stratosphere, this process is important for the chemical composition of the stratosphere.
[3] Figure 1 provides a schematic representation of the TTL and the paths taken by air parcels after convective 1 detrainment. As defined by Fueglistaler et al. [2009a] , the lower boundary of the TTL is specified to coincide with the level of zero radiative heating in the tropics (an altitude of $14 km, pressure 150 hPa, potential temperature 355 K), with the upper boundary (19 km, 70 hPa, 425 K) that feeds into the stratosphere and the upward branch of BrewerDobson circulation. The troposphere below the TTL is characterized by weak large-scale downwelling interrupted by strong upward motion in relatively small-scale convective updrafts. The TTL itself is characterized by weak largescale upwelling with occasional convective intrusions. In order to ascend into the stratosphere from the boundary layer, air must first be lofted into the TTL by means of convection. If this first condition is not met, that is, if convective detrainment occurs substantially below the TTL, then the air simply settles toward the boundary layer until it encounters convection again (path 1 in Figure 1 ).
[4] The important role played by tropical convection places geographical constraints on sources of stratospheric air; air is preferentially pumped into the stratosphere from locations of active tropical convection, notably the maritime continent-west Pacific [Fueglistaler et al., 2005] and the Asian monsoon region [Fueglistaler et al., 2005; Randel and Park, 2006; Park et al., 2007; James et al., 2008; Randel et al., 2010] . As demonstrated by Figure 2 , which displays the probability of occurrence for convective clouds higher than 340 K (see section 2.4 for a description of data), there is a strong seasonality to the geographical distribution of convection, which preferentially occurs over warm oceans and tropical landmasses during local summer, i.e., south of the equator during boreal winter ( Figure 2a ) and north of the equator during boreal summer (Figure 2b ). If the source abundance for a specified constituent is also geographically dependent, then convection acts as a filter that biases the stratospheric abundance of that constituent. Such is the case, for example, for substances created through biomass burning, notably, CO [Folkins et al., 1997; Kar et al., 2004; Schoeberl et al., 2006] and HCN [Randel et al., 2010] , and bromocarbons that are produced in the oceans and are important for ozone chemistry in the stratosphere [e.g., Aschmann et al., 2009; Schofield et al., 2011] . An important caveat to this filter concerns the entrainment of freetropospheric air into the convective towers by turbulent eddies (represented by circular arrows in Figure 1 ). This entrainment introduces a largely indeterminate amount of older, remotely sourced air into convectively ascending parcels [e.g., Fridlind et al., 2004] .
[5] As with convective activity, there are spatial and temporal variations to dynamical circulations in the TTL that affect transport into the stratosphere. Figure 3 , which displays seasonal mean radiative heating rates for two different seasons (boreal winter 2006-2007 and summer 2007) at two different altitudes (354 and 384 K) (see section 2.3 and the work by Yang et al. [2010] for a description of the data) helps illustrate this point. On slow time scales represented by seasonal means, radiative heating rates in the TTL are close proxies for vertical motion, with positive heating rates associated with upwelling and negative heating rates associated with downwelling. Figure 3 reveals that horizontal variations of vertical motion are as large as the horizontal mean. In that case, the rate at which a parcel ascends through the TTL (and, in fact, whether a parcel manages to ascend Figure 1 . A schematic of transport paths in the tropics. Boundary layer air converges in regions of convective activity, ascends in convective towers where it mixes with free-tropospheric air, and then is detrained. Three postdetrainment paths are shown: (path 1) Air is detrained below the TTL and then descends diabatically until it encounters more convective activity; (path 2) air is detrained in the TTL and then transported to a region of downwelling motion, where it descends to the lower troposphere unless (or until) it encounters positive heating rates; (path 3) air is detrained in the TTL and then transported through regions of positive heating and eventually enters the stratosphere.
through the TTL at all) depends on its location within the TTL. This dependence introduces two additional factors for TTL transport: (1) the location within the TTL that air is detrained from convective activity and (2) how horizontal circulations subsequently carry the parcel through regions of upwelling and downwelling. If detrained air is transported through regions of downwelling, then it will return to the free troposphere (path 2 of Figure 1 ). It is only parcels that are lofted into the TTL and transported through Convective activity migrates with the seasons; it is strongest over landmasses during local summer and over warm oceans. Shown are geographical distributions of probability of occurrence for convective cloud top potential temperature greater than 340 K during (a) boreal winter 2006-2007 and (b) summer 2007. Probability is determined from the fraction of 3 hourly IR images from geostationary satellites that meet the convective cloud criteria defined in section 2.
regions of upwelling (path 3 of Figure 1 ) that will enter the stratosphere.
[6] The spatial variations apparent in Figures 2 and 3 imply strong path dependence for the boundary layer-to-stratosphere transport time. This affects the mixture of "new air" (air recently transported from the boundary layer) and old air, thus affecting chemical abundance in the tropical lower stratosphere. It is particularly important for the stratospheric abundance of short-lived chemical species, for example, bromoform [Aschmann et al., 2009; Schofield et al., 2011] and CO [Schoeberl et al., 2006; Randel et al., 2007] . The mixture of old and new air is also important for species like O 3 that are produced preferentially in the stratosphere [Folkins et al., 2006; Randel et al., 2007; Konopka et al., 2009 Konopka et al., , 2010 . The convective source and path through the TTL are both important for the abundance of water vapor in the stratosphere. The relative humidity of newly detrained air is constrained to be near 100%, and so the temperature of air at detrainment is a factor determining the humidity of air entering the stratosphere. However, the temperature dependence of the water vapor saturation introduces additional path-dependent factors. For example, if the air experiences colder temperatures as it ascends through the TTL, ice crystals can form and settle out, effectively freeze-drying the air [e.g., Brewer, 1949; Jensen et al., 1996] .
[7] To address these issues, this paper investigates important factors that influence the transport of air from the boundary layer to the stratosphere: the vertical distribution of convective detrainment, the geographical location of convective sources, and the dynamical circulations that affect the efficiency with which detrained air subsequently ascends through the TTL. This is accomplished by means of diabatic trajectory calculations that track the paths of air parcels 60 days backward through time from their position on the 380 K isentropic surface to the time and location of convective detrainment. Sixty days is well beyond the capability of trajectory models to accurately follow individual parcels of air [e.g., Waugh et al., 1994] , and it is not long enough to trace all parcels to their convective origins. However, it is sufficient for us to draw a statistical sketch of those origins as evidenced by the success of similar methods for recreating water vapor and ozone variability near the tropical tropopause [Bonazzola and Haynes, 2004; Fueglistaler et al., 2004; Konopka et al., 2010; Schoeberl and Dessler, 2011] . To the extent that the chemical composition of the detrained air is a reflection of the boundary layer air at the base of convection, this sketch is an important step toward understanding the composition of stratospheric air. Our primary focus is on seasonal differences (boreal winter versus summer) of the locations of convective sources and of the dynamics that subsequently transport parcels through the TTL. However, we also discuss sensitivity calculations that test the validity of our results in the face of substantial uncertainties.
[8] Section 2 describes the trajectory calculations and the data incorporated to perform them. Section 3 examines the winter-summer differences of convective sources. Section 4 uses systematic wind and heating perturbations to expose important features of the circulation and probe the vulnerability of our results. Section 5 examines additional sensitivities of our results to random errors in the dynamical fields, changes in the convection detection algorithm, and the use of alternative heating rate data.
The Trajectory Calculations and Input Data
[9] The analysis of back trajectories, because they specify the final state of air parcels, is well suited for exploring mechanisms that lead to atmospheric conditions at a specified time and location. To this end, back trajectories initiated at the top of the TTL have been particularly useful for diagnosing stratospheric abundances of important constituents (principally water vapor and ozone) and the dynamics that transport these constituents through the TTL [e.g., Jackson et al., 2001; Legras et al., 2003; Bonazzola and Haynes, 2004; Jensen and Pfister, 2004; Fueglistaler et al., 2004; James et al., 2008; Ploeger et al., 2011] .
[10] Our analysis is based on ensembles of back trajectory calculations that track air parcels from their position on the 380 K surface until their path intersects convective activity as determined from satellite observations of convective cloud. To the extent that the detrainment efficiency is 100%, this intersection represents the last time at which the parcel contains "new air" with chemical abundances that reflect the boundary layer, with notable exceptions, such as specific humidity, which changes dramatically during convective ascent. Whether the detrainment efficiency is actually that high, we do not attempt to track the parcel any further back in time because of the inadequate representation of convective updrafts in available data sets. We chose the 380 K surface because it is at an altitude high enough for lowlatitude circulations to be dominated by upward vertical motion (note the predominantly red shading in Figures 3a  and 3b) ; these parcels will likely continue into the stratosphere as part of the Brewer-Dobson circulation. This surface is also above the tops of the vast majority of convective towers [Gettelman et al., 2002] and is thus high enough to capture the vast majority of convective sources for stratospheric air. In addition, 380 K is low enough in altitude that typical upwelling velocities are able to transport air there from the lower part of the TTL within 60 days [e.g., Ploeger et al., 2010] .
[11] Parcel trajectories are calculated from specified dynamical fields. This can be problematic because the TTL is sparsely sampled by in situ measurements. It is particularly problematic for vertical motion, which is never directly measured. Our trajectory calculations are formulated in isentropic coordinates (i.e., diabatic approach) for which the vertical coordinate is potential temperature q and the corresponding time derivative _ q is related directly to diabatic heating rates _ q by means of
where T is temperature.
[12] The primary alternative to the diabatic approach is isobaric, or pressure, coordinates (kinematic approach). Useful features of the diabatic approach for the TTL are that, in general, parcel motion is closer to being adiabatic than isobaric [Danielsen, 1961] and diabatic trajectories are less dispersive than their kinematic counterparts [Schoeberl et al., 2003; Ploeger et al., 2011; Liu et al., 2010; Schoeberl and Dessler, 2011] . Whether the additional vertical dispersion in the kinematic approach is problematic is an active subject of debate [Liu et al., 2010; Schoeberl and Dessler, 2011] and undoubtedly depends on the source of dynamical data used for these calculations. An additional benefit of the diabatic approach is that diabatic heating rates within the TTL are dominated by radiative heating [e.g., Fueglistaler et al., 2009b; Ploeger et al., 2010] , which, while not directly observed, are calculated using increasingly reliable radiative transfer models. Regardless of the data source, vertical motion is a major source of uncertainty for trajectory calculations in the TTL .
[13] There are four important components in our calculations: the trajectory model, dynamical and thermodynamical fields used to determine horizontal motion and potential temperature surfaces, radiative heating rates that determine vertical motion, and the convection detection algorithm.
The Trajectory Calculations
[14] The trajectory model used here was originally developed by Schoeberl and Sparling [1995] and has been reprogrammed to a platform better suited to perform sensitivity studies. The model uses linearly interpolated winds and heating rates to advance the parcel trajectories back in time with the fourth-order Runge-Kutta method at a time step of 22.5 min. The impact of numerical dispersion on 40 day trajectories for this model was determined by running 20 day forward trajectories from the final positions of 20 day back trajectories and then comparing the final parcel positions from the forward calculations with the initial positions of the backward calculations. The numerical dispersion in these tests was less that 1°(longitude, latitude, and potential temperature). Since numerical errors are uncorrelated and our results are shown to be insensitive to large-amplitude uncorrelated variations (section 5), it is highly unlikely that numerical dispersion has a substantial impact on the pertinent statistics shown in this paper. For all model runs, back trajectories are initiated with parcels placed on the 380 K isentropic surface every 5°longitude and 2.5°latitude in the range 30°S-25°N for boreal winter calculations and in the range 20°S-40°N for summer calculations. The meridional shift of initial parcel locations accommodates the seasonal migrations of the subtropical jets, which tend to isolate tropical from extratropical air masses in the TTL [e.g., Fueglistaler et al., 2009a] , and of regions of ascent at 380 K (refer to red shaded regions in Figures 2a and 2b) .
[15] We use two types of ensembles for our analyses. The primary results are based on ensembles of 90 model runs initiated every 9 h: from 00:00 UT, 25 January, to 09:00 UT, 27 February, for winter 2006-2007, and from 00:00 UT, 25 July 2007, to 09:00 UT, 27 August, for summer 2007. In addition to the different initial times, these runs use nine different sets of initial locations, each sampling every 5°longitude and 2.5°latitude but offset from one another by 1.25°longitude and/or latitude, to improve the graphical representations of horizontal distributions. Most of the sensitivity tests performed here use smaller ensembles (15 members instead of 90) that are initiated every 2 days from 31 January (July) to 28 February (August). There are no substantial sampling weaknesses in the 15 member ensemble with respect to the 90 member ensemble when analyzing vertical profiles that have been integrated over the horizontal domain. The larger ensembles are, however, important for analyzing horizontal distributions.
Dynamical Fields
[16] The horizontal winds for all calculations and diabatic heating rates for a small number of sensitivity tests are linearly interpolated on isentropic surfaces from pressure-level data in the Modern-Era Retrospective Analysis for Research and Applications (MERRA) reanalysis data set [Rienecker et al., 2008 [Rienecker et al., , 2011 . These data offer 1.25°horizontal and 3 h temporal resolution on 31 levels, 3 of which are within the TTL (70, 100, 150 hPa).
[17] Reanalysis data sets such as MERRA assimilate observational data from a wide range of sources into an atmospheric general circulation model (GCM) in order to provide dynamical consistency on uniform space-time grids. MERRA data are created using the Goddard Earth Observing System (GEOS) atmospheric model and data assimilation system version 5.2.0 on a spatial grid that is 1/2°latitude Â 2/3°longitude on 72 vertical levels. This system is designed specifically to operate in coordination with Earth Observing System instrument teams for transport studies by the stratospheric and tropospheric chemistry communities [Rienecker et al., 2011; Schubert et al., 1993] . The benefit of reanalysis data, in addition to convenience, is that they use the most advanced observational data, atmospheric simulators, and data assimilation techniques. As a result, they represent the state of the art both technologically and in terms of scientific understanding of atmospheric processes. The downside is that reanalyses, by presenting data on uniform space-time grids that are of higher resolution than the observational data they are based on, disguise data sampling and quality problems. Furthermore, atmospheric GCMs rely on problematic parameterizations to account for physical processes that are not explicitly resolved by the GCM [e.g., Arakawa, 2004] . As a result, reanalysis data sets are subject to subtle (though not necessarily small) errors, particularly in regions with poor observational sampling [e.g., Newman et al., 2000] such as the TTL. While reanalysis data sets are likely to be improving and should continue to improve with further use and testing, it seems prudent to remain skeptical of these data. For these reasons, this paper includes results from several sensitivity tests that help us determine which of our results are most likely to be robust.
Radiative Heating Rates
[18] Diabatic heating rates for our calculations are obtained from seasonal-mean radiative transfer calculations (hereinafter "Yang et al." radiative heating rates [Yang et al., 2010] ). A rigorous defense of any source of vertical motion data for the TTL is not yet possible. However, the case for the Yang et al. heating rates is compelling. The calculations are performed with the NASA Langley Fu-Liou delta 4 stream radiative transfer model [Fu and Liou, 1992, 1993; Fu, 1996; Fu et al., 1998; Rose and Charlock, 2002] . Since cloud variability is important to space-time variations of radiative heating in the TTL [Hartmann et al., 2001; Corti et al., 2006; Yang et al., 2010] , the Yang et al. calculation utilizes the state-of-the art satellite retrievals of cloud properties from Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) Winker et al., 2007] , the International Satellite Cloud Climatology Project (ISCCP) [Rossow and Schiffer, 1999] , and CloudSat [Im et al., 2005] . CALIPSO lidar data are particularly important because they detect thin cirrus clouds (optical depths as low as 0.01) that are prevalent within the TTL.
[19] Zonal-monthly mean atmospheric profiles of temperature, ozone, and water vapor for the Yang et al. calculations are obtained from balloon-borne instruments: Ozone profiles are obtained from 14 sites in the Southern Hemisphere Additional Ozonesonde (SHADOZ) Thompson et al., 2003] , and water vapor is obtained from 7 tropical sites using the NOAA/ESRL cryogenic frost-point hygrometer [Yang et al., 2008] . These profiles are blended with stratospheric analysis temperature data from the United Kingdom Meteorological Office [Swinbank and O'Neill, 1994] and monthly ozone and water vapor data from the Halogen Occultation Experiment (HALOE) [Russell et al., 1993] . The use of zonal mean atmospheric profiles and seasonal mean heating rates for our calculations accommodates sampling issues related to sparse observations. This introduces dynamical inconsistencies between vertical and horizontal motions that violate mass conservation. Perhaps more important, this method neglects small-scale variations within the heating field that are correlated with like-scaled features of the horizontal circulation [e.g., Fueglistaler et al., 2009b; Devasthale and Fueglistaler, 2010] and of the cloud fields used to determine convective outflow. Such correlations can alter the time-mean statistics discussed in this paper. This issue is addressed, in part, by sensitivity calculations discussed ion section 5.
Detecting Convection
[20] To determine the convective source of a parcel, we use an algorithm initially developed by Pfister et al. [2001 Pfister et al. [ , 2010 and subsequently modified by L. Pfister and E. J. Jensen (Water vapor at the tropical tropopause layer: Effects of convection, microphysics, and gravity waves, manuscript in preparation, 2011). In essence, the method uses precipitation estimates together with infrared (IR) brightness temperature T IR (equivalent blackbody temperature) from geostationary satellites to determine the height of convective cloud tops. Precipitation estimates are obtained from the Tropical Rainfall Measuring Mission (TRMM) Multisatellite Precipitation Analysis (version 3B42RT; 0.25°spatial and 3 h temporal resolution) [Huffman et al., 2010] . Brightness temperature is obtained from the NCEP/CPC 4 km Global (60°N-60°S) IR Data Set stored at the Goddard Earth Sciences Data and Information Services Center. The detection algorithm first identifies 0.25°"convective" grid cells from the Multisatellite Precipitation Analysis, defined as those cells in which the precipitation rate exceeds a minimum threshold P min within the latitude band 40°S-35°N (hereinafter referred to as the "convective zone"). The effective brightness temperature for each grid cell T IR is then obtained by searching the global IR data set within a latitude or longitude distance d conv (or "influence distance") of the center of the grid cell and calculating the greater of (1) the minimum brightness temperature within the search distance or (2) the value of 2 standard deviations below the mean within the search distance. To account for the documented fact that IR methods underestimate the cloud top altitude by about 1 km [Sherwood et al., 2004] , T IR is reduced by an offset T offset IR . The cloud top potential temperature q cld is then obtained by linearly interpolating the resulting T IR onto temperature from the MERRA data and then converting to potential temperature. Convective detrainment is assumed to occur for every parcel within convective cells meeting the condition q parcel ≤ q cld . An additional constraint is that q cld is set to the potential temperature at the cold point if T IR is less than the cold-point temperature. This last constraint, along with interpolation of data near a temperature minimum, will typically lower the height of the clouds that are near or above the cold point, reducing their convective influence.
[21] This algorithm accommodates the following complications inherent in the determination of convective cloud top altitude from observations of brightness temperature: (1) Not all cold cloud tops are directly associated with convective outflow [e.g., Pfister et al., 2001] , (2) convective detrainment does not necessarily impact air only within the convective cloud, but is also likely to affect air in a region surrounding the cloud, (3) IR radiances observed from a satellite are influenced by surface and atmospheric conditions below the highest cloud top if the highest cloud is not sufficiently thick [e.g., Liou et al., 1990] , and (4) cloud tops are not always in thermal equilibrium with the large-scale environment because of the large radiative heating rates there [Ackerman et al., 1988] , which places cloud tops at a different altitudes than the brightness temperature indicates.
Complication (1) is addressed with the use of the precipitation threshold P min , (2) is addressed through d conv , while (3) and (4) are addressed with the brightness temperature offset.
[22] Parameter values used here are P min = 1.0 mm/h, d conv = 0.25°, and T offset IR = 6 K. Their values are chosen to optimize agreement of the distribution of convective cloud tops with that measured by the CLOUDSAT deep convective cloud classification product (Pfister and Jensen, manuscript in preparation, 2011) . The sensitivity of our results to changes of these parameters is investigated in section 5.
Seasonal Contrasts of Convective Sources 3.1. A Measure of Convective Detrainment
[23] Our principal measure for convective detrainment is "convective source probability" P conv (l, f, q, t) that describes the probability that low-latitude air at 380 K was convectively detrained for the last time (i.e., the first encounter with convection in a backward sense) within a specified longitude band Dl (centered at longitude l), latitude band Df, potential temperature range Dq, and time period Dt. P conv is determined from the trajectory calculations by P conv l; f; q; t ð Þ ¼ the number of parcels detrained within l þ Dl; f þ Df; q þ Dq; t þ Dt ð Þ the total number of parcels :
Note that the explicit dependence of P conv on the bin widths Dl, Df, Dq, and Dt (a necessary component of describing probability in a continuum) has been suppressed on the right-hand side of (2). Unless otherwise noted, Dt refers to the entire 60 day span of the trajectory calculations and, as such, P conv represents the probability that low-latitude air at 380 K was convectively detrained within the previous 60 days. For brevity, we arbitrarily refer to air parcels that have been detrained within the previous 60 days as "new air" and all others as "old air." When discussing vertical profiles, we use 2 K potential temperature bins for Dq and integrate horizontally over the entire convective zone (40°S-35°N).
Similarly, horizontal distributions of P conv are calculated in 2°bins in both latitude and longitude.
Would Longer Trajectories Be Beneficial?
[24] Before proceeding with analysis of the convective source probability, we briefly examine the cost of restricting the length of the trajectories to 60 days. Figure 4 displays joint time-height probability distributions of convective sources integrated horizontally over the entire convective zone for sets of 90 day trajectories during boreal summer ( Figure 4a ) and winter ( Figure 4b ). The time axis represents the transit time from convective detrainment to 380 K (which defines "age of air") or, equivalently, the trajectory integration time at which that parcel encounters convection (i.e., in a backward time sense). Given the latter interpretation, it is easy to understand why P conv is sharply peaked near 380 K for a small age of air (a few days or less); those parcels have not had time to move far from their initial position. Other important features: The medians (black lines in Figure 4 ) of the vertical distributions decrease in q as the age of air increases because heating rates in the TTL are predominantly positive, and vertical distributions broaden with increasing age of air because variations in the magnitudes of heating rates lead to vertical dispersion. The most important feature for this discussion, however, is that the vertical profiles change slowly and systematically from 20 to 90 days, with no apparent change of behavior looming for longer age of air; it seems that qualitative features of vertical distributions older than 60 days can be extrapolated from the evolution of those distributions between 20 and 60 days. While longer trajectories might benefit certain quantitative aspects by increasing the statistical base of convective sources, those benefits would be mitigated by the fact that longer runs tax the assumptions that permit the use of seasonal-mean heating rates.
A One-Dimensional Analysis
[25] The vertical profile of P conv ( Figure 5 ), which is obtained by integrating the fields in Figure 4 over age of air 0 to 60 days, reveals fundamental seasonal differences in the convective sources for stratospheric air. During boreal Values represent the fraction of low-latitude parcels at 380 K whose convective detrainment occurred within the past 60 days within a 2 K potential temperature bin. The shading represents 1 standard deviation sampling uncertainties that arise from using a finite number of parcels.
summer this air contains only 15% new air compared with 60% during winter. Furthermore, to reach 380 K within 60 days requires deeper convection (365-375 K) during summer than during winter (typically 350-360 K). These seasonal differences are largely consequences of the wellknown seasonal cycle of upwelling in the TTL. This feature was first inferred from its dynamical relationship to observed temperature fluctuations [Reed and Vlcek, 1969; Reid and Gage, 1981] , then inferred from the relationship between adiabatic upwelling and radiative heating rates [Rosenlof, 1995] , and is found in reanalysis data [Randel et al., 2008] . The stronger upwelling that exists during boreal winter compared with summer cited in these studies is also a feature of the Yang et al. radiative heating rates used here ( Figure 6 ). In fact, rough estimates of the vertical velocities at 100 hPa (averaged over 15°S to 15°N) using the seasonalmean radiative heating rates and the vertical gradient of potential temperature from MERRA (0.29 mm/s during summer, 0.61 mm/s during winter) agree well with the corresponding values from ERA-40 reanalysis data [Randel et al., 2008, Figures 2 and 6] .
[26] As one might expect, not only are tropical mean heating rates during summer weaker than those during winter over much of the TTL, but also regions of positive heating are less common; this reduces the probability that a detrained parcel can reach the 380 K surface at all. To illustrate, note that heating rates are predominantly negative (a heating rate of 0 K/d is more than 1 standard deviation above the mean) for q < 359 K during summer. In contrast, that threshold is 347 K during winter. Note that these thresholds are better predictors of the minimum q for convective sources ($360 K during summer and $345 K during winter; Figure 5) than the tropical mean level of zero radiative heating ($368 and $353 K for summer and winter, respectively).
[27] In a one-dimensional framework, the convective source probability for a specified potential temperature range (q, q + Dq) is the product of the probability of convective detrainment P det within (q, q + Dq) and the "location probability" P loc , which is the probability that air at 380 K was within (q, q + Dq) during the previous 60 days:
This relationship is evident in Figure 7 , which displays normalized vertical profiles of convective source probability (solid black line), parcel location probability (dashed red line), and convective detrainment probability (dotted blue line) for boreal winter ( Figure 7a ) and summer ( Figure 7b ). The gray line in Figure 7 represents a simulation of P conv based on (3):
P sim does a reasonable job of capturing the location and width of the vertical distribution of P conv for both seasons and so illustrates the utility of a one-dimensional model for understanding important qualitative aspects of the convective source probability. However, the distributions in Figure 7 have been normalized, which hides quantitative aspects of the comparison between P sim and P conv . In fact, while P sim is approximately proportional to P conv , the constant of proportionality is different for winter than it is for summer, indicating that this one-dimensional model is missing important dynamical interactions.
Horizontal Distributions
[28] Figure 7 is provocative in that it provides qualitative support for the utility of a one-dimensional model for TTL transport. That does not preclude, however, the importance of a full three-dimensional framework for understanding the tropical mean transport. To provide a more complete analysis of convective sources, this section examines dynamical interactions that are influenced by horizontal variability. Figure 8 displays the essential elements of convective detrainment and its subsequent influence on convective sources for air at the 380 K isentropic surface. Figures 8a and 8b display the geographical locations of convective sources in terms of the vertically integrated (over all q) convective source probability P conv (l, f). These results are consistent with previous studies in that they show high concentration of convective sources in the west Pacific during winter (Figure 8a ) [Fueglistaler et al., 2005] and over the Indian subcontinent during summer (Figure 8b ) [Fueglistaler et al., 2005; Randel and Park, 2006; Park et al., 2007; James et al., 2008; Randel et al., 2010] . Figures 8c and 8d display the horizontal distribution of new air as it crosses into the stratosphere at 380 K. Air from convective sources is dispersed throughout low latitudes by the time it reaches 380 K, [29] An interesting feature of the spatial patterns of convective sources (Figures 8a and 8b) is their obvious differences with those of convective activity (Figure 2 ) despite the fact that convective sources originate, by definition, from convection. During winter, convective sources are primarily concentrated in the west Pacific and northern Australia (Figure 8a ), while convective clouds (Figure 2a ) are no less common over South America, south tropical Africa, across the south tropical Indian Ocean and the Pacific Intertropical Convergence Zone (ITCZ). The high concentration of convective sources over northern Australia is particularly puzzling given the relatively low concentration of convective cloud tops that exceed 340 K in that region. The geographical confinement of convective sources during summer is even more remarkable. Convective clouds are just as widespread during summer (Figure 2b ) as they are during winter (Figure 2a ), yet boreal summer convective sources (Figure 8b ) are primarily confined to the Indian subcontinent. We now examine these features by considering two dynamical filters: (1) The level of zero radiative heating acts as a threshold for convective lofting of parcels, and so regions where convection does not exceed this threshold do not contribute to the convective sources, and (2) horizontal variations of heating allow horizontal circulations to impact the efficiency of vertical transport through the TTL by preferentially guiding air parcels through regions of large diabatic heating rates -or not.
[30] During summer, the fact that detrainment of convective sources is constrained to be above 365 K (Figures 5 and  7b ) does help to explain their horizontal distribution (Figure 8b ). To demonstrate that fact, Figure 9a displays the geographical distribution of convective clouds higher than 365 K. Clearly, the spatial patterns in Figure 9a more closely resemble those in convective sources in Figure 8b than those of convective clouds higher than 340 K in Figure 2b . However, horizontal circulations are important as well. This is illustrated by Figure 9b , which displays the geographical distribution of parcel location probability P loc . P loc is largest at locations where parcels that eventually cross the tropical 380 K surface have spent the most time. Thus, this figure demonstrates that parcels entering the low-latitude stratosphere, regardless of their source (not just new air parcels), are more likely to have been over subtropical central Asia within the previous 60 days than anywhere else. An examination of wind fields and heating rates in the TTL explains why this is so.
[31] The dominant dynamical feature of the TTL during summer (Figure 9c ) is the anticyclone that is centered over subtropical central Asia and is associated with monsoon convection to its southeast [e.g., Park et al., 2007] . The combination of near-elliptical streamlines throughout the region and low wind speeds at the core of the anticyclone (north of the Arabian Sea) cause air parcels to remain in the region for prolonged times. In addition, heating rates averaged over 360-380 K (Figure 9d ) are large over the southern section of the anticyclone, where the convective sources are. Note also that the heating maximum is found directly over the core of the anticyclone at 384 K (Figure 3b) . With large heating rates just above the detrainment location and large heating rates collocated with the maximum location probability higher up, the anticyclone is well situated to Figure 7 . Normalized vertical profiles of: convective source probability P conv (solid black line), parcel location probability P loc (dashed red line), detrainment probability P det (dotted blue line), and a simulation P sim of convective sources calculated as the product of P loc and P det (equation (5); solid gray line) for (a) boreal winter and (b) summer. Profiles are normalized and integrated to 1.0 to provide profile shape comparisons. Comparing the distributions of convective sources with those simulated from parcel location and detrainment probabilities demonstrates the utility of a simple one-dimensional model for understanding qualitative aspects of convective source distributions. Note that the normalization, which allows these different fields to be plotted together, exaggerates the quantitative agreement between P conv and P sim .
promote the efficient transport of new air into the stratosphere.
[32] The transport of detrained parcels through the TTL during winter is more complicated than during summer and is certainly not dominated by a single circulation feature. Nevertheless, the same principles are important. For example, we can improve the visual correspondence between the horizontal distributions of convective sources (Figure 8a ) and convective cloud tops (Figure 2a ) by plotting only cloud tops higher than 355 K (Figure 10a ), which falls roughly in the middle of the vertical distribution of convective sources (Figure 4 ). In particular, the 355 K threshold emphasizes convection over the west Pacific and northern Australia, where convective sources are concentrated. The 355 K threshold also emphasizes important regions over South America, Africa, and the Indian Ocean better than the 340 K threshold. Examining the other fields in Figure 10 reveals why northern Australia is an important source for new air during the winter 2006-2007: That region has the strongest heating rates in the lower TTL (Figure 10d) , and parcels tend to concentrate there ( Figure 10b ). As with central Asia during summer, these features promote efficient transport through the TTL and are collocated with anticyclonic circulation and low wind speeds. In fact, anticyclonic circulations and heating rate maxima are also associated with convective source maxima over the west Pacific, South America, and south Africa. The association of convection with anticyclonic circulation and large heating rates in the TTL is not coincidental. The anticyclonic circulation is part of the classical upper tropospheric response to tropical convection [Matsuno, 1966; Gill, 1980; Park et al., 2007] while enhanced positive heating rates in the upper troposphere are associated with the presence of high clouds [Gettelman et al., 2004; Corti et al., 2005; Yang et al., 2010] , which are also associated with convection.
Probing Dynamical Influences With Systematic Perturbations

Experimental Design
[33] Here we examine the sensitivity of convective source probability to systematic changes of the dynamical fields that determine parcel trajectories. These experiments probe both dynamical influences on transport through the TTL and the robustness of the seasonal contrasts illuminated in this study. In the latter context, we are addressing this question: How large must systematic errors in the dynamical fields be in order to invalidate our results?
[34] The systematic changes for these experiments are listed in Table 1 . To alter vertical motion we add a globally uniform perturbation to the heating rates. For horizontal winds we either amplify or reduce the individual meridional or zonal components by a specified multiplicative factor. The different treatment of vertical versus horizontal motion is a consequence of the different roles these circulation components play. By altering heating rates with additive perturbations, we unambiguously alter both the q threshold that the convective detrainment must exceed for parcels to enter the stratosphere (i.e., the level of zero radiative heating) and the rate at which they are vertically transported after detrainment. By altering the horizontal circulations with multiplicative adjustments, we alter the amplitudes of vorticity and divergence fields, which are important features of the tropical circulation. In contrast, if we had applied uniform additive adjustments to the winds, as was done to the heating fields, divergence and vorticity would be unaffected.
Impact on Vertical Distributions
[35] The impacts of systematic dynamical adjustments on the vertical profiles of convective sources are shown in Figure 11 . Systematic increases of the heating rates, all else being equal, are expected to (1) increase the total number of new air parcels and (2) extend the vertical profile of P conv to lower q. Effect (1) is the result of both decreasing transit times through the TTL and lowering of the level of zero radiative heating, which permits more detrained parcels to access regions of positive heating. Effect (2) primarily results from the lowering the level of zero radiative heating. Both effects are evident in vertical profiles of P conv for the summer experiments (Figure 11b ). For winter (Figure 11a ), on the other hand, the amplitude of P conv is sensitive to these heating rate perturbations but the vertical range is not. The winter result is undoubtedly related to the fact that strong heating rates exist in the lower TTL over convectively active regions (Figures 10d and 3c ). For example, heating rates exceed 1.5 K/d on the 354 K surface at these locations, and, thus, even a reduction of 0.5 K does not prevent parcels from Figure 9b , all postdetrainment parcels are considered; parcels are not tracked backward once convection is encountered. Figure 9a demonstrates how the level of zero radiative heating restricts the geographical distribution of convective sources. Figures 9b-9d show the geographical collocation of the Asian anticyclone with high location probability and strong radiative heating.
ascending; it simply makes that ascent slower. This fact, by itself, cannot explain the insensitivity of the profile shapes to heating perturbations, but a full explanation requires experimentation that takes us beyond the intended scope of this paper.
[36] There is an interesting consequence of the seasonal differences of these sensitivities. Note that even the amplitude of P conv during winter is relatively insensitive to uniform changes of heating rates for large increases (compare experiments HP2 and HP5 in Figure 11a ). This insensitivity coupled with the relatively large sensitivity of summer distributions nearly eliminates the seasonal differences in the vertical distributions in experiment HP5. While such a large systematic error in the heating rates (as large as tropical mean values in the TTL; Figure 6 ) seems unlikely, this experiment provides us with an estimate of the magnitude heating rate error required to eliminate seasonal differences in the age of air.
[37] Systematic horizontal wind adjustments have strong effects on the amplitudes of vertical profiles of P conv (Figures 11c-11f) , but very little effect on the shapes of those distributions. Horizontal winds cannot, by themselves, speed or slow transport across the TTL, and so these amplitude changes are related either to the transport of detrained parcels out of low latitudes or to how efficiently horizontal circulations keep parcels in regions of strong upwelling. We differentiate between these two possibilities by associating the convective source probability P conv with two additional quantities: low-latitude confinement and vertical transport efficiency E vt . The former is quantified by the confinement probability P cz , which represents the fraction of the time parcels spend within the convective zone (40°S-35°N) during their trajectories. Vertical transport efficiency is defined as
which makes it analogous to the conditional probability for convective sources, given that parcels are confined to the convective zone. With these definitions, we can express the sensitivity of convective source probability DP conv in terms Figure 10 . As in Figure 9 but for winter. The collocation of features in Figures 10b-10d are more subtle than those for summer but are, nevertheless, important. 
Shown are the names of the 12 experiments, the field that is changed, and the alteration performed. All changes were applied uniformly to dynamical fields at all longitudes, latitudes, and vertical levels. Heating alterations are additive, with heating rates increased or reduced by a fixed number. Velocity alterations are multiplicative, with velocities amplified by a fixed percentage. Figure 11 . The sensitivity of vertical distributions for convective sources (per 2 K) to systematic dynamic perturbations. Shown are the sensitivities to changes of (a) heating rates during boreal winter, (b) heating rates during summer, (c) zonal winds during winter, (d) zonal winds during summer, (e) meridional winds during winter, and (f) meridional winds during summer.
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of the sensitivity of transport efficiency DE vt and that of low-latitude confinement DP cz :
where X′ is a quantity from the experimental trajectory calculation and X 0 is the corresponding control run quantity. Normalizing (6) by the total source probability of the control yields an equation involving relative sensitivities:
Equation (8) helps us, with some caveats, attribute changes of the source probability to either a change in low-latitude confinement or to transport efficiency. If one term clearly dominates (i.e., dE vt ≫ dP cz or dP cz ≫ dE vt ), then we can safely attribute DP conv to that term (DP cz or DE vt , respectively). Otherwise, it is reasonable to conclude that both are important, but distinguishing which is more important depends on the metric chosen to define importance and is thus arbitrary. Table 2 displays the relative sensitivities for the 16 experiments that examine systematic changes to the horizontal circulation. This analysis provides strong evidence that vertical transport efficiency accounts for most of the sensitivity of P conv to horizontal wind perturbations. For all but 4 of the experiments, the change of transport efficiency is at least double that of the low-latitude confinement (values in bold and italic fonts in Table 2 ) and for 6 of them, dE vt is more than 5.0 times as large as dP cz (values in bold font).
[38] What causes the vertical transport efficiency to change in these experiments? Altering the horizontal circulation alters the horizontal distribution of parcel location, which alters the time parcels spend in regions of strong upwelling and thus the vertical transport efficiency. This mechanism is investigated in Figure 12 , which overlays wind vectors on top of location probabilities (color shading), revealing the association of location probability maxima with features of the horizontal circulation. The panels on the left (Figure 12a for summer, Figure 12c for winter) display values for the enhanced meridional wind experiments (VP5; 50% enhancement) while the panels on the right display values for reduced meridional winds (VM5; 50% reduction).
Comparing the left panels with the right emphasizes the impact of amplifying the meridional winds: Meridional winds in VP5 are a factor of 4 larger than those in VM5.
[39] On examining the parcel probabilities in Figure 12 , it is clear that strong meridional winds lead to dramatically different geographical distributions of parcel locations than weak meridional winds. With weakened meridional winds (Figures 12b and 12d ), parcel locations maximize over the Pacific during both seasons. With amplified winds, notable parcel concentrations occur over subtropical Asia and southwest America during summer (Figure 12a ) and over the Southern Hemisphere landmasses, maritime continent, and west Pacific during winter (Figure 12c ). It is important that all of these regions are near convective activity (compare with Figure 2a for winter, Figure 2b for summer), the sources of detrained parcels, and that they enclose strong positive heating rates (Figure 10d for winter, Figure 9d for summer), which promotes efficient vertical transport through the TTL. Note also the collocation of location probability maxima with anticyclonic circulation features in Figures 12a and 12c: over subtropical Asia and southwest North America during summer and over South America (in the vicinity of 20°S 60°W), central America (10°N 75°W), Madagascar (20°S 60°E), central Africa (10°N 30°E), north Australia (20°S 150°E), and the west Pacific (10°N 180°E) during winter. The connection between well-defined anticyclonic circulations and efficient transport through the TTL is unmistakable in these experiments.
[40] Similar relationships are evident in the zonal wind experiments (not shown). However, systematic adjustments to the zonal winds are not as effective at tightening anticyclonic circulations as systematic adjustments to the meridional winds, obscuring the connection between anticyclonic motion and high parcel probability. Furthermore, there are other dynamical features that impact parcel location probabilities. For example, the boundary between strong winds in the subtropical jets and weaker winds equatorward of the jets also separates small location probabilities from larger values. This feature, which is likely related to the strong potential vorticity gradients there [Haynes and Shuckburgh, 2000] , is particularly evident in the enhanced meridional wind Shown are fractional changes for boreal summer (columns 2-5) and winter (columns 6-9) of dP conv (columns 2 and 6) and the three budget components: the term dE vt that measures the unambiguous impact of the shifting of parcel positions within the convective zone (values in bold and italic font), a term dP cz that measures unambiguous impact of moving parcels in and out of the convective zone, and the ambiguous residual dE vt dP cz . All fractional changes are displayed in terms of the percent change with respect to the convective source probability of the control experiments.
experiments (Figures 12a and 12c ), but is also evident in the reduced meridional wind experiments (Figures 12b and 12d ) and in the control runs (compare location probabilities in Figures 9b and 10b with the corresponding wind fields in Figures 9c and 10c ). Despite these additional dynamical influences, anticyclonic circulations stand out as important because they are linked dynamically to convection (and thus to detrained air parcels) and to positive heating rates because of their proximity to clouds. As a consequence, they are effective at keeping recently detrained parcels within regions of upwelling, promoting the transport of new air to the stratosphere.
Additional Sensitivities
[41] The convective detection algorithm contains parameters that, while physically and observationally motivated [Pfister et al., 2001 [Pfister et al., , 2010 Pfister and Jensen, manuscript in preparation, 2011] , model complex interactions that are not easily parameterized. Figure 13 shows vertical profiles of boreal winter convective sources for experiments that test the sensitivity of our results to: the brightness temperature offset BT offset (Figure 13a ), the precipitation threshold P min (Figure 13b) , and the influence distance d conv (Figure 13c ). Compared with other uncertainties explored in this paper, these sensitivities are modest. The precipitation threshold, in particular, has only a small impact on the distribution of convective sources for values of 2.0 mm/h and less (Figure 13c ). Both the brightness temperature offset and the influence distance have similar impacts on the vertical distribution of convective sources: Increases of the parameter values shift the distribution to lower altitudes, increasing the source probability at smaller q while decreasing the probability at large q. Note that these shifts result in disproportionately large sensitivities for q > 365 K. As a result, summer distributions (not shown), which are confined to that range of q, display stronger sensitivities to BT offset and d conv . It is also important to point out that these tests examine sensitivities only to explicit parameters, and convective detrainment remains a substantial source of uncertainty for our calculations. For example, we have not attempted to model variations of detrainment efficiency (i.e., the fraction of boundary layer air contained in a detrained parcel) as a function of the vertical distance below the convective cloud top or the effective of entrainment of freetropospheric air during convection.
[42] To complement experiments with systematic adjustments to the dynamics discussed in section 4, Figure 13d displays the sensitivity of P conv to dynamical perturbations with very small space and time scales. For these experiments, random perturbations Dx of the form
where A is the amplitude and U is a random number uniformly distributed between À1 and 1, are added to the dynamical fields at every spatial grid in the data every 3 h. Even large-amplitude perturbations (0.5 K/d for heating rates; 50% of the local velocity for winds) have very little impact on the vertical distribution of convective sources. While there is a large range of space and time scales not tested by these experiments, results here are encouraging. They imply that P conv is not sensitive to errors in the dynamical fields on the space and time scales that are expected to have the largest errors. Instead, it depends more strongly on robust features of the circulation.
[43] Arguably, the largest uncertainty in our calculations arises from the vertical motions implied from heating rates. This uncertainty results, in part, from the fact that heating rates are not an observed quantity. While the state-of-the-art radiative transfer calculations used by Yang et al. are compelling, they nevertheless rely on poorly observed properties of the atmosphere and have no direct source of validation. Our final tests calculate trajectories from a variety of heating rate data with the resulting vertical profiles of P conv displayed in Figure 14 . The solid black line represents the control profile that uses seasonal mean Yang et al. radiative heating rates. If we ignore clouds and use clear-sky heating rates (solid blue line), then we reduce the number of new air parcels able to reach 380 K and those that do require convective injection at higher altitudes. This is particularly true for the winter calculation (Figure 14a ) but is also evident in the summer calculation (Figure 14b ).
[44] Of significant concern is the lack of time variability in the heating rates used for this study. Those variations could be important if they are correlated with convective activity.
For example, if, at some location, positive heating is associated with convection and negative heating with clear skies, then it is possible for parcels to be lifted through the TTL efficiently even though time-mean heating rates are small, or even negative. We do not have time-varying heating rates to test, so we simulate these variations by exploiting their association with convective cloud top temperature (details of these calculations are found in Appendix A). The differences between the simulated-variability calculations (solid red line) and those using seasonal-mean heating are small. However, time variations do allow more parcels detrained at low altitudes to reach 380 K.
[45] Two of our tests were performed with MERRA radiative heating: one using 3 hourly heating rates (dashed blue line) and the other seasonal means (dotted black lines). These calculations support the aforementioned result that time variations in the heating rates do not greatly affect our calculations. They also demonstrate a strong sensitivity of our results to the choice of heating rate data, particularly for winter; MERRA heating rates during that season do not permit parcels that have been detrained below 355 K to reach 380 K, while the Yang et al. heating rates lead to convective sources from below 350 K. We also performed calculations using the total heating rates from MERRA (dot-dash red Figure 13 . The sensitivity of vertical profiles of convective sources to changes of convective cloud detection parameters and to the addition of dynamical noise. Shown are convective source profiles for (a) different values of the brightness temperature offset, (b) different values of the precipitation rate threshold used to identify convective clouds, (c) different values of influence distance for convective activity, and (d) the addition of uncorrelated noise to the dynamical fields. The source probability is binned in potential temperature increments of 2 K. line), which include contributions from water phase changes (latent heat), gravity waves, and unresolved turbulent mixing. These additional terms lower the level of zero heating and increase the amount of new air compared with calculations using radiative heating alone. These impacts are much smaller than the impact of changing the source of radiative heating rate data. Furthermore, they are not meaningful if they can be attributed to latent heat in convective regions. That source of heating cannot contribute to the trajectories of parcels in our calculations, which are, by definition, beyond their last convective encounter.
Conclusions
[46] This paper analyzed seasonal differences in the convective sources of air entering the low-latitude stratosphere using back trajectory calculations initiated at the 380 K isentropic surface. With control ensembles of 149,040 parcels for winter (162,000 for summer) and sensitivity ensembles of 24,840 (27,000) parcels, these calculations provide a strong statistical base for the analysis of parcel ascent through the TTL. There are uncertainties in our results that are introduced by the following: lack of observations to support dynamical fields in the TTL, insufficient understanding of tropical convection, and limited temporal sampling of our calculations, principally, the use of only a single summer and a single winter. However, our results are generally consistent with previous studies, and sensitivity tests suggest they are robust. Results fit into three general categories: a catalog of distinguishing features of convective sources during summer compared with those during winter, an analysis of the interplay of important dynamical features that determine seasonal differences in those sources, and analyses that help define the range of validity for trajectory calculations in the TTL.
[47] The features that most distinguish boreal summer from winter are as follows: (1) During summer, fewer parcels entering the stratosphere (15%) have convective sources within the previous 60 days than during winter (60%; Figure 5 ); (2) in order to reach the 380 K surface, parcels must be lofted higher in the TTL during summer ($360 K) than during winter ($344 K); and (3) summertime sources come primarily from the Indian subcontinent while winter sources come primarily from the west Pacific and maritime continent (Figure 8 ). These differences are consistent with results from previous studies and, to a large degree, can be attributed to well-known features of the seasonal cycle: the migration of convective activity and the weaker heating rates (vertical velocity) in the TTL during summer compared with those during winter. The latter affects convective sources by setting the level of zero radiative heating, which sets the threshold for convective lofting, and by setting transit times through the TTL. These features provide qualitative explanations for seasonal differences of the vertical profiles of convective sources. Moreover, raising the level of zero radiative heating also helps explain the geographical distribution of convective sources; by plotting only cloud tops above that threshold, geographical distributions of convective cloud fraction (Figures 9a and 10a ) more closely resemble those of convective sources (Figures 8a and 8b ) than more liberal definitions of convective clouds (cloud tops higher than 340 K; Figures 2a and 2b) .
[48] The seasonal differences noted above have implications for a number of current issues. That air entering the stratosphere during boreal summer is older than during winter suggests that the recycling of stratospheric air ("inmixing") is more important during summer, leading to the observed seasonal maximum O 3 abundance and minimum of CO [Konopka et al., 2009] . It is expected that the older air during summer also will lead to lower concentrations of short-lived species (e.g., bromoform) [Aschmann et al., 2009] as well. The seasonal cycle in the geographic distribution of convective sources (see Figures 8a and 8b) should also contribute to stratospheric abundances by geographic filtering. New air during winter originates primarily from the west Pacific and maritime continent while, during summer, it originates primarily from the Indian subcontinent. One can expect winter air to contain more compounds that are produced in the ocean and summer air to be richer in anthropogenic pollutants (e.g., HCN) [Randel et al., 2010] . The latter effect might be complicated by (1) the fact that so little new air is produced during summer; (2) that winter, while dominated by maritime air, also has sources from the southern continents, where biomass burning is prevalent; and (3) that the seasonal cycles of biomass burning and of convection are out of phase [Duncan et al., 2003] . Certainly, more research that sorts out these complicating issues is needed before a clear understanding of chemical transport into the stratosphere emerges.
[49] While a one-dimensional model of TTL transport is useful for understanding certain qualitative aspects, results from our analysis indicate that three-dimensional effects play an important role. Convective source probabilities are sensitive to systematic changes of horizontal winds (Figure 11 ) despite the fact that these winds cannot by themselves alter transport rates through the TTL: They must work in conjunction with horizontal variations of heating and convective activity to do so. In this context, anticyclonic circulations are particularly important. These circulation features are dynamically linked to convection, which provides the source of new air, and to large heating rates that are associated with convective clouds. Since anticyclones have low wind speeds at their cores and tend to keep parcels in elliptical motions away from the core, they direct convectively detrained air parcels through regions of positive heating, thus promoting efficient ascent through the TTL. This role is dramatically illustrated in sensitivity tests that make systematic changes to the horizontal wind fields (Figure 12 ). When anticyclonic circulations are enhanced, transport of new air is enhanced. Conversely, when anticyclonic circulations are weakened, parcels are no longer constrained to pass through heating rate maxima and the transport of new air is reduced.
[50] In order to determine which of our results are most likely to be robust, we performed a suite of sensitivity tests. These tests reveal that systematic errors in the dynamical fields are likely to be the most damaging source of error (Figures 11, 13, and 14) . This is particularly true of diabatic heating rates, which have no direct observational validation. Nevertheless, our tests suggest that it requires large (of the order of 1) errors in the diabatic heating rates to eliminate the seasonal differences outlined above. In contrast, our results do not appear to be sensitive to small-scale perturbations (Figure 13d ). This is encouraging because it implies that the statistics of TTL trajectories are least sensitive to the most error-prone aspects of the circulation and thus are tied to the most reliable aspects of the dynamical fields.
[51] In addition to the uncertainties that are directly addressed by our sensitivity experiments, there are uncertainties that we left to be addressed by future studies. For example, we have not parameterized the fraction of detrained air that actually comes from the boundary layer and detrainment efficiency remains a source of uncertainty. As shown in previous studies [Bonazzola and Haynes, 2004; Jensen and Pfister, 2004; Fueglistaler et al., 2005; James et al., 2008; Konopka et al., 2009; Schoeberl and Dessler, 2011] , our work will undoubtedly be aided by microphysical and chemical calculations along the trajectories that predict chemical abundances at 380 K and provide metrics to validate the trajectory calculations. Another important topic is interannual variability. Variations associated with El Niño and the Southern Oscillation, in particular, shift the zonal position of winter convection and alter the strength of the Asian and North American monsoons, which alters the sources of stratospheric air. Perhaps more pertinent to this study, it is important to understand interannual variability in order to distinguish signal from noise in seasonal variability. In light of these considerations, our follow-up study will focus on interannual variations of convective sources for stratospheric air.
