Let µ be the self-avoiding walk connective constant on Z d . We show that the asymptotic expansion for βc = 1/µ in powers of 1/(2d) satisfies Borel type bounds. This supports the conjecture that the expansion is Borel summable.
Introduction
Let Z d denote the hypercubic lattice, with nearest neighbour edges. A selfavoiding walk of length n is a sequence of points ω 0 , ω 1 , . . . , ω n in Z d such that |ω i − ω i+1 | = 1 and for i = j, ω i = ω j . Let c n denote the number of self-avoiding walks, up to translation invariance, of length n on Z d . It is well known that the limit µ(d) = lim n→∞ c 1/n n exists; the limit is called the connective constant. Fisher and Gaunt calculated that [2] µ = 2d − 1 − 1/(2d) − 3/(2d) 2 − 16/(2d) 3 − 102/(2d) 4 − . . . However, it is not clear from their calculation that the expansion can be continued to higher orders. Moreover, in low dimensions numerical extrapolation techniques are needed to use the expansion to estimate µ. The self-avoiding walk is most easily understood in high dimensions. As d → ∞, paths with large loops become relatively rare. It is therefore useful to consider a walk with only local self-avoidance. Say that ω 0 , . . . , ω n is a memory-τ self-avoiding walk if ω(i) = ω(j) for 0 < |i − j| ≤ τ . Let c (τ ) n denote the number of n-step memory-τ walks, up to translation invariance, and let µ τ (d) = lim n→∞ (c (τ ) n )
1/n . Using memory-4 self-avoiding walks as a starting point (taking into account loops of size 2 and 4) Kesten showed that [7] µ(d) = 2d − 1 − 1/(2d) + O(1/d
2 ).
The lace expansion is a powerful technique for exploring the properties of the self-avoiding walk in dimensions d > 4; we refer the reader to [8] for a recent introduction. We will look at the quantity β c = 1/µ(d); β c is the radius of convergence of the Lace expansion generating function. For convenience, let s = 1/(2d). A series expansion exists for β c in powers of s [6] 
α n s n = s + s 2 + 2s 3 + 6s 4 + 27s 5 + 157s 6 + . . .
Expansions in powers of 1/d have been developed for many other models in statistical physics, such as the Ising model [2] , percolation [3] , lattice animals and the n-vector model [4] . Finding the coefficients of the expansion is normally computationally intensive. It is often even more difficult to determine the basic properties of the expansion. What is the radius of convergence? Is it an asymptotic expansion? Can the expansion be interpreted as a Borel sum? In the case of the self-avoiding walk it is not known, but it is widely believed, that the radius of convergence is zero. Using the Lace expansion, it has been shown that the series expansion is asymptotic [6] . We will show that the partial sums satisfy Borel type bounds. Borel summability raises the prospect of calculating β c from the series expansion even if the radius of convergence is zero.
The motivation for Theorem 1.1 is discussed in Section 2. In Section 3, we use the Lace expansion to derive a formula for the α n . This formula is used in Section 4 to control the growth of the α n as n → ∞. In Section 5, we consider the diagrammatic estimates for the Lace expansion. Finally, in Section 6, we prove Theorem 1.1.
Borel summability and the spherical model
In light of Theorem 1.1, it is natural to ask if β c can be recovered from the α n by means of a Borel sum. Let B denote the Borel transform of the asymptotic expansion for β c ; B is well defined (see Lemma 4.1) in a neighbourhood of zero by
We conjecture that B can be extended analytically to a neighbourhood of the positive real axis, and that β c (s) is equal to the Borel sum
There are two reasons for making this conjecture. Firstly, with R > 0, let
} denote the open disc in C with centre R/2 and diameter R [9, Figure 1 ]. Suppose that β c can be extended to an analytic function on C R such that (1.2) holds for all s ∈ C R . Under this assumption, the Borel sum is well defined in C R and equal to β c [9] . Unfortunately, it is not clear how to extend β c to an analytic function on C R . Interpreting the Borel sum remains an open problem.
Secondly, there is the case of the spherical model [4] . Physicists consider both the self-avoiding walk and the spherical model to be special cases of the n-vector model. The spherical model is an exactly solvable spin system with dependence between the spins. Let I 0 denote the 0th-order modified Bessel function of the first kind. The critical point is
Function g is monotonic, g(0) = 0 and g(x) → ∞ as x → ∞. Let (a n ) denote the sequence with generating function g-inverse,
Integration by parts yields an asymptotic expansion for
We have said that very little is known rigorously about 1/d expansions. This is the exception that proves the rule. The radius of convergence is zero, but the expansion can be interpreted as a Borel sum with Borel transform g −1 /2. Note that the (a n ) oscillate. The first 12 coefficients are positive, the next 8 are negative; the pattern of signs goes 12, 8, 9, 9, 9, 9, 9, 9, 9, 10, 9, 9, 9, 9, 9, 9, 9, 9, 9, 9, 9, 9, 10, 9, 9, 9, 9, 9, . . . This oscillation is related to the fact that g −1 has no poles on the positive real axis. The coefficients α n for the self-avoiding walk also show a change of sign. For i = 1, 2, . . . , 11, α i is positive; the remaining coefficients that are known, α 12 and α 13 , are negative [1] .
The expansions
The starting point in our analysis will be [6, (2.2)]. Let β τ = 1/µ τ , and take β ∞ = β c . When d is sufficiently large, for τ finite and infinite,
The quantityΠ βτ (0; τ ) is the Fourier transform of the memory-τ Lace expansion at k = (0, . . . , 0) and β = β τ ; essentially, it describes the difference between the generating functions of simple random walk and self-avoiding walk. The Lace expansion can be thought of as a series of inclusion/exclusion terms. A type-N lace graph is a simple walk with at least N points of self-intersection, and certain additional constraints. Let π
a (x; τ ) count the number of memory-τ lace graphs from 0 to x of type N and length a. Then
The definition of a lace graph respects the symmetries of the underlying lattice.
There 
. . , 2b} and set
The c a,b depend implicitly on τ , but c a,b is fixed once τ ≥ a. Using this notation to rewrite (3.1) yields a formal power series,
Plugging "β τ = 0" into the right hand side gives "β τ = s". Taking "β τ = s" and plugging it back into the right hand side then gives "β τ = s+c 2,1 s 2 +(c 3,2 + c 4,2 )s 3 + . . . "; iterating in this way yields a series expansion for β τ :
The coefficient α n of s n in β τ is thus a multinomial function of the c a,b .
It is a corollary of Lemma 3.3 that α n only depends on τ if τ < 2n − 2.
We will use the notation [β n ]φ(β) to denote the coefficient of β n from generating function φ(β). The Lagrange-Bürmann series reversion formula states that,
Applying the formula yields,
and so with
.
Extracting the coefficient of s n leaves only the terms with n = k + I (b−a)n a,b . By the definition of T k , these are the terms with (n a,b ) ∈ S n .
Factorial bounds on (α n )
We can use Lemma 3.3 to bound the coefficients (α n ) of the asymptotic expansion.
Lemma 4.1. There is a constant C 2 such that for all n, |α n | ≤ C 
The number of lace graphs of length a in Z D is at most (2D) a , so
The absolute value of [s
The result follow by Stirling's formula: for some constant C 3 ,
Before we can prove Lemma 4.1, we need a bound on how a power series with factorial coefficients behaves under exponentiation.
Proof of Lemma 4.3. Let l 1 , . . . , l n denote non-negative integers. The first inequality is equivalent to,
We will show this by induction in k. The second inequality is a simple consequence of the fact that ∞ j=1 1/j 2 = π 2 /6 < log 6. For convenience, (4.5) can be written in terms of a multinomial random variable
For the inductive step, we construct X k+1 from X k by adding 1 to one of X k 1 , . . . , X k n uniformly at random. Let e 1 = (1, 0, 0, . . . ), e 2 = (0, 1, 0, . . . ), and so on. The inductive step is then,
The inequality in the last step is the result of replacing
−2 with its supremum over the range of X k .
Proof of Lemma 4.1. For (a, b) ∈ I, a ≤ 2b. By Lemma 3.3,
By Lemma 4.2 and Lemma 4.3, |α n | ≤ 6 2n C n 3 n!
Diagrammatic estimates
There is a number C HS [6] such that for d sufficiently large, for all τ ,
This is a consequence of the diagrammatic estimates [8, Theorem 4.1] for the number of type-N lace graphs. The estimates can also be used to bound above the number of lace graphs according to length.
Lemma 5.2. There is a constant C 4 such that,
Proof. The loops of a memory-τ lace graphs have length at most τ . Define a generating function by
where c 
Let C 4 = 20. The result follows when we show that for k = 1, . . . , τ ,
k (x) is maximized by x = 0. First suppose k = 2m ≤ 2d. The number of simple walks from 0 to 0 in Z d of length 2m is less than the number of 2m step walks that are restricted to an m dimensional subspace [5] :
k (x) is maximized by x = e 1 = (1, 0, . . . , 0) and
2m (0)/(2d).
6 Proof of Theorem 1.1
It is well known that d ≤ µ ≤ 2d, and hence that s ≤ β c ≤ 2s. Let C 5 ∈ [0, C
−1
2 ] and suppose that C 1 ≥ 10C 2 /C 5 . Then for s ≥ C 5 /M , inequality (1.2) holds simply by Lemma 4.1. We will show by induction that for some constants C 5 and C 6 , for k = 1, 2, . . . and s ≤ C 5 /k,
To begin the induction process, notice that E 1 = β c /s ∈ [0, 2], so (6.1) holds for k = 1 if C 6 ≥ 2. To keep the remainder of the proof simple, we will now assume that C 6 ≫ 1, so we can take it for granted that C 6 ≥ 2. We will also assume that C 5 ≪ C −3 6 ≪ 1. Assume inductively that (6.1) holds for k = 1, . . . , M . Let s ≤ C 5 /(M + 1). We need to show that
We will use the Lace expansion. A type-N memory-τ lace graph has length at most N τ , so it is easier to use the finite memory version of the Lace expansion.
If the memory τ is high enough, we can use (α n ) M n=1 to refer to the first M coefficients of the series expansions for both β c and β τ . Let τ = 2M . By [7, Theorem 1] , there is a constant C K such that
By (3.1), we must now choose A 2 , A 3 , A 4 such that
With reference to the bound (5.1), let
Let A 3 match the terms generated on the right hand side of (6.3) by lace graphs of length a ≥ 2M and type N ≤ M ,
By Lemma 5.2,
Setting x = β 2 , the right hand side above is equal to
We can assume that
By the process of elimination, A 4 is now defined by
Substitute (6.2) into the right hand side of (6.4); by Lemma 3.3, we can cancel the powers of s below s M :
Recall that c b := 2b a=b+1 |c a,b |. As α 1 = 1,
The α n are controlled by Lemma 4.1, and the c b are controlled by Lemma 4.2. By the inductive assumption and the bound on |A 1 |, we have |E
2b terms above: we will split the resulting terms into three groups.
(ii) The terms s n c b . . . with M ≤ n ≤ 2M −2 that are not in group (i) because they contain an |E generated by (6.7).] We can assume thatα k ≤ (2C 6 ) k k! The absolute value of A 4 is now bounded by the sum of three intimidating expressions, (6.5)-(6.7). However, under suitable conditions on C 5 and C 6 , they are quite easily seen to be small when compared to (M + 1)! In the case of (6.5), C 6 ≫ C 2 and C 2 C 5 ≪ 1 is sufficient. Corollary 4.4 allows us to control (6.6) and (6.7). If C 2 2 C 3 C 5 ≪ 1 and C 6 ≫ C 2 C 3 , (6.6) is small. If C 
