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ABSTRACT 
Segmental perception training is important as many phonemic errors are common in 
second language pronunciation and the perception of foreign phonemic contrasts is often 
difficult to acquire without instruction (Best & Tyler, 2007; Birdsong, 1992, 2006; Flege, 
1988, 1995). Numerous computer-assisted programs exist that provide training for segmental 
perception, but few of them have made effective use of already-existing language resources. 
There has been a call for the creation of a computer-assisted pronunciation teaching (CAPT) 
program that provides individualized needs-based training based on first language and 
learner proficiency (Levis, 2007; Munro, Derwing, & Thomson, 2015). A perception training 
model is yet to be developed that takes into account the major components important to 
intelligibility, the use of technology, and the state-of-the-art research findings on perception 
training. Specifically, the ideal training model first needs to account for learners’ L1 
backgrounds since L2 segmental errors are often L1-specific (Swan & Smith, 2002). Second, 
the training model should also be tailored to individual needs as not everyone sharing the 
same L1 will certainly have the L1-predicted errors (Munro, 2018; Munro, Derwing, & 
Thomson, 2015). Third, the functional load theory (King, 1967) suggests that not all 
phonemic errors affect intelligibility equally and that perception training should not target all 
errors as if they had an equal impact on intelligibility. Fourth, the training model should 
leverage a high-variability phonetic training design, defined as a technique of using multiple 
voice models for perception training (Pisoni & Lively, 1995), which has been found to be 
efficacious in improving perception (Thomson, 2012; Wang & Munro, 2004) as well as 
production (Thomson, 2011).  
xiv 
This study introduces an innovative online perception training system that uses 
computational approaches to deliver high variability phonetic training designed to improve 
learners’ ability to discriminate and identify segmental contrasts. The system was designed 
with five major features. First, the system was developed with intelligibility-driven goals by 
only focusing on high functional load segmental errors. Second, the system offered training 
customized to individual learners’ pre-training diagnostic performance and then adapted the 
training content and intensity based on individual learners’ errors during real-time learning. 
Third, in recognition of the efficacy of multi-voice models for perception acquisition 
(Thomson, 2011, 2012; Wang & Munro, 2004), the system utilized high-variability phonetic 
training exercises developed using two North American text-to-speech voices. Fourth, the 
training system was self-contained and could be accessed and used by learners flexibly and 
independently based on their own pace with little teacher guidance. Fifth, immediate 
individualized feedback was available on every item during training. In addition, the stimuli 
used for the training system were automatically extracted from a phonetically transcribed 
dictionary with word frequency controlled. Specifically, only words among the top 5,000 
lemmas in the Contemporary Corpus and American English were selected by the system to 
ensure that all the training and test stimuli were likely to be familiar to the participants in the 
study so that they would be able to recognize the stimuli aurally during perception tests and 
training without seeing the words spelled out. 
Four types of exercises created with text-to-speech minimal pairs, automatically 
extracted from the Illinois Speech and Language Engineering Dictionary, were used for 
training. The training exercises came in four types: same-different discrimination, oddity 
discrimination, simple identification, and yes/no identification. The voices and words of the 
xv 
training stimuli were controlled for in order to examine the learners’ potential transfer of 
perception gains to three novel conditions: to trained words spoken with untrained voices, to 
untrained words spoken with trained voices, and to trained items in sentences. The training 
system was used for approximately three months by 266 Chinese-L1 English majors from 
three universities located in three cities (Harbin, Soochow, and Guangzhou). The learners 
were placed into either an experimental group or a control group based on their institution, 
and used the system for perception training on nine English consonant and vowel contrasts 
that were predicted to be challenging for the learners.  
An analysis of the participants’ diagnostic and training performance revealed 
substantial variation among the learners’ actual segmental errors and pace of learning. This 
suggests that L2 phonemic acquisition is not merely L1-specific or dialect-specific but is a 
process distinctive to individual learners but that was not correlated with time on training, 
highlighting the importance of incorporating adaptability in the design and delivery of 
pronunciation training materials. Descriptive and inferential statistics on training effect, 
retention and transfer of test gains showed that an average of 143 minutes of focused effort 
led to robust improvement and retention of phonemic perception for most of the segmental 
contrasts under investigation. L2 segmental acquisition was sensitive to the linguistic context 
of a segment and the training in the study helped the learners transfer perception gains to 
untrained contexts (new voices, new words, and the untrained sentence contexts). The results 
showed that high-variability input materials and the text-to-speech technology can be 
effectively used to develop perception training materials. The study also showed that 
exercises designed to specifically sharpen aural sensitivity to contrasting phonemes may 
facilitate learners’ ability in self correcting phonemic issues even without explicit training on 
xvi 
the issues. Findings in the study were discussed within the exemplar theory (Bybee, 2000), 
the analogical modeling theory (Skousen, 1989), the TRACE model within the connectionist 
framework (Joanisse & McClelland, 2015), the item versus system learning theory 
(Cruttenden, 1981), the U-shaped Learning Theory (Gass & Selinker, 2008), and the Speech 
Learning Model (Flege, 1995). Future research is encouraged to investigate the effect of 
adaptive perception training in improving learner response latency and productive 
performance that are essential to real life pronunciation and communication competence.
1 
 
CHAPTER 1.  INTRODUCTION 
Teaching methodologies for pronunciation have undergone vast transformations since 
pronunciation lost and then regained attention in second language (L2) education during the 
last century. Prior to the mid-20th century, pronunciation training was considered a core 
component of language learning and was mostly driven by a ‘nativeness’ approach (Levis, 
2005). Pronunciation pedagogy during the period was characterized by mechanical repetition 
and drills (e.g., audio-lingualism, Lado, 1964) with a goal to facilitate native, accent-free 
speech. In the early 1970s, substantial skepticism was cast on this pronunciation-training goal 
due to the impact of the Critical Period theory (Scovel, 1969), which posits that spontaneous 
accent-free L2 speech is not just an unrealistic goal but also ultimately unattainable for 
speakers whose L2 learning starts after early childhood, due to age-sensitive biological 
constraints (Lenneberg, 1967; Scovel, 1969). The skepticism about pronunciation teaching 
increased along with the advent of the communicative language teaching (Derwing & Munro, 
2005; Derwing & Rossiter, 2002; Levis & Sonsaat, 2016), which encourages the cultivation 
of L2 speakers’ ability to exchange ideas effectively and the tolerance of form-level errors 
such as pronunciation inaccuracies (Levis & Grant, 2003; Murphy, 1991; Naiman, 1992). As 
a result, pronunciation training gradually became the “Cinderella” (an overlooked aspect) in 
the arena of L2 education (Kelly, 1969, p. 87). For several decades in the late 20th century, 
pronunciation stayed in the role of “Cinderella” and was marginalized or ignored in some 
language programs (Breitkreutz, Derwing & Rossiter, 2001; Brown & Yule, 1983; Derwing 
& Munro, 2005; Derwing & Rossiter, 2002; Kelly, 2000; Levis & Sonsaat, 2017; Murphy, 
1997). There were even hypotheses that teacher intervention would be more of a hindrance 
2 
than help to L2 speakers’ pronunciation acquisition (Krashen, 1981; Krashen & Terrell, 
1983).  
In the late 20
th
 century and early 21
st
 century, the situation started to change in in 
response to mounting evidence that intelligible pronunciation affects communication and the 
learning of other language skills such as listening and speaking (Derwing & Munro, 2005; 
Jenkins, 2004). Teachers and students were also reported to desire pronunciation training 
(Derwing & Rossiter, 2002; Levis & Grant, 2003). In addition, abundant research showed 
that training can lead to pronunciation improvement (Lee, Jang & Plonsky, 2015; Saito, 2012; 
Thomson & Derwing, 2015), while intelligible L2 pronunciation is not easily acquirable 
without external guidance and feedback (Derwing & Munro, 2013; Dlaska & Krekeler, 2008). 
Driven by these research findings, pronunciation training has steadily regained attention.  
Through the transformation process that has diminished the view of pronunciation as 
Cinderella, the desired approach to pronunciation training gradually evolved from the 
‘nativeness principle’ toward the ‘intelligibility principle’ (Levis, 2005, p. 370). ‘Nativeness’ 
is typically defined in relation to ‘accentedness’, which refers to “perceived differences in 
pronunciation as compared with a local variety” (Munro & Derwing, 2015, p. 14). The 
‘nativeness’ principle thereby refers to the methodology of teaching and assessing 
pronunciation by accent with pedagogical goals to elicit zero-accent native speech. In 
contrast, the ‘intelligibility’ principle advocates a pronunciation pedagogy that evaluates 
pronunciation by its communicative effect irrespective of accent. ‘Intelligibility’ was first 
proposed as essential by Abercrombie (1949) and is now generally interpreted as “the extent 
to which a listener actually understands an utterance” (Derwing & Munro, 2005, p. 385).  
3 
Today, there is a consensus that promotion of intelligible speech should be the 
primary goal for pronunciation instruction and that a learner-centered pedagogy is critical for 
more effective instruction. With an intelligibility-driven pronunciation training approach, 
learners are not expected to be accent-free but are trained to reach adequate intelligibility so 
that their communicative competence is not restrained by pronunciation. As Levis (2007) put 
it, intelligibility represents pronunciation that is “good enough” (p. 188). Pronunciation 
training is successful if a L2 learner’s pronunciation is easily understandable and does not 
impede communication, regardless of accent. Promoting intelligible speech implies that 
pronunciation training (and by extension, computer assisted pronunciation teaching) should 
strategically prioritize the teaching of only the speech features most likely to influence 
intelligibility while deemphasizing features that may affect accent rather than improve 
intelligibility (Levis, 2005; Munro & Derwing, 2015). An implication of this is that 
pronunciation training materials need to be selective and focus on skills with high impact on 
intelligibility.  
Among the skills integral to intelligibility, an important one has to do with the 
accuracy of perceiving and producing segmentals (i.e., consonants and vowels). Extensive 
empirical research has shown the significance of segmentals on intelligibility (see Derwing & 
Munro, 2005; Im & Levis, 2015; Jenkins, 2000; Neri, Cucchiarini, Strik, & Boves, 2002; 
Zielinski, 2008, 2015). Accurate perception of segmentals is critical to intelligibility because 
of three main reasons. To start with, although proposed as a measure of speech proficiency, 
intelligibility is also an important goal for instruction on listening, since clear speech may 
become unintelligible if listeners are not able to correctly recognize segments in an utterance 
(Levis, 2005). Second, research has shown that the acquisition of perception and production 
4 
learning are in essence intertwined with perception frequently regarded as a precursor to 
consistent and accurate production (Golestani & Pallier, 2007; Kim, 2005; Sakai & Moorman, 
2008). Difficulties in perception have also been found to inhibit production performance 
(Flege, Bohn, & Jang, 1997; Iverson, Hazan, & Bannister, 2005). Third, extensive research 
has shown that L2 learners demonstrate improvement in segmental production through 
training on perception only (Bradlow, Akahane-Yamada, Pisoni, & Tohkura, 1999; Bradlow, 
Pisoni, Akahane-Yamada, & Tohkura, 1997; Lambacher, Martens, Kakehi, Marasinghe, & 
Molholt, 2005; Lopez-Soto & Kewley-Port, 2009; Rochet, 1995; Rvachew, 1994). Specific 
to segmental learning, an intelligibility-driven approach to training means to prioritize the 
perception and production of segmentals that impact intelligibility the most. A highly 
relevant theory in this area of research is the functional load (FL) principle (Brown, 1988), 
which was proposed based on the assumption that segmental errors compromise 
intelligibility to different extents. The FL principle is now regarded as a measure of 
phonemic error gravity and training is thus advocated to focus on segmentals of high FL 
values such as /æ-ʌ/ and /p-b/ versus segmentals of low FL values such as /ɔ-ɔɪ/ and /f-θ/. 
The effective implementations of perception training we see nowadays generally 
demonstrate successful use cases of computer-assisted pronunciation training (CAPT) and in 
particular, high variability phonetic training (HVPT). HVPT is a technique that utilizes 
multiple speaker models for pronunciation training (Pisoni & Lively, 1995) and is typically 
implemented using technology. HVPT has been shown to be effective in facilitating L2 
learners to build robust segmental categories (Lambacher et al., 2005; Wang, Jongman & 
Sereno, 2003; Wang & Munro, 2004; Wang, Spence, Jongman & Sereno, 1999) and 
promoting the transfer of perception gains from trained to untrained words and talkers (e.g., 
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Bradlow et al., 1997; Bradlow, 2008; Carlet & Cebrian, 2014; Iverson et al., 2005). 
Compared with face-to-face teaching, CAPT offers a good number of advantages such as 
flexible access, availability of immediate and individualized feedback, and enhanced self-
autonomy (Demenko, Wagner, & Cylwik, 2010). An important characteristic that contributes 
to the effectiveness of CAPT approaches to perception training lies in its adaptability. CAPT 
materials can be designed and delivered in ways that cater to learner-specific needs, which is 
almost impossible in conventional classroom settings, especially for large class sizes such as 
many English as a Foreign Language (EFL) contexts (Bahanshal, 2013; Liang, 2009; Nevara 
& Greisamer, 2012).  
In regard to perception training on segmentals, the adaptive capacity for a CAPT 
model is especially critical. There are at least two main reasons for this. First, L2 segmental 
errors tend to be specific to a learner’s first language (Flege, Birdsong, Bialystok, Mack, 
Sung, & Tsukada, 2006; Flege, Bohn, & Jang, 1997; Jia, Strange, Wu, Collado, & Guan, 
2006; Munro, Derwing & Thomson, 2015; Swan & Smith, 2002) and it is thus important for 
training to be flexibly customizable based on first language (L1). Adaptability in training is 
especially needed in classrooms with learners of diverse L1s (such as the many English as a 
Second Language classrooms today across North America). Second, L2 segmental errors are 
not only L1-specific but also learner-specific. Research has shown that speakers of an L1 
may not necessarily experience all the problems that are typically difficult to the L1, while 
individual factors such as dialect background and language aptitude may affect individual L2 
learning (Clopper & Pisoni, 2004; Munro, 2018; Munro, Derwing, & Thomson, 2015; Piske, 
MacKay, & Flege, 2001). An implication of these research findings is that segmental training 
materials should be tailored to different L1s and ideally, to individual learner errors. In 
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addition to these advantages of CAPT in relation to perception training, many readily-usable 
resources developed using technology for purposes not directly related to pronunciation 
training (such as text-to-speech HVPT voice models and corpus-based frequency lists) also 
have potential for enhancing the efficacy of perception training in CAPT applications. 
In line with the research reviewed so far, an effective perception training model 
should be one that delivers intelligibility-driven HVPT training using an adaptive CAPT 
approach. A perception training model that takes in all these characteristics is not yet 
available. In general, we see very little use of linguistic and technology resources such as 
corpus-based word frequency lists and spoken language databases using text-to-speech 
technology in CAPT applications. Many current CAPT applications show little flexibility in 
diagnosing and treating individual learner problems or lack incorporation of available 
linguistic and technological tools. Some applications claiming to be effective in removing 
accent have been criticized as being over-commercialized into tech-showy packages that 
attract buyers but do not effectively serve the goal of pronunciation education (Neri, 
Cucchiarini, Strik, & Boves, 2002; Thomson, 2013). A model is yet to be developed that 
helps improve perception and intelligibility by taking an approach to CAPT that accounts for 
multiple issues such as functional load, corrective feedback, and individualized learning, all 
while making use of technological tools to automatically provide exercises. Ideally, this 
model should mirror the cutting-edge research on the effect of high variability input on 
phonetic training by embedding diverse speech models into the development of necessary 
audio materials.  
The current research project was designed to fill the gap by innovating a perception 
training model with all these desired characteristics. The training model delivers adaptive 
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HVPT training on segmentals through a web-based system and illustrates an example of 
effective integration of available language materials and databases that have to this point not 
been fully exploited. In this dissertation, explanations will be provided on the design, 
development, and implementation of the training model. Details are given on how the model 
was empirically evaluated with learner test scores. Overall, three capacities of the model 
were evaluated – the ability to promote perception improvement through training, the ability 
to promote training retention, and the ability to promote training gains to un-trained linguistic 
contexts. In addition, a learner error analysis was carried out to demonstrate the importance 
of the adaptability of the training model.  
This dissertation consists of five chapters. Chapter 1 introduces the research and 
pedagogical background that motivates the design and implementation of the current training 
system. Chapter 2 provides a detailed review of the relevant literature on the principles for 
teaching segmentals, the necessity of perception training, and the importance of computer-
assisted, high-variability perception training. The gap in the current research and the existing 
segmental perception training models is identified. The research questions of the current 
study are stated, with reference given to four criteria (Levis, 2007) recommended to use for 
evaluating CAPT programs. Chapter 3 elaborates the development and functions of the 
training system as well as how the system was implemented for data collection within the 
scope of the current research. The adaptive learning algorithm underlying the training system 
is illustrated in details in this chapter. Next, Chapter 4 provides results for each of the 
research questions stated in Chapter 2. This chapter presents the descriptive and inferential 
statistics for data collected in the study and explains how statistical tests were chosen for data 
analysis. Interpretations of the statistics are offered. Chapter 5 reviews the research findings 
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in the study by drawing references to preceding research. The implications of the research 
findings are discussed with reference to models of speech perception. The limitations of the 
current experimental design are pointed out and future research directions are suggested. 
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CHAPTER 2.  LITERATURE REVIEW 
This chapter summarizes the literature relevant to providing high variability 
perception training on English segmentals using an intelligibility-driven approach through 
computer-assisted systems. Research is reviewed to show the importance of segmental 
training, the implications of intelligibility as a goal for pronunciation teaching to segmental 
training, and the necessity of customizing segmental teaching according to the learner’s L1 
and specific needs of individual learners. The literature on the necessity and benefits of 
perception training is reviewed to show why CAPT and HVPT provide advantages for 
perception training in regard to learning and transfer to new voices, words, and contexts. The 
gap in the current research and the existing segmental perception training models are 
identified to introduce the current training model. The research questions investigated in the 
study are stated at the end of the chapter, with reference given to four criteria for evaluating 
CAPT programs. 
2.1. The Importance of Segmentals 
Segmentals (consonants and vowels) are an important component to include in 
pronunciation training because the use of unexpected or erroneous segmentals can influence 
intelligibility. Many research studies have demonstrated the importance of segmentals to 
intelligibility, as segmental errors can impede communication by slowing down the pace of 
word recognition (Derwing & Munro, 1997; Rogers & Dalby, 1996; Shatzman, 2006; Smith, 
2005; Van Alphen, 2004) and posing comprehension difficulties (Anderson-Hsieh, Johnson, 
& Koehler, 1992; Anderson-Hsieh & Koehler, 1988; Fayer & Krasinski, 1987; Munro & 
Derwing, 2006). 
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Suenobu, Kanzakei, and Yamane (1992) identified and classified the phonological 
errors in the English speech produced by 80 Japanese students based on 48 native speakers’ 
transcriptions of the nonnative speech. Based on analyses of the effect of error type on the 
students’ intelligibility, the researchers concluded that segmental errors were significantly 
detrimental to the intelligibility of the Japanese speakers’ oral English production.  
Rogers and Dalby (1996) examined the influence of segmental error types such as 
vowel tenseness and diphthongization on the intelligibility of L2 utterances. Results indicated 
that while different error types affected intelligibility to varying degrees, segmental errors in 
general substantially impacted intelligibility both at the sentence and discourse levels. 
In a study that examined the intelligibility of NNS-NNS (non-native speaker) 
communication, Jenkins (2000) reported that segmental-level problems accounted for most 
of the instances of communication breakdowns between NNS interlocutors. As a result, 
Jenkins (2000) proposed a list of phonological items for teachers to focus instruction on; 
segmentals were given a dominant share in the list. 
Kang (2013) analyzed the influence of pronunciation features on nonnative speakers’ 
oral English proficiency as assessed by the Cambridge ESOL General English Examinations. 
She used both human auditory ratings and speech analysis software and suggested 
segmentals played a role in determining a speaker’s oral competence.  
Also in a multiple-cases study, by examining the English pronunciation errors of a 
Vietnamese, Chinese and Korean learner, as revealed by transcriptions of three native 
speakers, Zielinski (2006, 2008) marked segmental problems as the primary cause for the 
learner’s lack of intelligibility. The researcher confirmed the role of segmental problems 
(especially those in stressed syllables) in reduced intelligibility. 
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Bent, Bradlow, and Smith (2007) evaluated native-listener transcriptions in noisy 
environments of Mandarin-accented reading of English sentences and found the production 
accuracy of vowels and word-initial consonants correlated with the intelligibility of the 
nonnative speech. 
In an investigation of the impact of segment production on intelligibility, Im and 
Levis (2015) asked five linguistically trained native listeners to watch video clips of three 
Korean speakers teaching in English and pause anytime to describe difficulties in 
understanding the teachers’ speech. Analyses of the types of difficulties the listeners 
experienced suggested a significant contribution of segmental mispronunciations to reduced 
intelligibility and comprehension breakdowns, including vowels in weak and strong syllables 
and consonants in word-initial and word-final positions. The researchers therefore argued for 
a carefully directed focus on segmentals in pronunciation instruction. 
2.2. The Intelligibility-driven Approach to Segmental Training 
As reviewed in Chapter 1, although accent-free speech was for a long time an 
important goal for pronunciation teaching, intelligibility has replaced nativeness as the new 
goal of research-informed pronunciation teaching. Research has shown that deviations from 
norm pronunciation (or ‘accent’) do not necessarily affect the clarity of an utterance, while 
intelligibility bears no necessary correlation with accentedness (Munro & Derwing, 1999, 
2006). Derwing and Munro (1997) empirically analyzed the speech ratings by 18 native 
speakers of 10 nonnative speech samples and found that the ratings showed only modest 
correlations between salient accents and intelligibility. The ‘intelligibility’ versus ‘nativeness’ 
principle is usually discussed along with other key concepts for pronunciation research and 
pedagogy including accentedness and comprehensibility (Table 1, Munro & Derwing, 2015). 
Intelligibility is also indirectly related to another measure of spoken language understanding, 
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comprehensibility, defined as the perceived difficulty in understanding an utterance 
(Derwing & Munro, 1999, 2005). 
Table 1. Definitions of Key Terminology in Pronunciation Teaching and Research 
Term Definition Common Measures 
Accentedness Perceived differences in pronunciation 
as compared with a local variety 
Scalar ratings 
Comprehensibility Perceived degree of difficulty 
experienced 
by the listener in understanding speech 
Scalar ratings 
Intelligibility Extent to which listeners’ perceptions 







Fluency Fluidity of speech (absence of 
dysfluencies 





Note: Taken from Munro & Derwing (2015), p. 14 
A major result from the changing importance of the ‘nativeness’ principle of 
pronunciation training to the ‘intelligibility’ principle is that pronunciation instruction 
increasingly recognizes that not all errors are equally important and that different learners 
require different instructional emphases. Specific to segmental training, this implies that 
although segmentals are critical for intelligibility, not all segmentals require equal 
pedagogical attention either for perception or production. A generally accepted principle that 
is commonly used to inform which segmentals to prioritize pedagogically is the FL principle 
(Brown, 1988; King, 1967). 
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Table 2. Rank Ordering of Phoneme Pairs Commonly Conflated by Learners 
  Vowels Examples   Consonants Examples 






























   
   
8 /w-v/ wow–vow 
8 /i-ɪ/ beat-bit 
 
/s-z/ race–raise 
      7 --- 
 
7 /b-v/ boat–vote 
    
/f-v/ fan–van 














   
   
5 /θ-ð/ thigh-thy 

















   
   
4 /θ-t/ thank-tank 
3 /i-ɪə/ tea-tear 
   
 
/ɑ:-aʊ/ vase-vows 3 /tʃ-dʒ/ choke-joke 
 
/u-ʊ/ fool-full 
   
   
2 /tʃ-ʃ/ chair-share 





    
/j-ʒ/ yes-pleasure 
1 /ɔ-ɔɪ/ saw-soy 
   
 
/u-ʊə/ two-tour 1 /f-θ/ deaf-death 
 
    
 
/dʒ-j/ juice-use 
Adapted from Table 2 in Brown (1988), p. 604 
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The FL principle is established on the research evidence that not all segmental errors 
compromise intelligibility to the same extent. FL is defined as “a measure of the work which 
two phonemes (or a distinctive feature) do in keeping utterances apart” (King, 1967, p. 631) 
and serves as a rule of thumb that ranks the gravity of phonemic errors. Research has shown 
that certain phonemic errors affect intelligibility more distinctly than others (Brown, 1988; 
Catford, 1987; Munro & Derwing, 2006), with several such as [θ], [ð], and [ɫ] perhaps 
showing only a negligible effect on intelligibility (Jenkins, 2000). Table 2 shows a 10-point 
hierarchy proposed by Brown (1988) for ranking the error gravity of commonly conflated 
phonemic contrasts, with larger numbers representing a greater FL value. It implies that 
pedagogical priorities be given to phonemic contrasts of high FL values. 
Empirical research has demonstrated a correlation between the FL value of a 
phoneme and its impact on comprehensibility. Munro and Derwing (2006) analyzed the 
relation between phoneme error types and comprehensibility ratings by native listener judges 
and discovered that errors with sound pairs of high FL such as /l-n/, /ʃ-s/, and /d-z/ resulted in 
lower ratings and vice versa for sounds of low FL such as /ð-d/ and /θ-f/. The impact of FL 
on listeners’ ability to understand was so strong that the researchers noted “even sentences 
that contained only one high FL error were rated significantly worse for comprehensibility 
than sentences containing three low FL errors” (p. 528). In view of the experimental results, 
the researchers advocated the FL principle as a consideration for determining what 
segmentals to emphasize in instruction. 
2.3. The Learner-adaptive Approach to Segmental Training 
In addition to teaching segmentals selectively to learners in general by the FL 
principle, an ideal segmental training system is expected to customize training according to 
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the linguistic background and segmental errors of individual learners. There are two primary 
reasons why segmental errors need to be treated flexibly at the learner level. 
First, segmentals should be treated flexibly because segmental errors tend to be first 
language (L1) specific. As documented by an abundance of research (e.g. Flege, Birdsong, 
Bialystok, Mack, Sung, & Tsukada, 2006; Flege, Bohn, & Jang, 1997; Jia, Strange, Wu, 
Collado, & Guan, 2006; Munro, Derwing & Thomson, 2015; van Weeren & Theunissin, 
1987), learners with different L1s usually display different segmental problems. For instance, 
/i-ɪ/ is notoriously problematic for Chinese speakers but does not seem to be a problem for 
Arabic speakers (Swan & Smith, 2002). Recognizing the tendency of segmental errors being 
L1-specific in teaching and training materials development can greatly improve pedagogical 
efficiency and learner experience – in particular for classrooms with learners of diverse 
linguistic backgrounds, which is common in many ESL classrooms we see in the United 
States. 
Second, even speakers sharing an L1 may not experience the same difficulties in 
acquiring segmentals, since every student is unique in dialect background, linguistic 
acquisition experience, language aptitude and so on. For example, segmental errors such as 
the /l-n/ substitution for Mandarin speakers are regionally dependent despite the same L1 
(Richards, 2012), even though students from different cities commonly sit in the same 
English classroom. Setting dialectal interference aside, the variations in learner errors within 
one L1 group can still be substantial, given the long-established fact that language acquisition 
is a complex process which can be affected by individual factors like age, aptitude, 
personality, and motivation (Ellis, 1994). The pronunciation difficulties of speakers sharing 
an L1 may also differ greatly due to L2 experience and L1 use (Piske, MacKay, & Flege, 
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2001; Munro, 2018 ). Munro, Derwing, and Thomson (2015) monitored the performance in 
English consonant productions of 17 Mandarin speakers and 23 Slavic speakers over the 
course of two years, during which no explicit pronunciation instruction was provided to the 
students. The data showed that despite strong similarities (which were expected) among 
learners of the same L1, the types of difficulties faced by the learners varied dramatically as 
well – among the 21 sounds examined for the two L1 groups, only one, coda /ld/, was 
uniformly difficult for the Mandarin participants, whereas for each of the other 20 sounds, a 
good proportion (at least 20% and on most occasions over 40%) of the participants did not 
show pronunciation problems, raising questions about a strictly L1-based pedagogy. 
The implication of these factors is that when it comes to segmental teaching, 
materials need to be prepared in both a principled and flexible fashion. Only the segmentals 
high on the FL list should be selected for pronunciation syllabi. At the same time, materials 
should also be tailored to different L1s and ideally, to individual learner errors. 
2.4. The Necessity of Perception Training 
In general, intelligible L2 pronunciation is not easily acquired by most adult learners 
without external guidance and feedback (Derwing & Munro, 2013; Derwing, Munro, & 
Thomson, 2008; Derwing & Rossiter, 2002; Dlaska & Krekeler, 2008; Munro et al., 2015), 
making pedagogical intervention a necessity to the improvement of L2 perception and 
production. 
The acquisition of L2 phonemic contrasts is especially difficult for two reasons. First, 
the articulatory properties of phonemes are in general not explicitly describable or 
visualizable without using special instrumentation (Wang & Munro, 2004). Because of this, 
students needing to distinguish a novel phonemic contrast by themselves may pay attention 
to insignificant or sometimes incorrect cues like vowel length for learning /i-ɪ/ (Bohn & 
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Flege, 1990; Wang & Munro, 2004). Such intuition-based perception may fail to notice the 
acoustic features important for distinguishing minimal pairs. When this inaccurate perception 
strategy is carried over to speech, it may cause mispronunciation and even 
miscommunication.  
Second, the ability to differentiate unfamiliar phonemic contrasts does not occur 
naturally for L2 adult learners. Research (e.g. Best & Tyler, 2007; Birdsong, 1992, 2006; 
Flege, 1988, 1995) has drawn a connection between this inability of adult L2 speakers and 
their age of acquisition (i.e., a learner’s age when L2 acquisition starts). For example, some 
(e.g., Iverson, Hazan, & Bannister, 2005) have hypothesized that along with the continuous 
progress and reinforcement of L1 acquisition, learners’ ears would become gradually attuned 
uniquely to the acoustic features native to their mother language, resulting in declining 
perception sensitivity to exotic sounds. In many empirical investigations, adult L2 learners 
placed in the control groups who did not receive formal perception training were reported to 
show little changes in perception development (e.g. Bradlow et al., 1999; Bradlow et al., 
1997; Lambacher et al., 2005; Lively, Pisoni, Yamada, Tohkura, & Yamada, 1994; Nishi, & 
Kewley-Port, 2007; Strange & Dittmann, 1984). 
L2 perception training is necessary also because perception training facilitates oral 
production. Research (Catford & Pisoni, 1970; Linebaugh & Roche, 2013, 2015; Pimsleur, 
1963; Wang, Jongman, & Sereno, 2003) has demonstrated that there is a mutually facilitative 
interaction between perception and production. This interaction has also been found to exist 
specifically at the level of segmental perception and production (Bradlow, Yamada, Pisoni, 
& Tohkura, 1999; Bradlow, Pisoni, Yamada, & Tohkura, 1997; Lambacher, Martens, 
Kakehi, Marasinghe, & Molholt, 2005; Lopez-Soto & Kewley-Port, 2009; Okuno & 
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Hardison, 2016; Rochet, 1995; Rvachew, 1994; Thomson, 2011). Moreover, perception 
acquisition is viewed by many researchers as a necessary precursor for consistent and 
accurate production (Bongaerts, van Summeren, Planken, & Schils, 1997; Denes & Pinson, 
1963; Kim, 2005; Neufeld, 1988). Research suggests that there is a facilitative effect of 
perception development to production achievement (e.g., Baker & Trofimovich, 2001; Detey 
& Racine, 2015; Walden, 2014) while perception difficulty tends to inhibit production 
performance (Flege, Bohn, & Jang, 1997; Iverson et al., 2005). The indispensable role of 
perception to production further strengthened by recent neurolinguistic discoveries that the 
ability to perceive is essential to accurate articulation (Golestani & Pallier, 2007). Sakai and 
Moorman (2008) conducted a comprehensive review of all studies in the past 25 years which 
studied the effect of perception training on production and concluded a modest but 
significant positive impact of perception training on production enhancement. 
Perception training at the segmental level often leads to production improvement 
even in the absence of instruction on production (Bradlow et al., 1999; Bradlow et al., 1997; 
Lambacher et al., 2005; Lopez-Soto & Kewley-Port, 2009; Rochet, 1995; Rvachew, 1994). 
Bradlow et al. (1997) provided minimal-pair perception identification training to eleven adult 
Japanese speakers on English /l-ɹ/ for over 3-4 weeks. A comparison of the speakers’ /l-ɹ/ 
perception identification performance before and after training showed significant 
improvement, which was found to be accompanied with gains in the speakers’ oral 
production of English /l-ɹ/ minimal pairs. A follow-up experiment (Bradlow et al., 1999) that 
investigated the long-term retention of these Japanese learners’ improvement indicated that 
both their perception and production improvements were sustained three months after the 
training procedure ended. The possibility for perception gains to spontaneously extend to 
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production achievement was also observed by Lambacher et al. (2005), who trained 34 
Japanese participants on their identification perception of five English vowels for six weeks 
and recorded the participants’ pre- and post-training productions of 20 English minimal pairs 
contrasting in the five vowels. Results showed that along with an increase in the participants’ 
perception identification performance, the learners’ production also demonstrated 
considerable progress in terms of both intelligibility to native-listener judges and the acoustic 
quality of vowel articulation. The transfer of perception gains to production was also reported 
in studies carried out in CAPT environments. Lopez-Soto and Kewley-Port (2009), for 
example, found significant improvement in eight Spanish adults’ production of English 
word-final consonants with 3-hour perception training on the consonants using a CAPT 
module.  
2.5. CAPT and HVPT for Perception Training 
Technology has been effectively utilized for pronunciation teaching for many years. 
Research has shown that general L2 pronunciation skills can be strengthened by the use of 
audio recordings (Hardison, 2003, 2005), podcasts (O'Bryan & Hegelheimer, 2007), and text-
to-speech (TTS) technologies (Kiliçkaya, 2008). Acoustic analysis is often found to benefit 
L2 pronunciation instruction for a variety of features, including intonation (Levis & 
Pickering, 2004), stress (Coniam, 2002), rhythm (Coniam, 2002; Varden, 2006), and 
segmentals (Lambacher, 1999). Automated speech recognition feedback has also been 
reported to have a positive effect on improving L2 English production (Hincks, 2003, 2005; 
McCrocklin, 2016; Walker, Trofimovich, Cedergren, & Gatbonton, 2011). In addition to 
their effect on L2 English pronunciation learning, computer technologies can also promote 
non-English phonological acquisition, as demonstrated by research on Mandarin tones 
(Chun, Jiang, Meyr, & Yang, 2015); German and French pronunciation (Ducate & Lomicka, 
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2009); French prosody and segmentals (Hardison, 2004); Japanese intonation (Hirata, 2004); 
Japanese segmentals (Hirata & Kelly, 2010); Japanese phonemes (Kawai & Hirose, 2000); 
Spanish pronunciation (Lord, 2008); Japanese segmentals (Motohashi-Saigo & Hardison, 
2009); L2 Dutch segmentals (Neri, Mich, Gerosa & Giuliani, 2008). Related to the 
development of segmental perception in English, which is the focus of the current study, 
computer-mediated auditory training has been demonstrated as efficacious in a number of 
studies (Iverson & Evans, 2009; Nishi & Kewley-Port; 2007, 2008; Thomson, 2011, 2012; 
Wang & Munro, 2004). 
Perception training may be effectively carried out in many ways, but CAPT 
applications have a number of training advantages. First of all, CAPT programs are not 
limited in the number of hours they can work during a given time period (Hardison, 2004), 
offering an opportunity for learning at all times (Demenko, Wagner, & Cylwik, 2010). Most 
CAPT applications also provide immediate and individualized feedback, which can create a 
stress-reduced immersion environment (Banafa, 2008; Murray, 1999) and increase learner 
efficiency and autonomy (Benson, 2011; Demenko et al., 2010; Neri et al., 2002). When it 
comes to assessment, CAPT is always consistent (if not always correct), whereas teachers 
usually need to deal with inter- and intra-rater reliability (Hardison, 2004). In addition, the 
use of technology makes it feasible to implement designs that would otherwise require an 
extremely high amount of teaching labor and may even be impossible, such as customizing 
curricula to accommodate diverse learner problems in the same classroom. Furthermore, 
technology is appealing to most people and even compelling to some, and when integrated in 
language education, can elevate learner motivation (Demenko, Wagner, & Cylwik, 2010). 
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All these characteristics have made CAPT a key approach for perception training in 
pronunciation. 
An important model for perception training that is receiving growing recognition is 
HVPT, which refers to the technique for teaching perception using speech input produced in 
multiple phonetic contexts by multiple voices (Pisoni & Lively, 1995). HVPT arises from the 
premise that the decoding of the linguistic content of a speech signal is influenced by the 
voice quality of the signal (Mullennix & Pisoni, 1990). As the physical properties of speech 
signals by different speakers often vary greatly due to variations in their vocal apparatuses 
and articulation, talker variability often interferes with perception (Pisoni & Lively, 1995). 
Researchers started to notice the influence of talker variability on perception decades ago. On 
the basis of experimental observations, Creelman (1957) hypothesized that humans’ 
perception decoding needed to undergo reorientation upon receiving speech signals from an 
unfamiliar voice. The hypothesis was later supported by a series of experiments (Mullennix, 
Pisoni, & Martin, 1989) which found consistently positive correlations between listeners’ 
familiarity with a voice and word identification performance. In view of the findings, the 
researchers advocated the necessity of exposing language learners to speech input from 
multiple speakers. For L2 learners, HVPT is especially crucial since they presumably do not 
have the privilege of L1 learners to access an immersion environment with varied naturalistic 
input. 
A plethora of studies have reported HVPT as an efficacious approach for L2 
perception training. Both synthetic (e.g. Jamieson & Morosan, 1986, 1989; Strange & 
Dittmann, 1984) and natural (Lively, Logan, & Pisoni, 1993; Lively et al., 1994; Logan, 
Lively, & Pisoni, 1991) voices have been used for creating HVPT materials in experiments, 
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increasing evidence supporting the superiority of HVPT over techniques using single-talker 
stimuli in facilitating L2 perception development (Lambacher et al., 2005; Wang, Jongman & 
Sereno, 2003; Wang & Munro, 2004; Wang, Spence, Jongman & Sereno, 1999). HVPT has 
also been recognized as effective for promoting the transfer of perception gains from trained 
to untrained words and talkers (e.g., Bradlow et al., 1997; Bradlow, 2008; Carlet & Cebrian, 
2014; Iverson et al., 2005). The model has also been experimentally shown as providing 
positive results in commercial CAPT applications (Thomson, 2011, 2012). 
2.6. Gap in the Current Perception Training Research 
No existing research model has fully exploited the potential of HVPT for perception 
training, as the training exercises used in the preceding perception training research generally 
lacked flexibility. For example, in all the existing HVPT research (e.g., Bradlow et al., 1997, 
Lively et al., 1993, 1994; Logan et al., 1991; Thomson, 2011, 2012; Wang & Munro, 2004), 
training was offered to participants collectively using the same exercises on a limited few 
phonemes that were selected by researchers. As previously mentioned, the error patterns and 
pronunciation-learning needs of learners are diverse and individual. The effective use of a 
perception training model requires adaptive content that is selected in accordance with the FL 
principle and tailored to diverse L1s and individual student needs. For instance, for 
segmental perception training, a ‘filtering’ system can be integrated for deciding what sounds 
and exercises to provide to a particular learner, as advocated by Levis (2007): 
The [segmental training] system should assist learners and teachers in prioritizing 
pronunciation topics by channeling learners toward typical vowel and consonant 
errors for their language backgrounds. For example, a Korean learner of English 
would, after setting up a user profile, be directed to pronunciation topics that are 
problematic for Korean learners. […] Even better than this rather crude channeling 
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mechanism would be an error diagnostic informed by language specific filtering. A 
diagnostic component in a CAPT system should include perception elements in which 
learners identify and discriminate among problematic sounds (p. 188). 
In the same vein, Munro, Derwing, and Thomson (2015) also said that “an ideal 
[segmental training] approach would be a […] CAPT system that diagnoses individual 
learner difficulties and provides remedial exercises in exactly the areas needed” (p. 54). On 
the other hand, they also pointed out that such an approach does not exist yet as most current 
CAPT programs follow a ‘one-size-fits-all’ design for reasons such as a disconnection 
between development and use, commercial motives for enhancing marketability, an 
overemphasis on technology, and a lack of an explicit pedagogical base. Worse still, some 
present CAPT programs are still dominated by the ‘nativeness principle’ with questionable 
claims of eliminating or reducing accent. These issues with CAPT programs are not new. 
They have been mentioned overtly by multiple CAPT reviewers (e.g., Levis, 2005, 2007; 
Derwing & Munro, 2009; Neri et al., 2002; Thomson, 2012, 2013), who urge the design of 
innovative and pedagogically rigorous CAPT programs. In perception training, such an 
innovative model should make effective use of materials sensitive to FL and diverse learner 
problems while reflecting research findings on L2 perception learning. 
2.7. The Perception Training Model in This Study 
The current study uses computational approaches to automatically create HVPT 
exercises that are customized for each individual learner. Three measures were taken to 
ensure the training model is principled and flexible in its provision of training materials. 
First, the segmentals for training in the study were selected with reference to the target 
participants’ L1 backgrounds (Nilsen & Nilsen, 2010; Swan & Smith, 2002) as well as 
Brown’s (1988) FL framework. Second, the words used for training were automatically 
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filtered through the top 5,000 frequent lemmas in the Corpus of Contemporary American 
English, or COCA (Davies, 2008). The intention for selecting only high frequency words into 
training was to ensure that the words were more likely to be sufficiently familiar to the 
freshman-level EFL participants in the study (introduced in more detail in Chapter 3) so that 
the participants would be able to recognize the words aurally during perception tests and 
training without seeing the words spelled out. Third, the sounds that a participant would be 
trained on were based on likely errors but were not predetermined; rather, the computerized 
training model automatically diagnosed perception errors specific to each learner and 
generated corresponding exercises exclusively for the learner. Potentially, these innovative 
features could help strengthen the use of the training model as an intelligent and private tutor. 
The model, in allowing trainees to work on contrasts that they have difficulty hearing, has the 
potential to enhance learner autonomy and ultimately promote learner motivation and 
outcomes (Nunan, 1988; Rodgers, 1969). 
2.8. Perception Training Exercise Types 
Two types of exercises are typically used for developing segmental perception 
training materials: discrimination exercises and identification exercises (Logan & Pruitt, 
1995). Abundant research (Edman, 1980; Lawrence, 1949, 1950; Pisoni & Lively, 1995; 
Strange, 1972; Strange & Dittmann, 1984) has shown that both discrimination and 
identification exercises are able to raise learners’ consciousness about fine-grained disparities 
between sounds. All the HVPT experiments mentioned above, except two (i.e., Wang et al., 
1999; Wang et al., 2003) that focused on training suprasegmental features, involved 
discrimination, identification, or both, as training tasks. In discrimination training, learners 
need to differentiate between two stimuli (namely same-different discrimination) or indicate 
the stimulus that stands out from the stimulus ensemble (namely oddity discrimination). The 
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stimuli used for these tasks are generally formed by minimal pairs, words that differ from 
each other in only one phoneme, such as bear-pear. Identification tasks ask learners to 
specify what they have heard (i.e., simple identification) or whether their percept matches a 
random stimulus (i.e., yes/no identification). All four types of exercises are represented in the 
system used in this research. 
2.9. Theoretical Framework and Research Questions 
The current study set out to address three research questions to evaluate the 
effectiveness of the perception training model proposed in this paper. Most of the research 
questions were initiated based on four major criteria recommended by Levis (2007) as 
guidance for assessing the effectiveness of CAPT applications in general. The four criteria 
can be summarized as efficacy (whether training affects learning), retention (whether training 
effect retains over time), transfer (whether learning in trained linguistic contexts leads to 
learning in untrained linguistic contexts such as from trained words to new words), and 
spillover (whether training effect leads to learning in untrained areas such as production 
improvement arising from perception training).  
The first three facets (efficacy, retention, transfer) were investigated for the proposed 
training model in the study: 1) learner improvement on discriminating and identifying trained 
phonemes; 2) learner retention of training gains; and 3) learner transfer of perception gains to 
untrained contexts. The examination of transfer, defined as the application of previously 
acquired knowledge in one setting to a different setting (Gagne, Yekovich, & Yekovich, 
1993), is especially important because successful transfer is integral to robust learning 
(Logan & Pruitt, 1995) and is the end goal to which education should aspire (MacKeough, 
Lupart, & Marini, 1995). Transfer is an especially important measure of learning outcomes in 
the area of phonetic training since research  has repeatedly indicated that phonetic 
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performance is sensitive to variation in linguistic environment (Flege, 1995; Jamieson & 
Morosan, 1986; Munro et al., 2015; Thomson, 2011, 2012). This study examined the 
learners’ potential transfer of perception gains to three novel conditions: to trained words 
spoken with untrained voices, to untrained words spoken with trained voices, and to trained 
items in sentences. The motive for assessing the first level of transfer stemmed from the 
finding that talker variations tend to interfere with learners’ perception capability; only when 
trainees are able to accurately perceive trained sounds articulated by unfamiliar voices can 
the training be regarded successful. The second level of transfer was inspected because the 
acoustic characteristics of a phoneme vary depending on the surrounding phonetic 
environments (Pisoni & Lively, 1995; Strange, Weber, Levy, Shafiro, & Nishi, 2002) and the 
ability to perceive a phoneme in one phonetic context does not necessarily translate to other 
phonetic contexts (Thomson, 2012). Transfer from words to sentences was examined because 
the ability to transfer perception improvement beyond the level of isolated words and then 
comprehend utterances is the ultimate goal of perception training. In sum, the questions to be 
addressed by the research are as follows:  
RQ1: What English phonemic contrasts were generally problematic to the native 
Chinese participants in the study, and how did problems vary according to dialect 
area? 
RQ1 was examined because the study of learner errors can inform the difficulties 
faced by the target learner population, which is an important first step to the 
implementation of learner-centered instruction. Most information about learner errors 
is anecdotal but is not based on actual training and diagnostic data. An advantage of 
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an intelligent tutoring system is that it can help researchers and teachers know which 
errors are common and how well training works. 
RQ2 : How effective was the training design in helping learners improve and retain 
their perception of trained phonemes? 
RQ2 was examined because efficacy and long-term retention are the goals of almost 
all forms of pedagogical training. They serve as the most straightforward and 
fundamental measures for the usefulness of training. Learners in this study were 
guided to allocate time and effort differently to different phonemic contrasts. As a 
result, it is important to evaluate how learners improved and retained performance on 
each individual phonemic contrast in order to gain insights into the robustness of the 
adaptive training model. 
RQ3: How well did the training effect transfer: a) to untrained voices, b) to untrained 
words, and c) to trained words in sentences? 
RQ3 was examined because the study of transfer can inform whether training can 
promote learning in untrained linguistic contexts. The capacity to facilitate transfer is 
an important characteristic of effective phonetic training, because it is known that 
linguistic environments impact perception, while transferring what is learned to 
untrained linguistic contexts is an important goal of phonetic perception training. 
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CHAPTER 3.  METHODOLOGY 
This chapter describes the development of the training system and how the system 
was implemented for data collection. The adaptive learning algorithm underlying the training 
system is illustrated. Details are given on the major features of the system, including its 
workflow, interface, exercise design, assessment and feedback. The process of test and 
training material development is also explained, with details provided for the automatic 
extraction and selection of minimal pairs and the automatic provision of training and test 
stimuli customized to individual learner error profiles and real-time learning. The participants 
involved in the study are also introduced. Cronbach’s alphas for the test items used for each 
phonemic contrast are provided. The chapter ends with an overview of the descriptive 
statistics of the data collected in the study and how the descriptive statistics had informed 
choices of statistical tests for inferential data analysis. 
3.1. The Phonetic Training System 
The phonetic training system used in the study was an improved version of the system 
introduced in Qian, Chukharev-Hudilainen, and Levis (2018) and was developed by the 
authors in collaboration with the Andrey A. Hudyakov Center for Linguistic Research using 
Perl and JavaScript. Compared with the prototype version (Qian, Chukharev-Hudilainen, & 
Levis, 2018), this new iteration has five added functionalities. First, in addition to its ability 
to adapt to errors and real-time learning of students speaking the same L1, the system is now 
also able to adapt to multiple L1s. This current research only reports data from Chinese-L1 
learners to keep the research within a manageable scope, but the system was actually 
simultaneously used by learners speaking other L1s as well including Turkish and Russian. 
Learners in each of these L1 groups were provided training that was automatically tailored to 
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their L1 background. Second, the system is able to deliver training based on experimental 
participants’ (treatment vs. control) group placement. The treatment subjects in the study 
received training on nine phonemic contrasts of interest to the current research, whereas the 
control subjects received training on nine different contrasts. The system adjusted training 
content automatically based on learners’ group placement. Third, in addition to word 
identification and discrimination exercises, the system now also contains sentence 
identification and discrimination activities. Fourth, the adaptive learning algorithm was 
upgraded so that the system now offers more efficient pre-training diagnostics as well as 
more intensified training modules with richer variety of exercises. Finally, a learner-progress 
analytical module was developed to enable user access to real-time learning statistics 
including time commitment, problem sounds identified, quantity of training received, current 
stage in training, and average score changes. The statistics are made available in two 
versions: a) for all phonemic contrasts analyzed holistically; and b) for each phonemic 
contrast analyzed individually. 
Table 3 below identifies five major features that characterize the training system: 
adaptive training, intelligibility-driven goals, varied input, self-access, and immediate 
feedback. All of these features were built with a research basis and have made the training 
system distinct from other perception training pedagogies.  
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Table 3. Features of the Phonetic Training System 






and feedback to 
individual 
learners 
The value of adaptability cannot be over-stressed (Levis, 
2007; Munro, Derwing, & Thomson, 2015) because error 
patterns can vary drastically even among learners with 
similar linguistic backgrounds and learning experiences 










Prioritizing intelligibility in materials creation is a widely 
advocated practice (Derwing, 2013; Derwing & Munro, 
2005; Levis, 2007), especially given that spontaneous 
accent-free speech may be unattainable to adult L2 
learners (Scovel, 1969). Levis and Sonsaat (2016) 
recommended intelligibility-driven be applied to 










Talker variability influences perception (Pisoni & Lively, 
1995). Multi-voice models are efficacious for perception 
development (Thomson, 2011, 2012; Wang & Munro, 
2004). Varied exercise designs can sustain learner 
engagement and the exercise designs used in the study 
have been shown as efficacious for fostering aural 
sensitivity to subtle differences among phonemic contrasts 










Self-access materials are valuable because: 1) 
Pronunciation often plays only a peripheral role in 
classrooms (Levis & Sonsaat, 2016) and self-access 
materials offer learning opportunities outside of class; and 
2) Pronunciation instructors are often reported to lack 
training and confidence in deciding what to teach and tend 
to rely on self-access, directly usable materials (Burgess & 
Spencer, 2000; Derwing & Munro, 2005; Levis, Sonsaat, 










Phonetic acquisition is a slow process requiring constant 
feedback (Kim, 2006) whereas learners have been 
reported to desire more external feedback than what they 
receive as teacher availability is limited and detecting 
errors on their own is difficult (Derwing & Munro, 2013; 
Munro, Derwing, & Thomson, 2015). 
 
 
The phonetic training system can be accessed with internet connectivity via 
computers and hand-held electronic devices such as tablets and smartphones. The sections 
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below in this chapter detail the development process of the training system including its 
interface, exercise creation, adaptive algorithm, assessment, and feedback provision. 
3.1.1. System Deployment 
The training system was deployed a web application, hosted by the Linguatorium 
project group at the Andrey A. Hudyakov Center for Linguistic Research (Arkhangelsk, 
Russia), an international non-profit research organization.  The Linguatorium project group 
assisted the author with the development of the training system and provided the necessary 
resources, including web designer’s time, server infrastructure, text-to-speech (TTS) 
technology, and technical support of the project. 
3.1.2. Interface 
The interface of the training system was developed by a professional designer 
working with the Linguatorium project group. As illustrated in Figure 1, the layout of the 
system (see [a]) is simple and self-explanatory with a whiteboard on the left and a timer on 
the right. All test and training items are displayed one by one on the whiteboard. Instructions 
for completing each item are provided in the green bar on the top. All the objects on the 
whiteboard, including words, loudspeaker icons, and (not) equal signs are clickable, which 
allows data collection through user mouse clicks. Students are not able to make a choice until 
after having listened to the audios, as the choices are shown only after the audios are played. 
Before answering, students can only listen to each item one time, after which the loudspeaker 
icons are disabled and change into a gray color from its default green color. The sad 
emoticon in the upper-right corner is clickable and offers an additional choice of ‘Don’t 
Know’. The inclusion of this choice was intended to make students’ performance reflect their 
authentic perception skills. 
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3.1.3. Minimal-pair Extraction 
The author developed a Perl script (Qian, 2015) to facilitate the extraction of minimal 
pairs needed for creating exercises in this study. The Illinois Speech and Language 
Engineering dictionary (ISLEdict) was used as the main resource for this procedure. This 
extraction procedure was performed once the target phonemic contrasts were identified. 
These were supplied as input to the script following along with the positional characteristics 
of target sound pairs (see examples in the ‘input list’ below). The identified minimal pairs 
were then saved to a plain text file in the form of a list as demonstrated below. 






i-ɪ|lead-lid least-list reach-rich … 
d-t(final)| add-at extend-extent slide-slight … 
b-p(initial)|back-pack bride-pride bush-push … 
l-n(before[aɪ])|light-night line-nine life-knife … 
ɛ-æ(after[l])|flash-flesh land-lend latter-letter … 
 
Figure 2. Diagram showing the automated minimal-pair extraction process 
The minimal-pair extraction process consisted of two primary stages, as illustrated in 
the diagram in Figure 2. The first stage (Stage A) was preparing ISLEdict for use. This 







Identification & extraction 











provides reliable phonetic transcriptions for its word entries and is in the public domain. The 
phonetic transcriptions in the dictionary are believed to be reliable (“ISLEX,” n.d.) owing to 
two factors: first, the pronunciation and lexical stress markings of 90% of the entries in 
ISLEdict are from the Carnegie Mellon University Pronouncing Dictionary, an authoritative 
reference that has been in use for over 15 years; second, about 4,000 entries in the ISLEdict 
have undergone manual checking and correction.  
In addition, the phonetic alphabet used in ISLEdict, Worldbet, was converted to the 
International Phonetic Alphabet (IPA), as the latter is most frequently used for ESL materials 
development. There is a regular one-to-one mapping between Worldbet and IPA. A set of 
regular expression patterns was used to accomplish this conversion.  
It should be noted that ISLEdict contains 296,635 word entries, including many low-
frequency words that are not conductive for ESL teaching. To ensure that all the minimal 
pairs selected for the use in this study were frequent and familiar to learners, the entries in 
ISLEdict were first through the top 5,000 frequently-used lemmas in COCA, a 520-million-
word online database of real-world language use (http://corpus.byu.edu/coca). The script 
parsed the converted and filtered ISLEdict database to compare the phonetic transcriptions of 
each word entry with all the other entries in the dictionary (Stage B, Figure 2). Entries 
differing from each other in only one phonetic symbol were flagged as a minimal pair.  
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3.1.4. Adaptive Learning Algorithm 
Figure 3 illustrates the adaptive algorithm that informed the programmatic 
development of the phonetic training system. The core characteristic of the algorithm is its 
flexibility to simultaneously handle cases that vary in L1, group assignment (experimental vs. 
control), learner error profile, and learner achievement. Integrating a learner diagnostic and 
automated assessment, the algorithm equips the training system with the ability to understand 
real-time individual learner needs and tailor training accordingly. 
Specifically, when a learner logged in, the system loaded the learner’s profile to 
determine the assignment of the student to the control or the experimental group. Learners in 
the experimental group received exercises on sound contrasts (referred to as Set 1 in Figure 3) 
that were later investigated in the study. Learners in the control group received only test 
exercises on Set 1 sound contrasts, in addition to which they received exercises on a different 
set of sound contrasts (referred to as Set 2 in Figure 3) that were not investigated in the study. 
Prior to training, the system offered a diagnostic assessment on each target sound 
contrast. The pretest consisted of two sections composed of word-level and sentence-level 
exercises. Learners were taken to the sentence-level assessment only if their word-level 
diagnostic was below 75% accuracy, based on the assumption that students with no less than 
75% accuracy at the word level did not require focused training on a specific segmental 
contrast. Students who failed the word-level assessment would then be subsequently given 
the sentence-level assessment as well as training on the failed sounds. 
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Figure 3. Learning algorithm underlying the adaptability of the phonetic training system 
Training batch 
Posttest (words & sentences) 
Start training on a problematic contrast (word-level only) 
Delayed test on all problematic contrasts 
     (words & sentences) 
Tag contrast as problematic & 
Offer advanced sentence-level assessment 
No 
Yes 
Preliminary/word-level assessment on 
next undiagnosed contrast 
    All phonemic contrasts diagnosed? 





Start upon user login  Identify learner L1 
Assign one set of phonemic contrasts 
(Set 1) specifically challenging to L1 
Assign two sets of phonemic contrasts (Set 
1, Set 2) specifically challenging to L1 
 
Control group Treatment group 
Learner in 
control group? 
Offer training on Set 









L1 ≠ Chinese Identify group placement L1 = Chinese 
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Training was delivered by batch and only had word-based exercises. Training 
performance was assessed automatically at the end of each batch. Learners would be allowed 
to exit training if their performance on the most recent training batch reached beyond 85% 
accuracy or if they had completed 15 batches of training, or 240 exercises on the same sound 
contrast (the design of this early-termination option was to avoid learner fatigue so they did 
not need to be endlessly stuck on one sound contrast). The duration and quantity of training 
for each sound contrast were different for each learner depending on their training 
performance. 
Immediately upon training completion on a given sound contrast, learners were given 
a posttest which was identical to the pre-training test. After all learners completed the post-
tests on all sound contrasts diagnosed as problematic, they were put on a break during which 
no training was offered by the system. 
About four weeks later, learners were asked to log back into the system, and they 
took a delayed posttest which was identical to the immediate post-test. 
3.1.5. Exercise Creation 
All the exercise items offered by the phonetic training system were in the multiple-
choice form. Exercise creation was a mostly randomized process with five variables 
controlled for: type, level, voice, audio stimuli (to be played), and lexical stimuli (to be 
displayed on screen). The creation of the exercise items was written in Perl. Major data-
processing techniques involved included the use of pattern-matching, loops, arrays, hashes, 
complex data structures, and references. 
In terms of type and level, four types of exercises at two levels (sentence-level and 
word-level) were provided for each phonemic contrast. An example for each type is shown in 
Figure 1, from [b] to [e] and from [f] to [i] (Figure 1) are same-different discrimination, 
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oddity discrimination, simple identification, and yes/no identification exercises at the word 
and sentence levels. In addition to interfacial differences, these exercise types also differ in 
the number of audio stimuli to be played to learners and the number of lexical stimuli to be 
shown on screen. For example, a word-level oddity discrimination exercise was built with 
three lexical stimuli (all words) and three audio stimuli, whereas a sentence-level simple 
identification exercise needed three lexical stimuli (one sentence and two words) and one 
audio stimulus. Each audio stimulus was assigned a voice variable that determined what 
voice to use for playing the audio. For the purpose of creating high-variability input training 
materials, the audio stimuli used in the training system were recorded with three categories of 
voices, each including a male voice and a female voice. 
To prevent learners from guessing about the correct answer of an exercise from 
potential inconsistencies in a speaker’s recording of a word pair such as background noise, 
speech tone, rate, volume, and so on, the assignment of the voice variable to each audio 
stimulus was strictly controlled for. If an exercise needed more than one audio stimulus, the 
audio stimuli then were assigned with a combination of multiple voices. Apart from these 
variables that were controlled for, exercise generation in the training system was completely 
randomized in its selection of voice and lexicon for individual audio and lexical stimuli used 
in an exercise.  
The creation of test exercises and training exercises was identical except for three 
differences. First, different from the training stage where four exercises varying in task type 
were created for each minimal pair, two rather than four exercises were generated for each 
minimal pair during the test stage. This was to reduce the quantity of exercises in the 
diagnostic so that students having no problems with a sound pair could proceed to a next 
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phonemic contrast efficiently. The two test exercises per minimal pair came in different task 
types, one discrimination task and one identification task. The selection of the sub-
discrimination/identification type was randomized. The presentation order of the exercise 
types was also randomized. Second, to control for the voice used for training and collect data 
in response to RQ3a (transfer to novel voices), only one category of voices was used for 
generating audio stimuli. Third, sentence-level exercises were provided only during testing 
and only when a student failed the word-level diagnostic. No sentence-level exercises were 
offered during training to collect data in response to RQ3c (transfer to sentences). 
The generated test exercises were saved in a static library from which the test 
exercises for learners were exacted. The library was called every time the system needed to 
deliver test exercises. Doing so  ensured that a student was given identical items for pretest, 
posttest, and delayed posttest for each sound pair. In comparison, the provision of training 
exercises was more flexible – no repertoire was created for training exercises which were 
generated and delivered on the go every time a new batch of training exercises was needed. 
3.1.6. Assessment 
Upon receiving a student response during the testing stage or upon a next arrow click 
during the training stage, the system would automatically show a new exercise item. At the 
back end, the response was simultaneously assessed and the student’s performance stored 
into the corresponding learner portfolio, which was automatically created after the first time 
the user logged into the system. When a diagnostic or training batch was completed, the 
system would evaluate learner performance and decide what to present next based on the 
algorithm in Figure 3.  
A subroutine was called to assess learner performance at the end of each diagnostic or 
a training batch. Students who failed a training batch would be provided with another 
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training batch unless the student had already reached 15 batches of training. Students in the 
experimental group were trained on all sound pairs in Set 1 (Figure 3) where their accuracy 
level was less than the predefined threshold (75%). Students in the control group were 
trained only on problem sound pairs in Set 2 (Figure 3). This was technically implemented by 
using two separate Perl arrays for storing problem sound pairs belonging to Set 1 and Set 2 
respectively. 
There were nine segmental contrasts in Set 2: /ð-z/, /v-w/, /d-ð/, /u-ʊ/, /aʊ-ɑ/, /θ-t/, /v-
f/, /ɛ-ɛɪ/, and /p-b/. These sound pairs were documented by the literature as difficult for 
Chinese-L1 English learners but they were not selected into Set 1 because they were either of 
relatively lower functional load levels compared with the segmental contrasts in Set 1 or did 
not have sufficient minimal pairs of high usage frequency. The segmental contrasts in Set 2 
were not investigated in the study and were only used for training the control group, so that 
the control group would receive the same format of training as the experimental group. This 
design was intended to highlight the effect of the training content provided to the 
experimental group. 
3.1.7. Feedback  
Feedback was not provided except in the training stage, where participants were 
given trial-to-trial correct/incorrect evaluation of their performance. The feedback provision 
was automated, individualized, and available immediately following a learner’s completion 
of an item. The feedback for all the training items was consistently illustrated through green 
and red color codes respectively representing right and wrong answers. Figure 4 is a collage 
showing the kinds of feedback students received. In addition to the visual evaluative 
information, students were also able to replay the stimulus audios after submitting their 
answers. To maximize learner intake from the training, especially for learners who struggled, 
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the audios could be replayed as many times as needed till they felt confident enough to click 
the next arrow button. The real-time provision of the visual feedback and the enablement of 
audio playing were developed using JavaScript by the Linguatorium team. 
 
Figure 4. Examples of color-coded feedback on training performance; (a)-(d): feedback on 
correct answers; (e)-(h): feedback on incorrect answers 
3.1.8. Learner-customized Exercise Provision 
Upon first-time login, users were presented with diagnostic items starting from the 
first sound pair in the extracted-minimal-pair output list. Upon a user’s subsequent logins or 
completion of a diagnostic or training batch, the system would first scan through the user’s 










present new exercises. To generate exercises flexibly and on the go, a nested subroutine was 
used. The subroutine would be called whenever any of these three scenarios occurred: 1) user 
login, 2) user completion of a diagnostic, or 3) user completion of a training batch. 
Essentially, the subroutine was called to solve two major tasks. The first task was to pinpoint 
the sound pair and stage that a user was working on prior to the call of the subroutine. This 
task was straightforward and solved by identifying the most recent record in the user’s 
portfolio. 
The second task was to calculate the sound pair and stage a user should be directed to 
work on. To do so, the system would loop through the user’s entire portfolio to identify: 1) 
log entries related to the sound pair and stage being examined, and 2) whether the current 
sound pair was in the problematic sound pair list. With this information, the system would 
determine which exercises to present to the user. Appendix A provides more specific 
examples regarding what exercises to present to learners depending on their 
assessment/training progress. 
The system would prompt learners that the study had been completed and terminate 
exercise deliveries after a learner had completed the post-training tests on all the problematic 
phonemic contrasts, or if the learner’s problematic phonemic contrast list was found empty 
after s/he completed the diagnostic on all the phonemic contrasts. 
3.1.9. Provision of Delayed Posttest Exercises 
The delayed posttest was offered about four weeks after all the students had 
completed the posttest. The algorithm for generating delayed posttest exercises was 
straightforward compared with the generation of exercises used in other stages – a student 
would be provided a complete batch of delayed posttest items including 12 word-level 
exercises and 2 sentence exercises if the last log entry in his/her learning portfolio was from 
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the posttest stage; if a user had already started on delayed posttest items as indicated by 
his/her learning portfolio, the system would analyze the total number of completed exercises 
for the last sound pair logged in the portfolio and decide which sound pair in the next batch 
of exercises should be delivered as well as the number of exercises to be delivered. The 
system would terminate exercise provision for a student, regardless of his/her experimental 
or control group assignment if s/he had completed the delayed posttest on all problematic 
phonemic contrasts included in the problematic phonemic contrast. 
3.1.10. Other Functions 
Other aspects of the training system such as the timer function, front-end exercise 
presentation, real-time feedback provision, audio streaming, user database management and 
so on were developed by the Linguatorium project group. 
3.2. Stimuli 
3.2.1. Lexical Stimuli: Phonemic Contrasts, Minimal Pairs, Minimal Sentences 
Nine phonemic contrasts were selected for the study with two factors taken into 
consideration: 1) pronunciation errors typically shared by Chinese speakers as documented in 
Nilsen and Nilsen (2010) and Swan and Smith (2002), and 2) the potential impact of a 
phonemic contrast on a speaker’s intelligibility as indicated by Brown’s (1988) FL values 
table. Native Chinese ESL teachers’ insights were also used as supplementary information 
about difficult sound contrasts for Chinese EFL learners. The use of these resources ensured 
that the selection was principled, improving the opportunity for the target participants to 
benefit from training on the selected phonemic contrasts. Table 4 provides a list of the 
selected nine sound pairs based on the sounds’ FL values in a descending order. 
  
44 
Table 4. Phonemic Contrasts and Minimal-pair Stimuli Used in the Study 
 Set A 
words trained 
voices trained (synthetic) 
Set B 
words trained 
voices new (human) 
Set C 
words new 
voices trained (synthetic) FL 
/æ-ɛ/ latter-letter pan-pen and-end dance-dense gas-guess bag-beg 10 
/æ-ʌ/ cap-cup bag-bug ankle-uncle crash-crush match-much lack-luck 10 
/l-n/ lock-knock light-night line-nine slow-snow collect-connect life-knife 10 
/l-ɹ/ play-pray collect-correct alive-arrive climb-crime glass-grass late-rate 10 
/i-ɪ/ leave-live sheep-ship heat-hit reach-rich cheap-chip seat-sit 8 
/s-z/ price-prize cease-seize race-raise phase-face rice-rise advice-advise 8 
/ɑ-ʌ/ shot-shut boss-bus cop-cup body-buddy lock-luck long-lung 5 
/n-ŋ/ win-wing lawn-long thin-thing sin-sing wins-wings sins-sings 5 





Table 5. Sentence Stimuli Used in the Study 
 
Sentence 1 
words trained, voices trained (synthetic) 
sentence-context untrained 
Sentence 2 
words trained, voices trained (synthetic) 
sentence-context untrained 
/æ-ɛ/ Her choice is the latter/letter. She is holding a red pan/pen. 
/æ-ʌ/ A cap/cup is on the table. Look at this bag/bug. 
/l-n/ There is a lock/knock on the door. The light/night is lovely. 
/l-ɹ/ Let's play/pray together. Please collect/correct the materials. 
/ɪ-i/ Is it going to live/leave? I love the ship/sheep. 
/s-z/ The price/prize is expensive. The police are trying to cease/seize it. 
/ɑ-ʌ/ Someone must have shot/shut it. Your boss/bus is cool. 
/n-ŋ/ This is a huge win/wing. The next word is ‘lawn/long’. 




For each phonemic contrast, six minimal pairs were used for creating test and training 
stimuli, which were later presented to the participants in the form of discrimination and 
identification exercises. The minimal pairs on each phonemic contrast were randomly 
divided into three sets (see Table 4), some used during training and some not. Specifically, 
the participants were given training on the words in Set A and Set B but not in Set C to 
examine whether the participants could transfer phonetic gains from trained to untrained 
words. TTS synthetic voices were used for words in Sets A and C, whereas words in Set B 
were recorded with human voices that students did not receive training on. The setup allowed 
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the examining of potential transfer of perception gains from trained synthetic voices to 
untrained human voices. For the word pairs in Set A, minimal sentences were created and 
used as test stimuli (Table 4). As the learners were given training on the minimal pairs only 
at the word level but not the sentence level, their performance on the sentences provided data 
for evaluating potential transfer from words to sentences. 
3.2.2. Audio Stimuli 
Audio stimuli included recordings of all the selected minimal pairs listed in Table 4. 
Four different voices were adopted for creating these stimuli, but only two voices were used 
for creating training stimuli. The other two voices were reserved for recording test stimuli. 
The two voices used for creating training stimuli included a female voice and a male voice 
and were generated using TTS, a technology that translates text automatically into 
soundwaves that represent speech (Delmonte, 2008). Audios of the synthetic stimuli (i.e. 
words in Set A and Set C) were provided by iSpeech, Inc. (Newark, NJ), a commercial 
company with state-of-the-art TTS technology. The two voices used for recording test stimuli 
(i.e. words in Set B) were from two native North American speakers, one female and one 
male. All real-voice stimuli were recorded with a digital recorder at a bit rate of 128kbps and 
frequency of 44.1kHz. 
3.3. Participants 
A total of 266 students participated in the study. All were college freshman English 
majors and spoke Chinese as their native language. The participants came from three EFL 
universities located in three major cities in China: Harbin (north China, 47 students), 
Soochow (east China, 103 students), and Guangzhou (south China, 116 students). The 
students were placed into an experimental group and a control group based on institution. To 
even out the numbers of students in the two groups, the 150 students in Harbin and Soochow 
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were placed in the experimental group, and the 116 students in Guangzhou were put into the 
control group.  
Chinese-L1 students were selected as participants for the current research due to 
several considerations. First, the goal for developing the phonetic training system was to 
apply it to real-world use. Chinese-speaking English learners constitute a major portion of the 
nonnative English learning community in the U.S. and around the world. It is important to 
test the effectiveness of the training system and the training design on this group of English 
learners. Second, the large population of Chinese-speaking English learners made it 
relatively easy to recruit participants. In addition, the Chinese language is known to have 
great dialectal variations, making a good opportunity to fully evaluate the adaptability of the 
training system to learners with varying problems. 
The training was self-paced and completed outside of class time. The participants 
were in control of when and where to work on the phonetic exercises. Overall, the duration of 
the study for the experimental group ranged from 35 minutes (0.6 hours) to 1050 minutes 
(17.5 hours), with an average total time commitment of 143 minutes (SD = 106). The 
quantity of exercises completed by the experimental group ranged from 218 to 1740, with an 
average of 807 items (SD = 289) per student. The duration of the study for the control group 
ranged from 26 minutes (0.4 hours) to 246 minutes (4.1 hours), with an average total time 
commitment of 105 minutes (SD = 42). The quantity of exercises completed by the treatment 
group ranged from 221 to 1384, with an average of 787 items (SD = 227) per student. The 
training content differed for each participant since their phonetic problems varied. 
It should be pointed out that the training system was configured to log time only 
when learners were actively working on the phonetic exercises – time was not recorded in 
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between exercise transitions or when training was paused. So the time commitment statistics 
here refer to the amount of time that learners gave the phonetic exercises focused attention. 
3.4. Procedure 
The entire experiment lasted about three months. Prior to the start of the experiment, 
participants in both the experimental group and the control group watched a 10-minute video 
tutorial introducing the training system. The video was created with QuickTime screencasts 
and Camtasia, explaining the types of exercises and color-coded feedback offered by the 
system. The procedure of the experiment itself followed the steps outlined in the training 
diagram illustrated in Figure 3.  
3.4.1. Pretest 
The pretest consisted of eight types of exercises: word-level discrimination exercises, 
word-level identification exercises, sentence-level discrimination exercises, and sentence-
level discrimination exercises. The discrimination exercises included same-different and 
oddity discriminations. The identification exercises included simple and yes/no identification 
exercises. 
In total, the pretest on each sound contrast had 14 items, including 12 word items and 
2 sentence items. The items were created from the minimal pairs/sentences in Table 4 and 
Table 5. For each minimal pair, two pretest items were generated by the system: one 
discrimination exercise and one identification exercise. For each of the two minimal 
sentences, one pretest item was generated; the two sentence items differed from each other in 
terms of their discrimination/identification type. 
The four exercises based on minimal pairs in Set B (Table 4 above) were created with 
audios by human speakers and the rest of the exercises used synthetic voices. Students would 
score 1 point for a correct response to a test item and 0 point for an incorrect or ‘Don’t Know’ 
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response. Learner scores on each item were automatically collected by the system into a 
backend database. 
3.4.2. Training 
Training for each phonemic contrast was provided by batch. Each batch covered four 
minimal pairs, as two of the six minimal pairs per phonemic contrast were withheld from 
training (Table 4) to provide data for evaluating transfer to untrained words. For each 
minimal pair, four exercises of four varied types (same-different, oddity, simple 
identification, and yes/no) were generated. No training was given at the sentence level. All 
the training exercises were generated with synthetic voices. 
As mentioned, the quantity and duration of training varied depending on learner 
performance. Like Wang and Munro (2004), time on task was considered a natural part of the 
adaptive learning model in this study and was not controlled for. Compared with many 
previous HVPT studies where training intensity was researcher-dominated (e.g., all the 
HVPT studies except Wang & Munro, 2004), this flexible training approach was more likely 
to lead trainees to utilize their time to the best advantage by focusing on aspects needing the 
most attention.  
It should be noted that although the exercise type and the word bank for generating 
exercises were the same, the training content presented to students in each batch were 
unlikely to be the same. The reason is that, the exercises were created by the training system 
with randomly-selected words and voices. Specifically, for each lexical unit to be shown on 
the screen, the system would first randomly select a word from its minimal pair and then 
randomly designate a female/male voice to go with the word. For instance, to generate a 
same/different discrimination exercise for the word pair beat and bit, the system could 
produce any of the 16 possibilities listed in Table 6. The motive for randomizing these 
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selections was to make the training items diverse and engaging as students looped through 
multiple training sets. 




f/f m/m f/m m/f 
beat - beat exercise 1 exercise 2 exercise 3 exercise 4 
bit - bit exercise 5 exercise 6 exercise 7 exercise 8 
beat - bit exercise 9 exercise 10 exercise 11 exercise 12 
bit - beat exercise 13 exercise 14 exercise 15 exercise 16 
3.4.3. Posttest 
Students were given a posttest only on the phonemic contrasts they received training 
on. The posttest was the same as the pretest and was administered immediately following a 
student’s completion of training on a sound pair. 
3.4.4. Delayed Posttest 
Students retook the delayed posttest about four weeks after they had completed the 
posttest. Due to the adaptive nature of the training model, students finished their posttests at 
different times, as a result of which, the intervals between the posttest and delayed posttest 
varied for each student (Mean = 39.4 days; SD = 15.0 days; Median = 35.1 days). The time 
intervals between immediate posttests and delayed posttests are seen to show great variations 
in preceding research and ranged from a few weeks to a few months (e.g., Ellis, Sheen, 
Murakami, & Takashima, 2008: 4 weeks; Ghobadi, Shahriar, & Azizi, 2016: 5 weeks; Koike 
& Pearson, 2005: 4 weeks; Nakata, 2015: 1 week and 4 weeks; Sharifalnasab & Fotovatnia, 
2013: 2 weeks; Sheen, 2007: 3-4 weeks; Soori & Samad, 2011: 4 weeks; Soyoof, Jokar, 
Razavizadegan, & Morovat, 2014: 3 weeks; Thomson, 2012: one month; Toth, 2006: 24 days; 
Nishi & Kewley-Port, 2007: three months; Wang & Munro, 2004: three months; Wang, 
Spence, Jongman & Sereno, 1999: six months; Yamada, Tohkura, Bradlow, & Pisoni, 1996: 
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three and six months; Lively, Pisoni, Yamada, Tokhura, & Yamada, 1994: six months). 
Theoretically, a long interval would be desirable to test for retention. In this study, four 
weeks was chosen so data collection could be completed within a fourteen-week semester 
schedule. 
3.5. Internal Reliability of the Diagnostic Test 
The internal reliability of the pretest for each phonemic contrast was measured with 
Cronbach’s Alpha using the 266 participants’ item-wise scores. Only 12 items were included 
for the measurement because students who tested out of the diagnostic did not work on the 
two sentence items, in which case, no scores were recorded for these two items.  
Table 7. Cronbach’s Alphas for the Diagnostic for Each Phonemic Contrast 
Sounds Cronbach’s Alpha Test Items Students 
/æ-ɛ/ .057 12 266 
/æ-ʌ/ .483 12 266 
/ɑ-ʌ/ .005 12 266 
/i-ɪ/ .481 12 266 
/l-n/ .529 12 266 
/l-ɹ/ .447 12 266 
/n-ŋ/ .299 12 266 
/s-θ/ .564 12 266 
/z-s/ .189 12 266 
    
Overall, the alphas for the phonemic contrasts were relatively low (Table 7), with 
alphas lower than .400 for four phonemic contrasts (/æ-ɛ/, /ɑ-ʌ/, /n-ŋ/, and /z-s/). The results 
indicate less than ideal internal consistency among the items on the diagnostic: learners’ test 
performance on individual test items was likely independent of one another for the same 
phonemic contrast, especially for /æ-ɛ/, /ɑ-ʌ/, and /z-s/. This may suggest that the perception 
of phonemes is highly sensitive to the linguistic environments (Flege 1995; Jamieson & 
Morosan, 1986; Munro, Derwing, & Thomson, 2015; Thomson, 2011, 2012). 
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3.6. Data Analysis 
The data collected to answer the research questions included the participants’ pre-, 
post-, and delayed posttest results, and were extracted from de-identified learner portfolios 
stored in the system database. Students’ test scores were derived from their test accuracy 
rates, calculated by dividing the number of correct responses by the total number of test items. 
For example, a student’s test score would be calculated as 0.25 if s/he had correctly answered 
one test item out of the four items in Set A. As the participants’ phonemic errors differed 
from each other, the phonetic training on each sound pair involved different numbers of 
trainees. Students who passed the pre-training diagnostic on a particular sound pair were not 
counted as participants for the sound pair. 
The distributions of the pretest, posttest, and delayed posttest scores for the students 
in the experimental group and the control group were illustrated by histograms shown in 
Appendix B. Large discrepancies existed among the score distribution patterns. The scores 
for some phonemic contrasts showed a general bell-curve shaped distribution (e.g., the 
control group’s Set A pretest, posttest, and delayed posttest scores on /æ-ɛ/), while most 
scores showed visible skewness (e.g. the experimental group’s Set A pretest, posttest, and 
delayed posttest scores on /æ-ɛ/). The means and standard deviations of the students’ test 
scores on each phonemic contrast are presented in tables in the sections below and are 
discussed along with data analysis for each research question. 
The independent-samples t-test with 5% level of significance was chosen for data 
analysis in the current study because the independent-samples t-test is robust in comparing 
means in between two groups of subjects (Larson-Hall, 2010). As the experimental/control 
group assignment for the participants in the study was institution-based and not random, the 
participants’ score differences between tests taken at different times were compared. 
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Comparing score differences instead of raw test scores could eliminate potential confounding 
effect of already-existing differences between the experimental and control groups at the 
pretest level. Specifically, three types of score differences were used for data analysis: pre-
posttest score differences (posttest scores minus pretest scores), post-delayed posttest score 
differences (delayed posttest scores minus posttest scores), and pre-delayed posttest score 
differences (delayed posttest scores minus pretest scores). 
The four main assumptions of the independent-samples t-test (Larson-Hall, 2010, p. 
250) were investigated prior to statistical analysis to determine whether the independent-
samples t-test would be a proper choice for the current analysis. 
Assumption of interval measurement. The dependent variable (in this case, students’ 
test score differences) should be measured on a continuous scale at the interval or ratio level. 
In this study, students’ score differences were measured on a -1.0 to 1.0 continuous scale, at 
an interval of .25 for Research Questions 2, 3a, and 3b and at an interval of .5 for Research 
Question 3c. Thus this assumption was met. 
Assumption of independence of observations. There should be no relationship 
between the observations (in this case, individual students’ test scores) in each group or in 
between groups. In this study, the students in the experimental group and the control group 
completed the tests and achieved test scores independently. This assumption was thus met. 
Assumption of normality. The dependent variable (in this case, students’ test score 
differences) should be approximately normally distributed for each group. The Shapiro-Wilk 
test of normality was used to check this assumption. Table 8 below lists the Shapiro-Wilk test 
results based on the participants’ test score differences (displayed as ‘gain’ in the table). The 
results show a p-value smaller than .05 in most cases except for three instances for /s-θ/ (p-
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value highlighted in bold in the table), suggesting statistically significant violations of 
normality for the data in general. 
It should be noted that only descriptive statistics were used for data analysis for /l-n/ 
and /l-ɹ/ because their sample sizes were too small to support inferential analysis. As a result, 
the distribution normality for these two sound contrasts was not investigated and the Shapiro-
Wilk test results were not reported. 
Assumption of homogeneity of variances. The two groups should have equal variances. 
In this study, this assumption was tested using Levene's test for equality of variances. The 
test results indicated violations of the assumption for several sound pairs. The Levene’s test 
results are not detailed here since the independent-samples t-test would not be proper for use 
in the current study. 
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Table 8. Normality Test Results (exptl. = Experimental Group, ctrl. = Control Group) 
 
 























W = .935 
df = 88, p < .05 
W = .939 
df = 88, p < .05 
W = .931 
df = 88, p < .05 
W = .923 
df = 88, p < .05 
W = .896 
df = 88, p < .05 
W = .897 
df = 88, p < .05 
W = .828 
df = 67, p < .05 
W = .919 
df = 67, p < .05 
W = .921 
df = 67, p < .05 
W = .923 
df = 67, p < .05 
W = .921 
df = 67, p < .05 
W = .877 









W = .903 
df = 51, p < .05 
W = .903 
df = 51, p < .05 
W = .906 
df = 51, p < .05 
W = .926 
df = 51, p < .05 
W = .906 
df = 51, p < .05 
W = .855 
df = 51, p < .05 
W = .671 
df = 23, p < .05 
W = .891 
df = 23, p < .05 
W = .874 
df = 23, p < .05 
W = .845 
df = 23, p < .05 
W = .910 
df = 23, p < .05 
W = .760 









W = .916 
df = 127, p< .05 
W = .911 
df = 127, p < .05 
W = .920 
df = 127, p < .05 
W = .936 
df = 127, p < .05 
W = .955 
df = 127, p < .05 
W = .881 
df = 127, p <.05 
W = .832 
df = 67, p < .05 
W = .887 
df = 67, p < .05 
W = .894 
df = 67, p < .05 
W = .866 
df = 67, p < .05 
W = .919 
df = 67, p < .05 
W = .829 









W = .910 
df = 92, p < .05 
W = .905 
df = 92, p < .05 
W = .934 
df = 92, p < .05 
W = .873 
df = 92, p < .05 
W = .950 
df = 92, p < .05 
W = .857 
df = 92, p < .05 
W = .814 
df = 61, p < .05 
W = .925 
df = 61, p < .05 
W = .947 
df = 61, p < .05 
W = .900 
df = 61, p < .05 
W = .942 
df = 61, p < .05 
W = .865 









Only descriptive statistics were used for data analysis due to a small sample size (n = 11). 









Only descriptive statistics were used for data analysis due to a small sample size (n = 4). 









W = .942 
df = 113, p <.05 
W = .932 
df = 113, p < .05 
W = .942 
df = 113, p < .05 
W = .946 
df = 113, p < .05 
W = .929 
df = 113, p < .05 
W = .895 
df = 113, p <.05 
W = .839 
df = 60, p < .05 
W = .911 
df = 60, p < .05 
W = .902 
df = 60, p < .05 
W = .887 
df = 60, p < .05 
W = .932 
df = 60, p < .05 
W = .863 









W = .920 
df = 97, p < .05 
W = .898 
df = 97, p < .05 
W = .944 
df = 97, p < .05 
W = .938 
df = 97, p < .05 
W = .938 
df = 97, p < .05 
W = .857 
df = 97, p < .05 
W = .738 
df = 19, p < .05 
W = .920 
df = 19, p > .05 
W = .925 
df = 19, p > .05 
W = .883 
df = 19, p < .05 
W = .880 
df = 19, p < .05 
W = .920 









W = .922 
df = 85, p < .05 
W = .914 
df = 85, p < .05 
W = .935 
df = 85, p < .05 
W = .918 
df = 85, p < .05 
W = .929 
df = 85, p < .05 
W = .876 
df = 85, p < .05 
W = .912 
df = 74, p < .05 
W = .923 
df = 74, p < .05 
W = .923 
df = 74, p < .05 
W = .866 
df = 74, p < .05 
W = .949 
df = 74, p < .05 
W = .849 
df = 74, p < .05 
 
Given that not all the assumptions for the independent-samples t-test were met, its 
non-parametric counterpart test, the Mann-Whitney U test was adopted. There were three 
assumptions to be checked to determine whether the Mann-Whitney U test would be a valid 
test to use in the study. Two of these assumptions were the same as the first two assumptions 
listed above for the independent-samples t-test, and both assumptions were met. The third 
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assumption states that the independent variable (in this case, group assignment) should 
consist of two categories independent from each other. In this study, the experimental group 
and the control group were separate from each other. Thus, this third assumption was met, 
indicating that the Mann-Whitney U test could be used for data analysis in the current study. 
Table 9 shows the statistical approaches adopted for data analysis in response to each 
of the research questions. Specifically, the students’ pretest fail rates were used to evaluate 
the difficulty levels of the investigated phonemic contrasts (RQ1). The Mann-Whitney U test 
was used to statistically compare the experimental group and the control group’s score 
changes over time (RQ2 and RQ3). All statistical analyses were conducted using SPSS. 
Table 9. Statistical Approaches for Data Analysis 
Research Question Descriptive Statistics Inferential Statistics 
   
1 Difficult phonemic 
contrasts 
Percentages of students failing the 
pretest on each phonemic contrast 
N/A 
    
    
2 Training effect and 
retention 
Pre-post-delayed test score differences 
between the experimental and control 
groups on Set A exercises 
 
 
Mann-Whitney U test 
    
3a Transfer to new 
voices 
Pre-posttest score differences between 
the experimental and control groups 
on Set B exercises 
 
 
Mann-Whitney U test 
    
3b Transfer to new 
words 
Pre-posttest score differences between 
the experimental and control groups 
on Set C exercises 
 
 
Mann-Whitney U test 
    
3c Transfer to 
sentences 
Pre-posttest score differences between 
the experimental and control groups 
on sentence-level exercises 
 
 
Mann-Whitney U test 
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CHAPTER 4.  RESULTS 
This chapter presents detailed analyses and findings in response to each of the 
research questions put forth in Chapter 2. For the first research question (i.e., what English 
phonemic contrasts were generally problematic to the native Chinese participants in the 
study), results show strong consistencies among the phonemic problems of learners of the 
same L1 as well as variations between the learners. Specifically, five out of the nine 
phonemic contrasts (/ɑ-ʌ/, /n-ŋ/, /z-s/, /æ-ɛ/, /i-ɪ/) were commonly confusing to participants, 
as more than 55% of the participants failed to achieve a 75% accuracy score on the 
diagnostic. Comparatively, the alveolar contrast /l-n/ and the liquid contrast /l-ɹ/ seemed to be 
less likely to cause problems to the participants, as only about 5% of the participants did not 
pass the diagnostics. Learner problems were also found to vary by regions and dialects.  
For the second research question (i.e., how effective was the training design in 
helping learners improve and retain their perception of trained phoneme), it was found that 
overall the training effect and retention were positive for the target phonemic contrasts. 
Except for /æ-ɛ/, where training did not result in significant performance improvement, the 
training showed significant improvement for the other eight phonemic contrasts. The 
improvement was maintained after the training had stopped except for /æ-ʌ/, /i-ɪ/, and /s-θ/, 
where students’ performance relapsed to the pre-training level. Although the experimental 
group’s performance improved significantly/visibly from the pretest to the posttest on /æ-ʌ/, 
/l-n/, and /s-θ/, it is unclear whether the improvement arose solely from the training since the 
control group demonstrated similar pre-posttest improvement. Continued growth in 
performance beyond the completion of training was rare, since the delayed posttest 
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performance was either less than or similar to the immediate posttest performance for most of 
the phonemic contrasts.  
For the third research question (i.e., how well did the training effect transfer to 
untrained voices, to untrained words, and to trained words in sentences), it was found that the 
learners’ performance on transfer to new voices showed consistent improvement from the 
pretest to the posttest on a majority of the investigated phonemic contrasts. Apart from the 
phonemic contrast (/n-ŋ/), where the experimental group failed to demonstrate transfer, this 
group made significant improvement from the pretest to the posttest for all the other six 
contrasts (/æ-ɛ/, /æ-ʌ/, /i-ɪ/, /ɑ-ʌ/, /s-θ/, /z-s/) where statistical tests were run. Nevertheless, 
the experimental group’s test gains on /æ-ʌ/ and /s-θ/ were not significantly higher than the 
gains of the control group, although the experimental group’s posttest scores were 
significantly higher than their pretest scores and there was no significant pre-posttest score 
gains for the control group. Comparatively, the participants’ perception on transfer to new 
words was mixed although the performance was still quite positive overall. The experimental 
group’s pre-posttest performance showed a significant improvement for all seven phonemic 
contrasts where a statistical test was run. The improvement was significant for three 
phonemic contrasts (/æ-ɛ/, /i-ɪ/, /z-s/) compared with the gains of the control group and not 
significant for the other four contrasts (/æ-ʌ/, /ɑ-ʌ/, /n- ŋ/, /s-θ/). In terms of transfer to the 
sentence context, results were also mixed. Robust, statistically significant transfer was found 
with the experimental group on four phonemic contrasts: /æ-ɛ/, /ɑ-ʌ/, /s-θ/, and /z-s/. There 
was one phonemic contrast (/i-ɪ/) where the experimental group’s performance improved 
significantly from the pretest to the posttest but the improvement was not statistically 
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significant compared with the score gains of the control group. No significant transfer was 
observed with /æ-ʌ/ or /n-ŋ/. 
RQ1. Phonemic Contrasts Commonly Confused by Chinese-L1 Learners 
This section describes the findings in response to the first research question 
investigated in the study: what English phonemic contrasts were generally problematic to the 
native Chinese participants in the study? Results are presented first by treating all the 
participants as one L1 group and then by dividing the participants into sub-groups based on 
their dialect background. Results show that while students of the same L1 tended to struggle 
with similar phonemic problems, the problems were varied between dialects and learners 
sharing an L1. 
Based on the number of students who failed the pre-training diagnostic for each 
phonemic contrast, Table 10 ranks the nine phonemic contrasts by the likelihood of their 
being confusing to the participants in general. Overall, most of the phonemic contrasts 
selected into this study were shown as difficult to the participants. Five out of the nine 
phonemic contrasts (/ɑ-ʌ/, /n-ŋ/, /z-s/, /æ-ɛ/, /i-ɪ/) were commonly confused by the 
participants, since over 55% of them failed to achieve a 75% accuracy score on the 
diagnostic. Of these sounds, /ɑ-ʌ/ and /n-ŋ/ were identified as the most commonly confused, 
with a diagnostic fail rate of over 65%. Conflations of /s-θ/ and /æ-ʌ/ were also common with 
diagnostic fail rates of 43.6% and 27.8% respectively. The alveolar contrast /l-n/ and the 
liquid contrast /l-ɹ/ seemed to be less likely to cause problems to the participants, as only 
about 5% of the participants did not pass the diagnostics. 
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Table 10. Difficulty Levels of Phonemic Contrasts for All Participants 
Sounds 
Diagnostic Fail 
(# of failed learners) 
Diagnostic Fail 
(266 learners total) 
    /ɑ-ʌ/ bat-but 194 72.9% 
    /n-ŋ/ thin-thing 173 65.0% 
    /z-s/ prize-price 159 59.8% 
    /æ-ɛ/ bat-bet 155 58.3% 
    /i-ɪ/ heat-hit 153 57.5% 
    /s-θ/ sink-think 116 43.6% 
    /æ-ʌ/ bat-but 74 27.8% 
    /l-ɹ/ late-rate 13 4.9% 
    /l-n/ line-nine 13 4.9% 
 
 
Figure 5. Ranking of sound difficulty level by region 
 
Figure 5 maps out the geographical locations of the participants and the percent of 
learners in each location who failed the initial diagnostic for each of the nine target sound 
pairs. On average, the number of sound contrasts identified as problematic to the 
experimental group (Harbin and Soochow) was 4 (SD = 1.4, range = [1, 9]) and was 4.5 (SD 
= 1.5, range = [1, 8]) to the control group (Guangzhou). These results provide support for the 
literature that phonetic errors can still vary among learners speaking the same L1 (Munro & 
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Derwing, 2008; Munro, Derwing, & Thomson, 2015) and learner needs may vary by regional 
dialects (Richards, 2012). For example, while /ɑ-ʌ/ and /s-θ/ seemed to be generally 
confusing to students in Harbin (speaking Mandarin) and Soochow (speaking the Wu dialect, 
similar to Shanghainese), they were relatively less serious a problem to students in 
Guangzhou (speaking Cantonese). On the contrary, the sound pair /z-s/ that perplexed the 
Cantonese-speaking students the most appeared to bother students in the other regions less. 
In a similar vein, students in Harbin (versus the two other regions) tended to have trouble 
with /i-ɪ/ more often, and students Soochow demonstrated trouble with /n-ŋ/ more often.  
RQ2. Training Effect and Retention  
This section describes the findings in response to the second research question 
investigated in the study: how effective was the training design in helping learners improve 
and retain perception of the trained phonemes? The participants’ score changes were 
descriptively depicted through tables and graphs. Mann-Whitney U tests were run to evaluate 
the statistical significance of the pre-post-delayed test score differences on Set-A items for 
students in the experimental group compared with the control group. Specifically, for each 
phonemic contrast, three Mann-Whitney U tests were conducted to examine the participants’ 
score changes from the pretest to the posttest, from the posttest to the delayed posttest, and 
from the pretest to the delayed posttest, respectively. As three tests were run simultaneously, 
the statistical significance of the score changes were evaluated against a Bonferroni-adjusted 
significance level of .017 (the conventional significance level of .05 divided by three). 
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Figure 6. Pre-post-delayed test mean scores on trained (Set-A) items 
Figure 6 provides a high-level illustration of the participants’ performance on the 
pretest, posttest, and delayed test for each phonemic contrasts. More visible variation among 
test scores was seen for the experimental group compared with the control group, as the 
distance between the three lines in Figure 6 showed more variation in general than the 
control group where the three lines were more clustered. 
A more detailed view of the test results is provided in Table 11, Figure 7, and 
Appendix B. Table 11 summarizes the means and standard deviations of test scores for all 
students in each group per phonemic contrast at the three different time points. The changes 
in participant performance are graphically displayed through plots of means on a group basis 
(Figure 7) and through parallel coordinate plots on the individual-contrast basis (Appendix 
C). Overall, the results demonstrate that there was a score improvement for most of the 
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Table 11. Means and Standard Deviations of Pre-Post-Delayed Test Scores on Trained Items 
Sounds 
Number of Trainees 
per Group 
 Pretest  Posttest  Delayed Posttest 
 M SD  M SD  M SD 
/æ-ɛ/ 
Control (n= 67)  .552 .211  .567 .263  .522 .237 
Experimental (n=88)  .761 .204  .742 .213  .572 .247 
/æ-ʌ/ 
Control (n=23)  .630 .051  .717 .039  .728 .051 
Experimental (n=51)  .637 .034  .863 .026  .632 .034 
/ɑ-ʌ/ 
Control (n=67)  .616 .181  .634 .223  .601 .235 
Experimental (n=127)  .541 .206  .831 .209  .783 .196 
/i-ɪ/ 
Control (n=61)  .525 .222  .562 .236  .508 .285 
Experimental (n=92)  .620 .201  .802 .205  .605 .281 
/l-n/ 
Control (n=2)  .750 .000  .625 .177  .750 .354 
Experimental (n=11)  .682 .298  .864 .234  .955 .101 
/l-ɹ/ 
Control (n=9)  .694 .110  .806 .208  .833 .280 
Experimental (n=4)  .688 .239  .813 .239  1.000 .000 
/n-ŋ/ 
Control (n=60)  .700 .215  .713 .210  .722 .207 
Experimental (n=113)  .454 .213  .686 .263  .691 .232 
/s-θ/ 
Control (n=19)  .566 .233  .724 .275  .711 .267 
Experimental (n=97)  .575 .248  .817 .221  .724 .238 
/z-s/ 
Control (n=74)  .416 .212  .439 .233  .436 .223 
Experimental (n=85)  .471 .202  .744 .228  .654 .230 
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Figure 7. Pre-post-delayed test mean scores on trained (Set A) items 
 
Mann-Whitney U test results were consistent with the descriptive results and showed 
that overall, the training led to significant improvement for all the phonemic contrasts except 
for /æ-ɛ/. For the eight phonemic contrasts where training brought out significant 
performance improvement, the improvement was maintained after the training had stopped 
except for /æ-ʌ/, /i-ɪ/, and /s-θ/, where students’ performance relapsed to the pre-training 
level. Although the experimental group’s performance improved significantly/visibly from 
the pretest to the posttest on /æ-ʌ/, /l-n/, /s-θ/, it is unclear whether the improvement arose 
solely from the training since the control group demonstrated similar pre-posttest 
improvement. Continued growth in performance beyond the completion of training was rare, 
since the delayed posttest performance was either less than or similar to the immediate 
/æ-ɛ/ /ɑ-ʌ/ 
/i-ɪ/ /l-n/ /l-ɹ/ 
/n-ŋ/ /s-θ/ /z-s/ 
/æ-ʌ/ 
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posttest performance for most of the phonemic contrasts. The only phonemic contrasts 
showing potentially strong improvement after the training had stopped were /l-n/ and /l-ɹ/, 
although there was no sufficient data to measure the significance of such continued growth. 
Results are presented below in detail for each phonemic contrast.  
/æ-ɛ/ bat-bet 
The descriptive statistics in Table 11, Figure 6, and Figure 7 show that while the 
control group’s average test score maintained at a similar level over time without any major 
fluctuations, the experimental group’s performance showed visible degradation, especially 
from the posttest to the delayed posttest. 
Based on the parallel coordinate plots in Appendix C (where a darker color represents 
changes shared by a larger number of participants since their score changes could overlap), 
the control group’s test performance did not seem to exhibit any clear forward or backward 
movement across the different tests. The experimental group demonstrated more backward 
than forward movement from the posttest to the delayed posttest, suggesting some 
backsliding from initial gains. 
To evaluate the statistical significance of the pre-post-delayed test score differences 
for students in the experimental group in comparison with the control group, three Mann-
Whitney U tests were run to examine the two groups’ score changes respectively from the 
pretest to the posttest, from the posttest to the delayed posttest, and from the pretest to the 
delayed posttest. As three tests were run simultaneously, Bonferroni adjustment was made to 
the alpha level to control for Type I errors. Specifically, the p-values of the Mann-Whitney U 
test results below were compared with a significance level of .017 (the conventional alpha 
level of .05 divided by 3).  
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Pretest vs. posttest: Based on the Mann-Whitney U test results (U = 2643.500, Z = -
1.147, p = .251, 2-tailed), no significant effect of Group was found between the experimental 
group and the control group’s pre-posttest score differences, with a small effect size of r = -
.092. The medians of the pre-posttest score differences were .000 for both the experimental 
group and the control group, with mean ranks being 74.54 and 82.54 respectively. The results 
suggest that the experimental group’s /æ-ɛ/ pre-posttest score changes were not significantly 
different from the score changes for the control group. 
To further investigate whether the students’ performance on the trained items 
changed significantly within each group before and after training, post-hoc paired-samples 
sign tests were conducted to compare the students’ pretest and posttest scores for the 
experimental group and the control group respectively. The paired-samples sign test was 
used here because the students’ test scores showed neither normal nor symmetric 
distributions (Appendix B). Test results showed that the students’ pre/posttest scores did not 
show significant differences for either the experimental group (Z = -.668, p = .504) or the 
control group (Z = -1.032, p = .302). 
Posttest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 
2309.500, Z = -2.378, p = .017, 2-tailed), a significant effect of Group was found between 
the experimental group and the control group’s post-delayed score differences, with a small 
effect size of r = -.091. The medians of the post-delayed test score differences were -.250 
and .000 for the experimental group and the control group, with mean ranks being 70.74 and 
87.53, respectively. The results indicate that the experimental group’s delayed test 
performance was significantly lower than their posttest performance compared with the 
control group, suggesting that the experimental group’s /æ-ɛ/ performance somehow 
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significantly worsened from the posttest to the delayed posttest compared with the control 
group. 
Pretest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 
2059.000, Z = -3.305, p = .001, 2-tailed), a significant effect of Group was found between 
the experimental group and the control group’s pre-delayed posttest score differences, with a 
small effect size of r = -.265. The medians of the pre-delayed test score differences were -
.250 and .000 for the experimental group and the control group, with mean ranks being 67.90 
and 91.27 respectively. The results indicate that the experimental group’s delayed test 
performance was significantly lower than their pretest performance compared with the 
control group, suggesting that the experimental group’s /æ-ɛ/ performance worsened 
significantly from the pretest to the delayed posttest. 
Taken together, the results above indicate that the experimental group’s pre-posttest 
score changes on trained /æ-ɛ/ items were not significantly better than the control group, 
suggesting that the training failed to improve /æ-ɛ/ perception for the participants. In fact, the 
experimental group’s performance on /æ-ɛ/ somehow worsened significantly over time. 
/æ-ʌ/ bat-but 
The descriptive statistics in Table 11, Figure 6, and Figure 7 show a substantial 
increase in the experimental group’s performance from the pretest to the posttest and a 
substantial drop from the posttest to the delayed posttest. The control group’s performance 
showed an improvement from the pretest to the posttest; the improvement was well-
maintained from the posttest to the delayed posttest. 
A similar trend can be found from the parallel coordinate plots in Appendix C. For 
the experimental group, we see mostly forward moving lines from the pretest to the posttest 
and mostly backward movement from the posttest to the delayed posttest. The control group 
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exhibits mostly forward moving lines from the pretest to the posttest; not much movement is 
seen from the posttest to the delayed posttest within this group. 
To evaluate the statistical significance of the pre-post-delayed test score differences 
for students in the experimental group compared with the control group, three Mann-Whitney 
U tests with a Bonferroni-adjusted significance level of .017 were run to examine the two 
groups’ score changes respectively from the pretest to the posttest, from the posttest to the 
delayed posttest, and from the pretest to the delayed posttest.  
Pretest vs. posttest: Based on the Mann-Whitney U test results (U = 459.000, Z = -
1.581, p = .114, 2-tailed), no significant effect of Group was found between the experimental 
group and the control group’s pre-posttest score differences, with a small effect size of r = -
.184. The medians of the pre-posttest score differences were .250 for both the experimental 
group and the control group, with mean ranks being 40.00 and 31.96 respectively. The results 
suggest that the experimental group’s /æ-ʌ/ pre-posttest score changes were not significantly 
different from the control group. 
As an attempt to further investigate whether the students’ performance on the trained 
items changed significantly before and after training, post-hoc paired-samples sign tests were 
conducted to compare the pretest and posttest scores for the experimental group and the 
control group respectively. The sign test was used here because the students’ test scores 
showed neither normal nor symmetric distributions (Appendix B). It was found that the 
students’ pre-posttest scores showed significant differences for both the experimental group 
(Z = -4.274, p = .000) and the control group (p = .013). This suggests that the experimental 
group’s performance improved significantly from the pretest to the posttest, but the 
improvement could not be solely attributed to the training. 
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Posttest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 273.000, 
Z = -3.833, p = .000, 2-tailed), a significant effect of Group was found between the 
experimental group and the control group’s post-delayed score changes, with a medium 
effect size of r = -.446. The medians of the post-delayed test score differences were -.250 
and .000 for the experimental group and the control group, with mean ranks being 31.35 and 
51.13 respectively. The results indicate that the experimental group’s performance on trained 
/æ-ʌ/ items declined significantly from the posttest to the delayed posttest. 
Pretest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 436.500, 
Z = -1.815, p = .070, 2-tailed), a significant effect of Group was found between the 
experimental group and the control group’s pre-delayed test score differences, with a small 
effect size of r = -.211. The medians of the pre-delayed test score differences were .000 
and .250 for the experimental group and the control group, with mean ranks being 34.56 and 
44.02 respectively. This indicates that, compared with the control group, the experimental 
group’s delayed posttest performance on the trained /æ-ʌ/ items did not show significant 
changes in relation to pretest performance. 
Taken together, the results above suggest that the experimental group’s before- and 
after-training performance on /æ-ʌ/ improved significantly; nevertheless, the improvement 
did not show more improvement than the control group, who also achieved significant pre-
posttest gains on /æ-ʌ/. In addition, the experimental group’s pre-posttest score improvement 
relapsed to their before-training level after the training had stopped. 
/ɑ-ʌ/ shot-shut 
The descriptive statistics presented in Table 11, Figure 6, and Figure 7 show only 
minimal changes in the control group’s performance over time. There is a visible increase in 
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the experimental group’s performance from the pretest to the posttest and a mild decline from 
the posttest to the delayed posttest. 
Based on the parallel coordinate plots in Appendix C, the line movement across the 
different test times shows no clear backward or forward pattern for the control group. In 
contrast, the experimental group exhibits consistent forward progression from the pretest to 
the posttest and slight regression from the posttest to the delayed posttest. 
To evaluate the statistical significance of the pre-post-delayed test score differences 
for students in the experimental group compared with the control group, three Mann-Whitney 
U tests with a Bonferroni-adjusted significance level of .017 were run to examine the two 
groups’ score changes respectively from the pretest to the posttest, from the posttest to the 
delayed posttest, and from the pretest to the delayed posttest. 
Pretest vs. posttest: Based on the Mann-Whitney U test results (U = 1842.000, Z = -
6.754, p = .000, 2-tailed), a significant effect of Group was found between the experimental 
group and the control group’s pre-posttest score differences, with a medium effect size of r = 
-.485. The medians of the pre-posttest score differences were .250 and .000 for the 
experimental group and the control group, with mean ranks being 116.50 and 61.49 
respectively. The experimental group’s pre-posttest score gains were significantly higher 
than the gains of the control group, suggesting that the training was effective in improving 
the experimental group’s performance on trained /ɑ-ʌ/ items. 
Posttest vs. delayed posttest: The medians of the post-delayed test score differences 
were .000 for both the experimental group and the control group, with mean ranks being 
95.25 and 101.77 respectively. Based on the Mann-Whitney U test results (U = 3968.500, Z 
= -.807, p = .420, 2-tailed), no significant effect of Group was found between the 
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experimental group and the control group’s post-delayed test score differences, with a small 
effect size of r = -.058. The results indicate that the experimental group’s performance on 
trained /ɑ-ʌ/ items did not show significant changes from the posttest to the delayed posttest, 
suggesting that the experimental group’s improvement through training was effectively 
retained from the posttest to the delayed posttest. 
Pretest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 
2243.000, Z = -5.611, p = .000, 2-tailed), a significant effect of Group was found between 
the experimental group and the control group’s pre-delayed test score differences, with a 
medium effect size of r = -.403. The medians of the pre-delayed test score differences 
were .250 and .000 for the experimental group and the control group, with mean ranks being 
113.34 and 67.48 respectively. The results indicate that compared with the control group, the 
experimental group’s delayed posttest scores were significantly higher than the students’ 
pretest performance. 
Taken together, the results above revealed a significant improvement in test 
performance for the experimental group through training on trained /ɑ-ʌ/ items. The 
improvement was retained after the training had stopped. 
/i-ɪ/ heat-hit 
The descriptive statistics presented in Table 11, Figure 6, and Figure 7 show mild 
fluctuations in the control group’s performance over time. The experimental group’s 
performance showed a substantial increase from the pretest to the posttest, but the group’s 
performance for the delayed posttest dropped again to the pretest level. 
These change patterns are reflected in the parallel coordinate plots (Appendix C). 
While the line movement does not exhibit any distinctive forward- or backward-moving 
trend within the control group, the experimental group demonstrates a generally forward 
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progression from the pretest to the posttest and backsliding from the posttest to the delayed 
posttest. 
To evaluate the statistical significance of the pre-post-delayed test score differences 
for students in the experimental group compared with the control group, three Mann-Whitney 
U tests with a Bonferroni-adjusted significance level of .017 were run to examine the two 
groups’ score changes respectively from the pretest to the posttest, from the posttest to the 
delayed posttest, and from the pretest to the delayed posttest. 
Pretest vs. posttest: Based on the Mann-Whitney U test results (U = 1934.000, Z = -
3.399, p = .001, 2-tailed), a significant effect of group was found between the experimental 
group and the control group’s pre-posttest score differences, with a small effect size of r = -
.275. The medians of the pre-posttest score differences were .250 and .000 for the 
experimental group and the control group, with mean ranks being 86.48 and 62.70 
respectively. The results indicate that the experimental group’s pre-posttest score gains were 
significantly higher than the gains of the control group, suggesting that the training was 
significantly effective in improving the experimental group’s performance on trained /i-ɪ/ 
items. 
Posttest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 
2067.500, Z = -2.869, p = .004, 2-tailed), a significant effect of Group was found between 
the experimental group and the control group’s post-delayed test score differences, with a 
small effect size of r = -.232. The medians of the post-delayed test score differences were -
.125 and .000 for the experimental group and the control group, with mean ranks being 68.97 
and 89.11 respectively. The results indicate that the experimental group’s delayed posttest 
performance declined significantly from their posttest performance. 
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Pretest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 
2771.000, Z = -.133, p = .894, 2-tailed), no significant effect of Group was found between 
the experimental group and the control group’s pre-delayed score differences, with a small 
effect size of r = -.011. The medians of the pre-delayed test differences were .000 for both 
the experimental group and the control group, with mean ranks being 77.38 and 76.43 
respectively. The results indicate that the experimental group’s delayed posttest performance 
was not significantly different from their pretest performance. 
Taken together, the results above showed that compared with the control group, the 
experimental group’s pre-posttest performance improved significantly from training on 
trained /i-ɪ/ items. However, the improvement was not effectively retained after the training 
had stopped and the students’ delayed test performance relapsed to their pretest level. 
/l-n/ line-nine 
The descriptive statistics presented in Table 11, Figure 6, and Figure 7 show a 
decrease in the control group’s performance from the pretest to the posttest but the group’s 
performance relapsed to the pretest level during the delayed posttest. The experimental 
group’s performance improved substantially from the pretest to the posttest; the improvement 
was retained and continued to grow beyond the posttest. 
The parallel coordinate plots (Appendix C) provide details on how individual 
participants’ performance changed over time. All 11 participants in the experimental group 
demonstrated progress and retention from the pretest to the posttest and then to the delayed 
posttest. On the other hand, the performance of the two participants in the control group 
changed in opposite directions over time. 
As the sample sizes for the experimental group (n = 11) and control group (n = 2) 
were insufficient to support robust statistical test results, no tests were run to evaluate the 
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statistical significance of the groups’ performance change. On the other hand, based on the 
descriptive and graphical data, it seems that the treatment led to explicit, sustained 
improvement on /l-n/ for the experimental group, whereas the participants without training 
did not show improvement. 
/l-ɹ/ late-rate 
The descriptive statistics presented in Table 11, Figure 6, and Figure 7 show that the 
two groups started at around the same level and converged in a similar pattern at the posttest. 
However, the experimental group outperformed the control group by a clear margin at the 
delayed posttest. 
Based on the parallel coordinate plots (Appendix C), the participants in both the 
experimental group and the control group made progress from the pretest to the posttest. All 
the participants in the experimental group continued to make further progress at the delayed 
posttest, but the participants in the control group showed a mixture of progress and 
backsliding from the posttest to the delayed posttest. 
As the sample sizes for the experimental group (n = 4) and control group (n = 9) were 
insufficient to support robust statistical test results, no tests were run to evaluate the 
statistical significance of the groups’ performance change. Based on the descriptive and 
graphical data, it is unclear whether the experimental group’s improvement on /l-ɹ/ could be 
attributed to the training, since the control group’s performance also exhibited similar 
improvement from the pretest to the posttest. Nevertheless, the experimental group’s 
performance improvement did show a more solid retention than the control group after the 
training had stopped. 
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/n-ŋ/ thin-thing 
The descriptive statistics presented in Table 11, Figure 6, and Figure 7 show minor, 
continuous increment in the control group’s performance over time. The experimental 
group’s performance showed a considerable improvement from the pretest to the posttest, 
which was carried over to the delayed posttest. 
No explicit trending in performance change could be identified from the parallel 
coordinate plot (Appendix C) for the control group. The coordinate plot for the experimental 
group shows a prevailing forward progression from the pretest to the posttest; the movement 
from the posttest to the delayed posttest is relatively less patterned. 
To evaluate the statistical significance of the pre-post-delayed test score differences 
for students in the experimental group compared with the control group, three Mann-Whitney 
U tests with a Bonferroni-adjusted significance level of .017 were run to examine the two 
groups’ score changes respectively from the pretest to the posttest, from the posttest to the 
delayed posttest, and from the pretest to the delayed posttest.  
Pretest vs. posttest: Based on the Mann-Whitney U test results (U = 2010.000, Z = -
4.563, p = .000, 2-tailed), a significant effect of Group was found between the experimental 
group and the control group’s pre-posttest score differences, with a medium effect size of r = 
-.347. The medians of the pre-posttest score differences were .250 and .000 for the 
experimental group and the control group, with mean ranks of 99.21 and 64.00 respectively. 
The results indicate that the experimental group’s pre-posttest score gains were significantly 
higher than the gains of the control group, suggesting that the training was effective in 
improving the experimental group’s performance on trained /n-ŋ/ items. 
Posttest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 
3272.500, Z = -.387, p = .698, 2-tailed), no significant effect of Group was found between 
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the experimental group and the control group’s post-delayed test score differences, with a 
small effect size of r = -.029. The medians of the post-delayed test score differences 
were .000 for both the experimental group and the control group, with mean ranks being 
85.96 and 88.96 respectively. The results indicate that the experimental group’s performance 
on trained /n-ŋ/ items remained unchanged from the posttest to the delayed posttest, 
suggesting that the experimental group’s improvement through training was effectively 
retained from the posttest to the delayed posttest. 
Pretest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 
1983.000, Z = -4.638, p = .000, 2-tailed), a significant effect of Group was found between 
the experimental group and the control group’s pre-delayed test score differences, with a 
medium effect size of r = -.353. The medians of the pre-delayed test score differences 
were .250 and .000 for the experimental group and the control group, with mean ranks being 
99.45 and 63.55 respectively. The results indicate that the experimental group’s delayed 
posttest performance on trained /n-ŋ/ items was significantly better than their pretest 
performance, suggesting effective training retention. 
Taken together, the results above showed that, compared with the control group, the 
experimental group’s pre-posttest performance on trained /n-ŋ/ items improved significantly 
through training. The training effect was retained after the training had stopped. 
/s-θ/ sink-think 
The descriptive statistics presented in Table 11, Figure 6, and Figure 7 show 
somewhat similar trend in the performance changes for both groups: they started at around 
the same level prior to treatment and both demonstrated a performance boost from the pretest 
to the posttest, with a more substantial increase for the experimental group; this improvement 
for both groups suffered from moderate backsliding from the posttest to the delayed posttest. 
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The parallel coordinate plots (Appendix C) reveal a prevailing forward trend among 
test scores for both the experimental group and the control group. The score changes from the 
posttest to the delayed posttest exhibit some backsliding for the experimental group in 
general and show less consistent patterns for the control group. 
To evaluate the statistical significance of the pre-post-delayed test score differences 
for students in the experimental group compared with the control group, three Mann-Whitney 
U tests with a Bonferroni-adjusted significance level of .017 were run to examine the two 
groups’ score changes respectively from the pretest to the posttest, from the posttest to the 
delayed posttest, and from the pretest to the delayed posttest. Below are the test results: 
Pretest vs. posttest: Based on the Mann-Whitney U test results (U = 838.000, Z = -
.655, p = .512, 2-tailed), no significant effect of Group was found between the experimental 
group and the control group’s pre-posttest score differences, with a small effect size of r = -
.061. The medians of the pre-posttest score differences were .250 for both the experimental 
group and the control group, with mean ranks being 59.36 and 54.11 respectively. This 
suggests that the experimental group’s /s-θ/ performance did not improve through training 
compared with the control group. 
As an attempt to further investigate whether the students’ performance on the trained 
items changed significantly before and after training within each group, post-hoc paired-
samples sign tests were conducted to compare the pretest and posttest scores for the 
experimental group and the control group respectively. The paired-samples sign test was 
used because the students’ test scores showed neither normal nor symmetric distributions 
(Appendix B). It was found that the students’ pre-posttest scores showed significant 
differences for both the experimental group (Z = -6.697, p = .000) and the control group (p 
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= .004). This suggests that although there was a statistically significant improvement on the 
experimental group’s pre-posttest performance, it is not certain whether the improvement 
could be solely attributed to the training. 
Posttest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 754.000, 
Z = -1.320, p = .187, 2-tailed), no significant effect of Group was found between the 
experimental group and the control group’s post-delayed score differences, with a small 
effect size of r = -.123. The medians of the post-delayed test score differences were .000 for 
both the experimental group and the control group, with mean ranks being 56.77 and 67.32 
respectively. The results indicate that the experimental group’s posttest and delayed posttest 
performance were not significantly different from each other. 
Pretest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 888.000, 
Z = -.257, p = .797, 2-tailed), no significant effect of Group was found between the 
experimental group and the control group’s pre-delayed score differences, with a small effect 
size of r = -.024. The medians of the pre-delayed test differences were .000 and .250 for the 
experimental group and the control group, with mean ranks being 58.15 and 60.26 
respectively. The results indicate that the experimental group’s delayed posttest and pretest 
performance were not significantly different from each other. 
Taken together, the results above suggest that the experimental group’s before- and 
after-training performance on trained /s-θ/ items improved significantly; nevertheless, the 
improvement did not show a difference compared with the control group, who also achieved 
significant pre-posttest gains. In addition, compared with control group, the experimental 




The descriptive statistics presented in Table 11, Figure 6, and Figure 7 show that 
although the experimental group’s pretest performance was only slightly better than the 
control group, the experimental group demonstrated a clear, consistent edge over the control 
group for the posttest and delayed posttest. The control group’s test performance remained 
largely the same. 
The parallel coordinate plot (Appendix C) for the experimental group shows a clear 
forward progression from the pretest to the posttest and a moderate backsliding from the 
posttest to the delayed posttest. Comparatively, the movement within the parallel coordinate 
plot for the control group is less ordered. 
To evaluate the statistical significance of the pre-post-delayed test score differences 
for students in the experimental group compared with the control group, three Mann-Whitney 
U tests with a Bonferroni-adjusted significance level of .017 were run to examine the two 
groups’ score changes respectively from the pretest to the posttest, from the posttest to the 
delayed posttest, and from the pretest to the delayed posttest. Below are the test results: 
Pretest vs. posttest: Based on the Mann-Whitney U test results (U = 1735.500, Z = -
5.014, p = .000, 2-tailed), a significant effect of Group was found between the experimental 
group and the control group’s pre-posttest score differences, with a medium effect size of r = 
-.398. The medians of the pre-posttest score differences were .250 and .000 for the 
experimental group and the control group, with mean ranks being 96.58 and 60.95 
respectively. The results indicate that the experimental group’s pre-posttest score gains were 
significantly higher than the gains of the control group, suggesting that the training was 
significantly effective in improving the experimental group’s performance on trained /z-s/ 
items. 
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Posttest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 
2558.000, Z = -2.102, p = .036, 2-tailed), a significant effect of Group was found between 
the experimental group and the control group’s post-delayed score differences, with a small 
effect size of r = -.167. The medians of the post-delayed test differences were .000 for both 
the experimental group and the control group, with mean ranks being 73.09 and 87.93 
respectively. The experimental group’s performance on the delayed posttest did not show any 
significant change compared with the students’ posttest performance, suggesting good 
training retention. 
Pretest vs. delayed posttest: Based on the Mann-Whitney U test results (U = 
2189.000, Z = -3.394, p = .001, 2-tailed), no significant effect of Group was found between 
the experimental group and the control group’s pre-delayed score differences, with a small 
effect size of r = -.269. The medians of the pre-delayed test score differences were .250 
and .000 for the experimental group and the control group, with mean ranks being 91.25 and 
67.08 respectively. The results indicate that the experimental group’s delayed posttest 
performance on trained /z-s/ items was significantly better than their pretest performance, 
suggesting effective training retention. 
Taken together, the results above showed that the experimental group’s performance 
on trained /z-s/ items improved significantly from the pretest to the posttest. The training 
effect was well maintained after the training had stopped. 
Summary 
The results presented in this section on training effect and retention for each 
phonemic contrast are summarized as follows in Table 12. The results are color coded to 
visually highlight where significant changes have occurred and in which directions (blue: 
significant/visible improvement certainly attributed to training; turquoise: significant/visible 
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improvement uncertainly attributed to training; yellow: no significant change; orange: 
significant backsliding; red: significant decline). Overall, the training effect and retention are 
positive for the target phonemic contrasts, since we see a lot more blue versus orange across 
the table. 











/æ-ɛ/ bat-bet No sig. change Sig. backsliding Sig. worsened Sig. worsened 
/æ-ʌ/ bat-but Sig. improvement Sig. backsliding No sig. change Sig. backsliding 
/ɑ-ʌ/ shot-shut Sig. improvement No sig. change Sig. improvement Sig. retention 
/i-ɪ/ heat-hit Sig. improvement Sig. backsliding No sig. change Sig. backsliding 
/l-n/ line-nine Visible improvement visible improvement Visible improvement Visible retention 
/l-ɹ/ late-rate Visible improvement visible improvement Visible improvement Visible retention 
/n-ŋ/ thin-thing Sig. improvement No sig. change Sig. improvement Sig. retention 
/s-θ/ sink-think Sig. improvement No sig. change No sig. change Sig. backsliding 
/z-s/ prize-price Sig. improvement No sig. change Sig. improvement Sig. retention 
 
Except for /æ-ɛ/, where training did not bring out significant performance 
improvement, the training showed significant improvement for the other eight phonemic 
contrasts. The improvement was maintained after the training had stopped except for /æ-ʌ/, 
/i-ɪ/, and /s-θ/, where students’ performance relapsed to the pre-training level. Although the 
experimental group’s performance improved significantly/visibly from the pretest to the 
posttest on /æ-ʌ/, /l-n/, /s-θ/, it is unclear whether the improvement arose solely from the 
training since the control group demonstrated similar pre-posttest improvement. 
Hypothetically, long-term retention for vowel contrasts could be more difficult to achieve 
than consonants, as four out of the five consonant contrasts demonstrated retention on the 
delayed posttest compared with the pretest, whereas only one out of the four vowel contrasts 
showed retention.  
81 
Continued growth in performance beyond the completion of training was rare, since 
the delayed posttest performance was either less than or similar to the immediate posttest 
performance for most of the phonemic contrasts. The only phonemic contrasts showing 
potentially strong improvement after the training had stopped were /l-n/ and /l-ɹ/, although 
there was no sufficient data to measure the significance of such continued growth. 
RQ3a. Transfer to New Voices  
This section describes the findings in response to the third research question 
investigated in the study: how well did the training effect transfer? This section focuses 
specifically on the transfer of the training effect to untrained voices. The participants’ score 
changes were descriptively depicted through tables and graphs. Mann-Whitney U tests were 
run to evaluate the statistical significance of the pre-post test score differences on Set-B items 
for the experimental group compared with the control group. For each phonemic contrast, a 
Mann-Whitney U test were conducted to examine the participants’ score changes from the 
pretest to the posttest. The statistical significance of the score changes were evaluated against 
a significance level of .05.
 




















/æ-ɛ/ /æ-ʌ/ /ɑ-ʌ/ /i-ɪ/ /l-n/ /l-r/ /n-ŋ/ /s-θ/ /z-s/
Control Group
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Figure 8 provides a high-level illustration of the participants’ performance on the 
pretest and posttest for each phonemic contrasts. Overall, the distance between the two lines 
of the experimental group showed a wider gap for most of the phonemic contrasts than the 
control group, suggesting that the score changes for the experimental group were 
descriptively than the control group. 
A more detailed view of the test results is provided in Table 13 and Appendix C. 
Table 13 summarizes the means and standard deviations of pretest and posttest scores on Set-
B test items per phonemic contrast for the experimental group and the control group. The 
changes in participant performance are graphically displayed through plots of means on a 
group basis (Figures 9-17) and through parallel coordinate plots on the individual-contrast 
basis (Appendix C). These descriptive data show a general trend of positive transfer to new 
voices. Except for /n-ŋ/ where the experimental group’s performance somewhat dropped 
from the pretest to the posttest, the participants in both the experimental group and control 
group did better on the posttest than the pretest on Set B items.  
  
83 
Table 13. Means and Standard Deviations of Pre-Posttest Scores on New Voice Items 
Sounds 
 Number of Trainees 
per Group 
 Pretest   Posttest 
  M SD   M SD 
/æ-ɛ/ 
 
Control (n = 67)  .541 .025   .653 .029 
 Experimental (n = 88)  .418 .022   .653 .026 
/æ-ʌ/ 
 
Control (n = 23)  .565 .041   .652 .054 
 Experimental (n = 51)  .534 .028   .652 .036 
/ɑ-ʌ/ 
 
Control (n = 67)  .616 .025   .623 .026 
 Experimental (n = 127)  .553 .018   .658 .019 
/i-ɪ/ 
 
Control (n = 61)  .586 .025   .725 .027 
 Experimental (n = 92)  .590 .021   .821 .022 
/l-n/ 
 
Control (n = 2)  .750 .175   1.000 .116 
 Experimental (n = 11)  .636 .074   .864 .049 
/l-ɹ/ 
 
Control (n = 9) 
 
.500 .074   .583 .065 
 Experimental (n = 4)  .563 .111   .938 .098 
/n-ŋ/ 
 
Control (n = 60) 
 
.542 .027   .621 .035 
 Experimental (n = 113)  .624 .019   .597 .025 
/s-θ/ 
 
Control (n = 19) 
 
.632 .048   .750 .054 
 Experimental (n = 97)  .518 .021   .742 .024 
/z-s/ 
 
Control (n = 74) 
 
.726 .024   .764 .021 
 Experimental (n = 85)  .735 .023   .859 .019 
 
Results of Mann-Whitney U tests showed that the amount of differences between the 
participants’ pre-training and post-training performance varied by phonemic contrast. Overall, 
the learners’ performance on transfer to new voices showed consistent improvement from the 
pretest to the posttest on most of the phonemic contrasts under investigation. Apart from one 
phonemic contrast (/n-ŋ/), the experimental group made significant improvement from the 
pretest to the posttest for all the other six contrasts (/æ-ɛ/, /æ-ʌ/, /i-ɪ/, /ɑ-ʌ/, /s-θ/, /z-s/) where 
statistical tests were run. Nevertheless, the experimental group’s test gains on /æ-ʌ/ and /s-θ/ 
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were not significantly higher than the gains of the control group, although the experimental 
group’s posttest scores were significantly higher than their pretest scores and there was no 
significant pre-posttest score gains for the control group. The experiment group also 
demonstrated potential transfer on /l-n/ and /l-ɹ/ but the statistical significance of the transfer 
was not evaluated due to insufficient sample sizes. The results are presented in detail below 
for each individual phonemic contrast. 
/æ-ɛ/ bat-bet 
Figure 9 displays the average test scores on /æ-ɛ/ for the experimental group and the 
control group over time. The graph shows improvement in test scores for both groups, 
although the experimental group started with a lower pretest score but achieved similar 
scores to the control group on the posttest.  
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 9. Pre-posttest mean scores on new voice (Set B) items: /æ-ɛ/ 
 
Based on the Mann-Whitney U test results (U = 2319.000, Z = -2.339, p = .019, 2-
tailed), a significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.188. The 
medians of the pre-posttest score differences were .250 and .000 for the experimental group 
and the control group, with mean ranks being 85.15 and 68.61 respectively. The results 
indicate that the experimental group’s score gains on the new-voice /æ-ɛ/ items were 
/æ-ɛ/ 
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significantly higher than the control group, suggesting that the training had a statistically 
significant effect on facilitating perception transfer at the voice level for /æ-ɛ/. 
/æ-ʌ/ bat-but 
Figure 10 displays the average test scores on /æ-ʌ/ for the experimental group and the 
control group over time. The graph shows approximately the same amount of improvement 
in test scores for both groups, with the experimental group’s improvement being slightly 
higher than the control group. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 10. Pre-posttest mean scores on new voice (Set B) items: /æ-ʌ/ 
 
Based on the Mann-Whitney U test results (U = 537.500, Z = -.594, p = .553, 2-
tailed), no significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.069. The 
medians of the pre-posttest score differences were .000 for both the experimental group and 
the control group, with mean ranks being 38.46 and 35.37 respectively. This suggests there 
was no significant difference between the experimental group and the control group’s score 
gains from the pretest to the posttest on the new-voice items for /æ-ʌ/, suggesting no 
significant perception transfer to new voices for /æ-ʌ/. 
As an attempt to further investigate whether the students’ pretest and posttest 
performance on the new-voice items differed significantly within each group, post-hoc 




experimental group and the control group respectively. The paired-samples sign test was 
used here because the students’ test scores showed neither normal nor symmetric 
distributions (Appendix B). Test results showed that the students’ pre-posttest score changes 
were significant for the experimental group (Z = -2.028, p = .043) but not for the control 
group (p = .774). This suggests that there was a statistically significant improvement on the 
experimental group’s pre-posttest performance on the new-voice items whereas the 
improvement for the control group was not significant; however, the experimental group’s 
improvement was not significant compared with the improvement of the control group. 
/ɑ-ʌ/ shot-shut 
Figure 11 displays the average test scores on /ɑ-ʌ/ for the experimental group and the 
control group over time. The graph shows visible improvement in test scores for the 
experimental group, whereas the performance of the control group did not change much from 
the pretest to the posttest. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 11. Pre-posttest mean scores on new voice (Set B) items: /ɑ-ʌ/ 
 
Based on the Mann-Whitney U test results (U = 3353.000, Z = -2.510, p = .012, 2-
tailed), a significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.180. The 
medians of the pre-posttest score differences were .000 for both the experimental group and 
the control group, with mean ranks being 104.60 and 84.04 respectively. The results indicate 
/ɑ-ʌ/ 
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that the experimental group’s test score gains was significantly higher than the control group 
on the new-voice items, suggesting that the training had facilitated significant perception 
transfer to new voices for /ɑ-ʌ/. 
/i-ɪ/ heat-hit 
Figure 12 displays the average test scores on /i-ɪ/ for the experimental group and the 
control group over time. The graph shows improvement in test scores in both groups. 
However, although the two groups started at similar levels on the pretest, the experimental 
group achieved visibly higher scores on the posttest. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 12. Pre-posttest mean scores on new voice (Set B) items: /i-ɪ/ 
 
Based on the Mann-Whitney U test results (U = 2139.500, Z = -2.598, p = .009, 2-
tailed), a significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.210. The 
medians of the pre-posttest score differences were .250 and .000 for the experimental group 
and the control group, with mean ranks being 84.24 and 66.07 respectively. The results 
indicate that the experimental group achieved significantly higher test gains on the new-voice 
items for /i-ɪ/ compared with the control group, suggesting that the training had a statistically 





Figure 13 displays the average test scores on /l-n/ for the experimental group and the 
control group over time and shows salient but similar improvement in test scores for both 
groups. Based on Table 13, the experimental group’s pre-posttest score gain was .228, with a 
pretest score of .636 and posttest score of .864; the control group’s pre-posttest score gains 
was .250, with a pretest score of .750 and a posttest score of 1.000. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 13. Pre-posttest mean scores on new voice (Set B) items: /l-n/ 
 
As the sample sizes for the experimental group (n = 11) and control group (n = 2) 
were insufficient to support robust statistical test results, no tests were run to evaluate the 
statistical significance of the groups’ performance change. The descriptive and graphical data 
showed that the experimental group’s performance on /l-n/ words spoken with new voices 
improved from the pretest to the posttest. It is unclear whether the experimental group’s 
improvement on /l-n/ could be solely attributed to the training effect, since the control 
group’s performance exhibited similar improvement from the pretest to the posttest based on 
Figure 13. 
/l-ɹ/ late-rate 
Figure 14 displays the average test scores on /l-ɹ/ for the experimental group and the 
control group over time and shows substantial improvement in test scores for the 




experimental group’s pre-posttest score gain was .375, with a pretest score of .563 and 
posttest score of .938; the control group’s pre-posttest score gains was .083, with a pretest 
score of .500 and a posttest score of .583. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 14. Pre-posttest mean scores on new voice (Set B) items: /l-ɹ/ 
 
As the sample sizes for the experimental group (n = 4) and control group (n = 9) were 
insufficient to support robust statistical test results, no tests were run to evaluate the 
statistical significance of the groups’ performance change. Based on the descriptive and 
graphical data, it seems that the treatment led to a larger amount of improvement on /l-ɹ/ for 
the experimental group compared with the control group, since the slope of the solid line is 
much steeper than the slope of the dash line based on Figure 14.  
/n-ŋ/ thin-thing 
Figure 15 displays the average test scores on /n-ŋ/ for the experimental group and the 
control group over time. The graph shows visible improvement in test scores for the control 
group and minor drop for the experimental group. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           







Based on the Mann-Whitney U test results (U = 2789.500, Z = -1.980, p = .048, 2-
tailed), a significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.151. The 
medians of the pre-posttest score differences were .000 for both the experimental group and 
the control group, with mean ranks being 81.69 and 97.01 respectively. This results indicate 
that the experimental group’s pre-posttest score gains were significantly lower than the 
control group on the new-voice items, suggesting that the training did not lead to effective 
perception transfer at the level of voice for /n-ŋ/. 
To investigate whether the pre-posttest score changes on the new-voice items were 
statistically significant for students within each group, post-hoc paired-samples sign tests 
were conducted to compare the pretest and posttest scores for the experimental group and the 
control group respectively. The paired-samples sign test was used here because the students’ 
test scores showed neither normal nor symmetric distributions (Appendix B). Test results 
showed that the students’ pre-posttest score changes were not significant for either the 
experimental group (Z = -.667, p = .505) or the control group (Z = -1.437, p = .151). These 
results, together with the Mann-Whitney U test results above, indicate that although the 
experimental group’s score gains were significantly lower than the control group, gains were 
not statistically significant for either group. 
/s-θ/ sink-think 
Figure 16 displays the average test scores on /s-θ/ for the experimental group and the 
control group over time. The graph shows visible improvement in test scores for both groups, 
although the experimental group started with a lower pretest score but achieved similar 
scores to the control group on the posttest.  
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Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 16. Pre-posttest mean scores on new voice (Set B) items: /s-θ/ 
 
Based on the Mann-Whitney U test results (U = 749.500, Z = -1.319, p = .187, 2-
tailed), no significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.122. The 
medians of the pre-posttest score differences were .250 for both the experimental group and 
the control group, with mean ranks being 60.27 and 49.45 respectively. The results indicate 
that there was no significant difference between the experimental group and the control 
group’s pre-posttest score gains for /s-θ/ new-voice items, suggesting that the training did not 
have a statistically significant effect on facilitating perception transfer on /s-θ/ at the voice 
level for the experimental group compared with the control group. 
To investigate whether the students’ pretest and posttest performance on the new-
voice items differed significantly within each group, post-hoc paired-samples sign tests 
compared the pretest and posttest scores for the experimental group and the control group 
respectively. The paired-samples sign test was used here because the students’ test scores 
showed neither normal nor symmetric distributions (Appendix B). Test results showed that 
the students’ pre-posttest score changes were significant for the experimental group (Z = -
5.068, p = .000) but not the control group (p = .180). This suggests that there was a 
statistically significant improvement on the experimental group’s pre-posttest performance 




however, the experimental group’s improvement was not significant compared with the 
improvement of the control group. 
/z-s/ prize-price 
Figure 17 displays the average test scores on /z-s/ for the two groups over time. The 
graph shows slight improvement in test scores for the control group. Comparatively, the 
experimental group’s pre-posttest score improvement was more salient. Although the two 
groups started at a similar level on the pretest, the experimental group achieved visibly 
higher posttest scores on average. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 17. Pre-posttest mean scores on new voice (Set B) items: /z-s/ 
 
Based on the Mann-Whitney U test results (U = 2498.000, Z = -2.344, p = .019, 2-
tailed), a significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.186. The 
medians of the pre-posttest score differences were .000 for both the experimental group and 
the control group, with mean ranks being 87.61 and 71.26 respectively. The results indicate 
that the experimental group significantly outperformed the control group on the /z-s/ new-
voice items, suggesting that the training had a statistically significant effect on facilitating 





The learners’ performance on transfer to new voices showed consistent improvement 
from the pretest to the posttest on a majority of the investigated phonemic contrasts. Apart 
from the phonemic contrast (/n-ŋ/), where the experimental group failed to demonstrate 
transfer, this group made significant improvement from the pretest to the posttest for all the 
other six contrasts (/æ-ɛ/, /æ-ʌ/, /i-ɪ/, /ɑ-ʌ/, /s-θ/, /z-s/) where statistical tests could be run. 
Nevertheless, the experimental group’s test gains on /æ-ʌ/ and /s-θ/ were not significantly 
higher than the gains of the control group, although the experimental group’s posttest scores 
were significantly higher than their pretest scores and there was no significant pre-posttest 
score gains for the control group. The experiment group also demonstrated potential transfer 
on /l-n/ and /l-ɹ/ but the statistical significance of the transfer was not evaluated due to 
insufficient sample sizes.  
RQ3b. Transfer to New Words 
This section describes the findings in response to the third research question 
investigated in the study: how well did the training effect transfer? This section focuses 
specifically on the transfer of the training effect to untrained words. The participants’ score 
changes were descriptively depicted through tables and graphs. Mann-Whitney U tests were 
run to evaluate the statistical significance of the pre-post test score differences on Set-C items 
for the experimental group compared with the control group. For each phonemic contrast, a 
Mann-Whitney U test were conducted to examine the participants’ score changes from the 
pretest to the posttest. The statistical significance of the score changes were evaluated against 
a significance level of .05. 
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Figure 18. Pre-posttest mean scores on new-word (Set C) items 
Figure 18 provides a high-level illustration of the participants’ performance on the 
pretest and posttest for each phonemic contrasts. Overall, the distance between the two lines 
of the experimental group showed a wider gap for part of the phonemic contrasts than the 
control group, suggesting a greater amount of changes for the experimental group than the 
control group. 
A more detailed view of the test results is provided in Table 14 and Appendix C. 
Table 14 summarizes the means and standard deviations of pretest and posttest scores on Set-
C test items per phonemic contrast for the experimental group and the control group. The 
changes in participant performance are graphically displayed through plots of means on a 
group basis (Figures 19-27) and through parallel coordinate plots on the individual-contrast 
basis (Appendix C). These descriptive data show consistent improvement among the 





















/æ-ɛ/ /æ-ʌ/ /ɑ-ʌ/ /i-ɪ/ /l-n/ /l-r/ /n-ŋ/ /s-θ/ /z-s/
Control Group
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Table 13. Means and Standard Deviations of Pre-Posttest Scores on New Words 
Sounds 
 Number of Trainees 
per Group 
 Pretest   Posttest 
  M SD   M SD 
/æ-ɛ/ 
 
Control (n = 67)  .567 .023   .631 .026 
 Experimental (n = 88)  .563 .020   .741 .022 
/æ-ʌ/ 
 
Control (n = 23)  .663 .057   .924 .035 
 Experimental (n = 51)  .500 .038   .868 .023 
/ɑ-ʌ/ 
 
Control (n = 67)  .407 .029   .522 .030 
 Experimental (n = 127)  .415 .021   .512 .022 
/i-ɪ/ 
 
Control (n = 61)  .471 .029   .504 .034 
 Experimental (n = 92)  .440 .024   .685 .028 
/l-n/ 
 
Control (n = 2)  .500 .201   .750 .109 
 Experimental (n = 11)  .432 .086   .932 .046 
/l-ɹ/ 
 
Control (n = 9) 
 
.667 .062   .861 .066 
 Experimental (n = 4)  .500 .092   .813 .100 
/n-ŋ/ 
 
Control (n = 60) 
 
.483 .025   .523 .032 
 Experimental (n = 113)  .412 .018   .551 .023 
/s-θ/ 
 
Control (n = 19) 
 
.605 .046   .803 .054 
 Experimental (n = 97)  .472 .021   .729 .024 
/z-s/ 
 
Control (n = 74) 
 
.497 .024   .557 .028 
 Experimental (n = 85)  .524 .022   .721 .026 
Results of Mann-Whitney U tests showed that the amount of differences between the 
participants’ pre-training and post-training performance was mixed and varied by phonemic 
contrast, although the participants’ transfer performance was rather positive overall. The 
experimental group’s pre-posttest performance showed a significant improvement for all 
phonemic contrasts where a statistical test was run. The improvement was significant for 
three phonemic contrasts (/æ-ɛ/, /i-ɪ/, /z-s/) compared with the gains of the control group and 
not significant for the other four contrasts (/æ-ʌ/, /ɑ-ʌ/, /n- ŋ/, /s-θ/). The experimental group 
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also made visible improvement from the pretest to the posttest for /l-n/ and /l-ɹ/, but the gains 
were not statistically evaluated due to insufficient sample sizes. The results are presented in 
detail below for each individual phonemic contrast. 
/æ-ɛ/ bat-bet 
Figure 19 displays the average test scores on /æ-ɛ/ for the experimental group and the 
control group over time. The graph shows improvement in test scores for both groups; the 
experimental group started at a level similar to the control group on the pretest but achieved 
substantially higher scores on the posttest. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 19. Pre-posttest mean scores on new word (Set C) items: /æ-ɛ/ 
Based on the Mann-Whitney U test results (U = 2203.000, Z = -2.818, p = .005, 2-
tailed), a significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.226. The 
medians of the pre-posttest score differences were .250 and .000 for the experimental group 
and the control group, with mean ranks being 86.47 and 66.88, respectively. The results 
indicate that the experimental group’s score gains were significantly higher than the control 
group on the new /æ-ɛ/ words, suggesting that the training facilitated perception transfer at 




Figure 20 displays the average test scores on /æ-ʌ/ for the experimental group and the 
control group over time. The graph shows considerable improvement in test scores for both 
groups, with the experimental group showing slightly greater improvement than the control 
group. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 20. Pre-posttest mean scores on new word (Set C) items: /æ-ʌ/ 
 
Based on the Mann-Whitney U test results (U = 459.000, Z = -1.536, p = .125, 2-
tailed), no significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.179. The 
medians of the pre-posttest score differences were .250 for both the experimental group and 
the control group, with mean ranks being 40.00 and 31.96 respectively. The results indicate 
that there was no significant difference between the experimental group and the control 
group’s pre-posttest score gains, suggesting that the training facilitate perception transfer at 
the word level for /æ-ʌ/. 
To investigate whether the students’ pretest and posttest performance on the untrained 
words differed significantly within each group, post-hoc paired-samples sign tests were 
conducted to compare the pretest and posttest scores for the experimental group and the 
control group respectively. The paired-samples sign test was used here because the students’ 




showed that the students’ pre-posttest score changes were significant for both the 
experimental group (Z = -4.959, p = .000) and the control group (p = .000). This suggests 
that although there was a statistically significant improvement on the experimental group’s 
pre-posttest performance, it is not certain whether the improvement could be solely attributed 
to the training on this contrast since the control group’s pre-posttest performance also 
improved significantly. 
/ɑ-ʌ/ shot-shut 
Figure 21 displays the average test scores on /ɑ-ʌ/ for the experimental group and the 
control group over time. The graph shows similar patterns in performance changes for the 
two groups – they started at around the same level on the pretest and also achieved similar 
scores on the posttest. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 21. Pre-posttest mean scores on new word (Set C) items: /ɑ-ʌ/ 
 
Based on the Mann-Whitney U test results (U = 4070.500, Z = -.509, p = .611, 2-
tailed), no significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.037. The 
medians of the pre-posttest score differences were .000 for both the experimental group and 
the control group, with mean ranks being 96.05 and 100.25 respectively. The results suggest 
that the training did not have a statistically significant effect on facilitating perception 
transfer at the word level for /ɑ-ʌ/. 
/ɑ-ʌ/ 
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As an attempt to further investigate whether the students’ pretest and posttest 
performance on the untrained words differed significantly within each group, post-hoc 
paired-samples sign tests were conducted to compare the pretest and posttest scores for the 
experimental group and the control group respectively. The paired-samples sign test was 
used here because the students’ test scores showed neither normal nor symmetric 
distributions (Appendix B). Test results showed that the students’ pre-posttest score changes 
were significant for both the experimental group (Z = -2.398, p = .016) and the control group 
(Z = -2.683, p = .007). This suggests that there was a statistically significant improvement on 
the experimental group’s pre-posttest performance on /ɑ-ʌ/, although it is not certain whether 
the improvement could not be solely attributed to the training at this contrast since the 
control group’s pre-posttest performance also improved significantly. 
/i-ɪ/ heat-hit 
Figure 22 displays the average test scores on /i-ɪ/ for the experimental group and the 
control group over time. The graph shows minor improvement in test scores for the control 
group versus salient improvement for the experimental groups. While the two groups’ pretest 
scores were similar, the experimental group’s posttest score was substantially larger than the 
control group. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           




Based on the Mann-Whitney U test results (U = 1835.000, Z = -3.700, p = .000, 2-
tailed), a significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small-to-medium effect size of r = -
.299. The medians of the pre-posttest score differences were .250 and .000 for the 
experimental group and the control group, with mean ranks of 87.55 and 61.08 respectively. 
The results experimental group significantly outperformed the control group on the /i-ɪ/ new-
word items, and that the training had a statistically significant effect on facilitating transfer at 
the word level for /i-ɪ/. 
/l-n/ line-nine 
Figure 23 displays the average test scores on /l-n/ for the experimental group and the 
control group over time and shows salient but similar improvement in test scores for both 
groups. Based on Table 14, the experimental group’s pre-posttest score gain was .500, with a 
pretest score of .432 and posttest score of .932; the control group’s pre-posttest score gains 
was .250, with a pretest score of .500 and a posttest score of .750. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 23. Pre-posttest mean scores on new word (Set C) items: /l-n/ 
 
As the sample sizes for the experimental group (n = 11) and control group (n = 2) 
were insufficient to support robust statistical test results, no tests were run to evaluate the 
statistical significance of the groups’ performance change. Based on the descriptive and 




the experimental group than the control group, since the slope of the solid line is visibly 
steeper than the slope of the dash line (Figure 23). 
/l-ɹ/ late-rate 
Figure 24 displays the average test scores on /l-ɹ/ for the experimental group and the 
control group over time and shows salient but similar improvement in test scores for both 
groups. Based on Table 14, the experimental group’s pre-posttest score gain was .313, with a 
pretest score of .500 and posttest score of .813; the control group’s pre-posttest score gains 
was .194, with a pretest score of .667 and a posttest score of .861. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 24. Pre-posttest mean scores on new word (Set C) items: /l-ɹ/ 
 
As the sample sizes for the experimental group (n = 4) and control group (n = 9) were 
insufficient to support robust statistical test results, no tests were run to evaluate the 
statistical significance of the groups’ performance change. The descriptive and graphic data 
demonstrated that the experimental group’s performance on the new /l-ɹ/ words improved 
from the pretest to the posttest. However, it is uncertain whether the experimental group’s 
improvement on /l-ɹ/ could be completely attributed to the training effect, since the control 






Figure 25 displays the average test scores on /n-ŋ/ for the experimental group and the 
control group over time. The graph shows slight improvement in test scores for the control 
group; although the experimental group started with a lower pretest score, the group achieved 
slightly higher scores on the posttest compared with the control group. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 25. Pre-posttest mean scores on new word (Set C) items: /n-ŋ/ 
 
Based on the Mann-Whitney U test results (U = 2845.000, Z = -1.794, p = .073, 2-
tailed), no significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.136. The 
medians of the pre-posttest score differences were .250 and .000 for the experimental group 
and the control group, with mean ranks being 91.82 and 77.92 respectively. The results 
indicate that there was no significant difference between the two group’s pre-posttest score 
gains on /n-ŋ/ new words, suggesting that the training did not facilitate perception transfer at 
the word level for /n-ŋ/. 
As an attempt to further investigate whether the students’ pretest and posttest 
performance on the untrained words differed significantly within each group, post-hoc 
paired-samples sign tests were conducted to compare the pretest and posttest scores for the 
experimental group and the control group respectively. The paired-samples sign test was 




distributions (Appendix B). Test results showed that the students’ pre-posttest score changes 
were significant for the experimental group (Z = -3.963, p = .000) but not the control group 
(Z = -1.055, p = .291). This suggests that there was a statistically significant improvement on 
the experimental group’s pre-posttest performance on the new-word items and the 
improvement for the control group was not significant; however, the experimental group’s 
improvement was not significant compared with the improvement of the control group. 
/s-θ/ sink-think 
Figure 26 displays the average test scores on /s-θ/ for the experimental group and the 
control group over time. The graph shows clear improvement in test scores for both groups, 
whose score change patterns were also similar. The experimental group started with a lower 
pretest score than the control group and also achieved lower scores on the posttest, although 
the score difference between the two groups was larger on the pretest than the posttest.  
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 26. Pre-posttest mean scores on new word (Set C) items: /s-θ/ 
 
Based on the Mann-Whitney U test results (U = 813.500, Z = -.830, p = .407, 2-
tailed), no significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.077. The 
medians of the pre-posttest score differences were .250 for both the experimental group and 
the control group, with mean ranks being 59.61 and 52.82 respectively. The results indicate 




/s-θ/ new words, suggesting that the training did not have a statistically significant effect on 
facilitating perception transfer at the word level for /s-θ/. 
To further investigate whether the students’ pretest and posttest performance on the 
untrained words differed significantly within each group, post-hoc paired-samples sign tests 
were conducted to compare the pretest and posttest scores for the experimental group and the 
control group respectively. The paired-samples sign test was used here because the students’ 
test scores showed neither normal nor symmetric distributions (Appendix B). Test results 
showed that the students’ pre-posttest score changes were significant for both the 
experimental group (Z = -5.852, p = .000) and the control group (p = .013). This suggests 
that the statistically significant improvement on the experimental group’s pre-posttest 
performance could not be attributed to the training on the contrast since the control group’s 
pre-posttest performance improved significantly as well. 
/z-s/ prize-price 
Figure 27 displays the average test scores on /z-s/ for the experimental group and the 
control group over time. The graph shows improvement in test scores for both groups, 
although the improvement for the experimental group was more visible than the control 
group. The two groups started at similar levels on the pretest, but the experimental group 
scored much higher than the posttest than the control group. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           





Based on the Mann-Whitney U test results (U = 2430.500, Z = -2.536, p = .011, 2-
tailed), a significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.201. The 
medians of the pre-posttest score differences were .250 and .000 for the experimental group 
and the control group, with mean ranks of 88.41 and 70.34 respectively. The results indicate 
that the training had a statistically significant effect in facilitating perception transfer at the 
word level for /z-s/. 
Summary 
To sum up, the participants’ perception on transfer to new words was mixed. Overall, 
the participants’ transfer performance was rather positive. The experimental group’s pre-
posttest performance showed a significant improvement for all seven phonemic contrasts 
where a statistical test was run. The improvement was significant for three phonemic 
contrasts (/æ-ɛ/, /i-ɪ/, /z-s/) compared with the gains of the control group and not significant 
for the other four contrasts (/æ-ʌ/, /ɑ-ʌ/, /n- ŋ/, /s-θ/). The experimental group also made 
visible improvement from the pretest to the posttest for /l-n/ and /l-ɹ/, but the gains were not 
statistically evaluated due to insufficient sample sizes. 
RQ3c. Transfer to the Sentence Environment  
This section describes the findings in response to the third research question 
investigated in the study: how well did the training effect transfer? This section focuses 
specifically on the transfer of the training effect to trained words in sentences. The 
participants’ score changes were descriptively depicted through tables and graphs. Mann-
Whitney U tests were run to evaluate the statistical significance of the pre-post test score 
differences on Set-C items for the experimental group compared with the control group. For 
each phonemic contrast, a Mann-Whitney U test were conducted to examine the participants’ 
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score changes from the pretest to the posttest. The statistical significance of the score 
changes were evaluated against a significance level of .05. 
 
Figure 28. Pre-posttest mean scores on sentence-level items 
Figure 28 provides a high-level illustration of the participants’ performance on the 
pretest and posttest for each phonemic contrast. Overall, the distance between the two lines 
of the experimental group showed a wider gap for part of the phonemic contrasts than the 
control group, suggesting a greater amount of changes for the experimental group than the 
control group. 
A more detailed view of the test results is provided in Table 15 and Appendix B. 
Table 15 summarizes the means and standard deviations of pretest and posttest scores on the 
sentence items per phonemic contrast for the experimental group and the control group. The 
changes in participant performance are graphically displayed through plots of means on a 
group basis (Figures 29-37) and through parallel coordinate plots on the individual-contrast 
basis (Appendix C). The descriptive data suggests better posttest performance for the 























/æ-ɛ/ /æ-ʌ/ /ɑ-ʌ/ /i-ɪ/ /l-n/ /l-r/ /n-ŋ/ /s-θ/ /z-s/
Control Group
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Table 14 Means and Standard Deviations of Pre-Posttest Scores on Sentence Items 
Sounds 
 Number of Trainees 
per Group 
 Pretest   Posttest 
  M SD   M SD 
/æ-ɛ/ 
 
Control (n = 67)  .649 .044   .687 .037 
 Experimental (n = 88)  .534 .038   .750 .032 
/æ-ʌ/ 
 
Control (n = 23)  .652 .071   .761 .058 
 Experimental (n = 51)  .647 .048   .755 .039 
/ɑ-ʌ/ 
 
Control (n = 67)  .425 .036   .530 .038 
 Experimental (n = 127)  .287 .026   .579 .028 
/i-ɪ/ 
 
Control (n = 61)  .689 .042   .820 .035 
 Experimental (n = 92)  .723 .034   .842 .028 
/l-n/ 
 
Control (n = 2)  .250 .186   .500 .218 
 Experimental (n = 11)  .682 .079   .864 .093 
/l-ɹ/ 
 
Control (n = 9) 
 
.778 .075   .778 .075 
 Experimental (n = 4)  .500 .112   1.000 .112 
/n-ŋ/ 
 
Control (n = 60) 
 
.708 .043   .742 .037 
 Experimental (n = 113)  .704 .031   .748 .027 
/s-θ/ 
 
Control (n = 19) 
 
.711 .076   .684 .076 
 Experimental (n = 97)  .510 .034   .722 .034 
/z-s/ 
 
Control (n = 74) 
 
.689 .042   .757 .032 
 Experimental (n = 85)  .518 .039   .812 .030 
The statistical significance of the participants’ performance improvement was 
assessed with Mann-Whitney U tests, which showed that the participants’ perception transfer 
to the sentence context was significant for certain phonemic contrasts but not the others. 
Significant transfer was found with the experimental group on four phonemic contrasts: /æ-ɛ/, 
/ɑ-ʌ/, /s-θ/, and /z-s/. There was one phonemic contrast (/i-ɪ/) where the experimental group’s 
performance improved significantly from the pretest to the posttest but the improvement was 
not statistically significant compared with the score gains of the control group. No significant 
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transfer was observed with /æ-ʌ/ or /n-ŋ/. The experimental group demonstrated potential 
transfer from training on /l-n/ and /l-ɹ/, but the statistical significance of the transfer was not 
evaluated due to insufficient sample sizes. The results are presented in detail below for each 
individual phonemic contrast. 
/æ-ɛ/ bat-bet 
Figure 29 displays the average test scores on /æ-ɛ/ for the experimental group and the 
control group over time. The graph shows improvement in test scores for both groups with 
greater improvement seen for the experimental group. The experimental group started with a 
lower pretest score but achieved higher scores on average on the posttest compared with the 
control group. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 29. Pre-posttest mean scores on sentence-level items: /æ-ɛ/ 
Based on the Mann-Whitney U test results (U = 2328.000, Z = -2.362, p = .018, 2-
tailed), a significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.190. The 
medians of the pre-posttest score differences were .000 for both the experimental group and 
the control group, with mean ranks being 85.05 and 68.75 respectively. The results indicate 
that the experimental group’s performance on the /æ-ɛ/ sentences was significantly better 
than the control group, suggesting that the training had a statistically significant effect on 




Figure 30 displays the average test scores on /æ-ʌ/ for the experimental group and the 
control group over time. The graph shows similar patterns in performance changes for the 
two groups – they started at around the same level on the pretest and also achieved similar 
scores on the posttest. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 30. Pre-posttest mean scores on sentence-level items: /æ-ʌ/ 
Based on the Mann-Whitney U test results (U = 564.500, Z = -.281, p = .779, 2-
tailed), no significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.033. The 
medians of the pre-posttest score differences were .000 for both the experimental group and 
the control group, with mean ranks being 37.07 and 38.46 respectively. This indicates that 
the improvement of the experimental group from the pretest to the posttest on /æ-ʌ/ sentences 
was not sufficient to be statistically significant, suggesting that the training did not lead to 
effective perception transfer to the sentence environment for /æ-ʌ/. 
To check whether the students’ pretest and posttest performance on the sentence 
items differed significantly within each group, post-hoc paired-samples sign tests were 
conducted to compare the pretest and posttest scores for the experimental group and the 
control group respectively. The paired-samples sign test was used here because the students’ 




showed that the students’ pre-posttest score changes were not significant for either the 
experimental group (Z = -.981, p = .327) or the control group (p = .180).  
/ɑ-ʌ/ shot-shut 
Figure 31 displays the average test scores on /ɑ-ʌ/ for the experimental group and the 
control group over time. The graph shows improvement in test scores for both groups, with 
more improvement seen with the experimental group, who started with a lower level of 
pretest performance but scored higher on the posttest compared with the control group. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 31. Pre-posttest mean scores on sentence-level items: /ɑ-ʌ/ 
Based on the Mann-Whitney U test results (U = 3176.000, Z = -3.105, p = .002, 2-
tailed), a significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.223. The 
medians of the pre-posttest score differences were .500 and .000 for the experimental group 
and the control group, with mean ranks of 105.99 and 81.40 respectively. The experimental 
group’s performance on the /ɑ-ʌ/ sentence items was had a statistically significant effect on 
facilitating perception transfer at the sentence level for /ɑ-ʌ/. 
/i-ɪ/ heat-hit 
Figure 32 displays the average test scores on /i-ɪ/ for the experimental group and the 
control group over time. The graph shows similar improvement in test scores for the two 
/ɑ-ʌ/ 
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groups – they both started at around the same level on the pretest and also achieved similar 
scores on the posttest. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 32. Pre-posttest mean scores on sentence-level items: /i-ɪ/ 
Based on the Mann-Whitney U test results (U = 2764.000, Z = -.172, p = .863, 2-
tailed), no significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.014. The 
medians of the pre-posttest score differences were .000 for both the experimental group and 
the control group, with mean ranks being 76.54 and 77.69 respectively. The result suggests 
that the training did not have a statistically significant effect on facilitating transfer at the 
sentence level for /i-ɪ/. 
To investigate whether the students’ pretest and posttest performance on the sentence 
items differed significantly within each group, post-hoc paired-samples sign tests were 
conducted to compare the pretest and posttest scores for the experimental group and the 
control group respectively. The paired-samples sign test was used here because the students’ 
test scores showed neither normal nor symmetric distributions (Appendix B). Test results 
showed that the students’ pre-posttest score changes were significant for the experimental 
group (Z = -2.623, p = .009) but not the control group (Z = -2.228, p = .026). This suggests 
that there was a statistically significant improvement on the experimental group’s pre-
posttest performance on the sentence items, whereas the improvement for the control group 
/i-ɪ/ 
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was not significant; however, the experimental group’s improvement was not significantly 
different than the control group. 
/l-n/ line-nine 
Figure 33 displays the average test scores on /l-n/ for the experimental group and the 
control group over time and shows salient but similar improvement in test scores for both 
groups. Based on Table 15, the experimental group’s pre-posttest score gain was .182, with a 
pretest score of .682 and posttest score of .864; the control group’s pre-posttest score gains 
was .250, with a pretest score of .250 and a posttest score of .500. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 33. Pre-posttest mean scores on sentence-level items: /l-n/ 
As the sample sizes for the experimental group (n = 11) and control group (n = 2) 
were insufficient to support robust statistical test results, no tests were run to evaluate the 
statistical significance of the groups’ performance change. The descriptive and graphical data 
showed that the experimental group’s performance on /l-n/ sentences improved from the 
pretest to the posttest. However, it is unclear whether the experimental group’s improvement 
on /l-n/ sentences could be attributed to the training solely, since the control group’s 
performance also exhibited similar improvement from the pretest to the posttest (Figure 33). 
/l-ɹ/ late-rate 
Figure 34 displays the average test scores on /l-ɹ/ for the experimental group and the 




the pretest to the posttest, the scores for the control group demonstrated no visible changes. 
Based on Table 15, the experimental group’s pre-posttest score gain was .500, with a pretest 
score of .500 and posttest score of 1.000. On the other hand, the control group’s pretest and 
posttest scores were the same at .778 with no changes. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 34. Pre-posttest mean scores on sentence-level items: /l-ɹ/ 
As the sample sizes for the experimental group (n = 4) and the control group (n = 9) 
were insufficient to support robust statistical test results, no tests were run to evaluate the 
statistical significance of the groups’ performance change. Based on the descriptive and 
graphical data, it seems that the treatment may have promoted a larger amount of 
improvement on /l-ɹ/ sentences for the experimental group than the control group, since the 
slope of the solid line is steeper than the slope of the dashed line (Figure 34). 
/n-ŋ/ thin-thing 
Figure 35 displays the average test scores on /n-ŋ/ for the experimental group and the 
control group over time. The graph shows similar, minor improvement in test scores for the 
two groups – they both started at around the same level on the pretest and also achieved 





Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 35. Pre-posttest mean scores on sentence-level items: /n-ŋ/ 
Based on the Mann-Whitney U test results (U = 3380.000, Z = -.034, p = .973, 2-
tailed), no significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.003. The 
medians of the pre-posttest score differences were .000 for both the experimental group and 
the control group, with mean ranks being 87.09 and 86.83 respectively. The results indicate 
that the training did not facilitate transfer at the sentence level for /n-ŋ/. 
To check whether the students’ pretest and posttest performance on the sentence 
items differed significantly within each group, post-hoc paired-samples sign tests were 
conducted to compare the pretest and posttest scores for the experimental group and the 
control group respectively. The paired-samples sign test was used here because the students’ 
test scores showed neither normal nor symmetric distributions (Appendix B). Test results 
showed that the students’ pre-posttest score changes were not significant for either the 
experimental group (Z = -.625, p = .532) or the control group (Z = -.548, p = .584).  
/s-θ/ sink-think 
Figure 36 displays the average test scores on /s-θ/ for the experimental group and the 
control group over time. The graph shows salient improvement in test scores for the 




group started with a lower pretest score, the group achieved higher scores than the control 
group on the posttest. 
 
Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 36. Pre-posttest mean scores on sentence-level items: /s-θ/ 
Based on the Mann-Whitney U test results (U = 649.500, Z = -2.185, p = .029, 2-
tailed), a significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.203. The 
medians of the pre-posttest score differences were .000 for both the experimental group and 
the control group, with mean ranks being 61.30 and 44.18 respectively. These results suggest 
that the training facilitated perception transfer on /s-θ/ sentences for the experimental group 
but not for the control group. 
/z-s/ prize-price 
Figure 37 displays the average test scores on /z-s/ for the experimental group and the 
control group over time. The graph shows improvement in test scores for both groups, with 
more substantial improvement seen with the experimental group, who started with a lower 






Solid line: experimental group 
Dash line: control group 
            Pretest              Posttest           
Figure 37. Pre-posttest mean scores on sentence-level items: /z-s/ 
Based on the Mann-Whitney U test results (U = 2284.000, Z = -3.183, p = .001, 2-
tailed), a significant effect of Group was found between the experimental group and the 
control group’s pre-posttest score differences, with a small effect size of r = -.252. The 
medians of the pre-posttest score differences were .500 and .000 for the experimental group 
and the control group, with mean ranks being 90.13 and 68.36 respectively. The results 
indicate that the training had a statistically significant effect on facilitating transfer at the 
word level for /z-s/. 
Summary 
To sum up, the participants’ perception transfer to the sentence context for the nine 
phonemic contrasts was mixed. Holistically, the participants’ transfer performance was still 
rather positive. Robust, statistically significant transfer was found with the experimental 
group on four phonemic contrasts: /æ-ɛ/, /ɑ-ʌ/, /s-θ/, and /z-s/. There was one phonemic 
contrast (/i-ɪ/) where the experimental group’s performance improved significantly from the 
pretest to the posttest but the improvement was not statistically significant compared with the 
score gains of the control group. No significant transfer was observed with /æ-ʌ/ or /n-ŋ/. The 
experimental group demonstrated potential transfer from training on /l-n/ and /l-ɹ/, but the 




RQ3. Summary of Transfer Performance  
The results for RQ3 on the participants’ ability to transfer training gains to different 
phonetic contexts (i.e., new voices, new words, sentences) for each phonemic contrast are 
summarized in Table 16. The results are color coded to visually highlight where significant 
improvement/transfer has occurred (blue: significant/visible improvement certainly attributed 
to training; turquoise: significant/visible improvement uncertainly attributed to training; 
yellow: no significant transfer) 








To new words To sentences 
/æ-ɛ/ bat-bet final Sig. transfer Sig. transfer Sig. transfer 
/æ-ʌ/ bat-but final Sig. transfer Sig. transfer No sig. transfer 
/ɑ-ʌ/ shot-shut middle Sig. transfer Sig. transfer Sig. transfer 
/i-ɪ/ heat-hit final Sig. transfer Sig. transfer Sig. transfer 
/l-n/ line-nine middle Visible transfer Visible transfer Visible transfer 
/l-ɹ/ late-rate middle Visible transfer Visible transfer Visible transfer 
/n-ŋ/ thin-thing final No sig. transfer Sig. transfer No sig. transfer 
/s-θ/ sink-think final Sig. transfer Sig. transfer Sig. transfer 
/z-s/ prize-price middle Sig. transfer Sig. transfer Sig. transfer 
Holistically, the participants’ perception transfer performance was positive at all three 
levels. It is difficult to determine at which level perception transfer occurred more 
consistently. Word position in a sentence did not show a consistent impact on the learners’ 
performance on transfer. Significant transfer was seen on sentences with minimal pairs in 
final position (/æ-ɛ/, /s-θ/) and in the middle (/ɑ-ʌ/, /z-s/), although a significant lack of 
transfer was seen only on sentences with minimal pairs at the final position (/æ-ʌ/, /n-ŋ/).  
The vowels /æ-ɛ/ and consonants /z-s/ demonstrated consistent, significant transfer to 
all untrained contexts: new voices, new words, and sentences, but there is no clear pattern as 
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to which sound category (vowels vs. consonants) better facilitated transfer. It is intriguing 
how the participants improved significantly on /æ-ɛ/ for all three levels of transfer when the 
participants’ performance on the /æ-ɛ/ word pairs did not improve through training and 
actually worsened over time. 
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CHAPTER 5.  DISCUSSION AND CONCLUSION  
This study provided perception training on nine phonemic contrasts to a group of 
Chinese-speaking English learners using an upgraded version of an original, self-contained 
HVPT system (Qian, Chukharev-Hudilainen, & Levis, 2018) that was built to deliver 
practice customized for individual learners. Analyses of pre- and post-training data showed 
the efficacy of the proposed training model in enhancing the participants’ perception of a 
wide range of consonant and vowel contrasts that were challenging for the learners. Training 
gains were maintained for a majority of the phonemic contrasts about four weeks after the 
training had stopped. The learners demonstrated transfer of perception improvement from 
training to words spoken with new voices, untrained words, and sentences, although the 
learners’ transfer performance was not consistent across all phonemic contrasts. In addition, 
the adaptive learning algorithm of the training system proved to be effective at targeting 
practice on the contrasts and practically meaningful in adjusting training content and 
intensity based on variations in errors and learning.   
Three research questions were investigated in the study: 1) What English phonemic 
contrasts were generally problematic to the native Chinese participants in the study; 2) How 
effective was the training design in helping learners improve and retain their perception of 
trained phonemes; and 3) How well did the training effect transfer to untrained voices, 
untrained words, and trained words in sentences?  
In terms of the first research question, it was found that /ɑ-ʌ/ and /n-ŋ/ were the most 
easily confused sound contrasts in general with a diagnostic fail rate of over 65%. Following 
these two contrasts were /z-s/, /æ-ɛ/, and /i-ɪ/ with a diagnostic fail rate of over 55%. 
Conflations of /s-θ/ and /æ-ʌ/ were also fairly common with a diagnostic fail rate of 43.6% 
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and 27.8% respectively. The alveolar contrast /l-n/ and the liquid contrast /l-ɹ/ seemed less 
likely to cause problems to the participants in the study. The findings provide empirical 
evidence that most of the phonemic contrasts documented in the literature (Swan & Smith, 
2002) as difficult to Chinese-L1 were truly difficult for these learners, adding support to the 
belief that pronunciation errors are usually L1-specific (Flege, Bohn, & Jang, 1997; Munro, 
Derwing & Thomson, 2015). The findings also showed that learners in any dialect area were 
not guaranteed to have the same difficulties. Although all nine phonemic contrasts selected 
into the study were shown as difficult to at least 5% of the participants, the likelihood of 
them being perceptually confused by these sounds varied greatly and the variations 
demonstrated regional patterns.  
There is evidence demonstrating that dialects influence phonetic error patterns. When 
the participants’ performance was compared across regions, the most commonly confused 
sound contrasts differed for each region. While /ɑ-ʌ/ and /s-θ/ seemed to be generally 
confusing to students in Harbin (Mandarin speakers) and Soochow (the Wu dialect speakers), 
they were less serious for students in Guangzhou (Cantonese speakers), to whom the most 
perplexing sounds were consonants /z-s/. Students in Harbin had trouble with /i-ɪ/ more often, 
whereas students in Soochow demonstrated more trouble with /n-ŋ/. These findings attest to 
preceding research (Munro, Derwing, & Thomson, 2015; Richards, 2012) showing that 
treating learners of the same L1 as a homogenous group may be pedagogically flawed since 
pronunciation errors are also dialect-specific. This adds to the point that effective phonetic 
training materials should not be developed and delivered in a one-size-fits-all fashion. The 
ability to treat each learner differently and offer tailor-made training is necessary. 
121 
The existence of L1 dialectal influence on L2 phonetic problems is also seen from the 
finding that very few participants in the study exhibited problems with /l-n/ and /l-ɹ/. Based 
on the literature (Richards, 2012) and my limited/personal experience, trouble with the /l-n/ 
distinction tends to be more problematic to learners growing up speaking one of the central 
China dialects (possibly in provinces such as Hubei, Hunan, Sichuan, and Henan), and /l-ɹ/ 
difficulties are more likely to be an issue in provinces such as Fujian and Jiangxi. It should be 
noted here that, although the participants in the study were geographically categorized into 
only three regions, not all of the students in an institution spoke its local dialect, so none of 
the institutions had a fail rate of zero percent on /l-n/ or /l-ɹ/. Another potential factor 
affecting the participants’ phonetic problems may be that along with the increasing 
popularization of Mandarin across China, a growing number of millennials were taught to 
speak Mandarin at a young age. As a result, English phonemes that are distinguished in 
Mandarin such as /l-n/ and /l-ɹ/ may have possibly become less of an issue than when Swan 
and Smith (2002) was published. 
In terms of the second research question regarding training effect and retention, the 
experimental results were quite positive, although retention seemed to be relatively harder to 
achieve than immediate training gains. For the seven phonemic contrasts with sufficient data 
to run statistical tests, statistically significant post-training improvement was seen with six 
contrasts (all except for /æ-ɛ/). The two phonemic contrasts where no statistical tests were 
conducted also demonstrated visible improvement through training based on the descriptive 
data. The improvement was retained overall after the training had stopped except for /æ-ʌ/, 
/i-ɪ/, and /s-θ/, where learners’ performance relapsed to the pre-training level. Overall, the 
retention results were quite positive, especially considering that the participants were from an 
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EFL context, where exposure to English phonetic input was unlikely to be available on a 
continual basis. Potentially, retaining performance for vowels was more difficult than for 
consonants, since four out of the five the consonant contrasts showed visible or significant 
retention (delayed posttest vs. pretest), whereas only one out of the four vowel contrasts 
showed significant retention (delayed posttest vs. pretest). Continued growth in performance 
beyond training completion was rare. Signs of potential for continued improvement were 
only seen for /l-n/ and /l-ɹ/. For the other sound contrasts, the learners’ delayed posttest 
performance was either less than or similar to the immediate posttest performance. This 
suggests that sustained phonetic acquisition may be a result of different amounts of input and 
sustained practice. 
Pertaining to the third research question regarding transfer of perception gains to 
untrained linguistic contexts, learner performance was mixed but still positive in general. For 
most of the phonemic contrasts, the participants were able to transfer learning at all three 
levels of untrained contexts investigated in the study (untrained voices, untrained words, and 
the untrained sentence context), although their transfer showed great variations for different 
phonemic contrasts at different levels. As the control group’s pre-posttest gains on the 
transfer test items also showed significant improvement on part of the phonemic contrasts, it 
is hard to attribute the positive transfer solely to training for these phonemic contrasts. 
However, it should be noted that the control group had also received training of the same 
design for the duration of the study. Although their training was focused on a group of 
different phonemic contrasts, the training they received may have played a role in facilitating 
their perception learning of phonemic contrasts in general. The impact of this on the findings 
here is discussed later in this chapter. It is uncertain whether talker variations were aurally 
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easier to adapt to than phonetic variations exerted by new linguistic contexts, since there was 
no consistency as to whether transfer was more effectively attained at the voice level 
compared with the other two levels. Nonetheless, the findings add to the evidence that 
phonetic realizations of a sound differ from one voice to another and in different linguistic 
environments (Pisoni & Lively, 1995) and provide support for the potential of using synthetic 
speech for phonetic training. 
No distinct patterns could be identified in this study regarding whether onsets and 
codas played a role in facilitating learning and transfer. A rough analysis of the types of coda 
consonants (voiced or voiceless) of the lexical stimuli used for training did not show any 
clear connection of voiced/voiceless coda to learner performance, as the words used in 
training (eight words for each phonemic contrast) had a combination of both voiced and 
voiceless coda (/æ-ɛ/: six voiced, two voiceless; /æ-ʌ/: four voiced, four voiceless; /l-n/: four 
voiced, four voiceless; /l-ɹ/: six voiced, two voiceless; /i-ɪ/: two voiced, six voiceless; /s-z/: 
four voiced, four voiceless; /ɑ-ʌ/: two voiced, six voiceless; /n-ŋ/: eight voiced; /s-θ/: two 
voiced, six voiceless). The four untrained words used for testing only had mostly voiceless 
codas. Except for /æ-ɛ/ (two voiced, two voiceless), /s-z/ (two voiced, two voiceless), /ɑ-ʌ/ 
(two voiced, two voiceless), and /n-ŋ/ (four voiced), there were only voiceless codas used for 
the other phonemic contrasts. Nonetheless, this did not seem to have made transfer at the 
word level easier or more difficult compared with the transfer performance at the other two 
levels. It is also unclear whether isolated words or sentences elicited better transfer or 
whether word position an effect on sentence-level transfer. 
The different levels of transfer that the learners had achieved through the study for 
different phonemic contrasts indicates that phonetic contexts impact phonetic acquisition. 
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The current study cannot offer insights into the causes of the impact, but it does show that 
embedding the same sound in different phonetic components can lead to a unique learning 
experience. This reinforces the widely accepted belief that L2 segmental acquisition can be 
highly sensitive to the linguistic context of a segment (Flege 1995; Jamieson & Morosan, 
1986; Munro, Derwing, & Thomson, 2015; Thomson, 2011, 2012) as the acoustic 
characteristics of a phoneme can be affected by its surrounding phonetic and lexical 
environments (Munro & Derwing, 2008; Pisoni & Lively, 1995; Walley & Flege, 1999). For 
example, Thomson (2011, 2012) found that L2 learners’ speech intelligibility of /e/, /ɛ/ and 
/æ/ in /b,pV/ contexts were significantly higher than in /z,sV/ contexts. The results also 
confirm preceding research findings that connected speech contexts impact perception. 
Hirata (2004) trained a group of native English speakers learning Japanese on minimal pairs 
contrasting in pitch and duration at the word, phrase, and sentence levels and found that the 
learners made more significant improvement in the word-in-sentence context than the word-
in-isolation context, suggesting that pronunciation learning was processed differently for the 
two levels. Several other studies by Hirata (1990a, 1990b, and 1999) have also shown that 
the sentence context affects perception and production differently from words in isolation. 
The findings in this study add to the preceding research and indicate that it is necessary to 
make L2 perception training materials rich and varied. That learner performance on isolated 
words does not necessarily match their sentence-level performance indicates that it is 
important to measure pronunciation performance in the more complex linguistic contexts in 
addition to the isolated word context, since the goal of pronunciation training is to prepare 
learners for real-life tasks that demand fluency and comprehension of utterances and 
discourse. 
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Possibly, the effect of lexicon on phonological acquisition observed in the study 
could be accounted for by three interrelated linguistic theories that predict language 
acquisition behavior: the exemplar theory (Bybee, 2000), the analogical modeling theory 
(Skousen, 1989), and the TRACE model of auditory word recognition within the 
connectionist framework (Joanisse & McClelland, 2015). According to these theories, the 
categorization of novel linguistic stimuli occurs through comparisons of the stimuli with 
items already stored in memory (as exemplars). While the first two theories relate to 
language learning in general, the TRACE model was proposed specifically for the decoding 
of speech input and is characterized by its dynamic and interactive nature in auditory 
language processing. The dynamism of the model posits that the acoustic input of a word is 
disassembled in a time-varying manner into units that are subsequently interpreted in parallel 
(as opposed to serially; see Joanisse & McClelland, 2015). The interactivity of the model 
suggests that linguistic input is processed from dual directions, “bottom-up” and “top-down” 
(Joanisse & McClelland, 2015), between words and phonemes. With the top-down dimension, 
the spoken input of a word can be stored as an entity or several major sub-entities rather than 
independent units at the level of phoneme. Specific to the participants’ experience in the 
study, the lack of statistically significant transfer of perception gains to several untrained 
linguistic contexts may be a result of the top-down effects in auditory input processing, 
where the trainees’ accumulation of perception representations of trained words occurred 
mostly at the lexical or sub-lexical level with unsegmented speech stream. Such knowledge, 
after being stored in the memory, became what the participants would later refer to upon 
receiving auditory input of untrained words. However, because the new stimuli were 
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environmentally and lexically different from the stored exemplars, the learners would have 
encountered difficulties recognizing the new items. 
The findings that statistically significant transfer did not occur for all phonemic 
contrasts may also be a sign that the training triggered only item learning but not system 
learning for some contrasts, which are two stages involved in language learning. This two-
stage distinction was initially made by Cruttenden (1981) to explain the developmental 
process of L1 learning and then extended to foreign language learning (Ellis, 1999; Ringbom, 
1983). According to Cruttenden (1981), item learning, a prerequisite for system learning, 
“involves a form which is uniquely bonded with some other form or with a unique referent, 
whereas system-learning involves the possibility of the commutation of forms or referents 
while some (other) form is held constant” (p. 79). This is to say, most learners first learn 
items (e.g., words) as single entities by imitation and memory; only later can they begin to 
realize that the items are in fact composed of discrete units which can be independently used 
with other units and form new items. Once learners build the capacity to decode the language 
system, they are able to recognize (and produce, depending on what skills are learned) a 
linguistic unit despite potential apparent changes to its surrounding. In this study, the 
participants failed to consistently identify trained phonemic distinctions embedded in new 
phonetic environments, meaning that the participants did not yet exhibit the cognitive 
capability to recognize the contrasts in changed linguistic contexts and the trainees’ 
discernment of phonemic contrasts may have been acquired at the item level only.  
One change that perhaps could have been implemented to the training model in order 
to facilitate the transition to the second stage of learning is to intensify the training and enrich 
the training stimuli. Continual exposure to and accumulation of a target item used in different 
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situations, as implied by Cruttenden (1981), is a catalyst for the transition to occur. Along 
these lines, the current adaptive learning algorithm could be optimized in the future to 
augment the quantity and variability of training input. As it was developed primarily for 
research purposes, the current algorithm lets learners out of training the first time they 
successfully reach the 85% accuracy threshold. To create better opportunities for students to 
review learning and for learning to stabilize and transform into acquisition, an enhancement 
can be implemented so the algorithm iterates through follow-up sessions even after learners 
successfully pass training the first time. The widely recognized spaced repetition technique is 
potentially a valuable guide for designing such training reiterations. This technique was 
originally introduced in cognitive psychology by Ebbinghaus (1885) and has been found to 
be beneficial to language learning as well (Atkinson, 1972; Bloom & Shuell, 1981; Cepeda, 
Pashler, Vul, Wixted & Rohrer, 2006; Chukharev-Hudilainen & Klepikova, 2016). Based on 
this theory, learning retention declines with time, but the retention can be effectively 
strengthened if learning is reviewed at regular intervals.  
All findings considered, the study offers strong support for the practical value of the 
adaptive training model proposed in this study. In addition to its training effectiveness, the 
ability of the system to tailor training content and intensity to real-time learning was utilized 
to the advantage of the learners, since learner errors and the amount of practice they needed 
to pass training demonstrated great inter-subject variations and variations across phonemic 
contrasts. In alignment with the findings by Qian, Chukharev-Hudilainen, and Levis (2018), 
this study also indicated that the acquisition of phonemic contrasts is in essence a process 
that is unique to individual learners and phonemic contrasts, since there were great variations 
seen in both studies among learner errors and the amount of training required for the learners 
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to pass training (Table 17). In general, Table 17 shows that for the more commonly conflated 
sound pairs (such as /ɑ-ʌ/ and /n-ŋ/), the participants needed to go through a larger amount of 
training before they could successfully exit training, and for less easily conflated sound pairs 
such as /l-n/ and /l-ɹ/, it took relatively less training for students to test out of training. 
However, not every sound pair followed this pattern: /æ-ɛ/ was the biggest outlier, since the 
participants on average went through the largest quantity of training (185 training items) but 
made the least score gain on this pair (-.019). In contrast, certain sounds seemed to be easier 
to learn. For example, on average it took fewer than 60 items for the participants to 
successfully complete training and make good progress on /s-θ/, /z-s/, and /æ-ʌ/. 
Table 16. Training Quantity vs. Training Gains for the Experimental Group 
 
Diagnostic Fail 







Avg. Pre-Post Gain  
(Trainees Hitting Cap) 
/ɑ-ʌ/ 84.7% 177 (SD = 74.69) .290 (SD = .28) 48.8% (62/127) .290 (SD = .330) 
/n-ŋ/ 75.3% 157 (SD = 85.25) .232 (SD = .32) 39.8% (45/113) .144 (SD = .304) 
/s-θ/ 64.7% 50 (SD = 61.88) .242 (SD = .32) 6.2% (6/97) -.040 (SD = .485) 
/i-ɪ/ 61.3% 102 (SD = 70.91) .182 (SD = .28) 13.0% (12/92) .104 (SD = .129) 
/æ-ɛ/ 58.7% 185 (SD = 69.85) -.019 (SD = .28) 52.3% (46/88) -.050 (SD = .328) 
/z-s/ 56.0% 58 (SD = 53.5) .273 (SD = .32) 3.5% (3/85) .250 (SD = .433) 
/æ-ʌ/ 34.0% 39 (SD = 28.36) .226 (SD = .31) 0.0% (0/51)       N/A 
/l-n/ 7.3% 45 (SD = 65.90) .182 (SD = .25) 9.1% (1/11) .000  (SD = .000) 
/l-ɹ/ 2.7% 28 (SD = 15.32) .125 (SD = .25) 0.0% (0/4)       N/A 
 
A Pearson training-gain correlation was run to determine the relationship between the 
amount of training completed and the amount of gains achieved from training. There was 
little correlation between the two factors (r = -.224, n = 9, p = .562). Table 17 also lists the 
average training gains of the students who exited training passively after having completed 
the largest possible number of exercises allowed by the system (i.e., 15 training batches; for 
design details refer to Section 3.1.4). Overall, the students who exited training passively 
(rightmost column in the table) made fewer gains than the students who exited training 
actively after reaching 85% accuracy (fourth column in the table). This suggests that time on 
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training could not predict training gains and the right amount of training for a learner would 
be the amount of training needed to improve. 
These results also show that the acquisition trajectory of each individual sound 
contrast for individual learners is very likely different. While distinguishing certain sounds 
may not require extensive practice, others need much more training, although more training 
does not necessarily lead to more progress. For example, although /æ-ɛ/ apparently was not 
the most confused sound pair, students having issues with the sound pair really struggled to 
improve despite a high amount of training. On the other hand, the learning of the same 
phonemic contrast seemed to be a different process for different learners. Table 17 shows 
wide standard deviations for ‘Average Trained Items’ and ‘Average Pre-Post Gain’. The 
amount of training required to gain the same amount of progress varied greatly by individual 
learners and so did the amount of gains arising from the same amount of training. This highly 
individualized nature of phonetic acquisition supports the adaptive training design in the 
current research. 
An intriguing finding in the study was the worsened performance on /æ-ɛ/ over time. 
A possibility could be that the learning of this sound pair was interfered with by the training 
on the other sound pairs involving the same sounds such as /æ-ʌ/. But more likely, the test 
results could be an indicator that the students’ phonetic perception patterns for this phonemic 
contrast were destabilized through training but the learners did not reach the level of 
stabilized learning. This phenomenon can be potentially explained by the U-shaped learning 
theory (Figure 38, Gass & Selinker, 2008), which postulates that deteriorating performance 
may be a natural stage of learning that precedes stabilized acquisition. In this study, the 
learners performed significantly better through training on the /æ-ɛ/ transfer test items but 
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their performance on the trained items declined substantially. This may be a sign that the 
learners encountered the bottom of the U shape where learning was not stable but still 
ongoing. In addition, the finding of /æ-ɛ/ and /ɑ-ʌ/ being identified as the top two most 
difficult vowel contrasts in this study (measured by training quantity) agrees with previous 
research findings by Jia et al. (2006) who assessed the discriminability of six English vowel 
contrasts to Chinese-L1 speakers and reported /æ-ɛ/ and /ɑ-ʌ/ as the most difficult for the 
learners to perceive. 
 
Figure 38. Schema of U-shaped behavior (Gass & Selinker, 2008, p. 237) 
The difficulty of /æ-ɛ/ for the Chinese-L1 learners in this study can be potentially 
interpreted with reference to Flege’s (1995) Speech Learning Model. The Speech Learning 
Model is an influential theory in L2 pronunciation research that is commonly used to predict 
the success of L2 learners in perceiving nonnative phonemes. According to the theory, adult 
learners tend to perceive non-native segmentals based on phonological categories formed 
during the process of L1 acquisition. Thus, the articulatory and perception (dis)similarities of 
a nonnative phoneme to sounds in the L1 phonemic system impact the discriminatory 
difficulty of the nonnative phonemic contrast. Specifically, L2 sounds that have identical 
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counterparts in the L1 phonemic system are usually quite readily acquirable. Saliently 
deviant L2 sounds require learners to establish new L2 phonological categories and entail 
some learning efforts that vary depending on phonemes and learners. Non-identical but 
similar L2 sounds impose the greatest challenge because the cross-language sound 
similarities may lead learners to miscategorize L2 sounds. Thomson, Nearey, and Derwing 
(2009) statistically measured the similarities of the Mandarin and English vowel categories 
and concluded that /i/, /e/, /ɑ/, /o/, /ʊ/ would be relatively easy for Mandarin speakers while 
/ɪ/, /ɛ/, /æ/, /ʌ/, /u/ would be harder. The /æ-ɛ/ contrast with both phonemes falling in the 
difficult category appeared to the most difficult to the learners in this study since the learners 
had received the most training on this phonemic contrast but made the least progress (Table 
17). The vowel contrasts /ɑ-ʌ/ and /i-ɪ/, for which the average training items were above 100, 
also had at least one phoneme in the difficult category – the same can be said about /n-ŋ/, 
which contains the /ŋ/ sound that resembles but is not equivalent to the /n/ sound in Mandarin. 
On the other hand, the phonemic contrasts (/z-s/, /l-n/, /l-ɹ/) composed of sounds that already 
exist in Mandarin were relatively easy for the learners in the study since their average 
training items for these sound pairs were fairly modest (all below 60). 
It is also intriguing that the students in the control group achieved similar of score 
gains as the experimental group on /æ-ʌ/ and /s-θ/ without going through explicit training. 
The control group’s posttest performance also showed a significant improvement on the 
transfer test items for /æ-ʌ/, /s-θ/, and /ɑ-ʌ/ at the word level and /i-ɪ/ at the sentence level. 
Potentially, the high-variability input training that the control group had received, albeit on a 
different set of phonemic contrasts, had a spillover effect on the students’ overall perception 
learning and sharpened their aural sensitiveness to untrained phonemic contrasts. Figure 39 
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illustrates the control group’s pre-posttest performance change for each of the nine phonemic 
contrasts on their trained items (Set A), revealing consistent and visible pre-posttest score 
improvement for all the phonemic contrasts except for /f-v/. This suggests that the training 
for the control group was also effective, which in a sense also shows that the experimental 
group’s significant improvement over the control group on the other phonemic contrasts at 
the different levels was very likely a result of training. 
 
Figure 39. Control group’s pre-posttest scores 
A question remains. Why were /æ-ʌ/ and /s-θ/ (among the many phonemic contrasts) 
where the control group achieved a significant amount of improvement? Revisiting Table 10 
and Figure 6 in Chapter 4 shows that, of all the seven phonemic contrasts where a statistical 
test was run, /æ-ʌ/ and /s-θ/ were among the least commonly confused phonemic contrasts in 
general. They were also the least confused to the control group (Guangzhou) with a 
diagnostic fail rate of 19.8% for /æ-ʌ/ and 16.4% for /s-θ/. The average training items (see 
Table 17 in this chapter) that the experimental group went through before graduating from 
training were also fairly small – 39 for /æ-ʌ/ and 50 for /s-θ/. This confirmed that these two 
phonemic contrasts were relatively easy compared with the other phonemic contrasts, for 
which the training items were all over 50 and mostly above 100. It may be coincidental that 





/d-ð/ /ð-z/ /ʊ-u/ /v-w/ /ɑ-aʊ/ /b-p/ /ɛɪ-ɛ/ /f-v/ /t-θ/ 
Control Group Pretest Posttest
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contrasts, but it could be that with high-variability input designed to specifically sharpen 
aural sensitiveness to contrasting phonemes, learners in the study may have picked up the 
ability to self correct phonemic problems that were relatively easy to them without receiving 
direct training. This phenomenon may add to the existing research evidence suggesting that 
some L2 phonemes may be acquired without formal training. For instance, Munro and 
Derwing (2008) observed that certain Mandarin and Slavic speakers were able to learn 
certain L2 segmentals during their initial months of stay in the target language country 
without explicit teacher intervention (such as /ɪ/, /ʊ/, and /ʌ/). Munro, Derwing, and Thomson 
(2015) further noted that some segmental problems self-corrected over time by at least some 
learners without formal pedagogical training. 
Taken together, the findings in the study provide solid evidence that the current 
research intervention was helpful to the participants. This was true especially when learners’ 
time commitment and achievement are analyzed. The experimental group’s entire time 
investment in the study, including time commitment to tests, was only 143 minutes on 
average (SD = 106). But this amount of training led to statistically significant perception 
gains for most phonemic contrasts that the learners initially had problems with. It also was 
evident in the retention of learning. In this sense, the training efforts were commensurate 
with learner achievement and the training can be evaluated as fruitful. The value of the 
phonetic training in the study can also be seen in how it exposed learners to varied phonetic 
input. Many research studies have noted that advancement in perception skills is a must for 
development in production abilities (e.g., Bongaerts et al., 1997; Lambacher et al., 2005) and 
improvement in production is often a natural result from perception training of segments (e.g., 
Bradlow et al., 1999; Lambacher et al., 2005; Lopez-Soto & Kewley-Port, 2009). Now with 
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some of the improvements in perception, the trainees may also develop the ability to 
correctly articulate the sounds they had problems with. Moreover, their raised awareness of 
the trained phonemic distinctions may also motivate their continued attention to the words 
containing these sounds, leading to potential additional future gains. From this perspective, it 
is possible that the training effect would not be confined to the increased ability to perceive 
the stimuli examined in the study but would last after the training ended and accumulate over 
time. This said, the scope of the study could be extended by further research that examines 
whether adaptive training models like the one in this study promote transfer of perception 
gains to production. 
The current research also shows that materials with even modest numbers of high-
variability elements (i.e., synthetic voices of two genders) promote perception improvement. 
The potential for TTS technology to be profitably used in developing high-variability 
pronunciation training materials is also worth exploiting since TTS is more cost-effective 
compared with human recordings and allows for more efficient manipulation of variables 
such as speech rate and voice model in order to yield a large quantity and variety of speech 
output (Delmonte, 2008; Handley, 2009; Sha, 2010). 
The training model in the current study sets a good example for incorporating 
adaptability in the design and delivery of pronunciation training materials. The many 
variations among segmental errors and training quantity for individual learners, as shown in 
this study, attest to the strong necessity and value of adaptive pedagogical systems that 
incorporate learner diagnostics and adapt to real-time performance. The availability of 
flexible access to the training materials and immediate feedback made the training a highly 
self-paced, self-engaged, self-autonomous experience. 
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On the other hand, the current implementation of the training model was controlled in 
several aspects to limit the scope of the research. As an enhancement, future design can be 
developed to expand the functions of the current system. For instance, sentence items (and 
potentially linguistic input of even higher complexity) could be included not just for testing 
but also for training, although materials development will be difficult in this area given that 
minimal pairs and sentences built from authentic high-frequency words are necessarily 
limited. In addition, the future system can be developed to include a wider selection of 
phonemic contrasts and perhaps even include contrasts of relatively low functional load 
levels. Although low functional load segmentals do not impede intelligibility as much as the 
ones investigated in the study, low functional load sounds can be just as hard to acquire, and 
giving learners the option to practice all sounds that they struggle with may help increase 
learner engagement. Also, the data collection procedures of the current study can be 
improved in future research to randomize the selections of students in each participant group. 
The institution-based group assignment in this study allowed for efficient coordination with 
institutions and data collection management, but the tradeoff was a non-randomized group 
assignment that did not control for inter-subject variations such as age, gender, dialectal 
background, and L2 proficiency. Ideally, this can be addressed in future research to realize 
better randomization. Another limitation of the study is the low reliability of the items of the 
pretest with regards to certain sound contrasts such as /æ-ɛ/, /ɑ-ʌ/, and /z-s/. While 
incorporating multiple random factors (voice, exercise design, phonetic context) into the 
automatically generated test afforded useful insights pertaining to perception transfer, these 
factors may have resulted in low correlations among test items. Finally, as discussed earlier, 
the training intensity of the system needs to be strengthened. In the current study, a cap limit 
136 
of 16-batches was arbitrarily exerted on the training quantity for a phonemic contrast to 
improve the opportunity for complete data collection within a limited timeframe. As a side 
product, a proportion of trainees in the study never had the chance to reach 85% accuracy 
before training was passively terminated (Table 17), and these students on average made 
fewer gains than the students who graduated from training with 85% or higher accuracy. This 
suggests that sufficient training is necessary for learning, which is in accord with many L2 
research theories. For example, situated within the theoretical framework of episodic versus 
abstract representations of phonology (episodic representations are tied to discreet memory 
traces specific to a linguistic context, whereas abstract representations are context-free and 
more likely to induce phonological acquisition and transfer), Pierrehumbert (2016) stated, 
“the simplest mechanism to achieve transfer in these articles is through the cumulative force 
of examples that are similar to each other in a high-dimensional experiential space” (p. 10). 
This viewpoint aligns well with the item-versus-system learning theory described above 
(Cruttenden, 1981) which suggests that intake of constant, intensified, and enriched speech 
input is important to trigger the transition from item learning to system learning. 
The current research can also be extended in several dimensions. First, the potential 
spillover effects (learning in untrained areas) of the training model were not measured but are 
worthy of exploration. For instance, whether adaptive training with varied voice models can 
lead to production of trained phonemes in words and sentences will make an important 
research endeavor, since communicative competence is the ultimate goal for most language 
pedagogical interventions where productive skills are generally integral to communications. 
The link between perception and productive acquisition (Bradlow et al., 1997; Lambacher et 
al., 2005; Sakai & Moorman, 2018; Thomson, 2011) also provides a foundation for this line 
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of research. Another potential area for investigation could be response latency as a dependent 
variable on training, since the speed of response can be as crucial as response accuracy in 
real-life listening and speaking tasks. Additionally, in light of the preceding research that 
phonetic context impacts phonetic acquisition, future research might look into possibilities of 
implementing the current training model by controlling for phonetic contexts. Phonetic 
contexts were not controlled for in this study due to challenges in developing materials that 
met intelligibility-driven goals and were practically helpful. Previous research has been seen 
to study the interactions between phonetic contexts and phonemes with carefully manipulated 
stimuli that were not full words (such as one-syllable consonant + vowel tokens used in 
Thomson, 2011, 2012). Theoretically, research materials could also be developed with 
unauthentic non-words, but the practical meaningfulness of such endeavors may be 
controversial. Finally, user experience as a key component to evaluating CAPT programs 
was not examined in this study. User feedback is valuable in that it can further inform the 
potentials and limitations of the current system and shed light on areas needing further 
improvement. 
As a conclusion, the innovative training system introduced in the study, which is 
learner-oriented, flexible, efficient, varied in its input supply, and built to bridge research and 
practice, put forth a robust perception training model for replication in language teaching 
classrooms and research settings. The ability of the system to allow individualization of 
contrasts that impair intelligibility and improve learner efficiency has practical implications – 
for the many language teaching centers where limited in-class time is available for 
pronunciation instruction, the training system can be a substitute instructor for students who 
struggle with the identification of vowels and consonant contrasts. The development of the 
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unique capacities of the system, as an example of successful integration of technology into 
pronunciation teaching, shows that pedagogy can be effectively enhanced when combined 
with a computational edge. Even rudimentary computational skills such as the ones 
demonstrated in this study have the potential to create principled and flexible learning 
platforms. A future enhancement for the system would be to amplify the quantity of exercise 
and variability of speech stimuli in the training curriculum to boost learning opportunities 
that facilitate consistent transfer. 
139 
REFERENCES 
Abercrombie, D. (1949). Teaching pronunciation. ELT Journal, 3(5), 113-122. 
Anderson-Hsieh, J., Johnson, R., & Koehler, K. (1992). The relationship between native 
speaker judgments of nonnative pronunciation and deviance in segmentals, prosody, 
and syllable structure. Language Learning, 42(4), 529-555. 
Anderson-Hsieh, J., & Koehler, K. (1988). The effect of foreign accent and speaking rate on 
native speaker comprehension. Language Learning, 38, 561-613. 
Atkinson, R. C. (1972). Optimizing the learning of a second-language vocabulary. Journal of 
Experimental Psychology, 96(1), 124-129. 
Baker, W., & Trofimovich, P. (2001). Does perception precede production? Evidence from 
Korean-English bilinguals. The LACUS forum, 27, 273-284. 
Banafa, F.H. (2008). Effects of IT on Pronunciation. LaVergne, TN: Lightning Source Inc. 
Bahanshal, D. A. (2013). The effect of large classes on English teaching and learning in 
Saudi secondary schools. English Language Teaching, 6(11), 49-59. 
Benson, P. (2011). Teaching and Researching Autonomy (2
nd
 Ed.). Harlow: Pearson 
Education Limited. 
Best, C. & Tyler, M. D. (2007). Nonnative and second-language speech perception: 
Commonalities and complementarities. In O.-S. Bohn & M. Munro (Eds.), Language 
experience in second language speech learning: In honor of James Emil Flege (pp. 
13–34). Amsterdam: John Benjamins.  
Bent, T., Bradlow, A. R., & Smith, B. L. (2007). Segmental errors in different word positions 
and their effects on intelligibility of non-native speech. Language experience in 
second language speech learning: In honor of James Emil Flege, 331-347. 
Birdsong, D. (1992). Ultimate attainment in second language acquisition. Language, 68(4), 
706–755.  
Birdsong, D. (2006). Age and second language acquisition and processing: A selective 
overview. Language Learning, 56(s1), 9–49.  
Bloom, K. C., & Shuell, T. J. (1981). Effects of massed and distributed practice on the 
learning and retention of second-language vocabulary. The Journal of Educational 
Research, 74(4), 245-248. 
Bohn, O. S., & Flege, J. E. (1990). Interlingual identification and the role of foreign language 
experience in L2 vowel perception. Applied Psycholinguistics, 11(03), 303-328. 
140 
Bongaerts, T., van Summeren, C., Planken, B., & Schils, E. (1997). Age and ultimate 
attainment in the pronunciation of a foreign language. Studies in Second Language 
Acquisition, 19, 447–465. 
Bradlow, A. R. (2008). Training non-native language sound patterns: Lessons from training 
Japanese adults on the English /ɹ / – /l/ contrast. In J. G. Hansen Edwards & M. L. 
Zampini (Ed.), Phonology in Second Language Acquisition, 287–308. Amsterdam: 
John Benjamins. 
Bradlow, A. R., Akahane-Yamada, R., Pisoni, D. B., & Tohkura, Y. (1999). Training 
Japanese listeners to identify English /r/ and /l/: Long-term retention of learning in 
perception and production. Perception and Psychophysics, 61(5), 977–985. 
Bradlow, A. R., Pisoni, D. B., Akahane-Yamada, R., & Tohkura, Y. I. (1997). Training 
Japanese listeners to identify English /r/ and /l/: IV. Some effects of perceptual 
learning on speech production. The Journal of the Acoustical Society of 
America, 101(4), 2299-2310. 
Breitkreutz, J., Derwing, T. M., & Rossiter, M. J. (2001). Pronunciation teaching practices in 
Canada. TESL Canada Journal, 19, 51-61. 
Brown, A. (1988). Functional load and the teaching of pronunciation. TESOL 
Quarterly, 22(4), 593-606. 
Brown, G., & Yule, G. (1983). Teaching the spoken language. Cambridge: Cambridge 
University Press. 
Burgess, J., & Spencer, S. (2000). Phonology and pronunciation in integrated language 
teaching and teacher education. System, 28(2), 191–215. 
Bybee, J. (2000). Lexicalization of sound change and alternating environments. In M. Broe & 
J. Pierrehumbert (Eds.), Papers in laboratory phonology (vol. 5): Acquisition and the 
lexicon (pp. 250–268). New York, NY: Cambridge University Press. 
Carlet, A., & Cebrian, J. (2014). Training Catalan speakers to identify L2 consonants and 
vowels: A short-term high variability training study. Concordia Working Papers in 
Applied Linguistics, 5, 85-98. 
Catford, J. C. (1987). Phonetics and the teaching of pronunciation: A systemic description of 
English phonology. In J. Morley (Ed.), Current perspectives on pronunciation: 
Practice anchored in theory(pp. 878–100).Alexandria: VA. 
Catford, J. C., & Pisoni, D. (1970). Auditory versus articulatory training in exotic sounds. 
The Modern Language Journal, 54, 477-481. 
Cepeda, N. J., Pashler, H., Vul, E., Wixted, J. T., & Rohrer, D. (2006). Distributed practice in 
verbal recall tasks: A review and quantitative synthesis. Psychological 
bulletin, 132(3), 354-380. 
141 
Chukharev-Hudilainen, E., & Klepikova, T. A. (2016). The effectiveness of computer-based 
spaced repetition in foreign language vocabulary instruction: a double-blind 
study. CALICO Journal,33(3), 334-354. 
Chun, D. M., Jiang, Y., Meyr, J., & Yang, R. (2015). Acquisition of L2 Mandarin Chinese 
tones with learner-created tone visualizations. Journal of Second Language 
Pronunciation, 1(1), 86-114. 
Clopper, C. G., & Pisoni, D. B. (2004). Some acoustic cues for the perceptual categorization 
of American English regional dialects. Journal of Phonetics, 32(1), 111-140. 
Coniam, D. (2002). Technology as an awareness-raising tool for sensitising teachers to 
features of stress and rhythm in English. Language Awareness, 11(1), 30–42. 
Creelman, C. D. (1957). Case of the unknown talker. Journal of the Acoustical Society of 
America, 29, 655. 
Cruttenden, A. (1981). Item-learning and system-learning. Journal of Psycholinguistic 
Research, 10(1), 79-88. 
Davies, M. (2008). The Corpus of Contemporary American English: 450 million words, 
1990–2012 (COCA). [Online], Available: http://corpus.byu.edu/coca [February 
2016]. 
Delmonte., R. (2008). Speech synthesis for language tutoring system. In M. Holland & P. 
Fisher (Ed.), The path of speech technologies in computer-assisted language 
learning: From research towards practice (pp. 123-150). Routledge. 
Demenko, G., Wagner, A., & Cylwik, N. (2010). The use of speech technology in foreign 
language pronunciation training. Archives of Acoustics, 35(3), 309-329. 
Denes, P., & Pinson, E. (1963). The speech chain. Bell Telephone Laboratories, Inc. 
Derwing, T. M. (2013). Pronunciation instruction. In C. Chapelle (Ed.), The encyclopaedia of 
applied linguistics (pp. 1–9). Hoboken, NJ: Wiley-Blackwell. 
Derwing, T. M., & Munro, M. J. (1997). Accent, comprehensibility and intelligibility: 
Evidence from four L1s. Studies in Second Language Acquisition, 19, 1-16. 
Derwing, T. M., & Munro, M. J. (2005). Second language accent and pronunciation teaching: 
A research‐based approach. TESOL Quarterly, 39(3), 379-397. 
Derwing, T. M., & Munro, M. J. (2009). Putting accent in its place: Rethinking obstacles to 
communication. Language Teaching, 42(4), 476-490. 
Derwing, T. M., & Munro, M. J. (2013). The development of L2 oral language skills in two 
L1 groups: A 7‐year study. Language Learning, 63(2), 163-185. 
142 
Derwing, T. M., Munro, M. J., & Thomson, R. I. (2008). A longitudinal study of ESL 
learners’ fluency and comprehensibility development. Applied Linguistics, 29(3), 
359−380. 
Derwing, T. M., & Rossiter, M. J. (2002). ESL Learners’ perceptions of their pronunciation 
needs and strategies. System, 30, 155–166. 
Detey, S., & Racine, I. (2015). Does perception precede production in the initial stage of 
French nasal vowel quality acquisition by Japanese learners? A corpus-based 
discrimination experiment. In The Scottish Consortium for ICPhS 2015 (Ed.), 
Proceedings of the 18th International Congress of Phonetic Sciences. Glasgow, UK.  
Dlaska, A., & Krekeler, C. (2008). Self-assessment of pronunciation. System, 36(4), 506-516. 
Ducate, L., & Lomicka, L. (2009). Podcasting: An effective tool for honing language 
students' pronunciation?. Language Learning & Technology, 13(3), 66. 
Ebbinghaus, H. (1885/1913). Memory: A contribution to experimental psychology. New 
York: Columbia University. 
Edman, T. R. (1980). Learning of intra-phonemic discrimination for several synthetic speech 
continua. Unpublished doctoral dissertation, University of Minnesota. 
Ellis, R. (1994). The study of second language acquisition. Oxford University Press. 
Ellis, R. (1999). Item versus system learning: Explaining free variation. Applied 
Linguistics, 20(4), 460-480. 
Ellis, R., Sheen, Y., Murakami, M., & Takashima, H. (2008). The effects of focused and 
unfocused written corrective feedback in an English as a Foreign Language 
context. System, 36(3), 353-371. 
Fayer, J.M. & Krasinski, E.K. (1987). Native and nonnative judgments of intelligibility and 
irritation. Language Learning, 37, 313–26.  
Flege, J. (1988). Factors affecting degree of perceived foreign accent in English sentences. 
The Journal of the Acoustical Society of America, 84, 70-79. 
Flege, J. (1995). Second-language speech learning: Theory, findings, and problems. In W. 
Strange (Ed.), Speech perception and linguistic experience: Theoretical and 
methodological issues(pp. 229-273). Timonium, MD: York Press. 
Flege, J., Birdsong, D., Bialystok, E., Mack, M., Sung, H. & Tsukada, K. (2006). Degree of 
foreign accent in English sentences produced by Korean children and adults. Journal 
of Phonetics, 34(2), 153–175.  
Flege, J., Bohn, O. S. & Jang, S. (1997). Effects of experience on non-native speakers’ 
production and perception of English vowels. Journal of Phonetics, 25(4), 437-470. 
143 
Gagne, E. D., Yekovich, C. W., & Yekovich, F. R. (1993). The Cognitive Psychology of 
School Learning (2nd ed.). New York: HarperCollins College. 
Gass, S. M., & Selinker, L. (2008). Second language acquisition: An introductory course. 
New York: Routledge. 
Ghobadi, M., Shahriar, M., & Azizi, A. (2016). Short-term and long-term effects of 
incidental vocabulary acquisition and instructed vocabulary teaching. International 
Journal of Applied Linguistics and English Literature, 5(4), 212-218. 
Golestani, N., & Pallier, C. (2007). Anatomical correlates of foreign speech sound 
production. Cerebral Cortex, 17(4), 929-934. 
Handley, Z. (2009). Is text-to-speech synthesis ready for use in computer-assisted language 
learning? Speech Communication, 51(10), 906-919. 
Hardison, D. M. (2003). Acquisition of second language speech: Effects of visual cues, 
context, and talker variability. Applied Psycholinguistics, 24, 495-522.  
Hardison, D. M. (2004). Generalization of computer-assisted prosody training: Quantitative 
and qualitative findings. Language Learning and Technology, 8(1), 34-52. 
Hardison, D. M. (2005). Second language spoken word identification: Effects of training, 
visual cues, and phonetic environment. Applied Psycholinguistics, 26, 579-596.  
Hirata, Y. (1990a). Perception of geminated stops in Japanese word and sentence levels. The 
Phonetic Society of Japan, 194, 23–28. 
Hirata, Y. (1990b). Perception of geminated stops in Japanese word and sentence levels by 
English-speaking learners of Japanese language. The Phonetic Society of Japan, 195, 
4–10. 
Hirata, Y. (1999). Effects of sentence- vs. word- level perceptual training on the acquisition 
of Japanese durational contrasts by English native speakers. In Proceedings of the 
14
th
 International Congress of Phonetic Sciences (Vol. 2, pp. 1413–1416). San 
Francisco, CA. 
Hirata, Y. (2004). Computer assisted pronunciation training for native English speakers 
learning Japanese pitch and durational contrasts. Computer Assisted Language 
Learning, 17(3–4), 357–376. 
Hirata, Y. & Kelly, S.D. (2010). Effects of lips and hands on auditory learning of second-
language speech sounds. Journal of Speech, Language, and Hearing Research, 53, 
298-310. 
Hincks, R. (2003). Speech technologies for pronunciation feedback and evaluation. ReCALL, 
15, 3-20. 
144 
Hincks, R. (2005). Measures and perceptions of liveliness in student oral presentation 
speech: A proposal for an automatic feedback mechanism. System, 33(4), 575-591. 
Im, J., & Levis, J. (2015). Judgments of non-standard segmental sounds and international 
teaching assistants' spoken proficiency levels. In G. Gorsuch (Ed.), Talking matters: 
Research on talk and communication of international teaching assistants. Stillwater, 
OK: New Forums Press. 
ISLEX. (n.d.). International speech lexicon project. Retrieved from 
http://www.isle.illinois.edu/sst/data/dict/ 
Iverson, P., & Evans, B. G. (2009). Learning English vowels with different first-language 
vowel systems II: Auditory training for native Spanish and German speakers. Journal 
of the Acoustical Society of America, 126, 866–877. 
Iverson, P., Hazan, V., & Bannister, K. (2005). Phonetic training with acoustic cue 
manipulations: A comparison of methods for teaching English /r/-/l/ to Japanese 
adults. Journal of the Acoustical Society of America, 118, 3267–3278. 
Jamieson, D. G., & Morosan, D. E. (1986). Training non-native speech contrasts in adults: 
Acquisition of the English/ð/-/θ/contrast by francophones. Perception & 
Psychophysics, 40(4), 205-215. 
Jamieson, D. G., & Morosan, D. E. (1989). Training new, nonnative speech contrasts: A 
comparison of the prototype and perceptual fading techniques. Canadian Journal of 
Psychology/Revue Canadienne de Psychologie, 43(1), 88-96. 
Jenkins, J. (2000). The phonology of English as an International Language: New models, 
new norms, new goals. Oxford: Oxford University Press. 
Jenkins, J. (2004). Research in teaching pronunciation and intonation. Annual Review of 
Applied Linguistics, 24, 109-125. 
Jia, G., Strange, W., Wu, Y., Collado, J. & Guan, Q. (2006). Perception and production of 
English vowels by Mandarin speakers: Age-related differences vary with amount of 
L2 exposure. The Journal of the Acoustical Society of America, 119(2), 1118-1130. 
Joanisse, M. F., & McClelland, J. L. (2015). Connectionist perspectives on language 
learning, representation, and processing. Wiley Interdisciplinary Reviews: Cognitive 
Science, 6(3), 235–247.  
Kang, O. (2013). Relative impact of pronunciation features on ratings of non-native 
speakers’ oral proficiency. In J. Levis & K. LeVelle (Eds.). Proceedings of the 4th 
Pronunciation in Second Language Learning and Teaching Conference. Aug. 2012. 
(pp. 10-15). Ames , IA: Iowa State University. 
Kawai, G. & Hirose, K. (2000) Teaching the pronunciation of Japanese double-mora 
phonemes using speech recognition technology. Speech Communication 30, 131-143. 
145 
Kelly, G. (1969). 25 centuries of language teaching. Rowley, MA: Newbury House. 
Kelly, G. (2000). How to teach pronunciation. Malaysia: Pearson Education Limited.  
Kiliçkaya, F. (2008). Improving pronunciation via accent reduction and text-to-speech 
software. Proceedings of the WorldCALL 2008, 135-137, Japan. 
Kim, M. S. (2005). Perception and production of Korean /l/ by L2 learners and implications 
for teaching refined pronunciation. The Korean Language in America, 10, 71-88. 
Kim, I. S. (2006). Automatic speech recognition: Reliability and pedagogical implications for 
teaching pronunciation. Educational Technology and Society, 9(1), 322–344. 
King, R.D. (1967). Functional load and sound change. Language, 43, 831-852. 
Koike, D. A., & Pearson, L. (2005). The effect of instruction and feedback in the 
development of pragmatic competence. System, 33(3), 481-501. 
Krashen, S.D. (1981). Second language acquisition and second language learning. Oxford: 
Pergamon Press. 
Krashen, S.D., & Terrell, T.D. (1983). The natural approach: Language acquisition in the 
classroom. Oxford: Pergamon Press. 
Lado, R. (1964). Language teaching: A scientific approach. New York: McGraw-Hill. 
Lambacher, S. (1999). A CALL tool for improving second language acquisition of English 
consonants by Japanese learners. Computer Assisted Language Learning, 12(2), 137-
56. 
Lambacher, S., Martens, W., Kakehi, K., Marasinghe, C., & Molholt, G. (2005). The effects 
of identification training on the identification and production of American English 
vowels by native speakers of Japanese. Applied Psycholinguistics, 26, 227–247. 
Larson-Hall, J. (2010). A Guide to Doing Statistics in Second Language Research Using 
SPSS. New York: Routledge. 
Lawrence, D. H. 1949. Acquired distinctiveness in cues: I. Transfer between discrimination 
on the basis of familiarity with the stimulus. Journal of Experimental Psychology, 39, 
770-784. 
Lawrence, D. H. 1950. Acquired distinctiveness in cues: II. Selective association in a 
constant stimulus situation. Journal of Experimental Psychology, 39, 175-188. 
Lee, J., Jang, J., & Plonsky, L. (2014). The effectiveness of second language pronunciation 
instruction: A meta-analysis. Applied Linguistics, 36(3), 345-366. 
Lenneberg, E. H. (1967). Biological foundations of language. Oxford: Wiley. 
146 
Levis, J. (2005). Changing contexts and shifting paradigms in pronunciation 
teaching. TESOL Quarterly, 39(3), 369-377. 
Levis, J. (2007). Computer technology in teaching and researching pronunciation. Annual 
Review of Applied Linguistics, 27, 184-202. 
Levis, J., & Grant, L. (2003). Integrating pronunciation into ESL/EFL classrooms. TESOL 
Journal, 12(2), 13-19. 
Levis, J. & Pickering, L. (2004). Teaching intonation in discourse using speech visualization 
technology. System, 32, 505-524. 
Levis, J., & Sonsaat, S. (2016). Pronunciation materials. In M. Azarnoosh, I. M. Zeraatpishe, 
A. Faravani, & H. R. Kargozari (Eds.), Issues in Materials Development (pp. 109-
119). Sense Publishers. 
Levis, J., Sonsaat, S., Link, S., & Barriuso, T. A. (2016), Native and nonnative teachers of L2 
pronunciation: Effects on learner performance. TESOL Quarterly, 50(4), 894-931. 
Levis, J., & Sonsaat, S. (2017). Pronunciation in the CLT era. In O. Kang, R. Thomson & J. 
Murphy (Eds.), The Routledge Handbook of English Pronunciation (pp. 267-283). 
Routledge. 
Liang, Y. (2009). 大学英语大班教学的问题与对策[Problems and approaches of teaching 
college English in large classes]. 科技信息[Technology Information], 8, 481.  
Linebaugh, G., & Roche, T. (2013). Learning to hear by learning to speak: The effect of 
articulatory training on Arab learners’ English phonemic discrimination. Australian 
Review of Applied Linguistics, 36(2). 
Linebaugh, G., & Roche, T. B. (2015). Evidence that L2 production training can enhance 
perception. Journal of Academic Language and Learning, 9(1), A1-A17. 
Lively, S. E., Logan, J. S., & Pisoni, D. B. (1993). Training Japanese listeners to identify 
English/r/and/l/. II: The role of phonetic environment and talker variability in learning 
new perceptual categories. The Journal of the Acoustical Society of America, 94(3), 
1242-1255. 
Lively, S. E., Pisoni, D. B., Yamada, R. A., Tohkura, Y. I., & Yamada, T. (1994). Training 
Japanese listeners to identify English/r/and/l/. III. Long‐term retention of new 
phonetic categories. The Journal of the Acoustical Society of America, 96(4), 2076-
2087. 
Logan, J. S., Lively, S. E., & Pisoni, D. B. (1991). Training Japanese listeners to identify 
English/r/and/l: A first report. The Journal of the Acoustical Society of 
America, 89(2), 874-886. 
 
147 
Logan, J.S., & Pruitt, J.S. (1995). Methodological issues in training listeners to perceive non-
native phonemes. In Strange, W. (Ed.), Speech perception and linguistic 
experience(pp. 351-377). York Press: Timonium, MD. 
Lopez-Soto, T., & Kewley-Port, D. (2009). Relation of perception training to production of 
codas in English as a second language. Proceedings of Meetings on Acoustics, 6(1), 
1-15. 
Lord, G. (2008). Podcasting communities and second language pronunciation. Foreign 
Language Annals, 41(2), 364-379. 
MacDonald, S. (2002). Pronunciation-views and practices of reluctant teachers. Prospect, 
17(3), 3–18. 
MacKeough, A., Lupart, J. L., & Marini, A. (Ed.). (1995). Teaching for transfer: Fostering 
generalization in learning. UK: Psychology Press. 
McCrocklin, S. M. (2016). Pronunciation learner autonomy: The potential of automatic 
speech recognition. System, 57, 25-42. 
Motohashi-Saigo, M., & Hardison, D. M. (2009). Acquisition of L2 Japanese geminates: 
Training with waveform displays. Language Learning and Technology, 13(2), 29–47. 
Mullennix, J. W., & Pisoni, D. B. (1990). Stimulus variability and processing dependencies 
in speech perception. Perception & Psychophysics, 47(4), 379-390. 
Mullennix, J. W., Pisoni, D. B., & Martin, C. S. (1989). Some effects of talker variability on 
spoken word recognition. The Journal of the Acoustical Society of America, 85(1), 
365-378. 
Munro, M. J. (2018). How well can we predict second language learners' pronunciation 
difficulties?. CATESOL Journal, 30(1), 267-281. 
Munro, M. J., & Derwing, T. (1995). Foreign accent, comprehensibility, and intelligibility in 
the speech of second language learners. Language learning, 45(1), 73-97. 
Munro, M. J., & Derwing, T. (2006). The functional load principle in ESL pronunciation 
instruction: An exploratory study. System, 34, 520-531. 
Munro, M. J., & Derwing, T. M. (2008). Segmental acquisition in adult ESL learners: A 
longitudinal study of vowel production. Language learning, 58(3), 479-502. 
Munro, M. J., Derwing, T. M., & Thomson, R. I. (2015). Setting segmental priorities for 
English learners: Evidence from a longitudinal study. International Review of Applied 
Linguistics in Language Teaching, 53(1), 39-60. 
Murphy, J. (1991). Oral communication in TESOL: Integrating speaking, listening and 
pronunciation. TESOL Quarterly, 25(1), 51-75.  
148 
Murphy, J. (1997). Phonology courses offered by MATESOL programs in the United 
States.TESOL Quarterly, 31(4), 741-764. 
Murray, G.L. (1999). Autonomy in language learning in a simulated environment. System, 
27, 295–308. 
Naiman, N. (1992). A communicative approach to pronunciation teaching. In P. Avery & S. 
Ehrlich (Ed.), Teaching American English pronunciation (pp. 163-171). Oxford: 
Oxford University Press. 
Nakata, T. (2015). Effects of feedback timing on second language vocabulary learning: Does 
delaying feedback increase learning? Language Teaching Research, 19, 416-434.  
Neri, A., Cucchiarini, C., & Strik, H. (2008). The effectiveness of computer-based speech 
corrective feedback for improving segmental quality in L2 Dutch. ReCALL, 20(2), 
225-243.  
Neri, A., Cucchiarini, C., Strik, H., & Boves, L. (2002). The pedagogy-technology interface 
in computer assisted pronunciation training. Computer Assisted Language Learning, 
15, 441–467. 
Neufeld, G. (1988). Phonological asymmetry in second-language learning and performance. 
Language Learning, 38(4), 531-559. 
Nevara, J. & Greisamer, M. (2012). Teaching to the masses: Managing the large sized EFL 
class. Kobe Gakuin Center Journal, 3, 3-15. 
Nilsen, D. L., & Nilsen, A. P. (2010). Pronunciation contrasts in English (2nd ed.). 
Waveland Press. 
Nishi, K., & Kewley-Port, D. (2007). Training Japanese listeners to perceive American 
English vowels: Influence of training sets. Journal of Speech, Language, and Hearing 
Research, 50, 1496–1509. 
Nishi, K., & Kewley-Port, D. (2008). Nonnative speech perception training using vowel 
subsets: Effects of vowels in sets and order of training. Journal of Speech, Language, 
and Hearing Research, 51, 1480–1493. 
Nunan, D. (1988). The learner-centred curriculum. Cambridge: Cambridge University Press. 
O’brien, A., & Hegelheimer, V. (2007). Integrating CALL into the classroom: The role of 
podcasting in an ESL listening strategies course. ReCALL, 19(2), 162-180. 
Okuno, T. & Hardison, D. M. (2016). Perception-production link in L2 Japanese vowel 
duration: Training with technology. Language Learning & Technology, 20(2), 61-80. 
Pierrehumbert, J. B. (2016). Phonological representation: Beyond abstract versus episodic. 
Annual Review of Linguistics, 2, 33-52. 
149 
Pimsleur, P. (1963). Discrimination training in the teaching of French pronunciation. Modern 
Language Journal, 47, 190-203. 
Piske, T., MacKay, I. R., & Flege, J. E. (2001). Factors affecting degree of foreign accent in 
an L2: A review. Journal of Phonetics, 29(2), 191-215. 
Pisoni, D. B., & Lively, S. E. (1995). Variability and invariance in speech perception: A new 
look at some old problems in perceptual learning. Speech perception and linguistic 
experience: Issues in cross-language speech research, 433-459. 
Qian, M. (2015). Extracting minimal pairs automatically with word frequency and phonetic 
environment controlled: Introducing a program written in Perl. In Proceedings of the 
Pronunciation in Second Language Learning and Teaching 6th Annual Conference, 
134-142. 
Qian, M., Chukharev-Hudilainen, E., & Levis, J. (2018). A system for adaptive high-
variability segmental perceptual training: Implementation, effectiveness, transfer. 
Language Learning & Technology, 22(1), 69–96. 
Richards, M. (2012). Helping Chinese learners distinguish English /l/ and /n/. In. J. Levis & 
K. LeVelle (Ed.). Proceedings of the 3rd Pronunciation in Second Language 
Learning and Teaching Conference, Sept. 2011 (pp. 161-167). Ames, IA: Iowa State 
University. 
Ringbom, H. (1983). On the distinctions of item learning vs. system learning and receptive 
competence vs. productive competence in relation to the role of L1 in foreign 
language learning. In Ringhom, H. (Ed.) Psycholinguistics and Foreign Language 
Learning. Abo Akademi. 
Rochet, B. L. (1995). Perception and production of second-language speech sounds by 
adults. In W. Strange (Ed.), Speech perception and linguistic experience: Issues in 
cross-language research (pp. 379-410). Timonium, MD: York. 
Rogers, C. L., & Dalby, J. M. (1996). Prediction of foreign‐accented speech intelligibility 
from segmental contrast measures. The Journal of the Acoustical Society of 
America, 100(4), 2725-2725. 
Rogers, C. R. (1969). Freedom to learn: A view of what education might become. Columbus: 
Charles E. Merrill. 
Rvachew, S. (1994). Speech perception training can facilitate sound production learning. 
Journal of Speech and Hearing Research, 37, 347-357. 
Saito, K. (2012). Effects of instruction on L2 pronunciation development: A synthesis of 15 
quasi-experimental intervention studies. TESOL Quarterly, 46(4), 842-854. 
 
150 
Sakai, M., & Moorman, C. (2018). Can perception training improve the production of second 
language phonemes? A meta-analytic review of 25 years of perception training 
research. Applied Psycholinguistics, 39(1), 187-224. 
Scovel, T. (1969). Foreign accents, language acquisition, and cerebral 
dominance1. Language Learning, 19(3‐4), 245-253. 
Sha, G. (2010). Using TTS voices to develop audio materials for listening comprehension: A 
digital approach. British Journal of Educational Technology, 41(4), 632-641. 
Sharifalnasab, A., & Fotovatnia, Z. (2013). The effect of different tasks on L2 learners’ 
acquisition of grammar. Journal of Language Teaching and Research, 4(2), 386-391. 
Shatzman, K. B. (2006). Sensitivity to detailed acoustic information in word recognition 
(MPI Series in Psycholinguistics, 37). Doctoral Dissertation, University of Nijmegen: 
The Netherlands. 
Sheen, Y. (2007). The effect of focused written corrective feedback and language aptitude on 
ESL learners' acquisition of articles. TESOL Quarterly,41(2), 255-283. 
Skousen, R. (1989). Analogical modeling of language. Berlin, Germany: Springer Science + 
Business Media.  
Smith, R. (2005). The role of fine phonetic detail in word segmentation (Unpublished 
Doctoral Dissertation). University of Cambridge: UK. 
Soori, A., & Samad, A. A. (2011). The efficacy of immediate and delayed corrective 
feedback in the correct use of English definite and indefinite articles. In 2nd 
International Conference on Foreign Language Learning and Teaching, pp. 240. 
Soyoof, A., Jokar, M., Razavizadegan, M. A., & Morovat, E. (2014). The effects of learners’ 
brain hemisphericity on their degree of vocabulary retention: A case study of Iranian 
high school students. Procedia-Social and Behavioral Sciences, 98, 1844-1849. 
Strange, W. (1972). The effects of training on the perception of synthetic speech sounds: 
Voice onset time. Unpublished doctoral dissertation, University of Minnesota. 
Strange, W. & Dittmann, S. (1984). Effects of discrimination training on the perception of /r-
l/ by Japanese adults learning English. Perception and Psychophysics, 36(2), 131-
145. 
Strange, W., Weber, A., Levy, E., Shafiro, V., & Nishi, K. (2002). Within‐ and across‐
language acoustic variability of vowels spoken in different phonetic and prosodic 
contexts: American English, North German, and Parisian French. The Journal of the 
Acoustical Society of America, 112, 2384. 
Suenobu, M., Kanzakei, K., & Yamane, S. (1992). An experimental study of intelligibility of 
Japanese English. International Review of Applied Linguistics, 30, 146-153. 
151 
Swan, M., & Smith, B. (2002). Learner English: A teacher’s guide to interference and other 
problems. Cambridge, UK: Cambridge University Press. 
Thomson, R. I. (2011). Computer assisted pronunciation training: Targeting second language 
vowel perception improves pronunciation. CALICO Journal, 28(3), 744-765. 
Thomson, R. I. (2012). Improving L2 listeners’ perception of English vowels: A computer‐
mediated approach. Language Learning, 62(4), 1231-1258. 
Thomson, R. I. (2013). Accent reduction and pronunciation instruction are the same thing. In 
L. Grant (Ed.). Pronunciation myths: Applying second language research to 
classroom teaching. Ann Arbor: University of Michigan Press. 
Thomson, R. I., Nearey, T. M., & Derwing, T. M. (2009) A statistical approach to measuring 
the crosslinguistic similarity of Mandarin and English vowels. Journal of the 
Acoustical Society of America, 126, 1447-1460. 
Toth, P. D. (2006), Processing instruction and a role for output in second language 
acquisition. Language Learning, 56, 319–385. 
Van Alphen, P. M. (2004). Perceptual relevance of prevoicing in Dutch (MPI Series in 
Psycholinguistics, 25). Doctoral Dissertation, University of Nijmegen: The 
Netherlands. 
van Weeren, J., & Theunissen, T. J. J. M. (1987). Testing pronunciation: An application of 
generalizability theory. Language Learning, 37, 109-122. 
Varden, J. K. (2006). Visualizing English speech reductions using the free phonetic software 
package WASP. In J. D. Brown & K. Kondo-Brown (Ed.), Perspectives on teaching 
connected speech to second language speakers(pp. 127–165). Manoa; Honolulu, HI: 
National Foreign Language Resource Center, University of Hawai’i at Manoa; 
Distributed by University of Hawai’i Press. 
Walden, M., L. (2014). Native Mandarin speakers' perception and production of English stop 
+ liquid clusters in onset position. Unpublished master thesis. Syracuse University. 
Walker, N. R., Trofimovich, P., Cedergren, H., & Gatbonton, E. (2011). Using ASR 
technology in language training for specific purposes: A perspective from Quebec, 
Canada. CALICO Journal, 28(3), 721-743. 
Walley, A. C., & Flege, J. E. (1999). Effect of lexical status on children's and adults' 
perception of native and non-native vowels. Journal of Phonetics, 27(3), 307-332. 
Wang, Y., Jongman, A., & Sereno, J. A. (2003). Acoustic and perceptual evaluation of 
Mandarin tone productions before and after perceptual training. The Journal of the 
Acoustical Society of America, 113(2), 1033–1043. 
152 
Wang, X., & Munro, M. J. (2004). Computer-based training for learning English vowel 
contrasts. System, 32(4), 539-552. 
Wang, Y., Spence, M. M., Jongman, A., & Sereno, J. A. (1999). Training American listeners 
to perceive Mandarin tones. The Journal of the Acoustical Society of America, 106(6), 
3649-3658. 
Yamada, R., Tohkura, Y. I., Bradlow, A. R., & Pisoni, D. B. (1996). Does training in speech 
perception modify speech production? In Spoken Language, 1996. ICSLP 96. 
Proceedings, 2, 606-609. 
Zielinski, B. W. (2006). The intelligibility cocktail: An interaction between speaker and 
listener ingredients. Prospect, 21, 2-45. 
Zielinski, B. W. (2008). The listener: No longer the silent partner in reduced intelligibility. 
System, 36, 69-84. 
153 
APPENDIX A.    ALGORITHM UNDERLYING ADAPTIVE EXERCISE 
PROVISIONING 
Items completed 
on the most recent 
phonemic contrast 
logged in learner 
portfolio 
Exercises to be presented 
No record exists yet A complete pretest exercise batch on the first item in the phonemic 
contrast inventory assigned to the learner prior to the start of the 
study 
 
Between 11 and 12, 
during pretest 
Remaining untested word-level diagnostic items on the most-recently 
logged phonemic contrast (referred to as ‘SP’ in the following) 
 
= 12, during pretest One of the following sets of exercises, depending on diagnostic 
evaluation results: 
 The 2 sentence-level test items on SP if the diagnostic failed 
 The diagnostic on the next phonemic contrast in the sound inventory 
assigned to the learner prior to the start of the study if the diagnostic 
was evaluated as pass and SP was not the last item in the phonemic 
contrast inventory assigned to the learner prior to the start of the 
study 
 Training exercises on the first phonemic contrast in the problem 
sound inventory (Set 1 sounds for the experimental group; Set 2 for 
the control group) if the diagnostic was evaluated as pass and SP 
was the last item in the phonemic contrast inventory assigned to the 
learner prior to the start of the study 
 
= 13, during pretest One sentence-level diagnostic item on SP 
 
= 14, during pretest If SP was the last phonemic contrast in the phonemic contrast 
inventory assigned to the learner prior to the study, then provide 
training exercises on the first problematic phonemic contrast in the 
problem sound inventory (Set 1 sounds for the experimental group; 
Set 2 for the control group) 
 
Otherwise, provide a diagnostic on the next phonemic contrast in the 
phonemic contrast inventory assigned to the learner prior to the start 
of the study 
 
Notes 
The referential numeric ranges were determined in relation to the total number of items 





APPENDIX A (continued) 
Items completed 
on the most recent 
phonemic contrast 
logged in learner 
portfolio 
Exercises to be presented 
Between 1 and 15, 
during training 
Remaining untrained items on SP 
 
= 16, during training Either post-training test exercises or training exercises on SP, 
depending on learner performance on the last training batch and the 
number of training batches already completed on SP 
 
Between 1 and 13, 
during posttest 
Remaining posttest items on SP 
 
= 14, during posttest For experimental students: 
- terminate study if SP was the last phonemic contrast in the problem 
phonemic contrast inventory 
- otherwise, deliver training exercises on the next phonemic contrast 
in the inventory 
 
For control-group students: 
− if SP was the last phonemic contrast in the problem phonemic 
contrast inventory for Set 1 sounds, then terminate study  
− if SP was the last phonemic contrast in the problem phonemic 
contrast inventory for Set 2 sounds, then deliver training exercises 
on the first phonemic contrast in the problem phonemic contrast 
inventory for Set 1 sounds 
− otherwise, generate training exercises on the next problematic 
phonemic contrast in the problem phonemic contrast inventory for 
Set 2 sounds 
 
Notes 
The referential numeric ranges were determined in relation to the total number of items 





APPENDIX B.    HISTOGRAMS OF TEST SCORES 
/æ-ɛ/ bat-bet 
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APPENDIX C.    PARALLEL COORDINATE PLOTS: TRAINING EFFECT AND RETENTION 
Note: As participants’ score changes overlap, a darker color represents changes shared by a bigger number of participants. 
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