We consider the following pair of problems related to orthonormal compactly supported wavelet expansions: (1) Given a wavelet coefficient with its nominal scale and position indices, find the precise location of the transient signal feature which produced it; (2) Given two collections of wavelet coefficients, determine whether they arise from a periodic signal and its translate, and if so find the translation which maps one into the other. Both problems may be solved by traditional means after inverting the wavelet transform, but we propose two alternative algorithms which rely solely on the wavelet coefficients themselves.
Introduction
Continuous wavelet decompositions offunctions [7) have now been used for more than a decade to extract the locations and properties of transient features of time-varying, nonstationary signals. Basic algorithms, such as retaining only the largest wavelet components and determining the time location of their basis elements [10] , produce excellent results in cases such as isolating discontinuities or frequency transitions in music and speech. More sophisticated algorithms can locate and model transient phenomena very precisely, for instance to remove certain dominant but uninteresting background features like solvent absorbances in NMR spectrograms [8] , or to replace a textured image by a textureless cartoon [12] . However, the computational time and space costs of the continuous wavelet transformit produces a two-dimensional data set from a one.dimensional input-prevent the use of such methods Lu highspeed or "real-time" applications.
Discrete, compactly supported orthonormal wavelet bases, introduced by Daubechies [3] , would be a formidable replacement tool for these transient signal processing and feature detection problems because of their much lower computational complexity. They provide a real-valued transformation which preserves both dimension and rank, i.e., N-point one-dimensional real inputs produce N-point one-dimensional real outputs. There are a number of problems, however, caused by artifacts associated to the dyadic subsampling or "decimation" used in the discrete wavelet transform.
The support of compactly supported orthonormal wavelets grows as more regularity is required, and extra regularity is often desirable for the representation of smooth or highly correlated signals. Most of the mass of a unit scale compactly supported wavelet lies over an interval of unit width, though the actual support is equal to the filter length, typically 10 or 20 units. We first consider the problem of locating the center of energy of a wavelet within this support, given its scale and position indices. This can be done exactly for symmetric and antisymmetric wavelets, but the best we can do in the general case is to locate the center up to a signal dependent error which is bounded by the wavelet's deviation from linear pha.e, or deviation from symmetry or antisymmetry. We compute a quantity to measure this deviation somewhat differently from Daubechies [4] . Our goal is to associate two numbers to each wavelet which can be used to correct the nominal center of energy and locate it more precisely.
it is well known that the discrete wavelet transform is very sensitive to small translations of its input. A signal consisting of a single basis wavelet which has been shifted slightly from its grid, for example, can have a discrete wavelet transform in which all the coefficients have nearly the same amplitude. But when shifted to its proper location, the one-wavelet signal will be easily recognized by its single nonzero coefficient. We will describe a fast Supported in part by AFOSR award F49620-92-J-0106 and NSF grant DMS-9302828. algorithm, first introduced by Beylkin [1] , which computes for us the best circulant shift to apply to a periodic signal before performing a discrete orthonormal wavelet transform, so as to obtain the most peaked sequence of wavelet coefficients. Such an algorithm would detect that a signal consists of a single wavelet. It also serves to compare, in wavelet coefficients, two signals differing only by a shift.
Localizing Transients Given Wavelet Coefficients
We follow the notation conventions and terminology used in [16] . A square-integrable function u defines two probability density functions: x i-+ Iu(x)12/11u112 and s-+ I11()I2/IIII2. It is not possible for both of these densities to be arbitrarily concentrated, as we shall see from the inequalities below.
Heisenberg's Inequality
Suppose that u = u(x) belongs to the Schwartz dass S. Then xIu(x)I2
[u(x)u'(x) + ii(x)u'(x)] is integrable and tends to 0 as IxI -4°°We can therefore integrate by parts to get the following formula:
Iu(x)12 dx I,u112.
(1)
JR dx JR
But also, we have the following consequences of the Cauchy-Schwarz inequality ((f, )I 11111 IIH) and the triangle inequality (lix -zII fix
Combining the last two inequalities gives IIxu(z)II . IIu'(x)II IIu(x)II2. Now i?() = 2iriil(), and i,fl = Ilvil by Plancherel's theorem, so we can rewrite the inequality as follows:
Hu(x)II
II()fl
Since the right-hand side is not changed by translation u(x) '-+ u(x
Equation 2 is called Hei.enberg ' inequality. We mention the usual names
The quantities x and are called the uncertainties in position and momentum respectively, and they provide an inverse measure of how well u and ii are localized. Then Heisenberg's inequality assumes the guise of the uncertainty principle: (4) It is not hard to show that the infima in 3 are attained at the points XO and o defined by the following expressions:
The Dirac mass tS(x -XO) is perfectly localized at position XO, with zero position uncertainty, but both its frequency and frequency uncertainty are undefined. Likewise, the exponential e2Z is perfectly localized in momentum (since its Fourier transform is 6( -o)) but both its position and position uncertainty are undefined. Equality is obtained in Equations 2 and 4 if we use the Gaussian function u(x) = e2. It is possible to show, using the uniqueness theorem for solutions to linear ordinary differential equations, that the only functions which minimize Heisenberg's inequality are scaled, translated, and modulated versions of the Gaussian function.
If /Jx and £4 are both finite, then the quantities xO and o can be used to assign a nominal position and momentum to an imperfectly localized function.
Convolution
Given two sequences u {u(fl)}*EG and v = {V(fl))flEG, their convolution is the sequence is * v defined by
G ! {k E G : n -k E G}. (6) kEGs kEGs This is defined for n E G. We will consider two choices of index set: the complete set of integers, and the integers modulo some period q >0.
Doubly Infinite Sequences
If the sequences U and v are defined at all the integers G Z, then the convoultion formula reduces to the infinite sum
Proposition2.1 IfuEt'(Z) andvEP(Z)for1 poo, thenu*vEr. 
0
The special case which will interest us the most is that of "finitely supported" sequences, i.e., those for which u(x) = 0 except for finitely many integers x. Such sequences are obviously summable, and it is easy to show that the convolution of finitely supported sequences is also finitely supported. Furthermore, if is is finitely supported, then i is a trigonometric polynomial and we may use many powerful tools from classical analysis to study it. 
Periodic Sequences
If G = Z/qZ is the integers {0, 1,... , q -1) with addition modulo q, then the convolution integral becomes a finite sum:
Since all sequences in this case are finite, there is no question of summability. Convolution becomes multiplication via the discrete Fourier transform: Proof: The maximum is achieved for the sequence v(x) = exp 2irixyo/q, where yo is the maximum for ,since then 0 Periodic convolution is the efficient Wft3' to apply a convolution operator to a periodic sequence. Suppose that V E £°°(Z) happens to be q-periodic, namely that v(x + q) v(x) for all x E Z. Then for u E t'(Z) we can compute the convolution of u and v by decomposing y = k + qn:
Now let us define the q-periodizaiion ts of u E £' (Z) to be the q-periodic function u,(k) c:f u(k+qn).
Thus starting with a single sequence u, we can get a family of convolution operators, one on Z/qZ for each integer q > 0:
In effect, we preperiodize the sequence u to any desired period q before applying the convolution operator.
Convolution as an Operator
The Fourier transform converts convolution into pointwise multiplication. We can use this result together with Plancherel's theorem to prove that convolution with integrable functions preserves square'integrability. Suppose that u is integrable and v is square-integrable. Then by Plancherel's theorem and the convolution theorem we have flu * vu = = IIii i'll. This gives the estimate
Convolution with integrable u is a bounded linear operator on L2 , and we will have occasion to estimate this bound with the following proposition: Proposition 2.6 If it = u(x) is cb3oluidy iniegrable on R, then the convolution operator v '-p u * v a. a map from L2 to L2 has operator norm sup{ui() : E R}.
Proof: By Equation 10, Ilu * vii sup{tiI()I Ilvil : E R}. By the R.iemann-Lebesgue lemma, t is bounded and continuous and Iü()I -0 as -+ oo, so ü achieves its maximum amplitude sup{Iü()1 : E R} < oo at some point e. E R. We may assume without loss that . If u is a periodic sequence of period p, then dqu has period q/ gcd(p, q). Counting degrees of freedom, the number of q-decimated subsequences of a p-periodic sequence needed to reproduce it is exactly gcd(p, q). If gcd(p, q) =1, then decimation is just a permutation of the original sequence and there is no reason to perform it. Thus, in the typical case of q =2 we will always assume that p is even.
The translation or shift operator r, is defined by r,u(x)_u(x-'y). (12) Whatever properties u has at x = 0 the function r,u has at x = y. Observe that ro is the identity operator.
Translation invariance is a common property of formulas derived from physical models because the choice of "origin" 0 as in u(O) for an infinite sequence is usually arbitrary. Any functional or measurement computed for u which does not depend on this choice of origin must give the same value for the sequence r,u, regardless of y. For example, the energy Dull2 in a sequence does not depend on the choice of origin:
For all y, Dull2 = IIr,u112.
Such invariance can be used to algebraically simplify formulas for computing the measurement. Tans1ation and dilation do not commute in general, but there is an "intertwining" relation
For all z, y,p, r,a,u(x) = ar,1u(x).
Let t, denote translation in the discrete case: t,u(n) 1 u(n -y). The intertwining relation then becomes t,du dt,, u.
Quadrature Filters
We shall use the term quadraiure filter or just filter to denote an operator which convolves and then decimates. A filter operator is defined by the sequence which is convolved with the input. If the filter sequence is finitely supported, we have a finite impulse response or FIR filter; otherwise we have an hR or infinite impulse response filter. We can also project such actions onto periodic sequences, and define periodized filters. Filtering is the fundamental arithmetic operations in the discrete wavelet transform. An individual quadrature filter is not generally invertible; it loses information during the decimation step. However, it is possible to construct a pair complementary filters with each preserving the information lost by the other; the pair can be combined into an invertible operator. Each member of the pair has an adjoint operator: when we use filters in pairs to decompose functions and sequences into pieces, it is the adjoint operators which put these pieces back together. The operation is reversible and restores the original signal if we have so-called exact recon.siruciion filters. The pieces will be orthogonal if we have orthogonal ftuier3 for which the decomposition gives a pair of orthogonal projections which we will define below. Such pairs must satisfy certain algebraic conditions which are completely derived in [3] , pp.156-166.
One way to guarantee exact reconstruction is to have "mirror symmetry" of the Fourier transform of each filter about = this leads to what Esteban and Galand [5] first called quadraiure mirrorfthiera or QMFs. Unfortunately, there are no orthogonal exact reconstruction FIR QMFs.
Mintzer (13] , Smith and Barnwell [14] , and Vetterli [15J found a different symmetry assumption which does allow orthogonal exact reconstruction FIR filters. Smith and Barnwell called these conjugate quadrature filters or CQFs.
By relaxing the orthogonality condition, Cohen, Daubechies, and Feauveau [2] obtained a large family of biorthogonal exact reconstruction filters. Such filters come in two pairs: the analyzing filters which split the signal into two pieces, and the synthesizing filters whose adjoints reassemble it. All of these can be FIRs, and the extra degrees of freedom are very useful to the filter designer.
Filter Action on Sequences
A convolution-decimation operator has at least three incarnations, depending upon the domain of the functions upon which it is defined. We have three different formulas for functions of one real variable, for doubly infinite sequences, and for 2q-periodic sequences. We will use the term quadrature filter or QF to refer to all three, since the domain will usually be obvious from the context. Suppose that f = {f(n) : n E Z} is an absolutely summable sequence. We define a convolution-decimation operator F and its adjoint F to be operators acting on doubly infinite sequences, given respectively by the following formulas:
If f2q IS a 2qperiodic sequence (i.e., with even period), then it can be used to define a periodic convolutiondecimation F2q fr01 2q-periodic to q-periodic sequences and its periodic adjoint F from q-periodic to 2q-periodic sequences. These are, respectively, the operators
Periodization commutes with convolution-decimation: we get the same periodic sequence whether we first convolve and decimate an infinite sequence and then periodize the result, or first periodize both the sequence and the filter 'and then perform a periodic convolution-decimation. The first two conditions may be expressed in terms of the filter sequences h, h', g, g' which respectively define H, H', G, G':
The normalization condition allows us to say that H and H' are the low-pa.s filters while G and G' are the high.pa3 filters. It may be restated as
Having four operators provides plenty of freedom to construct filters with special properties, but there is also a regular method for constructing the G, G' filters from H, H'. If we have two sequences {h(k)} and {h'(k)} which satisfy Equation 19, then we can obtain two conjugate quadrature filter eqitences {g(k)} and {g'(k)} via the formulas below, using any integer M:
We also have the following result, which is related to Lemma 12 in [6] and a similar result in >h(2k)= h(2k+1)= =h'(2k)= >h'(2k+i). Given h satisfying Equation 25, we can generate a conjugaie g to satisfy the rest of the orthogonal QF conditions by choosing its coefficients as follows [3] , using any integer M:
n E Z. (27) Notice that this sequence g is conventionally normalized.
Proposition 2.7 shows that periodization of an orthogonal QF pair to an even period 2q preserves the orthogonality conditions, and also preserves the sums over the even and odd indices, and thus Lemma 2.9 remains true if we replace haJidgWithh2q &Ud9q.
Self-duality gives H*HH*H = HH and GGGG = GG. Notice that HH and G.G are selfadjoint, so HH and GG are orthogonal projections.
Phase Response
We wish to recognize features of the original signal from the coefficients produced by transformations involving QFs, so it is necessary to keep track of which portion of the sequence contributes ener' to the filtered sequence.
Suppose that F is a finitely supported filter with filter sequence f(n). For any sequence u E £2, if Fu(n) is large at some index ii E Z, then we can conclude that u(k) is large near the index k 2n. Likewise, if Fu(n) is large, then there must be significant energy in u(k) near Ic = n/2. We can quantify this assertion of nearness using the support of f, or more generally by computing the position of I and its uncertainty computed with Equations 3 and 5. When the support of I is large, the position method gives a more precise notion of where the analyzed function is concentrated.
Consider what happens when 1(n) is concentrated near n = 2T:
,EZ
JEZ
Since f(j + 2T) is concentrated about j = 0, we can conclude by our previous reasoning that if Fu(n) is large, then ti(k) is large when k 2n -2T. Similarly,
,EZ
Since J(2j n + T) is concentrated about 2j n = 0, we conclude that if Fu(n) is big then u(j + T) must be big where j n/2, which implies that v(k) is big when k .+ T.
Decimation by 2 and its adjoint respectively cause the doubling and halving of the indices n to get the locations where u must be large. The translation by T or -2T can be considered a "shift" induced by the filter convolution. We can precisely quantify the location of portions of a signal, measure the shift, and correct for it when interpreting the coefficients produced by applications of F and F. We will see that nonsymmetric filters might shift different signals by different amounts, with a variation that can be estimated by a simple expression in the filter coefficients. The details of the shift will be called the phase response of the filter.
Shifts for Sequences
The notion of position for a sequence is the same as the one for functions defined in Equation 5, only using sums instead of integrals:
ICEZ
This quantity, whenever it is finite, may also be called the center of energz, of the sequence u £2 to distinguish it from the function case.
The centerof energy is the first moment of the probability distribution function (or pdf) defined by Iu(n)12/11u112. We will say that the sequence u is well.localized if the second moment of that pdf also exists, namely if k2Iu(k)12 = tIkuII2 <00. A finite second moment insures that the first moment is also finite, by the Cauchy-Schwarz inequality:
: klu(k)12 = (ku, u) IIkuII hull < 00. Another way of writing c[uJ is in Dirac's bra and ket notation: To simplify the formulas, we will always suppose that hull = 1. We can also suppose that I is an orthogonal QF, so EkJ(k)f(k + 2j) = £(j). Then FF* = I, F is an isometry and F*F is an orthogonal projection. Since IlFuII = Hull = 1, we can compute the center ofenergy of Fu as c[Fu] (FuIXIFu) (UIFXF*Iu). We will call the the double sequence FXF* between the bra and the ket the phase response of the adjoint convolution-decimation operator F* defined by the filter sequence f. Namely,
Thus c[F*u] = 2c[uJ -(ulC,lu). C1 is evidently a convolution matrix: Cj(1,j) = 1(i -j) so that Cju = -y * u. The function y is defined by the following formula:
From this formula it is easy to see that 'y(n) = 5(-n), thus ) = j(-) = ) .5 5 7.5
We can subtract the diagonal from C1 by writing Cj = C + c[fJI, which is the same as the decomposition (n) = 0(n) + c[f](n). This gives a decomposition of the phase response matrix:
Thus FXF is multiplication by the linear function 2z -cEll minus convolution with -ye. We will say that f has a linear pIza3e repone if 'y0 0.
Proposition 2.10 Suppo3e that f = {f(n) : n E Z} satüfiea Ek f( -n)f(k + n) = (n) for n E Z. if f i.
Hermitean symmeiric or anii,,ymmeiric about some integer or half integer T, then the phase response of f is linear.
Proof: We have 1(n) = -n) for all n E Z, taking + in the symmetric case and -in the antisymmetric case.
Nowy°(0)0forallfilters.
Thus we have -y°(n) = 0 for all n E Z.
0
The linear function shifts the center of ener' x to 2x c[f], and the convolution operator -y perturbs this by a "deviation" (u, ),O *t4/11u112. We can denote the maximum value of this perturbation by d[fJ. By Plaucherel's theorem and the convolution theorem, the deviation is (fi, °i)/IIu1I2 and its maximum value is given (using Proposition 2.6)
by the maximum absolute value of ):
Now 7°(n) =°( -n) is symmetric just like -y, so its Fourier transform is purely real and can be computed using only cosines as follows:
0(e) = 2y(n) cos2irn.
(38)
The critical points of j' are found by differentiating Equation 38:
() = -4ir n7(n) sin2,rn.
It is evident that = 0 and = are critical points. For the QFs listed in the appendix, we can show that F0(e)I
achieves its maximum at , where
Graphs of ° for some examples of orthogonal OQFs can be seen in Figures 1 through 4 . 
where
Similarly, if V = FrF . . . Fiu, so that FL . . F2F1v u, then the following holds:
Now suppose that (h, g) is a conjugate pair of OQFs, so that f, E {h, g} for each i 1, 2, . . . , L. Then d[f1] is constantly dh] and we have the simpler estimates for the deviation from a pure shift: 
where fri < (2L - 
The estimate on e follows from Equation 45. 0
Shifts in the Periodic Case
Defining a center of energy for a periodic signal is problematic. However, if a periodic signal contains a component with a distinguishable scale much shorter than the period, then it may be desirable to locate this component within the period. If the component is characterized by a large amplitude found by filtering, then we can locate it by interpreting the "position" information of the filter output. We must adjust this position information by the centerof-energy shift caused by filtering, and allow for the deviation due to phase nonlinearity. In the periodic case, the shift can be approximated by a cyclic permutation of the output coefficients.
We can compute the center of energy of a nonzero q-periodic sequence Uq S follows:
IIuII2 kIug(k)I2.
Since C[Uq] is a convex combination of 0, 1, . . . , q 1, we have 0 c[uq] q 1. Now suppose that Ug IS the q-periodization of u and that all but of the ener' in the sequence u comes from coefficients in one period interval Jo c q -11, for some integer jo and some positive e < 1. We must also suppose that u has a finite position uncertainty which is less than q. These conditions may be succinctly combined into the following: 
We can replace UU,II2 with huh2 in the left inequality of 49:
Hence, if almost all of the energy of u is concentrated on an interval of length q, then transient features of u have a scale smaller than q and will become transient features of Uq upon q-periodization. These will be located at nearly the same position moclulo q as features of u, and we can use the following approximation to locate the center of ener' of a periodized sequence to within one index:
c(tsj mod q.
We interpret the expression "x mod q" to mean the unique real number x' in the interval [0, q[ such that x x' + nq for some integer n. We can use Proposition 2.7 to compute the following approximation:
so we plan to ignore it as before, though we must still verify that the OQFs satisfy Equation 48 with sufficiently small . Table 2 shows the value of e for a few example OQFs and a few example periodizations. In all cases e < 1, so the table lists only the digits after the decimal point.
Since there is no unique way to deperiodize u, to an infinite sequence u, it is necessary to adopt a convention. The simplest would be the following:
u'' 52 '1, 0, otherwise.
Wavelet Registration
We now consider the second problem: an algorithm for finding the best shift for a periodic discrete wavelet transform. Our procedure is to find which periodic shift of a signal produces the lowest information cost.
Information Cost
Before we can define an optimum representation we need to have a notion of information cost, or the expense of storing the chosen representation. So, define an information cost functional on sequences of real (or complex) numbers to be any real-valued functional M satisfying the additivity condition below: k, or, in the case of comp1exvaIued sequences u, if we multiply the elements of the sequence by complex constants of modulus 1. We take M to be real-valued so that we can compare two sequences u and v by comparing M(u) and M(v).
For each z E X we can take u(k) = Bz(k) = (bk, x), where bk E B is the ktb vector in the basis B E B. In the finite-rank case, we can think of bk as the kth column of the matrix B, which is taken with respect to a standard basis of X. The information cost of representing x in the basis B is then M(Bx). This defines a functional M on the set of bases B for X:
M : B -9 R; B 4 M(Bz).
This will be called the M.inforrnciion co,,t of x in the basis B.
We define the best bans for x E X, relative to a collection B of bases for X and an information cost functional M, to be that B E B for which M(Bx) is minimal. If we take B to be the complete set of orthonormal bases for x, then M defines a functional on the group 0(X) of orthogonal (or unitary) linear transformations of X. We can use the group structure to construct information co3t metrics and interpret our algorithms geometrically.
We can define all sorts of real-ialued functionals M, but the most useful are those that measure concentration. By this we mean that M should be large when elements of the sequence are roughly the same size and small when all but a few elements are negligible. This property should hold on the unit sphere in £2 j w &t comparingorthonormal bases, or on a spherical shell in £2 if we are comparing Riesz bases or frames.
Some examples of information cost functionals are:
. Number above a thre3hold
We can set an arbitrary threshold and count the elements in the sequence x whose absolute value exceeds €. I.e., set _I Iwl, iflwl €,
This information cost functional counts the number of sequence elements needed to transmit the signal to a receiver with precision threshold e.
. Concentraiion in £
Choose an arbitrary 0 < p < 2 and set p(w) = IwI" so that M(u) Il{u}11. Note that if we have two sequences of equal energy Dull = Ilvil but M(u) < M(v), then U has more of its energy concentrated into fewer elements.
. Entropy Define the entropy of a vector u = {u(k)} by fl(u) >p(k) log y,
where p(k) = Iu(k)12/11u112 is the normalized energy of the kth element of the sequence, and we set plog =0 if p = 0. This is the entropy of the probability distribution function (or pdf) given by p. It is not an information cost functional, but the functional 1(u) Ek Iu(k)12 1og(1/u(k)2) is. By the relation '7.1(u) IIuII_21u + loguI2, 
Entropy, Information, and Theoretical Dimension
Suppose that {x(n)}1 belongs to both L2 and L2 logL. If x(n) = 0 for all sufficiently large n, then in fact the signal is finite-dimensional. Generalizing this notion, we can compare sequences by their rate of decay, i.e., the rate at which their elements become negligible if they are rearranged in decreasing order. We define the theoretical dimension of a sequence {z(n) : n E Z} to be d = exp ((n) log (57) where p(n) = Ix(n)12/11x112. Note that d = exp 7(z) where '11(x), defined in Equation 55 above, is the entropy of the sequence x.
Searching for Minimum Cost
Beylkin in [1] observed earlier that computing the periodic discrete wavelet transform of all N circulant shifts of an N-point periodic signal requires computing only N log2 N coefficients. If we build a complete binary tree with information cost tags computed from from appropriate subsets of the shifted coefficients, then the best complete branch will give a representation of the circulant shift which yields the lowest cost transform. After solving the technical problem ofties, the computed shift can be used as a regiiraiion point for the signal.
The first step is to build a binary tree ofthe information costs of the wavelet subspaces computed with all circulant shifts. We write the cost of a node of the tree into an auxiliary variable attached to the node, which will later be added together with the other nodes along the branch to give a "branch" cost. We also assume that the output array is at least qf2 elements long, to accommodate the intermediate outputs of convolution and decimation. The algorithm is implemented recursively as follows:
shiftscosts(output y; input x; parameter q): Cost. of circtdani shifl3
S Ifq 1 then return (this is the recursion termination condition).
. Convolve-decimate the qperiodic input sequence {x (1), .. . , x(q)} to a q/2-periodic output sequence {y (1), . . . , y(q/2)) using the high-pass filter G. . Compute the information cost of y and store it. . Convolve-decimate the qperiodic input sequence {x(1), .. . , x(q)} to a q/2-periodic output sequence {y (1), . . . , y(q/2)} using the low-pass filter H. S Apply shiftscosts to the q/2-periodic sequence {y(l), y(2), . . . , y(q/2)}.
. Apply shiftscosts to the q/2periodic sequence {y(2), . . . , y(q/2), y(l)}.
The function shiftacosts can also be used to accumulate the costs of a a whole branch into its leaf at the same time that we compute the coefficients, as we descend. One of the inputs to the function is q, and we assume that the input sequence is q.periodic and registered at 0. Then the information cost of a 2"-point discrete periodic wavelet transform shifted by T will be found in the node at level L whoseblock index is the bit-reverse of T. We can extract these values with a utility function, then use a bubble sort to find the least one while searching in bitreversed order, and return its index. This finds the least circulant shift which yields the minimal information cost.
To regüter a periodic signal, we compute the registration point and then circularly shift the signal so that the registration point becomes index zero. It is also possible to avoid the use of a binary tree data structure by directly writing the costs of circulant..shifted wavelet coefficients to an array.
Wavelet registration works because the information cost of the wavelet subspace Wj of a 2periodic signal is a 2periodic function for each 0 k L. Thus the information cost in the node at level k, block n is the information cost of Wk with a circulant shift by n' (mod 2k), where n' is the length k bit-reversal of n. A branch to a leaf node at block index n contains the wavelet subspaces , . . . , WL of the periodic discrete wavelet transform with shift n'. The scaling subspace VL in the periodic case always contains the unweighted average of the coefficients, which is invariant under shifts. We can define a shift cost function for a 2Lperiodic signal to be the map f(n) =Cn'L, the information cost in the tag of the costs tree at level L and block index n', the bit-reverse of n.
Two 2'-point signals whose principal difference is a circulant shift can be compared by cross-correlating their shift cost functions. This is an alternative to traditional cross-correlation of the signals themselves, or multiscale cross-correlation of their wavelet and scaling subspaces as done in [9] .
