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In this work, we introduce and benchmark STREETS, a novel traffic flow
dataset from publicly available web cameras in the suburbs of Chicago,
IL. STREETS addresses multiple limitations of existing vehicular traffic
datasets. Many current datasets lack a coherent traffic network graph to
describe the relationship between sensors. The datasets that do provide a
graph depict traffic flow in urban population centers or highway systems and
use costly sensors like induction loops. These contexts differ from that of a
suburban traffic body. Our dataset provides over 4 million still images across
2.5 months and 100 web cameras in suburban Lake County, IL. We divide
the cameras into two distinct communities, provide directed and undirected
graphical representations of these traffic networks, and count vehicles to ag-
gregate traffic statistics. Our goal is to give researchers a benchmark dataset
for exploring the capabilities of inexpensive and non-invasive sensors like web
cameras to understand complex traffic bodies in communities of any size. We
perform thorough traffic forecasting experiments to benchmark several traf-
fic forecasting models on STREETS and define evaluation metrics that are
pertinent to understanding performance on our dataset.
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Intelligent transportation systems and smart cities have recently become ac-
tive areas of research with a wide variety of applications. Tasks like pedes-
trian tracking, traffic forecasting, and vehicle re-identification have attracted
interest from researchers in network science, computer vision, graph signal
processing, and many other fields. In this work, we focus on problems asso-
ciated with vehicular traffic flow in a road network and the data sources that
enable such research.
Data for traffic forecasting can come from multiple different perspectives.
Third party applications like Google Maps track floating car data [2] to ex-
trapolate the traffic state from probe vehicles. These probe vehicles are taken
to be representative of the current traffic flow. Despite the effectiveness of
these vehicles, there are concerns regarding privacy when floating data is used
[3]. Furthermore, there is not typically effective information sharing with lo-
cal transportation authorities – the people who control and operate traffic
infrastructure – where it could be beneficial. Automotive manufacturers
have begun producing internet-connected vehicles known as connected vehi-
cles. These connected vehicles communicate within the Internet of Things at
junctions like traffic signals and provide information for understanding traffic,
similar to probe vehicles [4]. The distinct advantage here is that the vehi-
cle information can be communicated directly to local authorities through
traffic signals or other pieces of infrastructure. However, connected vehicle
technology is still rather new and concerns regarding adequate connected
vehicle penetration show us that it may be several years before enough vehi-
cles are equipped with this technology to make such intelligence actionable
[5]. Cities and transit authorities employ a wide array of sensing technology
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between in-roadway and over-roadway sensors to monitor traffic. The most
popular in-roadway sensor is the inductive loop detector while cameras and
radar systems provide over-roadway sensing [6]. In-roadway sensors, while
typically accurate and well-controlled, are both expensive and invasive to
install and maintain as the road must be physically taken apart. Conversely,
over-roadway web cameras are appealing since they are inexpensive, can be
deployed non-invasively, and may capture more than just vehicular traffic,
e.g. pedestrians and background information such as accidents, construction,
and poor road conditions.
We believe that camera networks and their inherent graph-based structure
deserve more attention as a data source for monitoring traffic bodies. In brief,
previous work using camera networks has been limited in both subject matter
and context. The relationships between cameras are ignored and most tasks
are considered using only a single camera. Furthermore, the settings appear
to exclusively be highway systems and urban population centers. The distinct
challenges of suburban traffic have largely been ignored. A recent government
request for information (RFI) through IARPA identified the same lack of
diversity in existing work and a need for new data sources [7].
In this work, we aim to address these shortcomings by introducing Suburban
Traffic on GRaphs using CamEra NETworkS, or STREETS1, a novel traffic
flow dataset from publicly available web cameras in the suburbs of Chicago,
IL. We collect over 4 million images during 2.5 months across 100 distinct
cameras in Lake County, IL. Each camera captures images aperiodically and
asynchronously with respect to the other cameras approximately every 5 -
10 minutes. We partition the cameras into two communities and construct
detailed directed and undirected graphs to describe the structure of each
community. We count vehicles in each image to capture traffic statistics at
vertices on these graphs. Lastly, we provide 2,566 documented non-recurring
incidents like car accidents and other traffic-interrupting events that coincide
with the collected dataset.
It is important to acknowledge the challenges presented by traffic cameras.
Varying perspective, lighting conditions, and sources of occlusion all make
it difficult to extract meaningful traffic information. In addition, limitations
on network bandwidth and data storage force tough design decisions on tem-
1Link to STREETS dataset. [8]
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poral sampling rate and image resolution. However, we believe that recent
advancements in deep learning and computer vision may help compensate for
these shortcomings. In-roadway sensors may be more reliable, but they are
disruptive to deploy and less economical than a camera network and com-
puter vision algorithms. If a community would like to bring new intelligence
to its transportation system, a web camera network provides an accessible,
scalable, and economical solution. In this spirit, we should not limit our focus
to metropolitan areas and highway systems. All types of communities should
benefit from research into intelligent transportation systems. Computer vi-
sion may be the key to building smarter infrastructure and safer communities
at all scales and settings.
The structure of this thesis is as follows: With the remainder of Chapter 1,
we will elaborate on prior work in greater detail and emphasize the novelty
of our dataset. In Chapter 2, we formally introduce STREETS, describe our
procedures and algorithms for data collection, and illustrate the content of
our dataset with relevant visualizations and metrics. Chapter 3 details the
traffic forecasting benchmark task on both directed and undirected interpre-
tations of STREETS along with benchmark results and ablation studies from
diverse traffic forecasting models. Finally, we conclude in Chapter 4 with a
discussion of other uses for the STREETS dataset as well as directions for
future work. In summary, the main contributions of this work are as follows.
• STREETS dataset of over 4 million images collected over 2.5 months
in two communities in Lake County, IL, and 3000 annotated images
with 33,260 semantically segmented vehicles.
• Novel presentation of traffic flow data using web cameras with directed
and undirected graphs.
• 2,566 documented non-recurring traffic-related incidents alongside traf-
fic flow data.
• Benchmark traffic forecasting task and results from popular traffic fore-
casting methods on STREETS.
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1.2 Prior Work
1.2.1 Traffic and Vehicle Datasets
The focus of previous vehicular and traffic datasets has been limited. Popular
examples such as KITTI [9], MOTChallenge 2015 [10], and UA-DETRAC
[11] present benchmark computer vision tasks that are intended for au-
tonomous vehicles and object tracking. But none of these datasets are
intended to use a camera network structure to gain traffic insights. The
TRANCOS dataset [12] does use a camera network in the highway system
surrounding Madrid, Spain. However, the purpose of this work is only to
provide a benchmark for counting vehicles in scenes with high vehicle over-
lap. Zhang et al. introduce the WebCamT dataset [13] from a web camera
network in New York City in order to understand traffic density and cre-
ate another vehicle counting benchmark alongside TRANCOS. Again, there
is no aggregation of traffic data or use of the camera network structure to
gain community-wide insights. Furthermore, all of these datasets, with the
exception of KITTI, restrict themselves to highways and metropolitan ar-
eas. Suburban traffic behavior is not captured. There are many other traffic
camera datasets that utilize fewer than ten cameras and limit analysis to one
intersection at a time [14, 15, 16, 17, 18, 19, 20, 21]. We refer interested read-
ers to [22] for a more detailed survey of these datasets and related challenges.
To the best of our knowledge, STREETS is the first vision-based dataset to
(1) temporally accumulate traffic data, (2) utilize the inherent graph struc-
ture of a camera network, or (3) capture the suburban traffic setting. And
while many cities and transportation agencies provide publicly accessible web
camera feeds, we hope STREETS is a meaningful step towards processing
and curating these data sources for a variety of research communities.
In addition to vision-based datasets, many cities and states make in-
roadway sensor data available to monitor traffic volumes and velocities. Per-
haps the most popular such resource is the Performance Measurement System
(PeMS) data source from the California Department of Transportation [23].
PeMS has been used as a benchmark for network-based traffic forecasting
in recent work such as [24] and [25], for example. Again, we would like to
point out that this data source only examines the California highway system
around major metropolitan areas like Los Angeles and San Francisco. We
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argue that the suburban setting offers unique challenges with the gated na-
ture of traffic flow from traffic signals and the common loss of traffic mass to
residential and business locations. Furthermore, previous work has used ve-
hicle speed data while we present traffic volume data via counting vehicles in
still images. Chapter 3 will go into greater detail regarding the implications
of such differences in suburban traffic data.
Lastly, few datasets exist to document non-recurring incidents that affect
traffic conditions like car accidents or on-road debris. Chan et al. [26] extract
on-vehicle dashcam footage from YouTube to anticipate car accidents, but
this context is certainly different from ours with third-person view and a col-
lection of traffic cameras. Shah et al. [27] do collect annotated traffic camera
data for accident forecasting; however, their analysis is limited to prediction
at a single view. We believe the incident data we provide along with our
traffic graphs may lead to interesting work in estimating and identifying the
impact of non-recurring events in a traffic graph.
1.2.2 Traffic Forecasting and Network Science
We would also like to describe previous work in the domain of traffic fore-
casting. Much attention has been given recently to how various modes of
deep learning and graph neural networks (GNNs) may be used for predicting
traffic volumes or speeds [24, 25, 28, 29, 30]. All of the work reported in
[24, 25, 28] uses the aforementioned PeMS data source [23], while [29] and
[30] use in-roadway sensors around Beijing and Seattle, respectively. These
methods, while interesting and effective in utilizing the structure of a traffic
graph, have been applied to data with narrow context and also suffer from
the lack of interpretability that is inherent in deep learning. It is important
to note the special role of interpretability in the context of traffic forecasting
as a public-facing service. In most cases, the insights from traffic forecasting
models are used by people like traffic engineers at transportation agencies,
news authorities, and everyday commuters who do not work with sophisti-
cated mathematical models. Chowdhury and Sadek [31] state that “there is
currently still a lot of skepticism among transportation practitioners regard-
ing the ability of AI to help solve some of the problems they face” and that
the role of researchers should be “not to develop a general-purpose problem
solver, but rather to address real transportation problems.” The aforemen-
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tioned IARPA RFI [7] makes a similar point regarding the disconnect between
research and real-world implementation. Effective visualization and acces-
sible information are essential to translating this research into meaningful
results for the public. There are of course simpler, classical baseline models
for traffic forecasting and we refer the interested reader to [32] to learn more
about these methods.
Traffic graphs have also attracted interest from researchers in the emerging
area of graph signal processing (GSP). Graph wavelets have been used to
classify nodes in a traffic network [33], infer mobility patterns [34], and detect
anomalous events [35]. Popular datasets in graph signal processing include
the Minnesota highway road network [36] and a taxi-ride dataset in New
York City [37]. Work like [38] typically uses the Minnesota road network by
placing synthetic data on the graph and [39] details how to convert taxi-ride
data into a coherent graph structure. For an overview of the current state of
GSP, we refer to the excellent survey provided by Ortega et al. [40]
Lastly, computer vision has been explored as a mode of traffic analysis.
Existing work typically examines vehicle detection and counting or traffic
congestion at individual cameras [13, 41, 42, 43, 44, 45]. Less work has
been done to combine observations from multiple cameras. Choe et al. at-
tempt to match vehicles in a low-frame-rate camera network as a proxy for
estimating traffic congestion [46], but more work can certainly be done in
this area. It is clear that traffic forecasting is appealing to researchers from
multiple disciplines and backgrounds. We hope the variety of data sources
in STREETS such as large-scale image data, data-efficient traffic metrics,





We now turn our attention to introducing our dataset: STREETS. We will
discuss in detail the publicly-available web cameras we accessed for this work,
the computer vision algorithm used to count vehicles, the graphs we use to
depict the camera network, and provide evidence as to
2.1 Data Collection
Lake County, IL, is the suburban county north of Chicago, IL, with a popu-
lation of 700,000 people. Lake County PASSAGE (LCP) is the local trans-
portation agency that maintains the publicly-available web camera network
across the county. The objective of LCP is to provide up-to-date roadway
warnings and traffic information for local law enforcement, news authorities,
and the public. Each camera operated by LCP is a pan-tilt-zoom (PTZ)
camera located at the corner of a traffic intersection. Each camera rotates
in place to observe each direction (North, East, etc.) of traffic at the inter-
section. Thus, each camera is capable of observing at least two and no more
than four views at its location. The cameras do stream video data back to
the LCP headquarters; however, due to bandwidth and storage limitations,
publicly-available images are captured approximately every 5 - 10 minutes.
At capture time, a camera rotates and saves an image at each view when
stationary and the resulting images are stamped with the location and time
at the top of each image before being published online for the public. Each
camera location only takes a few seconds to collect images from all of its di-
rectional views. Thus, when we refer to a “camera location capture”, we are
referring to the act of one camera publishing images of each of its directional
views. Figure 2.1 displays an example of a camera location capture. We ob-
serve that the views at just one camera location are capable of demonstrating
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(a) North view. (b) South view.
(c) East view. (d) West view.
Figure 2.1: Example traffic camera images at each directional view for one
camera location. Each image stream is available from its own
publicly-accessible URL.
diverse challenges in perspective, lighting, and sources of occlusion.
It is important to note that the camera locations capture images asyn-
chronously with respect to one another and aperiodically with respect to
themselves. This means each distinct camera location capture occurs at
different times, not simultaneously, and within a single location the time
between captures is not consistent. Of course, this low level of temporal
resolution is unfortunate. To understand complex time-series behavior, we
would like a higher temporal sampling rate. However, we note that the
limitations for LCP in bandwidth and storage are a common constraint for
any transportation agency, especially considering that Lake County is the
wealthiest county in Illinois [47]. Not all agencies have the funding or scope
to operate at the economies of scale that can enable more favorable data cura-
tion. We encourage researchers to take up the challenging task of developing
intelligent transportation systems from infrastructure that is economical for
communities of all sizes and means.
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At the time of data collection for this work, LCP provided 351 distinct
cameras across Lake County for a total of 1,142 different directional views
of traffic. The cameras have varying levels of resolution, though the typical
camera is of “standard definition” (like in Fig. 2.1) while some other cameras
provide higher resolution. For the purposes of STREETS, we select two
communities in Lake County of 50 camera locations each for a total of 100
distinct cameras. We collected images in two disjoint periods in the summers
of 2018 and 2019. First, we extracted images every ten minutes from 5am to
11pm from 8/21/2018 to 9/20/2018 across the 320 views of the 100 camera
locations. Second, we collected images every five minutes from 5am to 11pm
from 6/5/2019-7/18/2019 at the same cameras. It is important we note that
the images from 2019 were sampled twice as fast due to small improvements
in image publishing rate from LCP. All told, STREETS offers over 4 million
still images across 2.5 months. Thus, the provided image data presents great
variety in camera perspective, lighting conditions, occlusion sources, weather
conditions, etc.
2.2 Traffic Data
We capture the traffic state by counting cars in each image. We use the
Mask Region-based Convolutional Neural Network (Mask R-CNN) [48] as
our vehicle detector to count cars in each frame. The Mask R-CNN provides
semantic segmentation for an input image and is derived from the Faster R-
CNN [49]. To adapt the Mask R-CNN to our application of suburban traffic
cameras, we retrain the network on a collection of nearly 3,000 labeled im-
ages with an 85-15 training-validation split. The images are sampled evenly
across all camera views and nine different days during the month-long period
in 2018. Greater emphasis is placed on images during rush hour periods (7-
9am and 4-6pm) to improve the Mask R-CNN’s ability to count vehicles in
crowded scenes. We use the Tensorflow implementation of the Mask-RCNN
from Matterport [50] and retrain starting from the provided COCO chal-
lenge network weights. Each labeled image has segmentation masks for each
distinct, visible vehicle and we only consider vehicles on the main roadway
of the current camera view. This means we exclude background vehicles
in parking lots, driveways, etc., and do not count vehicles inside the inter-
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section. In order to do so, we hand-label masks for the inbound (driving
towards the camera) and outbound (driving away from the camera) sides of
the roadway at each camera view. Across the 3,000 labeled images, we have
33,260 semantically segmented vehicles collected from workers on Amazon
Mechanical Turk. Figure 2.2 provides vehicle counting evaluation metrics
using the original COCO network weights from [50] against the retrained
network weights from our training set of 2477 images with 28,042 vehicles.
We use a detection confidence threshold of 0.7 and perform tests over three
choices of Intersection over Union (IoU) between ground truth and model






The metrics we present are mean absolute error (MAE) in vehicle counting
per image, precision across the validation set, and recall across the validation






|yi − ŷi| (2.2)
Precision =
# true positive detections
# true positive detections + # false positive detections
(2.3)
Recall =
# true positive detections
# true positive detections + # false negative detections
(2.4)
Above, yi and ŷi denote the number of cars in image i and predicted num-
ber of cars in image i, respectively. We say a vehicle is detected if the
IoU between a predicted segmentation mask and a labeled vehicle exceeds
the chosen threshold. Figure 2.3 displays examples of the retrained Mask
R-CNN labeling images and Fig. 2.4 shows example vehicle annotations in
STREETS. For each image, we collect separate vehicle counts on the in-
bound and outbound sides of the roadway, respectively: every camera view
in STREETS depicts a two-way roadway. We extract the timestamp from
each image using the open-source Tesseract OCR software for more precise
temporal alignment.
We also received documented incident data from LCP that coincides with
the period of our data collection in 2018. These incidents are any non-
recurring event that may impact traffic like car accidents or roadway debris.
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(a) MAE (b) Precision
(c) Recall
Figure 2.2: Detector benchmarks on validation data with three choices of
Intersection over Union (IoU) for positive match. Validation set contains
472 images for a total of 5,218 labeled vehicles.
(a) South image from Fig. 2.1. (b) East image from Fig. 2.1.
Figure 2.3: Detection examples for our retrained Mask R-CNN vehicle
detector. Background and intersection vehicles are excluded and the
minimum detection confidence for each vehicle is 0.7.
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(a) (b)
Figure 2.4: Example vehicle annotations from workers on MTurk. Each
individual and distinguishable vehicles receives its own outline. In (a),
every vehicle is identifiable and outlined while in (b) some distant vehicles
and taillights make separating vehicles too difficult, thus these vehicles are
left alone. Also note that background vehicles in parking lots are properly
excluded from (b).
Table 2.1: Distribution of traffic impact levels. Level 1 is lowest and Level 4
is highest.
Level 1 2 3 4
Count 1440 543 565 18
Each incident has an associated location, cause, and estimated traffic impact
according to the traffic engineers at LCP. The incidents are intended to be
documented as close to the time of the event as possible. Thus, the potential
traffic impact should be properly aligned with the documented time. After
filtering this data for incidents that are within 2 km of any of our 100 camera
locations, we have a total of 2,566 non-recurring incidents in STREETS.
Tables 2.1 and 2.2 illustrate the distribution of these incidents.
Table 2.2: Distribution of incident types. Other contains less frequent types
like fire or roadwork.
Type Accident Debris Stall Other
Count 1018 462 453 633
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2.3 Camera Network Graph
We separate the 100 traffic cameras into two communities of 50 camera lo-
cations each. The two communities are centered about the towns of Gurnee,
IL, and Buffalo Grove, IL. For each community, we construct both directed
and undirected graphs to describe the underlying camera and road networks.
For the directed graphs, we separate the inbound and outbound sides of
each camera view into separate vertices in the directed graph. Thus, for a
community with N camera views we have 2N vertices. There are two types
of edges in each directed graph: internal edges and external edges. For an
edge to exist between two vertices, there must be at least one visible lane of
traffic at both the source and destination vertices that may convey traffic.
An internal edge connects an inbound camera view to an outbound camera
view at a single location. For example, a left-turn lane permits a directed
edge from an inbound North vertex to an outbound East vertex at the same
camera location. An external edge connects an outbound edge of one location
to the inbound edge of another location that is within 4 km. For example,
there may be a directed edge between the outbound South vertex of one
location to the inbound North vertex of a location to its South. The typical
distance between two camera locations is around 1 to 2 km. We provide the
number of traffic lanes and the Google Maps travel distance connecting two
vertices as candidates for describing edge weights in a directed adjacency
matrix.
The undirected graphs of each community are assembled by aggregating
each vertex in the directed graph at a given camera location. For example,
a four-way intersection in the directed graph would have eight associated
vertices, but only one in the undirected graph. When assembling the data
for undirected graph vertices, we simply add the time-aligned data of the
directed vertices for that undirected vertex. We will explain this procedure
in greater in detail in Chapter 3 when the experimental setup for traffic
forecasting is made concrete.
Figures 2.5 and 2.6 visualize the graph structure of the two communities
and one intersection in detail, respectively. To summarize, the graphs in
Fig. 2.5 depict our undirected community graphs while Fig. 2.6 illustrates
how a single location is broken out for each directed graph. Table 2.3 provides
statistics regarding the scope of each community.
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(a) Graph of Gurnee community. (b) Graph of Buffalo Grove community.
Figure 2.5: Graph structure of each community. For interpretability, we
only show edges between camera locations. Each depicted edge is
reciprocated in each direction.
Figure 2.6: Internal edges for intersection in Fig. 2.1. There are no
“u-turn” edges.
Table 2.3: Statistics for each community graph.
Directed Graphs Undirected Graphs
# Vertices # Edges # Vertices # Edges Area (km2)
Gurnee 318 455 50 59 81.6





We will begin by formalizing the traffic forecasting problem for STREETS.
For a directed or undirected graph G with vertices V and adjacency matrix
A, we may denote a graph signal at time step t as X(t) ∈ R|V|×d where each
vertex v ∈ V is represented by a d-dimensional feature vector X(t)v ∈ Rd. For
single-step traffic forecasting, we select a forecasting horizon H ∈ Z+ and
seek to learn a function f which maps from L historical graph signals to the
graph signal H steps in the future given the structure of the graph. Thus,







X(t−L+1) . . . X(t)
]
∈ RL×|V|×d 7→ Ŷ(t+H) ∈ R|V|
(3.1)
where Ŷ(t+H) gives the traffic value, e.g. volume or velocity, we predict at
each vertex in our graph. Naturally, we may extend this problem setup
to perform sequence-to-sequence prediction where our model predicts each
future time step up to H samples in the future. We may denote this multi-





: X(t−L+1:t) ∈ RL×|V|×d 7→ Ŷ(t+1:t+H) ∈ RH×|V| (3.2)
We can also represent graph signals on a subset of vertices in our graph like a
k-hop neighborhood. Let Nk(v) ⊆ V denote the set of vertices within k steps
from v according to adjacency matrix A. Then, we may rewrite Eqns. 3.1






We conduct benchmark experiments on both the Gurnee and Buffalo Grove
communities in the directed and undirected graph settings. Due to the asyn-
chronous and aperiodic collection of the LCP cameras, we must choose an
interpolation strategy to place the traffic data on a regular grid for both
directed and undirected graph signals. We choose to use nearest-neighbor
interpolation with a sampling period of 5 minutes. When constructing undi-
rected graph signals, we first interpolate the data at each directed graph
vertex and add the data of each vertex at one camera location to form each
undirected graph vertex’s data.
We test the performance of several benchmark traffic forecasting models
as follows:
1. Historical Average (HA): Aggregates traffic counts at each time index
for each vertex. The average traffic count at each time index and vertex
is used for prediction.
2. Linear Regression (LR): Linear regression with L2 regularization, also
known as ridge regression.
3. Support Vector Regressor (SVR): Support vector regression with radial
basis function (RBF) kernel.
4. Long Short-term Memory Recurrent Neural Network (LSTM): Encoder-
decoder LSTM with two layers for each the encoder and decoder based
on [51]. Each layer has 128 units and a final linear projection layer
produces model predictions.
5. Diffusion Convolutional Recurrent Neural Network [24]: Graph neu-
ral network with encoder-decoder structure similar to [51]. Instead,
gated recurrent units (GRU) are used and matrix multiplications within
GRUs are replaced with diffusion convolution.
6. Spatiotemporal Graph Convolutional Network [25]: Graph neural net-
work that relies on convolution for both spatial and temporal modeling.
Model layers alternate between temporal convolution at vertices and
spatial graph convolution across the graph.
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Methods (2) and (3) are implemented using the scikit-learn Python library
to perform single-step prediction on k-hop neighborhoods of varying sizes
at each vertex. The choice of neighborhood size will be discussed in greater
detail in Section 4.5. Model (4) is implemented using PyTorch while methods
(5) and (6) are also implemented using PyTorch with the help of codes from
publicly available implementations of each paper.1,2 Methods (5) and (6)
are recent works in graph neural networks (GNN) that perform multi-step
prediction at training time. We only compute evaluation metrics at the end
of each multi-step prediction horizon for fair comparison with the single-step
prediction methods. For all methods and graph choices, we take the feature
dimension of each vertex to be d = 2 where the chosen features are the
number of cars and time of day. The ground-truth targets Y(t+H) are then
the number of cars at time H samples in the future. We also set the number
of historical samples to be L = 12 for each prediction step for all methods
(except historical average since it only uses training data statistics).
We use mean absolute error (MAE), root mean square error (RMSE), and
mean absolute percent error (MAPE) to evaluate model performance as is
common in traffic forecasting literature. These metrics are defined below for






















We also compute “windowed” versions of the above evaluation metrics to
account for the fact that traffic volumes are often very low late at night and
in the early morning hours. These windowed metrics are denoted with a
subscript “w”, e.g. MAEw, and help us zoom in on model performance when
traffic volumes are significant. For this work, we choose the timeframe of 6:00
AM to 10:00 PM for windowed metrics, though our code repository makes it
easy to select your own window for evaluation.
1DCRNN PyTorch repository: https://github.com/chnsh/DCRNN PyTorch
2STGCN PyTorch repository: https://github.com/FelixOpolka/STGCN-PyTorch
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Finally, we use traffic data from 6/5/2019-7/5/2019, 7/6/2019-7/11/2019,
and 7/12/2019-7/18/2019 as our training, validation, and testing data, re-
spectively (approximately 70-15-15 split). For the GNN-based experiments
(methods (4) and (5)), we use a Gaussian kernel to convert distances between







and empirically choose σ = 2 kilometers for all experi-
ments. The deep learning experiments are all performed on a single NVIDIA
GeForce GTX 980 Ti GPU and the best model is saved for the epoch with
the lowest validation MAE. All models are evaluated on the testing data from
7/12/2019-7/18/2019.
3.3 Undirected Graph Experiments
Tables 3.1 and 3.2 provide full and windowed evaluation metrics, respec-
tively, for experiments on undirected graphs of both communities. We see
that the two GNN-based methods have dominant performance compared to
the simpler baseline forecasting methods, especially for the longer forecast-
ing horizons of 30 and 60 minutes. In particular, the DCRNN is consistently
achieves the best performance. This suggests that the recurrent nature of the
DCRNN presents a large performance boost over a method which fuses spa-
tial and temporal convolutions like the STGCN. We also see that the linear
ridge regression model performs similarly to the non-linear SVR forecast-
ing model. This is an intriguing result since linear methods are inherently
highly interpretable, which is of great significance for the suburban context
of STREETS where traffic engineers actively monitor and operate the traffic
signals. While complex, non-linear GNN methods may obtain the best nu-
merical results, an explainable and reasonably capable model may be more
trustworthy to traffic engineers. We also notice that predicting further in the
future with large time horizons is more challenging, as should be expected
and is seen in other traffic flow datasets.
The windowed evaluation metrics in Table 3.2 clearly show that model
performance degrades when we focus on the more active hours of 6:00 AM
to 10:00 PM. We believe these windowed evaluation metrics underscore a
unique aspect of the STREETS dataset against other datasets which capture
traffic speed. In low-traffic periods, we may register similar traffic speeds to
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Table 3.1: Undirected traffic forecasting results without windowing. Best
results for each row are bolded. All metrics are averaged across all 50
sensors in each community.






MAE 5.99 4.66 4.54 4.82 3.94 4.45
RMSE 7.78 6.37 6.45 7.05 5.62 6.30
MAPE 72.1% 47.3% 39.1% 51.8% 39.4% 49.7%
30 min
MAE 6.02 4.94 4.79 4.90 4.17 4.47
RMSE 7.81 6.64 6.73 7.20 6.04 6.32
MAPE 71.9% 51.6% 41.3% 51.9% 47.1% 50.4%
60 min
MAE 6.09 5.50 5.32 5.07 4.54 4.73
RMSE 7.87 7.21 7.30 7.44 6.64 6.97










MAE 6.11 4.33 4.39 4.57 3.98 4.17
RMSE 8.22 6.07 6.38 6.74 5.87 6.03
MAPE 79.7% 48.6% 41.0% 56.5% 44.1% 49.5%
30 min
MAE 6.15 4.68 4.68 4.70 4.21 4.27
RMSE 8.25 6.45 6.69 6.99 6.23 6.27
MAPE 79.7% 44.6% 49.3% 58.1% 53.2% 52.3%
60 min
MAE 6.23 5.49 5.31 4.90 4.57 4.37
RMSE 8.32 7.34 7.44 7.31 6.79 6.45
MAPE 79.7% 64.6% 49.9% 57.3% 57.5% 53.4%
medium and even high-traffic periods with smooth flow. This dynamic can
obscure important traffic information, especially in the suburban context
where traffic signals are calibrated to traffic volumes and not necessarily the
speed of traffic. Moreover, it is important to note that the ordering of each of
the models is not fixed between the full and windowed metrics. For example,
we see the LSTM more consistently outperform the LR and SVR baselines
in MAEw than MAE. This dynamic, and others like it, can give insight as
to whether a forecasting method exploits low-traffic periods or is capable of
handling higher traffic volumes.
We also provide a couple examples of line plots for the traffic volumes
at a given sensor for one day. We plot this ground truth alongside the
predictions generated by a few of the benchmark models. In both plots,
we note that the DCRNN and SVR are capable of adapting to when traffic
is abnormal with respect to the historical average. For example, we can look
at times around 11:00AM and 10:00PM in Fig. 3.1a to see where the traffic
was clearly above average and each model, especially the DCRNN, responds
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Table 3.2: Undirected traffic forecasting results with windowing. We choose
the time window of 6:00AM to 10:00PM for each day.






MAEw 7.10 5.84 5.90 5.27 4.57 5.70
RMSEw 8.80 7.38 7.50 7.73 6.48 8.01
MAPEw 67.6% 46.5% 44.2% 49.8% 44.9% 48.4%
30 min
MAEw 7.10 6.01 6.09 5.35 4.89 5.66
RMSEw 8.80 7.60 7.73 7.90 6.85 7.91
MAPEw 67.6% 47.9% 45.3% 50.0% 54.0% 47.6%
60 min
MAEw 7.10 6.38 6.51 5.55 5.23 5.87
RMSEw 8.80 8.07 8.25 8.14 7.45 8.52










MAEw 7.46 5.49 5.68 4.97 4.59 5.39
RMSEw 9.43 7.08 7.38 7.21 6.66 7.58
MAPEw 80.7% 48.8% 46.8% 55.0% 50.0 48.2%
30 min
MAEw 7.46 5.78 5.88 5.13 4.83 5.45
RMSEw 9.43 7.45 7.64 7.50 6.98 7.67
MAPEw 80.7% 50.9% 48.1% 57.0% 58.2% 50.3%
60 min
MAEw 7.46 6.49 6.51 5.33 5.23 5.42
RMSEw 9.43 8.32 8.41 7.83 7.53 7.64
MAPEw 80.7% 55.7% 51.6% 56.2% 63.4% 51.0%
to this phenomenon.
3.4 Directed Graph Experiments
We have also conducted experiments in the directed graph context for each
community. Tables 3.3 and 3.4 provide the full and windowed evaluation
metrics, respectively. It is important to note that we compute evaluation
metrics for the directed graphs over only the “inbound” vertices of the graph.
This provides a more challenging target for the models since the outbound
vertices consistently have lower traffic volumes as traffic is far less likely to
accumulate upon passing through an intersection.
Once again, the deep learning-based methods dominate across all metrics.
For forecasting on directed graphs, we see that the STGCN becomes more
competitive and frequently outperforms the DCRNN while the LSTM clearly
exceeds the non-deep learning models. The GNN methods were superior
to the baseline LSTM in all cases for the undirected setting; however, we
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(a) Gurnee Sensor 1 on 7/12/2019
(b) Gurnee Sensor 20 on 7/12/2019
Figure 3.1: Line plots for undirected graph data on 7/12/2019 in the
Gurnee community. The ground truth (blue) data is presented alongside
the corresponding predictions for the historical average, SVR, and DCRNN
models. Each model is predicting traffic with a forecasting horizon of
H = 12 (60 minutes).
21
Table 3.3: Directed traffic forecasting results without windowing.
Evaluation metrics are averaged across the “inbound” sensors of each
directed community graph. For example, this means the Gurnee metrics are
computed across 159 vertices.






MAE 2.23 2.22 2.08 1.97 1.72 1.87
RMSE 3.08 3.09 3.13 3.02 2.74 2.81
MAPE 93.9% 93.9% 71.0% 73.5% 57.3% 74.1%
30 min
MAE 2.25 2.28 2.12 1.98 1.94 1.91
RMSE 3.11 3.14 3.18 3.05 2.86 2.86
MAPE 94.5% 96.4% 71.9% 72.2% 85.7% 75.9%
60 min
MAE 2.33 2.37 2.21 1.98 1.98 1.94
RMSE 3.20 3.23 3.28 3.06 2.94 2.91










MAE 2.29 2.34 2.17 2.01 1.99 1.94
RMSE 3.25 3.24 3.28 3.15 2.93 2.94
MAPE 92.6% 99.0% 73.5% 72.6 87.9% 75.9%
30 min
MAE 2.33 2.41 2.23 2.03 1.83 1.97
RMSE 3.29 3.31 3.36 3.23 2.96 2.97
MAPE 93.7% 102.7% 74.9% 72.5% 62.2% 78.6%
60 min
MAE 2.44 2.56 2.34 2.03 2.04 1.98
RMSE 3.43 3.45 3.50 3.28 3.03 3.03
MAPE 97.5% 109.6% 77.0% 69.3% 90.2% 77.7%
see this performance gap tighten considerably. Since the LSTM does not
utilize the graph structure, this suggests that current state-of-the-art GNN
models are less capable of leveraging directed graphs than undirected ones.
Again, we see that traffic prediction becomes more difficult as the forecasting
horizon increases. There is a notable exception where the DCRNN has its
best performance in the Buffalo Grove community for a 30 minutes horizon.
We illustrate line plots for directed traffic data and again display these
ground truths with corresponding benchmark model predictions. We observe
the same behaviors of the SVR and DCRNN models where notable traffic
patterns are adapted to and we note a particularly interesting feature of the
data in Fig. 3.2a. We see that there is only one extended period of relatively
high traffic starting with the afternoon rush hour around 4:00PM. This is
opposed to the more common “bi-modal” behavior we see in Fig. 3.2b where
both rush hour periods produce greater traffic volumes. This would suggest
that traffic at that intersection is highly directional and is more popular in
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Table 3.4: Directed traffic forecasting results with windowing. We again
choose the time window of 6:00AM to 10:00PM for each day.






MAEw 2.70 2.66 2.64 2.16 2.01 2.46
RMSEw 3.53 3.53 3.62 3.30 3.18 3.63
MAPEw 103.6% 95.3% 81.9% 76.1% 66.69% 89.2%
30 min
MAE 2.71 2.68 2.67 2.17 2.19 2.46
RMSEw 3.54 3.56 3.66 3.34 3.21 3.63
MAPEw 104.0% 96.4% 81.2% 75.3% 91.6% 89.2
60 min
MAEw 2.76 2.71 2.71 2.18 2.23 2.44
RMSEw 3.60 3.61 3.73 3.35 3.29 3.58










MAEw 2.85 2.82 2.78 2.20 2.23 2.54
RMSEw 3.75 3.73 3.82 3.42 3.28 3.79
MAPEw 106.8% 101.0% 85.6% 75.8% 93.4% 90.5%
30 min
MAEw 2.87 2.86 2.82 2.24 2.13 2.55
RMSEw 3.78 3.78 3.89 3.51 3.38 3.78
MAPEw 107.7% 101.8% 85.6% 75.9% 72.5% 92.6%
60 min
MAEw 2.97 2.92 2.89 2.25 2.29 2.51
RMSEw 3.91 3.87 4.00 3.56 3.38 3.74
MAPEw 110.5% 102.7% 84.2% 73.5% 96.2% 90.9%
the afternoon when drivers are heading home for the day.
3.5 Effect of Neighborhood Size
We also provide an ablation study to examine the impact of the neighborhood
size on traffic forecasting. Table 3.5 gives the forecasting results in the Gurnee
community for the linear regression, support vector regressor, and DCRNN
models. For linear regression and support vector regressor, we simply set the
k-hop neighborhood size for the single-step prediction problem in Eqn. 3.1.
For the DCRNN, we can specify the neighborhood size by limiting the radius
of each diffusion convolution operation. Please refer to the DCRNN paper
[24] for more details regarding diffusion convolution on graphs.
In general, we find that 1-hop and 2-hop neighborhoods are best for each
model. Interestingly, we see that perhaps a 1-hop neighborhood is best in
the undirected graph setting. Compared to other datasets in urban popu-
lation centers or highway systems, the camera locations in STREETS are
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(a) Gurnee Sensor 10 on 7/12/2019
(b) Gurnee Sensor 28 on 7/12/2019
Figure 3.2: Line plots for directed graph data on 7/12/2019 in the Gurnee
community. The ground truth (blue) data is presented alongside the
corresponding predictions for the historical average, SVR, and DCRNN
models. Each model is predicting traffic with a forecasting horizon of
H = 12 (60 minutes).
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Table 3.5: Ablation study of neighborhood size k for undirected and
directed graphs in Gurnee community. All results are MAE values for each
model.









0 4.76 4.61 3.99
1 4.68 4.54 3.94
2 4.66 4.62 4.03
30 min
0 5.12 4.90 4.22
1 4.98 4.79 4.17
2 4.94 4.84 4.23
60 min
0 5.80 5.51 4.63
1 5.60 5.32 4.54







0 2.37 2.15 1.72
1 2.30 2.12 1.73
2 2.22 2.08 1.73
30 min
0 2.42 2.19 1.94
1 2.35 2.16 1.94
2 2.28 2.12 1.97
60 min
0 2.49 2.27 2.00
1 2.44 2.24 1.98
2 2.37 2.21 1.99
rather far apart, e.g. 1 km. Thus, a larger neighborhood may provide less
spatially relevant information as traffic has many opportunities to turn at
other intersections, side streets, residences, or businesses within the radius
of even a 2-hop neighborhood. This dynamic cannot be seen on highway-
based datasets like PeMS [23] as traffic often must pass through multiple
consecutive sensors before an opportunity to leave the highway on an exit
ramp. Altogether, this suggests that while the traffic graphs in STREETS





We have motivated the need for more diverse traffic flow datasets in both con-
text, data source, and scale. We carefully introduced our dataset, STREETS,
and illustrated the variety of data sources including large-scale image data,
non-recurring traffic incidents, and both directed and undirected traffic graphs.
To the best of our knowledge, STREETS is the first large-scale traffic dataset
to (1) capture suburban traffic flow, (2) utilize cost-effective and non-invasive
web cameras to aggregate traffic data and (3) present traffic network volumes
on directed and undirected graphs. Detailed benchmarking on both the undi-
rected and graph settings provides a point of reference for researchers in
the traffic forecasting, spatiotemporal modeling, and graph signal processing
communities. These benchmark results demonstrate the value of both spatial
and temporal information.
4.1 Future Work
Though unexplored in this work, we believe similar benchmark tasks can
be developed for anomaly detection and a variety of computer vision tasks.
For anomaly detection, we may consider multiple facets between detecting
anomalies, forecasting their impact on traffic flow, and fusing such a sig-
nal with existing traffic forecasting models. Beyond the vehicle segmenta-
tion task we perform to assemble traffic data for STREETS, other computer
vision tasks like background-foreground separation, semantic annotation of
scenes, and traffic density estimation may also be of interest. We hope that
such a variety of possibilities will facilitate practical solutions in intelligent
transportation systems for communities of any size and economic means.
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