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Summary 
The objective of this project is to develop a deep learning algorithm so that, together with the 
use of a stereo camera, it is capable of detecting a person and locating them in the 3D world. 
The person’s location in the x-y plane is obtained from the object detector model, which 
consists of a convolutional neural network, specifically the U-Net, that outputs heat maps. 
On the other hand, the person’s location in terms of depth (z) is obtained from the depth map 
given by the ZED stereo camera. 
The document begins by presenting the techniques used today for object detection (using heat 
maps). This is followed by an explanation of the key theory behind neural networks; from the 
simplest neural networks to the convolutional neural networks. To finish with the theoretical 
part of the project, the hardware and software equipment used is presented. 
To develop and implement the deep learning algorithm, the first thing that is done is the dataset 
creation. In order to do that, different images have been selected and prepared to enter the 
network and train the model (using PyTorch) adapted to the needs of this task. Eight different 
combination of parameters have been used and eight different models have been obtained. 
Previously, the metric that will be used to evaluate and compare the different models obtained 
and choose the one that best suits this application, is defined. 
Once the final model is chosen, it is stored in the Jetson AGX Xavier and tested using ZED 
camera images. In this case, the model is verified to being accurate detecting people and the 
cases where the algorithm fails are identified. 
The next step of this project consists of applying stereo vision techniques to extract the 
distance at which the detected person is. 
A ROS node is created to communicate the ZED camera with the deep learning algorithm. 
Once the node is ready, it is executed to test the whole program in real time. The ZED color 
images are passed through the network to detect the person (x, y), and from the ZED depth 
map, the distance (z) is obtained. 
From the results obtained, both for the person detection and for the distance extraction, the 
existing errors in the designed algorithm are identified, and improvements are made by 
applying filters and code modifications. 
Thanks to the improvements applied to the results, a sufficient precise algorithm is obtained, 
capable of detecting a person within a distance range in real time. 
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1. Introduction 
1.1. Motivation  
Artificial Intelligence (AI) has gained popularity in recent years thanks to the increase in 
computational speed and the amount of useful data available. The most popular and useful 
subset of AI is the machine learning; a concept that has been feasible only when sufficient 
amount of data has been available to train machines. 
And here comes Deep Learning, a subset of machine learning that has become increasingly 
popular and important to companies and individual researchers enabling them to overcome 
challenges that were impossible some decades ago, such as voice recognition or facial 
recognition. 
And we can see how deep learning appears more and more in daily life, as with these two 
applications that can be found on our mobile devices. Over time, more amazing applications 
are going to appear, because deep learning is growing every day with high speed. For 
example, deep learning is increasingly being used for service robots, and it is in this area where 
the IRI’s “Mobile Robotics & Intelligent Systems” department works. 
The Institut de Robòtica i Informàtica Industrial, is a Joint Research Center of the Spanish 
Council for Scientific Research (CSIC) and the Technical University of Catalonia (UPC), 
conducting basic and applied research in human-centered robotics and automatic control. The 
institute participate in a large number of international collaborations and cooperate with the 
community in industrial technological projects. 
So, being able to do the project at IRI will give me the opportunity to get in touch with real 
projects, in addition to entering the world of research. 
This IRI’s department is working on projects to implement in service robots. In these cases, 
human-robot interaction is very important and they use different techniques to detect people 
and obstacles, track and approach them.  
Previously, a laser-based system was used to detect people. Nowadays, deep learning 
techniques are being introduced to detect people and then be able to approach them knowing 
their location. Until now, these two systems were kept separately; one that detects the person 
and the other that calculates depth (Figure 1-1). 
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Figure 1-1: Above the Stereo Vision system, and below, the Deep Learning process. 
This project seeks to find a solution that combines these two systems (Figure 1-2), that can work 
in real time reducing costs and with high precision. In this way, by combining deep learning 
algorithms and stereo vision techniques, the person can be detected and located using only 
one camera and a GPU. 
 
Figure 1-2: Combining Deep Learning and Stereo Vision. 
Today there are many open source neural networks and deep learning models. The neural 
network that we are going to use in this project to detect people, is a network built by an IRI 
member. This network was created to detect a very specific object.  
In this project with deep learning work, we are going to adapt this network to be able to detect 
people. Therefore, this model will be modified for the new implementation. In addition, adding 
the stereo vision, it will be useful for different service robot applications, such as approaching 
a person to give him a package, to take something together and for many other things. 
Therefore, the topic of the thesis is chosen to see how deep learning techniques work and the 
usefulness they have in this type of application for service robots.  
In addition, nowadays, deep learning is considered the future of AI and represents the state of 
the art in the Computer Vision field. Many companies around the world are starting to 
implement it; having knowledge about deep learning will be useful for my future. 
1.2. Objectives 
The main objective of this project is to enable a robot to detect a person in an image using 
deep learning techniques, and measure the distance to that person, using a stereo camera, to 
know how far it is to approach. To do this, some sub-objectives must be met. 
• Develop a real-time object detector using deep learning techniques. 
• Run this system on an NVDIA Jetson AGX Xavier so that it can be used on 
a robot. 
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• Use the Stereolabs ZED stereo camera to measure the distance. 
• Create a ROS node to connect the camera and the object detector to get the 
distance of the desired point in the 3D world. 
1.3. Prerequisites 
To do this project, it was necessary to do some tutorials and courses: 
• Coursera Deep Learning course: theory and practical exercises to know more 
about Deep Learning. In this course there are the instructions to create a neural 
network, train and test the network, and some techniques to improve it. 
• PyTorch tutorials: deep learning framework to program the algorithm. 
• ROS tutorials: necessary to connect the camera and the object detector. 
1.4. Scope of the project 
This project considers the implementation of a neural network to detect people in images using 
PyTorch. And also, the implementation of a ROS node capable of communicating with the 
ZED camera to obtain the distance of the person. 
The design of the algorithm of approaching to the person will not be developed in this project. 
Also, the method to select different people or a specific person in the image is not solved in 
this project. In this project, the deep learning algorithm detects only one person in the image 
and, if there is more than one, it continues to detect only one; the one that can detect more 
accurately. 
1.5. Thesis layout 
Section 2 shows a summary of state of the art techniques for object detection using 
convolutional neural networks. Section 3 shows the project plan using Gantt diagrams. Section 
4 presents some theory needed to understand how convolutional neural networks work. 
Section 5 introduces the hardware and software required for the project. Section 6 explains 
the actual tasks that have been performed during the project, including the deep learning 
techniques and stereo vision. Section 7 presents the results obtained, the errors identified and 
the improvements implemented. Section 8 presents the proposed project budget. Section 9 
discusses the environmental impact of the project. Section 10 summarises the final evaluation 
of the object detector model. 
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2. State of the art 
Nowadays, deep learning represents the state of the art in the Computer Vision field, with 
convolutional neural networks (CNN) being the most developed and used algorithms. 
Object detection is a core task in Computer Vision, as it is applied in many real-world 
applications such as surveillance, autonomous driving and robotics. The objective of object 
detection is to detect the object in the image and localize it. Especially in this project, the 
algorithm locates a person by giving its coordinates in the 3D world. 
Every year a lot of new solutions appear within the Deep Learning community for object 
detection. Below is a list of some deep learning algorithms and CNN architectures for 
performing the object detection task, especially, for face detection using heat maps: 
• CenterNet [1]: 
CenterNet models an object as a single point; the center point of its bounding box (Figure 2-1). 
Then, other properties such as object size, dimensions, 3D location, orientation, and pose are 
directly obtained from the image features at the center location. Therefore, it becomes a 
keypoint estimation problem. 
 
Figure 2-1: Object modelled as the center point of its bounding box [1]. 




𝑅𝑅𝑥𝑥𝑥𝑥, where R is 
the output stride and C is the number of keypoint types. This heat map can contain different 
keypoint types; there are 17 keypoint types for human joints and 80 keypoint types for object 
categories. A prediction 𝑌𝑌�𝑥𝑥,𝑦𝑦,𝑐𝑐 = 1 corresponds to a detected keypoint, while 𝑌𝑌�𝑥𝑥,𝑦𝑦,𝑐𝑐 = 0 is 
background. Then, a Gaussian kernel is applied to all ground truth keypoints. 
To predict the heat map, in this paper [1] they use several different CNNs: 
Stacked hourglass network: This network downsamples the input by 4x, followed by two 
sequential hourglass modules. Each hourglass module is a symmetric 5-layer down- and up-
convolutional network with skip connections. This network is quite large, but generally yields 
the best keypoint estimation performance. 
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Deep layer aggregation (DLA): An image classification network with hierarchical skip 
connections. The fully convolutional upsampling version of DLA with some modifications is 
used in this paper. In this case, the accuracy is lower than when using the previous network 
(Table 2-1). 
 
Table 2-1: Average Precision and FPS for both networks [1]. 
Both previous networks generate heat maps from the input images. Peaks in the output heat 
map correspond to object centers. Image features at each peak predict the height and weight 
of the objects bounding boxes. Therefore, from this keypoint estimator, the 3 outputs shown at 
the top of Figure 2-2 can be estimated. 
In addition, this method also provides 3D object detection and human pose estimation, by 
predicting additional outputs at each center point (Figure 2-2). To do so, the algorithm requires 
additional attributes per center point, such as the depth value, 3D location, its dimension, 
orientation and the human joints locations. By introducing some modifications to the previous 
CNN used and implementing other loss functions, these outputs can be estimated. 
 
Figure 2-2: NN outputs: top for object detection, middle for 3D object detection, bottom: for pose estimation [1] 
Object detectors generally identify objects as axis-aligned boxes in an image. The most 
successful object detectors, like YOLO or Faster R-CNN, enumerate a nearly exhaustive list 
of potential object localizations and classify each one. For each bounding box, the classifier 
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determines whether the image content is a specific object or background. In the end, this 
seems to be wasteful, inefficient, and requires additional post-processing. 
Comparing CenterNet with these bounding box based detectors on the MS COCO dataset, it 
turns out that CenterNet is much simpler, faster and more accurate. 
- CenterNet with Hourglass-104 achieves the best accuracy at a relatively good 
speed, with a 42,2% AP in 7,9 FPS. 
- CenterNet with DLA-34 gives the best speed/accuracy trade-off. It runs at 52 FPS 
with 37,4% AP. This is more than twice as fast as YOLOv3 and 4,4% AP more 
accurate. 
 
• Convolutional Neural Network with heat maps [2]: 
In this paper [2], a heat map approach is applied to track human faces. The heat map extracted 
from the CNN is used for face/non-face classification problem. In this case, the sliding window 
methods (as YOLO) are also avoided for reducing time-consuming. 
The CNN architecture is shown in Figure 2-3. This network is built in order to extract 
information that is meaningful in locating an object. 
 
Figure 2-3: CNN for binary classification face/non-faces [2]. 
In this paper [2] a simple CNN for binary classification problem is built, able to predict the 
semantics and the face location. 
The network input is an image of size 64x64x3. Then there are two convolutional layers 3x3 
with 10 features. Next, there is the max pooling layer with size s x s that is used to reduce the 
image size, as well as to highlight important features. There are also two dropout layers to 
prevent overfitting. The last two layers play the role as fully connected layers. The first one has 
a size of 64/s with no padding, and 128 features. These 128 features are connected with the 
last convolutional layer, which has a size of 1x1x1. The third dimension is 1 because 
represents the binary classification operation; 1 if it is a face, and -1 if not. These two layers 
are common when generating heat maps for object detection. 
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They proposed a method to build heat maps from many CNNs with different pool-sizes. In the 
paper, they experiment with different pool-sizes of the max pooling layer to improve the model 
accuracy. By increasing the pool-size, better determination in special details was achieved, 
but the accuracy in determining face/non-face regions on the heat map decreased. 
Therefore, the proposed final heat map is based on a feedback rating from the CNNs according 
to the respective weights. From there, using a threshold value, a mask is built to quickly identify 
objects in the target tracking window (Figure 2-4). 
 
Figure 2-4: On the left, images containing faces, in the middle, the heat-maps obtained from CNNs feedback, and 
on the right, the mask image identifying human face based on the specified threshold [2]. 
As seen in Figure 2-4, this algorithm gives good results in determining the face mask image. 
However, there are some situations where the heat map determines wrong human face 
regions. 
 
• U-Net for face detection with segmentation maps [3]: 
A deep convolutional neural network is trained to encode the position and scale of the objects 
into a segmentation map. Then, from this map, the algorithm also decodes the bounding boxes 
of the objects. In this case, this algorithm is used to build a face detector (Figure 2-5). 
 
Figure 2-5: On the left, the input image and on the right, the corresponding segmentation map. 
The idea is to place a diagonal line segment across each face in the input image. The location 
of the segment centroid corresponds to the location of the face. The segment length specifies 
the face size. From this encoding scheme, it is easy to decode the objects bounding boxes in 
run-time. 
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This method based on semantic segmentation is also less complex than typical object 
detectors like YOLO and Faster R-CNN. 
Semantic segmentation is the process of labeling each pixel in the image with a class label 
from a predefined set of classes. Semantic segmentation is useful when a detailed 
understanding of the image is required. For example, it is used for medical image processing, 
i.e. to locate diseases. 
To solve the segmentation task, a network that outputs a prediction of the same size as the 
input image, is needed. These types of networks are desired when using segmentation or, for 
example, for the depth prediction task. A particularly effective architecture is the U-Net design 
(Ronneberger et al, 2015). 
U-Net was first designed especially for medical image segmentation. It showed such good 
results that is used in many other fields after. This NN architecture is used when you need to 
convert a feature map into a vector and then reconstruct an image from this vector. 
This architecture follows the usual encoder-decoder scheme but uses feature maps computed 
in the earlier downscaling steps during each upsampling process (this reusage of cached 
features is shown in Figure 2-6). As while converting an image into a vector, the feature maps 
has been already learned, these same maps are used to convert the vector again to image. 
Therefore, the same feature maps that are used for contraction are used to expand the vector 
to a segmented image. And this would preserve the structural integrity of the image, reducing 
distortion. 
 
Figure 2-6: U-Net architecture [6] 
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As can be seen in Figure 2-6, the architecture looks like a “U”. This architecture consists of 
two sections: the contraction (left side) and the expansion section (right side).  
The contraction section follows the typical architecture of a CNN and consists of the repeated 
application of contraction blocks. Each block takes an input and applies two 3x3 convolutional 
blocks (a convolutional layer (with no padding), followed by a ReLU and a normalization layer) 
and a 2x2 max pooling layer (with stride 2 for downsampling). The number of filters (output 
channels) after each block is doubled, so that architecture can learn the complex structures 
effectively [6]. 
Every step in the expansive section consists of an upsampling of the feature map followed by 
a 2x2 convolution (“up-convolution”) that halves the number of feature channels, a 
concatenation with the corresponding cropped feature map from the contracting section, and 
two 3x3 convolutional blocks (a convolutional layer followed by a ReLU and a normalization 
layer). The cropping is necessary due to the loss of border pixels in every convolution. 
At the final layer, a 1x1 convolution is used to map each 64 features to the desired number of 
classes. 
In total, the original U-Net has 23 convolutional layers.  
In this case [3], they use a modification of this architecture to make the model smaller in order 
to achieve real-time detection rates. 
The predicted output map has all its pixels classified into one of the two classes: 1 belongs to 
a line segment and 0 otherwise. This output segmentation map with its values in the range 
[0,1], is obtained by applying a sigmoid function to each element of the previous feature map. 
The training dataset must contain images of faces with its bounding boxes and, consequently, 
ground truth segmentation masks. They train its model using RMSProp with a learning rate set 
to 0,0001, using mini-batches and 500 epochs. 
Finally, this model is capable of processing frames in real time. 
 
• U-Net for face detection with heat maps [4]: 
This research, carried out by IRI (Institut de Robòtica I Informàtica) staff [4], presents a 
methodology for detecting the crawler used in the AEROARMS project. The crawler is required 
for outdoor industrial inspection and maintenance. An aerial robot picks up and releases the 
crawler in areas or structures that require some inspection or maintenance but are 
inaccessible, very dangerous or costly to be accessed from ground.  
For this project, deep learning techniques have been applied to detect the crawler centre point. 
To do it, different networks have been tested. First, two CNNs were used to locate the crawler 
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and to output the crawler probability of being in the image. However, the U-Net architecture 
has been used locating the crawler in real-time, with especially great results. 
In this case, the U-Net inputs an RGB image and outputs a heat map; a probability distribution 
map. The peak in this map represents the point of the crawler where the aerial robot picks it 
up. 
For that project, a small U-Net with 14 convolutional layers was also built. The code can be 
found on GitHub [5]. This tiny U-Net has the following architecture (Annex 12.1): 
First, the input passes through two 7x7 convolutional blocks (a convolutional layer, followed by 
a normalization layer and a ReLU) and then trough a 2x2 average pool layer. 
Then, the input passes through five contraction blocks. Each block passes the input though a 
single 3x3 convolutional block (a convolutional layer, followed by a ReLU and a normalization 
layer) and then, though a 2x2 average pool layer. The number of filters (output channels) after 
each block, is doubled. In this case, there is only one convolutional block for each contraction 
block, instead of two. 
Then, the feature map passes through five expansion blocks. Each block takes the input 
feature map and upscales it by a factor of 2. Then, it concatenates this feature map with the 
feature map from the corresponding contraction block. And then, it passes this new input 
feature map through a single 3x3 convolutional block (a convolutional layer, followed by a 
ReLU and a normalization layer). In this case, there is only one convolutional block for each 
expansion block. 
Finally, to obtain the predicted heat map, the feature map passes through a 3x3 convolutional 
block (a convolutional layer, followed by a ReLU and a normalization layer) followed by a 3x3 
convolutional layer. The output size dimensions and the layer’s parameters are specified in 
Annex 12.1. 
In this case, there are only 14 convolutional layers. Conversely, in the original U-Net there are 
23 convolutional layers. As can be seen in the annex, these layers are the ones that have 
trainable parameters. Therefore, this small U-Net has less trainable parameters; around 11 
million parameters (Annex 12.1), while the original U-Net has around 40,5 million parameters. 
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3. Project plan  
This project starts in July 2019 and has been planned to be finished in April 2020 ( Figure 3-1).  
The blue tasks are the formation and documentation tasks. Among them are the courses and 
tutorials mentioned above and the analysis of the given neural network; it is necessary to 
understand and learn how this network and the object detector model work. 
The orange tasks are those related to preparing the dataset and adapting the object detector 
model for this project. 
The green tasks are those related to the implementation of the object detector; including 
training the network, analyzing the results, improving the model and adding metrics to evaluate 
the model, and testing the model with new images. 
The yellow tasks are those related to stereo vision techniques. These tasks include creating 
the ROS node, testing the algorithm in real time and applying filters to improve the algorithm. 
The purple task represents the report development (elaborate the draft, produce the draft). 
 
 
Figure 3-1: Project plan 
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4. Key theoretical concepts 
4.1. Neural network basics 
4.1.1. Introduction 
Artificial intelligence (AI) is the computer science branch that is focused on building smart 
machines capable of performing tasks that generally require human intelligence. In other 
words, it tries to simulate human intelligence in machines. AI is an interdisciplinary science 
with multiple approaches, which is progressing rapidly, and it is being implemented in many 
sectors and giving very good results. Advances in machine learning, and deep learning in 
particular, are the most surprising; bringing about a huge transformation and creating a 
paradigm shift in almost every sector of the technology industry [7]. 
Machine learning (ML) is an important branch of AI, and specifically of computer science. The 
part in ML that is rising rapidly and driving a lot of these changes is deep learning (DL). Deep 
Learning has already transformed traditional Internet businesses like web search and 
advertising. But it is also enabling brand new products and businesses, and ways to help 
people create. It has found a great success in a lot of applications such as natural language 
processing, image recognition, speech recognition, machine translation, bioinformatics, 
medical image analysis, autonomous driving and many others.  
So nowadays, deep learning is one of the most highly sought after skills in technology worlds. 
Especially, deep learning algorithms have proven to be really good for Computer Vision field, 
with these algorithms being the most widely used today. 
Deep learning is taking off due to three factors: 
- large amount of data available thanks to the society digitalization  
- faster computation (GPUs and CPUs) 
- innovation in the development and optimization of the algorithms 
Neural networks (NNs) are the main architecture used in deep learning. That is why deep 
learning is said to be based on the way the human brain processes information and learns. 
This consists of a neural network model composed of several levels of representation, where 
each level uses the information from the previous level to learn [8]. Deep learning uses neural 
networks to provide accurate results. 
To better understand this project, it is required to understand NNs. In these following sections, 
some theoretical concepts are explained following the Deep Learning Specialization course 
from Coursera [9]. 
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To start, the best example to explain what is a neural network, is the supervised deep learning 
task of image classification (Figure 4-1). 
These tasks consist in telling if there is a specific object in an image. Then, the input (𝑥𝑥) will be 
an image and the desired output (𝑦𝑦) will be a discrete value (a class); 1 if the object is in the 
image, and 0 otherwise. 
In supervised learning, during the training phase, a set of examples (training images) is 
submitted as input to the system. Each input is labeled with a desired output, and the system 
knows the output when the input is submitted. For example, the NN will know if the input image 
contains the specific object or not. Then, during the training, given the input (𝑥𝑥) the NN will try 
to predict (𝑦𝑦�) the probability of being the specific object in the input image (𝑃𝑃(𝑦𝑦 = 1|𝑥𝑥)). Then, 
the training is performed by the minimization of a particular cost function which represents the 
error between the output predicted by the network (𝑦𝑦�) and the desired output (𝑦𝑦) [8]. 
The simplest possible neural network is formed by a single neuron that implements a function 
that maps the input 𝑥𝑥 to the output 𝑦𝑦. The neuron takes the input image labeled (𝑥𝑥,𝑦𝑦) and 
outputs the prediction 𝑦𝑦�. 
 
Figure 4-1: Single neuron neural network for a cat classifier 
 
This simple neural network is used in logistic regression. 
 
4.1.2. Logistic Regression 
Given an input 𝑥𝑥, which belongs to a class 𝑦𝑦, the neural network outputs 𝑦𝑦�. The goal is to train 
a classifier that, given an input image represented by its feature vector 𝑥𝑥, accurately predicts 
whether it belong to class 0 or 1. For example, considering a cat classifier, the algorithm has 
to predict whether the input image is a cat image (1) or a non-cat image (0). 
An image is stored in the computer as an array of values. Typically, it’s a 3-dimensional matrix 
of pixel values (W, H, C), adding the third dimension for the Red, Green and Blue channels 
(Figure 4-2). The value in a cell represents the pixel intensity which will be used to create a 
feature vector of nx dimension. To create the feature vector 𝑥𝑥, the pixel intensity values will be 
unrolled for each channel, and if the image shape is 64x64, the dimension of the input feature 
vector will be nx=64x64x3. 
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Figure 4-2: Representation of an image and its feature vector 
A single training example is represented by a pair (𝑥𝑥,𝑦𝑦) where 𝑥𝑥 (𝑥𝑥 ∈ ℝ𝑛𝑛𝑥𝑥) is the nx-dimensional 
feature vector and 𝑦𝑦 (𝑦𝑦 ∈ {0,1}), the label or class, is either 0 or 1. 
However, if the entire training set is comprised by m training examples, the training set will be 
represented by m pairs (x,y), one for each training example. Finally, to have all of the training 
examples into a compact structure, the matrix X (𝑋𝑋 ∈ ℝ𝑛𝑛𝑥𝑥𝑥𝑥𝑥𝑥) is defined by taking all the inputs 
(xi) and staking them in columns. It would be convenience to also define a matrix Y (𝑌𝑌 ∈ ℝ1𝑥𝑥𝑥𝑥) 
by staking the labels (yi) of each training example in columns. 
Once the notation has been defined, the logistic regression algorithm can be explained. 
Considering a cat classifier (Figure 4-3), given the input feature vector 𝑥𝑥, which belongs to a class 
𝑦𝑦, the algorithm outputs a prediction 𝑦𝑦�, which is the estimation of 𝑦𝑦. More formally, 𝑦𝑦� is the 
probability of the input feature belonging to class 1 (Eq. 4-1). 
 
The goal of logistic regression is to minimize the error between its predictions (𝑦𝑦�) and training 
data (x,y). 
 
Figure 4-3: Architecture of cat image classifier [10] 
𝑦𝑦� = 𝑃𝑃(𝑦𝑦 = 1|𝑥𝑥), where  0 ≤ 𝑦𝑦�  ≤ 1   Eq. 4-1 
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The computational elements of NNs are the neurons. Each neuron takes all its inputs and 
compute its output, first, using a linear function and then, applying a non-linear function to the 
linear result. For example, for the cat classifier example, the neuron outputs 𝑦𝑦�, according to 
Eq. 4-2 and Eq. 4-3. 
 
 
The Eq. 4-2 is the linear function. The parameters of logistic regression appear in this equation 
and are known as the weights 𝑤𝑤 (𝑤𝑤 ∈ ℝ𝑛𝑛𝑥𝑥) and the bias 𝑏𝑏 (𝑏𝑏 ∈ ℝ). Then, the Eq. 4-3 is used 
to pass the linear result (which can be greater than 1 or it can even be negative) into a non-
linear function. This function is called activation function and its output 𝑎𝑎 is called activation. 
Different non-linear functions have been historically used. Since we are looking for a probability 
constraint between 0 and 1, a reasonable activation function to use would be the sigmoid 
function (Eq. 4-4), which is bounded between [0,1]. The sigmoid function takes the linear result 
and transforms it into a value between 0 and 1. 
 
The sigmoid function (Figure 4-4) goes smoothly from zero up to one and it crosses de vertical 
axis at 0,5. If z is a large positive number, the sigmoid function of z will be approximately 1 
and, conversely, if z is a large negative number, then the sigmoid function of z goes very close 
to 0.  
 
Figure 4-4: Sigmoid function [11] 
The objective of applying logistic regression is to learn the parameters 𝑤𝑤 and 𝑏𝑏 so that 𝑦𝑦� 
becomes a good estimate of the chance of y being equal to 1. These parameters are the main 
tool that enables NNs to provide such accurate outputs. To learn the parameters 𝑤𝑤 and 𝑏𝑏 of 
the logistic regression model, it is necessary to define a cost function. 
 




    
       𝑦𝑦� = 𝑎𝑎 = 𝑔𝑔(𝑧𝑧)    Eq. 4-3 
  
 
    
𝑎𝑎 = 𝜎𝜎(𝑧𝑧) = 1
1+𝑒𝑒−𝑧𝑧
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4.1.3. Cost function  
Given a set of m training examples: 
��𝑥𝑥(1),𝑦𝑦(1)�, … , �𝑥𝑥(𝑥𝑥),𝑦𝑦(𝑥𝑥)�� 
It is desired: 
 
Where the superscript 𝑖𝑖 ∈ [1,𝑚𝑚] refers to data associated with the 𝑖𝑖-𝑡𝑡ℎ training example, being 
m the length of the training dataset.  
The cost function is used to measure how well the algorithm is doing. As the Eq. 4-5 states, 
the more similar the predictions 𝑦𝑦� and the labels 𝑦𝑦 are, the more accurate the algorithm is. 
To define the cost function, first it is necessary to define the loss function. First, let’s rewrite the 
Eq. 4-2 and Eq. 4-3 considering that they can be evaluated in different samples (Eq. 4-6). 
 
The loss function 𝐿𝐿 is the function used to measure the discrepancy between the prediction 𝑦𝑦� 
and the desired label 𝑦𝑦. In other words, it is used to measure how good the prediction 𝑦𝑦� is 
when the true label is 𝑦𝑦. 
One option is to define the loss function to be the one half square error (Eq. 4-7): 
 
As stated above, the goal is to find the parameters 𝑤𝑤 and 𝑏𝑏 that make the predictions 𝑦𝑦� close 
to the labels 𝑦𝑦 and, therefore, make the error close to zero. To do so, an optimization algorithm 
called gradient descent is used. Nevertheless, this loss function is not normally used because, 
when the algorithm tries to learn the parameters, the optimization problem becomes non-
convex (with multiple local optima) and thus, the global optimum may not be found. For that 
reason, what is actually used in logistic regression is a different loss function that gives a 
convex optimization problem and becomes much easier to optimize (Eq. 4-8). 
 
In the learning procedure, this loss function is desired to be as small as possible. 
Finally, the loss function computes the error for a single training example while the cost function 
𝐽𝐽 is defined to measure how well the algorithm is working with the entire training set. 
The cost function is the average of the loss function of the entire training set, where 𝑦𝑦� is the 




    




    
𝐿𝐿(𝑦𝑦�,𝑦𝑦) = 1
2




    




       𝐽𝐽(𝑤𝑤, 𝑏𝑏) =
1
𝑥𝑥
∑ 𝐿𝐿�𝑦𝑦�(𝑖𝑖),𝑦𝑦(𝑖𝑖)�𝑥𝑥𝑖𝑖=1 =  −
1
𝑥𝑥
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prediction output of the logistic regression algorithm, computed, according to the Eq. 4-9, using 
a particular set of parameters 𝑤𝑤 and 𝑏𝑏. Consequently, when training the logistic regression 
model, it is required to find the parameters 𝑤𝑤 and 𝑏𝑏 that minimize the overall cost function 
using the gradient descent method. 
 
4.1.4. Gradient descent method 
In order to achieve good predictions, the gradient descent algorithm is used to train the 
parameters 𝑤𝑤 and 𝑏𝑏, by minimizing the overall cost function 𝐽𝐽 (Eq. 4-9). 
A simplified representation of this procedure can be seen in Figure 4-5. In this graphic, the 
horizontal axes represent the spatial parameters 𝑤𝑤 and 𝑏𝑏. In practice, 𝑤𝑤 can be much higher 
dimensional, but for the purpose of simplifying the plotting, 𝑤𝑤 and 𝑏𝑏 are illustrated as single 
real numbers. The cost function 𝐽𝐽(𝑤𝑤, 𝑏𝑏) is, then, a surface above these horizontal axes, so that 
the height of the surface represents the value of 𝐽𝐽(𝑤𝑤, 𝑏𝑏) at a certain point. And the goal is really 
to find the value of 𝑤𝑤 and 𝑏𝑏 that corresponds to the minimum of the cost function 𝐽𝐽 (represented 
in Figure 4-5 as a red dot). 
 
Figure 4-5: Simplified representation of the cost function 
Note that the cost function is convex and, as said before, this is one of the huge reasons why 
this particular cost function is used in logistic regression. So to find the good values for the 
parameters, 𝑤𝑤 and 𝑏𝑏 are initialized to some initial value and then the gradient descent method 
is applied. Although almost any initialization method works for logistic regression, the 
parameters are usually initialized to zero. But because this function is convex, no matter where 
the initialization is done; the algorithm should get to the same point (or roughly to the same 
point). 
The gradient descent is an iterative algorithm, which starts at that initial point and then takes 
steps in the steepest downhill direction iteratively until eventually it converges to the global 
optimum (or, at least, to a very close value). To explain the method, let’s illustrate the gradient 
descent algorithm in Figure 4-6 using a one-dimensional plot (ignoring b for now) and having 
a function 𝐽𝐽(𝑤𝑤) that you want to minimize. 
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Figure 4-6: Gradient descent method. An illustration of how gradient descent algorithm uses the first derivative of 
the loss function to follow downhill it’s minimum [12]. 
Once the parameters 𝑤𝑤 and 𝑏𝑏 are initialized, the algorithm repeatedly carries out the following 
update: 
 
In this equation, the new parameter alpha appears. This variable is called “learning rate” and 
it is a scalar value, and it controls how big must be the step in each iteration. The learning rate 
is a tuning parameter that may be very important when configuring the neural network. In the 
Eq. 4-10, the partial derivative of the cost function 𝐽𝐽(𝑤𝑤) with respect to the parameter 𝑤𝑤 also 
appears. This derivative term represents the slope of the cost function in a specific point and, 
when writing the code to implement gradient descent, it is represented by the variable name 
“dw”. It is important to know the slope of the function at the current setting of the parameters 
to take these steps of steepest descent, in order to go downhill on the cost function. 
In Figure 4-6, if the parameter 𝑤𝑤 is initialized with a value that is on the right of the global 
optimum, the derivative will be positive and the gradient descent will make the algorithm slowly 
decrease the parameter 𝑤𝑤. The algorithm will take steps to the left until it converges. On the 
other hand, if the parameter 𝑤𝑤 is initialized with a value that is on the left of the global optimum, 
the slope will be negative and the gradient descent update will subtract alpha times a negative 
number, thus making 𝑤𝑤 bigger with successive iterations. In this case, the algorithm will take 
steps to the right until it converges on the global optimum. Therefore, no matter where the 
initialization is done, the gradient descent will move the point towards the global minimum. 
Considering that, in logistic regression, the cost function is a function of both 𝑤𝑤 and 𝑏𝑏 
parameters, the gradient descent loop that is actually implemented is: 
Repeat { 
𝑤𝑤 = 𝑤𝑤 − 𝛼𝛼 𝜕𝜕𝜕𝜕(𝑤𝑤,𝑏𝑏)
𝜕𝜕𝑤𝑤
, which is the same as: 𝑤𝑤 = 𝑤𝑤 − 𝛼𝛼 · 𝑑𝑑𝑤𝑤 
        𝑤𝑤 = 𝑤𝑤 − 𝛼𝛼 𝑑𝑑𝜕𝜕(𝑤𝑤)
𝑑𝑑𝑤𝑤
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𝑏𝑏 = 𝑏𝑏 − 𝛼𝛼 𝜕𝜕𝜕𝜕(𝑤𝑤,𝑏𝑏)
𝜕𝜕𝑏𝑏
, which is the same as: 𝑏𝑏 = 𝑏𝑏 − 𝛼𝛼 · 𝑑𝑑𝑏𝑏 
} 
To sum up, the parameters 𝑤𝑤 and 𝑏𝑏 are initialized (usually to zero) and then, at each step, the 
gradient of the cost function will be computed to take a step in the steepest downhill direction. 
With each step, the point would have change to a new point closer to the global minimum and 
after some iterations, the global minimum would be achieved. 
 
4.1.5. Gradient Descent for Logistic Regression 
The NNs computations are organized as follows: a forward propagation step, in which the cost 
function is computed, followed by a backward propagation step, in which the gradients are 
computed.  
The key equations that are used to implement gradient descent for logistic regression are 
described below. 
For this example, let’s consider a NN with one layer with a single neuron (a logistic regression 
problem) with only two features “𝑥𝑥1” and “𝑥𝑥2” as an input data (Figure 4-7). In order to compute 
the output of logistic regression, the parameters “𝑤𝑤1” , “𝑤𝑤2” and 𝑏𝑏 need to be initialized. 
 
Figure 4-7: Logistic regression model with two features [9] 
The neuron in logistic regression computes the output 𝑦𝑦� according to Eq. 4-11 and Eq. 4-12. 
 
 
In the case of logistic regression, the cost function 𝐽𝐽(𝑤𝑤, 𝑏𝑏) is the function that the algorithm tries 
to minimize. In the forward propagation step (a left-to-right pass), the value of 𝐽𝐽(𝑤𝑤, 𝑏𝑏) can be 
computed (Figure 4-8). Focusing on just one training example for now, the lost function 
associated with that example is defined as follows: 
 
And writing the output of logistic regression 𝑦𝑦� as “𝑎𝑎” according to Eq. 4-13: 
 




    
         𝑦𝑦� = 𝑎𝑎 = 𝜎𝜎(𝑧𝑧)     Eq. 4-12 
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Then, another step is necessary: the backward propagation step. 
 
Figure 4-8: Computation graph of logistic regression [9] 
Once the loss on the single training example is computed, there is a right-to-left pass (Figure 
4-8), the backward propagation step, in order to compute the derivatives with respect to this 
loss. When going backwards, the derivative of the loss with respect to the variable “𝑎𝑎” is 
computed. This derivative is denoted by “𝑑𝑑𝑎𝑎” and, in this example, it is computed as follows: 
 
Then, this derivative “𝑑𝑑𝑎𝑎” is used to compute the next derivative “𝑑𝑑𝑧𝑧” (Eq. 4-16). 
 
The final step in backward propagation is to compute how much the parameters 𝑤𝑤 and 𝑏𝑏 
should change. Eq. 4-17, Eq. 4-18 and Eq. 4-19, show the derivatives of the loss with respect 




Finally, to implement gradient descent, the previous derivatives are used to update the 




All this procedure represents one step of the gradient descent for logistic regression, with 
respect to a single training example. However, to train the logistic regression model, there will 


























    
𝑑𝑑𝑤𝑤1 =  
𝜕𝜕𝜕𝜕(𝑎𝑎,𝑦𝑦)
𝜕𝜕𝑤𝑤1




    
𝑑𝑑𝑤𝑤2 =  
𝜕𝜕𝜕𝜕(𝑎𝑎,𝑦𝑦)
𝜕𝜕𝑤𝑤2




    
        𝑑𝑑𝑏𝑏 =  𝜕𝜕𝜕𝜕(𝑎𝑎,𝑦𝑦)
𝜕𝜕𝑏𝑏
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When implementing the gradient descent method using the entire training set, the same 
computations are done but using the vectorized matrices 𝑋𝑋 and 𝑌𝑌. In addition, the cost function 
must be computed using the Eq. 4-9. Hence, the derivative 𝑑𝑑𝑤𝑤1 would be: 
 
The same operation can be used for the derivatives 𝑑𝑑𝑤𝑤2 and 𝑑𝑑𝑏𝑏, and finally, the gradient 
descent update the parameters as in the Eq. 4-20, Eq. 4-21 and Eq. 4-22. 
4.2. Shallow Neural Networks 
4.2.1. Introduction 
A neural network can be built by taking many neurons and stacking them together in more 
intricate structures. These structures are organized into distinct layers of neurons, 
concatenating the results between layers, allowing NNs to achieve more powerful results. 
A simple NN is shown Figure 4-9. This neural network is comprised of the following layers:  
- the input layer with three input features 
- the hidden layer, which consists in three neurons, where each takes all three 
features as inputs and sends its output to the next layer 
- the output layer, which computes the output 𝑦𝑦�. 
 
Figure 4-9: 2 layer NN example [9]. 
In conventional usage, people refer to this particular neural network as a 2-layer neural 
network, because the input layer does not count as an official layer. 
The first layer (layer zero) contains always the input data and in the final layer (output layer) 
the output of the network is computed. Between these layers, there are the hidden layers, 
whose number can vary. All these layers are densely connected because all the input features 
(or neurons in the previous layer) are connected to each neuron in the next layer. 
            𝑑𝑑
𝑑𝑑𝑤𝑤1




𝐿𝐿�𝑦𝑦�(𝑖𝑖),𝑦𝑦(𝑖𝑖)�𝑥𝑥𝑖𝑖=1     Eq. 4-23 
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In the Deep Learning community, the common term for neural networks with a single hidden 
layer (2-layer NNs) is "Shallow Neural Networks”, while for neural networks with more hidden 
layers is “Deep Neural Networks”. 
As mentioned previously in logistic regression (Figure 4-7), the neuron represents two steps of 
computation: first, it computes 𝑧𝑧 value using a linear function and then, it computes the 
activation 𝑎𝑎 as a sigmoid function of 𝑧𝑧. Accordingly, in a neural network, each neuron computes 
𝑧𝑧𝑖𝑖
[𝑙𝑙] and 𝑎𝑎𝑖𝑖
[𝑙𝑙] values, where the superscript [𝑙𝑙] refers to the layer where the computation is done, 
and the subscript 𝑖𝑖 refers to the neuron in that layer that does the computation (Figure 4-9). 
These computations are similar to those presented in logistic regression, but the difference is 
that, whereas in the logistic regression model there is a single 𝑧𝑧 calculation followed by an 𝑎𝑎 
calculation, in a neural network, these calculations are done multiple times. 
  
4.2.2. Computing a neural network’s output 
As said previously, each neuron computes 𝑧𝑧𝑖𝑖
[𝑙𝑙] and 𝑎𝑎𝑖𝑖
[𝑙𝑙] values. For example, the first node in 
the hidden layer does the following two steps of computation: 
 
 
In these equations (Eq. 4-24 and Eq. 4-25), because all the quantities are associated with the first 
node of the first hidden layer, the superscript and the subscript are equal to 1. Therefore, 
considering the NN in Figure 4-9, the following equations (Eq. 4-26, Eq. 4-27 and Eq. 4-28) show the 




When implementing a NN in deep learning, doing these computations using a for loop is very 
inefficient when working with processors. Therefore, since deep learning requires a lot of time 
to train a network, it is necessary to optimize the code avoiding thus de for loops when possible. 
The best way to avoid this is to use vectorization. Vectorization tries to convert a stack of 
equations into a single equation using matrices. One of the general rules in vectorization is 
that, if there are different nodes in a layer, they are stacked vertically. 
First, let’s start by showing how to compute 𝑧𝑧 as a vector. Notice that the hidden layer and the 
output layer will have parameters associated with them. In the case of the hidden layer, it will 
                  𝑧𝑧1
[1] = 𝑤𝑤1
[1]𝑇𝑇 · 𝑥𝑥 + 𝑏𝑏1
[1]           Eq. 4-24 
 
  
    
            𝑎𝑎1
[1] = 𝜎𝜎(𝑧𝑧1




         𝑧𝑧1
[1] = 𝑤𝑤1
[1]𝑇𝑇 · 𝑥𝑥 + 𝑏𝑏1
[1]   𝑎𝑎1
[1] = 𝜎𝜎(𝑧𝑧1




    
     𝑧𝑧2
[1] = 𝑤𝑤2
[1]𝑇𝑇 · 𝑥𝑥 + 𝑏𝑏2
[1]   𝑎𝑎2
[1] = 𝜎𝜎(𝑧𝑧2




    
     𝑧𝑧3
[1] = 𝑤𝑤3
[1]𝑇𝑇 · 𝑥𝑥 + 𝑏𝑏3
[1]    𝑎𝑎1
[1] = 𝜎𝜎(𝑧𝑧3
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have associated with it the parameters 𝑊𝑊[1] and 𝑏𝑏[1]. Since each neuron has a corresponding 
parameter vector 𝑤𝑤𝑖𝑖
[𝑙𝑙], to obtain the 𝑊𝑊[1] matrix, these column vectors (from Eq. 4-26, Eq. 4-27 















In this example, 𝑊𝑊[1] will be a 3x3 matrix, being the number of rows equal to the number of 
nodes in the layer and the number of columns equal to the number of input features. The same 
is done with 𝑏𝑏[1], which, in this example, will be a 3x1 vector, being the number of rows the 
number of nodes in the layer. Once the above equations have been vectorized, the matrices 
can be multiplied as follows: 


























[1]𝑇𝑇 · 𝑥𝑥 + 𝑏𝑏1
[1]
𝑤𝑤2
[1]𝑇𝑇 · 𝑥𝑥 + 𝑏𝑏2
[1]
𝑤𝑤3










The next step is to compute the activation value 𝑎𝑎[1], being this value the sigmoid function of 
𝑧𝑧[1]. In this case, the sigmoid function takes in the three elements of 𝑧𝑧[1] and applies the 
sigmoid function element-wise to it. In other words, the sigmoid function is applied on each 
element of the vector, one by one. As shown in Eq. 4-29, the 𝑎𝑎[1] value is obtained by stacking 
together each of the activation values. 
 
The computations of 𝑧𝑧[𝑙𝑙] and 𝑎𝑎[𝑙𝑙] are done in each layer of the neural network. According to 
the previous example, the values 𝑧𝑧[1] and 𝑎𝑎[1] are computed in the hidden layer and the values 
𝑧𝑧[2] and 𝑎𝑎[2] are computed in the output layer. Therefore, the set of equations necessary to 
compute the output of the neural network is: 
















    




    
            𝑎𝑎[1] = 𝜎𝜎(𝑧𝑧[1])               Eq. 4-31 
  
 
    
                  𝑧𝑧[2] = 𝑊𝑊[2] · 𝑎𝑎[1] + 𝑏𝑏[2]              Eq. 4-32 
  
 
    
            𝑎𝑎[2] = 𝜎𝜎(𝑧𝑧[2])               Eq. 4-33 
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Where the input vector 𝑥𝑥 can be represented by 𝑎𝑎[0]. Notice that the activations 𝑎𝑎[𝑙𝑙] refer to 
the values that different layers of the neural network are passing on the subsequent layers 
(Figure 4-9). Finally, the value 𝑎𝑎[2] is the final output of the neural network and will also be used 
interchangeably with 𝑦𝑦�. As shown in Figure 4-10, this value is used to compute the loss in the 
forward propagation step. 
 
Figure 4-10: Computation graph of the simple NN example [9]. 
In conclusion, to compute the output of the neural network, 𝑧𝑧 and 𝑎𝑎 calculations are made 
multiple times; they are performed in each layer by vectorizing the equations of all nodes of 
that layer. Additionally, as explained for logistic regression, since there is more than one 
training example, vectorization across multiple training examples will also be required. 
 
4.2.3. Vectorization across multiple samples 
In the last section, the equations from Eq. 4-30 to Eq. 4-33, were used to compute the output 
𝑦𝑦� for a single training example using a NN with a single hidden layer. Now, given this neural 
network (Figure 4-9) and 𝑚𝑚 training examples, these four equations should be implemented 
repeatedly for each sample. So, this would consist of implementing the next for loop: 





Where the superscript (𝑖𝑖) refers to the 𝑖𝑖-𝑡𝑡ℎ training example. So they are basically the same 
four equations as before adding the superscript (𝑖𝑖) to all the variables that depend on the 
training example. But again, vectorized code is used to avoid the for loop. This can be achieved 
by stacking the training samples (column vectors) into a matrix 𝑋𝑋 as follows: 
𝑋𝑋 = �
↑ ↑  
𝑥𝑥(1) 𝑥𝑥(2) …
↓ ↓  








𝑧𝑧[1] = 𝑊𝑊[1]𝑥𝑥 + 𝑏𝑏[1] 𝑎𝑎[1] = 𝜎𝜎(𝑧𝑧[1]) 𝑧𝑧[2] = 𝑊𝑊[2]𝑎𝑎 [1] + 𝑏𝑏[2] 𝑎𝑎[2] = 𝜎𝜎(𝑧𝑧[2]) ℒ(𝑎𝑎[2],𝑦𝑦)  
𝑊𝑊[2] 
𝑏𝑏[2] 
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This matrix 𝑋𝑋 is going to contain the input data and will be a (𝑛𝑛𝑥𝑥 ,𝑚𝑚) dimensional matrix, where 
𝑛𝑛𝑥𝑥 is the number of features of the input vector 𝑥𝑥. Then the vectorized implementation of the 





Note that capital 𝑋𝑋 matrix is obtained by stacking up the lower case vectors 𝑥𝑥(𝑖𝑖) in different 
columns. Then, by doing the same with the vectors 𝑧𝑧[1](𝑖𝑖) and 𝑎𝑎[1](𝑖𝑖), the matrices 𝑍𝑍[1] and 𝐴𝐴[1] 
can be obtained: 
        𝑍𝑍[1] = �
↑ ↑  
𝑧𝑧[1](1) 𝑧𝑧[1](2) …
↓ ↓  




�     𝐴𝐴[1] = �
↑ ↑  
𝑎𝑎[1](1) 𝑎𝑎[1](2) …
↓ ↓  





Where, horizontally, the matrix 𝐴𝐴[1] goes over different training examples and vertically, the 
different indices correspond to different nodes (“hidden units”) in the hidden layer. A similar 
intuition holds true for the matrix 𝑍𝑍[1] where, horizontally, the different indices correspond to 
different training examples, and vertically, they correspond to different input features.  
Finally, the same reasoning applies to the second layer, resulting 𝑍𝑍[2] and 𝐴𝐴[2]. Notice that the 
different layers of a neural network are roughly doing the same computation, and even deeper, 
neural networks will take these two steps and will do them even more times. 
4.2.4. Activation functions 
Activation functions are used in neural networks to get the output of a neuron (𝑎𝑎 value) from 
the linear result (𝑧𝑧 value). Which activation function to use in the hidden layers is one of the 
main decisions to take when building a neural network. So far, in this document the sigmoid 
activation function has been used, but sometimes other choices can work much better. 
As it was seen before in the forward propagation step, the sigmoid function was used to 
compute the activation value 𝑎𝑎 and it was represented by the symbol 𝜎𝜎( ), (Eq. 4-4). 
In the more general case, a nonlinear function 𝑔𝑔( ) will be used to refer to the nonlinear 
transformation performed in neurons, where 𝑔𝑔( ) may be a different function than the sigmoid 
function. 
For example, there is the hyperbolic tangent function (Eq. 4-42). Whereas the sigmoid function 
goes between 0 and 1, the hyperbolic tangent function goes between -1 and 1 (Figure 4-11). 




    




    




    




    




Figure 4-11: Sigmoid function vs tanh function [11] 
It turns out that, for the hidden units, the tanh function almost always works better than the 
sigmoid function. This is because the mean of the activations that come out of the hidden layer 
are closer to 0 and data used in training often has a 0 mean too, and this actually makes 
learning for the next layer a little bit easier. The only exception is for the output layer because 
if 𝑦𝑦 is either 0 or 1, then the prediction 𝑦𝑦� should be between 0 and 1 instead of between -1 and 
1. For this reason, the sigmoid function will be used for the output layer when using binary 
classification. Notice that the activation functions can be different for different layers. 
However, one of the downsides of both the sigmoid function and the hyperbolic tangent 
function is that if 𝑧𝑧 is either very large or very small, then the slope (or the gradient) of this 
function ends up being close to zero. And this can slow down gradient descent, since if the 
gradients are close to zero, the parameters will not update their values. Then, another popular 
function used in machine learning is the rectified linear unit (ReLU). This function is shown in 
Figure 4-12 and the formula is (Eq. 4-43): 
 
 
Figure 4-12: Sigmoid function vs ReLU [11] 
In the ReLU activation function, the derivative is 1 whenever 𝑧𝑧 is positive, and the derivative is 
0, when 𝑧𝑧 is negative. Technically, the derivative when 𝑧𝑧 is exactly 0 is not well defined, but in 
        𝑔𝑔(𝑧𝑧) = tanh(𝑧𝑧) = 𝑒𝑒
𝑧𝑧−𝑒𝑒−𝑧𝑧
𝑒𝑒𝑧𝑧+𝑒𝑒−𝑧𝑧
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practice it is very difficult to get exactly 𝑧𝑧 equal to 0. However, when 𝑧𝑧 is equal to 0, the 
derivative will be assumed to be either 0 or 1 to ensure proper operation. Nowadays, more and 
more people are using ReLU as the activation function for the hidden layers. 
One disadvantage of the ReLU is that the derivative is equal to zero, when 𝑧𝑧 is negative. 
Although in practice this works well, there is another version of the ReLU called the Leaky 
ReLU, which instead of it being 0 when 𝑧𝑧 is negative, it takes a slight slope as shown in Figure 
4-13. This usually works better than the ReLU activation function, although it is just not used 
as much in practice. 
 
 
Figure 4-13: ReLU vs Leaky ReLU, where z is represented by y [11] 
Notice that the gradient of the Leaky ReLU activation function is 0,01 when 𝑧𝑧 is negative to 
avoid the null gradient of the ReLU function. This constant can be trained as another parameter 
of the learning algorithm. 
The advantage of both the ReLU and the Leaky ReLU is that for a lot of space of 𝑧𝑧, the slope 
of the function is different from 0, which speed up learning. Therefore, in practice, using either 
of these two activation functions, the neural network will often learn much faster than when 
using the hyperbolic tangent function or the sigmoid activation function. 
In conclusion, the sigmoid function will be used only in the output layer in a binary classification 
problem. In the other cases, the ReLU or the Leaky ReLU can be used. The most commonly 
used activation function is ReLU, but good results (or even better results) can also be obtained 
by using the Leaky ReLU. 
Activation functions are required in neural networks and must be nonlinear functions. If linear 
activation functions (𝑔𝑔(𝑧𝑧) = 𝑧𝑧) are used, then the neural network is just outputting a linear 
function of the input, not being able to fit any complex function. 
 
4.2.5. Gradient Descent for neural networks 
In this section, Gradient Descent is implemented for a neural network with one hidden layer. 
This NN will have the following parameters: 𝑊𝑊[1] which dimensions are (𝑛𝑛[1],𝑛𝑛𝑥𝑥 ), 𝑏𝑏[1] which 
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is a column vector (𝑛𝑛[1], 1), 𝑊𝑊[2] which dimensions are (𝑛𝑛[2],𝑛𝑛[1]) and 𝑏𝑏[2] which is a real 
number. Then, the cost function will be: 
 
When training a neural network, it is important to initialize the parameters randomly rather than 
with the 0 value. After initializing the parameters, gradient descent is implemented repeatedly 










;      𝑑𝑑𝑏𝑏[1] =
𝑑𝑑𝐽𝐽
𝑑𝑑𝑏𝑏[1]
;      𝑑𝑑𝑊𝑊[2] =
𝑑𝑑𝐽𝐽
𝑑𝑑𝑊𝑊[2]








The first four steps in this loop compute the predictions. This involves computing 𝑌𝑌� using the 
vectorized equations of the forward propagation (equations from Eq. 4-46 to Eq. 4-49). 
Considering that this is a binary classification problem, the activation function of the output 
layer should be the sigmoid function (Eq. 4-49). 
Then, the cost function is computed using the Eq. 4-45 and the output 𝑌𝑌�.  
The next step is the backward propagation step, which consists in computing the partial 
derivatives of the cost with respect to each of the parameters. The following equations are 
required to compute these derivatives:  
 
 
             𝐽𝐽(𝑊𝑊[1],𝑏𝑏[1],𝑊𝑊[2],𝑏𝑏[2]) = 1
𝑥𝑥




    




    




    




    




    




    
           𝑏𝑏[1] = 𝑏𝑏[1] − 𝛼𝛼 · 𝑑𝑑𝑏𝑏[1]                             Eq. 4-51 
  
 
    
        𝑊𝑊[2] = 𝑊𝑊[2] − 𝛼𝛼 · 𝑑𝑑𝑊𝑊[2]                             Eq. 4-52 
 
 
    




   




    
                  𝑑𝑑𝑊𝑊[2] =  1
𝑥𝑥




    






Where 𝑌𝑌 = [𝑦𝑦(1)  𝑦𝑦(2)   …  𝑦𝑦(𝑥𝑥)] is vectorized across examples and its dimensions are (1,𝑚𝑚). 
Therefore, this matrix contains the labels for all the 𝑚𝑚 samples stacked horizontally. Notice that 
the first three equations are similar to those of logistic regression. In Eq. 4-57, 𝑔𝑔[1]′(𝑍𝑍[1]) is the 
derivative of the activation function used in the hidden layer. Also in this equation, the operand 
“*” refers to element-wise product.  
Finally, at the end of each iteration of Gradient Descent algorithm, the trainable parameters 
are updated using the previous partial derivatives and the learning rate α (Equations from Eq. 
4-50 to Eq. 4-53). 
All these computations of gradient descent are repeated until the parameters converge. 
 
4.2.6. Random initialization 
For logistic regression, it was fine to initialize the weights to zero but, for a neural network, 
initialize the parameters to zero and then apply gradient descent, it will not work. It turns out 
initializing the bias term 𝑏𝑏 to zero is acceptable, but initializing 𝑊𝑊 to zero will be a problem. 
In a NN, if all weights are initialized with zeros, then all the hidden units are completely identical 
because all of them are computing exactly the same function. So, the activation values will be 
the same for each hidden unit and will have the same influence on the output. If every neuron 
computes the same output, they will also compute the same gradients during the backward 
pass and undergo the same parameter update [13]. Thus, all neurons will evolve symmetrically 
throughout training, preventing different neurons from learning different things [14]. 
The solution to break this symmetry is to initialize the weights randomly. Specifically, nodes 
that are side-by-side in a hidden layer connected to the same inputs must have different 
weights so that the learning algorithm updates the weights differently for each unit [15].  
Consequently, weights are initialized to very small random values and biases are initialized to 
zero since the symmetry breaking problem no longer exists. It turns out that initializing the 
weights to a very small random values is preferable because, if the weights are too large, then 
values of 𝑧𝑧 will be either very large or very small, and will be more likely to end up at the flat 
parts of the sigmoid or the tanh function where the gradient is very small. Therefore, weights 
that are too large will slow down the gradient descent and, thus, also the learning. 








    




    
             𝑑𝑑𝑊𝑊[1] = 1
𝑥𝑥
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4.3. Deep Neural Networks 
4.3.1. Introduction 
In the previous sections, the logistic regression and a neural network with a single hidden layer 
have been explained. Whereas these functions are known as “shallow” models, a neural 
network with more hidden layers is known as a “deep” model. The Figure 4-14 shows a deep 
neural network with 3 hidden layers, called a 4-Layer neural network. 
 
Figure 4-14: 4-Layer neural network 
The logistic regression model is a very shallow model, whereas the model in Figure 4-14 is a 
deeper model. Then, the 2-Layer NN (with one hidden layer) is still quite shallow, but not as 
shallow as logistic regression. 
For any given problem, it might be hard to predict in advance exactly how deep the neural 
network should be. So it seems reasonable to test the logistic regression, then a neural 
network with one hidden layer, then with two hidden layers, and take the number of hidden 
layers as another hyper-parameter to tune in order to try to find the right depth for the NN. 
The notation used to describe deep neural networks will be: 
• L: number of layers in the network 
• 𝑛𝑛[𝑙𝑙]: number of units in layer 𝑙𝑙 
• 𝑎𝑎[𝑙𝑙]: activation values in layer 𝑙𝑙 and 𝑎𝑎[𝑙𝑙] = 𝑔𝑔[𝑙𝑙](𝑧𝑧[𝑙𝑙]), where 𝑔𝑔[𝑙𝑙] is the activation 
function used in layer 𝑙𝑙 and 𝑧𝑧[𝑙𝑙] is the linear result in layer 𝑙𝑙. 
• 𝑊𝑊[𝑙𝑙] and 𝑏𝑏[𝑙𝑙]: weights and biases in layer 𝑙𝑙, used to compute the value of 𝑧𝑧[𝑙𝑙]. 
Finally, the input features are represented by 𝑥𝑥 but, they are also the activations of layer zero 
𝑎𝑎[0]. In addition, the activation value of the output layer 𝑎𝑎[𝜕𝜕] is equal to the prediction 𝑦𝑦�. 
4.3.2. Why deep representations? 
Deep neural networks (DNNs) work well for a lot of problems. An example is used below to 
explain this statement: the face recognition or face detection system. 
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In a face recognition or a face detection system (Figure 4-15), the input data will be a picture of 
a face. Then, the first layer of the neural network can be considered as a feature detector or 
an edge detector. The image on the left shows the possible calculation that the first layer would 
make with 20 hidden units. A hidden unit (represented by one of these small square boxes) is 
trying to figure out where are the edges of that orientation in the picture. 
Then, the second layer will possibly take the detected edges and group them together to detect 
different parts of faces. For example, one neuron will try to find an eye, while another neuron 
will try to find a part of the nose. 
Finally, by putting together different parts of the faces, the next layer will try to recognize or 
detect different types of faces. 
 
Figure 4-15: Face recognition or face detection system [9]. 
As can be seen, the earlier layers of the neural network can learn simple functions (such as 
detecting edges) and then, composing them together, the later layers can learn increasingly 
complex functions. To do that, edge detectors examine relatively small areas of an image, 
while facial detectors examine the larger areas. Is not really known with certainty what the 
network learns, but is known that it goes from simple to complex functions. 
Some people like to make an analogy between DNNs and the human brain, since 
neuroscientists believe that the human brain also starts by detecting simple things like 
edges in what the eyes see and then, put them together to detect more complex things. 
The other reason about why DNNs seem to work well is the following:  
There are functions that can be computed with "small" L-layer DNN, which is a neural 
network with multiple hidden layers but with a relatively small number of hidden units. The 
higher the number of layers, the more complex can be the functions that the network 
calculates without incurring a very high computational cost. If the same functions were 
computed with a shallower NN (with few hidden layers), then they might require 
exponentially more hidden units in each layer to compute them. Then, having more hidden 
units would entail a higher computational cost of the operations performed.  
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4.3.3. Forward propagation in a deep neural network 
The forward propagation in a deep neural network is performed using the following equations 
in each layer: 
 
Where 𝑊𝑊[𝑙𝑙] and 𝑏𝑏[𝑙𝑙] are the parameters that affect the activations in layer 𝑙𝑙. And then: 
 
And finally, 𝑌𝑌� = 𝐴𝐴[𝜕𝜕] where 𝑌𝑌� has the predictions on all training examples stacked horizontally. 
In deep neural networks, a for loop is needed to compute the activations for each layer, ranging 
from the first layer to layer L (the final layer). As previously said, it is preferable to explicitly 
avoid for loops when implementing neural networks, but here there is no way to avoid it. 
Therefore, when implementing forward propagation, it is acceptable to have a for loop. 
Therefore, these are the vectorized general equations for forward propagation in a deep neural 
network. Note that these equations are similar to those seen in the previous sections with 
shallow neural networks, but here, they will be repeated more times. 
 
4.3.4. Backward propagation in a deep neural network 
The backward propagation step in a deep neural network is performed using the following 





Where the operand “*” denotes element-wise multiplication. 
It turns out that, combining the Eq. 4-62 and Eq. 4-65, the equation to compute 𝑑𝑑𝑍𝑍[𝑙𝑙] (Eq. 4-66) 
will be the same as the one seen in the previous sections for a shallow neural network. 
 
Notice that these are the vectorized general equations for backward propagation in a deep 
neural network. 




    




    




    
                   𝑑𝑑𝑊𝑊[𝑙𝑙] = 1
𝑥𝑥




    
                   𝑑𝑑𝑏𝑏[𝑙𝑙] = 1
𝑥𝑥




    
                   𝑑𝑑𝐴𝐴[𝑙𝑙−1] = 𝑊𝑊[𝑙𝑙]𝑇𝑇 · 𝑑𝑑𝑍𝑍[𝑙𝑙]                             Eq. 4-65 
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4.3.5. Building blocks representation 
The forward and the backward propagation steps seen in the previous sections can be 
represented as two basic building blocks. Taking the vectorized equations for any layer 𝑙𝑙, the 
forward and backward propagation blocks are those shown in Figure 4-16. 
 
Figure 4-16: Forward and backward functions for a generic layer 𝑙𝑙. The top building block is for the forward 
propagation step and the bottom building block is for the backward propagation step [9]. 
As can be seen in Figure 4-16, the input of the forward function is the activation of the previous 
layer 𝐴𝐴[𝑙𝑙−𝑙𝑙] and the output is the activation of the 𝑙𝑙 layer 𝐴𝐴[𝑙𝑙]. In order to perform this 
computation, the function uses the parameters of the layer 𝑊𝑊[𝑙𝑙]and 𝑏𝑏[𝑙𝑙]. In addition, this 
function also outputs a cache. A cache is a variable that stores useful values that are computed 
in forward propagation in order to reuse them later in backward propagation. The cache saves 
work, since otherwise these values would need to be recalculated. Normally, it contains 𝑍𝑍[𝑙𝑙], 
as well as 𝐴𝐴[𝑙𝑙−1], and the parameters 𝑊𝑊[𝑙𝑙] and 𝑏𝑏[𝑙𝑙] for each layer. 
In the figure, the blue arrows show the direction of the forward propagation and the gray arrow 
show the direction of the cache, which is entering the backward propagation building block.  
On the other hand, the input of the backward function is the derivative of the loss function with 
respect to the activation of the 𝑙𝑙 layer, represented by 𝑑𝑑𝐴𝐴[𝑙𝑙] and the output is the derivative of 
the loss function with respect to the activation of the previous layer and it is represented by 
𝑑𝑑𝐴𝐴[𝑙𝑙−1]. According to what was seen in the previous section, using the input 𝑑𝑑𝐴𝐴[𝑙𝑙] and the 𝑍𝑍[𝑙𝑙] 
value stored, the 𝑑𝑑𝑍𝑍[𝑙𝑙] value can be computed. Then, also using the values in the cache, the 
backward function can also output the derivatives 𝑑𝑑𝑊𝑊[𝑙𝑙] and 𝑑𝑑𝑏𝑏[𝑙𝑙]. These derivatives are used 
when updating the parameters 𝑊𝑊[𝑙𝑙]and 𝑏𝑏[𝑙𝑙] in order to implement gradient descent for learning. 
In Figure 4-16, the red arrows show the direction of the backward propagation. 
These two basic components are the key components necessary to implement a deep neural 
network. By concatenating these components, the deep neural network can be represented 
as follows: 
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Figure 4-17: Building blocks representation or deep neural networks [9]. 
As shown in Figure 4-17, in each layer there is a forward propagation step and the 
corresponding backward propagation step, and there is also a cache to pass information from 
one to the other. 
So, an iteration of training through a neural network involves: starting with 𝐴𝐴[0], which is the 
input 𝑋𝑋, and going through forward propagation until computing 𝐴𝐴[𝜕𝜕] which is equal to 𝑌𝑌�. Then, 
using the loss function, calculating the derivative term 𝑑𝑑𝐴𝐴[𝜕𝜕] (Eq. 4-68). Then, going through 
backward propagation computing the derivatives and finally, updating the parameters in each 
layer using the derivative terms 𝑑𝑑𝑊𝑊[𝑙𝑙] and 𝑑𝑑𝑏𝑏[𝑙𝑙].  
Whereas the forward propagation step is initialized with the input data 𝑋𝑋, the backward 
propagation step is initialized with the derivative 𝑑𝑑𝐴𝐴[𝜕𝜕], which is the derivative of the loss 
function with respect to the output 𝐴𝐴[𝜕𝜕] (or, 𝑌𝑌�). As seen before, when doing binary classification, 
this derivative for a single training example is as follows: 
 
Where 𝑦𝑦 is the label. 
Then, the vectorized implementation that should be used for the final layer is the following: 
 
Actually, there is one more output to compute, 𝑑𝑑𝐴𝐴[0], but this derivative with respect to the input 
features is not useful at least to train the weights of these supervised neural networks. 
Finally, this is one iteration of gradient descent, so this procedure is repeated until the 
parameters converge.  
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4.3.6. Parameters and hyper-parameters 
When training deep neural networks, being efficient in network development requires not only 
organizing the parameters well but also the hyper-parameters. 
The parameters of the model are 𝑊𝑊 and 𝑏𝑏. These are the parameters that the network learns. 
In addition to 𝑊𝑊 and 𝑏𝑏 parameters, the learning algorithm requires other parameters called 
“hyper-parameters”. For example: 
• Learning rate α 
• Number of iterations 
• Number of layers L 
• Number of hidden units in each layer  𝑛𝑛[1],𝑛𝑛[2], … ,𝑛𝑛[𝜕𝜕] 
• Activation function used in each layer 𝑔𝑔[1],  𝑔𝑔[2], … ,𝑔𝑔[𝜕𝜕] (sigmoid, ReLU, tanh…) 
And there are many more hyper-parameters. These hyper-parameters are the variables that 
determine the network structure and they determine how the network should be trained.  
The network parameters are learned from data during the training, whereas the hyper-
parameters are manually set earlier and are used to control the ultimate parameters 𝑊𝑊 and 𝑏𝑏. 
When training a deep neural network, there may be a lot of possible settings for the hyper-
parameters that should be tested. When starting on a new application, it may be difficult to 
know in advance exactly what is the best value of the hyper-parameters, and for this reason, 
what people have to do is to try out different values going around the circle shown in Figure 
4-18, and see how they work. So, applying deep learning today is an empirical and iterative 
process, where there is the idea, then the coding and finally, the experiment to test the idea. 
 
Figure 4-18: Empirical and iterative process [9] 
After doing all the iterations, the value of the hyper-parameter that would be good to take will 
be the value that provides fast learning and allows convergence to a lower cost function. 
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4.4. Convolutional neural networks 
4.4.1. Computer vision and convolutional neural networks 
Computer vision is one of the areas that has been advancing rapidly thanks to deep learning. 
These rapid advances in computer vision are allowing new applications to be seen, although 
they were impossible a few years ago. 
For example, deep learning computer vision is now helping self-driving cars figure out where 
the other cars and pedestrians are so as to avoid them. Also, it is making face recognition work 
much better than before, and nowadays, it is already possible to unlock a phone or even a 
door using just the face. And also, there are many mobile phone apps that use deep learning 
to show users the images that may be most attractive, beautiful or relevant to them. 
Here are some examples of computer vision problems: 
• Image classification problem: 
In an image classification problem, the model takes an image as input and, 
specifically for the cat classifier (Figure 4-19), tries to find out if there is a cat in the 
image or not. 
 
Figure 4-19: Cat classifier example [9]. 
• Object detection problem: 
In an object detection problem, it is generally important not only to discover that 
there are objects in the image, but also to figure out the their positions in the image; 
in Figure 4-20 their positions are indicated by rectangular bounding boxes in red. 
 
Figure 4-20: Object detector for an autonomous car [9] 
One of the challenges of computer vision problems is that network inputs can be really big. 
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In Figure 4-21, the image on the left is a low resolution image which dimensions are 64x64x3 
(it has the three RGB channels). This results in an input vector 𝑥𝑥 with dimension 12288, 
which is not so bad. But a 64x64 image is actually a very small image. 
On the other hand, the image on the right is a higher resolution image which dimensions 
are 1000x1000x3. In this case, there are 3 million features and that means the input vector 
𝑥𝑥 will be 3 million dimensional. Then, if there are 1000 hidden units in the first layer and, as 
until now, a standard neural network is used, then the matrix 𝑊𝑊[1] will be a 1000 by 3 million 
dimensional matrix. This means that this matrix contains 3 billion parameters, which is a 
very large number. With so many parameters, the computational and memory requirements 
to train the neural network are a bit infeasible. 
 
Figure 4-21: Two cat images with different resolution [9] 
But for computer vision applications, deep learning algorithms should be able to use both small 
images and large images. To do that, the convolutional operation need to be implemented. 
This operation is one of the fundamental building blocks of convolutional neural networks. 
Convolutional neural networks (CNN) have provided many solutions to the field of computer 
vision, as they work exceptionally well when processing unstructured data (images or videos), 
such as in image classification and object detection tasks.  
The emergence of powerful and versatile deep learning frameworks in recent years enabled 
the implementation of convolutional layers, a very simple task, often achievable in a single line 
of code [16]. 
 
4.4.2. Convolutional operation 
In convolutional neural networks (CNN), a convolution can be expressed as a tool that creates 
a feature map from the input data using a filter. Therefore, the feature map is the output of one 
filter applied to the result of the previous layer and is called “feature map” because it maps the 
input data to the feature space. This concept will be explained in more detail below. 
To do the convolutional operation, there will be the input matrix and a filter (or kernel). 
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The input matrix can be an image or another feature map resulting from the convolutional 
operation of the previous layer. On the other hand, the filter is a small matrix (3x3, 5x5) which 
contains values that are known as weights. In convolutional operation, the filter is convolved 
with the input matrix. In this example (Figure 4-22), the input matrix is a 5x5 grayscale image and 
the filter is a 3x3 matrix. 
The output (feature map) of this convolutional operation will be a 3x3 matrix. The way to 
compute this output is as follows: 
The upper left element of this output matrix is computed by first taking the filter and 
superimposing it on the upper left of the original input image as shown in Figure 4-22. Then, 
performing the element-wise product and finally, adding up all the resulting numbers. 
 
Figure 4-22: Operation to get the first element in the first row 
Next, to compute the second element, the filter is taken and shifted one step to the right (Figure 
4-23). Here, the same element-wise product is done and then, the addition.  
 
Figure 4-23: Operation to get the second element in the first row 
In order to get the element in the next row, the filter is shifted down one position, and the 
element-wise product and the addition exercise are performed again (Figure 4-24). 
 
Figure 4-24: Operation to get the first element in the second row 
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Finally, the rest of the elements of the matrix are computed by repeating the same steps (Figure 
4-25). 
 
Figure 4-25: Result of the convolutional operation 
Edge detection example: 
In this section, the edge detection example is used to understand the concept of a feature 
map, as it makes it easier to see the result of the convolutional operation graphically. 
Furthermore, this concept of edge detection had already appeared to explain that the first 
layers of the neural network are responsible for detecting simple features such as edges. 
In this example, the input image is a 6x6 grayscale image where the left half of the image 
is 10 and the right half is zero (Figure 4-26). Plotted as a picture, the 10s give brighter pixel 
intensive values and the zeros give darker pixel intensive values, so the left half of the image 
is white and the right half of the image is gray. As can be seen, there is clearly a very strong 
vertical edge in the middle of the image as it transitions from white to a darker color. 
The filter used to detect vertical edges is a 3x3 matrix where there are brighter pixels on the 
left, zeros in the middle and darker pixels on the right. Then, the feature map resulting from 
the convolution of the image with the filter is the one shown on the right in the Figure 4-26. 
As shown in the figure, in the resulting image there is a brighter region in the middle that 
corresponds to the vertical edge detected in the middle of the 6x6 image. 
 
Figure 4-26: Vertical edge detection example [9] 
Therefore, this output matrix is called a feature map because it is a map that indicates where 
a certain feature is located in the image. A high number means that a certain feature was 
found, for example, a vertical edge. 
46   
 
In this case, the dimensions seem to be wrong since the detected edge looks really thick. 
This is because small images are being used, but if larger images are used then this does 
a pretty good job of detecting the vertical edges in the image. 
In deep learning models different filters can be used to detect edges. One of the most powerful 
ideas in computer vision is that these nine numbers of the filter can be treated as parameters 
(Figure 4-27), which can be learned in the backward propagation step. 
 
Figure 4-27: Learnable filter 
Therefore, the goal is to learn these parameters to obtain a good edge detector. And the 
backward propagation function can choose to learn a vertical or horizontal edge detector, or it 
is more likely to learn something different that captures the statistics of the data even better 
than any of the hand-coded filters. And instead of just vertical and horizontal edges, maybe it 
can learn to detect edges that are at 45 degrees or at 70 degrees or at whatever orientation it 
chooses. And so, by allowing all of these numbers to be parameters and automatically learning 
them from data, neural networks can learn features more robustly than computer vision 
researchers are generally able to code up by hand. 
 
4.4.3. Padding 
One modification to the basic convolutional operation that can be used is padding. 
As mentioned in the previous section, if a 6x6 image is convolved with a 3x3 filter, the result 
will be a 4x4 output image. This is because the possible positions for the 3x3 filter to fit in the 
6x6 image are those in the 4x4 region in the center of the image. Accordingly, if there is an 
𝑛𝑛 𝑥𝑥 𝑛𝑛 image and a 𝑓𝑓 𝑥𝑥 𝑓𝑓 filter, the dimension of the output will be:   𝑛𝑛 − 𝑓𝑓 + 1   x    𝑛𝑛 − 𝑓𝑓 + 1. 
There are two disadvantages:  
• Shrinking output: As each time the convolutional operation is applied, the image 
shrinks, so this can only be applied a certain number of times before the image 
becomes too small. This becomes a problem when building deep neural networks, 
because if there are many layers, the image will shrink a little on each layer, and 
then, after a hundred layers, the image will be very small. 
• Throwing away a lot of the information from the edges of the image: while the pixel 
in the corner is used only once to compute the output, the pixel in the middle is used 
more times (Figure 4-28). Therefore, very few values in the next layer would be 
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affected by the pixels at the corners or edges of the original image, so a lot of 
information from the edge of the image is wasted. 
 
Figure 4-28: Difference of times a pixel in the center of the image and a pixel in the corner are used. 
To solve both problems, before applying the convolutional operation, image padding can be 
used. Image padding introduces new pixels around the edges of an image. By convention, 
the image is padded with zeros. 
Taking the example in Figure 4-28, the original image is padded with an additional one-pixel 
border around the edges (Figure 4-29). So instead of having a 6x6 input image this is 8x8 and 
after the convolutional operation, the output is a 6x6 image instead of a 4x4 image. 
Therefore, when padding is used, the original input size is preserved in the output image. 
If “p” is the amount of padding, the output size becomes: 
(𝑛𝑛 + 2𝑝𝑝 − 𝑓𝑓 + 1 ,  𝑛𝑛 + 2𝑝𝑝 − 𝑓𝑓 + 1) 






Where “f” is usually odd. 
In this example, “p” is equal to one, because there is an extra boarder of one pixel. 
 
Figure 4-29: Convolutional operation with padding image 
As can be seen in Figure 4-29, the use of padding solves both problems mentioned above. 
First, using a suitable padding according to the filter, the output size can be the same as 
the input size, avoiding shrinking the image. And second, the pixels at the edges are used 
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more times, that is, they have more influence on the output and the information from the 
edges is not wasted. For example, here, the blue pixel in the corner influences 4 cells of the 
output instead of just one. 
 
4.4.4. Strided convolutions 
Strided convolutions are another modification to the basic convolutional operations. The stride 
“s” governs how many cells the filter is moved in the input to calculate the next cell in the output. 
A stride of 1 acts as a standard convolution (“non-strided”). 
In the example in Figure 4-30, the convolutional operation is done with a stride of 2. This means 
moving the filter two positions to the right or down, instead of just one.  
To compute each cell in the output matrix, the same operation is performed as before: first, 
take the element-wise product and then add the nine numbers. The difference is in how the 
filter is moved over the original image. 
 
Figure 4-30: Convolutional operation with stride s=2 
In this example, the 7x7 input image is convolved with a 3x3 filter and outputs a 3x3 image. 
Consequently, the output dimensions turn to be governed by the following formula: 
�
𝑛𝑛 + 2𝑝𝑝 − 𝑓𝑓
𝑠𝑠
+ 1,   
𝑛𝑛 + 2𝑝𝑝 − 𝑓𝑓
𝑠𝑠
+ 1� 
Where, 𝑛𝑛 is the input size, 𝑓𝑓 is the filter size, 𝑝𝑝 is the padding and 𝑠𝑠 the stride. 
If this fraction is not an integer, the result is rounded down. The way this is implemented is that 
the convolution is performed only if the filter is completely contained within the image, and if 
part of the filter hangs outside, that calculation is not done. 
As can be seen, using strided convolutions the output has a lower size as the input. This is 
commonly required in CNN, where the size of spatial dimensions is reduced when increasing 
the number of channels. Besides, programmers increase the stride in order to save space or 
reduce the calculation time. 
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4.4.5. Convolutions over volumes 
In the previous sections, the convolutions were implemented over grayscale (2D) images. In 
this section, the convolutional operation is implemented over volumes. 
In this case, the input image is a 3D matrix, where the first dimension is the height of the image, 
the second is the width and the third is the number of channels. For example, in RGB images, 
the third dimension will be equal to 3, which corresponds to the three color channels. 
In order to perform a convolution over a volume, a three-dimensional filter must be used. 
Similarly, the filter has a height, a width and a number of channels. An important thing to note 
is that the number of channels in the input image must match the number of channels in the 
filter. In the case of using an RGB image as input volume, the filter will also have 3 channels. 
Figure 4-31 shows a convolution over an RGB image. So instead of having a 6x6 image, it will 
be a 6x6x3 image. Considering that there is no padding and that the stride is equal to 1, if the 
input image is convolved with the 3D filter, the output image will be a 4x4 matrix.  
 
Figure 4-31: Convolution over a 3D volume [9] 
To compute the output of this convolutional operation, the filter is taken and, first, it is placed 
in the upper left position of the input image. In this case, the filter has 27 parameters and 
each of these 27 numbers are multiplied with the corresponding numbers of the red, green 
and blue channels of the image (the numbers that are covered by the yellow cube shown in 
Figure 4-31). Then, those 27 numbers resulting from the element-wise multiplication are 
added up to give the upper left number of the output matrix. 
The rest of the numbers in the output matrix are computed in a similar way to the 2D case, 
sliding the filter one position to the right or down and in each position, doing the 27 
multiplications and adding the 27 numbers.  
Multiple filters 
If different features are required to be detected, multiple filters can be used at the same 
time.  
In Figure 4-32, the previous example is taken but now, two different filters are used; for 
example, they could be a vertical edge detector and a horizontal edge detector. Now, when 
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convolving the RGB image with the first filter, the result will be a 4x4 feature map and when 
convolving the RGB image with the second filter, the result will be different 4x4 feature map. 
Then, by stacking these two feature maps together, the result will be a 4x4x2 volume. Notice 
that the third dimension of the output volume represents the number of filters that have been 
used. 
 
Figure 4-32: Convolution over a 3D volume with 2 different filters [9] 
Finally, if the input image dimensions are 𝑛𝑛 𝑥𝑥 𝑛𝑛 𝑥𝑥 𝑛𝑛𝑐𝑐, and the filter dimensions are 𝑓𝑓 𝑥𝑥 𝑓𝑓 𝑥𝑥 𝑛𝑛𝑐𝑐, 
where, by convention, they both have the same number of channels, then the output volume 
will have the following dimensions: 
𝑛𝑛 − 𝑓𝑓 + 1    𝑥𝑥    𝑛𝑛 − 𝑓𝑓 + 1    𝑥𝑥   𝑛𝑛𝑐𝑐′   
Where 𝑛𝑛𝑐𝑐′  is the number of filters that have been applied. As can be seen in Figure 4-32, 
the number of filters used will result in same number of feature maps. 
Again, these dimensions are valid for zero padding and stride equal to 1. If a different stride 
or padding is used, it will affect the output dimensions in the same way as seen in the 
previous sections. 
The idea of convolution over volumes turns out to be really powerful. First, because normally 
images are RGB images and this allows the neural network to operate directly on these 
images. And second, but even more important, multiple filters allow the NN to detect 
different features (2, 10, 128 or several hundreds of different features) at the same time.  
 
4.4.6. Layers of a CNN 
Convolutional operations are one of the fundamental building blocks of CNNs. The operation 
explained in the last section can be implemented, with some modifications, as a layer 
(convolutional layer) in a neural network in order to create a CNN. 
Although it is possible to design a fairly good neural network using only convolutional layers 
(CONV), most neural network architectures will also have pooling layers (POOL) and fully 
connected layers (FC). Figure 4-33, shows an example of a CNN using these three types of 
layers. 




Figure 4-33: CNN example [9] 
4.4.6.1. Convolutional layer (CONV) 
Convolutional layers in a CNN systematically apply learned filters to input images in order to 
create feature maps that summarize the presence of those features in the input [17]. To detect 
different features, multiple filters are used in a convolutional layer. 
The modification necessary to turn the operation of the previous section into a convolutional 
layer consists of applying a bias term and then, a non-linear function (Figure 4-34).  
 
Figure 4-34: Computations for a convolutional neural network layer [9] 
First, following the example above, a bias term is added to each element of the 4x4 outputs. 
As previously stated, the filter contains the parameters 𝑤𝑤 and the bias term is a real number. 
Each real number (𝑏𝑏1 and 𝑏𝑏2) is added to each element of the corresponding 4x4 matrix. 
Then, a non-linear function is applied to both linear outputs. In this example, the ReLU function 
is applied. Finally, after applying the bias and the non-linearity, two 4x4 outputs will be obtained 
that, when stacked, will result in a 4x4x2 volume. 
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The computation shown in Figure 4-34 is performed in one CNN layer. As a reminder, the 
forward propagation equations used in layer 𝑙𝑙 are as follows: 
 
 
In this case, the 6x6x3 input image is the activation of the previous layer 𝑎𝑎[0] and the filters 
play a role similar to 𝑤𝑤[1]. In this case, the convolutional operation is used to compute the 
linear function (𝑤𝑤[1]𝑎𝑎[0]) to obtain the 4x4 matrices. Adding bias to these matrices gives the 
linear result, which plays a role similar to 𝑧𝑧[1]. Finally, by applying the non-linear function, 
the activation 𝑎𝑎[1] is obtained. 
The output 𝑎𝑎[1], is comprised of different feature maps, one for each filter used. A feature 
map can be also called an activation map, hence the 𝑎𝑎[1] notation. 
As explained above, the reason why CNNs are used instead of conventional NNs is related 
to the number of parameters, since when using NNs with very large images, the number of 
parameters becomes extremely large. Instead, the advantage of using a CNN is that the 
number of parameters does not depend on the size of the input image. 
Finally, the notation for a convolutional layer 𝑙𝑙  and the dimensions of the different elements 
are detailed below. 
When designing a convolutional layer, the hyper-parameters to be determined are:  
• 𝑓𝑓[𝑙𝑙]: filter size 
• 𝑝𝑝[𝑙𝑙]: padding 
• 𝑠𝑠[𝑙𝑙]: stride 
• 𝑛𝑛𝑐𝑐[𝑙𝑙]: number of filters 
The input image in layer 𝑙𝑙 will have the following dimensions: 
𝑛𝑛𝐻𝐻
[𝑙𝑙−1]  𝑥𝑥  𝑛𝑛𝑊𝑊
[𝑙𝑙−1]  𝑥𝑥  𝑛𝑛𝑐𝑐
[𝑙𝑙−1]  
Where 𝑛𝑛𝑐𝑐
[𝑙𝑙−1] is the number of channels (or what is the same, the number of filters) in the 
previous layer. The subscripts “H” and “W” are used to denote the height and width of the 
image in case their values differ. 
On the other hand, the output volume size will be: 
𝑛𝑛𝐻𝐻
[𝑙𝑙]  𝑥𝑥  𝑛𝑛𝑊𝑊
[𝑙𝑙]  𝑥𝑥  𝑛𝑛𝑐𝑐
[𝑙𝑙] 
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Where the number of channels in the output volume is equal to the number of filters used 
in this layer. The other two dimensions, 𝑛𝑛𝐻𝐻
[𝑙𝑙] and 𝑛𝑛𝑊𝑊
[𝑙𝑙], can be calculated using the Eq. 4-71. 
 
And technically this is also true for the weight. The symbol “⌊ ⌋” indicates that the result 
should be rounded down. 
Then, each filter is going to be a  𝑓𝑓[𝑙𝑙]  𝑥𝑥  𝑓𝑓[𝑙𝑙]  𝑥𝑥  𝑛𝑛𝑐𝑐
[𝑙𝑙−1] volume, since the number of channels 
in the input volume must match the number of channels in the filter. As the filters contain 
the weights, then the weight matrix 𝑊𝑊[𝑙𝑙] will actually be the result of putting all the filters 
together. Accordingly, the dimension of this matrix will be the dimension of a filter multiplied 
by the number of filters:  
𝑓𝑓[𝑙𝑙]  𝑥𝑥  𝑓𝑓[𝑙𝑙]  𝑥𝑥  𝑛𝑛𝑐𝑐
[𝑙𝑙−1] 𝑥𝑥  𝑛𝑛𝑐𝑐
[𝑙𝑙] 
On the other hand, the bias term is a real number and there is one bias for each filter. 
Therefore, the bias is just a  𝑛𝑛𝑐𝑐
[𝑙𝑙] vector. 
Lastly, the activation of this layer will have the same dimensions as the output of the layer. 
However, when using a vectorized implementation, the activation 𝐴𝐴[𝑙𝑙] will have the following 
dimensions: 
𝑚𝑚  𝑥𝑥  𝑛𝑛𝐻𝐻
[𝑙𝑙]  𝑥𝑥  𝑛𝑛𝑊𝑊
[𝑙𝑙]  𝑥𝑥  𝑛𝑛𝑐𝑐
[𝑙𝑙] 
4.4.6.2. Pooling layer (POOL) 
Pooling layers are another type of layer commonly used in CNNs. It is common to insert a 
pooling layer between successive convolutional layers in a CNN architecture. These layers are 
often used to reduce the size of the representation of the data to speed up the computation, 
as well as to make some of the features detected by the CNNs somewhat more robust. 
In a pooling layer, the first thing to do is define a filter and the type of operation to perform, 
either the max pooling or the average pooling. An interesting property of pooling is that it has 
a set of hyper-parameters but has no parameters to learn. The hyper-parameters are: 
• 𝑓𝑓[𝑙𝑙]: filter size 
• 𝑠𝑠[𝑙𝑙]: stride 
• Max pooling or Average pooling 
Similar to convolutional layers, the filter size and stride are hyper-parameters. Padding could 
also be added as a hyper-parameter, but is not normally used (𝑝𝑝[𝑙𝑙] = 0).  




+ 1�                       Eq. 4-71 
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Once the hyper-parameters are chosen, the input feature map is divided into different 
regions of the filter size. Then, in each region the same operation is performed. Since hyper-
parameters are fixed and this pooling layer has no parameters, this operation is a fixed 
function. That is, since there are no parameters to learn, the gradient descent will not 
change anything during the backward propagation step. 
Max Pooling: 
There is a type of pooling called max pooling or maximum pooling that consists of taking 
the maximum value of each region of the feature map. 
Figure 4-35 shows an example, where the input is a 4x4 matrix and the filter size and the 
stride are equal to 2. In this example, since the filter is a 2x2 matrix, the input matrix is 
divided in four 2x2 regions. Then, each of the numbers in the output matrix will be the max 
of the numbers in the corresponding reshaped region. Therefore, the output is a 2x2 matrix. 
 
Figure 4-35: Max pooling example with f=2 and s=2 
In this case, the results are downsampled feature maps that highlight the most important 
feature in the region [17]. 
Average pooling: 
The other type of pooling is the average pooling, which consists of calculating the average 
value for each region of the feature map. 
In the example in Figure 4-36, the input feature map and the hyper-parameter values are 
the same as in the previous example. However, in this case, instead of taking the maximum 
value of each region, the average value of that region is computed. 
 
Figure 4-36: Average pooling example with f=2 and s=2 
In average pooling, each region of the feature map is downsampled to the average value in 
the region. 
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An important thing to note is that these operations, unlike convolutional layers, are performed 
on 2D matrices. As seen in Figure 4-34, the convolutional operation is applied to all channels 
at once, and the output volume contains different stacked feature maps, one feature map for 
each different filter used. So the output volume of the convolutional layer will be the input 
volume of a pooling layer. Therefore, the pooling layer will input a volume consisting of different 
stacked 2D matrices (one on each channel) and pooling will be done on each channel 
independently. It makes sense that if feature maps arrive separately, one on each channel, 
pooling is done to each of them separately, looking at a single feature at a time. Consequently, 
the output will have the same number of channels as the input. 
The formulas developed in the previous sections for figuring out the output size for 
convolutional layers also work for pooling layers. Therefore, if the input of a pooling layer is a 
volume of size: 
𝑛𝑛𝐻𝐻  𝑥𝑥 𝑛𝑛𝑤𝑤 𝑥𝑥 𝑛𝑛𝑐𝑐  
Then, the layer will output a volume of size: 
�
𝑛𝑛𝐻𝐻 − 2𝑝𝑝 − 𝑓𝑓
𝑠𝑠
+ 1�  𝑥𝑥 �
𝑛𝑛𝑤𝑤 − 2𝑝𝑝 − 𝑓𝑓
𝑠𝑠
+ 1�  𝑥𝑥 𝑛𝑛𝑐𝑐 
Note that the number of input channels is equal to the number of output channels. 
The most commonly used values for hyper-parameters are 𝑓𝑓 = 2 and 𝑠𝑠 = 2. As can be seen 
in both examples, taking these values has the effect of shrinking the height and width of the 
representation by a factor of 2. Reducing the input dimensions will reduce the number of 
parameters that will be used in the next layer, and thus the computation time. For example, 
using the filter size and the stride of these examples, 75% of the data is discarded. 
The other advantage on using pooling is the possibility to make some of the features detected 
by CNNs more robust. As it was seen in the vertical edge detector example, a limitation of the 
feature map output of a convolutional layer is that they record the precise position of features 
in the input. This means that small movements in the position of the feature in the input image 
will result in a different feature map. This problem can be solved using the downsampling 
strategy; a lower resolution version of an input is created that still contains the large or 
important structural elements, without the fine detail that may not be as useful to the task [17]. 
Therefore, the result is a summarized version of the features detected in the input. They are 
useful as small changes in the feature location in the input, detected by the convolutional layer, 
will result in a pooled feature map with the feature in the same location. This capability added 
by pooling is called the model’s invariance to local translation. “Invariance to translation” means 
that although the input suffers a small translation, values of most of the pooled outputs do not 
change [17]. 
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In addition, introducing pooling layers helps control overfitting by reducing the size of the input 
feature map. If the entire feature map were used, there could be overfitting by finding patterns 
that do not exist, due to the large number of features or the low number of training examples 
available. Conversely, when selecting a subset of features, false patterns are less likely to be 
found. 
4.4.6.3. Fully connected layer (FC) 
Fully connected layers are an essential component of convolutional neural networks. The CNN 
process begins with convolution and pooling, breaking down the image into features and 
analysing them independently. The result of this process is fed into a fully connected neural 
network structure that drives the final classification decision. Fully connected layers have 
proven to be very successful in image recognition and classification for computer vision [18]. 
Therefore, the objective of a FC layer is to take the results of the convolution/pooling process 
and use them, for example, to classify the image into a label if it is an image classification task. 
To do this, first, the output of the convolution and pooling process is flattened into a single 
vector of values, each representing a probability that a certain feature belongs to a label. For 
example, if it is a cat classifier, features representing things like whiskers should have high 
probabilities for the “cat” label [18]. This vector is then passed through the fully connected 
layers, and then generally passed through the softmax layer to output the target classification. 
A FC layer is like a standard neural network layer seen in the previous sections where each 
neuron is connected to all activations of the previous layer. Their activations can be computed 
using a matrix multiplication followed by a bias offset, and then, a non-linear activation function. 
 
 
Figure 4-37 shows a fully connected layer, which has a weight matrix of dimensions 120x400 
and a bias vector of dimensions 120x1. In this case, there are 400 units densely connected to 
120 units, and this is fully connected because each of the 400 units is connected to each of 
the 120 units. Finally, the output passes through the softmax unit where the classification will 
take place. 
 
Figure 4-37: Fully Connected layer example 
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5. Hardware and software equipment 
5.1. Neural Network Framework: PyTorch 
During these years, the Deep Learning community has been developing different frameworks 
to help researchers with their projects. Nowadays, there are several different deep learning 
frameworks, each with their own strengths, weaknesses, and user base. 
PyTorch is one of the most popular Open Source Deep Learning frameworks. Both 
researchers and developers use it because it provides fast and flexible experimentation and a 
seamless transition to production deployment [19].  
PyTorch is a Python-based scientific computing package with increasing popularity among the 
Deep Learning community. This framework is built to harness the power of GPUs for faster 
training and, since it is deeply integrated into Python, a very popular language in the research 
community, it makes it easy to get started [19]. 
PyTorch provides two high-level features [19]: 
• Tensor computation (like NumPy) with strong GPU acceleration 
• Deep neural networks built on a tape-based autograd system 
Two new concepts are introduced to explain the utility of PyTorch. 
PyTorch Tensors [19]: 
Tensors are similar to NumPy’s arrays, with the added advantage that Tensors can also be 
used on a GPU to speed up computing. For modern deep neural networks, GPUs often provide 
accelerations of 50x or greater. 
PyTorch provides many functions for operating on Tensors to accelerate the computation and 
fit the scientific computation needs, such as slicing, indexing, math operations, reductions, etc. 
Autograd [19]: 
The core to all neural networks in PyTorch is the autograd package, which provides automatic 
differentiation for all operations on Tensors. 
Manual implementation of the backward pass is not a big deal for a 2-layer network, but it 
can quickly become very complex for large networks. Fortunately, in PyTorch, automatic 
differentiation can be used to automate the computation of backward passes in NNs. 
This makes implementation easier, as the programmer only needs to define the NN with its 
learnable parameters (weights and biases) and the forward pass, and the backward pass 
is set automatically. In PyTorch, weights and biases are just regular tensors with a special 
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addition: we tell PyTorch that they require a gradient. This causes PyTorch to record all the 
operations performed on the Tensors, so that it can calculate the gradient during back-
propagation automatically. 
Furthermore, PyTorch extends a rich ecosystem of tools and libraries and supports 
development in computer vision [19]. PyTorch provides the designed modules and classes 
torch.nn, torch.optim, Dataset, and DataLoader to help create and train neural networks. 
In conclusion, PyTorch is used either as a replacement for NumPy to use the power of 
GPUs or as a deep learning research platform that provides maximum flexibility and speed.  
Furthermore, in this project, the PyTorch framework is used because it is recommended to 
be used for small projects and prototyping for research purposes [20] and because it is the 
common framework used in Institut de Robòtica I Informàtica (IRI). The reason is that, 
thanks to all these libraries it offers, the training process is simple and clear, making it easy 
to get started if you are learning how to implement a Deep Learning algorithm. Also, using 
this framework can really speed up the implementation of NNs and avoid making mistakes 
like those that might appear if the code were implemented from scratch. 
 
Figure 5-1: PyTorch logo [19] 
5.2. A visualization tool: TensorBoard 
TensorBoard is a tool designed to visualize the results of neural network training runs [19]. 
Deep learning models are often complex, hard to understand and used as a “black box”. 
Making the model more accessible and visualizing its progress can help you better understand 
what is happening during the training process. TensorBoard is the tool needed to inspect 
what’s inside this “black box” to help catch errors early, debug more effectively and eliminate 
any bias in the dataset [21]. 
In machine learning, to improve something, you often need to be able to measure it. 
TensorBoard is a tool that provides the measurements and visualizations needed during the 
machine learning workflow to understand and optimize the model. It enables tracking and 
visualizing metrics (scalar values) such as loss and accuracy, visualizing the model graph, 
viewing histograms of weights, biases or other tensors as they change over time, displaying 
images, text and audio data, and much more [22]. 
This interface is also very useful for comparing different training runs. For example, if a model 
has been trained and then some hyper-parameters have been adjusted and the model has 
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been trained again, both runs can be displayed at TensorBoard simultaneously to indicate 
possible differences [23]. 
TensorBoard is the TensorFlow’s visualization toolkit. TensorFlow, like PyTorch, is a popular 
framework for Deep Learning. Although TensorBoard is a visualization library for TensorFlow, 
it can also be used for PyTorch, as it has recently been officially supported by PyTorch [19]. 
Once TensorBoard is installed, it allows you to log PyTorch models and metrics into a 
directory for visualization within the TensorBoard UI. The SummaryWriter class is the main 
entry to log data in .event files [19]. TensorBoard then runs as a (Python-based) web server 
from the command line, reads the event files generated by external code (like TensorFlow 
or PyTorch code) and visualizes them in the browser [24]. 
As mentioned, TensorBoard provides basic functionalities like plotting scalar variables, 
images, graphs or histograms. In this project, two of all of these will be used: 
• Plotting scalar variables: the loss, the accuracy and the learning rate 
• Plotting images 
Perhaps the most intuitive way to examine the performance of the model is by following the 
scalar metrics outputs of loss or accuracy. Machine learning involves understanding these 
metrics and how they change as training progresses. These metrics can help understand if 
there is overfit, for example, or if the train is unnecessarily too long. Furthermore, they will 
also be useful for comparing these metrics across different training runs to help debug and 
improve the model [22]. 
On the other hand, the images to be plotted are the network output activation maps 
superimposed on the input images. An interesting objective of image logging might be to track 
the learning progression of the model as it runs. For example, in this object detection deep 
learning project, it will be useful to visualize the predicted keypoint over time to see if the 
algorithm is learning where to place it. 
5.3. ROS (Robot Operating System) 
ROS is an open source robot operating system. 
The Robot Operating System provides a structured communications layer for writing robot 
software. It is a collection of tools and libraries that aim to simplify the developer’s task of 
creating complex and robust robot behaviour across a wide variety of robotic platforms [25].  
It provides services such as hardware abstraction, low-level device control, implementation of 
commonly-used functionality, message-passing between processes, and package 
management. And it also provides tools and libraries for obtaining, building, writing, and 
running code across multiple computers [26]. 
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The concept of “hardware abstraction” comes from the idea that when ROS is used, it is 
possible to abstract the hardware from the software. This implies creating programs for robots 
thinking in terms of software for all the hardware of the robot. In this way, it is possible to create 
programs simply by knowing the robots ROS API, without having to deal with hardware [27]. 
The ROS API is the list of ROS topics, services, action servers, and messages that a robot 
provides to give access to its hardware (sensors and actuators). It will be explained later, but 
the topics, services and messages are like the software functions that the robot can call to get 
data from the sensors or to cause the actuators perform some action [27].  
ROS was built from the ground up to encourage collaborative robotics software development. 
In this way, different laboratories or groups of researchers could collaborate and build upon 
each other's work, sharing information and adding knowledge. Over the past several years, 
ROS has grown to include a large community of users worldwide, and today ROS is one of 
the most developed and maintained robotics framework for robot programmers [25]. 
Additionally, ROS was designed to be as distributed and modular as possible, so that users 
can choose to use packages contributed by others that may be useful for their project. In other 
words, it seeks to be able to reuse parts that are already programmed without having to 
program them from scratch [25]. 
Robot Operating System, despite its name, is not a real operating system. ROS is a 
middleware, a low-level “framework” based on an existing operating system. The main 
supported operating system for ROS is Ubuntu. So, ROS is mainly composed of [28]: 
• A core (middleware) with communication tools 
• A set of plug and play libraries 
CORE (MIDDLEWARE) WITH COMMUNICATION TOOLS 
At the lowest level, a middleware is a message passing interface that provides 
communication between processes. When developing new robotics software, it is important 
to be able to create subprograms (modules), one for each functionality of the application, in 
order to develop and run it without the whole application [28]. All these subprograms need 
to communicate with each other, and this is solved with the ROS computation graph. 
A computation graph is a peer-to-peer network of ROS processes (potentially distributed 
across machines) that process data together using the ROS communication infrastructure. 
ROS implements several different styles of communication, including synchronous 
communication, asynchronous streaming of data, and data storage [26]. 
With ROS, the code can be easily separated into packages containing small programs, 
called nodes [28]. So packages are the main unit for organizing software in ROS and nodes 
are executable files that perform computation. For example, there will be a node that controls 
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the wheel motors, another node to perform localization, another to perform path planning and 
so on [26]. 
These programs (nodes) communicate with each other through the following three types of 
ROS communications: 
• Topics: asynchronous communication between publishers and subscribers. A node 
(publisher) sends a message by publishing it to a given topic. The topic is a name 
used to identify the content of the message. Then, another node (subscriber) 
subscribes to this topic if it is interested in the content of the message. There may 
be more than one publisher and subscriber for a single topic [26]. 
• Services: synchronous communication between a client and a server (one-to-one 
communication). This type of communication is useful for request and reply 
interactions such as changing a setting on the robot or requesting a specific action. 
One node (server) provides a service under a name and another node (client) uses 
the service by sending the request message and waiting for the reply [26]. 
• Actions: asynchronous communication between a client and a server. It is based on 
topics and there is feedback. 
LIBRARIES 
In addition to the core middleware components, ROS provides common robot-specific 
libraries and tools that will make work easier. For example, ROS provides: mapping, 
navigation, robot geometry library, localization and pose estimation [25]. 
The main ROS goal is to support code reuse in robotics research and development. As 
indicated previously, there are a large number of open source packages that can be shared, 
distributed and used independently in the robot used [26]. 
There are other important advantages when using ROS. For example, the programming 
language. When writing code, people have preferences for a programming language. 
Fortunately, ROS is language agnostic, meaning that the programs can be written in any 
language. ROS is compatible with C++, Python, Octave and LISP languages [29]. 
In this project, the programs will be written in Python and there will be two nodes, the ZED 
node to control the camera and set its parameters and the node with all the deep learning 
computations. These two nodes are going to communicate with each other through topics. 
 
Figure 5-2: ROS logo [26] 
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5.4. Jetson AGX Xavier 
NVIDIA Jetson is the world’s leading embedded AI (Artificial Intelligence) computing platform. 
NVIDIA Jetson systems provide the performance and energy efficiency necessary to run 
software on autonomous machines faster and with less power [30]. 
The Jetson platform includes small form-factor Jetson modules with GPU-accelerated parallel 
processing, the JetPack SDK with developer tools and comprehensive libraries for building AI 
applications, along with an ecosystem of partners with services and products that accelerate 
development [30]. 
The NVIDIA Jetson AGX Xavier Developer Kit (Figure 5-3) is the latest addition to the Jetson 
platform.  
 
Figure 5-3: Jetson AGX Xavier developer kit [30] 
The two most important parts of this Dev Kit are the Jetson module itself with a thermal solution 
pre-attached and the carrier board that it connects to [30]. 
Figure 5-4 shows the Jetson module, a complete AI computer for autonomous machines. It 
delivers the performance of a GPU workstation in an embedded module under 30W and is 
capable of more than 30 trillion operations per second for deep learning computer vision tasks. 
It can operate at 10W, 15W or 30W and delivers more than 10 times energy efficiency and 
more than 20 times the performance of its predecessor NVIDIA Jetson TX2 [30]. 
 
Figure 5-4: Jetson module for the Jetson AGX Xavier developer kit [30] 
NVIDIA Jetson AGX Xavier marks a new milestone in computational density, energy efficiency, 
and AI inference functions in small form-factor devices [31]. 
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SMALL SIZE 
At only 100 x 87mm in size Jetson AGX Xavier offers great performance, making it the perfect 
choice for autonomous machines such as logistic and delivery robots, factory systems and 
large drones for industry [31]. 
HIGH-PERFORMANCE 
As the world's first computer designed especially for autonomous machines, Jetson AGX 
Xavier's high-performance can handle algorithms for visual odometry, digital location and 
mapping, obstacle detection, and decisive route planning for next-generation robots [31].  
POWER: 
Users can configure operating modes to 10W, 15W, and 30W as needed for their applications, 
enabling new levels of compute density, energy efficiency, and front-line AI inference functions 
[31]. 
Therefore, this development kit exploits all the benefits of the module in terms of power and 
performance and also provides many different connectors (USB 3.0 Type-A to Type-C, HDMI, 
SD card, Ethernet among others) while maintaining the small form-factor of the device [30]. 
5.5. ZED camera 
The ZED camera is a 3D Vision Sensor from Stereolabs. Stereolabs is a leading provider of 
depth and motion sensing technology based on stereo vision. In addition to viewing images, 
stereo vision also allows depth perception, thus providing a 3D perception of the world [32]. 
With its two high-resolution cameras, the ZED camera reproduces the way human vision 
works. Using its two “eyes” and through triangulation, ZED provides a three-dimensional 
understanding of the scene it observes, allowing any application to become space and 
motion aware. To do this, both cameras simultaneously transmit the captured images to an 
external computer device to create a three-dimensional map by comparing the 
displacement of pixels between the left and right images [33]. 
This camera has a compact structure and a relatively small size (Figure 5-5), which makes its 
incorporation into robotic systems or drones simple [34]. 
 
Figure 5-5: ZED Stereo Camera composed of stereo 2K cameras with dual 4MP RGB sensors [32] 
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As mentioned, the ZED captures two synchronized left and right videos of a scene and outputs 
a full resolution side-by-side color video (Figure 5-6) [33].  
 
Figure 5-6: Left and right RGB images [33] 
This color video is used by the ZED software on the external computer device to create a depth 
map of the scene, track the camera position and build a 3D map of the area (Figure 5.7) [33]. 
 
Figure 5-7: Left RGB image, depth map and 3D point cloud [33]. 
According to manufacturer’s information, it is designed and built to perceive the depth of 
objects in indoor and outdoor environments within a range of 1 to 20 meters and at 100 FPS 
[34]. This, together with 3D motion tracking capabilities, helps to understand the surroundings 
in 3D up to 20m distance, which can be useful for applications in many industries: AR/VR, 
drones, robotics, retail, visual effects and more [33]. 
This camera has a wide field of view of 90° (H) x 60° (V) x 100° (D) and a high frame-rate, 
as it can capture 1080p HD video at 30 FPS or WVGA at 100 FPS [33]. 
Several configurations parameters such as resolution, brightness, contrast, saturation can be 
adjusted through the ZED SDK (Software Development Kit) provided by Stereolabs. The ZED 
SDK is available for Windows, Linux and NVIDIA Jetson platforms and allows you to use 
optimized functions to obtain the maximum performance of the device [34]. 
In this project, the ZED camera will be connected to the Jetson AGX Xavier and, using the 
ZED SDK (and ROS), it will be possible to acquire the rectified RGB images for the deep 
learning algorithm and the depth map to extract the distance value. 
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6. Object detection 
6.1. Deep Learning 
6.1.1. Object detection task 
The objective of this project is to locate a person in front of the robot combining deep learning 
and stereo vision techniques (Figure 6-1). 
In short, the following will be done: the stereo camera will send the color image and the depth 
map to the Jetson AGX Xavier. There, the deep learning algorithm is going to carry out the 
person detection and from its 2D coordinates, the distance value will be extracted to locate the 
person in the 3D world. 
 
Figure 6-1: Combining deep learning and stereo vision techniques 
To locate the person in the 3D world, the point coordinates between their eyes will be used. 
So, the deep learning algorithm will recognize this point and send its coordinates (x, y) to the 
distance extraction algorithm. This point will be called the keypoint. 
This point has been chosen because it is located in a characteristic region of the face; for 
example, the eyes are around the keypoint. By having these specific characteristics, it will be 
easy for the algorithm to learn this point and the region around it. 
In addition, although it seems obvious, the region will have similar characteristics in any 
person, and it will be certain that this region is always going to be found in the same place (on 
people's faces). Therefore, there should be no confusion problems. It means that the algorithm 
likeliest detects the point where it should be located, or the keypoint is not going to be detected. 
Detecting it elsewhere is highly unlikely. 
As result of this decision, as the point is between the eyes, if the algorithm detects this keypoint, 
this means that the person in front the camera is facing.  
In this case, the neural network is going to learn the region around this keypoint. To do that, a 
heat map is created using a Gaussian function. This Gaussian will be centred on the keypoint 
and the shape will depend on the sigma value. The keypoint in the Gaussian function will have 
the maximum value (1), and then the values will decrease as the points (pixels) are moving 
away from the keypoint. Thus, the labeled heat map is a probabilistic function (from 0 to 1).  
Therefore, the NN will output a predicted heat map, where the value in each pixel is going to 
represent the probability that the keypoint is located in that pixel. Then, from the pixel with the 
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highest probability, a threshold value will be used to select whether that probability is sufficient 
to say that there is a person in the image; it would mean that specifically pixel corresponds to 
the point between their eyes. Finally, the coordinates of this point (keypoint) will be used to 
obtain its depth coordinate using the stereo vision. 
To help the network learn this region, many images are collected to build a large enough 
dataset. This dataset will be used to train and validate the model. In fact, there will be 2748 
training images and 306 test images. Before entering the neural network, these images must 
be reduced and cropped to the network size. 
To train the network, the PyTorch framework is used. To validate the model, some evaluation 
metrics must also be defined, such as accuracy and the confusion matrix; two typical metrics 
used in deep learning. 
The network used has a U-Net architecture, consisting of 14 convolutional layers, the same as 
that explained in section 2. This architecture will be taken from an old project by an IRI member 
and the deep learning model will be adapted to this specific implementation. 
At last, the images pass through U-Net and the predicted heat map will be obtained. Then, 
using a loss function, this heat map will be compared to the ground truth heat map (the true 
output). Finally, with the backward pass, the derivatives will be calculated and the learnable 
parameters will be updated. 
Once the model is trained, it can be implemented in real-time systems. 
 
6.1.2. Dataset 
This section explains how the dataset is built. To do that, is necessary to explain what types of 
datasets are used and how the images are divided among them. Then, is necessary to explain 
how the dataset is prepared; where the images are taken from, how it is resized, how it is 
labeled and how the labels are extracted in order to use them. 
6.1.2.1. Training set, development set and test set 
In deep learning algorithms, data can be divided into three different sets: the training set, the 
development set, and the test set. Making good choices about how to set up these datasets 
can make a big difference in helping quickly to find a high-performance neural network. 
It is important to make decisions that can help go through the iterative process (idea-code-
experiment) efficiently in order to test different sets of hyper-parameters and find a good 
network for the specific application. And setting up these previous datasets well can make it 
more efficient. 
The data can be splitted up into three different sets: 
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• Training set: this set is used to train the models (weights and biases). A model sees 
and learns from this data [35]. 
• Development set: this set, which can also be called the hold-out cross validation 
set, is used to see which of the many different models performs best on this set. 
This data is used to evaluate a given model and fine-tune the model hyper-
parameters according to the results obtained. Hence the model occasionally sees 
this data but never learns from it [35].  
• Test set: once the final tuned model is chosen, this set is used to evaluate the model 
in order to get an unbiased estimate of how well the algorithm is doing. The test set 
is only used once the model is completely trained, i.e. after the training and 
development sets have been used. This set might be useful when comparing 
different final models, for example, in a competition between other programmers, or 
when comparing two different techniques for face detection. 
Typically, a larger portion of the data is for the training set, while the development and test sets 
contain a much smaller percentage of the total data (Figure 6-2). This is because the 
development set should only be large enough to evaluate different algorithm options and 
quickly decide which one works best. And the same applies to the test set, which should only 
be large enough to evaluate a single model. 
 
Figure 6-2: A visualization of data split [35]. 
For some applications, researchers do not have a test set. The purpose of the test set is to 
provide an unbiased estimate of the performance of the selected model. If this estimate is not 
required, then the test set is not necessary. And this is the case of this project, since the 
important thing will be to have some data to train the algorithm, and have some data to tune 
the hyper-parameters, and thus be able to apply the final model to see how it works. 
Therefore, the model must be trained on the training set and evaluated on the development 
set. Then the results on the development set are used to iterate and find a good model. In this 
project, the development set is called validation set or test set, interchangeably. Many authors, 
if they don't have a test set, they call the development set as “test set”. 
When setting up a machine learning problem, if the dataset contained a million training 
examples, it would be more than enough to have 10000 examples in the development set to 
evaluate which algorithms work best. So in that case, it might be possible to have 99% of the 
data for training and 1% for evaluation. On the other hand, when the dataset is smaller (with 
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10000, 1000 or even 100 samples), what is generally done is to set a larger portion of the data 
for the development set, this being 10%, 20% or even 30% of the data. 
In this project, the amount of data collected provides a dataset with fewer than 10000 samples. 
For this reason, it has been decided to have 90% of the data in the training set and 10% in the 
validation set. One important thing to note is that this split must be the same during the analysis 
phase to be able to compare different models under the same conditions. Therefore, this split 
will be done at the beginning and will remain interchangeable during the different training runs.  
However, this distribution is generally based on the own experience, so it requires have carried 
out different experiments to know how to choose the correct distribution. As this is the first 
deep learning project carried out, it has been decided to test this 90-10% split first and, if the 
results were not as expected, the distribution could be changed and in addition all the 
experiments would have to be repeated again. However, as will be seen later, it will not be 
necessary to modify this distribution, since the development set will be large enough to 
accurately represent the performance of the model. 
6.1.2.2. Dataset preparation 
The dataset preparation is a very important part of the project. Choosing a good dataset can 
lead to success; and choosing the wrong dataset can be a huge waste of time. Preparing the 
dataset is a complex and time-consuming task. It has different steps. 
1. Data collection: 
Deep learning projects tend to be long, with many months and years of research and 
experimentation. However, in this case there is not so much time. In order to spend more time 
developing the model and not spending too much time on data collection, it is recommended 
to search for already well-defined datasets and not create one from scratch [36]. In this project, 
a new dataset has been built using pre-existing datasets. 
There are many free public data sets on the Internet that can be downloaded and used in 
machine learning projects. In this project, in order to detect people’s faces, datasets of faces 
and human bodies have been used. To obtain a more varied and generalized dataset, different 
datasets have been combined: 
• Labeled Faces in the Wild (LFW): LFW is a public face image dataset for face 
verification. The dataset contains more than 13K faces images collected [37]. 
• Celebrities in Frontal-Profile in the Wild (CFPW): CFPW is a public dataset of images 
of celebrities in frontal and profile views [38]. This dataset contains images of 500 
individuals. These individuals are politicians, athletes and entertainers, chosen 
trying to have as many men as women and trying to maintain as much racial diversity 
as possible. 
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• Common Objects in Context (COCO): COCO is a large-scale object detection, 
image segmentation and image captioning dataset. This public dataset contains 
330K images with more than 80 object categories [39]. About half of these images 
contain people. 
• Human Co-Detection Dataset (HCD): HCD is a public dataset which contains around 
400 images of several persons in different poses and clothes [40]. 
• VGG Human Pose Estimation Datasets: This is a set of large video datasets with 
human upper-body pose. It contains the YouTube Pose and the Short BBC Pose 
datasets. The YouTube Pose dataset is a collection of 50 videos found on YouTube 
covering a broad range of activities and people. Short BBC Pose dataset contains 
five one-hour-long videos with sign language signers [41]. 
• Barcelona Dataset: This public dataset contains 15150 images of urban views of 
different cities, offices, cars, etc. Among these images, 279 images are of the street 
scenes from Barcelona [42]. The images can also contain pedestrians. 
• INRIA Person Dataset: This dataset was collected as a part of research work on 
detection of upright people in images and videos. It contains images of standing and 
walking people [43]. 
First, different images have been selected from these datasets and separated into positive and 
negative samples. The deep learning algorithm will learn from these two types of samples. 
This is why the selection of images is very important to succeed in training a neural network. 
Positive samples: 
As previously stated, the objective of this project is to detect the point that is between the 
person’s eyes. Positive samples are images that contain this desired point and therefore are 
images of people in front view. 
Hence, from the previous datasets, different images of people in front view have been selected. 
For example, from the first two datasets, different faces images have been selected (Figure 6-3). 
    
Figure 6-3: Examples of positive samples. Images of human faces in front view [37] [38] 
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Then, from the COCO, HCD and VGG datasets, images of people doing different activities 
and in different everyday situations have been selected (Figure 6-4). 
    
    
   Figure 6-4: Examples of positive samples. Images of people doing activities in everyday situations [39] [40] [41] 
And finally, from the last two datasets, images of people standing, walking the streets or 
working in offices have been selected (Figure 6-5). 
    
Figure 6-5: Examples of positives samples. Images of people working in offices and walking the streets [42] [43] 
Finally, 3054 positive samples have been selected. About half of these are faces images (from 
the first two datasets, [37] and [38]) and the other half are images from the rest of the datasets, 
where there are people near and far from the camera. 
Another key to success in neural network training is having a balanced and diverse data set. 
In real life, images can be different in terms of lighting conditions, scaling factors, rotation 
angles, image resolution, and especially people images may be different due to the person 
itself, and the position of his body and his face. Therefore, it is important to have different types 
of data to help the network better understand what it has to learn and the different types of 
data that it may find in the future. This will allow the network to locate people even if conditions 
are not ideal. 
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In this project, the following factors have been taken into account: 
• Different illumination conditions 
    
       
Figure 6-6: Examples of positive samples. Images under different illumination conditions [39] [41]         
• Different resolution 
    
Figure 6-7: Examples of positive samples. Images of different resolution [39] 
• Blurred images 
    
Figure 6-8: Examples of positive samples. Blurred images [39] [41] 
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• Different perspective 
    
    
Figure 6-9: Examples of positive samples. Images of people viewed from below [37] [39] 
• People with different head orientation 
    
    
Figure 6-10: Examples of positive samples. Images of people with different head orientation; above, orientation of 
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• People at different distances 
    
Figure 6-11: Examples of positive samples. Images of people at a greater distance [39] [42] 
• People of different genders and ages 
    
Figure 6-12: Examples of positive samples. Images of people of different genders and ages [39] [41] 
• People from different countries 
    
Figure 6-13: Examples of positive samples. Images of people from different countries [39] 
• People with glasses 
    
Figure 6-14: Examples of positive samples. Images with people with glasses [39] 
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• People with different facial expressions 
    
Figure 6-15: Examples of positive samples. Images of people with different facial expressions [39] 
• People with slightly closed eyes 
    
Figure 6-16: Examples of positives samples. Images of people with slightly closed eyes [37] [41] 
Considering that the neural network is used to locate people and will be implemented in a robot 
for multiple applications (such as approaching the person to deliver a package), these factors 
are important for the following reasons. 
For example, in case the camera is below people’s faces, it is important to have images of 
people viewed from below (Figure 6-9). In addition, it is also important to have images with 
different perspectives and head orientations in case the camera rotates, or in case the person 
turns his head at any time, or in case the robot approaches the person from another angle, 
that is, that it does not approach exactly from the front. 
It is also important to detect people with their eyes slightly closed, because in addition to some 
people who already have their eyes slightly closed, we close our eyes many times; it is 
important not to lose the location of the person in these cases. 
Also, these people can be outside or inside a building, where there may be shadows or brighter 
areas, so it is important to have images with different illumination conditions. In addition, the 
resolution of the images changes in each camera, so it is important to have images with 
different resolutions. 
Furthermore, it is important to have images of people who wear glasses because glasses will 
affect the region that the network learns. For this reason, the network is also required to learn 
that there may also be glasses in this region. Images of people with different facial expressions 
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are also taken for the same reason, as expressions can change the characteristics of the 
learning area, for example by adding expression wrinkles. 
Thus, when the model is implemented in a robot, this robot will be able to locate people of 
different ages and gender, moving or static, at different distances, even in adverse conditions. 
Then, the robot will approach the person knowing where it is to avoid colliding. 
Negative samples: 
Negative samples are images of people in profile view, people from behind or images without 
people. It is important that the point between the eyes does not appear in this images.  
These images have also been obtained from previous datasets. For example, from the first 
two datasets, different images of human faces in profile view have been selected (Figure 6-17). 
    
Figure 6-17: Examples of negatives samples [37] [38]        
Then, from the other datasets, images of different people in different situations and also images 
without people have been selected. Among these images are images of the streets of 
Barcelona, offices and landscapes (Figure 6-18). 
     
             a)     b)                c) 
     
             d)     e)                f) 
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             g)     h)                i) 
Figure 6-18: Examples of negative samples. Images of a) and b) people from behind, c) and d) people in profile, e) 
and f) people walking the streets, g) a landscape, h) an office and i) the streets of Barcelona [39] [41] [41] [42] [43]. 
Negative samples are just as important as positive samples, since the algorithm can also learn 
from them that there are no people to locate there. 
Finally, around 6000 negative samples have been selected. 
It is important to note that images of the same person have been taken as positive and negative 
samples, as well as images of people doing the same activities (such as playing tennis or 
working) and images with the same backgrounds (such as tennis courts, offices, streets) (Figure 
6-19). This prevents the network from learning unwanted patterns. 
    
Figure 6-19: Samples with the same person. The negative image on the left and the positive, on the right [41]. 
 
2. Dataset resizing: 
Until now, the dataset contained images of different sizes and different aspect ratios. This 
section explains some decisions that have been made to avoid possible errors in image 
preprocessing and to speed up image processing as they pass through the neural network. 
At this point, it is necessary to first explain what decision has been made regarding the size of 
the network input images. It has been decided that the U-Net will be trained with relatively 
small square images, specifically images of sizes 224x224 and 180x180. These dimensions 
have been chosen because they are standard sizes of square images used to train NNs. 
Furthermore, it has been decided to train the network with relatively small images for two 
reasons: 
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First, because it is important a fast image processing in order to locate people in real time. A 
small image, since it contains less data, will be able to pass through the network faster than a 
larger image. 
And second, because most of the images in the dataset are small. By choosing to train the 
network with relatively small images, this avoids having to upscale all these small images. 
Upscaling, unlike downscaling, would adversely affect image quality, causing a loss of focus 
when trying to fill in the image with missing information. Therefore, if a small image size is 
chosen, small images will not have to be upscaled and their quality will not be affected, and 
images that are larger can be downscaled without affecting their quality. 
Before cropping the images to the network size, it has been decided to resize all the images 
in the dataset to the same size, which will be 320x240, also a relatively small size. The decision 
to resize images has been made for two reasons: 
Small images: First, because there are many images with dimensions slightly smaller than the 
dimensions of the network input images, especially in the first two datasets (the face datasets 
[37] and [38]). As they are small images, they do not fit in the network. For this reason, these 
images should be slightly larger. The method used to avoid affecting the quality of the images 
will be explained below. 
Large images: On the other hand, there are some images in the dataset that are much larger 
than the network input images. So here two situations can occur: 
• If the image contains a close-up person, when cropping the image to enter the 
network, some important information about the region to be learned is lost (such 
as the eyes, as can be seen in Figure 6-20). 
• If the image contains a person at a greater distance, when cropping the image, 
the sense of distance is lost (Figure 6-20). In this project, this will be decisive. 
Also, trying to reduce the image size directly to the size of the network input is not an option, 
since, as these are images with a different aspect ratio, the image can be deformed and with 
it, the person and the region to be learned. 
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Figure 6-20: Problems and solutions for large images. Above, there is a close-up image of a person. When the 
image is cropped, the relevant information is lost. If it is resized first, the image will contain the relevant information. 
Below, there is a person at a greater distance. When the image is cropped, the sense of distance is lost. If it is 
resized first, the sense of distance remains, since the person seems to be still at a greater distance. 
Image resizing will ensure that after cropping the images to the network image size, they still 
contain the desired region. 
To resize the dataset, different techniques have been used for small and large images. 
Images that are smaller than 320x240: 
In this case, since upscaling is not good, the padding technique is used. This consists of adding 
contours with pixels of intensity 0 to the image. As can be seen in Figure 6-21, black borders 
are added to the image until having the desired dimensions. 
 
Figure 6-21: Example of image padding 
In these cases, it is recommended to add the minimum border to the image, since an image 
with more padding than the image itself would not make sense. Also, the network has to learn 
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that black borders are part of the padding operation and not part of the image. For this reason, 
small images are padded only until they have the desired dimensions (320x240). 
Images that are larger than 320x240: 
For images larger than 320x240, cropping is the technique used. 
This preprocessing technique has been done taking into account the smallest dimension of 
the image, the width or the height (Figure 6-22), and from there, the image has been cropped 
with the same aspect ratio as 320x240, that is, 1 1/3. This is done so that when the image is 
resized to 320x240, the aspect ratio is preserved and the image is not deformed. 
 
Figure 6-22: Examples of image cropping 
Once all these images, both positive and negative, have the same aspect ratio, they are 
resized to 320x240. 
Finally, using padding for small images and combining cropping with resizing for large images, 
it is possible to have all the images in the dataset with 320x240 dimensions. From these 
images, the network input square images can be obtained using the cropping technique. 
The purpose of resizing all images to a size of 320x240 is to produce a smaller dataset size. 
Just as small images speed up image processing (within the NN), having a dataset with small 
images also speeds up image preprocessing (before entering the NN). Image preprocessing 
consists of a series of operations that, since they can operate with small images and images 
of the same size, can be programmed more easily and performed more quickly. 
The specific image size of 320x240 has been chosen for two reasons: 
Firstly, because it is a fairly typical image size and many images already had these dimensions. 
And second, because the size of 320x240 works well to be able to crop the images to the size 
of the network without losing much information and, at the same time, leave a margin to be 
able to crop the images at random in each epoch. This technique will be explained later. 
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3. Dataset labeling: 
The next step is to label the positive samples. This operation consists of creating, for each 
positive image, a file with the annotations of the keypoint location. More specifically, the 
keypoint coordinates are extracted and stored in a XML (Extensible Markup Language) file. 
As a remainder, the label of a sample 𝑥𝑥(𝑖𝑖) is the final output 𝑦𝑦(𝑖𝑖) that the model tries to predict 
(𝑦𝑦�(𝑖𝑖)). In this case this is a little different; the label (hm) will have the 2D coordinates of the point 
between the eyes of the person in the image. From these coordinates, the heat map is built 
(𝑦𝑦(𝑖𝑖)) and the NN will try to predict this heat map (𝑦𝑦�(𝑖𝑖)). 
To label the dataset, there is a graphical image annotation tool called LabelImg. LabelImg is 
one of the most popular graphical image labeling tools written in Python [44]. 
This tool is generally used to label bounding boxes of objects in images and, as it is 
programmed, the XML file stores the upper left corner and the lower right corner of the 
rectangle. For this reason, when manually labeling the images, the upper left corner of the 
bounding box is made to coincide with the point between the person's eyes (Figure 6-23). 
 
Figure 6-23: Example of image labeling 
Then, the XML file (Figure 6-24) will contain the following data: 
• Image path: the path to locate the RGB image on the computer. 
• Image size: as indicated above, they will be RGB images of size 320x240x3. 
• Object: in this project, the label is called “hm” and there is only one for each image. 
• Bounding box: the coordinates of the upper left and the lower right corners. 
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Figure 6-24: XML file that corresponds to the labeling of the image in the previous figure 
Later, the coordinates of the upper left corner will be used in the model and the others will be 
discarded. For example, for the image above, the important coordinates are (187,75). It is 
important to note that the coordinate system is as shown in Figure 6-25. 
 
Figure 6-25: Coordinate system in LabelImg and upper left and lower down corner coordinates 
Finally, all positive samples are labeled. 
4. Extract labels 
In this step, the coordinates of the upper left corner are extracted for all images and stored 
together in another file. 
A Python script (Annex 12.2.1) has been used to extract the hm labels from all positive 
samples. Using this script, all the XML files are read and, for each of them, the desired 
coordinates (xmin, ymin) are extracted and added in a Python dictionary. However, for later 
reasons, these coordinates are stored in the reversed order (ymin, xmin). 
For each positive sample, the sample name and the hm label are attached in a Python 
dictionary: 
ℎ𝑚𝑚𝑠𝑠 = {′𝑛𝑛𝑎𝑎𝑚𝑚𝑛𝑛_𝑖𝑖𝑚𝑚𝑔𝑔1′: [𝑦𝑦𝑚𝑚𝑖𝑖𝑛𝑛1, 𝑥𝑥𝑚𝑚𝑖𝑖𝑛𝑛1], ′𝑛𝑛𝑎𝑎𝑚𝑚𝑛𝑛_𝑖𝑖𝑚𝑚𝑔𝑔2′: [𝑦𝑦𝑚𝑚𝑖𝑖𝑛𝑛2, 𝑥𝑥𝑚𝑚𝑖𝑖𝑛𝑛2], … } 
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So this Python dictionary will contain the input labels for all the positive samples. For example, 
for the image in the example above, its data will be added in the Python dictionary as follows:  
ℎ𝑚𝑚𝑠𝑠 = {… , ′240′: [75, 187], … } 
where ‘240’ is the name of the image as can be seen in Figure 6-24. 
Then, this Python dictionary is stored in a PKL file. A PKL file is a file created by pickle, 
a Python module that enables objects to be serialized to files on disk and deserialized back 
into the program at runtime. A PKL file is pickled to save space when being stored or 
transferred over a network and then is unpickled and loaded back into program memory during 
runtime [45]. 
This operation is done because having a PKL file is easier for the model to take the input data. 
It is faster to extract the data from the Python dictionary instead of having all the data scattered 
in 3052 different XML files. 
5. Split dataset 
In this section, the dataset is splitted into two parts, the training set and the validation set. As 
explained previously, 90% of the data is for the training set and 10% is for the validation set. 
As a reminder, there are 3052 positive samples and around 6000 negative samples. In this 
section, the positive samples will be separated into two parts, while the negative samples will 
be separated later in the training code. This is done to make the next steps easier, since 
positive images have more information associated with them, such as labels, and they need 
to be clearly separated. 
To do this, a Python script is used (Annex 12.2.2). First, all the positive samples names are 
stored in a Python list, then this list is randomly shuffled, and finally, the first 90% samples are 
selected for the training set, and the other 10% samples are for the test set. The names of 
these selected samples are stored in CSV files; in the “train_ids.csv” file and in the 
“test_ids.csv” file, respectively. 
Since the dataset has been built from different datasets, the samples are randomly shuffled 
before splitting it into two parts so that each split has the same distribution as the others. For 
example, if the samples were not shuffled, the training set would contain all the faces images 
corresponding to the first two datasets. 
Finally, the dataset is ready to be used for training the neural network. 
6.1.3. Evaluation metrics 
When training a model, it is important to have an evaluation metric to see if the model is really 
being trained and also to be able to compare models with different hyper-parameter values 
and know which one works best. 
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Therefore, the evaluation metric will give the information to know what kind of improvements 
must be done in order to achieve the desired precision. In addition, it will make this iterative 
improvement process easier and faster. 
There are different metrics to evaluate the models. The metric choice will depend on the model 
and its implementation.  
First, since this algorithm outputs a probability value, a threshold value is used to convert this 
probability to a class value. If the probability value is less than the threshold value, the sample 
is classified as class 0, and otherwise, it is classified as class 1. In this project, the threshold 
value determines whether there is a person (class 1) or not (class 0) in the image. Therefore, 
it becomes a classification problem. From this class value, the different metrics are computed. 
When computing the metrics, where the keypoint is found is not taken into account, that is, if 
the algorithm finds a point with a probability greater than the threshold, it is assumed that there 
is a person in the image looking at the camera. However, as has been said, it is highly likely 
that the points with a probability greater than the threshold are points of the learning region. 
On the other hand, the keypoint location is considered in the cost function. 
To better understand the metrics used, the following concepts are introduced: 
• True negatives: are the rejections correctly classified as negatives. In this case, the 
true negatives are the samples that do not contain the keypoint (that is, the negative 
samples) and are classified as negatives (class 0). 
• False positives: are the incorrectly classified as positives. In this case, the false 
positives are the samples that do not contain the keypoint (a negative sample) but 
are classified as positives (class 1). 
• False Negatives: are the incorrectly classified as negatives. In this case, the false 
negatives are the samples that contain the keypoint (a positive sample) but are 
classified as negatives (class 0). 
• True positives: are the correctly classified as positives. In this case, the true positives 
are the samples that contain the keypoint (a positive sample) and are classified as 
positives (class 1). 
During the training and the validation of the model, after each batch, all the samples in the 
batch are classified using the threshold value into these four different groups. Then, different 
metrics are computed in order to see their evolution. These operations can be performed at 
the end of each batch, since they do not require much time. 
These values are computed using the training set and the validation set. It is important to know 
the metric values in both datasets in order to know where the error is. For example, it will be 
possible to know if there is a large error in the training set (bias error), or there is a low training 
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error but a higher validation set error (variance error due to overfitting). Then, depending on 
which case, the improvements will go in one direction or another. 
The metrics used in this project are the following: 
Accuracy: 
The proportion of the total number of predictions that are correct. 
This metric is the only one that is computed after each batch using these four groups (TP, TN, 
FP, FN). This allows you to draw its evolution parallel to the loss function, since the loss 
function is also computed after each batch. Therefore, the loss function and the accuracy are 
computed from the predicted output and the labeled input. 
With TensorBoard, it will be easy to see its evolution during training to verify if the model is 
learning or not. If the model is learning, the loss function will decrease to the 0 value and the 
accuracy will increase to the 100%. If some change is made during training, it will be easy to 
see if this works better or not than what it previously was. 
However, the important value that is useful for comparing different models is the maximum 
accuracy that is achieved. And this value is obtained in the final epoch, when it is assumed 
that the parameters have been learned. 
The accuracy can be computed as in Eq. 6-1. 
 
Confusion matrix: 
A confusion matrix is an NxN matrix where N is the number of classes being predicted. It helps 
to see the distribution of all the samples in the previous four groups (Figure 6-26). 
 
Figure 6-26: Confusion matrix. In each cell, the symbol above the diagonal line is the actual class and the symbol 
below is the model prediction. 
The confusion matrix is computed in the last epoch using the entire training set and the entire 
validation set. In addition, the samples names that belong to the false positive and the false 
negative groups, are written to a file in order to see in which type of samples the model fails. 
                   𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑎𝑎𝐴𝐴𝑦𝑦 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝑇𝑇
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Since in the last epoch the different TP, TN, FP, FN values are obtained, other metrics can be 
computed to compare the performance of different models. 
Precision (P) or positive predicted value: 
The proportion of positive cases (predictions) that are correctly defined. In this case, the 
percentage that the algorithm has to success when it classifies a sample as a positive sample 
(it determines that there is a person in the image). 
Precision can be computed as shown in Eq. 6-2. 
 
Negative predicted value: 
Similarly, the proportion of negative cases (predictions) that are correctly identified. It can be 
computed as in Eq. 6-3. 
 
Sensitivity or Recall (R): 
The proportion of the actual positive samples that are correctly identified as such. This metric 
is also known as the true positive rate. In this case, the percentage of actual people (positive 
samples) that are recognized. 
Recall can be computed as shown in Eq. 6-4: 
 
Specificity: 
Similarly, the proportion of actual negative samples that are correctly identified as such. This 
metric is also known as the true negative rate and can be computed as in the Eq. 6-5. 
 
All of these metrics are useful for understanding the performance of the algorithm. The loss 
function is useful to see if the model is being trained and is the function to optimize (minimize) 
during the gradient descent. But it is important to have evaluation metrics in order to obtain 
specific numbers (proportions) to understand the model performance and to know the direction 
to make changes in order to improve the model to obtain better results. 
                𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇
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6.1.4. Network training 
After having the dataset prepared and the evaluation metrics defined, the code available on 
GitHub [5] written by the IRI’s member, is adapted to this dataset and the chosen metrics. 
Then this model will be trained using different sets of parameters, hyper-parameter and other 
training options. Finally, using TensorBoard, the best settings will be chosen to be used with 
stereo vision. 
To train the network with different parameters without having to change all the program code 
every time, the easiest solution is to modify all the parameters in a single file. When this file is 
executed, the program runs with all its parameters as command-line arguments (Annex 
12.3.2). 
This file will be used in this project to change the parameters and hyper-parameters in each 
training run. Parameters that are not specified here will take the default value if the program 
needs to use them. The default values are stored in three different scripts (Annex 12.3.1) 
These files can include hyper-parameters like learning rate or number of epochs, arguments 
with information on how to save results, or arguments with information on which GPU to use. 
A training epoch represents passing the entire training dataset through the network. Hundreds 
of epochs are required to train the model and learn the parameters W and b. 
6.1.4.1. Initialization 
As a preliminary step to network training, initialization of the dataset, the model and the 
visualizer is required. 
6.1.4.1.1 Dataset initialization 
First, the training and the validation iterable sets are created using PyTorch (Annex 12.3.3). 
The torch.utils.data.DataLoader class is used to create these two datasets [19]. It represents 
a Python iterable over a dataset, with support for map-style and iterable-style datasets, 
customizing data loading order, automatic batching and single and multi-process data loading. 
These options can be configured by the constructor arguments of a DataLoader:  
DataLoader(dataset, batch_size=1, shuffle=False, num_workers=0, drop_last=False) 
All these arguments are explained below. 
Dataset: 
The most important argument in the DataLoader is “dataset” which indicates a dataset object 
to load data from. 
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PyTorch offers two types of datasets, the map-style dataset and the iterable-style dataset. The 
type of dataset chosen in this project is the map-style dataset which represents a map from 
keys or indexes to data samples. For example, given a dataset, when accessed with dataset[i], 
it could read the i-th image and its label from a folder on the disk.  
This can be done by defining the __getitem__() method which supports fetching a data sample 
for a given index. Besides, the __len__() method returns the size of the dataset. 
The first step is to read the data from the previous files and the second step is to define the 
__getitem__() method to generate one sample of data. 
As previously mentioned, there are positive and negative samples in the dataset. However, a 
sample is defined here as the set of a positive sample and a negative sample. Therefore, one 
sample will contain a positive image with its corresponding label and a negative image. 
At this point is important to differentiate how samples are generated for the validation and for 
the training set.  
The positive images are separated from the beginning in the two CSV files, while the negative 
images are here randomly shuffled and splitted into two parts: the first 10% of the images is 
for the validation set and 90% is for the training set.  
Then, for example, to generate a sample for the validation set, the positive image is chosen 
randomly among the positive images stored in the test_ids.csv file, and the negative image is 
chosen randomly from the images in the first part of the list of negative images. 
Different ways of generating these datasets have been tried. As will be explained in section 
6.1.5, at the beginning, the negative images were not shuffled and the indexes of the positive 
images were found to repeat it in the same epoch. Then, this is changed by shuffling the 
negative images and preventing the positive images from repeating in the same epoch. The 
results of these changes can be seen in section 6.1.5. 
After that, common preprocessing techniques to be applied to the images before feeding them 
into the model are defined. 
In the first place, flipping and cropping operations are used in images. 
Firstly, one of the four options defined to flip the image is randomly chosen. These options are: 
flip the image horizontally, vertically, both horizontally and vertically or not flipping the image. 
Then, the keypoint is modified according to this transformation. 
Secondly, the image is cropped to the network image size accordingly to where the keypoint 
is. Taking into account a minimum margin of separation of the keypoint with the edges of the 
image, this is cropped randomly to input image size. 
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By displaying some input images, it has been seen that the margin is not sufficient. The margin 
is too small, so if the person’s face is next to the edge of the image, a significant part of the 
region around the keypoint (like an eye) is cropped. Therefore, this margin is required to be 
changed to a higher value. By displaying the input images again, all the positive samples still 
contain the region to learn (Figure 6-27). 
 
Figure 6-27: Example of image cropping. On the left, with margin=20 and on the right, with margin=40. 
Note that this margin will vary depending on the size of the image size that passes through the 
network. And it is a very important parameter, since if it is too small, a positive sample becomes 
a negative sample (the image on the left in Figure 6-27). The results of this change can be 
seen in section 6.1.5. 
Since the __getitem__() function is called at each epoch to load the data, these 
transformations will be performed “on the fly”. Therefore, by doing these transformations “on 
the fly”, after each epoch, a new set of randomly transformed samples will be received. This 
technique is called data augmentation and is used to prevent overfitting. 
In the second place, images undergo different transformations using PyTorch’s torchvision 
package. This package contains common image transformations for computer vision. An 
important transformation is tensor normalization. In this case, the input image tensor to 
normalize has a shape of C x H x W and its values are already in the range [0.0, 1.0]. 
To normalize a tensor, instead of calculating the mean and standard deviation of the dataset, 
what some researchers usually do is use a mean of [0.485, 0.456, 0.406] and a standard 
deviation of [0.229, 0.224, 0.225]. In this case, for image tensors with values in [0.0, 1.0], the 
transformation using these values will standardize it, so that the mean of the data will be 0 and 
the standard deviation 1. 
Input[channel] = (input[channel] – mean[channel]) /std [channel] 
This is done for both positive and negative images. Then, the keypoint coordinates are also 




− 0.5� ∗ 2 
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It is important to normalize the input data to optimize the algorithm to train faster. 
Finally, the __getitem__() method is ready to generate one sample of data and the __len__() 
method to return the dataset size (i.e. the number of samples). With these methods the dataset 
object for training and validation are created. 
Batch size and drop last: 
DataLoader supports automatically collating individual fetched data samples into batches via 
arguments batch_size and drop_last. 
Batches are used to fastest the gradient descent algorithm. This optimization technique 
consists of splitting up the entire training set into mini-batches. Therefore, a mini-batch will 
contain N data samples and these samples will be processed at the same time when they are 
passed through the network. The batch_size argument is used to determine how many 
samples per batch to load (N). 
Without mini-batches, the entire training set (m samples) must be passed through the network 
to perform a single step of the gradient descent method. However, when using mini-batches, 
parts of the training dataset (N samples) pass through the network, and therefore, the algorithm 
makes progress before all the m examples have been processed. 
In this way, a gradient descent step is performed after processing a single batch. The batch 
size will depend on the GPU used and the network image size. This parameter will be changed 
so as not to saturate the GPU (section 6.1.5). 
The drop_last argument is used to drop the last incomplete batch if the dataset size is not 
divisible by the batch size. If this argument is not used (set to False) and the size of dataset is 
not divisible by the batch size, then the last batch will be smaller. Setting drop_last to True 
avoids problems due to the fact that the last batch is smaller than the rest. Therefore, in this 
project, it is turned to True. 
Shuffle: 
For map-style datasets, data loading order is controlled by the shuffle argument. This argument 
creates sequential batches (if set to False) or shuffled batches (if set to True). In this project, 
this argument is set to True to have the data reshuffled at each epoch, so the indexes list is 
randomly permuted to create random mini-batches. 
Number of workers: 
The mini-batches are loaded at each epoch when the enumerate(dataloader) function is called. 
The default value for the “number of workers” argument is 0, and that means that the data will 
be loaded in the main process. Therefore, data loading may block computing. 
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To avoid blocking computation code with data loading, PyTorch provides an easy switch to 
perform multi-process data loading by simply setting the argument num_workers to a positive 
integer. This positive integer determines how many subprocesses to use for data loading. 
Therefore, after the shuffle randomization is done in the main process, the dataset and the 
assigned indices to load are passed to each worker, where they are used to initialize and fetch 
data for mini-batches. 
Using more number of workers implies more memory usage, but it fastest the process. The 
reason is that workers preprocess data batches in parallel when the enumerate(dataloader) is 
called so that the next batch is ready for use when the current batch has finished. 
 
As can be seen, the dataset initialization is relatively easy using PyTorch. This framework 
allows you to create iterable datasets, do common image transformations using torchvision, 
and load random mini-batches into a multi-process data load for training. 
6.1.4.1.2 Model initialization 
At this step, the object detector model is created (Annex 12.3.4). 
NN architecture initialization: 
The U-Net architecture explained in section 2, is built using the torch.nn library of PyTorch.  
As mentioned in section 2, this network has 14 convolutional layers; five of them are used to 
increase image size and five to decrease the image size. The script used has not been 
modified (Annex 12.3.5). This script prepares the layers and the forward step. 
At the end of U-Net, a Softmax unit could be used to classify the output into two classes: the 
keypoint exists in the image (class 1), or not (class 0). In this project, to separate the outputs 
in these two classes, a threshold value will be used. This threshold value will be used 
regardless of the gradient descent method and will only be used to calculate evaluation 
metrics. In this case, we are interested in working with heat maps instead of classes, since it 
is not a classification task. For example, we want the gradient descent algorithm to optimize 
the error between heat maps (probability functions), and not the classification error. 
The U-Net architecture is moved to the GPU. All deep learning processes are trained there. 
Heat map initialization: 
As a reminder, the heat map is the CNN output and is what the model is trying to predict. In 
this step, the heat map is defined for the positive and negative samples in order to prepare the 
labeled heat map (𝑦𝑦) for the training. 
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In the case of positive samples, the heat map will be a probability function. The maximum 
probability will be located at the ℎ𝑚𝑚 coordinates (the keypoint coordinates). 
On the other hand, the heat map for the negative samples will be a tensor with all values 0, 
since there is no keypoint in the image. 
Training variables initialization: 
As a reminder, the goal of NN is to learn the parameters W and b using an optimizer (such as 
the gradient descent method) and the learning rate. 
As explained in section 4.1.4, the learning rate value determines the length of the optimizer 
steps to the optimal point in the cost function. In other words, it determines the speed at which 
the model learns. This value is an important hyper-parameter and will be changed to see its 
effect on the training process (section 6.1.5). 
In general, the learning rate is slowly reduced over the time (or, what is the same, over the 
number of epochs). This is another optimization technique frequently used in deep learning 
and it is called learning rate decay. When the algorithm is far from the target (the minimum of 
the cost function), the learning process can be faster (the learning steps can be longer), and 
therefore the learning rate can be higher. But, when the model is closer to the objective, we 
want the learning process to be slower by reducing the steps length in order to guarantee 
convergence to the optimal value. 
In this project, the learning rate is halved after a certain number of epochs. Therefore, in 
TensorBoard, the learning rate value is going to be represented as a discrete function. In order 
to know at which epoch the learning rate should be reduced, it is important to see at which 
epoch the loss function stabilizes near the value 0; the algorithm has converged. For example, 
if it converges on epoch number 100, then, the alpha is halved every 100 epochs. 
Secondly, the Adam optimizer is defined. In Coursera’s online course, it is the most 
recommended optimizer. This consists of applying two modifications to the gradient descent 
method. Until the derivatives computation, the method remains the same. Therefore, 
modifications are introduced in the parameters update. In short, these modifications consist of 
avoiding the gradient descent oscillations and focusing the direction of the steps towards the 
optimum point. In this way, the algorithm can learn faster. 
Then, this optimizer is defined using the torch.optim.Adam class from PyTorch. 
Loss initialization: 
For an object detection task, where the output is a heat map, to model the mean of this 
probability distribution, the mean squared error (MSE) is generally used as the loss function. 
As previously stated, we want the algorithm to optimize the error between the labeled heat 
map and the predicted heat map. In this project, the keypoint position is important, not whether 
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the image contains the point or not. We want the algorithm to learn the point in order to be able 
to locate the person. And in this case, this loss function is used instead of the one used in a 
classification task (the one in section 4.1.3). 
In PyTorch there is a class in torch.nn to define this function and has the structure [19]: 
torch.nn.MSELoss(size_average=None, reduce=None, reduction='mean') 
This class creates a criterion that measures the mean squared error between each element in 
the prediction tensor (𝑦𝑦�) and target 𝑦𝑦. Therefore, the loss will be computed as follows: 
𝐿𝐿(𝑦𝑦�,𝑦𝑦) = 𝐿𝐿 = {𝑙𝑙1, … , 𝑙𝑙𝑇𝑇}𝑇𝑇 where 𝑙𝑙𝑛𝑛 = (𝑦𝑦�𝑛𝑛 − 𝑦𝑦𝑛𝑛)2 
Where N is the mini-batch size. As the reduction argument is equal to “mean”, then: 
𝐿𝐿 = 𝑚𝑚𝑛𝑛𝑎𝑎𝑛𝑛(𝐿𝐿) 
Consequently, the loss of a mini-batch is computed by taking the mean of the loss values for 
each sample.  
In this case, there will be a loss function for positive samples and another loss function for 
negative samples. What is going to be optimized is the total loss, which is the sum of those 
two. In addition, a loss function will be computed for the training set and for the validation set. 
Finally, all these loss functions will be visualized at TensorBoard to see if the model is learning. 
6.1.4.1.3 Visualizer initialization 
The “visualizer” is used to display the results in TensorBoard in order to compare the models. 
In this step, the files to write the results to are initialized: a TXT file to save the loss values 
(Annex 12.3.6) and a JSON file to save all the data for display in TensorBoard. 
In this project, the data to visualize will be the different loss functions, the learning rate value, 
the model accuracy after each batch, and the predicted heat maps. 
 
6.1.4.2. Network training 
Once the training and test sets, the model and the visualizer are initialized, the training and the 
validation processes begin. In this project, the model is trained and validated at the same time. 
During the training process, every 30s, the results in the current batch are stored to visualize 
them in TensorBoard. Then, the model validation is carried out using a single random batch 
and its results are also stored. 
A single epoch: 
Inside each epoch, the batches are passed one by one through the network, so the training 
starts with a for loop through all the mini-batches. To load the data of the batch, is here where 
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the enumerate function is called and the different workers prepare the data of the different 
mini-batches. As explained above, when loading the data, the __getitem__() function performs 
random operations “on the fly”. So instead of having the same items at every epoch, random 
variants are obtained. So, for example, after three epochs, you would have seen three random 
variants of each sample in the dataset. 
For each mini-batch, the steps are the following: 
Model training: 
1. Set input: The input of this function is the mini-batch data that has been loaded with 
the enumerate() function. From these data, the tensors corresponding to positive 
images, negative images and the heat maps are stored on the GPU. 
2. Clean the gradients: The gradients of the Adam optimizer are initialized to 0 to clear 
the previous gradients. This is done with PyTorch using the zero_grad() method.  
3. Forward propagation step: Then there is the forward pass, where a mini-batch is 
passed through the network to compute the loss value.  
As has been explained, during the forward propagation step, some intermediate 
data can be cached to be used in the backward propagation step. This is done with 
the torch.set_grad_enabled() function. In order to compute the loss, the positive 
input samples are passed through the network until obtain the corresponding 
predicted heat maps (𝑦𝑦�). The same is done with the negative input samples.  
Once the predicted heat maps have been computed, the total loss value is computed 
using the MSE criterion for both positive and negative samples, and summing both 
results. Finally, the results are stored for visualization. 
Furthermore, from the predicted heat maps and a threshold value, the accuracy 
value can be computed as explained in section 6.1.3. In this case, the TP, TN, FP 
and FN values for the batch are computed and, from them, the accuracy is 
calculated and stored for display in TensorBoard together with the loss function. 
4. Backward propagation step: Finally, there is the backward pass where the new 
gradients are computed. This operation is performed with the backward() function. 
5. Parameters update: To perform a single Adam optimization step, the step() function 
is called. With this function, the learnable parameters are updated based on the 
gradients computed, using the update rule explained in section 4.1.4. 
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Display visualizer train: 
Then, if it is time to display the results on the TensorBoard (30s), the images are plotted with 
their heat maps and the scalar values of the positive loss, the negative loss, and the learning 
rate are plotted as explained in section 6.1.5.  
Display visualizer validation: 
Also, if it is time to display the results, the validation of the model should be validated. To do 
that, the mini-batch data is loaded using the enumerate() function. In the validation step, only 
one mini-batch is going to be used.  
1. Set input: as for training, the tensors corresponding to positive images, negative 
images and the heat maps are moved on the GPU. 
2. Forward propagation step: in model validation there are no gradients and no 
backward propagation step, since the model does not learn from the data. 
Therefore, to validate the model, the total loss value is required. In this case, the 
total loss is computed in the same way as in training. That is, the positive and 
negative input images are passed through the network to obtain the predicted heat 
maps. Then, the loss for positive and negative samples is computed using the MSE 
criterion and, finally, the total loss is computed by adding both results. 
At this step, the accuracy is also computed as in the training step. 
Finally, these results are displayed in TensorBoard; the images are plotted with its heat maps 
and the scalar values of the positive loss and the negative loss are plotted as for training.  
All of these steps are repeated for all the mini-batches to complete an epoch. 
Update learning rate: 
After each epoch, it is verified if the learning rate should be updated as explained above. For 
example, dividing it by 0,5 every 100 epochs. 
 
Finally, in the last epoch, the matrix confusion of the model can be obtained. 
This process is repeated in the different training runs. In this project, different models have 
been trained with different parameter values, and by visualizing the results, the model that 
works better has been chosen. The results obtained are shown in the next section. 
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6.1.5. TensorBoard and metric results 
TensorBoard is the tool used to visualize the results of the training runs in order to understand 
and improve the model, as well as to compare different training runs with different hyper-
parameters. 
As previously stated, in this project, it has been decided to take advantage of two basic 
functionalities that TensorBoard provides: plotting scalar variables and plotting images. 
Scalars values: 
• Loss and accuracy: 
These two terms are quite related, as both are measuring the error between the model 
prediction and the target. In deep learning it is important to understand these metrics in order 
to know how they should change during the training to know if the model is learning and, 
therefore, if this error is being reduced. 
Consequently, it is important to plot the loss and the accuracy to see how they change during 
the training and validation of the model. In this case, every 30 seconds, the loss and accuracy 
in the current batch (for both a batch of the training set and a batch of the validation set) are 
visualized on the TensorBoard. 
The objective is to minimize the cost function and, what is the same, maximize the accuracy. 
This will ensure that the model is making fewer errors. All deep learning algorithms repeat the 
computation many times until these metrics reach a flatter line. So if the loss decreases (and 
accuracy increases) over time until the curve flattens, it means that the model is learning. And 
the closer these lines are to 0 (for loss) and 100% (for accuracy), the better the model will work. 
In addition to examining the performance of the model, these plots can provide more 
information, for example, if we are overfitting the model. In this case, the loss function will 
decrease until the curve flattens but then, at some point, the line will go up again. 
Other information that can be extracted from these plots is to know if the training process is 
unnecessarily too long. This happens when the loss decreases rapidly and then remains 
stable for a long time (the flattened curve is too long). 
Furthermore, TensorBoard is a great tool that allows you to visualize such metrics while the 
model is running. Neural networks can take hours or weeks to find a solution. But since 
TensorBoard updates these metrics very frequently, using it, it is not necessary to wait until 
the end of the training to see if the model is being trained correctly. 
Finally, plotting scalars will also help to compare different training runs. In case there are 
different runs with different combinations of hyper-parameters, it will be useful to plot the 
loss and the accuracy to evaluate which combination is better. The one that approaches the 
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null error will be the combination that best solves the problem. This helps to improve the 
model, for example, by adjusting hyper-parameters. 
• Learning rate: 
The learning rate is also plotted to see if the learning rate decay is being done correctly. 
Images: 
One can think of many reasons and steps in which the image visualization can be helpful. 
For example, in machine learning it is important to know what the data entering and leaving 
the network is like. For this reason, in this project, image plotting has been used to visualize 
the images that enter the neural network after undergoing transformations as well as to 
visualize the heat maps (predictions) that leave the neural network. 
First, the input images have been plotted. This is useful for viewing the data the same way 
as the model does to adjust some parameters of the model. For example, plotting these 
images has been helpful in setting the “margin” for random cropping when preprocessing 
the images as explained in the previous section. 
On the other hand, the other images that have been plotted are the network output activation 
maps superimposed on the input images. In a deep learning project for an object detection 
task, it is important to see if the prediction data is close the labeled data. With TensorBoard 
it is possible to see how this prediction changes and check if it improves over time. 
Due to the current complicated situation, the results of this section could not be fully 
recovered. Therefore, the images that were obtained using TensorBoard could not be 
presented in this document. 
The model has been trained with 8 different combinations of parameters (Table 6-1). In this 
section, using the previously defined metrics, the different training runs have been 
compared and the model that best fits this object detection task has been chosen. 
To see what effect the parameters have on the model, one is changed on each run. 









M1 128x128 20 64 0,0002 461 - - 
M2 128x128 20 64 0,002 461 - - 
M3 224x224 20 32 0,002 261 - - 
M4 224x224 40 32 0,002 261 - Shuffle negative samples 
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Table 6-1: 8 different parameters settings 
First, the U-Net small has been trained using a small image size: 128x128. Between the first 
two training runs (M1 and M2), the difference is in the learning rate value. The first model uses 
a smaller learning rate. From these two training runs, the loss functions have been obtained. 
As can be seen in Figure 6-28, the model is learning since the loss function decreases rapidly 
until the curve flattens. The loss function starts with a large number and, as the network learns, 
this function approaches the value 0. In this figure, in the middle of the first model training, the 
loss function takes a very high value. This is due to the fact that when the training process is 
stopped in the middle, the learning rate takes again the initial value. Consequently, the loss 
function has a peak, but it drops again quickly. This has been seen to always happen in these 
situations; by stopping the training process and reloading the data from the last epoch. 
When a model is trained without interruptions, the learning rate function is seen in TensorBoard 
as a discrete function, being reduced to a half every 100 epochs. 
 
Figure 6-28:Training loss function (M1 is the function in blue and M2 is the function in red). 
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In order to better see the difference between these two models, the first part of the previous 
function has been cut out. 
As previously stated, the learning rate is halved every 100 epochs. One hundred epochs have 
been chosen because it is where the loss function stabilizes, that is, where the curve flattens. 
Is at this point, where the learning rate must be reduced in order to ensure convergence. In 
Figure 6-29, the two loss functions decrease slightly after every 100 epochs. 
As can be seen in both functions, the loss function seems to have noise. This is because it is 
computed on each batch rather than on each epoch. Therefore, the loss function does not 
decrease after each batch, but it decreases after each epoch. For this reason, the shape of 
the function ends up being a curve that decreases until it flattens. 
 
Figure 6-29: Training loss function (M1 is the function in blue and M2 is the function in red). In this case, the first 
part is cropped in order to zoom the part in the middle. 
This figure shows a slight difference between the models. Considering that the blue line 
corresponds to M1 loss function and the red line corresponds to M2 loss function, the second 
one is better since is closer to the value 0. However, the difference between the validation loss 
functions is more important. These functions are plotted in Figure 6-30. 
In the figure, it can be seen that both functions are similar. As in the training process, the 
validation loss function also decreases until it flattens. In terms of validation loss, both models 
perform equal. It does not matter which model, or what is the same, which learning rate value 
is chosen, since in this case there is no difference. 
Whereas in the training process, the loss function ends near a loss value equal to 2, in the 
validation process, the function ends above a loss of 20. As stated in the previous sections, 
this is acceptable because the model learns from the training data and is validated using 
another data. In addition, we are not overfitting the model because the loss function decreases 
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and does not rise again. There is no overfitting because many regulation measures are 
introduced into the model. 
 
Figure 6-30: Training loss function (P1 is the function in blue and P2 is the function in red). 
According to the loss graph, you can stop training the model before 461 epochs, since after 
the epoch 100 it does not improve much. 
 
Then, the learning rate value of the second model (0,002) is taken to use it in the third model. 
This value has been chosen because, although the two models end up working similarly with 
the validation set, the second model works slightly better with the training set. 
As mentioned above, the model can be trained for less than 461 epochs. In this case, 261 
epochs have been chosen. In addition, a 128x128 size image is a too small image. Many 
researchers use higher image sizes, for example the 224x224 size is typical. If possible, is 
better to train the network with larger images so that later it can also work well in real cases 
where the images will usually be larger. 
In this case, as the images are larger, a mini-batch contains a lot of data. For this reason, so 
that the network can be trained without saturating the GPU, it is important to decrease the 
batch size (from 64 to 32). 
Figure 6-31 shows the two loss functions of the two models M2 and M3. The blue function 
corresponds to the M3 loss function. This function also has a peak due to stopping and loading 
the training process. The red function corresponds to the M2 loss function. 
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Figure 6-31: Training loss function (M3 is the function in blue and M2 is the function in red). 
As can be seen in this figure, the blue loss function goes below the red function. The reason 
for this is due to the batch size. The new model (M3), is trained with small batches. Since the 
loss value represent the batch loss, is accepted the loss function of this new model (M3) to be 
below the other one (M2). It does not mean that the model works better. 
The same is seen in Figure 6-32. 
However, it is possible to see that the loss function decreases and stabilizes after 100 epochs. 
Therefore, the number of epochs is sufficient for the model to learn the parameters. 
 
Figure 6-32: Validation loss function (M3 is the function in blue and M2 is the function in red). 
Since it is possible to work with larger images even in real time with the Jetson AGX Xavier, 
the larger network image size (224x224) is chosen. 
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Then, this image size is used in the fourth model. This model has the same parameters as 
model 3, but another “margin” value. This parameter was explained in section 6.1.4.1.1 and it 
is important to set it to the correct value so as not to crop the keypoint region. 
Using TensorBoard, the network input images have been shown. In some cases, by randomly 
cropping the images, as the margin parameter is too small, part of the region around the 
keypoint is cropped. Therefore, in this case, these images are like negative samples but the 
model takes them as positive. For this reason, in model 4 (M4), this parameter has been set 
to 40 instead of 20 pixels. By displaying the input images again, it has been possible to see 
that this problem no longer appears. 
Furthermore, the negative samples have been randomly shuffled before being splitted into the 
training and validation set. If they are not reshuffled, the images are sorted according to the 
order in which they were collected. 
Finally, 4 more models are trained. In these models, the way to create a sample of the dataset 
is changed. This means changing the __getitem__() function. Three different combinations 
have been tested. In addition, the threshold value has been added to compute the evaluation 
metrics. As a remainder, it is possible to see the accuracy function in TensorBoard and the 
predicted heat maps to see their evolution. It has been seen that the form of the accuracy 
function is the expected one as well as the predictions, which are increasingly more accurate. 
First, in model 5 (M5), the negative samples are randomly reshuffled and each index is chosen 
in a random way within a range. Here, the threshold value is equal to 0,8. 
The results are shown in Table 6-2 and Table 6-3. These tables are the confusion matrix 
computed in the last epoch, in the validation and in the training processes respectively. Figure 
6-33 and Figure 6-34 show different FN and FP errors in validation. And Figure 6-35 and Figure 
6-36 show different FN and FP errors in training. 





Positive TP=285 FP=1 Positive Predicted Value 0,9965 
Negative FN=3 TN=287 Negative Predicted Value 0,9897 
 Sensitivity Specificity Accuracy = 0,9931 0,9896 0,9965 
Table 6-2: Confusion matrix and metrics (M5, validation) 
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Figure 6-33: False negatives in validation (M5) 
 
Figure 6-34: False positives in validation (M5) 





Positive TP=2711 FP=10 Positive Predicted Value 0,9963 
Negative FN=9 TN=2710 Negative Predicted Value 0,9967 
 Sensitivity Specificity Accuracy = 0,9965 0,9967 0,9963 
Table 6-3: Confusion matrix and metrics (M5, training) 
   
Figure 6-35: False negatives in training (M5) 
   
Figure 6-36: False positives in training (M5) 
After training model 5, it has been seen that both samples (positive and negative) were 
repeated in the same epoch. This happens because in the __getitem__ function, the sample 
index is chosen randomly instead of having one index per sample. Therefore, in model 6, this 
Combining Stereo Vision and Deep Learning techniques for object detection in the 3D world  103 
 
is changed in order to take all the different positive samples of the training set to train the 
network instead of repeating them. 
On the other hand, the negative samples are not reshuffled to also see its effect. These results 
are shown in Table 6-4 and in Table 6-5. Figure 6-37 shows different FN errors in validation. 
And Figure 6-38 and Figure 6-39 show different FN and FP errors in training. 





Positive TP=278 FP=0 Positive Predicted Value 1,0000 
Negative FN=10 TN=288 Negative Predicted Value 0,9664 
 Sensitivity Specificity Accuracy = 0,9826 0,9653 1,0000 
Table 6-4: Confusion matrix and metrics (M6, validation) 
   
Figure 6-37: False negatives in validation (M6) 





Positive TP=2708 FP=3 Positive Predicted Value 0,9989 
Negative FN=12 TN=2717 Negative Predicted Value 0,9956 
 Sensitivity Specificity Accuracy = 0,9972 0,9956 0,9989 
Table 6-5: Confusion matrix and metrics (M6, training) 
   
Figure 6-38: False negatives in training (M6) 
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Figure 6-39: False positives in training (M6) 
Model 7 (M7) uses the same threshold value. In this case, the negative samples are randomly 
reshuffled again. These results are shown in Table 6-6 and in Table 6-7. Figure 6-40 and 
Figure 6-41 show different FN and FP errors in validation. And Figure 6-42 and Figure 6-43 
show different FN and FP errors in training. 





Positive TP=286 FP=2 Positive Predicted Value 0,9931 
Negative FN=2 TN=286 Negative Predicted Value 0,9931 
 Sensitivity Specificity Accuracy = 0,9931 0,9931 0,9931 
Table 6-6: Confusion matrix and metrics (M7, validation) 
  
Figure 6-40: False negatives in validation (M7) 
  
Figure 6-41: False positive in validation (M7) 





Positive TP=2714 FP=21 Positive Predicted Value 0,9923 
Negative FN=6 TN=2699 Negative Predicted Value 0,9978 
 Sensitivity Specificity Accuracy = 0,9950 0,9978 0,9923 
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Table 6-7: Confusion matrix and metrics (M7, training) 
   
Figure 6-42: False negatives in training (M7) 
   
Figure 6-43: False positives in training (M7) 
  Accuracy FP FN 
M5 0,9931 0,9965 1 10 3 9 
M6 0,9826 0,9972 0 3 10 12 
M7 0,9931 0,9950 2 21 2 6 
Table 6-8: Results of the models M5, M6 and M7 
Table 6-8 shows the results obtained with the previous models grouped; validation results in 
red and training results in black. Although the validation results are used to compare the 
different models, the training results have also been shown to see what the network is learning. 
The M6 model is the one with the worst validation results in terms of precision. As can be seen 
in Table 6-8, there are many false negatives. This means that positive samples are classified 
as negative. By looking at all the samples where the algorithm fails, it can be seen that there 
are samples that are clearly positive (for example, images of front faces). Also, it can be seen 
that the algorithm easily fails with images of people at a far distance. 
As this model fails a lot in the face detection (there are many FN) and gives a lower precision 
than the other models, this model is discarded. 
Model 5 (M5) is better than M6. In this model, negative images are randomly reshuffled before 
being splitted into the two datasets, and then selected using a random index. What happens 
here is that when showing the images that enter the network, there are images that are 
repeated in the same epoch. 
In this case, there are almost the same cases of FP and FN. Although it is quite accurate, we 
want all the images in the dataset to be taken and not repeated. When creating the dataset, 
different types of samples have been taken and it has already been ensured that they are in 
the same proportion. If the samples are repeated this no longer makes sense. 
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As can be seen in Figure 6-33 and in Figure 6-35, this algorithm fails with people in profile 
views or when the person is at a great distance. However, in Figure 6-36, it can be also seen 
that the algorithm fails with people in profile. This is due to the fact that when labeling the 
dataset, there have been doubts with the samples of half-profile people where part of the 
region around the eye is also seen; it has been difficult to know if they were positive or negative 
samples. Therefore, seeing that there are similar images labeled as positive and negative 
samples, it is likely that the algorithm will fail with these samples and classify them backwards. 
Model 7 (M7) is better than the previous two. In this model, negative images are randomly 
shuffled before being separated, and images are selected in order, not with a random index. 
This ensures that there are no repeated samples. Also, if you want a random order, this can 
be done with the "shuffle" argument of the dataloader. In this way, model 7 can learn all the 
diversity of images that exist in the dataset, both positive and negative images (people from 
near, far, in profile, from behind, etc.). 
This model achieves an accuracy just as good as in the previous case and at the same time it 
uses the entire dataset. This is true for validation, since accuracy in training decreases as false 
positives increase. As can be seen in Figure 6-41 and Figure 6-43, these false positives 
correspond to images of people in profile. However, in Figure 6-40 and in Figure 6-42, the 
algorithm also fails with samples of people in profile. These samples correspond to the FN. 
In this case, there is a slightly difference between these two errors (FP and FN). In the case of 
the false negatives, the samples are images of people in profile but at a great distance. On the 
other hand, in the case of the false positives, the samples are images of people in profile but 
the keypoint region can be seen more easily than in the previous cases. It looks like the FPs 
could be TP. This shows that the labeling of the profiles has not been precise enough. 
However, in this case, it seems that the algorithm learns better, since it labels the clear profiles 
as positive, and when the person is farther away, it leaves them as negative samples. 
In this case, the FN decrease with respect to the previous models. This means that the model's 
sensitivity increases. Therefore, the algorithm tends to identify positive samples well as 
positive. Even so, it is only seen that the algorithm has found a probability greater than the 
threshold value; it is not seen if the location of the keypoint is correct. 
Finally, the same parameters combination is used in model 8 (M8). In this case, the threshold 
value is decreased to 0,7 in order to make it easier to detect people who are at a greater 
distance. 
The results are shown in Table 6-9 and in Table 6-10. Figure 6-44 and Figure 6-45 show 
different FN and FP errors in validation. And Figure 6-46 and Figure 6-47 show different FN 
and FP errors in training. 
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Positive TP=286 FP=2 Positive Predicted Value 0,9931 
Negative FN=2 TN=286 Negative Predicted Value 0,9931 
 Sensitivity Specificity Accuracy = 0,9931 0,9931 0,9931 
Table 6-9: Confusion matrix and metrics (M8, validation) 
  
Figure 6-44: False negatives in validation (M8) 
  
Figure 6-45: False positives in validation (M8) 





Positive TP=2719 FP=14 Positive Predicted Value 0,9949 
Negative FN=1 TN=2706 Negative Predicted Value 0,9996 
 Sensitivity Specificity Accuracy = 0,9972 0,9996 0,9949 
Table 6-10: Confusion matrix and metrics (M8, training) 
 
Figure 6-46: False negatives in training (M8) 
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Figure 6-47: False positives in training (M8) 
With this lower threshold value, equal precision is achieved for model validation but better in 
training. This happens because FN and FP decrease. That is, there are fewer errors. 
In this case there are also more FP than FN. However, as can be seen in the figures above, 
the algorithm fails less with images of people at a greater distance. For example, as shown in 
Figure 6-44, the only images in which it fails to detect positives (FN), are two images in which 
it has been seen that the algorithm always fails. On the other hand, the FP are images that 
contain people in profile where part of the keypoint region can be seen. 
It has been decided to choose this model for the rest of the project, since it gives a good 
accuracy value and it can detect people that is far away. However, it will tend to consider 
images of people in profile as positive samples. 
More parameters and hyper-parameters can be changed and tested. However, in this project 
it is assumed that this accuracy values are good enough to implement the algorithm in real 
time together with the depth extraction. 
 
6.1.6. Test the model 
Once the best model is chosen (Annex 12.4), the learned model and its parameters are used 
to verify its performance with different images. 
To test the model, some videos have been recorded with the ZED camera. In this case, this 
camera is used like a regular camera and the stereo mode is not used. This camera has a two 
types of resolution available (Table 6-11). 
Video mode Frames per second Output resolution (side by side) 
1080p 30 3840x1080 
720p 60 2560x720 
Table 6-11: ZED camera video features 
For example, when using the 1080p, the output video resolution is 3840x1080. This is because 
each frame contains two images attached, the left RGB image and the right RGB image (Figure 
6-48). The image on the left is the one that passes through the network. 
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Figure 6-48: ZED video frame 
It is important to test the model with images taken with the camera that is going to be used in 
a real case. There are different types of cameras used in robots, and the ZED camera is one 
of them. The images taken with this camera will have another characteristics as the images in 
the dataset (different image quality, resolution, etc.). Here is where it will be seen if the deep 
learning model works. 
Then, some scripts (Annex 12.5) are used to read the video, process its frames and create a 
video with the processed frames. 
First, the video is read and every 3 frames, one is processed. This frame is preprocessed and 
passed through the network. Then, from the predicted output (heat map), the coordinates of 
the point with the maximum probability (keypoint) and its probability value are taken. This 
probability value is compared with the threshold value. The threshold value used is 0,7. If the 
probability is greater than the threshold, a circle is drawn at the keypoint coordinates in the 
processed frame. Finally, this frame will be inserted in the output video. 
After testing the model using different videos, the results and conclusions are the following: 
• True negative samples: 
In the case of negative samples, the algorithm gives very good results. The probability in these 
frames is less than 0,10. Among these images are: 
- Images without people (Figure 6-49): 
 
Figure 6-49: Video frame. Resolution 1080p. Probability=0,02. Detection time=24ms 
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- Images with people but its face outside the frame (Figure 6-50): 
 
Figure 6-50: Video frame. Resolution=720p. Probability=0,02. Detection time=24ms 
- Images with people but its face outside the 224x224 region (Figure 6-51):  
    
Figure 6-51: Video frame. On the left, resolution=1080p and probability=0,05 and on the right, resolution=720p and 
probability=0,02. Detection time=24ms. 
- Images with people from behind (Figure 6-52): 
 
Figure 6-52: Video frame. Resolution=1080p. Probability=0,04. Detection time=24ms. 
- Images of people completely in profile (Figure 6-53): 
   
Figure 6-53: Video frame. On the left, resolution=1080p and probability=0,02 and on the right, resolution=720p and 
probability=0,03. Detection time=24ms 
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- Images where the eyes can’t be seen due to an external element (illumination 
conditions): 
For example, in the image in Figure 6-54, even for a human, it will be almost impossible 
to detect the keypoint in the correct place. 
 
Figure 6-54: Video frame. Resolution=1080p. Probability=0,02. Detection time=24ms 
 
• True positive samples: 
In the case of positive samples, the algorithm gives also good results. When the person is at 
a sufficient distance to be detected, the algorithm detects it with precision. At short distances, 
the algorithm almost always gives probabilities greater than 0,9. As the person moves away, 
the probability decreases until it falls below the threshold value. 
All this is true for the highest resolution (1080p). When using the resolution 720p, the algorithm 
fails more often. 
Below, it is verified that what was searched for when the dataset was created is met. 
- Different illumination conditions: 
    




112   
 
- Blurred images: 
    
Figure 6-56: Video frame. On the left, resolution=1080p and probability=0,98 and, on the right, resolution=720p 
and probability=0,98. Detection time=24ms 
- Different perspective: 
    
Figure 6-57: Video frame. On the left, resolution=1080p and probability=1,00 and, on the right, resolution=720p 
and probability=0,72. Detection time=24ms. 
- Different head orientation: 
    
Figure 6-58: Video frame. Resolution=1080p. On the left, probability=0,94 and on the right, probability=1,00. 
- Closed eyes: 
 
Figure 6-59: Video frame. Resolution=1080p. Probability=0,92. Detection time=24ms 
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Figure 6-60: Video frame. Resolution=1080p. Probability=0,99. Detection time=24ms 
 
- Different distances: 
Below, two image sequences (one for 1080p resolution and one for the 720p resolution) 
where the person is moving away. 
1080p: 
 
Figure 6-61: Video frame. Resolution=1080p. Probability=0,97. Detection time=24ms 
 
Figure 6-62: Video frame. Resolution=1080p. Probability=1,00. Detection time=24ms. 
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Figure 6-63: Video frame. Resolution=1080p. Probability=1,00. Detection time=24ms  
 
Figure 6-64: Video frame. Resolution=1080p. Probability=1,00. Detection time=24ms 
 
Figure 6-65: Video frame. Resolution=1080p. Probability=1,00. Detection time=24ms 
 
Figure 6-66: Video frame. Resolution=1080p. Probability=0,92. Detection time=24ms 
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Figure 6-67: Video frame. Resolution=1080p. Probability=0,87. Detection time=24ms. 
720p: 
 
Figure 6-68: Video frame. Resolution=720p. Probability=0,98. Detection time=24ms 
 
Figure 6-69: Video frame. Resolution=720p. Probability=0,94. Detection time=24ms 
 
Figure 6-70: Video frame. Resolution=720p. Probability=0,91. Detection time=24ms 
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Figure 6-71: Video frame. Resolution=720p. Probability=0,94. Detection time=24ms 
 
Figure 6-72: Video frame. Resolution=720p. Probability=1,00. Detection time=24ms 
Finally, it is concluded that thanks to the careful preparation of the dataset, the algorithm is 
capable of detecting the person under all these conditions, even when they are unfavourable. 
• False negative samples: 
In this case, a difference between the resolution of 720p and 1080p must be done.  
As previously said, when using the 1080p resolution, the algorithm is more precise. When the 
person is approximately close than 4m, it can detect the person most of the time. Therefore, if 
the lighting conditions, the person's movement, its posture, etc. allow the keypoint region to be 
seen (as in the previous cases), the algorithm will detect the person's face.  
However, in one situation the algorithm sometimes fails. This is the case of images where the 
person's face is within the region but on the edge (Figure 6-73). Although the probability (0,41) is 
higher than in the negative samples, it is not sufficient to identify it as a positive sample. 
 
Figure 6-73: Video frame. Resolution=1080p. Probability=0,41. Detection time=24ms 
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In the next figure (Figure 6-74), it is even more complicated for the algorithm to detect the person. 
 
Figure 6-74: Video frame. Resolution=1080p. Probability=0,17. Detection time=25ms 
Even so, other times the algorithm succeed. 
On the other hand, when using 720p resolution, the algorithm is less accurate and it is possible 
that in one frame it will detect the person, but in the next frame, even if the person is in the 
same place, it will not detect it (Figure 6-75, Figure 6-76, Figure 6-77, Figure 6-78). 
    
Figure 6-75: Video frames. Resolution=720p. On the left, probability=0,71 and on the right (next frame), 
probability=0,39. 
    
Figure 6-76: Video frames. Resolution 720p. On the left, probability=0,48 and on the right (next frame), 
probability=0,95. 
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Figure 6-77: Video frames. Resolution 720p. On the left, probability=0,50 and on the right (next frames), 
probability=0,86. 
    
Figure 6-78: Video frames. Resolution=720p. On the left, probability=0,97 and on the right (next frames), 
probability=0,27. 
Considering that a person is within the area where the algorithm is able to detect, as can be 
seen, when using the 720p resolution, intermediate probability values are obtained. 
Conversely, when using the 1080p resolution, the probabilities are usually between 0 and 0,1 
for the negative samples and between 0,7 and 1 for the positive samples.  
In specific cases such as in the previous figures or when people are half-profile, intermediate 
values may appear. But this is not common. 
Finally, for both resolutions, when the person is far, the algorithm cannot detect the person 
(Figure 6-79 and Figure 6-80). 
    
Figure 6-79: Video frames. Resolution=1080p. On the left, probability=0,13 and on the right, probability=0,34. 
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Figure 6-80: Video frames. Resolution=720p. On the left, probability=0,02 and on the right, probability=0,26. 
• False positive samples: 
As seen in the previous section, most of the false positive samples were images of half-profile 
people. During the dataset labeling, there were different samples that were difficult to decide if 
they were positive or negative samples. This would depend on the final application and how 
the robot behaviour is programmed. 
Figure 6-81, shows an image that contains a people’s face, where one eye and part of the 
other can be seen. In this case, the algorithm identifies it as positive. It has been seen that, as 
it learns the region between the eyes and these types of images contains part of the region, 
usually the algorithm identifies them as positive. Also, the algorithm locates the keypoint well. 
 
Figure 6-81: Video frame. Resolution=1080p. Probability=0,98. Detection time=24ms 
On the other hand, Figure 6-82 shows an image of a person looking at the ground. In this case, 
the decision is also difficult. In this case, it seems logical because the dataset contains images 
with people with closed eyes. So the algorithm also learns this and, for this reason, it detects 
the people’s face. In addition, it locates the keypoint quite well. 
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Figure 6-82: Video frame. Resolution=1080p. Probability=0,71. Detection time=24ms 
At the end, this should be evaluated and considered if it would or not be a problem. If not, all 
remains equal, but otherwise, some changed should be done, for example, in the dataset by 
including these types of images as negative samples. 
Consequently, it is difficult to say if they are true positive samples or false positive samples. 
 
Finally, in addition to all of this, the three important differences between the 1080p resolution 
and the 720p resolution are: 
- Wasted information: 
On one hand, the 1280x720 images are downscaled to a 1/3 (460x240). In this case, when 
cropping the image to fit the network size, some information is lost: the information of 8 pixels 
above and below, and the information of 101 pixels on the right and on the left (Figure 6-83). 
 
Figure 6-83: Video frame. Resolution=720p. Probability=0,88. Detection time=24ms 
 
On the other hand, 1920x1080 images are downscaled to a 1/4 (480x270). In this case, when 
cropping the image to fit the network size, some information is lost: the information of 23 pixels 
above and below, and the information of 128 pixels on the right and on the left (Figure 6-84). 
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Figure 6-84: Video frame. Resolution=1080p. Probability=0,03. Detection time=24ms 
Therefore, using the 720p resolution, less information is wasted because the part of the image 
that is passed to the network is proportionally bigger than when using the 1080 resolution. For 
this reason, when using the 720p resolution, is easier to detect the person if it is close to the 
camera and above it. 
- Distance: 
After recording and reviewing the videos, it seems that the algorithm with 1080p resolution 
detects a person up to 4m, while with 720p resolution it detects a person up to approximately 
2,5m. This will be verified when stereo vision is used to extract the distance value. 
Below, Figure 6-85 shows the maximum distance detected using 1080p resolution and Figure 
6-86 shows the maximum distance detected using 720p resolution. 
 
Figure 6-85: Video frame. Resolution 1080p. Probability=0,83. Detection time=24ms 
 
Figure 6-86: Video frame. Resolution=720p. Probability=1,00. Detection time=24ms 
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- Precision: 
As can be seen in figures from Figure 6-75 to Figure 6-78, when using the 720p resolution, the 
algorithm fails more often, even if the person is close to the camera. 
 
In Annex 12.6, more images can be found. 
Finally, as can be seen, the network takes 24ms to process a frame. This means that in one 
second, 40 frames could pass through the network. To this we will have to add the 
preprocessing time of the image but, it can be said that the algorithm can work in real time. 
6.2. Stereo Vision 
Once the deep learning process has been completed and it has been proven that it detects 
people well, the distance is extracted using stereo vision. In this way, it will be possible to locate 
a person in the 3D world. 
To do it, the trained parameters and the NN model are stored in the Jetson AGX Xavier. Then, 
the ZED camera is connected to it and initialized using a ROS node. This ROS node provides 
access to the left and right rectified images, the depth map, the 3D point cloud, etc. Also, in 
this ROS node there is a file with all the parameters of the camera such as the resolution, the 
frame rate, the quality, the minimum and maximum depth, etc. These parameters can be 
configured by modifying this file. 
Therefore, the ZED is available in ROS as a node that published its data to topics [46]. The 
topics that have been used in this project are: 
• rgb/image_rect_color: color rectified image (left RGB image by default) 
• depth/depth_registered: depth map image registered on left image. 
The first topic corresponds to the left RGB rectified image. 
Stereo image rectification projects images onto a common image plane in such a way that the 
corresponding points have the same row coordinates [47]. The advantage of this is that 
computing stereo correspondences is simplified to a 1-D search problem along the rows of the 
rectified images (Figure 6-87). Therefore, this image projection makes the images appear to be 
taken with parallel cameras.  
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Figure 6-87: Image rectification [48] 
The deep learning algorithm uses this image to detect the keypoint between the person’s eyes. 
The left image is used since it holds the reference system. 
The second topic is the depth map. This map stores a distance value (z) for each pixel (x,y) in 
the image. The depth is registered on left image, that is, it has been computed with respect to 
the left image. Therefore, the (x,y) pixel in depth map corresponds the (x,y) pixel in the left 
rectified image. This makes it easier to find the depth coordinate of the detected keypoint. The 
distance in the depth map is expressed in metric units (meters, in this case). 
The depth map will be displayed as a grayscale image, where each tone of gray represent a 
different distance value. The brightest pixels represent the most distant possible depth value 
and the darkest pixels represent the closest possible depth value. 
Although the minimum and maximum depth parameters of the camera may be 0,3m and 20m, 
these parameters are set to 0,7m and 10m, respectively. These values have been chosen 
because if the algorithm detects people at 4m maximum, there is no point in having a more 
complex depth map with points up to 20 m. In this case, values that are greater than 10m will 
be set to infinity. The same is done with the minimum depth. The value of 0,7m has been 
considered as a reasonable distance value, since the robot does not need to get as close to 
the person, especially knowing that part of the robot will be ahead of the camera position. In 
this case, values that are smaller than 0,7 m will be set to minus infinity. If the range is wider 
(0,3 and 20m), it requires more memory. 
As previously said, a ROS node is required to communicate the camera with the deep learning 
algorithm in the Jetson AGX Xavier. 
 
6.2.1. ROS node 
The ROS node is programmed using Python (Annex 12.7.1). 
First, it is required to determine the types of messages that the topics will contain. 
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• Image message: this message contains an uncompressed image. The (0,0) is at 
top-left corner of image. 
• Float 64 message: this message contains float data. 
The Image message is used for topics that contains images such as the ZED topics of the left 
RGB rectified image and the depth map, as well as the topic used to publish the neural network 
resulting image. To work with images, the OpenCV library is used. The OpenCV (Open 
Computer Vision) is a library mainly aimed at real-time computer vision. 
On the other hand, the Float 64 message is used to publish the depth value and the times of 
the different processes. 
Node initialization: 
First, the object detector is defined. This part of the code contains the deep learning model 
initialization. 
• Probability threshold: the threshold value is set here. 
• Test options: all the test options (hyper-parameters and other options necessary to 
use the model trained) are loaded. 
• Image transformations: the list of transformations to apply at the images are defined 
here. This function will transform the OpenCV images to PyTorch tensors and will 
also normalize them. 
• Model: the trained model is loaded. 
Then, a bridge is created between ROS images and OpenCV images. This is required 
because the images are received as ROS image messages, but must be manipulated using 
OpenCV. 
Next, the ROS subscribers and publishers are defined. 
• Depth map: this node is subscribed to the ZED camera depth map topic 
(depth/depth_registered). 
• RGB image: this node is subscribed to the ZED camera left RGB rectified image 
topic (rgb/image_rect_color). 
• Resulting image: this node publishes the resulting RGB image with the detected 
keypoint, the probability, the process time and the distance value. 
• Depth value: this node publishes the resulting depth value. That is, the distance in 
meters of the detected keypoint. 
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• Times: this node publishes de times of the different sub-processes, such as the 
image preprocessing time, the time to process the image using the NN, the time to 
extract the depth value, etc. 
Node execution: 
When a RGB or a depth map are received from the ZED camera, two functions (callback 
functions) are executed separately. 
When, a depth map is received, the depth callback function is executed. Inside this function, 
the ROS image is converted to an OpenCV image using the mentioned bridge. This depth 
map is stored in a variable. 
Then, this variable is retrieved in the RGB image callback function when an RBG image is 
received from the ZED camera. This ROS image is also converted to an OpenCV image. 
Having the depth map and the RGB image, the deep learning algorithm can be executed, and 
then, the depth value extraction. 
• Detection using deep learning and the RGB image: 
First, the RGB image is pre-processed similarly as it was done with the training images. To do 
it, it is important to know the resolution of the image. As it was explained, two resolutions are 
available: 1080p and 720p. Depending on the resolution, the image is resized to a one quarter 
or to one a third of its size, respectively. 
Then, this resized frame is cropped to the NN size (224x224). In this case, the central part of 
the image is cropped. 
This cropped frame is converted to a PyTorch tensor and the batch size dimension is added. 
This is necessary because the network input is a tensor of dimensions (N, C, H, W). In this 
case, the batch dimension is set to 1, since there is only one image. Therefore, the input tensor 
has the dimensions (1, 3, 224, 224). 
Then, this image tensor enters the network. As when validating the model, the forward 
propagation step is done and the output is obtained. As a remainder, the output is the heat 
map with the probabilities of a pixel containing the keypoint. The maximum value is extracted 
(probability), as well as the pixel coordinates (u,v) and the duration of this process. These 
values will be displayed together with the RGB image. 
Then, this coordinates of the keypoint in the network image are transformed to the coordinates 
of the keypoint in the original frame. Considering the difference in image sizes and the 
operations that have been applied, this is a simple mathematical operation. In addition, it is 
important to remind that the (0,0) point is in the left-top of the image and here, the first 
coordinate corresponds to the number of row of the matrix and the second coordinate 
correspond to the number of column. 
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• Depth extraction using stereo vision and the depth map: 
Once the coordinates of the keypoint have been obtained, they are used to extract the distance 
value. As previously explained, the (u,v) coordinates of the RGB image correspond to the (u,v) 
coordinates of the depth map. Therefore, to obtain the distance it is necessary to get the depth 
value of the pixel in the (u,v) coordinates. 
The distance value is only extracted if the probability is greater than the threshold value. 
Otherwise, the distance value is set to “None”. 
Finally, these results are displayed using OpenCV library. And this process is repeated each 
time a frame is received. 
 
6.2.2. Results 
In this section, the results obtained from the combination of deep learning and stereo vision 
techniques are shown. To clearly show the results in order to understand the different failures 
and successes that exist, a sequence of frames has been extracted from a video. In addition, 
in all these images, the different failures and successes that are observed are indicated. 
The resolution in this video is 1920x1080.  
First, as long as no one appears in the video, the algorithm does not detect or mark anything 
(Figure 6-88). As previously seen, the probability is close to zero (0,02). 
 
Figure 6-88: Video frame. Probability=0,02. 
At the moment someone arrives, while the person is outside the area being analysed, the point 
remains undetected. For example, in Figure 6-89, the keypoint region is still cut by the edge of 
the 224x224 frame. The region that remains inside the rectangle will be the one that will pass 
through the network. So it is understandable that the algorithm still doesn't detect anything. 
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Figure 6-89: Video frame. Probability=0,02. 
Then, the person enters the area where it can already be detected. Even so, as it was seen in 
section 6.1.6, sometimes the algorithm fails in detection, especially when the person is far 
away and when he is moving. This is the case in Figure 6-90, where the person's face is blurred 
and causes the algorithm not to detect the keypoint. However, the probability is higher (0,63) 
than in the previous frames, but it is still below the threshold, which is 0,7. 
 
Figure 6-90: Video frame. Probability=0,63. 
Finally, the algorithm detects the person (Figure 6-91). However, the problem that exists here is 
related to the distance value. The value of the distance is 9,21m, while the person is not at 
9,21m. So the error here is that the distance shows a much larger value than it should. 
 
Figure 6-91: Video frame. Probability=0,98 and distance=9,21m. 
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Then the deep learning algorithm continues to detect the person correctly (Figure 6-92). Perhaps 
the point is slightly offset from where it should be, but calculating the distance there is not a 
problem. However, here there is still a problem with distance.  
In this case, the distance value is “NaN” (Not a Number), which is an acronym that is generally 
used in programming languages to express a result that is impossible to calculate due to, for 
example, an indeterminate form. When the ZED camera can’t determinate a value when 
computing the depth map, it puts a “NaN” value. 
 
Figure 6-92: Video frame. Probability=0,91 and distance=nan 
In the following frame (Figure 6-93), the distance takes a reasonable value (3,47m). As previously 
seen, the maximum distance that the deep learning algorithm can detect with the 1080p 
resolution is 4m. Therefore, at 3,47m, it can perfectly detect the keypoint. However, in this 
case, the keypoint is slightly shifted to the left. Even so, it is not a problem when calculating 
the distance, since that point continues being part of the person’s face. 
 
Figure 6-93: Video frame. Probability= 0,79 and distance=3,47m. 
In the next 3 frames, as the person is still far away and moving, the algorithm fails in detection. 
In the first, where the person is squatting and their face is blurred, the probability of detection 
is 0,16. In the following (which is the one shown in Figure 6-94) the person is still not detected. 
And in the third, where the person is standing up and his face is blurred, the probability is still 
very low (0,07). 
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Figure 6-94: Video frame. Probability=0,02. 
From here, as the person approaches, the detection improves. Nonetheless, the problem with 
distance ("NaN" values or much higher values than they should) remains unsolved. 
In the next frame (Figure 6-95) the person is detected and located at a distance of 3,99m. 
Although the keypoint is shifted to the left, the distance value seems reasonable. However, in 
Figure 6-93, it seems that the person is in the same place but the distance is less in that case 
(3,47m). 
 
Figure 6-95: Video frame. Probability=0,79 and distance=3,99m. 
Below are a series of frames that seem to consistently detect and locate the person. As the 
person gets closer, the distance decreases (Figure 6-96, Figure 6-97, Figure 6-98, Figure 6-99). In 
these images, although the person moves, by being closer, the algorithm manages to detect 
it. Also, the distance value has not increased dramatically even when the person squats. 
 
Figure 6-96: Video frame. Probability=0,93 and distance=3,86m. 
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Figure 6-97: Video frame. Probability=0,97 and distance=3,5m. 
 
Figure 6-98: Video frame. Probability=0,98 and distance=3,23m. 
 
Figure 6-99: Video frame. Probability=0,98 and distance=3,12m. 
Then, in the next two frames the distance problem appears. First (Figure 6-100), when the person 
stands up, the value of the distance is equal to infinity. The infinite value is given because the 
ZED camera, when calculating the depth map, gives all those points that are more than 10m, 
an infinite value. Therefore, in this frame, the algorithm is giving a distance of more than 10m, 
which is a serious error. And in the second frame (Figure 6-101), when the person moves laterally, 
the distance value is equal to 9,86m. 
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Figure 6-100: Video frame. Probability=0,99 and distance=inf (more than 10m). 
 
Figure 6-101: Video frame. Probability=0,97 and distance=9,86m. 
When the person remains still in the same place, the distance takes a reasonable value of 
2,81m (Figure 6-102). Furthermore, considering that the last correct value was a distance of 
3,12m (Figure 6-99) and from there, the person has only advanced a little, this value also seems 
to be correct. 
 
Figure 6-102: Video frame. Probability=0,98 and distance=2,81m. 
The person then moves again (stands up and moves laterally) causing the distance value to 
increase dramatically. This time, it also needs two frames to position itself on the depth map. 
One of these two frames is shown below (Figure 6-103). 
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Figure 6-103: Video frame. Probability=0,76 and distance=7,81m. 
Closely, the problems remain the same. The deep learning algorithm detects better when the 
person is close, although being close is easier to get out of the study area. For example, in 
Figure 6-107, the person's face is near the top edge of the image and does not fit inside the 
box. However, being closer, the point location is more precise, that is, the algorithm can place 
it in the correct position even if the image is blurred (Figure 6-104 and Figure 6-112). 
Regarding the algorithm that extracts the distance, it gives the same errors as for farther 
distances. As the person moves to the side or when standing up, the distance value increases 
dramatically. 
Next, the end of the frame sequence is shown, extracting the frames where there were 
distance errors to see how consistent this value is when the person approaches and remains 
still on the site. As shown in the figures from Figure 6-104 (2,34m) to Figure 6-114 (0,7m), the 
distance decreases as the person approaches. 
When the person moves very little from one frame to another, the distance varies very little 
(Figure 6-105 (2,10m) and Figure 6-106 (2,04m)). 
 
Figure 6-104: Video frame. Probability=1 and distance=2,34m. 
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Figure 6-105: Video frame. Probability=1 and distance=2,10m. 
 
Figure 6-106: Video frame. Probability=1 and distance=2,04m. 
 
Figure 6-107: Video frame. Probability=0,01m 
 
Figure 6-108: Video frame. Probability=0,97 and distance=1,68m. 
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Figure 6-109: Video frame. Probability=0,99 and distance 1,42m. 
 
Figure 6-110: Video frame. Probability=0,99 and distance 1,27m. 
 
Figure 6-111: Video frame. Probability=0,99 and distance 1,11m. 
 
Figure 6-112: Video frame. Probability=0,99 and distance 1.05m. 
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Figure 6-113: Video frame. Probability=1 and distance=0,88m. 
 
Figure 6-114: Video frame. Probability=0,97 and distance=0,70m. 
In the last frame, the distance takes a value of minus infinity (Figure 6-115). This is due to the 
fact that when a distance is less than 0,7m, the ZED camera sets a –inf value. Therefore, the 
–inf value means that the person is closer to 0,7m. 
 
Figure 6-115: Video frame. Probability=0,96 and distance=-inf (less than 0,7m). 
As seen in section 6.1.6, the deep learning algorithm works well with negative samples. When 
the frame is clearly a negative sample, the probability is very small (less than 0,1). 
On the other hand, for positive samples, the algorithm works better at a closer distance, since 
it can detect people in almost all cases, even under poor conditions. 
In this section, it is demonstrated that with the 1080p resolution the algorithm shows 
reasonable distances below 4m. When the distance takes a much higher value, it is assumed 
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that the algorithm is failing due to some problem in the code. In the following section, some of 
the errors seen in this section will be solved. 
To verify at which distance, with 720p resolution, the algorithm can no longer detect the person, 
some videos with that resolution have been recorded too. It has been observed that, with a 
720p resolution, the maximum distance where a person can be detected is 2,25m (Figure 6-116). 
 
Figure 6-116: Video frame. Resolution=720p. Probability=0,93 and distance=2,25m. 
To conclude, as seen in section 6.1.6, with 720p resolution less precise results are obtained, 
and the maximum distance where a person can be detected is less than if the 1080p resolution 
is used; in this section it has been verified.  
In Annex 12.8, there are more examples of images with 720p and 1080p resolutions. 
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7. Discussion of results 
7.1. Types of errors 
7.1.1. Deep learning algorithm errors 
• Far distances: 
As seen in section 6.2.2, with a 720p resolution, the maximum distance where it is 
possible to detect the person is 2,25m. And with a 1080p resolution, the maximum 
distance is 4m. Therefore, a person who is at a distance greater than these values, the 
algorithm will not be able to detect it. 
• Blurred images: 
The algorithm sometimes fails when trying to detect people who are far away (for 
example, more than 3m with the 1080p resolution) when the person's face is blurred 
and the region is poorly defined. This normally happens when the person moves quickly. 
Fortunately, when the person is close, detection is better. If this were not the case and 
the person was not detected, there would be a serious problem. 
• Shifted point: 
In some images where the person is more than 3m away (with the 1080p resolution), 
the keypoint appears slightly shifted (usually to the left). 
• Region size: 
Sometimes when the person moves laterally or stands up, it leaves the cropped region. 
If the person's face is outside the region, it does not pass through the network and 
nothing is detected. 
• Half-profile images: 
Sometimes half profile people are detected, since most of the keypoint region can be 
seen. 
7.1.2. Stereo vision algorithm errors 
• “NaN” values: 
At some points in the video, the distance takes an undefined value (“nan”). This does 
not happen at a specific time; it just happens when the ZED camera software can't 
calculate that depth value. 
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• Distance value dramatically increases: 
This is probably the most serious error in terms of distance. As seen in section 6.2.2, 
when the person moves laterally or stands up, the distance usually takes a much higher 
value than it should. Also, this happens both when the person is far (4m) and when the 
person is close (1m). Telling a robot that a person is much farther than they really are 
can cause serious accidents; the robot could move forward and collide with the person. 
• ZED camera frame-rate: 
In general, when using real-time algorithms, the smallest resolution (VGA) is used. Still, 
this resolution did not work and we had to work with larger resolutions (720p and 1080p). 
When using higher resolutions, the images contain more pixels and consequently, the 
images are sent very slowly. For example, when the ZED takes the 1080p resolution 
images and sends them to the Jetson, it has to send 40 million bits per image, which is 
a huge cost of time. 
Looking at the frequency which the topics are received with the 1080p resolution, 1,294 
frames per second are received, or what is the same, one frame is received every 0,77 
seconds. With the 720p resolution, as the images are smaller, this improves; the speed 
is 4 FPS. Even so, knowing that a 720p resolution video contains 60 frames per second, 
4 FPS is still a very slow speed. 
In this case, you will have to decide which is preferred: detect people at a greater 
distance and receive more spaced frames over time, or to detect people at a shorter 
distance but receive more frames per second. 
This will be the bottleneck of the project, since the deep learning algorithm with the 
distance extraction, is faster; it takes a maximum of 40ms to carry out all the operations. 
Therefore, 25 frames per second could be analysed. However, this bottleneck only 
allows analysis of up to 4 frames per second.  
For this reason, all the topics published by the algorithm (distance, resulting image and 
times), are published at a topic-per-second ratio equal to 1,294 (using 1080p resolution). 
7.2. Algorithm improvements 
• Patch: 
A patch has been applied to compute the distance value in order to solve the “NaN” 
values problem. The patch applied is a 5x5 size square, centered on the keypoint. 
Since the “NaN” values do not give any useful information, a path is applied to obtain 
more distance information. Also, it is more robust to extract the depth value using the 
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mean of a group of pixels instead of a single pixel. So the keypoint and surrounding 
pixels are used (Figure 7-1). 
 
Figure 7-1: Patch shape 
Using this patch and a NumPy function called np.nanmean, the mean of the pixel values 
in the patch is computed. If the result is a “nan” value, it will return “nan”. But this has 
never been observed because it is highly unlikely that the camera software does not 
know how to calculate the distance of any of the 25 pixels in the patch. Normally, the 
"nan" values are isolated points. Although there are many, it is unlikely to find many 
together in a region. 
Different patch sizes have been tried (5x5, 6x6, 7x7) but they have all given reasonable 
distances. This is because the patch is still very small compared to the image size. Even 
so, the small size has been chosen for different reasons:  
- Less calculations should be done (although they are not very time consuming). 
- The results are still good and eliminates the problem of "NaN" values. 
- In case the person is very far away, the patch must be as smaller as necessary for 
not taking a lot of face region nor taking values outside the face region. 
• Distance filter: 
In this case, a distance filter has been implemented. This is applied to solve serious 
problems if at some point the distance suddenly increases. 
To do this, two types of filter have been tested. 
The first filter consists of the following: knowing that the algorithm only detects people 
who are at a maximum distance of 4m, any distance value greater than 5m is taken as 
"None". That is, the value is assumed to be incorrect and is not sent to the robot. The 
algorithm will wait for the next frame to receive the distance information. 
This first filter is very simple. Basically it consists of applying a threshold value to limit the 
distance. This filter works well with videos made, since when the distance value increases 
it only increases at very large values (greater than 5m). This means that it has never 
increased suddenly from 1m to 3m, for example. The reason for this will be explained in 
the next point. 
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The second filter consists of a filter that depends on the previous distance value. In this 
case, if the distance is greater or less than 2m with respect to the previous value, is 
considered that it is not correct and, therefore, null. This value of 2m has been chosen 
because it is highly unlikely that a person has moved two meters forward or backward, in 
just a single frame. 
Therefore, instead of doing it with a fixed threshold, the previous value is used to determine 
if the new value is feasible or not. 
In addition, this second filter prevents the distance from suddenly increasing, both far and 
near (for example, from 1m to 3m). Although the algorithm has to do more calculations and 
save the previous distance value, this does not take much more time (Table 7-1). 
 Time to extract the depth value (ms) 
First filter 1,356 
Second filter 1,535 
Table 7-1: Time to extract the depth value (ms) with the first and the second filter 
Therefore, undoubtedly, the second filter is the best option to implement. It is a simple filter 
but it has demonstrated working well for this application. Even if the algorithm manages to 
calculate distances well, this filter will guarantee that there are no errors. Therefore, the 
filter is applied for security reasons. 
• Callback functions: 
It is not a coincidence that the distances suddenly increase when a person moves. 
Using the timestamp function, the time at which the RGB image and the depth map are 
stored (in each callback function) has been checked. So it has been seen that there is a 
delay of 0,773 seconds between the depth map and the color image. This means that in 
the same operation, the new color image and the previous depth map are being used. 
In the current RGB image, the algorithm detects the keypoint at the coordinates (u, v) and 
when it searches for these coordinates on the previous depth map, it finds a point at the 
background of the image. For this reason, the distance suddenly takes large values, 
sometimes coinciding with the ceiling or the wall behind. Since there are no objects behind 
the person that are very close, the distance has never gone, for example, from 1m to 3m. 
For example, in Figure 7-2, when the person is detected in the current frame (u,v), the 
algorithm searches the distance value in the depth map but, for the previous frame. In this 
case, these coordinates (u,v) coincide with those of a point on the ceiling. This is why the 
distance takes such a large value (9,21m). 
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Figure 7-2: Video frames. On the left, the previous frame and on the right, the current frame. 
By putting the code of the entire process inside one callback function, it blocks the other 
callback function. This means that while all the operations are performed within one 
callback function, the other cannot be executed.  
So what has been done to try to eliminate this delay is to cause the entire process of deep 
learning and depth extraction to be carried out in the main program. Therefore, each 
callback function should only take the data from the RGB image and the depth map and 
save it in to two variables. 
Therefore, verifying the times with timestamp, it has been seen that now there is no delay. 
Furthermore, more tests have been done and it has been observed that the distance value 
always takes a reasonable value. 
Consequently, it can be deduced that the depth map and the distance extraction system 
are reliable. Even so, the applied improvements related to the distance filter have also 
been implemented for security. Furthermore, it can be seen here that the first distance filter 
applied does not make sense knowing these reasons and that it is better to apply the 
second one. 
All these improvements can be seen in the code in Annex 12.7.2 and their results can be 
seen in section 7.4. 
7.3. Unsolved problems 
7.3.1. Deep learning algorithm problems 
• Far distances: 
This problem is due to the images with which the network has been trained. Since many 
of the images are of faces and some more contain people up close, there are very few 
images containing people more than 4m away.  
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Also, the more the image is reduced, the more difficult it is to detect people who are far 
away. For example, since 720p resolution images end up shrinking more than 1080p 
resolution images, with the first, the person can be detected up to 2,25m and with the 
second, it can be detected up to 4m. 
In this case, you would have to decide the resolution you want and how much to reduce 
the image before cropping it. 
• Blurred images: 
This problem could not be solved, as images are sometimes blurred if the person moves 
abruptly. When the person or camera moves slowly, the image may be blurred, but if 
the person is not far away (for example, less than 3m with 1080p resolution images), 
the algorithm will be able to detect it with sufficient precision. If the person is no farther 
than 3m and the keypoint can be minimally identified (i.e. a human would know where 
to locate it), the algorithm, in most cases, also detects it. 
Accordingly, this error (false negative) generally occurs when the person is far away. 
Therefore, this would not be a serious problem since the robot could stop and wait to 
detect the person in the next frame. Also, it is quite likely that the algorithm will be able 
to detect the person in the next frame, as the person usually stands still at some point.  
• Shifted point: 
This problem occurs in images where the person is at a far distance. Even so, it is a 
problem that does not worry too much, since, as has been seen, the detected point is 
still a point on the face. Therefore, the distances will be very similar. In addition, in the 
next frame, it generally detects it more accurately. 
In no case has the point been seen to come out of the person's face and indicate a point 
on the image background. Otherwise this would be a problem and should be solved. 
Still, the deep learning algorithm is highly unlikely to detect the keypoint at a point 
outside the person's face. To solve that, the network has been trained with negative 
images and positive images. Typically, as seen, the algorithm will either fail to detect 
people in profile or not detect people when it should. But it will not place a point in any 
other region than the face one. 
Region size: 
The person leaves the study area or not, depending on the resolution of the images and 
how much the image has been downscaled before cropping it to pass it through the 
network. Even so, since the ZED image is rectangular and the image that passes 
through the network is square, information on the sides will be lost. 
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To avoid this, what can be done is to implement a Visual Servoing system to control the 
pan and tilt of the camera in order to move the camera according to the movement of 
the person's face. 
To solve deep learning detection problems, we have tried to implement a probability filter. 
As explained, when the algorithm detects the person well, the probabilities are quite high; from 
approximately a probability of 0,79 when the person is far away, to a probability of 1 when the 
person is close. 
On the other hand, when the person's face does not appear in the image, the algorithm gives 
very low probabilities (less than 0,1). 
So, to make it more conservative, the threshold probability has been set to 0,7. But then, what 
has been observed is that in some cases where the person is far away and moving (Figure 6-90), 
the probability is slightly below the threshold and therefore, the algorithm deduces that there 
is no people’s face there. 
At first, it was thought that this could be solved, for example, by applying a filter. As seen in the 
code below, the algorithm checked if the person had been detected in the previous frame, and 
if that was the case, a lower threshold value (0,6) was used. That is, if the person had been 
detected in the previous frame (probability> = 0,7), then if in the current frame the probability 
was 0,6, this probability was "corrected" to 0,7 so that the algorithm would mark the person 
and take his distance. 
... 
crop_frame, frame_tensor = self._preprocess_frame(frame, is_bgr) 
hm, uv_max, prob, elapsed_time = self._detect_person(frame_tensor) 
uv_max = self._recover_uv_orig(uv_max) 




def _filter_prob(self, prob): 
 if self._detected_in_previous_frame: 
return 0.7 if prob >= 0.6 else prob 
else: 
return prob 
def _update_prob_filter(self, prob): 
self._detected_in_previous_frame = prob >= self._prob_treshold 
Even so, for this project it has finally been decided not to apply this modification. The reason 
is that when trying to solve a problem, another one that could be more serious appears. When 
testing it, it was seen that when the person was in a half profile, sometimes it was not detected 
because the probabilities were 0,5 or 0,6. By adding this filter, it is easier to detect people in 
profile (Figure 7-3). 
144   
 
 
Figure 7-3: Video frame. Resolution=1080p. Probability=0,61. 
In this case, it is important to decide which is preferred. This decision will depend on how the 
behaviour of the robot is programmed. In this project, the following has been assumed: when 
the deep learning algorithm receives nothing, the robot stops, so a false negative would not be 
a serious problem. On the other hand, if this modification is used and the algorithm detects a 
person in profile (false positive), it will approach it, and if it is a person who is crossing in front, 
the robot could collide with it. Therefore, it has been decided that false negatives are less 
serious than false positives. 
Although the algorithm still continues to detect some people slightly in profile because the 
probabilities are very high, by not using this modification we avoid detecting many more profiles 
that would not be detected under normal conditions. 
 
7.3.2. Stereo Vision algorithm problems 
• ZED camera frame-rate: 
This problem remains unsolved, as the smallest resolution does not work. Still, it has 
been possible to verify that the algorithm developed in this project works, both to detect 
people and to know at what distance they are. 
A possible solution to this problem is to use another stereo camera like the Real Sense 
that compresses the images before sending them. The ZED camera works with 
uncompressed images, making it costly to send such large images 
7.4. Improved results 
People between 0,7m and 4m away will be detected using a 1080p resolution. Between each 
frame there will be approximately 0,77 seconds due to the bottleneck of the ratio of topics per 
second received from the ZED camera. With a 720p resolution, the ratio improves, but the 
maximum distance to detect is less than with 1080p resolution. 
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Using the patch to calculate the distance avoids the "NaN" values (Figure 7-6). In order to see 
the difference between the result with a patch and the result taking only the distance from the 
keypoint, the two values have been shown in the image. As you can see, there is not much 
difference between taking the average distance of all the points of the patch and that of the 
point, but there is a difference when the distance value at that point is "NaN". 
 
Figure 7-4: Video frame. Resolution=1080p. Probability=1,00, distance using the patch=2,76m and distance using 
the keypoint=2,76m. There is no difference. 
 
Figure 7-5: Video frame. Resolution=1080p. Probability=1,00, distance using the patch=1,80m and distance using 
the keypoint=1,79m. There is a little difference. 
 
Figure 7-6: Video frame. Resolution=1080p. Probability=1,00, distance using the patch=2,35m and distance using 
the keypoint=nan. There is a difference. 
The reason why there is not much difference between these two values is that, as seen in 
Figure 7-7, looking at the depth map, all points on the face are at the same depth. 
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Figure 7-7: On the right, the RGB image and on the left, the depth map. 
On the other hand, by modifying the code to avoid the delay between the topics due to the 
saturation of the callback functions, and by using a distance filter, the distance has been 
achieved to take reasonable values. In order to see the change, an image is shown where the 
person has moved laterally and the distance is still reasonable (Figure 7-8 and Figure 7-9 ). 
 
Figure 7-8: Video frame. Probability=0,99 and distance=2,07m. 
 
Figure 7-9: Video frame. Probability=1,00 and distance=1,74m. 
In addition, it can be seen that when the person advances, the distance decreases and when 
the person moves away, the distance increases. 
To verify that the results are consistent, the results obtained from a video with 25 processed 
frames have been plotted (Figure 7-10). These images are shown in Annex 12.10. As seen in 
the video frames, the person first approaches, then moves away from the camera and finally, 
approaches again. 
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Figure 7-10: Distance value in each video frame. 
As Figure 7-10 shows, the distance values are continuous and reasonable according to the 
image sequence. However, there are three discontinuities. These are due to:  
- Frame 1: the image is blurred and the person is almost 3m away. 
- Frame 7: the image is blurred because the person is moving. 
- Frame 19: the person is in profile. It is a negative sample, so the result is correct. 
Therefore, the person also stands still in the same place for some time to also see if the 
distance maintains the same value (or almost the same value). For example, from the 8th frame 
to the 11th frame. 
The distances range from 1,7m to 2,9m approximately. A small range (1,2m) has been taken 
to see that the algorithm locates the person fairly accurately. In addition, a middle distance has 
been taken, neither too far nor too close so that the errors are not detection errors. Annex 12.9 
shows images with distances less than 1,7m and more than 2,9m to see that the algorithm 
also works with these distances and also takes reasonable values. 
Since in this case there is no ground truth distances, it is difficult to know exactly how much 
error there is. For this reason, you can only see that the data are continuous and goes 
according to the situation. For this reason, we can conclude that these values are consistent. 
In the x-axis there is the frame number. As it is known that the frame rate is 1,294 FPS due to 
the ZED camera delay, this axis can also be represented by the time. However, the frame 
number has been chosen to make it easy to see the distance value with its corresponding 
image in the Annex 12.10.  
Finally, what the object detector was already doing well, continues doing well when combined 
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small probabilities when there is no person in the image or if it is seen from behind or is 
completely in profile (Figure 7-11). 
 
Figure 7-11: Video frame. Probability=0,06. Profile view. 
In addition, it detects people from near and far (Figure 7-12), even when images are blurred. 
Even so, as discussed, in cases where the person is far away and moving, it is more difficult 
for the algorithm to success. 
 
Figure 7-12: Video frame. Probability= 1. Distance=1,98m. Blurred image. 
To verify the object detector accuracy, the same 25 frames have been used (Figure 7-13). In this 
case, the error detection is computed in terms of distance between pixels. To do this operation, 
the distance between two points is computed using the ground truth coordinates and the 
keypoint coordinates. 
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Note that the same three frames that could not be detected have no error value. However, two 
of them (the 1st and the 7th) contain the keypoint but the algorithm does not detect it, since the 
images are blurred. In these cases, the error takes a larger value than those on the graph. On 
the other hand, the other frame (19th) is a negative sample and is no detected, so there is no 
error. 
As can be seen, in most cases the error is very small (below 3). There is one point where the 
error is higher than the others (Frame 20). Figure 7-14 shows this frame and, as can be 
observed, the keypoint is slightly shifted to the left. 
 
Figure 7-14: Video frame. Probability=0,9 and distance=2,85m. 
To conclude, the errors are very small; less than 3 pixels within a 1920x1080 image. Even in 
the worst case, the error is still very small. That means that the keypoint always corresponds 
to a face point, which is good for calculating distance. Finally, the largest detection errors will 
be found in images where the person cannot be detected. 
As previously stated, the processing frame time, is around 40ms. In the next table (Table 7-2), 
there are the times that correspond to each operation within the process using a 1080p 
resolution: 
Times (ms) No person Person 
Time to save the images 3,12 3,27 
Time to preprocess the images 6,26 7,43 
Time in the network (forward pass) 23,82 23,80 
Time to recover (u,v) 1,31 1,31 
Time to extract the depth value 0,30 1,54 
Time to prepare and display image 1,79 1,72 
Total time 36,60 39,07 
Table 7-2: Process times (ms) 
As it was supposed, where it takes more time is to calculate the heat map using the network. 
This time is almost 24ms and corresponds to the time shown in the figures. It is the time it 
takes for a 224x224 image to go through the network, until obtaining the heat map and the 
coordinates of the keypoint. 
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Then, being a quarter of the previous time, there is the image preprocessing time. This 
operation consists of resizing the image and cropping it. Because of the images are very large, 
these operations have to work with many data. 
The other times are: 
- Time to save the images: this operation consists of taking the data from the ZED 
topics, convert them to OpenCV images and store them in to two variables. 
- Time to recover (u,v): this operation consists of computing the coordinates of the 
keypoint in the 1920x1080 image from the keypoint coordinates in the network 
image (224x224). 
- Time to extract the depth value: time to obtain the distance value using the distance 
filter. In this case, there is a difference between negative and positive samples, since 
the distance is only computed on the negative images. Even so, there is not much 
difference since the operations are not time consuming. 
- Time to prepare and display the image: this operation consists of taking the original 
image, draw on it the keypoint coordinates and the time, probability and distance 
value, and finally, publish this image. 
 
As a conclusion, the time the algorithm takes to process a frame is very suitable to work in real 
time. The algorithm would be able to process 25 FPS but, due to the ZED delay, this could not 
be seen this project. 
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8. Budget 
A budget is always needed for a research project. 
The proposed budget for this project is presented in Table 8-1. 
Concept Cost 
A. Personnel Services Number of 
months 
[months] 
Month rate [€/month] Total cost [€] 
Graduate Researcher 12 500 6000,00 





Total cost [€] 
1 Personal Computer 700 5 1 140,00 
1 Jetson AGX Xavier 712,37 5 1 142,48 
1 ZED camera 349 5 1 69,80 
C. Other Number of 
months 
[months] 
Month rate [€/month] Total cost [€] 
Formation courses 3 40 120,00 
 6.472,28 
Table 8-1: Budget of the project 
The budget of the project is divided in three groups:  
- the personnel services 
- the equipment 
- others 
The cost of the researcher is corresponding to a UPC grant for students that are for working 
20 hours/week on a research project. 
At least, one personal computer is required to develop the network code. 
Additionally, a Jetson AGX Xavier and a ZED camera are required to implement the real-time 
deep learning algorithm. Their prices correspond to the official websites of NVIDIA and 
Stereolabs, respectively.  
Equipment costs are assumed to cover a 5-year amortization for each product. As the duration 
of this project is approximately one year, the cost of the equipment is the cost corresponding 
to one year of use. 
Finally, the other costs are those that correspond to taking Coursera formation courses. 
Coursera has a fixed price of 40€ per month. 
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9. Environmental impact 
As the realisation of this project has only consisted of programming an algorithm for object 
detection, it does not have much environmental impact. Perhaps, the training process is the 
one that could minimally affect the environment because it carries out in the NVIDIA Jetson 
AGX Xavier and requires electricity supply for a considerable number of hours. 
Therefore, this section calculates the CO2 emissions from training the deep learning algorithm. 
All the energy consumed in this process comes from electricity consumption. 
As mentioned in section 5.4, Jetson AGX Xavier can consume up to 30W. To calculate the 
CO2 emissions, it will be assumed that it consumes 30W. 
This environmental impact study assumes that network training takes 24 hours to complete. 
Approximately the average duration of all the trainings has been taken. 
Therefore, the total consumption of the training process is 0,72 kWh (Eq. 9-1). 
 
Then, knowing that Spain's CO2 emission intensity is 0,241 kg CO2/ kWh [49], CO2(eq) 
emissions due to the generation of electricity in one training are 0,207 kg CO2(eq) (Eq. 9-2): 
 
Then, as in this project the model has been trained 8 times, using the Eq. 9-3 and Eq. 9-4, 
the total consumption is 5,76 𝑘𝑘𝑊𝑊ℎ and the total CO2 emissions are 1,66 𝑘𝑘𝑔𝑔 𝐶𝐶𝐶𝐶2(𝑒𝑒𝑒𝑒). 
 
 
Finally, considering that a person consumes 38kWh in a month and that these emissions 
have been spread over 2 months, it can be concluded that these total emissions are not 
significant and can be neglected. Therefore, the total consumption of 5,76kWh can be 
included within the consumption of a person in three months, and all its emissions can be 
neglected. 
As expected, the carbon footprint of this project does not have a great environmental impact. 
𝑇𝑇𝑝𝑝𝑡𝑡𝑎𝑎𝑙𝑙 𝐴𝐴𝑝𝑝𝑛𝑛𝑠𝑠𝐴𝐴𝑚𝑚𝑝𝑝𝑡𝑡𝑖𝑖𝑝𝑝𝑛𝑛 (1 𝑡𝑡𝐴𝐴𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖𝑛𝑛𝑔𝑔) = 30𝑊𝑊
1000 𝑊𝑊𝑘𝑘𝑊𝑊




    
   𝐶𝐶𝐶𝐶2(𝑒𝑒𝑒𝑒)  𝑛𝑛𝑚𝑚𝑖𝑖𝑠𝑠𝑠𝑠𝑖𝑖𝑝𝑝𝑛𝑛𝑠𝑠 (1 𝑡𝑡𝐴𝐴𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖𝑛𝑛𝑔𝑔) = 0,72𝑘𝑘𝑊𝑊ℎ · 0,241
𝑘𝑘𝑘𝑘 𝑥𝑥𝐶𝐶2(𝑒𝑒𝑒𝑒)
𝑘𝑘𝑊𝑊ℎ
= 0,174 𝑘𝑘𝑔𝑔 𝐶𝐶𝐶𝐶2(𝑒𝑒𝑒𝑒)      Eq. 9-2 
 
    
𝑇𝑇𝑝𝑝𝑡𝑡𝑎𝑎𝑙𝑙 𝐴𝐴𝑝𝑝𝑛𝑛𝑠𝑠𝐴𝐴𝑚𝑚𝑝𝑝𝑡𝑡𝑖𝑖𝑝𝑝𝑛𝑛 = 0,72 𝑘𝑘𝑊𝑊ℎ
𝑡𝑡𝑡𝑡𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖𝑛𝑛𝑘𝑘




    
   𝐶𝐶𝐶𝐶2(𝑒𝑒𝑒𝑒)  𝑛𝑛𝑚𝑚𝑖𝑖𝑠𝑠𝑠𝑠𝑖𝑖𝑝𝑝𝑛𝑛𝑠𝑠 = 0,174 
𝑘𝑘𝑘𝑘 𝑥𝑥𝐶𝐶2(𝑒𝑒𝑒𝑒)
𝑡𝑡𝑡𝑡𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖𝑛𝑛𝑘𝑘
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10. Conclusions 
Accurate and real-time results have been obtained in this project. Within the range of distances 
where it is possible to detect the person, the algorithm is able to accurately detect them and 
extract a reasonable distance value. Furthermore, the algorithm is capable of doing that at 25 
FPS, an enough speed to work in real time. 
Despite achieving the objective set at the beginning of the project regarding the person 
detection at a certain distance, a limitation has been found; people farther than 4m could not 
be detected. To minimize this limitation, it is very important to prepare the dataset to obtain the 
desired results. A representative sample of images of the parameters to be detected must be 
collected. They must work with an equal sample of images of the parameters to be studied. 
Another factor to consider to minimize the limitations found in people’s detection, is that images 
taken with the same camera that the robot will have implemented should be included (as a 
fine-tuning measure). In this project, the images have been reduced to a very small size to be 
able to pass through the network; this has also influenced in the detection of a person who is 
in a far distance. If the network was trained with larger images, these would not have to be 
reduced as much during preprocessing and this would aid detection. 
There are some errors that, depending on the final application, become more or less important. 
In this project, it has been seen that the people’s profiles are poorly defined causing confusion 
in their detection. In this case, as mentioned above, expanding the dataset with images of 
these characteristics and establishing detection criteria, this could be corrected. In any case, 
for this project, this error was not decisive in achieving the objective. 
Combining deep learning techniques with stereo vision is an iterative process of idea-
experiment-modifications; the first ideas are tested to see which results are obtained, then 
errors are detected, improvements are implemented, and again the model is tested and new 
results are seen. And this process is repeated successively. Another limitation of this project 
has been the time, so this iterative cycle has been carried out only by analyzing certain options, 
and during a specific period of time. Testing the model in situations with a different environment 
than the one studied, for example, outdoor or with different people, would be interesting to 
obtain more representative results. 
The evolution of this project would be to modify the code in order to detect more people in the 
image and then develop a tracking algorithm to be able to follow the desired person. 
This combination, the deep learning techniques with stereo vision, can have many applications 
today; for example, object handing tasks. By creating a new dataset for objects and following 
the same methodology, this could be done. 
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As seen in this project, deep learning offers multiple techniques for use in different applications. 
The Deep Learning community is in a continued growth, allowing its constant evolution, and 
its application in different areas. 
This project is a small sample of the endless possibilities offered by deep learning. 
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