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1. INTRODUCTION 
1.1. Characteristic Function 
Associated with any bounded operator T on a Hilbert space H is an 
operator-valued analytic function, the characteristic operator function of T, 
where 
B,(z) = - T*JT* + zQ;)T(I - zT)-lQ2,. , (1) 
jT* = sgn(1 - TT*), 
Q, = II- T*Tll/z and QT+ = 1 I - TT” /l/z 
in the sense of the self-adjoint operator calculus (here sgn 0 = 0), and BT(z) 
acts from g(Q*) to g(Q). The characteristic function BT(z) has been much 
studied, especially in the case that I’ is a contraction (our characteristic 
function of T is the characteristic function of T* for other authors). Sz-Nagy 
and Foiag [ll], for the case that T is a contraction, study the relationship 
between T and B,; given T they construct a canonical model for T in a 
representation functional space %(I&-), and conversely, given an analytic 
function B with 11 B(z)11 < 1 for 1 .z 1 < 1, they construct a contraction 
operator T of a canonical type such that B = B, . 
For more general T, Clark [8] h as initiated the same type of program. 
Assuming B is “square” (the dimension of the domain space of B is equal to 
the dimension of the range space) and that B(0) is invertible, hc characterizes 
those R(z) which arise as BT(z) f or some bounded invertible operator T, and 
for such B, constructs a canonical model for T. The purpose of this paper is 
to extend Clark’s results to a more natural generality by removing the 
assumptions that B is “square and B(0) is invertible. The approach is to 
generalize to noncontractions the de Branges-Rovnyak model for a con- 
traction [5]. Our construction of the model gives a theorem of Brodskii [7] 
as a corollary. 
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1.2. Equivalence of the Sz.-Nagy-Foiaf and de Branges-Rovnyak Models for 
Contractions 
For B(z) analytic on the disk with values operators from 9:x to V where 
QY.+ and @ are two Hilbert spaces, 11 II(z f 1 for 1 z / < 1, the Sz.-Nagy- 
Foias space associated with B is defined to be 
d(eit) z [I - B(&)* B(eit)]l/2 
B(&) the almost everywhere defined boundary values of B(x). The canonical 
operator T on X(B) is given by 
T: (f(@), k(eit)) --L (evit( f  (eif) -f(O)), e-%(eit)), 
and B = B, . Note that if (f, k) E X(B), then for all CJIJ in H2(%‘,), 
Thus a necessary and sufficient condition for (f, k) to be in X(B) is that 
B*f+ AKEN~(V#. 
De Branges and Rovnyak arrived independently at a space 9(B) which is 
also a model for an arbitrary contraction. (De Branges and Rovnyak however 
considered only the square case %? = Fe; the general case is considered in 
the author’s dissertation [l]). F or those already familiar with X(B), 
.9(B) is most easily seen in terms of Z(B). Let (f, k) E X(B), so 
B*f + dk E H2(9?,)1. Then if 
g(eit) = e-it[B(eat)*f(e-it) + d(e-it) k(e+)], 
g e N2(+Z,). Since f  E H2(%?), f  (de) is the boundary-value function of a 
g-valued function f (x) analytic on the disk, and g(eit) is the boundary-value 
function of a %*-valued function g(z) analytic on the disk. It is easily shown 
that the map 
r: Wit), k(eit)) - (f(4, g(x)) 
is one-to-one. The de Branges-Rovnyak space .9(B) is then the range of I’ 
with norm so as to make r unitary. One can show that the operator T on 
.X(B) is mapped under r to the operator 
R: (f(4 g(4) 4 (CfC4 -f(Wz, 44 - W3*fW 
on B(B). In the space 9(B) the minimal unitary dilation of R and 
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the associated geometric structure of the Sz-Nagy-Foias theory is suppressed; 
one instead works with the kernel matrix 
qw, z> &% 4 
k(w, 4 = (h(w, z) 6(w, z) 1 ’ 
where 
and 
b(w, z) = (1 - B(z) B(w)*)/(l - zw), 
h(w, z) = (B(z) - B(w))/(z - W), 
h(w, z) = (B(z) - B(cq)/(z - w), 
qw, z) = (1 - B(z) B(w)*)/(l - zw), 
B(z) = qq**. 
The kernel property of K(w, z) is that for each complex number w, 
1 w 1 < 1, c E %?, (b(w, z) c, t;(w, 2) c) = k(w, z) (c, 0) E .9(B) as a function 
pair in x, with 
((f(h &>>, k(w, x> (C, oh(B, = <f(W), c>a 
and for dEg*, 
with 
@(w, 4 d, 6(w, 4 4 = k(w, 4 (0, 4 E g(B) 
((fC4, g(4), k(w, 4 (0, d)h) = (g(w)> dh 
for all (f(z), g(z)) E .9(B). C onversely the space 9(B) can be defined directly 
as the functional completion of the linear span of the kernel function-pairs 
{k(w, z) (c, d): I w I -=c 1, c E V, d E U,) with respect to the above inner 
product. This is how the proof of sufficiency in Theorem 2 will proceed for 
the case of noncontractions. 
1.3. Notation 
For T a bounded operator on a Hilbert space H given, set 
J = J(T) = sgn(1 - T* T), J* = J,(T) = sgn(l - TT*) 
and the characteristic operator function 
%-(z) = - T* I, + .QT(I - xT)-1 Q7 * 
as in the introduction. Note that from the equation 
(I - T*T) T” = T*(Z - TT*) 
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it follows that f(1- T*T) T* = T*f(l - TT*) for any (bounded, Borel) 
function j. From this we may prove any number of relations of the form 
JB,(O) = B,(O) J, 9 !&B(O) = B(O) &.* , 
etc. In particular, B=(Z) maps 32(&) into 3?(&). 
We will also be concerned with a general function B(a) analytic in a 
neighborhood of 0 whose values are bounded operators from ?Z* to SC where 
%‘.+ and $9 are two auxiliary Hilbert spaces. Given such a B(z), we set 
and 
J = J(B) = sgn(l - B(0) B(O)*) 
Note that 
J* = J,(B) = sgn(1 - B(O)* B(0)). 
J(BT) = sgn(1 - E&(O) &(O)*) = sgn(1 - T*T) = J(T) 
and similarly I(&,) = J(T*). 
I f  B(0) is invertible, B(0) has polar decomposition B(0) = U(B(O)* B(0))li2 
where U is unitary from %‘* to %? and UJ, = JU. For the case that B(0) is 
not invertible, the situation may be salvaged by a slight modification. Let V,, 
be an infinite-dimensional Hilbert space, and let S? = 52’ @ Va and 
%?* = VT, @Vo. Define 
B(z): $2, +@ by &z) (c @ d) = B(x) c @ zd. 
Then, since dim iZ([B(O)* B(O)]‘/“)’ = dim 9([B(O) B(0)*]1/2)‘-, B(O) has a 
polar decomposition B(O) = D((s(O)* B(0))l12 where 0 is unitary and 
oJ,(B) = J(s) 0. When B(z) = B=(X) for T a bounded operator on H, 
&(4 = Bd > h z w ere p is the operator on H @ %,, defined by 
F(x@y) = Tx@O. 
As in the contraction case [ll], we need a “purity” condition. 
DEFINITION. The analytic operator-valued function B(s) is said to be pure 
if B(O)* B(0) x = x * x = 0 and B(0) B(O)* y = y G- y = 0. 
1.4. Statement of Main Results 
The characteristic function of an operator node defined by the Russians [7] 
is slightly more general than the characteristic function of an operator defined 
by (1). In light of a theorem of Brodskii [7, Theorem 51 and the following 
theorem, the characteristic function of an operator node is a characteristic 
operator function if it is also pure. 
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THEOREM 1. Suppose B(z) is analytic in some neighborhood D of 0, with 
notation as above. Then B(z) is the characteristic function of a bounded operator 
if and only ;f  
(i) B(z) is pure; 
(ii) the operator-valued function 
y(z) = [I@* + O*B(z)]-1 [IG* - 0*&c)] J* 
extends to be analytic in 1 z 1 < 1 with positive real part, 
R+J(z) 4 & 3 0 if /zl<l and dEZ?.+. (2) 
Theorem 1 will be seen to follow from the following. 
THEOREM 2. Let B(z) be analytic in some neighborhood D of 0. Then B(z) 
is a characteristic operator function if and only if 
(i) B(z) is pure; 
is a positive-definite operator matrix on D, where 
and 
b(w, 4 = [J - B(z) J*B(w)*]/(l - za), 
h(w, .z) = [B(z) - B(~)-j/(x - a), 
fi(w, x) = [B(x) - B(@)]/(z - q, 
qw, z) = [/* - B(x) JB(w)*]/(l - zw), 
B(z) si.s B(T)*. 
The condition on K(w, z) is that for 
cl ,..., c, E %, dl ,..., d, E %?* , z1 ,..., x, E D, 
(3) 
1.5. Proofs of Necessity 
For B(x) = B&s), &(z) = Bp( z as in Section 1.3 and relation (2) follows ) 
as in Clark’s paper [8]. 
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Identities contained in Kuiel’ [9] or easily derived from the definition of 
B, are: 
[J - B*(Z) J*B+)*]/(l - zw) = QT(I - zT)-l (I - W)-lQ, , 
[BT(.z) - B,(w)]/(z - w) = Q,(I - XT)-‘(I - wT)-~Q,, , 
[J, - B,(z) JB,(w)*]/(l - ZET) = Q&I - .zT*)-~ (I - wT*)-lQTa , 
and 
[B,(z) - &.(w)]/(z - a) = Q&I - A?*)-l (I - G’-*)-l QT . 
With these identities, setting B = BT in (3), one obtains 
= 
Ii 
f [(I - ~iT)-‘QTci + (I - z~T*)-‘Q~,~,] jj’ > 0, 
i=l 
and (3) follows. 
If (I - BT(0)* BT(0)) x = (I - TT*) x = 0, then Q+ = 0. Since the 
domain of definition of BT(0) is g(Qr*), also x E W(Qr*), forcing x = 0. 
Similarly (I - B=(O) BT(0)*) y = 0 implies y = 0 and hence BT(z) is pure. 
This completes the necessity parts of Theorems 1 and 2. 
2. PROOF OF THEOREM 1 (ASSUMING THEOREM 2) 
2.1. Preliminaries 
Suppose that ~(2) satisfies (2) in the unit disk; to show that B(z) 
is a characteristic function (assuming also that B is pure) it suffices, using 
Theorem 2, to show that ff(eu, z), the kernel operator matrix associated with B 
rather than B, is positive-definite. It then follows that k(w, z) is positive- 
definite since &(w, z) = K(w, z) 1 (% @ 0) x (U, @ 0). For simplicity of 
notation, we assume B(z) = B(z), 0 = U. 
Also, as in the contraction case, if B, = UB,V where U and V are constant 
invertible isometries, B1 and B, are said to coincide, and are considered the 
same as characteristic functions. 
2.2. Integral Representations 
Since the function p)(z) is an operator-valued analytic function in / z ] < 1 
with positive real part there the operator-valued version of the Herglotz 
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Theorem [2] assures us that there is a positive operator-valued measure p 
such that 
y(z) = jozm [(eie + z)/(eie - z)] dp(e). 
Straightforward calculation yields 
b(w, z) = $U(I + U*B(x)) [#x) + r+(w)*] (I + B(w)* U) U”/(l - zti) 
= U(1 + U*B(z)) 
(4) 
X 
s 
2n (1 - e-iez)-l (1 - eiea)-l f+(O) (IT+ B(w)* U) U*, 
0 
qw, z) = HI + B(z)* U) J*[%) + @4*1 J*(I + u*B(w)) 
= (I + B(S)* U) J* j:” (eie - 2)” (eis - iS)-l dp(O)J*(I - U*B(iV)), 
(5) 
h(w, z) = - :u(I + U*qz)) r&q - 9@)1 J*(l + U*ww(2: - @I 
= - U(I + U”B(z)) 
(6) 
s 
257 
X eie(eie _ z)-i tei.9 _ g)-’ d&q J*(l+ U*qq), 
0 
and 
qw, z) = - +(I + B(z)* U) J*[&z) - q@)] (I + B(w) U) u*/(z - a) 
= - (I - B(z)” U) J* 
2n 
X 
s 
e-is(e-is - z)-l (e-ie@-1 dp(e) (I + B(w) U) U*. 
0 
2.3. Positive-Dejinitenesss of k(w, z) 
In order to avoid a discussion of the integral of an operator-valued function 
against an operator-valued measure, we assume for the moment that the 
operator measure p arises from a step function with a single jump F at 0 = t. 
Then, 
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= & [( U(I + U*B(.Z?j)) (I - @.Zj) (1 - e%J-lF(I + B(.Zj)* U) U*Cj , Cj} 
1 (~(1 + U*B(zJ) eit(eit - zj)-l (eit - %i)-lFJ*(Z + U*B(@) di , q) 
- ((I - B(z,)* (J) J*e-if(e-it - xi)-1 (e-jt - ,Q-1 
x F(1 + B(q) U) U*ci , di) 
+ ((I +B(@* U) J.+(eit - q-l (eit - zi)-lFJ,(I- U(B(sJ) di , d&l 
= F 
<[ 
2 ((1 - e%$’ (I + B(.zi)* U) U*ci 
- (ei: - s&l ].+.(I + U*B(4)) d,}] , 
C ((1 - eitSj)-r (I + B(x,)* U) U*q 
- (eit - .TJ-~ J*(I + U*B(%i)) d,}) > 0, 
since F is a positive operator. If the measure p arises from a step function, 
the positive-definiteness of the associated K(w, z) follows by linearity, and the 
general case follows then by approximation. This completes the proof of 
Theorem 1. 
3. PROOF OF SUFFICIENCY IN THEOREM 2 
3.1. Dejinition of 9(B) 
Let H,, = (k(w, z) (c, d): w E D, c E %‘, d E G?*} and let HI be the set of all 
finite linear combinations of elements of H, . The elements of H,, and HI are 
function pairs analytic in z defined on D the first component assuming values 
in V, the second in V, . We define the space .9(B) as the Hilbert space of 
function pairs (f(z), g(x)) analytic on D, first component valued in ‘&, 
second component valued in @?* , containing all elements of H, such that 
<f (43 c>w = ((f(4, g(4), 4% 4 (c, wm, 
and 
(k’(w)> Osp, = <(f(z), g(z)>, h(w, z) (0, d)h, . 
Existence and uniqueness of 9(B) follow from (3) and familiar kernel function 
arguments. We write e,(w): (f(z), g(z)) + f (w) for evaluation of the first 
component at w, and es(w): (f(x), g(z)) -g(w) for evaluation of the second 
component at w. Hence 
cl(w)*: c -+ k(w, 2) (c, 0) and e2(w)*: d + k(w, z) (0, d). 
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3.2. Construction of R on 9(B) 
For (f(4,d 1) P z a air of vector-valued functions define operators R and R 
bY 
and 
R: (f (4, g(4) -+ Kf (4 - f CWt %+4 - B(4 Jf (0)) 
R’: (f (4, &N - bf (4 - W) .J+d’), M4 - &W)- 
PROPOSITION 1. R and R’ define bounded linear operators on 9(B). 
Proof. A direct computation shows 
R: h(w, z) (c, d) -+ ?i%(w, x) (c, 0) - h(0, z) (0, J,B(w)* c) + w%(w, x) (0, d) 
- a-%(0, z) (0, d) (11) 
and 
R’: h(w, z) (c, d) - w --qw, z) (c, o) - w-%(0, x) (c, 0) + 8+, 4 (64 
- h(0, z) (JB(@) 4 0). (12) 
By linearity and continuity, it follows that R((f, g)) and R’((f, g)) are in 
9(B) whenever (f, g) is in9(B). A kernel function argument shows that R and 
R’ are closed operators on L@(B). By the closed graph theorem it follows 
that R and R’ define bounded linear operators on 9(B). 
PROPOSITION 2 (Adjoint of R). For c, d E V, c* , d, E %* , 
(9 (Ww, 4 Cc, ~+J,4a, 4 4 WO(B) 
= @(w, 4 (c, c*), W&, 4 (4 0) - WO, 4 (4 Warn 
and 
(ii) W@, 4 (G 4, NT 4 (0, d&m 
= @(w, 4 (G cd, olk(a, 4 (0, 4) - W, 4 WC4 4 , Wm, - 
Therefore for all w in D, c E %?, d E V, , we have 
R*(h(w, z) (c, d)) = R’(h(w, 4 (c, d)), 
and hence R’ = R*. 
Proof. The proof is a not difficult but tedious computation. 
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For (i), using (11), 
(Rk(w, x) (c, c*h k(% 4 (4 O)h, 
= (w(k(w, z) (c, 0) - k(O, 4 (0, J*B(w)” c) 
+ w-yqw, z) (0, c*) - WA 4 (0, c*)l, k(e, 4 (4 w4w 
= (WC, [J - B(w) .r*q4*1 w - =4>?? 
- (J*qw)* c, [B(O) - B@)14(--CUD,* 
+ (@c* ) [B(w) - I@)] d/(w - cQ))q* 
- (w-k* , [B(O) - B(E)] d/( 4%) jv* 
= (c, {w(J - B(W) J,B(4*)/(1 - ~4 + B(w) MB(O) - &W4 4s 
+ (c* , (w-‘(B(w) - B(z))/(w - ~5) + w-l@(O) - B(Ft))/&} d),, . 
Now a computation shows that 
w[J - B(w) J*B(ol)*]/(l - wq + B(w) J*[B(O) - ml/~ 
= &-‘[J - B(w) J*B(ol)*]/(l - WG) - E-‘(J - B(w) J*B(O)*) 
and 
w-q.?(w) - B(ci)]/(w - r5) + w-‘[B(O) - I&q/E 
= cP[B(w) - B(cu)]/(w - 5) - G-l[B(w) - B(O)]/w. 
Hence, 
W(w, 4 (c, cd, %a, 4 (4 %a) 
= (c, {s-‘(J - B(w) J,B(ol)*)/(l - WE) - %‘(J - B(w) J,B(O)*} d)vp, 
+ (c.+ , {oc-yB(w) - B(Lu)]/(w - &) - oc-‘[B(w) - B(O)]/w) d)et 
= (kfw, z) (c, c+), cE-l[k(a, z> (4 0) - k(O, 4 (4 Ohm > 
proving (i). 
For (ii), compute in a similar fashion 
<Rk(w, 4 (c, 4, k(a> 4 (0, d&am 
= @k(w, x) (c, 0) - k(0, z) (0, J,B(w)* c) + @k(w, z) (0, c*) 
- @k(O, z)(O, 4, k(a, 4 (0,W.m) 
= (WC, [B(w) - B@)] dJ(w - I?))~ 
- U,W4* c, [J* - B(O)J~(4*14Jve 
+ W-‘c, , [J* - B(w) P(4*1/(1 - ~6) d&t 
- (+cz+ , [I* - B(O) J&)*1 4h 
= cc, NW(w) - Wll(w - 4 - B(w) J*[J* - WI J&)*1) 4Jur 
+ <c* f (w-‘[.I* - B(w) I&)*1/(1 - =4 
- w-‘[J* - B(0) JB(4*]) d*)v+ . 
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A computation can show 
w@) - W;)l/(w - s> - w9 J*U* - m J&4*1 
= G[B(w) - B(&)]/(w - E) - [J - B(w) J*B(O)*] J&x)* 
and 
w-‘[J* - B(w) J&)*]/(l - WE) - w-‘[J* - B(O) J&Y)*] 
= E[J* - B(w) ]B(ar)*]/(l - WE) - [B(w) - B(O)] JB(or)*/w. 
Hence, 
<Ww, 4 (G 4, k(a> 4 (0,4Dam 
= (6 6@(w) - wll(w - 3 - [J - W) J*w)*l .@+)*I d*>op 
+ <c* > GILT* - m4 J&4*1/(1 - W4 
- PW - WI JB(4*/4 4Ja 
= (k(w, 4 (G cd, gk(a, 4 &Ad,) - NO, z> (JW) 4 , O)hm , 
proving (ii). 
PROPOSITION 3. The following hold: 
(9 (I- R*R) k(w, 4 Cc, 0) = k(O, 4 (J[J - B(O) J&w)*] c, Oh 
(ii) (I - R*R) k(w, z) (c* , 0) = k(0, Z) (J[B(O) - B(S)] ~*/(-a), 0). 
Hence 
I - R*R = e,(O)* Je,(O). (13) 
Proof. 
R*Rk(w, z) (c, 0) 
= R*[-ak(w, z) (c, 0) - k(0, z) (0, J,B(w)* c)] 
= k(w, 4 (c, 0) - W, 4 Cc, 0) + Wk.4 (JW) J&V c, 0) 
= Kw, 4 (c, 0) - k(Q4 (/[J - W JdW*l ct 01, 
and hence 
(I- R*R) k(w, 4 (c, 0) = W, 4 (J[J - B(O) J&4*1 c, 0). 
Also, 
R*Rk(w, 4 (0, cd 
= R*[Wk(w, z) (0, cz,J - k(0, z) (0, cz,J>] 
= k(w, 2) (0, 4 - a-lk(O, z) (]B(B) c* , 0) + w-lk(0, z) (JB(0) c* , 0) 
= k(w, 4 (0, cd + k(O,4 (J[W - B(c)] c,/@, O), 
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so 
(I - R*R) k(w, z) (0, c*) = k(0, z) (J[B(O) - B(w)] c,j(-q, 0). 
The analog of Proposition 3 is valid. The proof is similar and will not be 
given. 
PROPOSITION 4. 
(i) (I - RR*) k(W, z) (C, 0) = k(O, a) (0, J*[B(O) - B(w)1 C/C--@)) 
(ii) (I - RR*) K(W, z) (0, C*) = k(O, z) (0, I*[J* - B(O) JRW)*l c*). 
Hence, 
I - RR* = e,(O)* j*e,(O). 
3.3. Characteristic Operator Fmction for R 
PROPOSITION 5. Let 
2 = {c *: c* = g(O)for SOme (f(4, g(4) E W9). 
Then 9 is dense in %‘* . 
Proof. A dense subset of 9 is 
59 = {[I* - B(0) p(o)*] c*: c* E ?T*> 
= (e,(O) MO, 4 (0, cdl: c* E gd. 
This follows since (f(z), g(a)) orthogonal to R(0, z) (0, c*) for all c* E %‘* 
implies g(0) = 0. Hence 9 (and therefore 2’) is dense in V, if and only if 
w* - w)* PW c* > d,) = 0 for all c* E V, implies d, = 0. This is 
true i f f  (J* - B(O)* JB(0)) d, = 0 implies d, = 0. This last implication 
follows from the purity assumption on B(z). 
Notation. Define maps 
7: %Y -+ {h(O, z) (c, 0): c E U} (= e,(O)* VZ), 
T*: @Y* -+ {h(O, z) (0, c*): c* e %*} (= e,(O)* g*), 
L: e,(O)* $7 -+ el(0)* 9?, and L,: e,(O)* %* --f e,(O)* W* , 
T([J - B(O) J*B(0)*]1’2 c) = K(0, x) (c, O), 
T*([J* - B(O)” J~(O)l”” c*) = f@, x) (0, c*), 
WO, z>(c, 0)) = w, 4 UC, O), 
L*(W, ml, c*)> = WA 4 (07 J*c*)- 
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PROPOSITION 6. 
(i) T (and T*) extend uniquely to unitary mappings of V onto g(e,(O)*) 
(%T* onto W(e,(O)*)); 
(ii) L (and L,) are self&joint and unitary on g(e,(O)*) (g(e,(O)*). 
Proof. By Proposition 5, elements of the form [J - B(0) J,B(0)*]1/2 c, 
are dense in 59. Also 
II w, 4 (c, w&m = <(J - B(O) J*wv) c, c>v 
= NJ - WV Jewel”” c 11% * 
The assertion for T* follows similarly, using an analog of Proposition 5. 
For (ii) 
II 4% 4 Cc, WI2 = <[.I - B(O) J,fV)*l Jc, Jc> 
= <(I - JW9 JdW* J) c> c> 
= CC/ - W J@(O)*) c, c> 
= II 40, 4 (6 O)l12. 
A similar computation shows that L is self-adjoint. The proof for L, is 
analogous. 
PROPOSITION 7. 
(i) JR+ = sgn(l - RR*) = L, on e,(O)* %‘* , 
JR = sgn(I - R*R) = L orz eI(0)* V:; 
(ii) 1 I - R*R 1 = cl(O)* cl(O), 
1 I - RR* 1 = e,(O)* e,(O); 
(iii) Q&O, z) (c, 0) = @, x) ([J - B(O) J~~(0)*l”2 c, 01, 
Q&(0,4 (0, c,) = 40,~) (0, [J, - WY JW-91”” c,). 
Proof. From (13), I - R*R = e,(O)* Je,(O). Note that e,(O)* e,(O) is a 
nonnegative operator with range = W(I - R*R). By Proposition 7, L is 
self-adjoint and unitary, and by definition of L, 
L(e,(O)* cl(O)) = e,(O)* Jel(0) = I - R*R. 
(ii) follows in the same way. 
For (iii), note that the operators defined by the formulas in (iii) are non- 
negative and have squares equal to e,(O)* e,(O) and e,(O)* e,(O) on their 
respective domains. 
248 JOSEPH A. BALL 
PROPOSITION 8. For w in D, 
(I - iiTR)--1 k(0, z) (0, c*) = h(w, x) (0, c*). 
Proof. Check 
(I - WR) h(w, z) (0, c*> = k(w, z> (0, c*> - w, 4 (0, c*) - WY 4 (0, c*N 
= k(O, 4 (0, c*). 
We are finally ready for the proof of Theorem 2. 
THEOREM 2. The characteristic function BR of the operator R on 9(B) 
coincides with B. 
Proof. The domain of BR(w), for w E D, is &?(QR*). By Proposition 7, 
=%QR*) = %e2tW% h ence the closure of elements of the form K(0, z) (0, c*) 
for c* E V, . We wish to compute 
B,(W)~(O,z)(O, Cd 
= [-R*J,, + wQ,(l - wR)-'QR*]k(O,x)(O,c*) 
= - R*W, 4 (0, /*c*) 
+ wQ~(l - wR)-l k(O, x> (0, II* - B(O)* JB(O>l”” c*). 
The first term on the right-hand side is 
WA 4 (P(O) J*c* , 0) = WA 4 (B(O) c* , 0). 
The second term on the right-hand side is 
~QRWG z) (0, EJ* - B(O)* JB(OW” c*) 
= WQQR~ 1 1 - R*R j K(u, x) (0, [J* - B(O)* JB(O)]“” c.J 
= wQ-,lW, 4 (P(w) - B(O)1 [J* - B(O)* JB(O>l”” c,h 0) 
= wh(0, z) ([J - B(0) J,B(0)*]-1/2 [B(w) - B(O)] 
x [J* - B(O)* JB(W’” c~/w, 0). 
But 
[J - B(0) J*B(O)*]-‘l” B(0) [J* - B(O)* JB(O)]‘l” = B(0). 
Hence our computation reduces to 
BR(W) k(o, z, co> %> 
= W,4 ([I - B(O) J,B(0)*l-1’2 B(w) [J* - B(O)* JB(O)]“” c* , 0) 
= (TB(W) T**) h(0, ST) (0, c*). 
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By Proposition 6, 7 and T* are unitary and hence B, and B are the same, 
considered as characteristic functions. 
4. OTHER MODEL SPACES 
4.1. Model of Clark 
D. N. Clark [g], for the square case where also B(z) is invertible in a neigh- 
borhood of zero, extends B(z) to the reflection fl of D (D = {x E C j l/z E D}) 
by B(z) = JB(z-l)*-l J* . A ssuming b(w, 2) is positive definite on D u Is, 
he constructs a model space Z(B) h w ose elements can be thought of as 
V-valued functions analytic on D u d, with b(w, z) the kernel function for 
the space. This situation is equivalent to our condition (3) and the assumption 
that B(z) is invertible in a neighborhood of the origin. For a computation 
shows that the maps defined on kernel functions in 9(B) by 
k(w, x) (c, d) + b(w, 2) c + wlb(zrl, z) JB(w) d 
is an isometry into Clark’s space X(B), and extends by linearity and con- 
tinuity to a unitary mapping of 9(B) onto Z?(B). Hence for this case, (3) is 
equivalent to b(w, a) being positive-definite in D u D. The space Z(B) 
has the advantage that the elements of the space are single functions, but is 
less general than .9(B). 
4.2. A Characterization of X(B) Spaces 
If B(z) is invertible on D u D, B(O)* has polar decomposition 
B(O)* = U(B(0) B(0)*)l12 h w ere U is unitary from V to %* and CrJ = J*lJ. 
By considering B(z) U* instead of B(z), it is no loss of generality to assume 
that V?* = V, J* = J and B(z) JB(m-l)* = J = B(%-l) JB(z). More 
generally, let Sz be a nonempty open subset of the complex plane symmetric 
with respect to the unit circle (not necessarily containing the origin), J a 
fixed self-adjoint, unitary operator on %‘. For B(z) an analytic operator-valued 
function defined on Sz satisfying B(z) /B(P)* = J = B(.@)* JB(z), a 
space &‘(B) can be defined as the Hilbert space of %?-valued functions f (2) 
analytic on 52 which admit b(w, z) = [J - B(z) JB(w)*]/(l - XL%) as a 
kernel function. Closely related 3’(M) spaces, arising in the theory of com- 
pletely nonself-adjoint transformations, have been studied by L. de Branges 
[4]; for $2’ a nonempty open subset of the plane which is symmetric about 
the real axis, a Hilbert space 2, whose elements are vector valued analytic 
functions defined in Q’, is a space X(M) if it admits a kernel function of the 
form 
fqw, z) = [M(z) JM(w)* - J1/[27+ - 4, 
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where M(z) is an operator valued analytic function defined in Q’ such that 
M(w) JAI(w)* = M(w)* JM(w) = J, 
for a11 w in Q’. The conformal map of the plane which maps the unit disk 
onto the half plane {(z - ~)/2i > O> transforms a space Z(B) as described 
above onto a space 2(M), and all Z’(M) spaces arise in this way. 
J. Rovnyak [IO] has obtained a characterization of such spaces Z(M); we 
state and prove the theorem for 3?(B) spaces. Let Q be a nonempty open 
subset of the complex plane symmetric with respect to the unit circle. 
THEOREM (Rovnyak). Let 8 be a Hilbert space whose elements are vector 
valued analytic functions defined in Q. In order that 2’ be a space 3?(B) it is 
necessary and su$icient that 
(I) for each w in 52, the transformation f(z) + f(w) of Z? into ‘6 is 
continuous; 
(II) for each w E Q, [f(z) - f  (w)]/(z - w) belongs to % as a function 
of zfor every f  in 2; and 
(III) the indentity 
(f (4, g(4) + 4f (4 - f  (41/(~ - 4, ‘da 
+ PC f (4, [g(x) - Am/(~ - 8)) 
- (1 - 4) ([f@> - f b>l/(z - 4 Cd4 - &dkw(~ - is)> 
= <Jf (4 g(P)> 
holds for all function f  (z) and g(z) in 3? and all numbers 01 and /? in Q. 
The proof uses two simple lemmas. We write %3+ and V- for the kernels 
of 1- J and I + J, respectively. These subspaces are orthogonal and span 
the coefficient space. 
LEMMA 1. Let q+ , T- , K+ , K- be closed subspaces of g such that T+ + q- 
and K+ + K- are dense in V. Suppose that for some operator Y, (Yc, c} > 0 
for every nonxero vector c in T+ or K+ , and (Yc, c) < 0 for every nonszro 
vector c in rl- OY K- . Then dim rl+ = dim K+ and dim q- = dim K- . 
LEMMA 2. Let X be an invertible selfadjoint operator. Write 
X = X+ - X- where X+ and X- are nonnegative and X+X- = X-X, = 0. 
In order that X admit a representation 
X = A*JA 
where A is an invertible operator, it is necessary and su$icient that 
dim%(X.,) = dim%?+ and dim B(X) = dim W(SC). 
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Proof of Lemma 1. The conditions imply T+ n K- = K+ n K- = (0). 
Since K+ + K- is dense in %?, it follows that dim T+ < dim K+ . Likewise 
T+ n q- = (0) and T+ + q- is dense in 9, so dim K- < dim q- . The 
reverse inequalities are obtained in a similar way from the relation 
v- n K+ = (0). 
Proof of Lemma 2. Necessity. We have (Xc, c) > 0 for every nonzero 
vector c in A-W+ and {Xc, c) < 0 for every vector c in A-i+?- . Similar 
inequalities hold with respect to the subspaces g-(X+) and g(X-). Therefore 
the necessity of the conditions follows from Lemma 1. 
Sz@ciency. If the conditions are satisfied, then there exists a unitary 
operator U which maps g(X+) onto %?+ and g-(X-) onto %- . The desired 
representation is obtained with 
A = U[X;‘” + X:‘“]. 
Proof of Theorem. Necessity. Condition (I) follows from the existence of a 
kernel function. Conditions (II) and (III) are verified by a direct calculation 
for functions of the form f(z) = b(~l, z) c, g(z) = b(v, z) d where u and 2, 
are numbers in Q and c and d are vectors. The general cases in (II) and (III) 
follow by linearity and continuity. 
Suficiency. Condition (I) implies the existence of a kernel function 
b(w, z) for the space. In the proof we fix a number w in Q, j w 1 < 1. Set 
f(z) = &or, x) c, g(z) = 6(,5, x) d. By condition (II) the functions 
[ f  (4 - f  (W)l/(~ - 4 and [g(z) - g@l)]/(z - a-1) 
belong to Z’. By condition (III), 
(f (4 &)>z + w([f (4 - f  Wl/(~ - 4, &)>.P 
+ w-Yf (4, k(4 - gw’)l/(~ - w>ti 
= <If (4 g(E-‘)>w * 
The inner products in the identity can be evaluated, and by the arbitrariness 
of the vectors c and d we obtain an operator equation which is equivalent to 
-(l - /3S) z+, j3) + (1 - WG) b(cu, w) + (1 - w-i/?) b(w-1, /?) 
= (1 - w-i/3) (1 - WG) b(w-1, /3) Jb(a, w). 
(15) 
Set 
fY% B) = _I - (1 - P4 b(% P), 
for all 01 and /3 in D. To complete the proof we must show that 
PC% B> = WI P(4” 
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for some operator valued function B(z) which is defined in .Q and satisfies 
B(z)” JB(X-1) = B(F1) JR(s)* = J for all z in Q. 
BY (1% 
P(,, j3) = P(irl, p> JP(a, w). (16) 
This can be written 
PC% 4 = WV “w4”> 
where 
B,(P) = W-l, 4 and B&) = w% 4 
for arbitrary 01 and /3 in !Z. For each 01 and /3 in Sz the operators B&I) and &((11) 
are invertible. To prove this it is sufficient to show 
P(cx, j3) pyp, &-1) = qp-1, G-1) JP(cL, /3) = J. (17) 
From (16) and the equality P(/!-l, /I) = /, we have 
J = P(ci, /3) JP(p,s-‘) 
upon the substitutions w --f Cr-l, 01 -+/?-r. The equality 
J = w-1, E-9 P(% P) 
follows the same way from the substitutions w + p, 01 ---f p-r. This proves (17) 
and hence the assertion that for each a: and /3 in Q, B,(/3) and B,(a) 
are invertible. 
Now from I’(,, /I) = P(p, a)* we obtain B,(P) J&(a)* = B&3) J&(a)*. 
Therefore X = B,(p)-r &(/I) J = J&(a)* B,(a)*-l is a constant operator. 
Suppose we have shown that X = A*JA for some invertible operator A. 
Let us see how the theorem follows. On setting 
B(z) = B,(z) JA-1 = B,(x) A”J, 
for all x in SL, we obtain 
B(p)-1 B,(p) J = A = JB(cr)* B2(cpl, 
so 
By definition of P(cY, /3), P(&-l, CY) = J and hence B@l) JB(ar)* = J. Since 
B(U) is invertible, one also has B(a)* JB(&-l) = J. Hence & is a space 
WB). 
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To complete the proof we must show that X = A*JA for some invertible 
operator A. We have 
x = B&?-l B&q J = fyw, B)-’ p@+, B) / 
= pp, a-1) JP(G-1, 8) J 
for every jl in Sz. Choosing p = w we get X = JJ’(a-l, s-1) J, or 
x = J - (1 - j w I-“) J&-i, a-1) J. (18) 
Also, 
and so 
x-1 = JP(w1, a-y J = P(uJ, w) 
x-1 = J - (1 - / w I”) b(w, w). (19) 
Set K+ = %?+ and K- = X-l??- . If c is a nonzero vector in K+ , then 
Jc = c and by (18) (Xc, c) > 0. If c is a nonzero vector in K- , then 
c = X-ld where d is a vector such that Jd = -d. By (19) 
(Xc, c) = (X-ld, d) < 0. 
Set v+ = ZZ(X+) and T- = w(XJ. If c is a nonzero vector in q+ then 
(Xc, c) > 0. If c is a nonzero vector in T- then (Xc, c) < 0. We show that 
K, + K- is dense in %Y. Let c be a vector orthogonal to K+ + K- . Then 
c E V- and Jc = -c. Since c is also orthogonal to K- = X-W-, 
(X-k, c) = 0. But c belongs to V- . Therefore X-k belongs to K- and 
(X(X-k), X-k) = (X-k, c) = 0. It follows that X-k = 0 and so c = 0. 
Hence K+ + K- is dense in V. Finally, y+ + T- = V by the definition of T+ 
and T- . By Lemma 1, 
dim v+ = dim K+ = dim V, , and dim T- = dim K- = dim %?- . 
By Lemma 2, X = A*JA for some invertible operator A, and the theorem 
follows. 
Previous characterizations of Z’(B) [3, 61 handled only the case where 
B(x) is contraction-valued. 
From the above characterization, it follows that for w E 0, the operator 
Jw: f(4 + Lo4 - f(w>l/@ - 4 
is a bounded operator on #(B). By general facts about difference-quotient 
transformations, R(w) satisfies the resolvent identity. When the number 0 
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is in Q, an easy computation shows R(w) = (I - z&-l R where R = R(0) 
is completely nonunitary. When 0 fails to be in S2, the spaces Z(B) provide 
models for a class of completely nonunitary, possibly unbounded, operators 
with resolvent set containing Q. 
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