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BRANCHING RULES FOR
SYMMETRIC HYPERGEOMETRIC POLYNOMIALS
J.F. VAN DIEJEN AND E. EMSIZ
Abstract. Starting from a recently found branching formula for the six-
parameter family of symmetric Macdonald-Koornwinder polynomials, we ar-
rive by degeneration at corresponding branching rules for symmetric hypergeo-
metric orthogonal polynomials of Wilson, continuous Hahn, Jacobi, Laguerre,
and Hermite type.
1. Introduction
Let Mλ(x1, . . . , xn), λ ∈ Λn := {(λ1, . . . , λn) ∈ Z
n | λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0}
denote the monomial basis of an algebra of symmetric (trigonometric) polynomials.
We are concerned with branching rules for families of hypergeometric polynomials
of the form
Pλ(x1, . . . , xn) = Mλ(x1, . . . , xn) +
∑
µ∈Λn
µ<λ
cλ,µMµ(x1, . . . , xn) (λ ∈ Λn), (1.1a)
with cλ,µ ∈ C such that∫
D
Pλ(x1, . . . , xn)Mµ(x1, . . . , xn)∆(x1, . . . , xn)dx1 · · · dxn = 0 if µ < λ.
(1.1b)
Here the partitions are partially ordered in accordance with the (nonhomogeneous)
dominance order
µ ≤ λ iff µ1 + · · ·+ µk ≤ λ1 + · · ·+ λk for k = 1, . . . , n,
and the polynomial family is characterized by a Selberg-type orthogonality weight
function ∆(x1, . . . , xn) supported on D = [−π, π]
n (in the case of trigonometric
polynomials) or D = Rn (otherwise).
The branching rules under consideration are expansion formulas for the polyno-
mials in n+ 1 variables in terms of the n-variable polynomials of the form
Pλ(x1, . . . , xn, x) =
∑
µ∈Λn
µλ
Pµ(x1, . . . , xn)Pλ/µ(x) (λ ∈ Λn+1), (1.2)
where µ  λ iff there exists a ν ∈ Λn with µ ⊂ ν ⊂ λ such that the skew diagrams
λ/ν and ν/µ are horizontal strips. Here Λn is thought of as being embedded in
Λn+1 ‘by adding a part of size zero’, and we recall that for λ, µ ∈ Λn one has that
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µ ⊂ λ iff µj ≤ λj for j = 1, . . . , n, while the corresponding skew diagram λ/µ is a
horizontal strip provided the parts of λ and µ interlace as follows:
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · ≥ λn ≥ µn.
By iterating the branching rule (1.2)
Pλ(x1, . . . , xn, xn+1, . . . , xn+l) = (1.3)∑
µ(n+i)∈Λn+i,i=0,...,l
µ(n)µ(n+1)···µ(n+l)=λ
Pµ(n)(x1, . . . , xn)
∏
1≤i≤l
Pµ(n+i)/µ(n+i−1)(xn+i),
one can build the polynomials in n variables
Pλ(x1, . . . , xn) =
∑
µ(i)∈Λi,i=1,...,n
µ(1)µ(2)···µ(n)=λ
Pµ(1) (x1)
∏
1<i≤n
Pµ(i)/µ(i−1)(xi) (1.4)
starting from the corresponding one-variable polynomials Pm(x), m = 0, 1, 2, . . ..
To make the above construction effective, it suffices to determine the branching
polynomials Pλ/µ(x) in Eq. (1.2) explicitly. In [DE3] this was realized for the
symmetric Macdonald-Koornwinder polynomials [K1, M3], which for n = 1 amount
to the Askey-Wilson polynomials [KLS]. Our present aim is to degenerate from the
Askey-Wilson level and identify the pertinent branching polynomials needed for the
explicit construction of the symmetric hypergeometric polynomials of Wilson type
[D2, D5, Z, G], continuous Hahn type [D2, D5], Jacobi type [V, HO, H, M1, D,
L1, BO, BF, DLM, Z, OO2, DES, SV, HL, K2], Laguerre type [M1, L2, BF, D4,
X, ADO, DES, HL, BB, Ol], and Hermite type [M1, L3, BF, D4, X, DES, WNU,
HL], respectively. Hence, we concentrate on hypergeometric families that (i) are
obtained from the Askey-Wilson level via limit transitions rather than parameter
specializations and (ii) are endowed with a continuous orthogonality measure.
For all these families it turns out that the relevant branching polynomials can
be conveniently written in terms of expansion coefficients Cµ,nλ,r arising from Pieri
formulas [D3, D5, D4]
Er(x1, . . . , xn)Pλ(x1, . . . , xn) =
∑
µ∈Λn
µ∼rλ
Cµ,nλ,r Pµ(x1, . . . , xn) (r = 1, . . . , n), (1.5)
associated with a suitable choice of generators E1(x1, . . . , xn), . . . , En(x1, . . . , xn)
for our algebra of (trigonometric) symmetric polynomials. The nonvanishing ex-
pansion coefficents on the RHS of Eq. (1.5) are in these cases governed by the
following proximity relation within Λn: µ ∼r λ iff there exists a partition ν ∈ Λn
with ν ⊂ λ and ν ⊂ µ such that the skew diagrams λ/ν and µ/ν are vertical strips
with |λ/ν| + |µ/ν| ≤ r. Here | · | denotes the number of boxes of the diagram and
(recall) the skew diagram λ/ν is a vertical strip iff νj ≤ λj ≤ νj + 1 (j = 1, . . . , n).
After recalling—in Section 2—the explicit branching polynomials from [DE3]
that enable the recursive construction of the Macdonald-Koornwinder polynomials
starting from the one-variable Askey-Wilson polynomials, we will work our way
down Askey’s scheme and provide the corresponding branching polynomials for
the Wilson level (Section 3), the continuous Hahn level (Section 4), the Jacobi level
(Section 5), the Laguerre level (Section 6), and the Hermite level (Section 7). At the
bottom level of the symmetric Hermite polynomials, to date only special instances
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of the corresponding Pieri coefficients are available in closed form in the literature.
Our proof of the branching formula mimics in this situation the proof from [DE3]
for the Macdonald-Koornwinder case and relies on the Hermite degeneration of a
(dual) Cauchy identity due to Mimachi detailed in the appendix at the end of the
paper.
Notation. i) For future reference, we associated to any pair of partitions λ, µ ∈
Λn the following subsets of {1, . . . , n}:
J = J(λ, µ) := {1 ≤ j ≤ n | λj 6= µj}, J
c = Jc(λ, µ) := {1 ≤ j ≤ n | λj = µj},
J+ = J+(λ, µ) := {1 ≤ j ≤ n | µj > λj}, J− = J−(λ, µ) := {1 ≤ j ≤ n | µj < λj},
and we also define
ǫj = ǫj(J+, J−) :=


1 if j ∈ J+,
−1 if j ∈ J−,
0 otherwise.
It is immediate from these definitions that if µ ∼r λ, then the cardinality |J | of
J = J(λ, µ) is at most r and ǫj = µj − λj for j = 1, . . . , n.
ii) Following standard conventions, shifted factorials and their q-versions are
denoted by:
(a)k := (a)(a+ 1) · · · (a+ k − 1) and (a; q)k := (1− a)(1 − aq) · · · (1− aq
k−1),
with (a)0 = (a; q)0 := 1, and
(a1, . . . , al)k := (a1)k · · · (al)k, (a1, . . . , al; q)k := (a1; q)k · · · (al; q)k.
iii) Finally, we will employ the (principal specialization) vectors τ = (τ1, . . . , τn)
and ρ = (ρ1, . . . , ρn) with components given by
τj = t
n−jt0, τˆj = t
n−j tˆ0
and
ρj = (n− j)g + g0, ρˆj = (n− j)g + gˆ0
(j = 1, . . . , n), where t, t0, tˆ0 and g, g0, gˆ0 denote parameters to be specified below.
2. Askey-Wilson level
2.1. Symmetric Macdonald-Koornwinder polynomials [K1, M3]. The sym-
metric Macdonald-Koornwinder polynomials are trigonometric polynomials
Pλ(x1, . . . , xn) = Pλ(x1, . . . , xn; q, t, tl) (λ ∈ Λn) (2.1)
determined by the properties in Eqs. (1.1a), (1.1b), with
Mλ(x1, . . . , xn) = mλ(e
ix1 + e−ix1 , . . . , eixn + e−ixn),
mλ(z1, . . . , zn) :=
∑
ν∈Sn(λ)
zν11 · · · z
νn
n
(where the sum is over the orbit of λ with respect to the action of the symmetric
group Sn), and
∆(x1, . . . , xn) = ∆(x1, . . . , xn; q, t, tl) (2.2)
:=
∏
1≤j≤n
∣∣∣∣∣ (e
2ixj ; q)∞∏
0≤l≤3(tle
ixj ; q)∞
∣∣∣∣∣
2 ∏
1≤j<k≤n
∣∣∣∣ (ei(xj+xk), ei(xj−xk); q)∞(tei(xj+xk), tei(xj−xk); q)∞
∣∣∣∣
2
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supported on D = [−π, π]n. Here it is assumed that the parameters belong to the
domain 0 < q, |t|, |tl| < 1, with t being real and possibly non-real parameters tl
(l = 0, 1, 2, 3) occurring in complex conjugate pairs.
2.2. Pieri coefficients [D3, D5, Sa]. Let em(z1, . . . , zn) and hm(z1, . . . , zn) denote
the elementary and the complete symmetric polynomials of degree m:
em(z1, . . . , zn) :=
∑
1≤j1<···<jm≤n
zj1 · · · zjm ,
hm(z1, . . . , zn) :=
∑
1≤j1≤···≤jm≤n
zj1 · · · zjm ,
with the convention that e0 = h0 ≡ 1, and let
tˆ20 = q
−1t0t1t2t3, tˆ0 tˆl = t0tl (l = 1, 2, 3).
The Pieri coefficients Cµ,nλ,r (1.5) for the Macdonald-Koornwinder polynomials
associated with the multiplication of Pλ(x1, . . . , xn; q, t, tl) by
Er(x1, . . . , xn) = Er(x1, . . . , xn; t, t0) (2.3)
:=
∑
0≤m≤r
(−1)r+mem(e
ix1 + e−ix1 , . . . , eixn + e−ixn)hr−m(τr + τ
−1
r , . . . , τn + τ
−1
n )
are given by
Cµ,nλ,r = C
µ,n
λ,r (q, t, tl) :=
pλ(q, t, tl)
pµ(q, t, tl)
V nJ+,J−(λ; q, t, tl)U
n
Jc,r−|J|(λ; q, t, tl), (2.4)
where
pλ(q, t, tl) :=∏
1≤j≤n
∏
0≤l≤3(tˆlτˆj ; q)λj
τ
λj
j (τˆ
2
j ; q)2λj
∏
1≤j<k≤n
(tτˆj τˆk; q)λj+λk(tτˆj τˆ
−1
k ; q)λj−λk
(τˆj τˆk; q)λj+λk(τˆj τˆ
−1
k ; q)λj−λk
(which corresponds to the principal specialization value of Pλ(x1, . . . , xn; q, t, tl)),
V nJ+,J−(λ; q, t, tl) :=
∏
j∈J
∏
0≤l≤3(1− tˆlτˆ
ǫj
j q
ǫjλj )
t0(1 − τˆ
2ǫj
j q
2ǫjλj )(1− τˆ
2ǫj
j q
2ǫjλj+1)
×
∏
j,j′∈J
j<j′
(1 − tτˆ
ǫj
j τˆ
ǫj′
j′ q
ǫjλj+ǫj′λj′ )(1 − tτˆ
ǫj
j τˆ
ǫj′
j′ q
ǫjλj+ǫj′λj′+1)
t(1 − τˆ
ǫj
j τˆ
ǫj′
j′ q
ǫjλj+ǫj′λj′ )(1 − τˆ
ǫj
j τˆ
ǫj′
j′ q
ǫjλj+ǫj′λj′+1)
×
∏
j∈J,k∈Jc
(1 − tτˆ
ǫj
j τˆkq
ǫjλj+λk)(1 − tτˆ
ǫj
j τˆ
−1
k q
ǫjλj−λk)
t(1 − τˆ
ǫj
j τˆkq
ǫjλj+λk)(1 − τˆ
ǫj
j τˆ
−1
k q
ǫjλj−λk)
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with ǫj ≡ ǫj(J+, J−), and
UnK,p(λ; q, t, tl) := (−1)
p
∑
I+,I−⊂K
I+∩I−=∅
|I+|+|I−|=p
(∏
j∈I
∏
0≤l≤3(1 − tˆlτˆ
ǫj
j q
ǫjλj )
t0(1− τˆ
2ǫj
j q
2ǫjλj )(1 − τˆ
2ǫj
j q
2ǫjλj+1)
×
∏
j,j′∈I
j<j′
(1 − tτˆ
ǫj
j τˆ
ǫj′
j′ q
ǫjλj+ǫj′λj′ )(1 − t−1τˆ
ǫj
j τˆ
ǫj′
j′ q
ǫjλj+ǫj′λj′+1)
(1− τˆ
ǫj
j τˆ
ǫj′
j′ q
ǫjλj+ǫj′λj′ )(1− τˆ
ǫj
j τˆ
ǫj′
j′ q
ǫjλj+ǫj′λj′+1)
×
∏
j∈I,k∈K\I
(1− tτˆ
ǫj
j τˆkq
ǫjλj+λk)(1− tτˆ
ǫj
j τˆ
−1
k q
ǫjλj−λk)
t(1− τˆ
ǫj
j τˆkq
ǫjλj+λk)(1− τˆ
ǫj
j τˆ
−1
k q
ǫjλj−λk)
)
with ǫj ≡ ǫj(I+, I−), I = I+ ∪ I− and p = 0, . . . , |K|. In these formulas it
is assumed—by convention—that V nJ+,J−(λ; q, t, tl) = 1 if J is empty and that
UnK,p(λ; q, t, tl) = 1 if p = 0; furthermore, the index sets J = J(λ, µ), J
c = Jc(λ, µ)
and J± = J±(λ, µ), the signs ǫj = ǫj(J+, J−), and the principal specialization vec-
tors τj , τˆj (j = 1, . . . , n), are all defined in accordance with the conventions detailed
at the end of the introduction.
Remark 1. It was observed in [KNS, Sec. 5] that the polynomial Er(x1, . . . , xn; t, t0)
(2.3) amounts to a special instance of Okounkov’s hyperoctahedral interpolation
polynomial [O, R] corresponding to the partition that consists of a single column
of size r.
2.3. Branching polynomials [DE3]. For λ ∈ Λn+1 and µ ∈ Λn with µ  λ, the
branching polynomial Pλ/µ(x) = Pλ/µ(x; q, t, tl)—which arises as the expansion
coefficient for the Macdonald-Koornwinder polynomial in (n+1) variables in terms
of the n-variable polynomials (1.2)—is given explicitly by
Pλ/µ(x; q, t, tl) =
∑
0≤k≤d
Bkλ/µ(q, t, tl)〈x; t0〉q,k (2.5a)
where
〈x; t0〉q,k :=
∏
1≤j≤k
(eix + e−ix − qj−1t0 − q
−(j−1)t−10 )
(with 〈x; t0〉q,0 := 1),
d = d(λ, µ) := |{1 ≤ j ≤ m | λ′j = µ
′
j + 1}|,
and
Bkλ/µ(q, t, tl) = (−1)
k+|λ|−|µ|C
(n+1)m−λ′,m
nm−µ′,m−k (t, q, tl) (k = 0, . . . , d). (2.5b)
Here |λ| = λ1 + · · · + λn, m = ℓ(λ
′) (= λ1), and λ
′ (∈ Λm) denotes the conjugate
partition of λ, while mn − µ with µ ⊂ mn stands for the partition such that
(mn − µ)j = m− µn+1−j (j = 1, . . . , n).
Apart from exploiting the above Pieri formulas, the proof in [DE3] of this branch-
ing rule is based on Mimachi’s Cauchy identity for the Macdonald-Koornwinder
polynomials [Mi, Thm. 2.1] (cf. Eq. (A.1) below) as well as on a special ‘column-
row’ case [KNS, Lem. 5.1] of the Cauchy identity for Okounkov’s hyperoctahedral
interpolation polynomials [O, Thm. 6.2] with shifted variables in accordance with
[R, Thm. 3.16] (cf. Remark 4 at the end of Section 7 below).
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Remark 2. It is known that the highest-degree leading homogeneous terms of the
Macdonald-Koornwinder polynomial Pλ(x1, . . . , xn; q, t, tl) consist of the (monic)
Macdonald polynomial Pλ(x1, . . . , xn; q, t) [D1, §5.2]. This ties in with the re-
cent observation in [K2, Rem. 6.1] that—by filtering the terms of leading de-
gree on both sides of the above branching formula for the Macdonald-Koornwinder
polynomials—a celebrated branching rule for the Macdonald polynomials [M2, LW,
Su] is recovered:
Pλ(x1, . . . , xn, x; q, t) =
∑
µ∈Λn, µ⊂λ
λ/µ horizontal strip
Pµ(x1, . . . , xn; q, t)Pλ/µ(x; q, t)
(λ ∈ Λn+1), where
Pλ/µ(x; q, t) = e
ix(|λ|−|µ|)Bλ/µ(q, t)
and
Bλ/µ(q, t) =B
d
λ/µ(q, t, tl) = C
(n+1)m−λ′,m
nm−µ′,m−d (t, q, tl) with d = |λ| − |µ|
=
pnm−µ′(t, q, tl)
p(n+1)m−λ′(t, q, tl)
V mJ(nm−µ′,(n+1)m−λ′),∅(n
m − µ′; t, q, tl)
=
∏
1≤j<k≤m
(q1+k−j ; t)µ′
j
−µ′
k
(qk−j ; t)µ′
j
−µ′
k
(qk−j ; t)λ′
j
−λ′
k
(q1+k−j ; t)λ′
j
−λ′
k
×
∏
1≤j,k≤m
µ′j 6=λ
′
j
µ′k=λ
′
k
(
1− q1+k−jtµ
′
j−µ
′
k
1− qk−jtµ
′
j−µ
′
k
) ∏
1≤j<k≤m
µ′j=λ
′
j
µ′k 6=λ
′
k
q−1
=
∏
1≤j<k≤m
µ′j=λ
′
j
µ′k 6=λ
′
k
(
1− q1+k−jtλ
′
j−λ
′
k
1− qk−jtλ
′
j−λ
′
k
)(
1− q−1+k−jtµ
′
j−µ
′
k
1− qk−jtµ
′
j−µ
′
k
)
∗
=
∏
1≤j≤k≤ℓ(µ)
(qµj−µk t1+k−j , q1+µj−λk+1tk−j ; q)λj−µj
(q1+µj−µk tk−j , qµj−λk+1t1+k−j ; q)λj−µj
* cf. Eq. (6.13), Rem. 2., and Example 2.(b) of [M2, Ch. VI.6].
2.4. Whittaker limit (t → 0). For t → 0 the Macdonald-Koornwinder polyno-
mial degenerates into a deformed q-Whittaker function Pλ(x1, . . . , xn; q, 0, tl) that
diagonalizes Ruijsenaars’s q-difference Toda chain with one-sided integrable bound-
ary interactions of Askey-Wilson type [DE1]. The corresponding branching poly-
nomial for Pλ(x1, . . . , xn; q, 0, tl)—obtained from Eq. (2.5a) in the limit t → 0—is
given by
Pλ/µ(x; q, 0, tl) =
∑
0≤k≤d
Bkλ/µ(q, 0, tl)〈x; t0〉q,k (2.6a)
with coefficients
Bkλ/µ(q, 0, tl) = (−1)
k+|λ|−|µ|C
(n+1)m−λ′,m
nm−µ′,m−k (0, q, tl) (2.6b)
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governed by the Pieri coefficients for the Macdonald-Koornwinder polynomials at
q = 0:
Cµ,nλ,r (0, t, tl) :=
pλ(0, t, tl)
pµ(0, t, tl)
V nJ+,J−(λ; 0, t, tl)U
n
Jc,r−|J|(λ; 0, t, tl). (2.7)
These Pieri coefficients are given explicitly by [DE2]:
pλ(0, t, tl) :=∏
1≤j≤n
λj>0
(
τ
−λj
j
∏
1≤l≤3
(1− t0tlt
n−j)
) ∏
1≤j≤n
λj=1
(1 − t0t1t2t3t
n−j+m0(λ))−1
∏
1≤j<k≤n
λj>λk
1− t1+k−j
1− tk−j
,
V nJ+,J−(λ; 0, t, tl) :=∏
j∈J+
λj=0
(1− t0t1t2t3t
n−j+m0(λ)+m1(λ)−m
+
1 (λ))
∏
1≤l≤3(1− t0tlt
n−j)
(1− t0t1t2t3t2(n−j))(1− t0t1t2t3t2(n−j)+1)
×
∏
j∈J+
λj=1
(1− t0t1t2t3t
n−j+m0(λ))
∏
j∈J−
λj=1
(1− t0t1t2t3t
n−j−1)
∏
1≤l<m≤3(1− tltmt
n−j)
(1− t0t1t2t3t2(n−j))(1 − t0t1t2t3t2(n−j)−1)
×
∏
1≤j<k≤n
λj=λk,ǫj>ǫk
1− t1+k−j
1− tk−j
∏
1≤j≤n
τ
−ǫj
j ,
with ǫj ≡ ǫj(J+, J−), and
UnK,p(λ; 0, t, tl) := (−1)
p×
∑
I+,I−⊂K
I+∩I−=∅
|I+|+|I−|=p
(∏
j∈I+
λj=0
∏
1≤l≤3(1− t0tlt
n−j)
1− t0t1t2t3t2(n−j)
∏
j∈I+
λj=1
(1 − t0t1t2t3t
n−j)
×
∏
j∈I−
λj=1
∏
1≤l<m≤3(1− tltmt
n−j)
1− t0t1t2t3t2(n−j)
∏
j,k∈K
λj=λk,ǫj>ǫk
1− t1+k−j
1− tk−j
∏
j∈I−, k∈I+
λj=λk+1
1− t1+k−j
1− tk−j
×
∏
j,k∈K,j<k
ǫj+ǫk∈{−2,1,2}
λj=1,λk=δ1+ǫk
1− t0t1t2t3t
2n+1−j−k
1− t0t1t2t3t2n−j−k
∏
j∈I+∪I−,k∈K\I−
j<k,ǫk−ǫj∈{0,1}
λj=δ1+ǫj ,λk=0
1− t0t1t2t3t
2n−1−j−k
1− t0t1t2t3t2n−j−k
×
∏
j∈K
t
−ǫj
0
∏
j,k∈K, j<k
ǫj 6=ǫk=0
t−ǫj
∏
j,k∈K, j<k
λj=λk, ǫk−ǫj=1
t−1
)
,
with ǫj ≡ ǫj(I+, I−), where we have employed the additional notation ml(λ) :=
|{1 ≤ j ≤ n | λj = l}|, m
+
l (λ) := |{j ∈ J+ | λj = l}|, and δm := 1 if m = 0 and
δm := 0 otherwise.
Remark 3. It is evident from these Pieri coefficients that the branching polynomial
Pλ/µ(x; q, 0, tl) (2.6a) for the deformed q-Whittaker function Pλ(x1, . . . , xn; q, 0, tl)
simplifies considerably when one or more of the parameters t1, t2 or t3 vanish. From
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the perspective of Ruijsenaars’ q-difference Toda chain, such parameter reductions
correspond to degenerations of the interaction at the boundary [DE1, Sec. 7].
3. Wilson level
3.1. Symmetric Wilson polynomials [D2, D5, G]. The symmetric Wilson poly-
nomials are even polynomials
Pλ(x1, . . . , xn) = P
W
λ (x1, . . . , xn; g, gl) (λ ∈ Λn) (3.1)
of the form in Eqs. (1.1a), (1.1b), with
Mλ(x1, . . . , xn) = mλ(x
2
1, . . . , x
2
n)
and
∆(x1, . . . , xn) = ∆
W (x1, . . . , xn; g, gl) (3.2)
:=
∏
1≤j≤n
∣∣∣∣
∏
0≤l≤3 Γ(gl + ixj)
Γ(2ixj)
∣∣∣∣
2 ∏
1≤j<k≤n
∣∣∣∣Γ(g + i(xj + xk))Γ(g + i(xj − xk))Γ(i(xj + xk))Γ(i(xj − xk))
∣∣∣∣
2
supported on D = Rn. Here Γ(·) denotes the gamma function and it is assumed that
g,Re(gl) > 0, with possibly non-real parameters gl occurring in complex conjugate
pairs (l = 0, 1, 2, 3).
3.2. Pieri coefficients [D5]. Let
gˆ0 =
1
2
(g0 + g1 + g2 + g3 − 1) and gˆ0 + gˆl = g0 + gl (l = 1, 2, 3).
The Pieri coefficients Cµ,nλ,r (1.5) for the symmetric Wilson polynomials associated
with the multiplication of PWλ (x1, . . . , xn; g, gl) by
Er(x1, . . . , xn) = E
W
r (x1, . . . , xn; g, g0) (3.3)
:= (−1)r
∑
0≤m≤r
em(x
2
1, . . . , x
2
n)hr−m(ρ
2
r , . . . , ρ
2
n)
are given by
Cµ,nλ,r = C
W,µ,n
λ,r (g, gl) :=
pWλ (g, gl)
pWµ (g, gl)
VW,nJ+,J−(λ; g, gl)U
W,n
Jc,r−|J|(λ; g, gl), (3.4)
where
pWλ (g, gl) :=
(−1)|λ|
∏
1≤j≤n
∏
0≤l≤3(gˆl + ρˆj)λj
(2ρˆj)2λj
∏
1≤j<k≤n
(g + ρˆj + ρˆk)λj+λk(g + ρˆj − ρˆk)λj−λk
(ρˆj + ρˆk)λj+λk(ρˆj − ρˆk)λj−λk
,
VW,nJ+,J−(λ; g, gl) :=
∏
j∈J
∏
0≤l≤3(gˆl + ǫj(ρˆj + λj))
2ǫj(ρˆj + λj)(1 + 2ǫj(ρˆj + λj))
×
∏
j,j′∈J
j<j′
(g + ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))(1 + g + ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))
(ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))(1 + ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))
×
∏
j∈J,k∈Jc
(g + ǫj(ρˆj + λj) + ρˆk + λk)(g + ǫj(ρˆj + λj)− ρˆk − λk)
(ǫj(ρˆj + λj) + ρˆk + λk)(ǫj(ρˆj + λj)− ρˆk − λk)
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with ǫj ≡ ǫj(J+, J−), and
UW,nK,p (λ; g, gl) := (−1)
p
∑
I+,I−⊂K
I+∩I−=∅
|I+|+|I−|=p
(∏
j∈I
∏
0≤l≤3(gˆl + ǫj(ρˆj + λj))
2ǫj(ρˆj + λj)(1 + 2ǫj(ρˆj + λj))
×
∏
j,j′∈I
j<j′
(g + ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))(1 − g + ǫj(ρˆj + λj) + ǫj′ (ρˆj′ + λj′ ))
(ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))(1 + ǫj(ρˆj + λj) + ǫj′ (ρˆj′ + λj′ ))
×
∏
j∈I,k∈K\I
(g + ǫj(ρˆj + λj) + ρˆk + λk)(g + ǫj(ρˆj + λj)− ρˆk − λk)
(ǫj(ρˆj + λj) + ρˆk + λk)(ǫj(ρˆj + λj)− ρˆk − λk)
)
with ǫj ≡ ǫj(I+, I−), I = I+ ∪ I− and p = 0, . . . , |K|. Here ρj and ρˆj (j = 1, . . . , n)
are defined in accordance with the conventions at the end of the introduction.
3.3. Branching polynomials. Upon performing a rescaling of the trigonometric
variables xj → αxj and picking parameters of the form
q = e−α, t = e−αg, tl = e
−αgl (l = 0, 1, 2, 3), (3.5a)
the Macdonald-Koornwinder polynomials degenerate into the symmetric Wilson
polynomials in the rational limit α→ 0 [D5, Sec. 4.1]:
PWλ (x1, . . . , xn; g, gl) = lim
α→0
(−α−2)|λ|Pλ(αx1, . . . , αxn; q, t, tl). (3.5b)
The corresponding branching polynomials (−α2)|λ|−|µ|Pλ/µ(αx; q, t, tl) (2.5a),
(2.5b) are seen to degenerate in this limit into the following branching polynomials
for the symmetric Wilson polynomials:
PWλ/µ(x; g, gl) =
∑
0≤k≤d
BW,kλ/µ (g, gl)(g0 + ix, g0 − ix)k (3.6a)
with
BW,kλ/µ (g, gl) = (−1)
|λ|−|µ|+mg2(|λ|−|µ|−k)C
W,(n+1)m−λ′,m
nm−µ′,m−k (
1
g ,
gl
g ) (3.6b)
for k = 0, . . . , d = d(λ, µ). Here one uses that
lim
α→0
(−α−2)k〈αx, t0〉q,k = (g0 + ix)k(g0 − ix)k
and that
lim
α→0
(−α−2)|λ|−|µ|α−2rCµ,nλ,r (q, t, tl) = C
W,µ,n
λ,r (g, gl).
4. Continuous Hahn level
4.1. Symmetric continuous Hahn polynomials [D2, D5]. The symmetric con-
tinuous Hahn polynomials
Pλ(x1, . . . , xn) = P
cH
λ (x1, . . . , xn; g, g0, g1) (λ ∈ Λn) (4.1)
are of the form in Eqs. (1.1a), (1.1b), with
Mλ(x1, . . . , xn) = mλ(x1, . . . , xn)
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and
∆(x1, . . . , xn) = ∆
cH(x1, . . . , xn; g, g0, g1) (4.2)
:=
∏
1≤j≤n
|Γ(g0 + ixj)Γ(g1 + ixj)|
2
∏
1≤j<k≤n
∣∣∣∣Γ(g + i(xj − xk))Γ(i(xj − xk))
∣∣∣∣
2
supported on D = Rn. Here it is assumed that g and Re(g0), Re(g1) are all positive.
4.2. Pieri coefficients [D5]. Let
gˆ0 = −
1
2
+ Re(g0) + Re(g1), gˆ1 =
1
2
+ Re(g0)− Re(g1)
and
gˆ2 =
1
2
+ i(Im(g0)− Im(g1)).
The Pieri coefficients Cµ,nλ,r (1.5) for the symmetric continuous Hahn polynomials
associated with the multiplication of P cHλ (x1, . . . , xn; g, g0, g1) by
Er(x1, . . . , xn) = E
cH
r (x1, . . . , xn; g, g0) (4.3)
:= (−1)r
∑
0≤m≤r
em(ix1, . . . , ixn)hr−m(ρr, . . . , ρn)
are given by
Cµ,nλ,r = C
cH,µ,n
λ,r (g, g0, g1) :=
pcHλ (g, g0, g1)
pcHµ (g, g0, g1)
V cH,nJ+,J−(λ; g, g0, g1)U
cH,n
Jc,r−|J|(λ; g, g0, g1),
(4.4)
where
pcHλ (g, g0, g1) :=
i|λ|
∏
1≤j≤n
∏
0≤l≤2(gˆl + ρˆj)λj
(2ρˆj)2λj
∏
1≤j<k≤n
(g + ρˆj + ρˆk)λj+λk(g + ρˆj − ρˆk)λj−λk
(ρˆj + ρˆk)λj+λk(ρˆj − ρˆk)λj−λk
,
V cH,nJ+,J−(λ; g, g0, g1) :=
∏
j∈J
∏
0≤l≤2(gˆl + ǫj(ρˆj + λj))
2ǫj(ρˆj + λj)(1 + 2ǫj(ρˆj + λj))
×
∏
j,j′∈J
j<j′
(g + ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))(1 + g + ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))
(ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))(1 + ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))
×
∏
j∈J,k∈Jc
(g + ǫj(ρˆj + λj) + ρˆk + λk)(g + ǫj(ρˆj + λj)− ρˆk − λk)
(ǫj(ρˆj + λj) + ρˆk + λk)(ǫj(ρˆj + λj)− ρˆk − λk)
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with ǫj ≡ ǫj(I+, I−), and
U cH,nK,p (λ; g, g0, g1) := (−1)
p
∑
I+,I−⊂K
I+∩I−=∅
|I+|+|I−|=p
(∏
j∈I
∏
0≤l≤2(gˆl + ǫj(ρˆj + λj))
2ǫj(ρˆj + λj)(1 + 2ǫj(ρˆj + λj))
×
∏
j,j′∈I
j<j′
(g + ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))(1 − g + ǫj(ρˆj + λj) + ǫj′ (ρˆj′ + λj′ ))
(ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))(1 + ǫj(ρˆj + λj) + ǫj′ (ρˆj′ + λj′ ))
×
∏
j∈I,k∈K\I
(g + ǫj(ρˆj + λj) + ρˆk + λk)(g + ǫj(ρˆj + λj)− ρˆk − λk)
(ǫj(ρˆj + λj) + ρˆk + λk)(ǫj(ρˆj + λj)− ρˆk − λk)
)
with ǫj ≡ ǫj(I+, I−), I = I+ ∪ I− and p = 0, . . . , |K|.
4.3. Branching polynomials. Upon picking parameters of the form
q = e−α, t = e−αg, tl = t¯l+2 = −ie
−αgl (l = 0, 1), (4.5a)
the Macdonald-Koornwinder polynomials degenerate into the symmetric continuous
Hahn polynomials in the shifted rational limit [D5, Sec. 4.2]:
P cHλ (x1, . . . , xn; g, g0, g1) = lim
α→0
(2α)−|λ|Pλ(αx1 −
π
2
, . . . , αxn −
π
2
; q, t, tl). (4.5b)
The corresponding branching polynomials (2α)−|λ|+|µ|Pλ/µ(αx−
π
2 ; q, t, tl) (2.5a),
(2.5b) are seen to degenerate in this limit into the following branching polynomials
for the symmetric continuous Hahn polynomials:
P cHλ/µ(x; g, g0, g1) =
∑
0≤k≤d
BcH,kλ/µ (g, g0, g1)(g0 + ix)k (4.6a)
with
BcH,kλ/µ (g, g0, g1) = i
m(−1)|λ|−|µ|g|λ|−|µ|−kC
cH,(n+1)m−λ′,m
nm−µ′,m−k (
1
g ,
g0
g ,
g1
g )
(4.6b)
for k = 0, . . . , d = d(λ, µ). Here one uses that
lim
α→0
(−2iα)−k〈αx−
π
2
, t0〉q,k = (g0 + ix)k
and that
lim
α→0
(2α)−|λ|+|µ|(2αi)−rCµ,nλ,r (q, t, tl) = C
cH,µ,n
λ,r (g, g0, g1).
5. Jacobi level
5.1. Symmetric Jacobi polynomials [V, HO, H, M1, D, L1, BO, BF, DLM,
DES, HL, K2]. The symmetric Jacobi polynomials are trigonometric polynomials
Pλ(x1, . . . , xn) = P
J
λ (x1, . . . , xn; g, g0, g1) (λ ∈ Λn) (5.1)
of the form in Eqs. (1.1a), (1.1b), with
Mλ(x1, . . . , xn) = mλ(e
ix1 + e−ix1 , . . . , eixn + e−ixn)
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and
∆(x1, . . . , xn) = ∆
J(x1, . . . , xn; g, g0, g1) (5.2)
:=
∏
1≤j≤n
∣∣∣sin(xj
2
)∣∣∣2g0−1 ∣∣∣cos(xj
2
)∣∣∣2g1−1 ∏
1≤j<k≤n
∣∣∣∣sin(xj + xk2
)
sin
(xj − xk
2
)∣∣∣∣
2g
supported on D = [−π, π]n. Here it is assumed that the parameters g, g0 and g1
are all positive.
5.2. Pieri coefficients [D5]. Let
gˆ0 =
1
2
(g0 + g1 − 1) and gˆ1 =
1
2
(g0 − g1 + 1).
The Pieri coefficients Cµ,nλ,r (1.5) for the symmetric Jacobi polynomials associated
with the multiplication of P Jλ (x1, . . . , xn; g, g0, g1) by
Er(x1, . . . , xn) = E
J
r (x1, . . . , xn) := (−1)
rer
(
sin2
(x1
2
)
, . . . , sin2
(xn
2
))
(5.3)
are given by
Cµ,nλ,r = C
J,µ,n
λ,r (g, g0, g1) :=
pJλ(g, g0, g1)
pJµ(g, g0, g1)
V J,nJ+,J−(λ; g, g0, g1)U
J,n
Jc,r−|J|(λ; g, g0, g1),
(5.4)
where
pJλ(g, g0, g1) :=
4|λ|
∏
1≤j≤n
(gˆ0 + ρˆj , gˆ1 + ρˆj)λj
(2ρˆj)2λj
∏
1≤j<k≤n
(g + ρˆj + ρˆk)λj+λk(g + ρˆj − ρˆk)λj−λk
(ρˆj + ρˆk)λj+λk(ρˆj − ρˆk)λj−λk
,
V J,nJ+,J−(λ; g, g0, g1) :=
∏
j∈J
(gˆ0 + ǫj(ρˆj + λj), gˆ1 + ǫj(ρˆj + λj))
2ǫj(ρˆj + λj)(1 + 2ǫj(ρˆj + λj))
×
∏
j,j′∈J
j<j′
(g + ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))(1 + g + ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))
(ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))(1 + ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))
×
∏
j∈J,k∈Jc
(g + ǫj(ρˆj + λj) + ρˆk + λk)(g + ǫj(ρˆj + λj)− ρˆk − λk)
(ǫj(ρˆj + λj) + ρˆk + λk)(ǫj(ρˆj + λj)− ρˆk − λk)
with ǫj ≡ ǫj(J+, J−),
UJ,nK,p(λ; g, g0, g1) := (−1)
p
∑
I+,I−⊂K
I+∩I−=∅
|I+|+|I−|=p
(∏
j∈I
(gˆ0 + ǫj(ρˆj + λj), gˆ1 + ǫj(ρˆj + λj))
2ǫj(ρˆj + λj)(1 + 2ǫj(ρˆj + λj))
×
∏
j,j′∈I
j<j′
(g + ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))(1 − g + ǫj(ρˆj + λj) + ǫj′ (ρˆj′ + λj′ ))
(ǫj(ρˆj + λj) + ǫj′(ρˆj′ + λj′ ))(1 + ǫj(ρˆj + λj) + ǫj′ (ρˆj′ + λj′ ))
×
∏
j∈I,k∈K\I
(g + ǫj(ρˆj + λj) + ρˆk + λk)(g + ǫj(ρˆj + λj)− ρˆk − λk)
(ǫj(ρˆj + λj) + ρˆk + λk)(ǫj(ρˆj + λj)− ρˆk − λk)
)
with ǫj ≡ ǫj(I+, I−), I = I+ ∪ I− and p = 0, . . . , |K|.
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5.3. Branching polynomials. Upon picking parameters of the form
t = qg, tl = (−1)
lqhl (l = 0, 1, 2, 3) (5.5a)
such that h0+h2 = g0 and h1+h3 = g1, the Macdonald-Koornwinder polynomials
degenerate into the symmetric Jacobi polynomials for q → 1 [M3, §11], [D1, Sec.
4.1], [D5, Sec. 4.3]:
P Jλ (x1, . . . , xn; g, g0, g1) = lim
q→1
Pλ(x1, . . . , xn; q, t, tl). (5.5b)
The corresponding branching polynomials Pλ/µ(x; q, t, tl) (2.5a), (2.5b) are seen
to degenerate in this limit into the following branching polynomials for the sym-
metric Jacobi polynomials:
P Jλ/µ(x; g, g0, g1) =
∑
0≤k≤d
BJ,kλ/µ(g, g0, g1) sin
2k
(x
2
)
(5.6a)
with
BJ,kλ/µ(g, g0, g1) = 4
m(−1)|λ|−|µ|C
J,(n+1)m−λ′,m
nm−µ′,m−k (
1
g ,
g0
g ,
g1
g ) (5.6b)
for k = 0, . . . , d = d(λ, µ). Here one uses that
lim
q→1
(−4)−k〈x, t0〉q,k = sin
2k
(x
2
)
and that
lim
q→1
4−rCµ,nλ,r (q, t, tl) = C
J,µ,n
λ,r (g, g0, g1).
6. Laguerre level
6.1. Symmetric Laguerre polynomials [M1, L2, BF, D4, X, ADO, DES, HL].
The symmetric Laguerre polynomials are even polynomials
Pλ(x1, . . . , xn) = P
L
λ (x1, . . . , xn; g, h, ω) (λ ∈ Λn) (6.1)
of the form in Eqs. (1.1a), (1.1b), with
Mλ(x1, . . . , xn) = mλ(x
2
1, . . . , x
2
n)
and
∆(x1, . . . , xn) = ∆
L(x1, . . . , xn; g, h, ω) (6.2)
:=
∏
1≤j≤n
e−ωx
2
j |xj |
2h−1
∏
1≤j<k≤n
∣∣x2j − x2k∣∣2g
supported on D = Rn. Here it is assumed that the parameters g, h and the scaling
parameter ω are all positive.
6.2. Pieri coefficients [D4]. The Pieri coefficients Cµ,nλ,r (1.5) for the symmetric
Laguerre polynomials associated with the multiplication of PLλ (x1, . . . , xn; g, h, ω)
by
Er(x1, . . . , xn) = E
L
r (x1, . . . , xn) := er(x
2
1, . . . , x
2
n) (6.3)
are given by
Cµ,nλ,r = C
L,µ,n
λ,r (g, h, ω) := (−ω)
−r p
L
λ (g, h, ω)
pLµ (g, h, ω)
V L,nJ+,J−(λ; g, h)U
L,n
Jc,r−|J|(λ; g, h),
(6.4)
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where
pLλ(g, h, ω) := (−ω)
−|λ|
∏
1≤j≤n
((n− j)g + h)λj
∏
1≤j<k≤n
(1 + (k − j)g)λj−λk
((k − j)g)λj−λk
,
V L,nJ+,J−(λ; g, h) :=
∏
j∈J+
((n− j)g + h+ λj)
∏
j∈J−
((n− j)g + λj)
×
∏
j∈J+
j′∈J−
(
1 +
g
(j′ − j)g + λj − λj′
)(
1 +
g
(j′ − j)g + λj − λj′ + 1
)
×
∏
j∈J+
k 6∈J+∪J−
(
1 +
g
(k − j)g + λj − λk
)
) ∏
j∈J−
k 6∈J+∪J−
(
1−
g
(k − j)g + λj − λk
)
,
and
UL,nK,p (λ; g, h) := (−1)
p
∑
I+,I−⊂K
I+∩I−=∅
|I+|+|I−|=p
∏
j∈I+
((n− j)g + h+ λj)
∏
j∈I−
((n− j)g + λj)
×
∏
j∈I+,j′∈I−
(
1 +
g
(j′ − j)g + λj − λj′
)(
1−
g
(j′ − j)g + λj − λj′ + 1
)
×
∏
j∈I+
k∈K\(I+∪I−)
(
1 +
g
(k − j)g + λj − λk
)
) ∏
j∈I−
k∈K\(I+∪I−)
(
1−
g
(k − j)g + λj − λk
)
for p = 0, . . . , |K|.
6.3. Branching polynomials. Upon picking parameters such that
g0 + g1 = h and gl+2 =
1
ωlβ2
(l = 0, 1), (6.5a)
with ω0+ω1 = ω, the symmetric Wilson polynomials degenerate into the symmetric
Laguerre polynomials via the following limit [D4, Sec. 4.1]:
PLλ (x1, . . . , xn; g, h, ω) = lim
β→0
β2|λ|PWλ (
x1
β , . . . ,
xn
β ; g, gl). (6.5b)
The corresponding branching polynomials β2(|λ|−|µ|)PWλ/µ(
x
β ; g, gl) (3.6a), (3.6b)
are seen to converge correspondingly to the following branching polynomials for the
symmetric Laguerre polynomials:
PLλ/µ(x; g, h, ω) =
∑
0≤k≤d
BL,kλ/µ(g, h, ω)x
2k (6.6a)
with
BL,kλ/µ(g, h, ω) = (−1)
k+|λ|−|µ|C
L,(n+1)m−λ′,m
nm−µ′,m−k (
1
g ,
h
g ,
ω
g ) (6.6b)
for k = 0, . . . , d = d(λ, µ). Here one uses that
lim
β→0
β2k(g0 + ixβ
−1)k(g0 − ixβ
−1)k = x
2k
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and that
lim
β→0
(−1)rβ2(|λ|−|µ|+r)CW,µ,nλ,r (g, gl) = C
L,µ,n
λ,r (g, h, ω).
7. Hermite level
7.1. Symmetric Hermite polynomials [M1, L3, BF, D4, X, DES, HL]. The
symmetric Hermite polynomials
Pλ(x1, . . . , xn) = P
H
λ (x1, . . . , xn; g, ω) (λ ∈ Λn) (7.1)
are of the form in Eqs. (1.1a), (1.1b), with
Mλ(x1, . . . , xn) = mλ(x1, . . . , xn)
and
∆(x1, . . . , xn) = ∆
H(x1, . . . , xn; g, ω) (7.2)
:=
∏
1≤j≤n
e−ωx
2
j
∏
1≤j<k≤n
|xj − xk|
2g
supported on D = Rn. Here it is assumed that the parameter g and the scaling
parameter ω are both positive.
7.2. Pieri coefficients [D4]. Let us denote by CH,µ,nλ,r (g, ω) the Pieri coefficients
Cµ,nλ,r (1.5) associated with the multiplication of the symmetric Hermite polynomial
PHλ (x1, . . . , xn; g, ω) by the elementary symmetric polynomial
Er(x1, . . . , xn) = E
H
r (x1, . . . , xn) := er(x1, . . . , xn). (7.3)
It is known that CH,µ,nλ,r (g, ω) = 0 unless µ ∼r λ, but unlike in the preceding cases
above, a general explicit expression for this Pieri coefficient is not available except
when the cardinality of J = J(λ, µ) is equal to r:
CH,µ,nλ,r (g, ω) =
pHλ (g)
pHµ (g)
V H,nJ+,J−(λ; g, ω) (when |J+|+ |J−| = r), (7.4)
where
pHλ (g) :=
∏
1≤j<k≤n
(1 + (k − j)g)λj−λk
((k − j)g)λj−λk
and
V H,nJ+,J−(λ; g, ω) :=
∏
j∈J−
(n− j)g + λj
2ω
×
∏
j∈J+,j′∈J−
(
1 +
g
(j′ − j)g + λj − λj′
)(
1 +
g
(j′ − j)g + λj − λj′ + 1
)
×
∏
j∈J+
k 6∈J+∪J−
(
1 +
g
(k − j)g + λj − λk
) ∏
j∈J−
k 6∈J+∪J−
(
1−
g
(k − j)g + λj − λk
)
.
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7.3. Branching polynomials. Upon picking parameters such that
gl =
1
ωlβ2
(l = 0, 1) (7.5a)
with ω0+ω1 = ω, the symmetric continuous Hahn polynomials degenerate into the
symmetric Hermite polynomials via the following limit [D4, Sec. 4.1]:
PHλ (x1, . . . , xn; g, ω) = lim
β→0
β|λ|P cHλ (
x1
β , . . . ,
xn
β ; g, g0, g1). (7.5b)
Since it turns out to be very cumbersome to perform the limit (7.5a), (7.5b) at
the level of the Pieri coefficients, we have done so instead at the level of the Cauchy
identity (see Appendix A). This allows to deduce the branching formula for the
symmetric Hermite polynomials directly following the approach in [DE3, Sec. 4]
for the Macdonald-Koornwinder polynomials.
Specifically, by expanding the first two factors of the trivial identity∏
1≤j≤m
1≤k≤n+1
(xj − zk) =
∏
1≤j≤m
1≤k≤n
(xj − zk)
∏
1≤j≤m
(xj − zn+1)
with the aid of the Cauchy identity for the symmetric Hermite polynomials in Eq.
(A.6), and employing the elementary expansion∏
1≤j≤m
(xj − z) =
∑
0≤r≤m
(−1)m−rer(x1, . . . , xm)z
m−r, z = zn+1, (7.6)
for the last factor, one arrives at the equality∑
λ⊂(n+1)m
(−1)m(n+1)−|λ|PHλ (x1, . . . , xm; g, ω)P
H
mn+1−λ′(z1, . . . , zn+1;
1
g ,
ω
g )
=
∑
µ⊂nm
0≤r≤m
(−1)m(n+1)−|µ|−r
(
PHmn−µ′(z1, . . . , zn;
1
g ,
ω
g )z
m−r
n+1
× er(x1, . . . , xm)P
H
µ (x1, . . . , xm; g, ω)
)
.
After invoking the Pieri formula for the symmetric Hermite polynomials and re-
ordering of the summations, the RHS is rewritten as
=
∑
λ⊂(n+1)m
(−1)m(n+1)−|λ|
(
PHλ (x1, . . . , xm; g, ω)
×
∑
µ⊂nm, 0≤r≤m
µ∼rλ
(−1)r+|λ|−|µ|CH,λ,mµ,r (g, ω)P
H
mn−µ′(z1, . . . , zn;
1
g ,
ω
g )z
m−r
n+1
)
.
Hence, it is seen by comparing with the LHS that for any λ ⊂ (n+ 1)m:
PHmn+1−λ′(z1, . . . , zn+1;
1
g ,
ω
g ) =∑
µ⊂nm, 0≤r≤m
µ∼rλ
(−1)r+|λ|−|µ|CH,λ,mµ,r (g, ω)P
H
mn−µ′(z1, . . . , zn;
1
g ,
ω
g )z
m−r
n+1 ,
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i.e. for any λ ∈ mn+1 (cf. [DE3, Lem. 5]):
PHλ (z1, . . . , zn+1; g, ω) =∑
µ⊂mn, µλ
m−d(λ,µ)≤r≤m
(−1)m−r+|λ|−|µ|C
H,(n+1)m−λ′,m
nm−µ′,r (
1
g ,
ω
g )P
H
µ (z1, . . . , zn; g, ω)z
m−r
n+1 .
The upshot is that the branching rule for the symmetric Hermite polynomials is
of the form in Eq. (1.2) with the one-variable branching polynomial given by
PHλ/µ(x; g, ω) =
∑
0≤k≤d
BH,kλ/µ(g, ω)x
k (7.7a)
where
BH,kλ/µ(g, ω) = (−1)
k+|µ|−|λ|C
H,(n+1)m−λ′,m
nm−µ′,m−k (
1
g ,
ω
g ) (7.7b)
for k = 0, . . . , d = d(λ, µ).
Remark 4. Given the pertinent Pieri coefficients, one may alternatively derive the
branching rules in this paper directly from the corresponding Cauchy identities by
adapting the above proof for the Hermite case. At the Askey-Wilson level, this boils
down to replacing in the proof at issue: (i) the degenerate Cauchy identity (A.6)
by Mimachi’s Cauchy identity (A.1) and (ii) the elementary expansion (7.6) by the
special ‘column-row’ case of Okounkov’s Cauchy identity in [KNS, Lem. 5.1]:∏
1≤j≤m
(eixj + e−ixj − eiz − e−iz) = (7.8)
∑
0≤r≤m
(−1)m−rEr(x1, . . . , xm; t, t0) 〈z; t0〉t,m−r.
Indeed, this way one precisely reproduces the proof of the branching rule for the
Macdonald-Koornwinder polynomials in [DE3, Sec. 4]. The branching rules for
the remaining hypergeometric families follow in turn with the aid of the degener-
ate Cauchy identities in Appendix A and the corresponding degenerations of the
‘column-row’ Cauchy identity (7.8). At the Wilson level and the continuous Hahn
level the degenerations of the latter ‘column-row’ Cauchy identity become of the
form ∏
1≤j≤m
(x2j − z
2) = (7.9)
(−1)m
∑
0≤r≤m
EWr (x1, . . . , xm; g, g0) g
2(m−r) ( g0+izg ,
g0−iz
g )m−r
and ∏
1≤j≤m
(xj − z) = i
m
∑
0≤r≤m
EcHr (x1, . . . , xm; g, g0) g
m−r ( g0+izg )m−r, (7.10)
whereas at the Jacobi level and the Laguerre level the degenerate Cauchy identity
is of the elementary form in (7.6), up to a trigonometric change of variables xj →
sin2
(xj
2
)
, z → sin2
(
z
2
)
and a quadratic change of variables xj → x
2
j , z → z
2,
respectively.
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Remark 5. It is known that the highest-degree leading terms of PHλ (x1, . . . , xn; g, ω)
consist of the (monic) Jack polynomial Pλ(x1, . . . , xn; g) [M1, L3, BF, D4]. By
filtering the highest-degree terms on both sides of the branching formula (1.2) for
the symmetric Hermite polynomial PHλ (x1, . . . , xn; g, ω), one recovers in turn a
celebrated branching rule for the Jack polynomials [St, M2, OO1]:
Pλ(x1, . . . , xn, x; g) =
∑
µ∈Λn, µ⊂λ
λ/µ horizontal strip
Pµ(x1, . . . , xn; g)Pλ/µ(x; g)
(λ ∈ Λn+1), where
Pλ/µ(x; g) = x
|λ|−|µ|Bλ/µ(g)
and
Bλ/µ(g) =B
H,d
λ/µ(g, ω) = C
H,(n+1)m−λ′,m
nm−µ′,m−d (
1
g ,
ω
g ) with d = |λ| − |µ|
=
pHnm−µ′(
1
g )
pH(n+1)m−λ′(
1
g )
V H,mJ(nm−µ′,(n+1)m−λ′),∅(n
m − µ′; 1g ,
ω
g )
=
∏
1≤j<k≤m
(1 + (k − j)g−1)µ′
j
−µ′
k
((k − j)g−1)µ′
j
−µ′
k
((k − j)g−1)λ′
j
−λ′
k
(1 + (k − j)g−1)λ′
j
−λ′
k
×
∏
1≤j,k≤m
µ′j 6=λ
′
j
µ′k=λ
′
k
(
1 +
g−1
(k − j)g−1 + µ′j − µ
′
k
)
=
∏
1≤j<k≤m
µ′j=λ
′
j
µ′k 6=λ
′
k
(
1 +
1
k − j + g(λ′j − λ
′
k)
)(
1−
1
k − j + g(µ′j − µ
′
k)
)
=
∏
1≤j≤k≤ℓ(µ)
(µj − µk + g(1 + k − j), 1 + µj − λk+1 + g(k − j))λj−µj
(1 + µj − µk + g(k − j), µj − λk+1 + g(1 + k − j))λj−µj
.
This branching formula for the Jack polynomials amounts to the t = qg, q → 1
degeneration of the branching rule for the Macdonald polynomials, cf. Remark 2
of Section 2 above.
Appendix A. Hypergeometric Cauchy identities
This appendix collects the degenerations of Mimachi’s (dual) Cauchy identity
for all families of symmetric hypergeometric polynomials considered above. At
the lowest level of the symmetric Hermite polynomials, we relied on the pertinent
Cauchy identity for a direct verifcation of our branching rule in the absence of
explicit limiting expressions for the corresponding Pieri coefficients.
A.1. Askey-Wilson level [Mi, Thm. 2.1].∏
1≤j≤m
1≤k≤n
(eixj + e−ixj − eizk − e−izk) = (A.1)
∑
λ⊂nm
(−1)mn−|λ|Pλ(x1, . . . , xm; q, t, tl)Pmn−λ′(z1, . . . , zn; t, q, tl)
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When t = q, t0 = −t1 = q
1/2 and t2 = −t3 = q, Mimachi’s Cauchy identity
(A.1) recovers a well-known Cauchy identity for the symplectic Schur functions
[Mo, K, T, HK].
A.2. Wilson level.∏
1≤j≤m
1≤k≤n
(x2j − z
2
k) = (A.2)
∑
λ⊂nm
(−g2)mn−|λ|PWλ (x1, . . . , xm; g, gl)P
W
mn−λ′(
z1
g , . . . ,
zn
g ;
1
g ,
gl
g )
Eq. (A.2) is obtained from Eq. (A.1) via the limit transition (3.5a), (3.5b).
A.3. Continuous Hahn level.∏
1≤j≤m
1≤k≤n
(xj − zk) = (A.3)
∑
λ⊂nm
(−g)mn−|λ|P cHλ (x1, . . . , xm; g, g0, g1)P
cH
mn−λ′(
z1
g , . . . ,
zn
g ;
1
g ,
g0
g ,
g1
g )
Eq. (A.3) is obtained from Eq. (A.1) via the limit transition (4.5a), (4.5b).
A.4. Jacobi level [Se, Sec. 6], [Mi, Thm. 4.1].∏
1≤j≤m
1≤k≤n
(eixj + e−ixj − eizk − e−izk) = (A.4)
∑
λ⊂nm
(−1)mn−|λ|P Jλ (x1, . . . , xm; g, g0, g1)P
J
mn−λ′(z1, . . . , zn;
1
g ,
g0
g ,
g1
g )
Eq. (A.4) is obtained from Eq. (A.1) via the limit transition (5.5a), (5.5b) [Mi].
A.5. Laguerre level.∏
1≤j≤m
1≤k≤n
(x2j − z
2
k) = (A.5)
∑
λ⊂nm
(−1)mn−|λ|PLλ (x1, . . . , xm; g, h, ω)P
L
mn−λ′(z1, . . . , zn;
1
g ,
h
g ,
ω
g )
Eq. (A.5) is obtained from Eq. (A.2) via the limit transition (6.5a), (6.5b).
A.6. Hermite level.∏
1≤j≤m
1≤k≤n
(xj − zk) = (A.6)
∑
λ⊂nm
(−1)mn−|λ|PHλ (x1, . . . , xm; g, ω)P
H
mn−λ′(z1, . . . , zn;
1
g ,
ω
g )
Eq. (A.6) is obtained from Eq. (A.3) via the limit transition (7.5a), (7.5b).
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