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A key criterion in the design, procurement and use of computer systems is performance.
Performance typically means the throughput and response time of a system. The effects of
poorly performing systems range from dissatisfied users to high penalties for companies due
to missed processing deadlines. As a result of continuously increasing hardware performance,
companies often solve performance problems by replacing existing hardware with faster ma-
chines. One consequence can be that they achieve a performance increase, since, for example,
the processors themselves are faster, but the overall performance increase is less than expected.
The reason for this is that the combination of hardware and software does not match. For sys-
tem designers it would be helpful to have a systematic method which supports them in the
design of new systems and in the extension of existing systems.
The need for a systematic configuration method is motivated by a typical example appli-
cation from the B2B world. In the financial industry, banks have to deal with several payment
messages standards like EDIFACT [Uni97] or S.W.I.F.T. [SWI97]. Such messages have to
be converted into the banks’ internal representation for further processing. Such converters
have to handle message size ranging from some 100 bytes to about 60 MB and have to fulfil
certain performance requirements such as throughput or meeting deadlines. To achieve the
performance goals, identification of the hardware and software configuration is an important
step in the implementation of a distributed message converter system.
The problem of sizing a system is a topic of the research field of Capacity Planning.
Menasce´ et al. [MA02] have developed a general methodology for system capactity planning.
Typically this requires that several configurations are tried, analysed and adapted to find a
suitable solution. The experience of the system designer plays an important role here in the
identification of suitable solutions. But to date hardly any systematic approaches are known
for the configuration of systems.
This thesis presents a systematic approach for the cost performance analysis of distributed
job processing systems based on given requirements on throughput and system response time.
Our method allows us to search for suitable configurations while minimizing the use of expen-
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sive methods for performance evaluation to the largest degree. The method is organized into a
hardware and a software configuration step. For each of these configuration steps algorithms
were developed. These are based on queuing network models to predict system performance.
For the hardware configuration step we first approximate single host performance by a
coarse model that requires few, inexpensive to obtain, key parameters. This approximate
model can be solved analytically. Based on it we perform the hardware selection and de-
termine the workload distribution for the selected host configuration, such that the required
performance can be achieved according to the model.
Based on the workload distribution and hardware configuration determined in hardware
configuration a layered queueing network model (LQN) [WNPM95a, FMN+96] of the com-
plete system is built. It is used to determine a software configuration that actually achieves the
performance that has been predicted given the hardware configuration. Since evaluations of
the complete model are rather expensive, we use a greedy heuristic, which tries to minimize
the number of model evaluations required for finding the optimal software configuration.
Our proposed systematic system design method for distributed job processing systems al-
lows us to dramatically reduce the time needed to find configurations satisfying certain perfor-
mance requirements. For example, it was possible to reduce the time needed for configuration
of a specific problem from 30 hours to within minutes, as compared to exhaustive search.
We have used our method to configure a large distributed system in order to demonstrate the
scalability of the method. For a smaller system configuration we compared the predicted
results with real system measurements. The verification on the real system shows that the
method could be applied successfully to configure a distributed system to reach maximum
performance.
As we are using queueing networks for system performance modeling, our system con-
figuration method is based on average system performance values. Hence runtime deviations
are not covered during the system design phase and have to be handled during runtime by a
scheduler to distribute incoming jobs in an optimal way among the hosts. In our case of the
EDI message converter it turned out that the standard online scheduling method doesn’t fulfil
all functional and performance requirements. Hence we adapted the Bin Stretching scheduling
approach developed by Azar et al. [AR98] to the needs of the distributed message converter
system. Our modified Bin Stretching approach fulfils the functional requirements of deadline
processing and priority processing as well as the system performance requirements of low
system response times and high system throughput.
The algorithm behavior has been analyzed by simulation in different scenarios correspond-
ing to different message distributions. The simulation results shows that the modified Bin-
Stretching strategy generally gives better results than the well known list scheduling in the
FCFS variety. We were also able to verify on our real message converter system the general
good behavior of our algorithm. Also on a real system the modified Bin-Stretching algorithm
produces the best overall performance of all tested scheduling strategies. Furthermore the
sensitivity test on real machines verified our assumption that the combination of our system
design method and the accordingly adapted scheduler produces the best system performance.
Zusammenfassung
Schlu¨sselwo¨rter: Kapazita¨tsplanung, Automatische Hardwareauswahl, Automatische Soft-
warekonfiguration, Queueing Networks, Prozessablaufplanung, Bin Stretching
Ein Maßstab fu¨r Entwicklung, Beschaffung und Nutzung von Computer Systemen ist die
Systemleistung. Die Leistung eines Computersystems wird typischerweise durch den Da-
tendurchsatz und die Antwortzeit des Systems beschrieben. Die Folgen eines Systems mit
schlechter Performance reichen in der Praxis von unzufriedenen Benutzern bis zu hohen Geld-
strafen auf Grund von nicht erreichten Verarbeitungszielen. Wegen der sta¨ndig zunehmenden
Leistungsfa¨higkeit und sinkenden Preise fu¨r Computersysteme werden Leistungsprobleme
ha¨ufig durch den Kauf von schnelleren Rechnern gelo¨st. Im Ergebnis wird eine Leistungs-
steigerung erzielt, da z.B. die Prozessoren schneller sind, allerdings fa¨llt diese ha¨ufig geringer
aus als erwartet. Die Ursache dafu¨r liegt in einer unpassenden Kombination von Hardwareaus-
wahl und Softwarekonfiguration. Deshalb ist es fu¨r Entwickler und Systemdesigner hilfreich,
wenn sie eine systematische Methode ha¨tten, die sie in der Auswahl der Hardware und Konfi-
guration der Software unterstu¨tzt.
Wir motivieren den Bedarf nach einer systematischen Konfigurationsmethode mit einer ty-
pischen B2B Anwendung aus der Finanzindustrie. Banken mu¨ssen bei elektronischen Zahlun-
gen verschiedene Nachrichtenformate wie z.B. EDIFACT [Uni97] oder S.W.I.F.T. [SWI97]
unterstu¨tzen. Fu¨r die weitere Verarbeitung ist es notwendig, die Nachrichten in das interne
Verarbeitungsformat der Bank zu konvertieren. Die notwendigen Konverter mu¨ssen mit Nach-
richtengro¨ßen zwischen 100 Bytes und 60 MBytes umgehen ko¨nnen und gleichzeitig gewisse
Leistungsanforderungen, wie z.B. Durchsatz oder das Einhalten von Verarbeitungsterminen
erfu¨llen. Die Auswahl der Hardware und Konfiguration der Software ist deshalb ein wichtiger
Schritt zum Erreichen der Verarbeitungsziele.
Das Problem der Bestimmung von Verarbeitungskapazita¨ten von Systemen ist ein The-
ma im Forschungsgebiet “Capacity Planning”. Eine generische Methodik zur Planung von
Verarbeitungskapazita¨ten von Systemen wurde von Menasce´ et al. [MA02] beschrieben. Sei-
ne Methode bedarf allerdings des Ausprobierens, Analysierens und Anpassens von mehreren
Systemkonfigurationen, da bis zum heutigen Zeitpunkt kaum systematische Ansa¨tze fu¨r die
Konfiguration von Systemen bekannt sind.
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Diese Arbeit stellt deshalb einen neuen systematischen Ansatz fu¨r die Leistungsanalyse
von verteilten Systemen vor, der auf vorgegebenen Anforderungen wie Durchsatz und Ant-
wortzeiten basiert. Unsere Methode erlaubt die Suche nach passenden Systemkonfiguratio-
nen, bei gleichzeitiger Minimierung von aufwa¨ndigen Leistungsevaluationsschritten. Unsere
Methode teilt sich auf in die Schritte Hardwarekonfiguration und Softwarekonfiguration.
Im Hardwarekonfigurationsschritt leiten wir zuna¨chst ein analytisch zu lo¨sendes Queueing
Network Model fu¨r die Abscha¨tzung der Leistung eines einzelnen Rechners her, das auf weni-
gen Schlu¨sselparametern basiert. Mit Hilfe dieses Models erfolgt in unserem Algorithmus die
Hardwareauswahl und gleichzeitig eine Verteilung der Arbeitslasten auf die Rechner, so dass
die Leistungsziele erreicht werden ko¨nnen.
Basierend auf der Hardwareauswahl und der Arbeitslastverteilung erfolgt die Konfigurati-
on der Software. Die Modellierung des Systems mit seinen Softwarekomponenten erfolgt mit
Hilfe von Layered Queueing Networks (LQN) [WNPM95a, FMN+96]. Der Suchalgorithmus
verwendet dieses Systemmodel zur Bestimmung der Systemleistung. Da die Evaluation des
Models sehr aufwa¨ndig sein kann, verwenden wir eine zielorientierte Heuristik, die versucht
die Anzahl an Modelevaluationen zu minimieren.
Unsere vorgeschlagene Methode zur Systemkonfiguration erlaubt eine dramatische Re-
duktion des Aufwandes, um eine passende Konfiguration zu finden, die den vorgegebenen
Leistungsanforderungen genu¨gt. So war es mo¨glich, fu¨r ein Beispielsystem die Suchzeit, ver-
glichen mit einer vollsta¨ndigen Suche, von ca. 30 Stunden auf wenige Minuten zu reduzieren.
Zur Demonstration der Skalierbarkeit unserer Methode haben wir sie zur Konfiguration eines
komplexen Systems verwendet. Wir haben sie auch verwendet, um ein kleineres, reales Sy-
stem zu konfigurieren, um anschließend die Vorhersagen mit den Messwerten zu vergleichen.
Die Messungen verifizierten unsere Vorhersagen und zeigten, dass sich mit unserer Konfigu-
rationsmethode verteilte Systeme erfolgreich konfigurieren lassen.
Da wir fu¨r unsere Methode Queueing Networks verwenden, basiert unser Model nur auf
durchschnittlichen Messwerten der Leistungsparameter. Laufzeitabweichungen oder Variatio-
nen in den Nachrichtengro¨ßen ko¨nnen nicht beru¨cksichtigt werden. Die Beru¨cksichtigung die-
ser Variationen erfolgt zur Laufzeit durch einen Prozessplanungsalgorithmus (Scheduling),
der eingehende Jobs optimal an die Rechner verteilt. Im Falle unserer Beispielanwendung war
es notwendig, einen eigenen Algorithmus zu entwickeln, da die Standardverfahren nicht den
Anforderungen entsprachen. In unserem Ansatz haben wir den Bin Stretching Algorithmus
von Azar et al. [AR98] angepaßt, sodas dieser die Anforderungen zur Einhaltung von Ver-
arbeitungszeiten und die Verarbeitung von priorisierten Jobs als auch die Leistungsziele wie
niedrige Antwortzeiten und hohen Durchsatz erfu¨llt.
Das Verhalten unseres modifizierten Bin Stretching Algorithmus haben wir durch Simu-
lation in verschiedenen Szenarien mit unterschiedlichen Nachrichtenverteilungen und Rech-
nerkombinationen analysiert. Die Simulationen als auch die ¨Uberpru¨fung im realen System
zeigen, dass unser Ansatz im Allgemeinen gleichwertige oder bessere Ergebnisse als ver-
gleichbare Algorithmen zeigt. Schließlich verifiziert ein zusa¨tzlicher Sensitivita¨tstest unsere
Annahme, dass mit der Kombination aus unserer systematischen Konfigurationsmethode und
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Chapter 1
Introduction
1.1 Configuration of Distributed Systems
A key criterion in the design, procurement and use of computer systems is performance.
Performance typically means the throughput and response time of a system. The effects of
poorly performing systems range from dissatisfied users to high penalties for companies due
to missed processing deadlines. As a result of continuously increasing hardware performance,
companies often solve performance problems by replacing existing hardware with faster ma-
chines. One consequence can be that they achieve a performance increase, since, for example,
the processors themselves are faster, but the overall performance increase is less than expected.
The reason for this is that the combination of hardware and software does not match. A typi-
cal example for this is that a multi-processor machine is used to execute an application which
is not fully parallelizable. In this case serial parts of the processing workflow can become
the bottleneck of the system. Fontenot [Fon89] called this a software bottleneck. A software
bottleneck means that parts of the executed software are fully utilized, while most of the other
system components (hard- and software) are idle. Hence, the system is saturated, as it is not
able to perform additional work, but not fully utilized, as several system components are only
partly used during the program execution. To simply increase the number of processors is in
this case an economically bad decision, as the system performance cannot benefit from the
larger number of processors, as the software would not support more processors. For system
designers it would be helpful to have a systematic method which supports them in the design
of new systems and in the extension of existing systems.
The research field of Capacity Planning deals with the question of when a system is sat-
urated and of finding a cost effective way to delay the saturation point as much as possible.
Menasce´ et al. [MA02] have developed a general methodology for system capacity planning,
which is shown in Figure 1.1. This methodology or variations of it are often used to size
systems, see e.g. Menasce´ et al. [MGK95], Gomaa et al. [GMK96]. The initial phase is a
learning phase to understand the hardware, software, connectivities, etc. of the environment.
Afterwards a workload model is developed and calibrated with a known system. This work-
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Figure 1.1: A methodology for capacity planning [MA02]
load model is used to forecast future workloads of the system. For the performance model
of the system the same three steps have to be executed. Queueing networks are most often
used for performance models as they are flexible and powerful and can be applied to a wide
range of systems, e.g. computer and network systems [LZGS84, Rob00] or manufacturing
systems [SSSO87]. For the rest of the thesis we use the term “system model” as a synonym
for “performance model”.
In parallel to the workload and performance models, a cost model has to be developed to
determine how the cost varies with system size and architecture. The result of this process
is a cost performance analysis, which is used to assess various scenarios of hardware and
software configuration. This will result in a configuration plan, which specifies necessary
hardware, configuration of software, architectural changes, etc. Also timelines for investments
and personnel are developed.
The critical point is the cost performance analysis. Menasce´ [MA02] formulated the step
quite vaguely. He states that the performance model can be used to assess various configura-
tions and scenarios, but he does not describe a systematic way for testing different configu-
rations or finding suitable hard- and software configurations. Typically several configurations
are tried, analysed and adapted to find a suitable solution. The experience of the system de-
signer plays an important role here in the identification of suitable solutions. But to date hardly
any systematic approaches are known for the configuration of systems.
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Using Exhaustive Search
One possible systematic approach would be exhaustive search. This requires modeling each
possible hardware and software configuration, determining the throughput and response time
values for each model by simulation and finally selecting the best configuration. For a system
as described in Section 8.5 with 2 hosts, 2 different host types, 3 processing steps and up to
4 instances per processing step, the total number of possible models would be 12288. Their
evaluation requires more than 30 hours using existing model evaluation tools.
However, in addition, determining each of the models for distributed systems is non-trivial
in itself. For the system model it is necessary to know the average work distribution among
the hosts, which depends in turn on the configuration of software and hardware. The work
distribution among the hosts can often only be determined by an additional simulation of the
scheduling or load balancing mechanism which takes the software configuration into account.
A naive distribution scheme, proportional, for example to the host processing capacities, will
lead to inaccurate results.
Proposed Systematic Approach
In our thesis we present a systematic approach for the configuration of a distributed job pro-
cessing system based on the performance requirements of throughput and response time. To
avoid the problems mentioned above for exhaustive search we pursue the following strategy:
1. Hardware Configuration: We approximate single host performance by a coarse model
that requires few key parameters, which are relatively inexpensive to obtain from sin-
gle host testing. This approximate model can be solved analytically. Based on it we
perform the hardware selection and determine the workload distribution for the selected
host configuration, such that the required performance can be achieved according to the
model.
2. Software Configuration: Based on the workload distribution and hardware config-
uration determined in hardware configuration a layered queueing network model
(LQN) [WNPM95a, FMN+96] of the complete system is built. It is used to determine a
software configuration that actually achieves the performance that has been predicted in
the hardware configuration. Since evaluations of the complete model are rather expen-
sive, we use a greedy heuristic, which tries to minimize the number of model evaluations
required for finding the optimal software configuration.
Our heuristic approach to system design does not necessarily result in ”the” optimal con-
figuration. However, since the business requirements (such as expected workload) are only
approximate, we need to find a reasonable configuration that approximately covers the pro-
cessing requirements at acceptable cost. The configuration method avoids obvious design
flaws, like gross over or undersizing of the system or bottlenecks. Business requirements, like
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available hardware or hardware cost, often influence the decisions on the hardware configura-
tion substantially and can be taken into account.
In the rest of this chapter, we will state the major contribution of this thesis and give a brief
summary of the content of the subsequent chapters.
1.2 Contribution of Thesis
The major contributions of this thesis can be grouped into a generic configuration method
for distributed job processing systems and a specific online job distribution algorithm for the
example system.
1.2.1 A Systematic Configuration Method for Distributed Systems
This thesis presents a systematic approach for the cost performance analysis of distributed
job processing systems based on given requirements on throughput and system response time.
The approach contributes the following results to the state of the art:
1. Derivation of an approximation function, which allows prediction of the response time
for a single host by a coarse model that requires only a few key parameters. The key
paramaters can be relatively inexpensively obtained from single host testing: the re-
sponse time at low system utilization and maximum achievable throughput at very high
system utilization.
2. Development of a systematic method to search for suitable configurations that mini-
mizes the use of expensive methods for performance evaluation to the largest degree.
The critical design parameters are the selection of hardware, the distribution of different
jobs to different hosts, and the configuration of the processes on the hosts.
A software tool to apply the proposed method has been implemented in Java. It integrates
tools for symbolic computation (Mathematica [Mat]) and a solver [FHM+95] for Layered
Queueing Networks. The implementation allows us to automatically determine a complete
configuration based on the problem specification.
For evaluation we configured a real job processing system, specifically an EDI message
converter, by applying our method and conducted performance measurements of the real sys-
tems. These tests confirmed that our method finds a hardware configuration that matches
business requirements and a software configuration that is optimal for the given hardware
configuration.
1.2.2 Application Specific Online Job Distribution
The above mentioned system configuration method is based on average performance values
of the systems. Hence runtime deviations are not covered during the system design phase
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and have to be handled during runtime by a scheduler or load balancer. Scheduling and load
balancing are used to distribute incoming jobs in an optimal way among the hosts. The opti-
mality criteria are throughput and response time but also application dependent optimization
goals have to be take into account by the distribution strategy. In our case of the EDI message
converter it turned out that standard online scheduling method doesn’t fulfil all functional
and performance requirements. Hence we adapted the Bin Stretching scheduling approach
developed by Azar et al. [AR98] to the needs of the distributed message converter system.
Our modified Bin Stretching approach fulfils the functional requirements of deadline process-
ing and priority processing as well as the system performance requirements of low system
response times and high system throughput.
With the help of simulation of the algorithm and the evaluation of the configured real world
system we show that our modified Bin Stretching approach produces the best results for this
specific scheduling problem.
1.3 Thesis Roadmap
The rest of the thesis’s nine chapters have the following content:
Chapter 2 In this chapter we present the EDI message converter system, which motivates this
thesis. The converter system was developed in the European project POEM1 and is used
by a German bank. The user requirements of the banks are discussed and the generic
system architecture is presented, which is used in Chapter 8 to build the system model.
Chapter 3 In this chapter we give a survey of the current state of the art in the fields of
performance evaluation, capacity planning, optimization, and scheduling with a special
focus on the methods and technologies used by us in the next chapters.
Chapter 4 In this chapter we give an introduction to the general queueing network theory
as well as in the derived Layered Queueing Networks models, which are used in our
approach. Furthermore an overview of tools for solving the models is given.
Chapter 5 This chapter generalizes the specific problem introduced in Chapter 2 and gives a
formal model of a job processing systems and a formal problem description.
Chapter 6 This chapter is the core of the thesis and presents our systematic approach for
the configuration of distributed job processing systems. The proposed system design
method consists of the response time approximation function, the hardware selection
method and the software configuration algorithm. Furthermore we describe the archi-
tecture of the implementation of our approach.
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Chapter 7 This chapter proposes the modified Bin Stretching approach as the online job dis-
tribution method, which fulfils the business and performance requirements of the mes-
sage converter system described in Chapter 2.
Chapter 8 In Chapter 8 the system design method proposed in Chapter 6 will be demon-
strated and evaluated. The message converter system introduced in Chapter 2 is mea-
sured and two systems with different processing goals are configured: one system with
high throughput demands and one with real processing requirements. To verify the re-
sults, the real system has been configured according to our determined configuration
and the performance of the resulting system has been measured. Also our modifed Bin
Strethcing approach has been compared with different scheduling strategies. Further-
more sensitivity tests of the configuration have been conducted to verify the validity of
our method.
Chapter 9 Finally this chapter concludes the thesis and identifies areas of future research.
Chapter 2
Motivating Application
Our motivating application, a distributed EDI message converter system, has been explored in
detail within the European project POEM1. In the following section we first give an overview
of typical message handling problems occurring in the instantiation of e-business processes.
Afterwards in Section 2.2 we go into the details of the distributed financial message converter
system developed in the POEM project. We describe the technical requirements, the conver-
sion process and the architecture. Finally, in Section 2.5 we analyse processing requirements
coming from banks which led to our systematic system design method.
2.1 Overview
The need for a systematic configuration method will be motivated by a typical example ap-
plication from the B2B world, in this case from the banking industry. In times of growing
networking of enterprises, the electronic implementation of business processes is becoming
increasingly important. As depicted in Figure 2.1, several parties are involved in the dis-
tributed process. If a buyer is electronically ordering goods, he sends an order message to the
supplier. After the delivery, the supplier itself will send back an invoice to the buyer. After-
wards the buyer will request his bank to transfer the money from the buyer’s account to the
supplier’s account. The money will be electronically transferred via a clearing center and the
buyer will be informed about the successful transaction. In some cases it is also possible that
the money can be transferred directly. Finally the supplier’s bank will inform his customer
about the money’s arrival.
This simple scenario already requires a lot of communication and therefore several types of
messages. In reality a lot of different communication standards exist, like EDIFACT [Uni97]
or ebXML [OAS] as an universal EDI standard or S.W.I.F.T. [SWI97] as a specialized indus-
trial standard for inter-bank payments. Furthermore several national standards like the German
DTA [Her97] for inter-bank payments are still very popular. In addition, the in-house process-
ing of information will be done by different applications, which itself have various proprietary
1POEM - Parallel Processing Of Voluminous EDIFACT Documents, ESPRIT 26356
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Figure 2.1: Typical E-Business process
message standards. Especially older applications are quite inflexible at this point.
However it is necessary that the participants in the business workflow understand each
other. Hence message converter systems are used to transform a message from one format
to another. In the following we will focus on message converter systems for the financial
industry.
2.2 Message Converters for the Financial Industry
In the financial industry, banks have to deal with several payment standards like EDI-
FACT [Uni97] or S.W.I.F.T. [SWI97] as international standards for payments. In addition na-
tional standards like DTA [Her97] or de facto industry standards like IDOC from SAP [SAP]
are often used. It is also possible that international standards are localized, which means that
some fields are not allowed or their field priorities (e.g. mandatory, dependent, optional) are
changed.
Currently under development are new XML based standards like ebXML [OAS], Roset-
taNet [Ros] or FinTS [Kre]. Some of these new developments are seen as a replacement for
existing standards (e.g. ebXML, FinTS), others seek to establish new ones (e.g. RosettaNet).
However, past standards have to be supported by the banks as long as they are used by their
customers. So a message converter must be able to handle a wide range of messages for
inbound as well outbound processing.
An additional challenge for the converter is the size of the message. The message size
varies from some 100 bytes to about 60 MB. The reason is the grouping of payments. Some
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bank customers prefer to send single payment messages only. In this case the message size is
quite small. Other bank customers collect payments till the end of the week or month and send
them all together as one single message to their bank. So the result is a very large message
with up to 100 000 payment orders. Furthermore, EDIFACT additionally allows the user in
addition to add very complex information about the payment to make account reconciliation
easier for the beneficiary, for example items of an invoice which has been paid.
Finally customers are able to flag messages with priorities. Payments with standard pri-
ority are normally handled on a first-come-first-served basis. If messages are prioritized the








Figure 2.2: Processing Timeline
The processing time line itself is shown in Figure 2.2. Over the day banks have certain
(in minimum one) deadlines. The banks guarantee their customers that all messages, which
arrive by a given cut-off time, the latest message arrival time, are processed by the next dead-
line. Messages which arrive between the cut-off time and the deadline are processed by the
subsequent deadline. The cut-off times are estimated during normal load conditions of the
system. So with increasing loads, e.g. at peak times at the end of the month, the processing
capacities must still be able to handle the jobs.
2.3 Processing Steps
The derivation of the processing steps is based on an analysis of the message formats used as
incoming data and the processing steps during the conversion. The message formats used in
the German financial sector are mainly:
• DTA: German proprietary format for financial data exchange [Her97]
• SWIFT: International standard for financial data exchange [SWI97]
• EDIFACT: ISO9735, Electronic Data Interchange for Administration, Transport and
Commerce International [Uni97]
• Proprietary in-house formats, which are mainly extensions of the DTA or SWIFT for-
mat.
Messages conforming to these formats have an implicit hierarchical tree structure. The tree
structure is typically used to cluster single financial transactions within the message according
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to different criteria, e.g. the sender or the receiver of a financial transaction. Some have a
very deep structure (e.g. EDIFACT) and other have a nearly flat structure (e.g. SWIFT). It
turns out that a common abstract message model can be defined based on the nested relational
data model developed by Guting [GZ87] and Levene [Lev92]. It is sufficiently expressive to
represent all of the occurring message structures and it contains the operations required for de-
scribing the types of conversions required in message converters. An excerpt of the structure
of an EDIFACT message is given in Figure 2.3. The figure shows below a root set of header
segments (“A level header”), three sets of tuples SG1, . . . ,SG3 (so called Segment Groups).
Each segment group has a minimum and maximum occurrence number, e.g. SG1 can occur
between 0 and 2 times (indicated as 0..2) within a message. A segment group consists of
segments, which itself are defined by a number of data elements or further segment groups. A
data element is defined by a type (e.g. DTM for Date/time/period or FII for Financial institu-
tion information), a condition (M=mandatory, C=conditional, O=optional) and the maximum
number of its occurrences within this segment.
The operations required to describe the transformation process are then the usual nested
relational operations of selection, projection, join, nest, unnest and map together with sorting
and aggregation.




























Figure 2.3: Header structure of an EDIFACT message
Based on this message model, the conversion process can be separated into the steps shown
in Figure 2.4. First, the incoming message is analyzed to determine the syntax format (e.g.
EDIFACT, IDOC) and size. After that, the message is parsed, which results in a semantic rep-
resentation of the message as a nested, relationally structured object. The unpacking step splits
the hierarchical structure of this object into several independent objects of a neutral message
model without nesting structures. Then, the aggregation step clusters the independent objects
according to the requirements of the destination model. This representation can be sorted ac-































Figure 2.4: Processing Model
step creates the syntactical representation of the semantic model and the resulting file can be
generated and delivered.
In the implementation of the abstract processing model shown in Figure 2.4 some steps are
combined in one workflow step, e.g. sorting and instantiation are performed in the packing
step. The whole sequence of processing steps as they are implemented is shown in Figure 2.5.
The Input Pre-Processor (IPP) regularly checks for the arrival of new messages. After-
wards it analyzes the messages regarding the syntax format (e.g. EDIFACT [Uni97]), message
structure and size. The information about messages structure and size is used for the distribu-
tion of messages among the available hosts. The Converter task transforms the message to an
intermediate format, which is finally converted into the target format by the Packer task.
Input Pre-





Figure 2.5: Sequential processing of messages
2.4 Architecture
The system architecture is designed in order to achieve the goals of availability, scalability and
high throughput. High throughput can be obtained by using multiple processors. This allows
most steps of the conversion process to be performed in parallel. The incoming files have to
be partitioned into smaller pieces of data, which can be processed on different hosts and pro-
cessors in parallel. Scalability means that a user can start out with the installation of a small
machine and add processors or other machines to the system later. The range of possible sys-
tem configurations is therefore large. It ranges from single-processor machines to clusters of
different machines with different performance characteristics. Many combinations are possi-
ble. This requires a flexible and effective scheduling mechanism for distributing the incoming
jobs on the available computing resources. The option of using different machines also in-
creases the availability of the system. This is very important for banks, which guarantee their
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Figure 2.6: System Architecture
customers availability of the system and certain processing times. The system architecture
together with the main information flow is shown in Figure 2.6.
The first distribution step occurs with the transfer of a new message file. A simple switch
distributes incoming files to one of the available hosts regardless of file size and file type.
This ensures that the converter system can always receive new jobs even if one host fails
completely. Afterwards the input scanner on the host detects the new file and starts to analyze
the file. The input scanner and file analyzer must be available on all hosts because new files
can be distributed to every host. The results of the analysis, the message type and structure,
are delivered to the file partitioning. The message file remains on the host which received the
file.
File partitioning is used to partition a file into smaller pieces, which can be processed in
parallel on different hosts. The partitioning strategy splits the message at semantic boundaries,
e.g. groups of the same beneficiary bank. The results of the partitioning are used by the
job creation to generate new jobs. These jobs are scheduled and distributed by the global
scheduler to the individual hosts. The modified Bin Stretching algorithm which is used for
the distribution of conversion jobs is presented in Section 7.4.1. It takes into account different
2.5 Business Requirements 13
machine speeds, and considers different optimization goals like minimal number of missed
deadlines, short response times and priority jobs.
Each conversion job represents one or more processes which are required for the conver-
sion of a message. The processes depend on the message type, e.g. a debit message requires
a different converter to a credit message. Each job belongs to a workflow which describes
the processes (tasks) and execution order of the processes. The processes are scheduled after-
wards by the local scheduler on each host. The functionality of the local scheduler is mainly to
control the execution of the processes, e.g. to start the execution of processes in the right order.
After the processes are started, the operating system performs the distribution of the processes
between the hardware resources because it has the best control of the system activities, e.g.
I/O operations or execution of system processes.
The conversion job is terminated if all conversion processes belonging to that job are ter-
minated and the global scheduler receives an acknowledgement of the termination.
2.5 Business Requirements
Message converter systems, such as the one described in the previous section, can directly be
bought from software vendors and require only a few modifications regarding some functional
user requirements. But to achieve the user performance goals, identification of the hardware
and software configuration is an important step in the implementation of a distributed parallel
message converter system. This step is critical in terms of hardware and software cost as well
as the performance goals. One might, for example invest a lot of money in a massively par-
allel system without reaching the throughput goal as software constraints hinder the system
to utilize all resources. In other cases the available system is too powerful for the processing
goals. Hence several resources are mostly idle, which is very costly. To avoid such problems
the proposed system design process in Chapter 6 uses the following business requirements for
the selection of the appropriate hardware and to determine subsequently the software config-
uration.
• Expected messages
The ‘expected messages’ business requirement consists of the expected message types
arriving at the converter system, their size and their frequency. The messages are clus-
tered into message classes by the customer, such that each element of a class has similar
time behaviour. One result of the business requirements analysis is therefore to define
these classes and to specify the percentage of arriving messages belonging to each.
• Hardware constraints
The ‘hardware constraints’ business requirement consists of the types of machines
which are preferred by the customer. Additionally the maximum number of machines
and their size should be specified by the customer. These parameters influence the mon-
etary transaction costs, depending on the preferred size and hence required number of
machines.
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• Expected throughput
Estimation of the expected throughput is rather difficult as it is closely related to the ex-
pected response time and the arrival rate of messages. However, this is a very important
parameter to be able to size a system.
• Expected response time
The expected response time depends on the message size and is calculated from the pro-
cessing time and the waiting time. Hence the customer specifies the maximum waiting
time to calculate the expected response time.
• Deadlines
The meeting of deadlines is of most importance for the banks. Hence the banks have
to specify the deadlines. The cut off time will be calculated later on the basis of the
performance of the system.
Chapter 3
Related Work
This thesis combines elements from four research fields: performance evaluation, generic
optimization methods, the bin packing problem and online scheduling. In this chapter we
give a survey of the state of the art in these fields, with a special focus on the methods and
technologies used by us in the subsequent Chapters.
3.1 Performance Evaluation
Modern computer systems are becoming more and more complex. Manufacturers and sys-
tem developers are constantly adding more functionalities and are connecting more systems
together. With an increasing number of system architectures and software components, one
problem that arises immediately is how to choose the right system for a particular problem.
The system selection process is typically driven by a mixture of functional requirements, per-
formance requirements and economic constraints. Functional requirements lead to the general
decision on architecture and, so long as standard software is used, also on the necessary soft-
ware. But in parallel the question arises: How will the system perform? What are system
evaluation criteria? Which techniques should be used to get the performance values? The
objective of Performance Evaluation is to give answers on these questions.
According to Ferrari [Fer86] the field of Performance Evaluation dates back to the PhD
thesis of Alan Scherr [Sch65] which appeared in 1965. Since then it has become a distinct
discipline independent from others. Many textbooks have been devoted to this subject for
example by Sauer and Chandy [SC80] or Raj Jain [Jai91]. A good survey has been written by
Hu and Gorton [HG97].
In order to define the term “Performance” Hu and Gorton [HG97] note that the following
factors have to be considered: functionality, reliability, speed, and economic efficiency. Func-
tionality and reliability are basic issues which are often considered and solved by the system
designers. Hence speed and economic efficiency are the research interests of the performance
evaluation community. Speed is often reflected by throughput and response time. Economic
efficiency raises the question of how to design and implement a system at the lowest cost.
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Jain mentioned in [Jai91] that it is necessary to define some criteria or metrics to evaluate
and compare two systems. Different metrics might result in completely different performance
results. Hence knowing the metrics, their relationships and their effects on other performance
parameters is the first step in studying the performance of a system. More details on related
work on performance metrics is given in Section 3.2.1. Equally important is also to select the
proper workload. Systems are always defined to run in a particular environment with specific
workloads. Hence performance studies should always consider the workload. A discussion on
workloads is to be found in Section 3.2.2.
Finally, after choosing the proper metrics and workloads the right evaluation technique or
a combination of them has to be selected. Evaluation techniques are grouped in measurement,
simulation, and analytic modelling. A discussion on related activities in these areas with a
focus on analytic modelling will be conducted in Section 3.3.
The areas of Software Performance Engineering and Capacity Planning complement re-
search areas in the process of software development, which use performance evaluation to
design and develop performant systems. In the following we will focus our discussion on
capacity planning as this thesis contributes to this area and continue afterwards with general
issues on performance evaluation. More details about Software Performance Engineering can
be found in Connie Smith [Smi90].
Capacity Planning
The process of Capacity planning is defined by Menasce´ et al. [MA02] as the prediction
“when future load levels will saturate the system and determining the most cost-effective way
of delaying system saturation as much as possible”.
Capacity planning is used when hardware and software have to be selected and configured
according to certain performance characteristics. Performance characteristics are throughput
and response time of a system. Limited processing capacities, due to limited resources, to-
gether with increasing processing demands lead over time to a system saturation. With an
increasing level of saturation system response times also rapidly lengthen, which lead in the
end to dissatisfaction of users. Architectural decisions regarding processing capacities are
made very early in the design process of a system. Hence, it would be helpful for system
designers to be able to assess the effects of design decisions on the system performance as
early as possible.
But capacity planning methods are not restricted to computer systems. Paul Lee [Lee88]
described an experiment where he decomposed the workloads within an assembly line and
mapped them onto a distributed computer architecture. A queueing network model of the sys-
tem was developed and used to evaluate the system capacity by varying different parameters.
Capacity planning requires a lot of knowledge about the software system. Hence all major
companies like IBM, Microsoft, etc. provide tools and guidelines to configure their soft-
ware systems manually. More general guidelines are developed by Daniel Menasce´. In a
series of books he developed planning methods for client-server systems [MAD94], for web
servers [MA98] and web services [MA02].
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Menasce´s’ general methodology for capacity planning is depicted in Figure 1.1 on page 2.
The initial phase is a learning phase to understand the hardware, software, connectivities, etc.
of the environment. Afterwards the system’s workload has to be precisely described. Typically
the workload model is based on a clustered real workload (cf. Section 3.2.2). The workload
model will be verified with the real workload and adapted accordingly until the differences
are acceptable. Workload forecasting is the process of predicting future workloads, which is
typically done by looking at the workload history. For the performance model which is used
to predict the performance of the system, the same three steps have to be performed. Menasce´
uses queueing networks (cf. Section 3.4.3) for the performance models of the systems. In this
thesis we use the term “system model” as a synonym for “performance model”.
In parallel to the workload and performance models, a cost model has to be developed
to determine cost variations with changes in system size and architecture. The result of this
process is a cost performance analysis, which is used to assess various scenarios of hardware
and software configuration. This results in a configuration plan, which specifies necessary
hardware, configuration of software, architectural changes, etc. Also timelines for investments
and personnel are developed.
This methodology has been used in several application scenarios. For example Gomaa et
al. [MGK95, GMK96] use it for the configuration of a large scale data intensive distributed
information system for earth observation.
Menasce´ formulated the cost performance analysis quite vaguely. He states that the perfor-
mance model can be used to assess various configurations and scenarios, but he didn’t describe
a systematic way for testing different configurations or finding suitable hardware and software
configurations.
An example for a systematic system configuration approach is described by Alvarez et
al. [ABG+01]. They proposed the MINERVA system, whose goal was the rapid design of a
storage system that meets certain workload requirements and has near-minimum cost. They
combine fast analytical workload models, based on Markov chains, for the storage device with
a heuristic search technique. The search mechanism uses a branch-and-bound strategy to find
all suitable solutions. Physical disks are subsequently mapped to logical units with certain
constraints, which requires the solving of a multi-dimensional Bin Packing problem.
El-Sayed et al. [ESCW01] proposed an automated method to optimize the response time
of a pre-configured system. The optimization is performed by adapting the task priorities, the
task allocations to processors and the splitting of tasks.
To optimize the configuration of a Java J2EE application server, Kounev at al.[KWB04]
defined a number of promising J2EE configurations and compared their performance with the
performance of the standard configuration. The configuration also included changes to the
runtime environment, which cannot be done automatically.
Another methodology for the configuration of a Java J2EE application has been proposed
by Raghavachari et al. [RRJ03]. The overall idea is to learn about application characteristics,
interaction of configuration values, etc. during the random exploration of the configuration
space. Unfortunately, no exact description of the learning process is available.
To our knowledge no other automatic process exists to support system designers in the
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cost performance analysis. Hence our approach in Chapter 6 is the first automatic configura-
tion approach which integrates hardware and software configuration. We first published our
approach for the configuration of a distributed message converter system in [ARW01]. An
updated and revised version appeared in [RAW+04].
3.2 General Issues on Performance Evaluation
In the following we give an overview of activities related to performance metrics (Sec-
tion 3.2.1) and workloads (Section 3.2.2). Both are fundamental to all areas of performance
evaluation and capacity planning.
3.2.1 Performance Metrics
To study the performance of systems or to compare systems it is necessary to first define
some criteria or metrics. The selection of a metric is highly problem oriented. Also the same
metrics might have different weights in different situations. For example for service requests
the response time is of more interest than the throughput. For networks the throughput plays
a more important role. Unfortunately not very much work on metrics exists comparable with
the work of Jain [Jai91]. The reason might be that countless metrics exist but no real standard.
The metrics from standard benchmarks, e.g. from the Transaction Processing Council1, can be
seen as de facto standards for a very specific application scenario and cannot be used generally.
Raj Jain [Jai91] stated that metric candidates should have the following features: low vari-
ability, non-redundancy and completeness. A low variability gives a higher degree of statisti-
cal confidence. Non-redundancy means that only one representative of metrics with the same
effect should be selected. An example for non-redundancy is given by Robertazzi [Rob00] for
the metrics of a packet router system, which sends and receives packets. The mean number n
of packets in the system can be given by Little’s Law [Lit61]:
n = λ · τ
where λ is the mean arrival rate, and τ is the mean waiting time. Thus selecting one of
n and τ is sufficient as the other metric can be calculated. Finally the completeness feature
means that a set of metrics should describe all possible outcomes related to the performance
parameters of interest.
3.2.2 Workload
Systems are designed to work in specific environments with specific workloads. Hence the
performance analysis has to be carried out under similar conditions. According to Oed et
al. [OM81] workload is defined as the entity of all processes, tasks, transactions and data to be
processed within a given time range. From this definition it is obvious that the real workload
1Transaction Processing Council: http://www.tpc.org/
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is very complex and unrepeatable, so a test workload has to be developed, which must be a
representation of the real workload and captures the static and dynamic behavior of the real
workload. Furthermore it must be easily reproducible such that it can be used for different
system analyses. In the following sections first some traditionally used workload types are
presented. Afterwards some commonly used workload characterizations are discussed.
Workload Types
Several workload types exist: instruction mix, Synthetic programs and Application Bench-
marks. The instruction mix specifies the relative frequency of different types of machine in-
struction. The mix of instructions and their frequency must be the same as in real applications.
Most widely used is the Gibson Mix [Gib70] developed for IBM systems. The benefit of the
instruction mix is that it is relatively easy to design and to use. The disadvantages are that it
can only be used to compare CPUs of the same type. Furthermore other parts of a computer
system are not evaluated. Due to the increasing complexity of the hardware the instruction
mix as a method to define workloads has become obsolete.
Synthetic programs, also called synthetic benchmarks, are programs designed to simulate
real workloads. Their only objective is to consume system resources. Their advantage is
that they can be quickly developed and do not necessarily need real data. But often they
are too simple to accurately reflect some real system issues, such as disk caches. Shein et
al. [SCW89] proposed NFSStone, a synthetic program to measure the performance of SUN
Network File System (NFS). He used just a single client that generated the workload, which
was not enough to generate real workloads. IOStone is an example of a benchmark for I/O
operations developed by Park and Becker [PBL90]. It performs read and write operations and
measures the results in IOStones/sec.
Other well-known synthetic benchmark standards are Whetstone proposed by Hwang in
1992 [Hwa92]. It is a synthetic benchmark focused on floating-point operations. It is based
on an analysis of 1000 ALGOL programs. Similar but focused on CPU intensive operations
without floating point operations is the Dhrystone benchmark [Hwa92]. The disadvantage of
both is that they are compiler sensitive, that is they only test the CPU performance and do not
involve I/O operations.
Application Benchmarks is the third group of workloads. To evaluate particular appli-
cations like airline reservations or transaction processing, synthetic benchmarks are not suf-
ficient. Application benchmarks incorporate a set of functions the application might use. In
contrast to a synthetic benchmark, an application benchmark is doing some real work as would
be done by standard programs. The Standard Performance Evaluation Corporation (SPEC)2
has developed a number of application benchmarks for Java Application server, web servers
or mail servers.
A very popular type of benchmarks are the transaction processing benchmarks , which
are designed to compare transaction systems. These benchmarks measure the performance in
2SPEC: http://www.spec.org/
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transactions/time and calculate a cost-performance ratio. In 1985 the first benchmark of this
kind, known as TP1, was proposed in [Ano85] and has already become the de facto standard
for gauging transaction processing systems. Based on TP1 the Transaction Processing Per-
formance Council (TPC) proposed its first standard benchmark, the TPC-A [TPCa], in 1989
which was later replaced by the current standard the TPC-C [TPCb].
Workload Characterization
The process of developing a workload model, which can be used repeatedly is called work-
load characterization. The workload model is a miniature workload with reduced information
derived from the large amount of data collected during system runtime. According to Ferrari
at al. [FSZ83] the construction of workload models is performed in three phases: formula-
tion phase, construction phase and validation phase. Similar definitions have been made by
Calzarossa [Cal93] or Menasce´ et al. [MA02].
In the formulation phase, decisions on the parameters are made. This is influenced by the
objectives of the analysis and the availability of parameters. The first step, after analysing the
objectives, is the selection of the parameters of the basic workload components either at the
physical resource level or the functional level. The physical resource level consists of CPU
time, memory or I/O operations. The functional level covers parameters like the number of
executions of certain programs or calls to web services.
The workload construction phase consists of the following operations:
1. Analysis of parameters
2. Extraction of representative values from the data
3. Assignment of values to the workload model components
4. Reconstruction of mixes of significant components
Finally in the validation phase, the evaluation criteria for the representativeness of a model
must be applied to check the validity of the workload model.
The major task is the selection of appropriate technique to analyze the parameters. The
workload to be analyzed can be seen as n-dimensional space (n = number of workload param-
eters). The challenge is to reduce the number of points in the space by identifying groups of
similar characteristics. Next we will give an overview of commonly used statistical techniques
as described e.g. in [Har75, OM81, FSZ83, Jai91].
The simplest method is averaging. Here a single value is used to represent the data from
the measurement. Methods to calculate the average are for example arithmetic mean, geomet-
ric mean, harmonic mean, etc. In some simple cases this method is useful but if the data show
a large degree of variability averaging is not sufficient.
Distribution analysis is a statistical method to analyze the distribution of data according to
one or n dimensions. Histograms divide the parameter range into smaller sub-ranges. After-
wards the frequency of data items within each sub-range is counted.
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Another method for classifying workloads is to use the weighted sum of their parameters.
To assign the weights manually can lead to wrong characterizations. Hence principal compo-
nent analysis can be used to determine the weights. The method is described by Jain [Jai91],
for example.
The aim of clustering is to group the workload components into classes or clusters to make
the difference between the members of the same class smaller than between the members of
different classes. The similarity is measured by a certain criterion like Euclidean distance
or χ2-distance. After the classification one or more members of each class is selected to
be the representative. The number of representatives depends on the size of the class. The
difference to the distribution analysis mentioned above is that clustering determines the cells
themselves rather than by previous division [OM81]. Clustering has been used by Menasce´ et
al. [MAFM99] to derive typical e-commerce workload models, e.g. by grouping users with
similar behavior. Golfarelli and Saltarelli [GS03] use clustering to profile the workload of a
data warehouse system.
Markov models (cf. Section 3.4.1) are used to model stochastic processes. They are useful
for characterizing the workload if not only the number of requests is important but also their
order. Markov models describe states and their transitions. For workload characterization
the states are defined according to the objectives of the analysis, e.g. service requests can
be seen as states and the next request can be determined by the current request. Menasce´ et
al. [MAFM99] uses state transition graphs to characterize typical e-commerce customers, e.g.
by describing the typical actions of different types of customers.
Ferrari et al. [FSZ83] and Jain [Jai91] give more details about the usage of Markov models
for workload characterization. The usage of Markov models for performance analysis is given
in Section 3.4.1.
3.3 Performance Evaluation Techniques
Jain [Jai91] differentiates between three techniques for performance evaluation: analytic mod-
elling, measurement and simulation. Ferrari et al. [FSZ83] classify analytic modelling and
simulation as one technique, since both require the construction of a system model. Inde-
pendent of classification, the selection of the right instrument depends on the design stage of
the system. According to Jain [Jai91] and Trivedi et al. [THRM94] analytic modelling can
be used at very early design stages with low costs but lower accuracy. High accuracy with
higher costs can be achieved with simulation at any design stage. Measurements provide the
highest accuracy at the highest cost and can only be used after the system has been built. In
the following section we give an overview of simulation and measurement. The discussion
about analytic modelling is conducted in Section 3.4.
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3.3.1 Measurement
One of the three techniques used in performance evaluation is direct measurement of the sys-
tem. The main purpose for system measurement is to get information which can later be used
to improve system performance. The second reason is to get information to characterize and
model workloads (cf. Section 3.2.2). Finally measurements are also used to validate system
models (cf. Section 3.4).
To observe the activities of a system a monitor tool is used. Snodgrass [Sno88] defined
monitoring as “the extraction of dynamic information concerning a computational process, as
that process executes.”. Jelly et al. [JG94] noted that the data recorded by a monitor consists of
hardware information, (e.g. processor usage, disk utilization), and software information, (e.g.
processing times or buffer usage). Monitors can be classified as software, hardware and hybrid
monitors. Software monitors are programs that detect the system state. Hardware monitors are
electronic devices connected to specific points of the system to observe the system [FSZ83].
Finally the combination of software and hardware monitors are called hybrid monitors. More
details about the different types of monitors are given in Jain [Jai91].
One of the key problems in monitor design is the overhead. The overhead comprises
the additional resources required by every monitor from the system [FSZ83], e.g. a monitor
requires some CPU cycles every time it is activated. Especially large overheads have an impact
on the measurement results. Hence the goal for monitor designers is to reduce the overhead as
far as possible.
Monitors can be activated by events or are time-driven. If the monitor is activated by an
event, e.g. by reaching program breakpoints, a complete trace of the program and system
will be generated. Time-driven monitoring systems generate snapshots of the system status at
regular intervals. For example Harkema et al. [HQGv02] demonstrated how an event-driven
software monitor can be used for a CORBA application to measure the system performance
of different configurations.
During monitoring a large amount of data can be generated. Tools which automati-
cally filter unnecessary data have been proposed, for example by Anderson et al. [AL91].
Quartz [AL91] is especially designed to tune parallel programs and monitors all parts of a
parallel program. Measurement results are given in terms of a normalized processor time. Li
and Zhang [LZ99] proposed a performance monitoring method for distributed systems with
more then 1000 nodes. They reduce the large amounts of data by early accumulation during
the monitoring process, while retaining the interesting performance information.
3.3.2 Simulation
Simulation is a widely used technique to study a system before it has been implemented.
Simulations are also useful for validating analytical models. A wide variety of simulation
types exist like emulation, trace driven simulation and discrete-event simulation. Emulators
are often used to simulate a system on CPU instruction level [SJC+91].
Trace-driven simulations consist of an event generator (or trace generator) and a simulator.
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The generator generates execution events as input for the simulator. According to Covington
et al. [SJC+91] this technique has serious problems in the simulation of parallel architectures
because the parallel program execution varies from one execution to the other.
Discrete-event simulation (DES) can be used for systems that can be described by dis-
crete event models, e.g. message passing systems or queueing systems. Andrews and Ols-
son [AO93] present a simple example for studying queueing systems in a multiprocessor ar-
chitecture. Chiola and Ferscha [CF93] give an example of how timed Petri Nets performance
models are studied by simulation. Qi He at al. [HAR+03] use discrete-event simulation to
simulate peer-to-peer systems at the network packet level.
3.4 Analytic Modelling
According to Jonkers [Jon94] the various performance modeling formalisms can be divided
into two classes: deterministic and probabilistic. In deterministic models, all quantities such
as timing parameters are fixed, while probabilistic models allow some degree of uncertainty.
Even if the uncertainty leads to errors, in practice this is often limited [Jon94]. The advantage
of probabilistic models is that they enable the solution of many models that would otherwise be
analytically intractable, due to the assumption of certain time distributions. Furthermore non-
deterministic aspects of parallel programs can be taken into account, e.g. mutual exclusion.
Markov models, Petri Nets and Queueing networks all belong to probabilistic models and will
be discussed in more detail in the next sections.
3.4.1 Markov Chains
Markov chains are a popular modeling tool in many application domains to represent uncer-
tainty over time. Hence they are also quite popular in the domain of performance analysis.
An in depth introduction to Markov chains for performance analysis can be found in Bolch
et al. [BGdMT98]. More general information about Markov models are given for example in
Trivedi [Tri82] or Tijms [Tij94].
Markov chains are stochastic processes consisting of a set of states and a set of labelled
transitions between the states. A stochastic process is a sequence of states X(t) ∈ I observed
at time t with I being the state space. The state space I defines a discrete or continuous range
of values of a state and can model various conditions of the analyzed system, such as the types
and number of jobs waiting for a resource. An important property of Markov processes is the
so-called Markov property. The Markov property defines that a Markov process is memory-
less. Hence, future behavior depends only on the current state and is independent from the
time the system spends in a state, how a system reached the state and the time taken to go
there. After a sojourn in a state, the Markov chain will make a transition to another state. The
transitions are labelled either with probabilities (in the case of Discrete Time Markov Chains)
or transition rates (in the case of Continuous Time Markov Chains).
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Several methods exist for analyzing Markov processes, such as computation of the prob-
ability to reach a state or the long-run analysis, from which the performance parameters can
be obtained. Hence, Markov models are a powerful tool for analyzing system performance.
However, Bolch [BGdMT98] noted that the number of states in a Markov model of a complex
system can become very large. Hence other notations based on Queueing networks or Petri
nets have evolved, which will be presented in the next sub-sections.
3.4.2 Petri Nets
The Petri Net formalism is widely used in performance evaluation studies. One advantage is
that it helps the modeler to understand the system behaviour by playing the so called “token
game” in the graphical representation of the model. A Petri Net (PN) [Pet82] is a directed
graph composed of a set of places P, a set of transitions T , and a set of directed arcs A ∈
P×T ∪ T ×P. Graphically places are drawn as circles and transitions as bars. Black dots
represent tokens. The state of a Petri net is defined by the number of tokens contained in each
place. Standard Petri nets can only be used for qualitative analysis of the system. In order
to do quantitative analysis as required for performance evaluation some extensions have been
proposed which incorporate time into the model.
Timed Petri Nets (TPN) introduced by Merlin and Faber [MF76], are more general then
un-timed Petri Nets. The transitions have additional ranges of firing delays. After a given
minimum time has elapsed the transition may fire. But after the maximum delay the transition
must fire. The behaviour of standard Petri Nets can be achieved by setting min = 0 and max =
∞.
The class of Stochastic Petri Nets (SPN) has random firing times, which are associated
with each transition. A benefit of SPN is that they are closely related to Markov chains, which
lays the foundation for the analysis of SPNs. Generalized Stochastic Petri Nets (GSPN), a
generic version of SPN, has been proposed by Marsan and Chiola [MCB84]. GSPN has two
types of transitions: immediate and timed. Immediate transitions fire in zero-time while timed
transitions have random, exponentially distributed firing times. Furthermore the probabilistic
arcs can be used to route tokens to subsequent places by a given probability. GSPN have been
used for example by Balbo [BDF92] to study the performance of a parallel program.
Deterministic Stochastic Petri Nets (DSPN) developed by [MC87], is another class of
Stochastic Petri Nets, which allows both random and deterministic firing times.
Even if Stochastic Petri Nets have many advantages, some problems are known. Buch-
holz [Buc92] observed that the global firing rules changes the properties of the Petri Nets in a
way that the results of an identical un-timed Petri Net need not be valid for the timed net. The
complexity of the underlying markov chains for large models is another problem in the usage
of SPN. Buchholz [Buc92] proposed using a combination of Colored Petri nets (CPN) [Jen81]
and GSPN. Colored GSPN (CGSPN) extends the GSPN by adding colored tokens to the model
to allow data types and modularity. CGSPNs are solved by first unfolding them into GSPN
and solve them in the usual way. Other proposed methods for dealing with the complexity of
the graphs are for example sub classing, lumping techniques [GDG92] or simulation [CF93].
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Another disadvantage has been described by Bause [Bau93]. He noted that SPN have
difficulties describing scheduling strategies with Petri Net elements, which is important to
model parallelism with blocking and synchronization. Hence, he combined Petri Nets with
Queueing Networks into a single formalism. Queueing Petri Nets (QPN) can be seen as a
superset of Petri Nets and Queueing Networks, with a greater expressive power then QN and
SPN. Unfortunately only a few application examples exists for the usage of QPNs in practice
like Kounev and Buchmann [KB03] who use QPNs to evaluate the performance of distributed
e-business applications. The reason might be that the analysis of the QPN is still based on
Markov Chains with all their disadvantages.
3.4.3 Queueing Networks
Queueing theory is a powerful instrument for quantitative system analysis and has been ap-
plied to a wide range of systems, e.g. computer systems, network system [LZGS84, Rob00],
manufacturing systems [SSSO87]. A general introduction to queueing theory is given by
Kleinrock [Kle76a, Kle76b]. An introduction with a focus on computer systems can be found
in Bolch [BGdMT98] or Lazowska [LZGS84].
A queuing network consists of a number of service centers (or queuing systems). Each
service center consists of a waiting queue for arriving requests and a server to process the re-
quests (cf. Figure 4.1 on page 38). The waiting queue has a scheduling strategy which defines
the execution order of the requests. Typical strategies are FCFS (First-Come-First-Serve),
LCFS (Last-Come-First-Serve), PS (Processor sharing) or IS (Infinite server). Queueing net-
works are classified as open queueing networks and closed queueing networks. The difference
is that open queueing networks have an external arrival and departure. Hence they are used
for example to calculate the response time for a given arrival rate. Closed queueing networks
handle arrivals and departures internally. Hence they are used to find the equilibrium state (or
saturation state) of a system.
For the modeling of parallel systems a concept of synchronization between parallel pro-
cesses is necessary. Woodside et al. [WNHM86, Woo89] observed that the standard queueing
network does not meet this requirement of modern distributed computer systems. The major
problem they identified is the missing support for different types of service rendezvous like
synchronous and asynchronous calls. Woodside introduced the Stochastic Rendezvous Net-
works (SRVN). SRVNs differ from classical QNs in two ways. First, each node in the model
can act both as client and as server. Second, servers in SRVNs can have two (or more) phases
of execution. The first phase models the blocking of a client by a server during a request
(rendezvous). Subsequent execution phases of the server occur after the server replies to the
request; the client and server can then execute in parallel. Hence SRVNs are more suitable for
modeling modern information processing systems.
Mak and Lundstrom [ML90] noted that the performance prediction of parallel systems
requires the exact analysis of the execution of parallel computations on multiple processors.
Hence they proposed in [ML90] such an accurate and computational effective method for
multi-processor queueing nodes. They use acyclic task graphs to model parallel computations.
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A second queueing model is used to model resources as service centers. Both models are used
as input for their algorithm to predict the execution time and the system utilization.
Analysis of QN Models
Several methods exist to solve QNs. Most standard QNs can be solved analytically by trans-
forming them into Markov chains [BGdMT98]. Other methods are the iterative convolution
algorithm proposed by Buzen [Buz73] or the Mean Value Analysis (MVA) developed by Reiser
and Lavenberg [RL80]. The difference between the methods is that the convolution algorithm
gives exact performance values for all service centers, while the MVA gives only main perfor-
mance parameters, e.g. the MVA is not able to determine the exact distribution of calls among
the service centers.
A major disadvantage of these methods is that they are recursive. Hence, for complex
QNs these methods are impractical due to the large number of states, which results in extreme
memory requirements and high computation times. At the expense of some accuracy, results
can be obtained much faster for closed queueing networks by using the Bard/Schweitzer ap-
proximation [Bar79, Sch79] of the mean value analysis (MVA), which avoids recursion by
using the assumption that the queue length at each service center increases proportionally to
the number of jobs in the network. Other approximation methods can be found for example in
Bolch [BGdMT98] or Lazowska [LZGS84].
According to Yan et al. [YZS96] and Petriu et al.[Pet94] SRVN models can also be solved
exactly by translating the model into Markov Chains. But here also the resulting state explo-
sion of the underlying Markov model makes this solution impractical for most real systems.
Other approaches approximate the solution by adapting the Mean Value Analysis (MVA) of
Queuing Networks to SRVNs [Pet94]. The Method of Layers introduced by Rolia [RS95]
divides the complete model into several submodels (layers), which are solved by the MVA.
The queueing network model used by Riola differs from the SRVN in the way that it distin-
guishes between software and hardware servers. Woodside et al. combined the SRVN and the
method of layers to form Layered Queuing Networks [WNPM95b]. Further enhancements and
generalizations have been described by Franks et al. [FMN+96]. An introduction to Layered
Queuing Networks is given in Section 4.2.
Layered Queuing Networks are a powerful, but at the same time easy to use method for
modeling complex computer systems. Hence we use them as the basis for our system model.
3.5 Optimization Methods
Optimization covers a wide range of problems in various domains, e.g. optimal scheduling
of production lines, optimal traffic flows, optimal usage of computational resources. In gen-
eral an optimization problem can be defined in a way that an answer to its instance specifies
a solution for which the value of a certain objective function is at its optimum. For all op-
timization problems there exists also a decision problem counterpart by asking if there is a
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solution. Well known fundamental problems are for example the knapsack or the travelling
salesman problem. A crucial point in solving optimization problems is the time complexity
of the solving algorithm. According to Aho et al. [AHU74] algorithms can be divided into
two main complexity categories: polynomial- and exponential time algorithms. Polynomial
time algorithms are those whose complexity is O(p(k)) where p is some polynomial and k is
the input length. All algorithms whose time complexity cannot be bounded in that way are
called exponential time algorithms. This leads to the definition of class P, which consists of
all decisions problems with polynomial time complexity. It should be noted that there exists
a large class of decision problems for which no polynomial time algorithm is known but for
which the verification of a positive answer can be done in polynomial time, e.g. the knapsack
problem. The feature of polynomial time verifiability is captured by a non-deterministic Tur-
ing machine (NDTM) [GJ79]. So the class NP consists of all decision problems which may be
solved in polynomial time by an NDTM. It follows that P ⊆ NP. Cook [Coo71] derived that
that a decision problem is NP-complete if it can be transformed to another problem of class
NP. An optimization problem is called NP-hard if it is proven that the corresponding decision
problem is NP-complete because decision problems are not computationally harder than their
optimization problem.
In the following we will first give a brief overview of common techniques to solve or
approximate many optimization problems. Afterwards we go into the details of the variations
of the bin packing problem and of some scheduling problems.
3.5.1 Enumerative Methods
Two enumerative methods are often used for solving combinatorial problems. These are Dy-
namic Programming and Branch and Bound. Dynamic Programming was first presented by
Bellman at el. [Bel57, BD62]. The idea is to interpret the optimization problem as a multistage
decision process. The problem is divided into stages, and at each stage a decision is required,
which has impacts on later decisions. The result is therefore a recursive process. If the opti-
mal size k of the subset is not known the dynamic programming approach has an exponential
complexity as for n elements 2n subsets have to be considered. However, in practice it is often
possible to construct pseudo polynomial algorithms for a reasonable instance size.
The idea of Branch and Bound is to find a solution S∗ ∈ S such that γ(S∗) = min
S∈S
{γ(S)}
with a set of feasible solutions S , a result set R and a criterion function γ : S → R by im-
plicit enumeration of all S ∈ S through examination of increasingly smaller subsets of S . The
approach consists of two fundamental procedures: branch and bound. Branching is the par-
titioning procedure, which divides a large problem into smaller ones. Lower bounds for the
optimal solution of each sub-problem are calculated in the bounding process. During this pro-
cess the subsets with a lower bound larger then the known γ(S) are not further considered in
the search. The choice of subsets depends on the search strategy used. Search strategies are
jump tracking (frontier search), where the process jumps from one branch to the next one,
and backtracking (depth first search), where the process first directly proceed to the bottom
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of the tree and then retraces the path back. More details about search strategies can be found
in [LW66]. It is obvious that complexity of branch and bound is exponential when we search
for the optimal solution. However, the approach is often used to find suboptimal solutions in
polynomial time by stopping the process at a certain stage or after a time limit.
3.5.2 Heuristic and Approximation Algorithms
As already mentioned not all optimization problems can be solved in polynomial time as they
are NP-hard. In such cases heuristic algorithms are often used, which tend to find an optimal
solution but cannot guarantee it. For practical applicability their worst-case complexity should
be bounded by a low-order polynomial in the input length.
For approximation algorithms it is also important to measure the quality of the approx-
imation results with the optimal solution. Garey et al. [GJ79] give several definitions for
evaluating the accuracy of approximation algorithms. The optimality ratio RA(I) for an algo-
rithm A(I) compared to the optimal solution OPT(I) with an instance I of the optimization





The absolute performance ratio RA for an approximation algorithm A for problem Π is
given then as
RA = in f{r ≥ 1 | RA(I)≤ r for all instances of Π} (3.2)
The absolute performance ratio is also known as competitive ratio of online algorithms
(e.g. Borodin and El-Yaniv [BEY98]). In practice the absolute performance ratio can be over
pessimistic. Hence often the asymptotic performance ratio (APR) is used, which is defined as:
R∞A = in f
{
r ≥ 1 | for some positive integer K,RA(I)≤ r,for all instances of Π satisfying OPT (I)≥ K
}
(3.3)
The closer R∞A is to 1, the better the approximation algorithm. However finding an ap-
proximation of a specified accuracy is as hard as finding a polynomial algorithm for any NP-
complete problem [BEP+96].
In the following we give an overview of popular approximation strategies like simulated
annealing, tabu search or genetic algorithms. They are known as local search or meta-
heuristics. One common property of these strategies is that they use knowledge-engineering
or have learning capabilities in order to reduce uncertainty while acquiring knowledge of the
problem. One shortcoming of local search strategies is that they might find a local optimum,
which may not be the global optimum. Hence the following algorithms have different strate-
gies for handling local optima.
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Simulated Annealing
Simulated annealing is a framework for the solution of combinatorial optimization problems,
which has independently been proposed by Kirkpatrick al. [KGV83] and Cerny [Cer85]. It is
based on a procedure to simulate the annealing of solids after they have been heated to their
melting point. The algorithm makes a loosely guided random up-and-down walk through the
set of solutions S instead of monotonically rolling towards a local optimum. During an itera-
tion k of the algorithm a solution y∈N (x) is selected in a random way from the neighborhood
N (x)⊆ (S) of the current solution x ∈ (S). The transition from x to y can either be accepted
or rejected with a probability apk(∆) based on the amplitude of ∆ := γ(x)− γ(y), with γ being
the criterion function (s. Section 3.5.1). The acceptance probability apk(∆) increases with the
number of iterations. In this way the algorithm can escape from early local optima at early
stages of the execution to freely explore the set of solutions (S). With an increasing number of
iterations the transitions tend to be accepted. The algorithm stops when the objective function
remains constant in a consecutive number of iterations.
Simulated annealing is a reliable procedure where only scarce problem knowledge is avail-
able or it is difficult to apply the knowledge algorithmically. Even for complex problems it is
relatively easy to implement.
Tabu Search
Tabu search was originally proposed by Glover [Glo77, Glo89a, Glo89b]. The central idea is
to guide deterministically the local search process beyond local optima. Within an iteration
step k the current solution x ∈ (S) will be replaced by a solution y ∈ N (x) from the neigh-
borhood N (x) ⊆ (S) of the current solution x ∈ (S), which maximizes ∆ := γ(x)− γ(y). A
tendency exists to oscillation between solutions if ∆ is negative. Hence throughout the search
a so called tabu list with forbidden transitions is maintained. Heavy bookkeeping of this list
can be avoided by placing transitions, for instance only for a limited time into the list and free-
ing them afterwards. Other definitions of tabu lists can be found in Glover [Glo89a] or Hansen
et al. [HJ90]. If after a number of iterations no improvements are found, the procedure stops.
Genetic Algorithms
Genetic algorithms are motivated by the theory of evolution [Gol89, Mic96]. They are de-
signed as search and optimization methods working on populations of feasible solutions. So-
lutions are encoded as strings. Roughly speaking, the aim of genetic algorithms is to produce
near-optimal solutions by letting a set of random solutions (represented by strings) undergo a
sequence of transformations guided by a biased selection schema towards the solution with the
highest quality or fitness. The transformations constitute the recombination steps of a genetic
algorithm. The goal of the transformation operations (reproduction, crossover and mutation)
is to combine good individual solutions to form new populations that are better than previous
ones. This process is repeated till some optimality criteria are met.
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3.6 Bin Packing
The classical bin packing problem is to pack a number of items into a number of bins under
the constraint that the number of bins is minimal and the size of each bin is below a given
threshold C. Bin packing arises in a wide variety of application, e.g. the scheduling of tasks to
processors or the packing of trucks with given weight limits. The problem is known to be NP
hard (see Garey and Johnson [GJ78]). Hence a lot of research has been done on approximation
algorithms on many variations of the original problem. Research on bin packing algorithm can
be divided into online and offline algorithms. Online algorithms pack the items in the order
they appear into the bins without the knowledge of future items. Offline algorithms have
complete knowledge of the problem throughout the packing process. Good surveys about the
bin packing problem have been written by Coffman et al. [CGJ97, CGMV99]. A survey with a
special focus on online bin packing algorithm has been written by Csirik et al. [CW98]. In the
following paragraphs we concentrate on the classical bin packing problem. A variation of the
bin packing problem where the number of bins is fixed but the size of the bins can be stretched
has its main application in task scheduling. Hence we will discuss this in Section 3.7.
Classic Bin Packing
In the formal definition of classical bin packing [CGMV99] one is given a list L = (a1, . . . ,an)
of items and an infinite number of bins with a maximum capacity C. The size of an item ai is
given by the function s(ai) with 0 < s(ai)≤C,1 ≤ i ≤ n. The problem is to pack all items of
L into a minimal number of bins. Following online algorithms for the classical problem exist:
• Next-Fit (NF)
After packing the first item NF packs each new item into the bin containing the last item
(if it fits) or it packs the current item into an empty bin. In Johnson et al. [JDU+74] is
was shown that the asymptotic performance ratio (APR) R∞NF = 2.
• Worst-Fit (WF)
The Worst-Fit strategy packs the new item in an empty bin, if such a bin exists into
which the item fits. If an open bin exists WF packs the item into the bin with the
smallest content and the lowest index. Johnson [Joh74] proved that the optimality is
R∞WF = R∞NF .
• First-Fit (FF)
First-Fit packs the current item into the lowest indexed nonempty bin into which it fits.
Otherwise, if no such bin exists, the item is packed into a new bin. Johnson et al. showed
in [JDU+74] that the APR for First-Fit is R∞FF = 1710 .
• Best-Fit (BF)
Best-Fit packs the current item into a bin with the largest content in which it fits. Other-
wise the item is packed in a new bin. The APR for Best-Fit is R∞BF = 1710 [JDU+74].
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Johnson generalized in [Joh74] the performance ratio of the algorithms mentioned above.
He introduced the Any-Fit constraint:
Any-Fit: If B1, . . . ,B j are the current non-empty bins, then the current item will not be
packed into B j+1 unless it does not fit in any of the bins B1, . . . ,B j.
Johnson defined that all online algorithms A satisfying the AF constraint belong to the class
A F . All algorithms A ∈ A F have an APR of R∞FF ≤ R∞A ≤ R∞WF . Johnson further noted that
by tightening the AF contraint a class A A F (Almost Any-Fit) of heuristics can be defined,
which all have the same APR.
Almost Any-Fit: If B1, . . . ,B j are the current non-empty bins and Bk(k ≤ j) is the unique
bin with the smallest content, then the current item will not be packed into Bk unless it does
not fit in any of the bins left of Bk.
In [Joh74] it is proven that R∞A = R∞FF for any A ∈ A A F .
Offline bin packing algorithms have all items available before the processing is started.
This gives the possibility to do some pre-processing like reordering or grouping before the
distribution of the items. By adding an additional sorting step before executing the First-
Fit or Best-Fit algorithm we get the First-Fit-Decreasing (FFD) or Best-Fit-Decreasing (BFD)
algorithm. Johnson et al. [JDU+74] showed that the APR for FFD and BFD is R∞FFD = R∞BFD =
11
9 . Later Johnson generalized this result in [Joh74] and proved that every algorithm A ∈ A F






Blazewicz [BEP+96] defines scheduling as assigning a set of processors and a set of resources
to a set of tasks. In practice scheduling is a powerful tool for improving the performance
not only of computer systems but of all systems where a large number of tasks have to be
performed by a limited number of processing resources, e.g. in production systems. Due
to the wide range of applications a virtually unlimited number of problem types exist (see
e.g. Coffman [Cof76], Blazewicz et al. [BEP+96], Sgall [Sga97], Brucker [Bru04]). Many
scheduling problems are known to be NP-hard. But there also exist many problems, for which
a polynomial solution is known. To get a better overview of all known problems Graham et
al. [GLLK79] developed a classification system for scheduling problems.
3.7.1 Scheduling Classification System
The scheduling classification system developed by Graham et al. [GLLK79] is widely used
in the scheduling literature. One can easily find out if an identified or derived problem has a
polynomial solution or if it is NP-hard by looking into the tables published e.g. by Brucker
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in [Bru04] or at his website3. In the classification notation, the machine environment, the
characteristics and restrictions of the tasks and the objective function (optimality criteria) can
be described in a three term expression α|β|γ, in which the first two terms can be further
subdivided such that the coding scheme has the form α1, . . . ,αn|β1, . . . ,βn|γ. In most cases
some of the variables are empty (∅) and do not appear. An overview of all parameters and
values is given in Appendix A. The original classification didn’t cover the important area of
online scheduling problems. Hence in [RWA00] we extended the classification schema about
the introduction of the arrival time in the following way:
β9 Arrival times
∅ static: all jobs are ready at start time 0
D deterministic dynamic: the jobs arrive at known future time
S stochastic dynamic: the jobs arrive at unknown future time
Blazewicz [BEP+96] pointed out that scheduling problems are closely related in the sense
of polynomial transformation. So by using an interrelation graph as shown in Figure 3.1 it
is possible to transform a specific scheduling problem to a more generic one or vice versa.
Figure 3.1 shows the interrelation of a single processor system (=1) over a variable or fixed
number of identical processors (P and P,k respectively) to uniform (Q) and unrelated pro-
cessors (R). For example a scheduling problem for a single processor machine has a lower
complexity than for a machine with k processors. This also means if a solution for the more
generic problem exists, this algorithm can also be used for the specific problem. The interre-
lation graphs for all values are shown in [BEP+96, Bru04].
In the following we will focus our discussion on some classic scheduling algorithms which
are still very popular and on approximation algorithms for online scheduling problems.
3.7.2 Scheduling on Parallel Machines
One scheduling problem which often occurs is the optimal distribution of independent jobs
among identical parallel machines. The problem P || Cmax distributes independent jobs
among identical machines in order to minimize the scheduling length (also called makespan).
Karp [Kar72] showed that even the simpler problem of P2 ||Cmax with only two machines is
already NP-hard. Hence approximation strategies have to be used. One of the most often used
strategies is list scheduling, which was proposed by Graham [Gra66]. The idea is to assign
in each step the first available job of a sorted list of jobs to the first available machine. The
accuracy of a list scheduling algorithm depends on the order of the list. The LPT algorithm
(Longest Processing Time First) orders the jobs in decreasing processing time. In [Gra69] Gra-
ham showed that the LPT algorithm has a number of machine dependent worst case behaviors
of RLPT = 43 −
1
3m compared to the optimal solution. Later a more exact performance ratio was
given by Coffman et al. [CS76]. They showed that RLPT = 1 + 1k − 1km with k is the number
of jobs assigned to a processor whose last task terminates the schedule. Blazewicz [BEP+96]










R =unrelated (heterogeneous) parallel machines
Q = uniform (homogeneous) parallel machines
P = identical parallel machines
1 = one machine
k= fixed number of k machines
Figure 3.1: Interrelations among processor environments
stated that the LPT algorithm behaves quite well in practice. By changing the sorting crite-
ria schedules for other objectives functions can be achieved. The Shortest Processing Time
algorithm (SPT) sorts the list of jobs by their processing time in non-decreasing order. The
SPT algorithm is an approximation for the problem P ||∑Cmax, whose objective function is to
minimize the mean flow time (=response time).
Another way to solve the P ||Cmax problem is to relax some constraints, e.g. by allowing
the pre-emption of the jobs. McNaughton already showed in 1959 [McN59] that an optimal
schedule for P | pmtn |Cmax can be constructed with an effort of O(n).
The scheduling problems of uniform machines (machines of the same type but with dif-
ferent speeds) or unrelated machines (machines of different types) Q ||Cmax or R ||Cmax, are
more generic then P ||Cmax. Hence we cannot find a polynomial solution for it. List schedul-
ing is also a popular approximation algorithm for these problems [BEP+96]. For the more
specialized problem Q | p j = 1 |Cmax with standard processing times for all jobs, Graham et
al. [GLLK79] have developed a polynomial procedure with a time complexity of O(n3). The
other possible solution is again to allow the pre-emption of jobs. Horvath et al. [HLS77] and
Gonzalez and Sahni [GS78] have developed algorithms to solve the Q | pmtn |Cmax problem.
The goal of the objective function Lmax is to ensure that in schedules with fixed deadlines as
many jobs as possible are processed before the deadline. With the polynomial transformation
(cf. Section 3.7.1) it can easily be seen that Lmax have at minimum the same complexity as Cmax
optimizations. For approximations, list scheduling in its variation of Shortest Deadline First
(SDF) is again very popular, but optimal schedules can only be achieved by using pre-emption.
Horn [Hor74] has developed a pre-emptive algorithm for the problem P | pmtn,r j | Lmax by
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using a binary search through a feasibility graph of the problem P | pmtn,r j,d j | ∅. This
approach has been generalized by Federgruen and Groenevelt [FG86] to solve the problem of
Q | pmtn | Lmax.
3.7.3 Online Scheduling Algorithms
Online algorithms differ from static algorithms in that the algorithm doesn’t have access to
the whole input instance. Instead, the algorithm has to react to new requests with only partial
knowledge of the input. The performance of online algorithms is measured by the compet-
itive ratio (cf. Section 3.5.2). Sgall [Sga97] pointed out that for scheduling algorithms the
competitive ratio may depend on the number m of machines but should be independent from
the number n of jobs. This reflects the fact that the number of jobs is not known for online
scheduling algorithms. Further discussions on online algorithms and competitive analysis in
general can be found e.g. in Borodin et al. [BEY98] or Albers [Alb03].
Most work in the area of online scheduling algorithms has been done for the problem
of minimizing the makespan on identical machines. In the basic model of such an algo-
rithm the jobs are presented one by one and have to be scheduled before the next job can
be seen. This model has already been introduced in Section 3.7.2 as list scheduling and it is
proven by Graham that the competitive ratio is R = 2− 1
m
. It has been shown by Faigle et
al. [FKT89] that list scheduling is the best possible deterministic solution for 2 or 3 machines
(R = 1.5 and R = 1.667 respectively). For larger m better algorithms can be developed. Bar-
tal et al. [BKR94] proposed an algorithm that has R(m) ≥ 1.8370 for m ≥ 3454. Karger et
al. [KPT96] generalized this result to R(m)≤ 1.945 for all m. Albers [Alb97] further reduced
the upper bound to R(m) ≤ 1.923 for all m. She noticed that a good algorithm must try to
avoid distribution in which the load on all machines is nearly the same. Hence her algorithm
maintains two sets of low and high loaded machines. The decision on which machine a new
job is scheduled depends on the size ratio of two sets.
Beside the deterministic algorithms discussed above random algorithms have also been
proposed. For two machines Bartal [BFKV95] showed that a randomized algorithm cannot
be better than R = 43 . In his approach the jobs are distributed randomly among the hosts
such that afterwards the expected schedule length is 23 of the total running time. For m =
3,4,5 Seiden [Sei97] has verified for its randomized algorithm that it performs better than any
deterministic algorithm. Finally Albers proposed in [Alb02] an algorithm which has a better
performance than any deterministic algorithm independent of the number of machines m. The
idea of her Rand algorithm is a combination of a conservative strategy A1 and an aggressive
strategy A2. Both algorithms complement each other in a way that on job sequences where A1
generates a long schedule length, A2’s schedule length is short, and vice versa. Both algorithms
work in parallel and the resulting schedules are selected randomly with a 50% probability.
All previously discussed algorithms assumed that the machines are identical. For online
scheduling of uniform and unrelated machines less work exists. Aspnes et al. [AAF+97] and
Cho et al.[CS80] proposed a modification of the list scheduling such that a new job is always
scheduled on a machine on which it will finish earliest. For m = 2 it behaves as a standard list
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scheduling and for 3 ≤ m ≤ 6 it has R = 1 +
√
(m−1)/2. It is verified that for m = 2,3 no
better deterministic algorithm exists.
Another way to improve the quality of the algorithms is to use additional knowledge. One
example is to use static list scheduling as an online algorithm as Graham [Gra69] assumed that
the processing time of each job is known. He showed that the list scheduling strategy can be





. Online Bin-Stretching is an approach which assumes that the
optimum load of the hosts is known in advance and that the load threshold has to be stretched
to fit the jobs into the host in the online case. Online Bin-Stretching has been proposed by Azar
and Regev [AR01]. The competitive ratio of the algorithm is R(m) = 5m−13m+1 . The algorithm has
its best performance for m ≤ 20. In addition it requires only little computational power and it
can be easily adapted to different goals.
Experimental Performance Studies
For nearly all online scheduling algorithms discussed, mostly analytical performance proofs
exist. Albers and Schro¨der [AS02] have conducted an experimental study of online schedul-
ing algorithms (List scheduling [Gra66], Bartal et al.[BFKV95], Karger et al. [KPT96] and
Albers [Alb97]) in a real world environment. Overall they were able to verify the analytical
results and they made some interesting observations. The results differ substantially depend-
ing on the workload characteristics. When the size of a new job is in the order of the average
load of the machines, then the quality ratio worsens. But if the processing time of the new
job is much larger then the average machine load, then the quality ratio can converge to the
optimum. Especially the list scheduling algorithm is very sensitive to sudden changes to the
job size. The other strategies analyzed have a more stable performance.
Performance Analysis
In table 3.1 we summarized the discussion about online scheduling algorithms in order to
compare them regarding our requirements. It turns out that nearly all algorithms are only
supporting identical machines. Furthermore that competitive ratio depends for a lot of them
on the number of machines. However, some of the algorithms perform best for a fixed number
of machines. While list scheduling and the algorithms of Aspnes et al. [AAF+97] and Cho
et al.[CS80] perform best for m = 2,3, it is interesting to note that the online Bin Stretching
approach performs best for m ≤ 20.
As our design goals for the scheduling algorithm are manifold (see Section 7.2) and have
to achieve performance goals but must also satisfy specific user requirements like deadline or
priority processing, it turns out that none of the analyzed online scheduling algorithms can be
used directly. However, we selected the Online Bin Stretching approach as our starting point
as the algorithm can easily be adapted and achieves good performance values for a practical
number of machines (m ≤ 20).

















P||Cmax R(m)≤ 1.945 No
Albers [Alb97] P||Cmax R(m)≤ 1.923 No













P||Cmax R(m) = 5m−13m+1
R(m) ≤ 1.625 for
m ≤ 20
Yes Easy adaptation to other
goals. Uses additional
knowledge about the host
load
Table 3.1: Analysis of online scheduling algorithms
3.8 Summary
In this chapter we have reviewed the state of the art in performance evaluation with a special
focus on capacity planning. The capacity planning process proposed by Menasce´ is a generic
workflow to size systems. It turns out that this process fails in a systematic way to select
resources and configure them such that they meet the performance requirements. In Chapter 6
we propose an automatic method which identifies suitable sets of hosts from a pool of hosts
and also configures the software accordingly such that the final system meets the requirements.
Optimization, with a focus on scheduling and the bin packing problem, is another research
field that we have reviewed. The scheduling algorithm that we need for the real world evalua-
tion of our system design approach has to achieve the performance goals but must also satisfy
specific user requirements like deadline or priority processing. Hence our analysis of schedul-
ing algorithms shows that none of the known algorithm in the literature directly fulfill our
requirements. Hence we will propose in Chapter 7 a modified version of the Bin-Stretching
algorithm develop by Azar and Regev. Bin-Stretching is a variation of the classical bin pack-
ing problem used for scheduling. It has shown good performance results in its original version
and, similar to list scheduling, the algorithm is very flexible in its adaptation to other opti-
mization goals. Finally from the experience Albers had during her evaluation of scheduling
algorithm on real machines, we decided to test our algorithm also in a real environment with
realistic workloads rather then verifying the performance analytically.
Chapter 4
Fundamentals
Queueing Network theory was developed at a time when telecommunication systems were
growing in size and complexity. At this time efforts for performance tuning were becoming
more costly and time-consuming, so mathematical models were developed for modeling real
systems and investigating different implementation possibilities with regard to performance.
This chapter gives an overview in Section 4.1 of the Queueing Network Model in general
and in Section 4.2 an introduction to the more powerful variant of Layered Queueing Networks
(LQN) developed by Woodside et al. [WNHM86, Woo89]. We describe transformation rules
between open and closed LQN networks and how to handle cycles. Finally in Section 4.3 we
give an overview of LQN solvers.
4.1 Queueing Networks Basics
A Queueing Network basic element, a queueing node or service center (see Figure 4.1), con-
sists of a queue and a processing unit. Multiple queueing nodes can be combined to form
complex networks, which can be analyzed with regard to performance, queueing length, aver-
age waiting time, etc. (cf. [Kle76a, Kle76b, LZGS84]).
Figure 4.1 shows a single queueing node. Requests that arrive at the queueing node are put
into the queue of that node. The queue of a node has a scheduling strategy which defines the
execution order of the requests. Typical strategies are FCFS (First-Come-First-Serve), LCFS
(Last-Come-First-Serve), PS (Processor sharing) or IS (Infinite server). The number of jobs
arriving at the system is specified by the arrival rate λ, specifying the number of jobs per time
unit. The requests are than put into the queue, which has an average queue length of A(λ).
The service time D is the time required to process a request. Response time R(λ), also called
residence time, is the total average time required for an incoming request to be processed.
Hence the response time consists of the service time and the waiting delay in the queue.
Furthermore, we distinguish between three types of queueing nodes: Queueing nodes with
a single processor are simply called service centers. Queueing nodes with multiple processors
are called multiple service centers. Multiple service centers are able to process more then one
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Figure 4.2: Types of service centers
request in parallel. The number of parallel executions is limited by the number of processors.
Finally, Delay Centers have an infinite number of processors and can therefore immediately
serve all arriving requests.
Characterization of Queuing Systems
The queueing systems are characterized by their internal structure using the following param-
eters:
A/B/c/n/p
where c, n and p are integer values and n and p are optional. The meaning of the five
parameters is as follows:
• A: Arrival process; that is the behavior and statistical distribution of the arriving jobs. A
can take the values D (deterministic processes), M (Markovian processes) and G (gen-
eral processes).
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• B: Service process; that is the duration and distribution of a statistical function for the
processing time. B can take the same values D,M,G as the parameter A.
• c: Number of processing units within one queueing system using the same queue.
• n: Limit of waiting queue, that is the maximal number of entries within the queue of a
queueing system; this parameter is optional with default value infinite.
• p: Number of potential customers, that is the maximal number of different users on the
system; this parameter is optional with default value infinite.
These parameters are used for the classification of different types of queueing systems. For
given parameter values the different characteristics of the Queueing Networks (throughput,
length of queue, etc.) can be determined. In this work we assume a Markovian distribution of
the arrival process and a deterministic processing time.
Finally, we have to distinguish between Open Queueing Networks and Closed Queueing
Networks. Open queueing networks have an external arrival. Hence the model can give an-
swers to performance questions for given arrival rate. In contrast to this the closed model
calculates the equilibrium state of the network. Closed networks do not have a specific arrival
rate at the starting point of the network, which can be determined from outside, but consider
the highest possible arrival rate of the network. Hence closed networks are used to find the
saturation level of a system.
A detailed description of the basics of Queueing Networks can be found in Klein-
rock [Kle76a, Kle76b] and Lazowska [LZGS84].
Fundamental Laws
For the standard queueing networks the following notations and fundamental laws for open
queueing networks are known, which are taken from Kleinrock [Kle76a, Kle76b] and La-
zowska [LZGS84].
λ : Arrival rate of requests.
D : Service time of a service center.
R(λ) : Residence time at a service center at an arrival rate λ.
U(λ) : Utilization of a service center at an arrival rate λ.
T (λ) : Throughput of a service center at an arrival rate λ.
A(λ) : Average number of jobs in queue at service center with an arrival rate λ.
s : Number of processors of a single service center
The most important and fundamental law has been posited by Little [Lit61] and is known
as Little’s Law:
A(λ) = λ ·R(λ) (4.1)
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Little’s law is intuitively clear. For example, if a car assembly line accepts 10 chassis/hour
and it takes 2 hours to produce them, then at any time there are 20 cars in various states on the
assembly line.





The utilization of a service center can be interpreted as the proportion of time the queueing
node is busy. Hence the utilization of a service center with s processors is calculated as
U(λ) = D ·λ
s
(4.3)
The residence time R(λ) is the total time spent by a request at a service center on average.





The calculation of the residence time for a multiple service center has to distinguish be-
tween the queueing and non-queueing state. Hence if more processors are available than jobs
(A = 0), then the residence time is equal to its service time. Otherwise (Ak > 0) the jobs have to
be queued. The residence time for a multiple service center has been derived by Mak [ML90]
as
R(λ) = D · (1+A(λ))
min(1+A(λ),s) (4.5)
4.2 Layered Queueing Networks
The standard model of queuing networks is restricted to the modeling of hardware servers and
does not support rendezvous concepts of modern software systems like RPC calls or ADA
rendezvous. Hence the model has been extended by Woodside et al. [WNHM86, Woo89] to
Stochastic Rendezvous Networks (SRVN) which allow the modeling of hardware and soft-
ware servers and support synchronous and asynchronous calls to servers. The combination of
the SRVN with the layered solving of queueing models developed by Riola [RS95] leads to
the Layered Queueing Network (LQN) theory [WNPM95b, FMN+96]. The LQN approach
enables the connection of several queueing systems to complex graphs. These graphs allow
different types of arcs and have to be acyclic.
Within this model the elements are interpreted as servers and clients, where a client may
require services from a server to satisfy the requests. The client is located at a higher layer of
the Layered Queueing Network model, and the required servers are at lower layers. Connec-
tions within a layer are not allowed.
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In the next section basic notation of the Layered Queueing Network model is briefly in-
troduced. It is not intended to give a detailed description, but a short overview and pointers
to further reading, then some basics of Layered Queueing Network modeling are explained.
Afterwards a simulation tool is introduced and the specific performance parameters used for
the simulations are defined and explained.
4.2.1 Basics of the Layered Queueing Network Model
The LQN model allows the specification of different levels of service requesters and providers.
A Layered Queueing Network model of a system consists of an acyclic graph where the arcs
are service requests from one node of the graph to another.
The LQN model provides mainly four different types of elements:
• Resource: A resource represents the basic resources of the system such as processor or
file system.
• Task: A task represents the concurrent process or object of a logical or physical resource.
• Entry: An entry represents a method execution of an object and has its own execution
times and demands for other services.
• Arc: The arcs between the entries are the demands of services, they are named ’call’.
The arcs between the task and resource components describe the relation between these
components. Moreover, the arcs are only considered between the entries, because the
resource components are not that critical within our modeling.
The tasks are comparable to the queueing nodes of the Queueing Networks. The entries
are different services provided by the processing unit with different processing times. The
different entries can be executed mutually exclusively. The Figure 4.3 depicts a LQN model,
where the tasks are represented as gray parallelograms, entries as white parallelograms and
resources as circles. Tasks are assigned to resources while entries are assigned to tasks.
The tasks can be classified by their position in the model and therefore their functional
behavior. Three types are distinguished:
• Clients: Clients consists of task with only outgoing arcs; also called reference tasks.
• Software servers: Software servers are tasks with incoming and outgoing arcs; this node
is seen as a server from the arriving arcs owner and seen as a client from the service
provider of the requested service.
• Hardware servers: Hardware servers are tasks, which only have incoming arcs; these
are typically hardware resources








Figure 4.3: Simple LQN Example
Each hardware and software server (task) has its implicit message queue, which distributes
the input to the different processors and entries. So if a task has several entries, they share the
same queue and block each other. To model real systems in an appropriate way, it is necessary
to distinguish between three different types of calls:
• Synchronous calls
Synchronous calls are requests from a client. The client suspends further processing
until the server has answered the request. During the waiting time the client is blocked.
This type of call is used to model hierarchical method calls as depicted in Figure 4.4.
The left hand side of the figure shows the graphical representation of a small example









Figure 4.4: Synchronous call
• Asynchronous call
Asynchronous calls are requests calling a method and continuing their own processing
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without waiting for a reply. Here the called method is responsible for executing the
request and continuing the workflow afterwards. This type of call is used, for example
to start parallel executions of other tasks. Asynchronous calls are similar to the ’fork’








Figure 4.5: Asynchronous call
• Forwarding call
Forwarding calls as shown in Figure 4.6 are requests started from a task (B), itself syn-
chronously called by another task (A) and calling a third task (C). The caller (B) re-
quests a method and is no longer blocked after finishing the method, while the last
method called (C) answers the first caller (A) directly. These calls are used for model-








Figure 4.6: Forwarding call
4.2.2 Transformation Rules
Transformation of Cycles
Cycles can occur often in software systems, e.g. a controlling process calls a sub-process
asynchronously. This sub-process notifies the control process by calling it again. Hence this
forms a simple cycle. Unfortunately they cannot directly be modeled within the LQN. Shousha
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et al. [SPJN98] have derived the following transformation rule to transform a system model
with cycles and open arrivals into a valid LQN model:
A cyclic relation in a system can be transformed to an acyclic model by the use of
semaphores. The idea is to model the read and write access to a source by usage of a
semaphore, which allows an exclusive read or write access to the source by the user of the















Figure 4.7: Transformation of cyclic graphs
Transformation of Open Arrivals
In networks with open arrivals a node receives messages from outside at a rate λ. According to
Shousha et al. [SPJN98] any LQN model with open arrivals can be turned into a closed model
by replacing the open arrival with a “fixed” number of pure clients with low service times.
This transformation ensures a saturation of the system without overflowing the task queues.
In addition, asynchronous calls have to be substituted by forwarding calls. The forwarding call
ensures that a new job is accepted only when the system has free capacity. The synchronous
and forwarding calls are not affected by this transformation. This is depicted in Figure 4.8.
4.3 Model Evaluation Tools
The “Real-Time and Distributed Systems Group”1 of Carlton University has developed several
tools to build and solve LQN models.
• TimeBench
TimeBench is a CAD-like tool for the design of real-time systems. Its main features in-
clude support for hybrid graphical/textual design description, design experimentations
1http://www.sce.carleton.ca/rads/rads.html















Figure 4.8: Transformation of open arrivals
through an embedded design interpreter and behavior visualization techniques, a per-
formance analysis tool and a code generation system for Ada and C. The TimeBench
tool allows the development of software top down by considering performance issues
and tests in parallel. At the end of the development and testing an automated code
generation can be initiated.
• LQNS (Layered Queueing Network Solver)
The LQNS is an evaluation tool which takes an ASCII description of the network model,
evaluates the model and delivers the results in a result file. The solver is able to use dif-
ferent methods for solving LQN models, e.g. ’Mean Value Analysis’ [Pet94] or ’Method
of Layers’ [RS95].
The MultiSRVN tool is delivered together with the LQNS tool. The former tool parses
an experiment description file and generates several network model files, simulates these
networks and analyzes the result files concerning the specifications of the experiment
description file. The results are then collected in a real data file prepared by the Multi-
SRVN tool.
The tool has been used extensively, because it provides a good way to do several tests
with the same network and different parameters within the model. Furthermore the data
extracted from the result files are collected and can then be used by other tools such as
Microsoft Excel for the visualization of the results. A detailed description of the tools
can be found in [FHM+95].
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Even if the solvers compute approximate solutions, the cost of simulations can vary a lot.
The simulation of a single host can be done within a few minutes. The simulation of a complex
model with, for example three hosts as presented in [ARW01] can take up to 40 hours.
Chapter 5
Problem Description
In this chapter we use the application we introduced in Chapter 2 as a starting point for deriving
a general class of job processing systems. We analyze this class of systems with respect to
common performance goal parameters, which lead to the challenges of the system design and
runtime job distribution we address in this thesis. Finally we introduce our formal system
model in order to describe the configuration problem in a formal way.
5.1 Abstract Problem Definition
We described in Chapter 2 our motivating application, that is transforming an EDI message
from one format to another by using a workflow consisting of message analysis, transfor-
mation and generation of the output message. From a more abstract point of view of the
application the message can be seen as a bounded piece of work with an associated workflow,
processing requirements and properties such as priority or due date. We call such a piece of
work a job. The transformation workflow from our example is in the abstract view an ex-
ecution sequence of atomic operations, so called tasks. Most of today’s processing systems
function in the way described except for systems working on infinite streams of data. But even
such stream processing systems have components, which work in a job oriented way. Hence
we have job oriented processing in all systems, but at different granularities.
Let us focus in the following discussion on systems with a coarse-grained workflow like
the one in our example. Other examples are payment processing, complex web services or dis-
tributed computations in Grid environments. Their jobs are composed of individual programs
or services which are controlled by a workflow engine. Hence the following generic steps can
be identified in order to process a newly arrived job.
1. Detection and queuing of a newly arrived job
2. Analysis of the job properties
3. Determination of processing requirements and parameters
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4. Execution planning of jobs and processing steps
5. Instantiation and execution of the workflow
6. Delivery of the results
It is not necessary for all these steps to be performed by the application. In simpler systems
some steps are carried out by the operating systems, e.g. the scheduling of the jobs. Other
steps have to be performed by the application itself, e.g. detecting the arrival of new jobs
or the processing of the job. Which part of the system does what is a design decision of the
developer.
The job instances themselves are associated with processing goals such as deadlines, re-
sponse times or priorities. These goals are specified by the customer or by the owner of the
system, for example a customer can set a high processing priority or an application owner
defines the maximum response time for his web service. To reach the processing goals the
system must be able to handle all the incoming jobs. Typically this is critical in peak load
situations.
With an increasing number of jobs, the system will not be able to handle all of them. The
simplest and most frequently used solution is to add new hardware and distribute the jobs
among these hosts. This is possible as long as the application is fully scalable. But in standard
business operations not all components, hardware as well as software, have this property.
Normally some central coordination or storage components constitute a bottleneck. Typically
in small systems everything works fine. The scalability problem arises if the system grows
or after the installation of a large scale system. In practice the existence of bottlenecks is
identified during runtime, when processing capacities do not scale in the expected way. From
this discussion several problems can be identified.
• Selection of hardware
The selection of hardware for a new system or to add new hosts to an existing system is
currently more an ad-hoc decision based on experience rather than on real estimations.
The problem is that simulations of future system behavior are seldom done in reality.
Hence added hosts might be too large or too small. In the first case the system is too
costly and has a lot of unused resources. In the second case processing goals are not
achieved.
• Software congestion
Possible instances of software congestion are not respected. In other words the scal-
ability of the software is only partially known. This problem has been analyzed by
Fontenot [Fon89]. He noted that software bottlenecks could be avoided by using multi-
ple parallel software instances. But no method has been given which finds the necessary
number of instances required to achieve a specific performance goal.
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• Job Distribution
The system design is always based on static average or worst case workload require-
ments. In reality the system has to deal with regular variations of the workload. Hence,
scheduling or load balancing mechanisms are used to handle the varying workloads.
So the selection of the right distribution mechanism is crucial to achieve the specified
performance goals.
System Design Goal
To avoid the above mentioned problems we propose in Chapter 6 a systematic method for the
system design. The problem we are addressing is:
“Given a system workload, a set of hosts and the performance requirement consisting of
minimum throughput and maximum response time.
1. Find a suitable host combination from the pool of hosts that satisfies the given perfor-
mance requirements.
2. Find a suitable number of process instances for each task of the execution sequence,
such that the performance requirements are fulfilled.”
Job Distribution Goals
By solving the above problem the designed system is, from the configuration point of view,
able to achieve the performance goals on average. But this requires jobs to be distributed
in an optimal way during system runtime . In Chapter 7 we demonstrate the development
of a suitable online job distribution strategy that is able to fulfill the performance and user
requirements during runtime. The abstract problem we are addressing is described as follows:
“Given are an unlimited number of jobs with arbitrary processing times and unknown
arrival times. Optimize the job distribution among the hosts in such a way that the throughput
and response time requirements are fulfilled.”
In the next sections we specify the formal model for job oriented systems together with
a formal problem statement, which is used in subsequent chapters for the development of a
design and configuration method.
5.2 Formal Model of a Job Processing System
In the following an abstract definition of the system configuration problem is given in order
to specify the sub-problems of searching a hardware configuration and software configuration
separately. Several parameters and assumptions are specified to reduce the search space for
each sub-problem.
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5.2.1 Hardware Configuration Problem
In order to describe the hardware configuration problem, we need an abstract model of the
type of work to be done by the system. We call this the Job Model. The type of work is
described by a Job, which consists of a sequence of atomic computational elements, the tasks.
Job Model
Definition 5.1 (Task)
A task c is an atomic computational element, possibly with side effects.

Definition 5.2 (Job)
A Job j = (C,WF,T jarrival) consists of
• a set of tasks C where C = {c1, . . . ,cn}
• an irreflexive, transitive and linear relation WF with W F = C×C specifying an execu-
tion sequence of the tasks in C, with single start and end tasks and
• a total average arrival rate T jarrival .
A job j can be partitioned into any number jobs j1, . . . , jk with the same tasks C and
workflow WF with associated arrival rates of t(i, j) such that




The definition above covers the case of a job workload generated by a single job, which
arrives with an arrival rate T jarrival . But in reality a system has to deal with a number of differentjobs. To reflect this in our model we define a System Workload as follows:
Definition 5.3 (System Workload)
The System Workload SWL = { j1, . . . , ji} specifies the total work generated on a system by all
jobs.

With the known system workload we can now model the hardware environment and its
performance parameters.
5.2 Formal Model of a Job Processing System 51
Hardware Performance Model
In order to define a hardware performance model we need to abstract from the software,
operating system and individual resources of a host.
Definition 5.4 (Host)
The performance of a host h is modelled by a one-to-one relation of throughput-response time
values that can be achieved by the host for executing a given job j:
• the throughput thost(h, j) and
• the response time rhost(h, j).
The execution of a job j on a host h utilizes the host to a certain degree. This utiliza-
tion uhost(h, j) can be determined from thost(h, j) and rhost(h, j) by using the queueing theory
described in Section 4.1. As the total host utilization cannot exceed 1 for a given system





The workload of a given job j can be distributed in k parts among a set of hosts H =
{h1, . . .hk} with arrival rates of t(i, j) for host hi. When we partition the workload in such
a way we denote the throughput-response time values achieved on the host according to the
model introduced in Definition 5.4 as thost(hi, j) and rhost(hi, j).
The throughput and response time values thost(h, j) and rhost(h, j) among a set of hosts are
approximated from measuring these parameters on a real system by selected workloads. They
represent a conservative estimate for a minimal software configuration of the hosts.
Now we are able to calculate the total performance values of a job j for a given set of hosts
H as
total throughput: Thost( j) = ∑
h∈H
thost(h, j)
maximum response time: Rhost( j) = max
h∈H
rhost(h, j)
After the specifiying the hardware performance parameters, we can now define the mean-
ing of a Hardware Configuration.
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Hardware Configuration Model
Definition 5.5 (Hardware Configuration)
Let H be the set of all hosts. Then HC = {h1, . . . ,hk} with hk ∈H defines a hardware config-
uration.

The set of hostsH contains all hosts from which a hardware configuration can be built. As
the performance requirements and the hardware environment are specified, the next step is to
find a hardware configuration which satisfies the given performance goals.
Hardware Search Problem
Definition 5.6 (Hardware Search Problem)
We define the hardware search problem with the following given parameters:
• a set of hosts H,
• a system workload SWL and
• a response time requirement R jreq for each j ∈ SWL.
The search problem is to find a hardware configuration HC such that there exists a partitioning


















The hardware search problem consists of finding a combination of hosts HC from H, such
that the performance requirements are fulfilled. A single host might not be able to handle the
workload. Hence, the property of the workload that it can be distributed among the hosts is
important to achieve the performance goals. Hence, another result of the hardware search is
a partitioning of the jobs and the assignment of the job partitions to the hosts which will later
be used during the software configuration.
The result of the hardware search provides a necessary condition in the system configura-
tion to ensure that the hardware can approximately achieve the performance goals. However,
this does not guarantee that the software is also able to achieve the performance goals, thus the
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condition is not sufficient. Hence, in a second step a software configuration has to be found to
ensure and to verify that also the software is able to achieve the goals.
5.2.2 Software Configuration Problem
In order to configure the software for the previously identified hardware configuration the
relationship between the processes, which are the executed instances of a task, and the job
workload has to be described within a process model.
Process Model
Definition 5.7 (Process)
Let p = (c,h, inst) be a process,
• which belongs to the task c
• is executed with a maximum of inst ∈ N instances on host h.
For a given task c a host can execute exactly one process p. For a given process p = (c,h, inst)
we thus use the following notations: insth,p = insth,c = inst and ch,p = c.

The number of instances inst of a process is independent of the number of CPUs installed
in host h. We assume that the operating system of h allows the shared usage of CPUs and
other resources and handles the assignment of resources to individual processes.
Next, we define the configuration of the processes belonging to a job for an individual
host.
Definition 5.8 (Job Process Configuration)
The Job Process Configuration for a given job j on host h is defined as P( j,h) = {p1, . . . , pn}
where
• j is a job,
• h is a host and
• a set {p1, . . . , pn} consisting of processes required to execute the tasks of job j on host
h.

We assume that processes can be shared by different job workloads. Hence, a software
configuration of a host h combines the processes required by all job workloads executed on
host h.
Furthermore, we assume that all processes in P are executed on the same host.
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Software Configuration
Definition 5.9 (Process Configuration)
For a given system workload SWL, a host h ∈ HC and process configurations P( j,h) for all










Pc = {p|p ∈
⋃
j∈SWL
P( j,h) and p = (c,h, inst)}

The process configuration is used to describe all processes and the number of parallel
instances of each process executed on host h. As a process can be shared by more than one job
and we assume in the worst case a sequential processing of the jobs on host h, we have taken
the maximum number of instances of a shared process of all associated jobs for the process
configuration.
The set of all process configurations of all the hosts belonging to a hardware configuration
defines a Software Configuration.
Definition 5.10 (Software Configuration)
The software configuration for a given hardware configuration HC = {h1, . . . ,hk} is given by
the set of process configurations SWC = {pch1 , . . . , pchk}. In a software configuration hosts
with the same performance characteristics (Definition 5.4) are required to have the same job
process configurations.

Within the software configuration the process configuration for hosts with different per-
formance characteristics can be different. But the configuration of hosts with the same perfor-
mance characteristics should be the same, simply to give the scheduler during runtime more
flexibility for the distribution of jobs among the hosts.
As the result of the hardware configuration step, which is also a partitioning of jobs and
their assignment to hosts, it is already known which host is able to process a specific job.
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Hence, if a specific job has not been assigned to a host, this host also needs no process in-
stances for the processing tasks.
For jobs assigned to a host it can be said that in general the number of instances per process
depends on the size of the portion of the assigned job workload. Hence, hosts which process a
larger portion of a job workload have typically more process instances of the associated tasks
compared to those hosts which process only a small portion of a job workload.
The software configuration problem can be defined on the basis of the given hardware
configuration and the known relation between workloads and processes.
Software Performance Model
The goal of the software configuration is to find the number of instances for each process such
that the performance goals are satisfied. This search problem requires a function to evaluate
the performance of a hardware and software configuration for a given workload.
Definition 5.11 (Performance Evaluation Function)
A performance evaluation function eval(HC,SWC,SWL) determines for a given
• hardware configuration HC,
• a software configuration SWC and
• a system workload SWL
the throughput and response time values for each process p (associated with a job) on
each host. We denote the values determined by eval as teval( j,h, p) for the throughput and
reval( j,h, p) for the response time.
The utilization ueval( j,h, p) can then be derived by using the formula 4.3 from the queueing
network theory (cf. Section 4.1) as follows:
ueval( j,h, p) = teval( j,h, p) · reval( j,h, p)insth,p

We assume that the performance evaluation function eval ensures that the utilization of
all individual resources is ≤ 1. In definition ueval( j,h, p) we calculate the utilization of a
process p with insth,p parallel instances. Hence, ueval( j,h, p) is the average utilization of each
instance with ueval( j,h, p)≤ 1. The utilization of a process describes the throughput response
time behavior and is a good indicator for identifying software bottlenecks.
The evaluated performance characteristics of a host for a given job j as determined by eval
can then be derived as follows:
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T heval( j) = minp∈P( j,h) teval( j,h, p)
Rheval( j) = ∑
p∈P( j,h)
reval( j,h, p)
As the throughput of the sequence of processes of job j depends on the slowest process, we
calculate Teval( j) by selecting the throughput of the slowest process that processing sequence.
The response time Rheval( j) is calculated as the sum of the response times of each processing
step. Next, the overall performance characteristics of a job can be derived as follows:
Teval( j) = ∑
h∈HC
T heval( j)
Reval( j) = max
h∈HC
Rheval( j)
The evaluation of the performance as mentioned above can be done by simulation but also
by direct measurement of a configured system as described in Section 3.3.
In the previous steps we specified the software configuration for a given hardware config-
uration and the related performance parameters. In the next step the problem of finding an
appropriate software configuration will be defined.
Software Configuration Search Problem
Definition 5.12 (Software Configuration Search Problem)
The search problem is to find a software configuration SWC for a given hardware configuration
HC such that the performance parameters evaluated by eval(HC,SWC,SWL) satisfy
∀
j∈SWL
Teval( j)≥ T jarrival
∀
j∈SWL
Reval( j)≤ R jreq
Furthermore, the algorithm should minimize the calls to eval as performance evaluation is
a costly function.

In our definition we make no assumptions on utilization as we assume that the evalua-
tion function eval(HC,SWC,WL) ensures that utilizations of processes and hosts fulfil the
constraint 0 ≤ u ≤ 1. However, the utilization of a single process is an indicator for the
throughput-response time behavior. Hence, high utilizations of a process indicate that the
throughput cannot be further increased and that the response time is already very high. Pro-
cesses with high utilizations are therefore processing bottlenecks which can be solved by in-
creasing the number of process instances.
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If the software configuration search is successful then the relationship between the mea-
sured performance values of a host (see definition 5.4) and the evaluated performance charac-
teristics of that host is described as follows:
T heval( j)≥ thost(h, j)
Rheval( j)≤ rhost(h, j)
The reason why it is possible to achieve a better performance after the configuration pro-
cess than originally measured is that the measurements of thost(h, j) and rhost(h, j) are done
with a minimal software configuration of a host. Therefore the measurements are conserva-
tive performance estimates. With a more suitable software configuration of the host better
performance values can be achieved.
Even if the software configuration search is successful and finds a solution, this is still no
guarantee for all cases that the performance goals can also be achieved during the runtime of
the system. The reason is that the performance values of the input parameters of the search
problem only represent average values, which are gained from system measurements and anal-
ysis of historical data. Hence, runtime deviations, as they appear in every real system, are not
respected in the configuration phase. They therefore have to be dynamically handled during
runtime by an online scheduler. The goal of the online scheduler is to distribute arriving jobs
among the hosts in such a way that the performance goals are achieved on average. As the on-
line scheduling is application dependent and cannot be solved in general we give an example
for such a scheduler in Chapter 7.
5.2.3 Implementation
The configuration of a distributed job processing systems requires the evaluation of different
system configurations. The overall number of configurations depends on the degree of free-
dom for the different configuration parameters like types of hosts, number of tasks, etc. and
the complexity of the system workload. However, the overall search space is very large and
the evaluation of even a single configuration is very costly. In order to implement a system
configuration method we divided the configuration problem into a hardware search problem
and a software search problem. In the following we summarize the main properties of our
model which can be used to develop an efficient configuration method.
• A formal system model as described in the previous section requires the knowledge of
certain parameters like the arrival rate of a job or the response time of a host. These pa-
rameters can be gained by measurements of a real system or analysis of existing work-
loads and forecasting future workloads. A discussion of suitable methods for system
measurement can be found in Section 3.2 and 3.3.
• In the definition of the workload we assume that the stream of arriving jobs can be
partitioned and distributed among several hosts. This allows the algorithm to compose a
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hardware configuration from a number of less powerful machines. Hence, the hardware
configuration algorithm can find a solution even if a job workload cannot be completely
processed by a single host.
• The aim of the hardware search is to find a combination of hosts such that there exists a
partitioning of all jobs in the system workload which satisfies the performance goals. In
our formal model we made no restrictions in the selection methods of hosts, so there is
plenty of room to optimize the hardware configuration regarding additional goals such
as reducing procurement costs.
• The result of the hardware search is a necessary step in the system configuration to
ensure that the hardware can approximately achieve the performance goals. However,
this does not guarantee that the software is also able to achieve the performance goals.
Hence, in a second step a software configuration has to be found to ensure and to verify
that the software is also able to achieve the goals for the given hardware configuration.
• The goal of the software configuration search is to find the best number of instances
for each process on each machine of the hardware configuration in order to achieve
the performance goals. To reduce the search space for the software configuration, we
restricted the execution of an individual job to a single host. Hence, all tasks belonging
to the job have to be executed on the same machine.
• We assume that the number of instances of a process is independent from the number
of CPUs installed in a host and furthermore, that the operating system allows the shared
usage of CPUs and other resources by several processes. Due to this assumption we can
abstract from the concrete distribution of processes among the available resources.
• Another result of the hardware search is a partitioning of the system workload and an as-
signment of portions of each stream of arriving jobs (the job workload) to hosts. Hence,
a host requires no configuration of the associated processes of a job, if no portion of a
job workload has been assigned this host.
• A software configuration algorithm can use the system evaluation function to determine
the throughput, response time and utilization of each process. High utilization values
for a process are always an indicator for a bottleneck within the configuration. This
can be solved by increasing the number of instances of the process with the bottleneck.
As several jobs are observed in parallel, bottlenecks can occur in different processes at
the same time. Hence, simultaneous resolution of bottlenecks can further reduce the
number of iterations of the configuration algorithm.
• Finally, a successful termination of the software configuration search algorithm is still
not a guarantee that the performance goals can also be achieved for all cases during
the runtime of the system. The reason is that parameters for the system model are
gained from system measurements and analysis of historical data. Hence they only
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represent average values. Runtime deviations, as they appear in every real system, are
not respected in the configuration phase. They have to be handled dynamically during
runtime by an online scheduler, which has to distribute arriving jobs among the hosts in
such a way that the performance goals are achieved on average.
Chapter 6
Method of System Design
The goal of the system design method is to configure the software and hardware of a distributed
job processing system, such as a message converter system, in a systematic and efficient way.
The problem is a complex optimization problem with many design dimensions. Expensive
system simulations or model evaluations have to be reduced to a minimum. A direct and
naive application of standard search methods such as branch-and-bound [LW66], simulated
annealing [KGV83] or genetic algorithms [Gol89] forbids itself. For example the direct ap-
plication of a branch-and-bound search for a very simple case, such as the one we will study
in Section 8.5, would require approximately 100 simulations, whereas we can reduce these
in practice with our method to about 5-10. This we achieve by exploiting knowledge on the
problem structure and use heuristics to reduce the search space. In particular we partition the
search problem into several sub-problems which can be solved separately, some of them com-
pletely analytically. For each of the sub-problems different search methods can be applied.
Our main focus is on the problem decomposition, whereas the application of refined search
methods leaves room for further development.
In the following we will first give an overview of our system design approach. Afterwards
in Section 6.2 we describe how systems can be modeled with the help of layered queuing
networks. Before we are able to develop the configuration method in Section 6.3.2, we derive
in Section 6.3.1 the Response-time-throughput model. Our software configuration method
will be introduced afterwards in Section 6.4. Finally we describe the implementation of the
whole configuration process.
6.1 System Design Approach
In Figure 6.1 we provide an overview of the system configuration process. In a first step
the available hardware is determined from the business constraints. For the available hard-
ware, hardware measurements are performed for obtaining basic performance data that can be
fed into the subsequent steps of the configuration process. Furthermore software constraints,
e.g. the maximum number of process instances for a processing step, are determined. These
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Figure 6.1: Configuration process graph
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constraints are used in the software configuration step to avoid the selection of unrealizable
software configurations. Once the hardware and software properties are determined the pro-
cessing goals in terms of throughput and response time for the different kinds of tasks are
specified. The first main step in the method is the hardware configuration. A system configu-
ration selecting from the available hardware is determined, which has the capacity to achieve
the processing goals. This step is based on approximate, analytical performance models that
abstract from the properties of specific software configurations. They can be analytically eval-
uated (s. Section 6.3.2).
Based on the selected hardware configuration, a performance model based on Layered
Queuing Networks (LQN) is constructed, that also considers the software’s process struc-
ture. Using evaluationss of the performance model and modifying the model by a greedy
search method an optimized process configuration is identified, satisfying the processing goals
achievable by the selected hardware configuration. A final evaluation of the complete system
is then performed in order to verify that the processing goals have been reached. This veri-
fication may fail when no software configuration can be found that satisfies the performance
predicted in the hardware configuration step.
In such a case, a new iteration of the hardware configuration step is started. Other hard-
ware configurations may be identified since hardware configuration is performed in a non-
deterministic manner taking into account business requirements, such as available hardware
and hardware cost. If no suitable hardware configuration can be found it is possible to adapt
the processing goals. If this also does not result in a suitable configuration, as a last resort,
alternative hardware needs to be considered. In general adaptations of processing goals and
available hardware can be expected to occur rather rarely, since, on the one hand, the process-
ing goals and hardware selection are mostly business-driven requirements and, on the other
hand, the system designers have at least a very rough understanding of the necessary hardware
performance required to satisfy the processing goals. Optimal use of resources given these
constraints is where we provide support through our configuration method.
6.2 Modeling of Systems with Layered Queuing Networks
The construction of a performance model for the system is one major step in our configuration
method. We will use Layered Queueing Networks for the modeling of the system as they
are easy to use but expressive enough to model most of today’s system architectures. In the
following we describe the steps to develop a LQN model of a system.
From definition 5.1 and 5.2 is known that a task represents the atomic computational el-
ement in our model and that a job is composed from a number of tasks. Hence a task within
our system model is represented also in the LQN model as a task. In the following we call this
task a LQN job task in our LQN model. Workflows are modeled by calling the subsequent
LQN job tasks asynchronously in the execution order. The modeling of parallel instances of a
LQN job task is done by assigning one or more LQN processors to each LQN job task. The
LQN model provides the possibility to add a number of processors to each task. These task
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processors are not used to model resources, because a task uses several resources and has dif-
ferent execution demands on each resource. Instead the processors are used to model parallel
instances of a system task. So each processor represents one instance of the system task.
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Figure 6.2: Transformation of task service demand to resources
Hardware resources like CPU, file I/O or database I/O are not modeled as processors in the
LQN model as processors are not powerful enough to represent a hardware resource. Hence
all hardware resources are also modeled as tasks. We call them LQN hardware tasks. Each
LQN job task has its own entry on the LQN hardware tasks to represent the time a workflow
task is spending on a specific resource. Furthermore the LQN job task is calling its entries on
all LQN resource tasks.
After mapping the job workflow to the LQN job tasks and assigning the resources, cy-
cles, which often occur in software systems but are not allowed in LQN models, have to be
transformed according to the rules described in Section 4.2.2
After the transformation the service time of a LQN job task is distributed among the LQN
hardware tasks. Afterwards LQN job task itself has a service time of 0. This is depicted in
Figure 6.2. To represent multiple hardware resources of the same type, the number of task
processors is increased accordingly.
Each job has to be modeled separately and represents a submodel of the whole LQN system
model. The reason is that each job has different processing and resource requirements. The
job are connected within the model by a central task with no service time: the I/O engine.
The I/O engine generates the workload for the system and calls the submodels. The calling
probability for the submodels represent the fraction of the workload generated by a job.
Finally, up to this point the model is an open arrival model. Hence it can be used to evaluate
the system behavior for a specific workload. But for the configuration process it is necessary
to determine the throughput when the system is saturated. Hence the open arrival model has
to be turned into a closed model by applying the rule from Section 4.2.2. An example for a
resulting model after applying all rules is shown in Figure 8.3 on page 103.
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6.3 Hardware Configuration
The configuration method to address the search problem described in Definition 5.2.1 is based
on the LQN model that was introduced in Section 4.2 which is based on model parameters that
are derived from the real system. In order to limit the number of evaluations of the complete
system model during the system configuration process, we proceed as follows.
We determine approximate values for the minimal response time and the maximal through-
put from the evaluation of the LQN models we created for each combination of hosts H ∈ H
and jobs J ∈ SWL of the system workload SWL. We determine minimal response time by
running a system model evaluation with an extremely low utilization and maximal response
time by an evaluation with extremely high utilization. These values can be obtained efficiently
as only single hosts models are evaluated. We use these two values to compute two approxi-
mate hardware performance models (cf. Section 5.2.1) for the behavior of each host for each
job type. These models provide lower and upper bounds which we then interpolate. Based
on this interpolated hardware performance model we select the hardware configuration and
obtain a distribution of the workload on the different hosts. Using this hardware configuration
in Section 6.4 we then iteratively modify and evaluate the software configuration on the hosts
until we achieve the response-time-throughput behavior that has been predicted by using the
hardware performance model.
6.3.1 Hardware Performance Model
The purpose of the hardware performance model (cf. Section 5.2.1) is to estimate the system
response time for a single job type without complex simulations or model evaluations. As
this cannot be done exactly, a lower and upper bound of the response time is established in
a first step. These bounds are based on measurements at low and high system utilizations.
Afterwards an approximation function of the response time will be derived from the lower and
upper bounds. We will use this function as our hardware performance model.
Our system model consists of single service centers as well as multiple service centers.
We assume a random arrival of messages with an exponentially distributed density which is
a Poisson distribution. The correctness of this assumption has been verified by analyzing
the arrivals for our example application. We also assume an exponential distribution of the
response time at each node, with an increasing rate of processing requests. For the model
description we extended the notations introduced in Section 4.1 and Section 5.2 as follows:
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C : Set of all tasks.
S : Set of all single server tasks with S ⊆C.
M : Set of all multiple server tasks with M ⊆C.
d : Service time of a service center.
s : Number of processors of a single service center
Rk(t) : Residence time of task k ∈C with arrival rate t.
Uk(t) : Utilization of task k ∈C with arrival rate t.
dk : Service time of task k ∈C.
dmax : Service time of the slowest task with dk ≤ dmax for k ∈C.
tk : Throughput of task k ∈C.
Ak(t) : Average number of jobs in queue of task k ∈ M.
The throughput of a service center with s ≥ 1 processors satisfies t ≤ sd . In the saturation
state of a service center the throughput Tmax is (see [LZGS84])
Tmax = sd (6.1)
Complex systems consist of several service centers with different properties. They cannot
be modeled by one node as otherwise the estimations differ greatly from the real system. From
Lazowska et al. [LZGS84] it is known that the system response time R(t) of a complex system




The residence time Rk(t) is the total time spent by a request at service center k on average.





The calculation of the residence time for a multiple server service center has to distinguish
between the queueing and non-queueing state. Hence if more processors are available than
jobs (Ak = 0), then the residence time is equal to its service time. Otherwise (Ak > 0) the
jobs have to be queued. The residence time for a multiple server service center has been





The average number of jobs in a queue is equal to the time averaged queue
length [LZGS84]:
Ak(t) = t ·Rk(t) (6.5)
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So (6.4) can be transformed to
Rk(t) =
{
dk 1+ t ·Rk(t) < s
dk
s−t·dk 1+ t ·Rk(t)≥ s
(6.6)
In the first case the number of processors is larger than the number of jobs. Hence no
queueing occurs. In the second case the residence time increases because arriving jobs are
queued.
Derivation of an Upper Bound for Response Time
For deriving the upper bound we use the response time of the system at low utilization
R0 ≈ R(0) and the maximal throughput Tmax. R0 we obtain by evaluating the system model
with throughput T ≈ 0. Tmax we obtain by evaluating a saturated system and measuring the
throughput. At high utilization we know that there exists a service center with smax processors



























Using (6.7) and (6.8) we obtain:
R(t) ≤
1











































This bound has the property that for
t → 0 : Rup(t)→ R(t) (6.10)
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Derivation of a Lower Bound for Response Time
For deriving the lower bound we base our estimation on the measurement of Tmax by simulating
the system at utilization U ≈ 1 and assume again there exists a service centre with maximal
throughput using smax processors and having service time dmax as determined by equation














































As we are interested for the following approximation in the second case when the system








The lower bound has the property that for
t → Tmax : Rlow(t)→ ∞ (6.17)
Derivation of an Approximation Function
It can be seen from (6.10) that Rup(t) converges to the measured value R0 for low throughput
values or utilization. Conversely, from (6.17) we see that Rlow(t) converges to ∞ as t → Tmax
just as R(t) does. Thus the actual response time is a function that starts at low utilization with
values close to Rup(t) and arrives for high utilization at values close to Rlow(t). Since Rup(t)
and Rlow(t) differ considerably, we propose to approximate R(t) by linearly interpolating the
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By this construction Rapprox(t) has the property that Rapprox(t)→ R(t), both for t → 0 and
t → Tmax, and Rlow(t)≤ Rapprox(t)≤ Rup(t). Using R˜low(t) instead of Rlow(t) can be justified,
since for small values of t, Rup(t) dominates in Rapprox(t). As a result we can eliminate the
unknown quantity smax. However, we have to check that the property Rlow(t)≤ Rapprox(t) still
holds (which would have been trivial if we used Rlow(t) in the definition of Rapprox(t)). This











since R0 ≥ dmax.
Figure 6.3 shows the functions Rup(t), R˜low(t) and Rapprox(t) for the processing of large
jobs (messages consisting of 10000 financial transactions) on a 4 processor host (called ’Blue-
nun’) taken from our example application in Section 8.5. It can be seen that the approximation
function Rapprox(t) starts at Rup(t) but converges with higher throughput values to R˜low(t).
Furthermore the maximum service time as defined in equation (6.1), which is always lower
than Rapprox(t) is shown. This is obvious as the response time always additionally includes
the queuing time of the service center.
6.3.2 Hardware Configuration Algorithm
In order to address the hardware search problem introduced in Definition 5.2.1 we first de-
scribed the method to configure a single system. Afterwards, we give an algorithm that deter-
mines the host configuration of a distributed system.
Configuration of a Single Host
For each host h ∈ H and for each job j ∈ SWL that is processed on this host we have to
determine the desired throughput and response time values. First we measure for each job the
values of R0 and Tmax separately. Thus we obtain the approximation function Rapprox for the
response-time function. Then the throughput T h, j corresponding to the required response time
R jreq is determined as
Rapprox(T h, j) = R jreq. (6.20)
































Figure 6.3: Response time estimation functions for the proc. of large jobs (cf. Section 8.5)
Usually a host h will not devote its whole capacity to a single job j, but only a fraction




f h, j ≤ 1. (6.21)
Configuration of a Distributed System
We now give an algorithm that determines a host configuration HC that satisfies the response
time and throughput goals for all job types. The response time goals are already taken into
account by the choice of the values T h, j. Thus in the configuration algorithm we have to select
the hosts, such that they provide for each job class j the necessary throughput.
The proposed algorithm is related to the well known bin-packing problem [CGJ97,
CGMV99]. In our case we have to distribute items (=job classes) among a minimum num-
ber of bins (=hosts). Both, the capacity of hosts (=size of bins) and the number of hosts are
variable. The variable bin packing algorithm as proposed in [Csi89, Mur87, FL86] handles dif-
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HC = /0
for all j ∈ SWL do
Distribute the workload for j on hosts with free capacity such that ∑ j∈SWL f h, j < 1
Recompute capacity( j)
while capacity( j) < T jarrival do
Add a host ha to HC that can satisfy the response time requirement
Set f ha, j = min(1, T
j
arrival−capacity( j)




Figure 6.4: Hardware configuration algorithm
ferent bin sizes, but the size is fixed after the selection of the bin. The extensible bin-packing
algorithm, which allows a stretching of the bin [CL01, AR98] is not applicable as the maxi-
mum number of bins is fixed. Another difference to standard bin-packing approaches is the
necessity to preempt job classes as the capacity of a single host is often too small. Preemption
is often used for scheduling algorithms [BEP+96, Bru04], but the goal of these algorithms
is to distribute items among a fixed set of resources. Our algorithm is based on a First Fit
bin packing approach with regular recomputation of the host capacities and preemption of the
items. The capacity for processing job class j is determined as
capacity( j) = ∑
h∈HC
T h, j · f h, j ≥ T jarrival (6.22)
The algorithm is given in Figure 6.4. HC holds the host configuration and is returned as a
result. f h, j provides a job distribution that guarantees the throughput and response time goals
according to the approximate model of the system behavior. The resulting distribution can be
unbalanced since the host selected in the last step can have a very low load.
Balancing the Load Distribution
In a final step we adapt the distributions f h, j and assign spare capacities f h, jf ree such that hosts
of the same type are assigned the same capacities and spare capacities are evenly distributed
among the different message types. Thus for all hosts h1 and h2 and job class j ∈ SWL.
f h1, j = f h2, j and f h1, jf ree = f h2, jf ree if type(h1) = type(h2) (6.23)
We distribute the spare capacities such that the relative increase in throughput increase
increase = ∑
h∈HC
f h, jf ree ·
T h, j
T jarrival
, for all j ∈ SWL (6.24)
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is equal for all message types and maximized. This leads to a linear optimization problem
with the additional constraints
∑
h∈HC
f h, j + f h, jf ree ≤ 1 , for each h ∈HC (6.25)
capacity( j)≥ T jarrival , for each j ∈ SWL (6.26)
and optimization of the value of increase. An alternative approach would be to optimize
the response time by decreasing the throughput requirements. However, this requires the
simultaneous optimization of the distribution and throughput values and thus would lead to a
non-linear optimization problem.
Handling of Constraints on Software Configuration
In order to determine the response-time-throughput model, it is necessary to determine the
maximum throughput of the system at full utilization. In principle, maximum throughput
could be obtained from real system measurements. However, in a real system there exist
constraints on the software configuration. For example, only one converter instance can be
executed on a host. The measurement of such a system will indicate saturation, without having
the resources of the system, e.g. CPU’s, fully utilized. Thus a software bottleneck exists
[Fon89, NWPM95]. For correct configuration it is necessary to obtain system throughput
with saturated resources. Hence, the software constraints have to be eliminated, which is only
possible by system model evaluation.
6.4 Software Configuration
In the software configuration phase the number of process instances that are executed at each
host in parallel for each task is determined. A formal specification of the problem is given in
Definition 5.12. This step pursues two goals.
The first goal is to avoid suboptimal configurations, where both the response time and the
throughput do not achieve the values predicted by Rapprox(t). This can occur when a process
instance is busy while hardware resources are still available. A saturated software instance is
not necessarily executing on a processor. It may be waiting for the processor, other hardware
devices or for the response of another software instance. Hence such a software instance can
be the bottleneck of the system if it acts as a server for other software components. If the load
is increased beyond the saturation point, no additional useful work is performed [Fon89].
To avoid software bottlenecks the number of process instances executed at each host in
parallel must be increased. This strategy increases the throughput but also the response time
because more instances share the same resources. Thus, the second goal is to match for each
host and job class the response time-throughput behavior that has been predicted during the
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hardware configuration as precisely as possible. For software configuration, the job load distri-
bution on the hosts that have been determined during hardware configuration are incorporated
into the LQN model. In this way a complete, distributed job processing system is modeled.
A simple but costly approach finding a system configuration is exhaustive search by sim-
ulating all possible software configurations. Though this approach is not practical, for il-
lustration purposes we conducted such an analysis once for a single IBM SP2 system (cf.
Section 8.2) with the workflow described in Section 2.3. We configured the system to process
just one message type, which has a processing time of 54 sec.
The summary of results of all configuration experiments is shown in Figure 6.5. The re-
sulting values for throughput and response time of each conducted experiment are ordered by
throughput. It can be seen that the throughput and response time increses in steps. A step cor-
responds to an increase in the number of software instances at a bottleneck. One can observe
the tradeoff between the throughput increase and the corresponding response time increase. It
is interesting to note that there exist suboptimal configurations, where we can observe a strong
response time increase while having only a slight throughput increase (for example in experi-
ment 139). These cases represent extreme configuration with, for example a very low number
of input scanners and a large number of instances of the subsequent processing steps. So the
latter processes request a large number of messages from the first process (the input scanner),
which is not able to serve all of them. This means that the input scanner is running at its upper
throughput limit, which is the reason for the high response time.
Summary of Configuration Experiments


















































Figure 6.5: Summary of performance values of all configuration experiments
74 Chapter 6. Method of System Design
for all h ∈ HC do
Set all insth,p in SWC to 1 and call eval(HC,SWC,SWL)
while not(T heval( j)≥ T jreq · f h, j and Rheval( j) < R jreq) and insth,p < instmaxp do
For each process p on host h that has a higher utilization then a certain threshold
increase insth,p by one.
Call eval(HC,SWC,SWL)
end while
Apply the configuration to all hosts of HC belonging to the same host type
end for
Figure 6.6: Software configuration algorithm
A Software Configuration Algorithm
A complete search through all possible configurations is not practical if many systems have
to be configured since model evaluations are too time-consuming. Hence a more efficient
approach is required, in order to reduce the number of evaluations substantially.
We start with a minimal software configuration and increase the number of processing
instances of saturated components until the performance goals are achieved. This still would
require many evaluations of the complete model. Since hosts of the same type have the same
workload fraction f h, j for each job j (see also constraint (6.23) in Section 6.3.2) hosts of
the same type must have the same software configuration. Thus we configure each host type
first individually, and then evaluate the complete model to check whether the performance
goals have been reached. The benefit of this approach is that predominantly single hosts are
evaluated and the number of evaluations of the complete model is significantly reduced.
Within the algorithm, shown in Figure 6.6, the throughput goals T jarrival and response time
goals R jreq are the same as for hardware configuration. The throughput goal for a single host
h ∈H and a job j ∈ SWL is then f h, j ·T jarrival . The number of instances of a process p on host
h ∈H is denoted as insth,p. The maximum number of instances is defined by instmaxp .
The algorithm may not succeed. In such a case the different design parameters need to be
reviewed, as discussed in Section 6.1.
6.5 Complexity Analysis
In the following we will analyse the complexity of our design approach. We do this separately
for the hardware- and software configuration. From definition 5.12 it is known that the cost of
the algorithm is measured in calls to the performance evaluation function.
Before we evaluate our algorithms, we first give a rough estimation of the complexity of the
performance evaluation function. To evaluate the performance of a system requires the solving
of its queueing network model. Such a model consists at minimum of n ·m · k nodes with n as
the number of hosts, m as the number of job types and k as the number of workflow steps. Even
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an approximation of them by a mean value analysis [Bar79, Sch79, Pet94, RS95, FMN+96]
requires iteration several times over the complete model. Hence, we can approximate the costs
of evaluating the performance of a system as minimum O(n ·m · k).
In the algorithm for the hardware configuration function in Figure 6.4 it can be seen that
no calls to the performance evaluation function are made. Hence the costs in terms of perfor-
mance evaluation function calls is constant.
However, a more detailed analysis of hardware configuration algorithm helps to qualify
this constant cost. The algorithm consists of two loops. The outer loop iterates over all jobs,
while the inner loop is distributing the processing capacities. For the outer loop the complexity
depends on the number of jobs m. For the inner loop the analysis is more complicated as the
number of iterations depends on the processing capacities of the hosts. If we assume an upper
bound n for the number of hosts, then we can say that in the worst case the inner loop has to
iterate over all n. Hence in the worst case n ·m iterations are necessary. So the complexity of
our hardware configuration algorithm is equal to or better than a single call to the performance
evaluation function. Hence to assume a complexity of O(1) for our algorithm is a realistic
approximation.
Following the hardware configuration an additional load distribution step is used to balance
the load. This is a linear optimization problem, which doesn’t need any evaluation of the
perfomance. Hence we assume that the effort is constant. However, linear optimization is
not a trivial problem but according to Papadimitriou et al. [PS82] it can be solved efficiently
within polynomial time.
For the software configuration algorithm the situation is different as calls to the perfor-
mance evaluation function are done. Our algorithm consists of two loops. The outer loop
iterates over all hosts of the set HC. For the worst case we assume again that we have m hosts
in HC. The upper bound for the inner loop is the maximum number of instances Smax for each
task. In the theoretical worst case, during each iteration the instances of only one task will be
increased. Hence, if we have k tasks, the inner loop requires k · Smax iterations till the maxi-
mum configuration has been reached. The complexity of the software configuration algorithm
is independent of the number of job classes as the LQN model of the system covers all job
classes. Hence in each iteration all job classes are respected. So the worst case complexity of
the software configuration algorithm is
O(m · k ·Smax)
The analysis shows that in the worst case several calls to performance evaluation func-
tion are still necessary to find a suitable solution. But in practice we have several limitations.
For example a typical business system consists only of a couple of machines and the number
of tasks (in terms of executable programs) is limited. Furthermore the maximum number of
instances per task is approximately the number of processors in a machine, which is seldom
more then 4. One should not forget that in the software configuration algorithm all new iden-
tified bottlenecks are solved within one iteration. Our example in Chapter 8 shows that we can
find a suitable configuration within 5-10 iterations even when we have a system of 8 hosts.
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However, extreme system configurations with a large number of hosts and tasks can occur.
Furthermore, when we have the stronger goal of finding the optimal configuration rather than
finding a suitable one the usage of some heuristic or approximation strategies, like simulated
annealing or tabu search could be useful to reduce the number of iterations. To investigate this



















































































In the configuration method different algorithms are employed, including queuing network
simulation and linear optimization. We implemented the hardware and software configuration
algorithms in Java, integrating Mathematica [Mat] and the LQNS solver [FHM+95].
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The software is designed to optimize the configuration of the distributed message converter
system presented in Chapter 2.
The software consists of two components for hardware and software configuration, which
are controlled by the Configuration Workflow Manager. Thus software configuration can be
done independently of the hardware configuration, e.g. in order to reconfigure an existing
system if the job distribution is changing.
The architecture including the major data flows is shown in Figure 6.7. The whole config-
uration process is controlled by the Configuration Workflow Manager. Its task is to start and
monitor the different configuration steps and validate the input files. Monitoring is important
since external applications are used that might terminate without notice or turn non-responsive.
The process monitoring component also regularly produces a status file which can be viewed
using a Web browser.
The configuration program uses three XML based parameter files: Hardware and software
parameters with configurations goals, LQN model template and the program configuration.
The hardware and software parameters and configuration goals are those described in Sec-
tion 5.2. The LQN model template file contains an LQN model of a single machine formulated
in XML syntax. This template is used later to generate a complete model of the system. Fi-
nally the program configuration contains some general information for the program execution
like the working directory, log file location or stylesheets.
An example of part of a parameter configuration file is given in Figure 6.8. In this example
a message of type ’small’ is specified by providing the throughput in messages/seconds and
response time goals in seconds (elements <throughput goal> and <response time goal>).
The hardware parameters are given in the <hardware parameters> elements and specify for
each host type and message type the maximum throughput and minimum response time. The
<host> element is used to provide descriptive names for the hosts.
The first step of the configuration workflow is the Hardware Configuration. When exe-
cuting this step a linear optimization problem has to be solved (see Section 6.3.2). We use
Mathematica [Mat] as our solver and generate Mathematica code automatically. The result of
this step is an XML file providing the hardware configuration. This file is one of three input
files to the software configuration step. The others contain the optimization goals and model
parameters and the LQN template of a single host. In the LQN model instantiation step this
information is used to automatically instantiate an LQN model of the whole system. For solv-
ing the LQN model the LQNS tool described in [FHM+95] is used. If after this step the goals
are not reached a new iteration with an updated LQN model will be started (see Section 6.4)
till a complete hardware and software configuration is determined.
All intermediary and final results are written to XML files which can be transformed by
using XSLT to any other format. So it is possible to use the results in other programs, e.g.
Microsoft Excel for analysis or for system internal configuration files. A transformation of the
result files to HTML for configuration status tracking is also part of the implementation.
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<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE configuration SYSTEM "hwconfig.dtd">
<configuration>
<message m id="m small">
<description>Small Message</description>
<!--Throughput goal in messages per second -->
<throughput goal>0.72</throughput goal>
<!--Response goal in seconds -->








<msg parameter m ref="m small" h ref="host1">
<max throughput>4.465</max throughput>
<min response time>1.35</min response time>
</msg parameter>
<msg parameter m ref="m small" h ref="host2">
<max throughput>1.157</max throughput>





Figure 6.8: XML Hardware configuration file
Chapter 7
Online Job Distribution
The result of our configuration method is a combination of hosts and software process in-
stances which on average guarantees the performance goals. But our method requires ab-
stracting from reality, i.e. the models assume fixed arrival rates of jobs, which deviate in
reality. Hence a scheduler is used in the real system to handle and compensate for runtime
deviations of the arriving jobs. The scheduler has to decide just-in-time where and when a job
will be executed. The optimization goal is to achieve the performance goal with any mixture
of jobs if possible. Due to the importance of the scheduler for the overall system performance
the selection of the right strategy is crucial. Simple strategies like Round Robin will result in
equal distribution of the number of jobs, without respecting current system loads or machines
properties, for example in the worst case very large jobs would be processed on the smallest
host with large processing delays. This is especially important near the saturation point of a
system as the available resources have to be efficiently used. So more sophisticated scheduling
algorithms have to be used to achieve the overall processing goals. Such algorithms cannot
be developed for general usage, as each system has different goals and processing constraints.
Hence the scheduling algorithm has to be designed for each kind of system separately. Never-
theless known standard algorithms form the basis for development.
In the following the scheduling algorithms for the message converter system described
in Chapter 2 are developed and evaluated. In the next section we first discuss possibilities
and limitations for runtime optimization. Afterwards, in Section 7.2 we give a detailed prob-
lem description and characterization according to the classification system mentioned in Sec-
tion 3.7.1. In Section 7.3 we discuss possible scheduling strategies and why we have chosen
Bin Stretching as our point of departure. Our scheduling strategy is presented in Section 7.4.
Finally in Section 7.5 we introduce our scheduling simulator, which we use to evaluate our
approach in Section 8.6.
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7.1 Runtime Optimization
During the system design phase we had to abstract from reality in order to build the perfor-
mance and workload models. For the workload model we cluster the jobs by processing time,
job size and arrival rates and calculate average values for each cluster. The deviations within
the clusters are known but not respected in the performance model as we are only using the
average values as fixed input values for our models. Furthermore, as we are using a stochas-
tic performance model, we are only able to give probabilities for the execution of a specific
task. Different arrival orders of jobs, which lead to different execution orders of tasks, are not
respected by the performance model.
But both aspects, deviations from the average values and the arrival order of the jobs,
have an impact on the runtime performance of the system. In contrast to the workload model
the real workload has deviations in processing times, which has to be compensated during
runtime. Another aspect is the arrival order of the jobs. It makes a big difference for the
response time of an individual job if it has to be processed during peak arrivals of large jobs
or during average arrival rates of jobs. In the first case all jobs will have much higher response
times as they have to wait with a high probability for the termination of a large job. In the
other case the response times are smaller as the probabilities for long waiting times are much
lower. But if performance is observed over a long time, then on average the performance goals
are reached. Within short observation time ranges there might be deviations.
However, distributed systems use schedulers to optimize the distribution of jobs among
hosts with certain optimization goals. The scheduler has to decide just-in-time where and
when a job will be executed. The optimization goal is to achieve the performance goal with
any mixture of jobs if possible. The scheduler decisions are based on partial knowledge as
future arrivals are not known. Such schedulers are also known as online schedulers. As the
selection of the scheduling algorithm is crucial for the system performance, this has to be done
for every system and application separately. In the following section we develop a scheduling
strategy for our example application from Section 2.
7.2 Problem Description
The function of the scheduler is to distribute incoming jobs among the available hosts. Each
job must be scheduled on one of the available host systems. Several parameters have to be
considered by the scheduling algorithm such as file size, state of the hosts, etc. The following
list describes the scheduling goals in detail:
• Meeting of deadlines
All messages which arrive by a given cut-off time (s.a. Figure 7.1) will be processed
before the next deadline. Jobs, which arrive after the cut-off time are processed one
deadline later. The cut-off time often implies arrival bursts as most customers send their
messages just before this point of time.
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aj: Arrival time of job aj
di: Cut-off time
Latetest arrival time for deadline t i
qj: Minimum processing time for job j
ti : Deadline
Figure 7.1: Detailed Processing Timeline
• Priority messages
Financial messages can have a priority flag. The processing of these messages must
start within a short time interval. This could result in the preemption of a running job if
no idle resources are available. A preempted job has to be restarted as soon as possible.
• Low response times
The total time to process a job must be as low as possible. The average response time
has to be below the given upper limit for each message type (see Chapter 5).
• High throughput
The number of processed jobs must be as high as possible. The throughput should not
be below the given minimum throughput for each message type (see Chapter 5).
The movement of jobs between machines should be avoided as the transfer of processing
information and data to other machines is prohibitively expensive. As a consequence a job can
only be assigned to one machine. The only exception to that is a machine failure.
A job should normally not be preempted because this requires too much control and com-
munication overhead between job distribution and machine internal scheduling. The only
exception we consider is the arrival of a job with a priority flag. In this special case the pro-
cessing must start with as little delay as possible. In the message converter scenario the jobs
arrive at an unknown future time. So scheduling has to be done with the partial knowledge
available at runtime. Therefore it is classified as an online scheduling problem. The schedule
has to be updated every time a new message arrives.
Finally the group of possible scheduling algorithms was restricted by the bank customers,
as they prefer to have a deterministic algorithm. Hence a randomized solution wasn’t feasible.
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Classification of the Scheduling Problem
According to the classification scheme described in Section 3.7.1 the scheduling problem can
be classified as follows:
R,MPM|d j,S|Lmax
This is the short form respectively for:
• Machine environment
– R - The resources are unrelated multi-purpose machines.
– MPM - The jobs can be executed on all available machines, but can only be as-
signed to exactly one machine.
• Job characteristics
– ∅ - The preemption of jobs is in generall not allowed. However, in the case of
priority jobs the scheduler has to handle preempted jobs.
– d j - Each job has a deadline
– ∅ - The jobs are independent
– ∅ - The jobs have arbitrary processing times
– S - We have stochastic dynamic arrival times of jobs.
• Objective function
– Lmax - Minimizing of lateness is the goal of optimization.
It can be seen that the classification does not cover all aspects of a given problem, e.g. in
the example no method exists to describe the priority processing. Furthermore only the major
optimization goal is given, as standard algorithms only optimize regarding one goal. Never-
theless the goal to minimize the lateness covers implicitly also low response times. So the
classification can be used as a starting point to identify possible solutions of the problem. Re-
quirements which are not covered by the algorithm have to be included during the adaptation
of the scheduling strategy.
7.3 Selection of the Scheduling Strategy
As stated in Section 3.7 the objective function for most of the online algorithms is to shorten
the makespan. Other goals like deadlines or response time are less frequently considered. For
those objective functions mostly list scheduling algorithms are adapted, e.g. Shortest Deadline
First (SDF). However based on the classification above the following algorithms could be
suitable starting points to find a heuristic solution for the identified scheduling problem:
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• First Come First Serve (FCFS)
This strategy is the simplest form of the list scheduling algorithms proposed by Gra-
ham [Gra66]. The jobs are executed in the order they arrive at the system. If a host is
idle it gets the next job from the waiting queue. The strategy doesn’t consider different
host speeds or the deadlines of the jobs. If the jobs arrive in the order of their deadlines
the strategy is similar to the Shortest Deadline (SDF).
• Longest Processing Time First (LPT)
This algorithm is another type of list scheduling. It is an approximate solution for
P||Cmax (identical hosts, minimize runtime). The jobs are sorted by their processing
time in a non-increasing order. In every step the first available processor gets the next
job of the list. The main disadvantage of this strategy is that large jobs are preferred. As
a result small jobs could be heavily delayed.
• Shortest Deadline First (SDF)
This strategy is similar to the previous one. But it is an approximation for P||Lmax
(identical hosts, minimize lateness). The algorithm sorts the jobs by their deadline and
arrival time. As expected this is a good strategy for minimizing lateness on identical
hosts. If SDF would be used for uniform machines the results be worse as on hosts
with varying performance it is often the case that large jobs are processed on the slower
machine and small jobs on the faster machine.
• Online Bin Stretching
The bin-stretching approach belongs to the group of online algorithms. The algorithm
[AR98, AR01] first categorizes the hosts into groups of under loaded, normally loaded
and overloaded systems based on the future load of the host. After that the least loaded
system will be selected. The disadvantage of the algorithm is that it is restricted to
identical hosts and that it doesn’t consider other goals.
A more detailed overview of scheduling algorithms is given Section 3.7.
It can easily be seen that none of the algorithms could satisfy the requirements that we
identified for the scheduling problem directly. Therefore we had to develop a new scheduling
algorithm. For that, we were using the Online Bin Stretching strategy as point of departure,
because Azar and Regev [AR98, AR01] have shown that this strategy gives the best results for
configurations consisting of less than 20 machines (which, than for business usage, is already
a large number). Furthermore it requires only modest computational power and it can be easily
adapted to different goals.
7.4 Scheduling Strategy
The handling of priority and non-priority jobs requires that the scheduling problem for dis-
tributed job processing systems has to be partitioned into several sub problems, for which
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different scheduling strategies apply. Figure 7.2 shows the decision tree for the global sched-
uler.
After arrival of a new job the scheduler selects a suitable scheduling strategy depending on
the priority of a job. For jobs with priority a special preemptive scheduling will be used. For
all other jobs (normal processing) a modified version of Bin Stretching is used. Its two stage
scheduling strategy selects first an appropriate host for the job. In the second step the jobs are







Figure 7.2: Scheduling sub problems
7.4.1 Modified Bin Stretching
The idea of the original Online Bin Stretching algorithm developed by Azar and Regev [AR98,
AR01] is to pack a sequence of items into a fixed number of bins. Each bin represents one
host. Bin Stretching is somewhat related to the bin packing problem (s.a. Section 3.6). In both
cases all items are to be packed in bins of a certain size. In bin packing the goal is to minimize
the number of bins where the bin size is fixed while in Bin Stretching the number of bins
is fixed and the goal is to minimize the stretching factor of the bins. The original algorithm
assumes that the optimal job load of a bin, the sum of the processing times of all waiting jobs
in that bin, is known in advance. As of the dynamic nature of the scheduling problem that
additional information is not available. Other restrictions of the original algorithm are that
it does not consider other goals like deadlines and that it does not allow the changing of the
execution order and that the hosts must be identical.
We now describe the modified Bin Stretching algorithm [RWS+01] that we are using. The
extensions concern the following points:
• The optimal load of the host (=bin) must not be known in advance.
• The execution order of jobs can be changed after scheduling.
• Additional goals are taken into account, e.g. deadlines and priorities.
• Non-identical hosts are considered.
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The modified Bin Stretching algorithm assigns a job in two steps. The first step is to select
an appropriate host such that the load of all hosts is balanced. The second step is to reorder
the execution queue of the host. Hence it is possible to consider secondary goals, e.g. the
deadlines. This can be done by specifying a priority order on the execution queue of each host
like the following one:
1. Priority jobs
2. Suspended jobs which have to meet the next deadline
3. Pending jobs which have to meet the next deadline
4. All other suspended jobs
5. All other pending jobs
To describe the modified Bin Stretching algorithm we have to introduce the following
definitions in addition to those defined in Section 5.2. First we need a definition of the host
speed.
Definition 7.1 (Relative host speed)
For a given set of hostsH, a hardware configuration HC = {h1, . . . ,hk} and a host h ∈HC, the
factor s describes the relative performance of h compared to a reference host hre f ∈H.

The speed factor describes the speed of a given host h relative to a reference host hre f . The
reference host hre f is usually the slowest host in a set of hosts H and has a speed factor of
s = 1.
Next, we define the set of jobs, which have to be distributed between the machines.
Definition 7.2 (Set of jobs)
JS = { j1, . . . , jn} defines the set of n jobs, which have to be scheduled. The indices of the jobs
reflect the order in which they arrived at the system. Furthermore JSl with l ≤ k is the set of
jobs assigned to host hl.

In order to specify the load of a machine, we need to know the flow time (also known as
processing time) of a specific job.
Definition 7.3 (Job flow time)
For a given job j ∈ JS the flow time D j describes the processing time of j on the reference
host hre f .

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With the known flow times of the individual jobs we are able to calculate the maximum




To determine the load of host at a given time t, we first need to know the remaining runtime
of a job j at this time.
Definition 7.4 (Remaining Runtime)
For a given job j ∈ JS with a runtime of D j the remaining runtime at time t measured on the
reference host hre f is defined as
rt( j, t) =

D j if job j is pending for processing
Remaining
Runtime
if job j is currently executed or suspended
0 otherwise

With the knowledge about the remaining runtime, we are now able to define the load of a host
at time t.
Definition 7.5 (Load of host)
The load generated on host hl at time t by the jobs ji ∈ JSl with i ≤ p is





For a set of hosts HC the maximum load of all hosts at time t can be calculated as
Lmax(p, t) = max
l≤k
{Ll(p, t)}
The following definition classifies a host according to its load as short or tall loaded.
Definition 7.6 (Load classification)
A host hl is said to be short if its load is at most α ·Lmax(p, t), with 0≤ α≤ 1. Otherwise, it is
tall.

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The threshold between a short and tall load is determined by the value of α. The value of
α influences the quality of the resulting schedule. An analysis regarding the optimal value of
α can be found in Section 8.6.1.
Algorithm Description
The modified Bin Stretching algorithm uses the following three disjoint sets of hosts, which
cluster the hosts according to their load classification for the case that a new job is placed on
them.
Definition 7.7 (Disjoint sets of hosts)
When a job jp arrives at time t, the disjoint sets of hosts S1,S2 and S3 are defined as
S1 =
{
hl ∈ HC,1≤ l ≤ k | Ll(p−1, t)+
Dp
sl




hl ∈HC,1≤ l ≤ k | Ll(p−1, t)≤ α ·Lmax(p−1, t),
α ·Lmax(p−1, t) < Ll(p−1, t)+
Dp
sl




S1 contains all hosts whose job loads are short or remain short if the current job is placed
on them. S2 is a set of hosts that job loads are short but become tall if the job is placed on them.
The maximum job load of the hosts in S2 is stretched at most to α ·Lmax(p−1, t)+ Fmax(p−1)sl .
S3 contains all hosts which current job load is over α ·Lmax(p−1, t) or needs to be stretched
over α ·Lmax(p−1, t)+ Fmax(p−1)sl if the job is placed on them. Examples for the different sets
are shown in Figure 7.3.
In the next step of the algorithm a host must be selected from the three sets in the following
way:
• Put the job on the currently fastest non-empty host from the set S1. If S1 contains only
empty hosts then put the job on the currently fastest empty host.








) from the set S2.








) from the set S3.























Figure 7.3: Examples for sets S1, S2 and S3
After assigning the new job jp to the selected host, the job is stored in the waiting queue
of the host. The queues are ordered according to the sorting criteria given before.
The secondary goals are not optimally achieved, because they are only considered at the
individual hosts. In the worst case it is possible, that, for example, all jobs for the next deadline
are scheduled to one host and the other hosts contain only jobs for later deadlines. If such a
case occurs the algorithm can be extended in a way that it checks at the cut-of-time (arrival
time of all messages, which have to be processed by the next deadline) if there exists any
host which can meet the next deadline. Afterwards the jobs which will miss the deadline are
moved to hosts where they can meet the deadline. The resulting imbalances of the system can
be rescheduled in a similar way as described in Section 7.4.3.
7.4.2 Priority Processing
The goal for the processing of priority jobs is to start the processing with a short delay and
keep the response time as short as possible. When a new priority job arrives the strategy is as
follows:
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• If one or more short loaded hosts are available, assign the job to the fastest one.
• If no short loaded host is available, select the fastest host, which is not processing a
priority job. One of the running jobs on that host must be suspended.
• If all hosts are processing priority jobs, then put the job into the waiting queue. It can
be scheduled like any other job with the Bin Stretching algorithm described in Section
7.4.1. The ordering of the waiting queue ensures that all priority jobs are processed first.
This strategy ignores the other scheduling strategies and unbalances the system. So pend-
ing jobs have to be rescheduled. As the problem is the same as the handling of runtime
deviations a discussion of possible solutions can be found in the next section.
7.4.3 Handling of Runtime Deviations
The scheduling algorithm works with the knowledge it has when a new job arrives. It has no
information about future deviations of the job runtime or the arrival of priority jobs. Hence,
the schedule can become unbalanced in such a situation. In the following subsection the
imbalances induced by different job runtimes and unexpected processing of priority jobs is
discussed.
Runtime Imbalances
The modified Bin Stretching algorithm uses the knowledge of the estimated processing time
of a job. The actual processing time can be longer or shorter than the estimated processing
time, so the schedule will be unbalanced. There are two ways of avoiding this. The first
is to continuously update the estimated processing time during the runtime of a job. This
requires feedback from the tasks about the amount of work already done. An example: If
the estimated processing time of a job is 100 seconds and the converter informs the scheduler
after 60 seconds that 50% of the work has been completed, then the new estimated processing
time would be 120 seconds. In this case the imbalances can be handled as described in the
following section. But to determine the amount of work which has been completed is difficult
because the conversion consists of several steps which have different computational efforts. A
continuous update of the estimated processing time is only reasonable if the new estimations
are correct. Otherwise the scheduler perform unnecessary scheduling operations. Another
problem is the frequency of rescheduling. If the updates take place too often, then only small
differences between the estimated and the real processing time occur and therefore only small
jobs are moved. If the rebalancing occurs less frequently the differences are bigger and the
chances of obtaining good balance will increase but the system will be unbalanced for a longer
time. In the extreme case where no updates occur, the estimated processing times are never
updated. Due to the deviation of the estimated processing time from the real processing time
of a job, hosts can be overloaded. This overload can be compensated after the job has finished
with the arrival of new jobs. This solution of not updating the estimated processing time has
the advantage that no additional computation efforts are necessary.
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Imbalances Generated by Unexpected Processing of Jobs
Another type of imbalance occurs when a job must be executed out of order, e.g. the execution
of priority jobs. Such jobs are placed directly into the waiting queue without considering the
balance. In this case the balance must be established afterwards. The following possibilities
exist in these situations:
• No rescheduling
If the priority jobs were rather small compared to the other jobs the imbalances are also
very small. This will be compensated after the arrival of the next jobs (s.a. Section 7.4.3)
• Rescheduling of a similar job
The rescheduling is done for a job, similar to the priority job on the selected host. This
requires only one rescheduling operation. The result can be suboptimal because it is not
always possible to find a similar job.
• Rescheduling of all jobs
This can be time intensive but gives better results.
To achieve a good trade off between effort and optimality, the combination of all three
possibilities can be used. If the priority jobs are very small then no rescheduling will be done.
For large jobs the rescheduling of a similar job is suitable. Only if no similar job exists is a
complete rescheduling of all jobs performed.
7.5 Scheduling Simulator
The development of scheduling algorithms for complex systems is not easy. This is due to
the fact that at some times most parts of the system may not be available. Furthermore, a
system which is usable for the evaluation of the different scheduling algorithms is often not
available. Hence a simulator is required for the evaluation. Another problem is that scheduling
algorithms described in publications have a more generic nature. But real world systems of-
ten have a combination of scheduling goals, which are seldom evaluated or they have specific
processing constraints. Furthermore, Albers and Schro¨der [AS02] reported that performance
results differ substantially depending on the workload characteristics. Hence available analyt-
ical analysis of scheduling algorithms can be used for a pre-selection of a suitable scheduling
strategy. When these algorithms are adapted to the specific problems they require additional
testing and analysis. This can be simplified with the help of a simulator, as several situations
can be simulated and detailed information about the resulting schedules are available. Special
scheduling problems can be repeatedly tested and analyzed with different algorithms on the
same data.
On the other hand a simulation can only be an approximation of reality. It is not possible
to simulate all factors of a real system which influence the processing of a job (e.g. other
system activities, garbage collection). So the simulation results should be verified later on the
real system when it is completely developed.
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7.5.1 Development Goals
Our scheduling simulator simulates the scheduling of a job processing system. Because such
systems can have complex host and processor combinations, the simulator configuration has
to be flexible in the area of system configuration. Also, it has to be easy to add new scheduling
strategies to the system. Accordingly, the job generator, the part of the simulator that generates
new jobs, will have different creation and firing strategies to generate different workloads. In
addition, the results have to be accessible in different ways: state information of systems at





































Figure 7.4: Scheduling simulator components
The components of the scheduling simulator shown in Figure 7.4 are grouped by the usage
phases of the tool: configuration, simulation and analysis.
The first phase is configuration. In this phase the properties of the host and their proces-
sors (e.g. processors, speed, and type) are specified. Furthermore the characteristics of the
jobs (complexity, deadlines, etc.) are defined. The job generator is able to support several job
generation (linear distribution, normal distribution, etc.) and firing strategies (random times,
fixed intervals, etc.). The deadline generator also supports different types of deadlines, e.g.
fixed intervals, fixed times. The simulation tool provides the option saving a set of jobs to
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a file and reloading them later. In this way a specific problem can be simulated with sev-
eral algorithms, which makes a detailed analysis and comparison easier. Also the scheduling
strategy has to be selected. Different strategies can be plugged into the simulator by using a
scheduling Java API. Some schedulers also require specific configurations, e.g. the threshold
in the modified Bin Stretching algorithm in Section 7.4.1. Finally the overall runtime has to
be specified in the simulator configuration.
In the second usage phase the simulation takes place. The simulator generates an event
for each time unit which is handled by the job execution and the job generator component.
The job execution component executes the jobs on the assigned hosts or processors. This
component is also able to randomly vary the execution time of a job to simulate additional
loads on the hosts which influence the job execution. The job generator creates new jobs
according to its configured generation and firing strategy. The deadline generator assigns
each new job its processing deadline. The scheduler will be activated at each time unit to
provide the possibility of rearranging the schedule. The scheduler will also be activated if a
new job has been generated to update the schedule accordingly.
Figure 7.5: Example visualization
For later analysis of the schedules, the whole life cycle of a job and the host and processors
activities are logged. This information can be analyzed with regard to several properties,
e.g. response time. The analysis results can be exported as a CSV file to import them into
other calculation or statistic tools, e.g. MS Excel. The simulator system itself provides a
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visualization of the schedule as a Gantt chart, a graph that shows the number of pending jobs
within each time unit, and the corresponding statistics. An example is shown in Figure 7.5.
The top timeline, which is labeled ’Job arrivals’, shows the times when new jobs arrive. The
Gantt chart for two hosts with 4 and 2 processors are shown below. This chart type indicates
each job as colored boxes with an identification number inside. In the case of suspended jobs
an ’S’ is appended to the id and all parts of the job are connected with lines. In Figure 7.5 this
happened to job 15 on the first host. The position and the size of the box represent the starting
time and the flow time for each job. Light areas without an id represent idle time. These times
are interesting when used in conjunction with the pending job graph, which is shown below
the Gantt charts, because situations where idle times are present and pending jobs available
should be further analyzed.
A vertical line highlights the deadlines over all charts. Jobs that cannot meet the deadline
are marked with a double border. The time marks of the timeline can be connected by a line
to the job in the Gantt chart representing the waiting time of the jobs.
Below the pending job graph the statistical area can be found. It contains the overall infor-
mation for each individual host including for example values about the number and complexity
of processed jobs, total and average flow time, host/processor utilization, and average response
and waiting time.
Chapter 8
Application Examples and Evaluation
In this section we study in detail the design of two examples of financial message converter
systems of the kind introduced in Chapter 2. The converter system was developed by MOSAIC
Software AG within the European project POEM1. Hence in the following descriptions the
converter software is also called POEM software.
The first example illustrates the configuration method introduced in Chapter 6 for a com-
plex system setting with 8 hosts. Since an implemented system of such a complexity was
not available for the verification of the results, we will study in Section 8.5 a simpler system,
for which the performance measurements of an implemented system have been conducted for
comparison purposes.
Both example systems are based on the same basic hardware components for which system
performance measurements have been performed. The difference in the examples is found
in the performance goals. The complex system will be configured for substantially higher
throughput goals than a simple system. For studying these examples we have simplified the
statistical model of messages. We will consider only two types of messages: very large and
small messages. This is a scenario that is, however, fairly realistic for banking applications,
where either messages for low-volume transactions, e.g. daily money transfers of a company,
or messages for aggregated transactions, e.g. salary transfers of a company for all employees,
are sent. For setting the performance goals it will be assumed that the percentage of very large
messages is small, namely 5% of the total number of messages, and the percentage of small
messages is large, namely 95% of the total number of messages. A small message consists of
50 financial transactions, while a large message consists of 10000 financial transactions. In
addition it is assumed that the customer needs to have a minimum of two machines to ensure
availability. Two different machine types will be available for setting up the configuration.
As our configuration method required us to abstract from reality, we are using an online
scheduler to handle the dynamicity of the real workload. Hence, we will simulate the behavior
of our scheduling algorithm in order to evaluate the quality of the distribution strategy. We
will show that our strategy is able to handle runtime deviations in a flexible way and ensure
1Parallel Processing Of Voluminous EDIFACT Documents, ESPRIT 26359
95
96 Chapter 8. Application Examples and Evaluation
that the performance goals are reached on average.
Finally, we verify our performance estimations with a real system and show that the com-
bination of our system design method together with an optimal scheduler is able to achieve
the performance goals.
The chapter is structured as follows. In the next section the test and measurement tools
and testing environments which are used to get the parameters for the performance model
and for evaluation are described. Afterwards in Section 8.2 the example hardware together
with the measurement results are introduced. Section 8.3 describes the modeling of the con-
verter system with Layered Queueing Networks. Afterwards, Section 8.4 demonstrates the
configuration of a complex system. The real world system is configured in Section 8.5. An
evaluation of our online job distribution strategy is conducted in Section 8.6. In Section 8.7
measurements of a real system verify that the configuration from Section 8.5 together with the
modified Bin Stretching job distribution strategy also achieves the performance goals on a real
system. This chapter ends with a discussion of the results.
8.1 The Test Suite
For system testing and measurement we use the customizable test suite called “Driver”, which
is an internal development of the IT Innovation Centre, Southampton, UK. It is designed to
perform complicated tests with ease. A test description file describes a number of actions (i.e.
set up the test environment, run tests, etc.). The actions specified in the test description file are
translated into system calls to executables that are written by the user, known as transactions.
The customization of Driver for the POEM scenario takes place through writing of transaction
executables and the test description files that call these executables.
The Driver program functions across networks and can control a number of host machines.
The architecture of Driver is that of a single front end controlling one to a maximum number
of back ends. The front end is what the user interacts with, and it translates and runs the
test description files. The back ends are where the transaction executables are run. The front
end and back end communicate directly via TCP/IP sockets, so no shared file system for the
linking of the systems is necessary. Timings for each transaction are reported by Driver. A
typical example test architecture is shown in Figure 8.1. The front end executes according to
the test description transactions on the back end systems. For the message converter system
the following transactions are used:
• Initialize
This performs the initialization (such as clearing the converter database, and clearing of
temporary directories) and setting of the profile session firmware parameter. It also sets
the converter database to a known state.
• Create Messages
This creates the EDIFACT message files according to a number of parameters supplied
that specify their construction (for example, number of beneficiaries and number of
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Figure 8.1: Configuration of the test environment
financial transactions can be specified). The number of expected DTA messages from
inbound processing is recorded.
• Submit Message
This submits the created EDIFACT files to the POEM system and waits until they are
completely processed.
• Get Timestamps
The timestamps generated by the message converter system are transferred back to the
front end host after the tests.
8.2 The Example System
The purpose of this section is to describe the example system and the procedure used to extract
the model parameters. The measurements of the hardware and software were carried out by
the IT Innovation Centre in Southampton, UK. Three hardware systems were used for the
measurements and tests.
• Multi-node IBM SP2 (“The reference platform”)
This system is based on a multi-node IBM SP2 hardware platform and consists of a
POEM software installation on a single node, accessing a database on another node.
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Each node has a single processor and a local disk. An important feature of the IBM SP2
is that it contains a large number of identical nodes, and can be used for scaling tests.
• Single IBM F50 host (“Bluenun”)
This is a 4-processor machine and has the POEM system and the database installed
locally. The file system is also local to the machine.
• IBM F50 cluster (“Concorde” and “Bluenun”)
A cluster of a 4-processor IBM F50 (“Bluenun”) and a 2-processor IBM F50 (“Con-
corde”). This cluster is configured as a master-slave arrangement with Bluenun as the
master, and Concorde the slave. Bluenun has the database and the server components of
the POEM system.
8.2.1 System Measurement
For the measurement of the individual processing steps the software generates timestamps at
certain locations within the program code. The execution time of each processing step can be
determined from the timings. Furthermore the timestamp intervals are classified according to
major resources used within the intervals. The three most important resources are computa-
tional resource (CPU), database (DB) and file system (FILE). The time t (in seconds) taken
between one timestamp and the next is related to the work w performed in that interval and





The goal is to supply the value of w for each timestamp interval, the speed s of each
resource for the testing platforms, and the classification specifying which of the four identified
resources is used in each time interval.
IBM SP2 (“The reference platform”)
It is assumed that the amount of work w for each interval is independent of the hardware
platform. So T will directly be measured on each platform. In this way it is possible to
calculate the relative resource speeds between these platforms, since w is the same on each.
To measure absolute values of w and s without first defining the units in which they will
be expressed is not possible. This has been done by selecting the IBM SP2 as the POEM
benchmark platform and defining s = 1 for all resources on that system. Thus the standard
unit for w in the investigations is actually the amount of work that can be done in 1 second by
the reference IBM SP2 system.
It should be noted that the reference IBM SP2 platform must also include a specification
of the software configuration of nodes used for the reference tests:
• The POEM system runs on one of the nodes.
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• The file system is on a disk attached directly to the SCSI bus on this node.
• The Oracle 7 database used by the POEM system runs on a second node.
Two nodes of the system are connected via 10 Base 2 thin ethernet. For the tests, the IT
Innovation Driver system (cf. Section 8.1) is used to generate and submit input data files, and
this is actually run on a third node connected to the same ethernet.
IBM F50 (“Bluenun”)
The second platform used in these tests is a 4-processor IBM (RS6000) F50 shared-memory
workstation with the local hostname: “Bluenun”. The POEM configuration used on this plat-
form is as follows:
• The POEM system runs on the “Bluenun” system.
• The file system is on a disk attached directly to the SCSI bus on this host.
• The Oracle 7 database used by the POEM system also runs on this host.
For these tests, Driver was run on a node of the IBM SP2, which has a 10 Mbit/s network
connection to the “Bluenun” system. The “Bluenun” system is a much more powerful platform
than the IBM SP2. Because all the POEM modules are running locally on “Bluenun”, there
should be no impact on the resources used from Driver.
IBM F50 Cluster (“Concorde” and “Bluenun”)
The third platform used is a 2-processor IBM (RS6000) F50 shared-memory workstation with
the local hostname: “Concorde”. The POEM configuration used on this platform is:
• The POEM system runs on the “Concorde” system.
• The file system is on a disk attached directly to the SCSI bus on this host.
• The Oracle 7 database used by the POEM system runs on the “Bluenun” host.
The network connection between “Concorde” and “Bluenun” runs at 10 Mbit/s.
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Resource SP2 s-value Bluenun s-value Concorde s-value
CPU 1 5.497 5.547
FILE 1 1.760 2.207
DB 1 5.440 4.455
Table 8.1: Speed factors
8.2.2 Timestamp Analysis
The w values for each of the common tests have been found directly by comparison with
the IBM SP2 measurements, where we defined s = 1 for all three resources. These w values
were then used to calculate the s-values for these resources from the corresponding times on
Bluenun (and Concorde).
In the example systems are 49 distinct timestamp intervals (and hence w values) common
to each platform, but only 3 distinct s values corresponding to the CPU, DB and FILE. Thus
the timestamp data obtained contains a high degree of redundancy, and this has been used
to assess and complete the classification of intervals between the three main resources. The
general procedure was therefore:
1. Calculate an s-value for each timestamp interval in each of the tests carried out on the
machines.
2. Identify clusters of s-values corresponding to the three resources.
3. Calculate the average s-values for each of the four resources, using data from those
timestamp intervals that were reliably classified.
4. For timestamp intervals that lie between the clusters, a linear combination of resources
associated with the nearest clusters are assumed. For these, the w values contributed by
each resource can be calculated to give the correct relative performance between the two
machines for the interval as a whole.
5. Other w values are computed directly from the results on the IBM SP2 reference ma-
chine.
The end result will be one or more w values for each timestamp interval, and for each w
value, a resource (with a known s value) will be specified. The results for the example systems
are shown in table 8.1.
There are some differences in the s-value results. As expected, the CPU value is about the
same, since there is only a single instance of the converter running. The converter step is the
chief CPU user, and if it is allowed to run only one instance, it cannot take advantage of the
greater number of CPUs that Bluenun has.





Task Resource Bluenun Concorde Bluenun Concorde
IPP CPU 2.69 2.67 1.85 1.84
File 0.10 0.08 0.11 0.09
Sum 2.79 2.75 1.69 1.92
Converter CPU 272.82 270.36 1.40 1.39
DB 85.82 104.79 0.46 0.56
File 14.56 11.61 0.29 0.23
Sum 373.19 386.76 2.15 2.18
Packer CPU 27.81 27.56 0.23 0.22
DB 154.81 189.03 0.82 1.00
File 14.99 11.95 0.09 0.07
Sum 197.60 228.55 1.14 1.30
Total 573.59 618.05 5.25 5.40
Table 8.2: LQN Model Parameters
The file resource shows that “Concorde” is slightly faster than “Bluenun”. The reason is
that there is the database running on the Bluenun file system that does not exist on Concorde’s
file system. Hence, there may be extra load on the Bluenun file system.
For database performance, the converse of the above appears to be true. Since the database
is local to Bluenun and remote to Concorde, it seems perfectly reasonable that its performance
is better on Bluenun.
The resulting speed factors for the systems are used in the next section to calculate the
processing times of each task on each host type. Furthermore it is also used by the scheduler
for the estimation of the processing times.
8.2.3 Model Parameters
The results of the measurement are the service demands each processing step has on each
resource. This is done by classifying the timestamp pairs by resources. Table 8.2 shows the
measurement results for the reference system and the scaled service demands for “Bluenun”
and “Concorde”. In addition the total service demands of each processing step and the total
processing time is given.
8.3 Modeling of a Converter System
Within the LQN model of the converter system a process instance is modeled as a task. Multi-
ple instances of a process are modeled by using multiple processors for a task. The processors
of a task within the LQN model are not used to model the system CPU or other resources
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because a task uses several resources and has different execution demands on each resource.













Figure 8.2: Simple model of the system
The construction of the LQN model is based on the data flow within the system as shown
in Figure 8.2. The system has an open arrival I/O element; therefore the model is an open
network model. The model also contains cyclic asynchronous connections, e.g. between the
local scheduler and the converter. Thus, the model has to be transformed by the rules described
in Section 4.2.2 to resolve the cycles and transform the model into a closed network. The
resulting model for the reference host with one message type is depicted in Figure 8.3. To
build the complete model for two message types with different processing characteristics all
processing steps have to be duplicated.
8.4 Complex System Example
This example is the complex system setting for which we demonstrate the results of the con-
figuration method without comparison to a real-world implementation. In this example the
customer expects a throughput of 1 million transactions per hour, independent of message
type. The response time should be on average 720 sec for a large message and 8 sec for a
small message.























































































Figure 8.3: LQN model of one host and one message type
8.4.1 Hardware Configuration
After defining the model parameters the hardware configuration can commence. In the first
step the input parameters are defined. The input parameters are the response time for each
message type at low system utilization and the maximum system throughput. Two types of
hosts are considered: large hosts with 4 processors (type 1) and small hosts with 2 processors
(type 2). We have determined these parameters for the two available host types and the two
message types considered. The parameters can be found in Table 8.3.
The throughput goal of 1 million transactions per hour, with a distribution of 95% small
and 5% large messages, is translated into message-based throughput goals as shown in Ta-
ble 8.4. Based on these parameters the first phase of the hardware configuration algorithm
leads to the following unbalanced distribution of the workloads. Table 8.5 shows the required
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Response time at
low utilisation in sec
Max. Throughput
in msg/sec
Host type Small Msg. Large Msg. Small Msg. Large Msg.
Type 1 5.2508 573.6731 1.1721 0.0085
Type 2 5.4018 618.1078 0.5900 0.0067
Table 8.3: Hardware parameters
Small Message Large Message





Response time (sec) 8 sec 720 sec
Table 8.4: Optimization goals
hosts and their type, together with the workload generated by each message type on each host.
For the sake of a compact representation of the table, the results for hosts with equal workload
are given in the same rows.
In the first phase of the software configuration the algorithm is processing the message
workloads in a decreasing order (from large messages to small messages). The algorithm
distributes the load among the available hosts or adds a new host if necessary. Hence, we see
that hosts 1-7 are dedicating all their processing capacities to large messages. Only host 8
is also processing small messages and has spare capacity. Note that the processing capacity
of a host depends on the throughput and response time goals and is not the same as the host
utilization.
In the second step the workloads are balanced (cf. Section 6.3.2. The result of this step is
shown in Table 8.6. The balancing step assigns to all slow hosts (type 1) some spare capacity
of about 15%. Also the message distribution on hosts of the same type is now uniform.
# of hosts Host type Used capacities per message type
Small Large
Host 1-3 3 Type 1 0% 100%
Host 4-7 4 Type 2 0% 100%
Host 8 1 Type 1 53.88% 9.46%
Table 8.5: Unbalanced capacity usage
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Host 4-7 4 2 0% 85.59% - 0.00232 msg/sec
= 8.3 msg/h








Table 8.6: Balanced capacity usage
8.4.2 Software Configuration
For software configuration we have to build an LQN model for each host type, as well as for the
complete system based on the hardware configuration from the previous step. For that purpose
we have to specify the calling probabilities for each task (pre-processor, converter, packer) for
each message type. The calling probabilities are derived from the workload distribution on
the hosts determined in the hardware configuration. The resulting calling probabilities, which
correspond to the message distribution among the hosts, are shown in Figure 8.4. The graph
corresponds to the processing model from Figure 8.2. The ’Input Scanner’ has to process 5%
large and 95% small messages. The results are collected by the global scheduler, which dis-
tributes them to specific hosts according to the throughput values determined in the hardware
configuration. For example, host 1 has to process 24.54% of all messages. This number is de-
termined as the quotient of the total throughput of host 1 and the total system throughput. To
calculate the distribution of messages types within a single host, we take the assigned number
of messages as 100%. Now we find that 3.23% of the assigned messages are large, which is
the quotient of the throughput of large messages on host 1 and the total throughput of host 1.
Hence 96.77% of the assigned messages are small. The calling probabilities for the other host
are calculated accordingly.
There exist two software constraints which influence the configuration result and the per-
formance. The first and more important constraint relates to the fact that the packer process,
which collects the results from the converter (see Section 2.4), can only run once per host,
since it collects the converter results in a single file. The second constraint relates to the fact
that the developers prefer to have a single Input Pre-Processor (IPP) process in the system
in order to avoid synchronization problems. The second constraint will only be considered
for the complete system configuration in the final step of the software configuration process.
When addressing the configuration of individual hosts, it is assumed that each host has its own
IPP process.
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Message stream IO Engine
Input Scanner Large Msg. 5,00% 95,00% Small Msg.
Global Scheduling GS (=100%)
24,54% 24,54% 24,54% 0,46% 0,46% 0,46% 0,46% 24,54%
... ... ... ... ... ...
Local Scheduling LS (100%) LS (100%)
Converter/Packer 3,23% 96,77% 100,00% 0,00%
Large Msg. Small Msg. Large Msg. Small Msg.
Host 1 (4 Proc.) Host 6 (2 Proc.)
Figure 8.4: Message distribution for the complex example
Host type IPP Converter Packer
Host 1,2 Type 1 1 2 1
Host 3,8 Type 1 0 2 1
Host 4-7 Type 2 0 2 1
Table 8.7: Resulting system configuration
From the first configuration phase we obtain a single host configuration with two con-
verter processes and a single packer process on each host. Applying this configuration to
the complete system, and additionally taking into account the two software constraints previ-
ously mentioned, the evaluation of the complete system reveals that the single IPP process is
the bottleneck. Therefore we evaluated a system, where one IPP process runs on each host.
Unfortunately the LQN solver could not find a solution for that case. The reason is that the
algorithm of the LQN solver does not converge in the rare case that two or more servers of
the model saturate at approximately the same rate. As mentioned by Franks [Fra00], further
research is necessary to identify the cause of this problem. As an alternative we evaluated
a system with two IPP processes on two hosts. The evaluation results for this system show
that the additional IPP process improves the performance, but the new bottleneck is the packer
process. Since having only one packer process on each host is a hard system constraint the
performance cannot be improved further.
The resulting system configuration is given in Table 8.7. The number of converters and
packers are the same on each host. Two hosts are configured to have an input scanner. Table
8.8 gives an overview of the system performance. Overall, the throughput of the resulting
system configuration is about 10% below the goal. The response time for the large messages
is lower then then required, while the response time for the small messages is higher. The
reasons for the deviations are the limited number of input scanner and packers. To overcome
the limitations a re-engineering of the software would be necessary.
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Response Time Max. Throughput
Small Large Small Large














Deviation 29.1% 13.9% 10.0% 10.0%
Table 8.8: Performance after the software configuration
8.5 Real World Example
In this example we describe the design of a real-world financial message converter system,
as developed in the POEM project. The throughput goal is 250000 transactions per hour,
as compared to 1 million transactions in the previous example. For this system setting we
also performed a sensitivity analysis, i.e. we determined to which degree the system tolerates
deviations from the message distribution assumed in the configuration process. The results of
the performance analysis will be compared to real system measurements in Section 8.7 using
the two IBM AIX machines that were available for the real system tests. The test data was
synthetically generated based on confidential statistical information provided by the banks.
8.5.1 Hardware Configuration
The hardware parameters are the same as described in in Section 8.2.3. The throughput goal
of 250000 transactions per hour with a distribution of 95% small and 5% large messages trans-
lates into the message-based throughput goals in Table 8.9. The first phase of the hardware
configuration algorithm results in the unbalanced distribution of the workloads in Table 8.10.
As in the previous example the distribution of messages among the host is unbalanced
and host 1 has spare capacity. After load balancing the workload is distributed as shown in
Table 8.11.
8.5.2 Software Configuration
Again, the software configuration requires the building of the LQN model of the complete dis-
tributed system and for each host type. As described in Section 8.4.2 the calling probabilities
are derived on a per message basis from the throughput values determined in the hardware
configuration. The resulting calling probabilities are given in Figure 8.5.
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Small Message Large Message
Financial Transactions 50 10000




Response time (sec) 8 sec 720 sec
Table 8.9: Optimization goals
Host type Used capacities per
message type
Small Large
Host 1 Type 2 33.74% 59.97%
Host 2 Type 1 0% 100%






Small Large Small Large
Host 1 Type 2 0% 100% - 0.00272 msg/sec
= 9.8 msg/h








Table 8.11: Balanced capacity usage
The software constraints for the system are the same as in the complex example in Sec-
tion 8.4. The software configuration algorithm gives the system configuration in Table 8.12
and the predicted performance is given in Table 8.13.
The results show that the packer process is, as in the previous example, the bottleneck of
the system. As it can only be running once per host, it is 100% utilized within this configu-
ration. Hence a further increase of the number of process instances of the other components
would result in higher response times, but not in higher throughput values.
8.5.3 Sensitivity Analysis of the Model
An important factor for the system configuration is the assumed message distribution, i.e.
95% small and 5% large messages. This distribution is not static in a real-world application
and can vary over time. Thus we analyzed the impact of variations in the message distribu-
tion on the configured system. The fraction of small messages was varied from 0% to 100%
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Message stream IO-Engine
Input Scanner Large Msg. 5,00% 95,00% Small Msg.
Global Scheduling GS (100%)
2,14% 97,86%
Local Scheduling LS (100%) LS (100%)
Converter/Packer 100,00% 0,00% 2,92% 97,08%
Large Msg. Small Msg. Large Msg. Small Msg.
Host 1 (2 Proc.) Host 2 (4 Proc.)
Concorde Bluenun
Figure 8.5: Message distribution for the real world example
Host type IPP Converter Packer
Host 1 (Concorde) Type 2 0 2 1
Host 2 (Bluenun) Type 1 1 3 1
Table 8.12: Resulting system configuration
and, correspondingly, the fraction of large messages was decreased, in order to keep the total
number of transactions constant. Note that increasing the fraction of transactions processed
in small messages, while keeping the total number of transactions constant, will increase the
total workload. We were interested in analyzing how this impacts the system performance.
In the ideal case of a static message distribution, i.e. 95% small and 5% large messages, the
global scheduler could distribute the messages statically. For example, all small messages are
then distributed to host 1 (“Concorde”). In order to handle variations in message distribution,
the real system implementation uses an online scheduling algorithm for message distribution.
The scheduler decides on message arrival on which host the message will be processed. We
used the modified Bin-Stretching scheduling algorithm introduced in [RWS+01, RWA00].
This algorithm optimizes the distribution without requiring knowledge on future message ar-
rivals. For conducting the sensitivity analysis using our LQN model we had thus to include
in the evaluation an additional step for modeling the effects of the scheduling algorithm. In
this way it was possible to obtain realistic workloads for the hosts under changing message
distributions.
The results of the evaluations are summarized in Figures 8.6 and 8.7. Figure 8.6 shows
the sustainable throughput for the individual hosts and the total throughput. The response
times are shown in Figure 8.7. The figure uses a logarithmic scale, because the response times
for each message type are very different. It should be also be noted that we do not show a
response time for a message type, if this message type is not part of the workload (e.g. if the
workload conists of 100% small messages). The figures also indicate for each distribution the
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Response Time Max. Throughput
Small Large Small Large
Host 1
Concorde
















Deviation 29.5% 8.5% 1.3% 1.1%
Table 8.13: Performance after the software configuration
Performance of Distributed System
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Figure 8.6: Performance of the system in processed transactions per hour
number of small messages which are necessary to achieve a fixed amount of 250000 financial
transactions per hour.
From Figure 8.6 we see that the throughput values change only slightly, except for the
cases with substantial increase of small messages (e.g. in the cases of 99% and 100% small
messages). In these cases the processing overhead for each increases due to the larger number
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Bluenun (Small) Bluenun (Large) Concorde (Small) Concorde (Large) Small Messages
Figure 8.7: System response time
of messages, which results in a lower total throughput. The corresponding phenomenon can
be observed for the response times. The response times for the large messages stay at the
same level for all cases on both hosts. The response times for the small messages decrease
as the number of small messages increases, since the total load of the system decreases with
the lower number of large messages. Hence the waiting times are reduced. But due to the
high processing overhead for the small messages and the low number of converters and IPP
processes the total throughput decreases for the case of 100% small messages. So if in a real
system the number of small messages increases substantially, a reconfiguration of the system
would be necessary. Such a reconfigured system would have two IPPs on each host. The
evaluation results are also shown in Figures 8.6 and 8.7 with the label “100% (Reconf.)”. They
indicate an increase of the throughtput and a slight increase of the response time. However,
the throughput is still 25% below the goal of 250000 transaction per hour. The reason is the
constraint of having only a single packer instance, which is the bottleneck of the system.
For all other message distributions from 0% to 95% small messages only slight differences
exist. Therefore no reconfiguration is needed there.
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8.5.4 Discussion of Results
The hardware configuration algorithm has found for example 2 a configuration of one fast
host and one slow host, that can satisfy the performance goals. The actual choice of hosts
in the configuration algorithm is done non-deterministically. We assume that it is usually
strongly driven by business constraints. Policies for choosing between possible hardware
configurations leave room for further optimizations and are feasible to implement since the
hardware configuration algorithm is very efficient.
For hardware configuration we neglected the fact that a global scheduler is required that
has to run on one specific host. This leads to the slight inaccuracy of the performance de-
termined for the fast host. However, this does not critically influence the results, since the
resource requirements are extremely low for the global scheduler.
It can be seen from table 8.8 and table 8.13 that the business goals are not achieved accu-
rately. The average response time for small messages is about 29% above the goal for small
messages and the response time for large messages lies between 8% and 14% below the goal
for large messages. The throughput values deviate about 1% - 10% from the goal values. As
stated by Lazowska et al. [LZGS84] up to 30% estimation error for the response time and 10%
for the throughput are reasonable expectations for the validation of queuing network models
results on real systems. Hence we consider this as an acceptable and good result, since also
all of the assumptions on the system are approximations of reality and our goal was to find a
reasonable configuration avoiding major flaws.
The sensitivity analysis shows that variations in the message distribution have only slight
impact on the performance of the system for our example application since large messages
dominate. Hence for variations in the message distributions, which occur in practice, no re-
configuration will most likely be necessary. The only case where problems can occur was the
case of 100% small messages. In this special case the processing overhead has a large impact
on the performance of the system and a reconfiguration would be necessary. But the software
constraints, e.g. the limited number of packers, also limit the possible software configurations.
Hence only a slight performance increase was possible for that case.
8.6 Evaluation of the Online Job Distribution
In the previous sections our algorithm selected the hardware and configured the software based
on an abstract model of reality, i.e. the model assumed fixed arrival rates, a fixed order of
arriving message types and no deviation of the message size. However, during runtime these
assumptions do not hold. So the arrival rates vary over the day, the order of the messages
and their arrival times are unknown and the messages can have variations in their size. In
order to achieve the performance goals, these uncertainties are handled by a scheduler which
is part of the software system. In section 7.4 we presented our scheduling approach to achieve
performance goals of our example application. In the next subsection we analyze our modified
Bin Stretching algorithm and compare it to other well known approaches. In the first step, in
Section 8.6.1, we compare our algorithm in general with different host configurations and test
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the reaction of the algorithm on runtime uncertainties. Afterwards, in Section 8.6.2, we will
verify that the modified Bin Stretching approach helps to achieve the goals of our real world
example (cf. Section 8.5).
This evaluation complements the positive results reported by us in [RWA00] and
[RWS+01]. The simulations used for the analysis have been performed with the schedul-
ing simulator described in Section 7.5. It can simulate different scheduling algorithms on
different host configurations and supports different strategies for generating jobs, e.g. random
or using realistic distributions. The generated jobs can also be stored for repeating tests with
the same data.
The performance verification on a real system can be found in Section 8.7.
8.6.1 Analysis of the Algorithm
In the following subsections we present a generic analysis of the modified Bin Stretching
algorithm for different host combinations and different workloads. We will show that the
proposed scheduling algorithm has benefits compared to standard list scheduling algorithms
especially in high load situations.
In the next sections we first introduce the test scenarios and explain the charts. Afterwards
the algorithm will be analyzed according to different host combinations and system loads.
Finally it will be verified that the algorithm is suitable for use within the real world example
presented in Section 8.7.
Test Scenarios
Several test scenarios are generated for the analysis. In the subsequent analysis we present the
results of two scenarios. The statistical summary of these scenarios is given in Appendix B.
Each scenario consists of 100 test cases. The generated jobs within each test case have a
normal distribution. The scenarios themselves differ in the number and order of jobs. The test
scenario 1 is used to test the algorithms in an overload situation. The test scenario 2 is used
for an underload situation. Within all tests the jobs arrive at equally distributed random times
within the first 2000 time units. After that point no further jobs arrive and only the pending
jobs are executed.
Explanation of Charts
For the visualization of the scheduling results we will mainly use histogram charts. An exam-
ple of these charts is also shown in Figure 8.8. These histogram charts illustrate the differences
between FCFS and Bin Stretching. The values represent the difference between two test re-
sults, e.g. the difference between the response times of job A from the schedule calculated by
FCFS and Bin Stretching. Each bar represents the summed job sizes, which belong to a time
difference. The number of equal values for both algorithms is shown by a bar in the center of
the chart at value zero. Positive values indicate better results for Bin Stretching and lead to





















































FCFS better <-- --> Bin-Stretching better
Alpha
Response Time Comparison: FCFS - BinStretching
Uniform Hosts (6,6,2), Test Scenario 1
Summed Complexities of all jobs
2204305 tu
Figure 8.8: Response time comparison
positive values shown on the right hand side. Negative values indicate better results for FCFS
and lead to negative values, shown on the left hand side. The histogram charts are drawn in
3D to represent the dependency of the choice of different values of α within one chart. All
histogram charts are summarized in Appendix C.
To find the best value of α an additional line chart is used in Appendix C. This chart
illustrates the added job sizes which miss a deadline. The missed deadlines are used for this
analysis, because it is the most important goal of the scheduler. The charts show the sums of
the jobs for all α values of Bin Stretching. The result of FCFS is indicated as a straight line
within the chart.
Analysis of Identical Hosts
The charts shown in Appendix C.1 give an overview of the simulation results on identical
hosts in fully and underloaded situations. The simulated system consists of three hosts, each
configured with four processors. This means that the processing effort of a job on one of these
hosts is a quarter of its estimated processing time. The charts show that the quality of the
Bin Stretching algorithm depends on the α value. In full-load situations (Test scenario 1) the
makespans of the results are nearly equal for α < 0.5. The number of missed deadlines is
comparable for α < 0.7. The same result is obtained for the comparison of the response time
and the lateness. A further analysis of the summed complexities of all missed jobs shows that
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the Bin Stretching algorithm behaves identically to FCFS for α < 0.4.
Section C.1.2 summarizes the results for underloaded situations (Test scenario 2). For
α < 0.5 the difference among both strategies is very small. Over 90% of the jobs are processed
with the same response time. The same results appear also for the makespan, the number of
missed deadlines, the lateness comparison and the value of α.
The distribution of the jobs to the hosts depicted in Section C.1.3 is equal for both al-
gorithms. This means that the jobs are equally distributed to all hosts independent of their
size.
To summarize, Bin Stretching and FCFS behave almost identically. Bin Stretching has
slightly better performance in overloaded situations while the FCFS behaves slightly better in
underloaded situations. The differences in underloaded situations are not so important because
they are very small. The performances in overloaded situations are more important because
they occur normally before deadlines.
Analysis of Uniform Hosts
The scalability of the system gives the users the chance to enhance its performance step by
step with a growing amount of jobs. Hosts added later will normally more powerful than the
previous ones. Hence, if these hosts are working together then a uniform host combination is
the result. The scheduler thus plays an important role for the distribution of the jobs. It has to
select the appropriate host for processing with regard to the estimated processing time. Large
jobs should be processed on faster hosts while small jobs can also be processed on slower
hosts. The decision has to be made without knowledge on future job arrivals. The analysis
will show that the modified Bin Stretching algorithm shows for this problem a performance
superior to FCFS.
The simulated machines consist of a two-processor host and two six-processor hosts.
Hence, a six-processor host is three times faster than the two-processor host. The charts in
Section C.2.1 show that the behavior is substantially different as compared to identical hosts.
The makespan is most of the time shorter with Bin Stretching. The chart for response time
comparison indicates that for α < 0.4 over 64% of the volume of data is processed with much
shorter response time as compared to FCFS. The same picture applies to the missed deadlines
and the lateness of the jobs. In the overload situation the modified Bin Stretching algorithm
leads to 28% fewer missed deadlines for α < 0.4.
The job to host distribution shown in Section C.2.3 illustrates that the FCFS prefers one
fast host for the processing of small jobs and one host for the processing of large jobs. The
two-processor host is only processing a very small amount of jobs, mainly small jobs. The
modified Bin Stretching algorithm uses the small host much more for the processing of very
small jobs. Hence it distributes bigger jobs equally to the fast hosts.
In underload situations (s. Section C.2.2) the differences are smaller but not negligible.
The same trend can also be found. 17% of the volume of data is processed with shorter
response time and 14% fewer volumes of data missed the deadline for 0.2≤ α ≤ 0.5.
The analysis of the histogram shows that good results can be achieved with values of
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α ≤ 0.3. A further analysis of the summed complexities of missed jobs for the full-loaded
scenario gives the same result. Regarding the underloaded scenario the best results can be
achieved for 0.2≤ α ≤ 0.5. Hence the optimal value for both scenarios is α = 0.3.
Analysis of Runtime Imbalances
The simulation in the previous section has been done with an estimated processing time which
is equal to the real processing time. But the real processing time usually differs from the
estimated time. Hence, simulations have been done to test the behaviour if the estimated pro-
cessing time has an error. Analysis within the POEM project [RWA99] on real systems shows
that the cost estimation function can have an error of up to 23%. Hence we choose an average
error of 20% for the simulation. The errors are normally distributed with an expectation value
of zero. This means that the estimation is correct or has only small differences for most jobs. A
few jobs have a strong estimation error. The host configuration is the same as in Section 8.6.1
(3 x 4 processor hosts) and Section 8.6.1 (2 x 6 + 1 x 2 processor host). Test scenario 1 is used
as the input data.
The comparison in Appendix C.2.4 between the Bin Stretching and FCFS, both tested with
an error of 20%, shows similar results to tests with no error. In general the differences are more
widely spread but the general trend remains the same. Bin Stretching gives shorter response
times on uniform hosts and nearly equal response times on identical hosts. With regard to
the lateness, the amount of jobs with very good performance grows compared to the previous
simulation without runtime estimation errors (cf. Section 8.6.1 and 8.6.1). The volume of jobs
which missed the deadline shrinks but the results remain about 9% better than for FCFS for
uniform host configurations. On an identical host the FCFS algorithm behaves slightly better
in this simulation except for the optimal value of α = 0.0 and α = 0.3 where the results are
nearly equal. But this can change due to the randomly changing error in the processing time.
Hence it is possible to say that Bin Stretching behaves the same as FCFS.
To summarize, the schedules are influenced by the erroneous estimated processing times.
The performance deteriorates for all algorithms. The modified Bin Stretching algorithm still
has a better performance on uniform hosts and the same on identical hosts.
8.6.2 Verification of Performance Estimation
An additional analysis was conducted to verify the results of the estimated response time in
the real world example in Section 8.5.2 after the software configuration step. For this analysis
an additional test scenario was created which matches the processing parameters defined in
Section 8.5. This scenario is shown in Table 8.14.
Separate histograms of the response times for each message type are shown in Figure 8.9
and Figure 8.10. It can be seen that 74.6% of the large messages and 65.3% of the small mes-
sages are processed with a 10% deviation of the calculated response time (658.41 sec for large,
10.36 sec for small messages). Nevertheless a large amount of messages are processed with a
much higher response time. If we assume that 5% of the messages are extreme values, which
8.6 Evaluation of the Online Job Distribution 117
Scenario overview
Number of test cases: 20
Average number of jobs per test case: 5408
Total number of jobs: 108171
Length of each test case: 42300 sec
Parameter for the test case generation
Processing time of small jobs: 5 sec
Processing time of large jobs: 618 sec
Portion of small jobs: 95%
Portion of large jobs: 5%
Arrival rate of small jobs: 0.12049 jobs/sec
Arrival rate of large jobs: 0.00634 jobs/sec



























Figure 8.9: Response time distribution for large messages
can be neglected, then the average response time for the large messages can be calculated with
652.9 sec and 49.4 sec for small messages. Noticeable is for the small messages the large
difference between the estimated response time and the average response time. The reason
is the dominance of the large messages. In some cases several large messages arrived within
a small time span, so the small messages had to wait for the whole processing time of the
large messages. Hence their response times are significantly increased. This effect matches




























Figure 8.10: Response time distribution for small messages
the observations of Albers and Schro¨der [AS02]. They observed that if the size of a new job
is in the order of the average load of the machines, then the performance worsens.
Nevertheless in total about 70% of all messages are processed with the previously de-
termined response time. This indicates the practical quality of the modified Bin Stretching
algorithm and verifies that the approach is able to handle job runtime deviation in an optimal
way.
8.6.3 Conclusions
The analysis of the Bin Stretching algorithm compared with a simple FCFS strategy shows that
both behave equally on identical hosts. This is not surprising because all jobs need the same
processing time and if the scheduler is not too simple it tries to distribute the jobs on all hosts
uniformly. So the differences are mainly the order, which can influence other goals such as the
deadlines. On uniform hosts the consideration of the host speeds implies advantages. These
are illustrated by the simulation results of the modified Bin Stretching strategy. It gives shorter
makespans, better response times and fewer missed deadlines. Important for the scheduler is
the fact that the Bin Stretching algorithm reduces the volume of jobs which miss a deadline.
Another benefit is that good performance is still achieved even given an erroneous estimated
processing time.
Furthermore, the analysis with the real world example from Section 8.5 shows that about
70% of the jobs are processed in time. This indicates that the scheduler is able to compensate
for the runtime deviations in an optimal way. These results will later be supported by the
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Transactions per hour





None 3 173595 - 1.00
Round Robin 3 - 207707 1.20
First-come,
first-served
3 - 242989 1.40
Bin Stretch-
ing
3 - 219700 1.27




3 - 267972 1.54
Table 8.15: Scheduler Test Results
measurements of the real system in Section 8.7.
8.7 Real System Measurements
In the previous sections we have used our configuration method to determine a suitable sys-
tem configuration for hardware and software to achieve a given performance. We have also
shown by simulation that with the help of our modified Bin Stretching scheduler the system
is also able to handle runtime uncertainties. So the next step is to also verify these theoretical
results on a real system. Furthermore, experiments were conducted to check that the optimum
software configuration predicted by the performance models were actually the best and that
our scheduling algorithm performs as expected.
8.7.1 Verification of the modified Bin Stretching algorithm
The aim of the first set of measurements is the verification of the predicted behavior of the
modified Bin Stretching algorithm in comparison to other well known scheduling approaches.
For the measurement we configured the system as described in Section 8.5. Furthermore,
we generated a workload which consists of 250000 financial transactions per hour distributed
with a fixed distribution of the transactions to 95% small and 5% large messages. For each test
we used a different scheduling strategy like Round-Robin, FCFS, random and our modified
Bin Stretching approach. The test results are summarized in Table 8.15.
The initial results from these tests suggested that the FCFS scheduler was the most effi-
cient, which contradicted predictions that the Bin Stretching method would be better. How-
ever, the Bin Stretching algorithm uses an estimate of the runtime of each job on each machine,
which is combined with load data to decide which machine should be used for that job. The








0% 3 193133 272315
50% 3 192885 265891
95% 3 173595 267972
100% 3 57000 73813
0% 4 - 252545
50% 4 - 252503
95% 4 - 225962
100% 4 - 72254
Table 8.16: Software Configuration Test Results (with Bin stretching scheduler)















0% 266177 - - 272315 - 2,31%
50% 263029 - - 265891 - 1,09%
95% 251650 247450 -1.66% 267972 6,49% 3,32%
100% 177003 - - 73813 - -58,30%
Table 8.17: Software Configuration Test Results
load estimates initially assumed that the 4-CPU “Bluenun” would complete all jobs twice as
quickly as the 2-CPU “Concorde”, but this was too crude because it failed to account for non-
CPU loads. The runtime estimates were then re-weighted to take account of the non-CPU
loads, and the Bin Stretching algorithm outperformed the other methods as predicted.
8.7.2 Verification of the System Configuration
The aim of the second test is to verify that the determined software configuration is the best
one for the given workload mix (95% small messages and 5% large messages) but also for
other workload mixes. For this we generated a workload which consists of 250000 financial
transactions/hour distributed with varying distribution of the transactions to small and large
messages. We varied the portion of small messages between 0% and 100% and for the large
messages between 100% and 0% respectively. The performance test was conducted for con-
figurations with 3 and 4 converter processes on Bluenun. We focus on the converter task as it
has the biggest impact on the performance of the system. The results are shown in table 8.16
and table 8.17.
The results show that using 3 converters on Bluenun is optimal, as suggested by our con-
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figuration method. This result is counter-intuitive, since the converter process is the most
computationally intensive, and one might expect that 4 such processes would have made bet-
ter use of the 4 CPUs on bluenun. This result show that a naive adoption of the configuration
does not deliver the best result.
8.7.3 Discussion of Results
Overall, the experimental results support the main conclusions of the LQN analysis. The
best software configuration is to have only 3 converter processes, and the bottleneck is the
solitary Packer process on each machine. The overall throughput as measured is also generally
consistent with the LQN results - except for the case where we have 100% small messages,
when the LQN model seems to overpredict the throughput.
The experiments were conducted under saturation load conditions with excess input mes-
sages. This condition was not covered directly in the LQN model, but represents an asymptotic
limit of the LQN model. Large messages are able to saturate the system individually, so we
might expect the LQN model to be more accurate when large messages are present, since
the behavior then modeled does approach saturation conditions for part of the time. When
there are no large messages, the LQN model represents a situation where the system is never
saturated, so it is not surprising that the predictions are less good in this situation.
The positive verification of the LQN model results belongs also to the sensitivity analysis.
As known from the sensitivity analysis in Section 8.5.3 of the model, only slight performance
changes exist for all message distributions except for exclusively processing small messages.
This can also been seen from the measurements of the real distributed system. Interestingly,
for software configurations different from the optimal one the performance depends more
sensitively on the message distribution. In the 95% small and 5% large message case the per-
formance of the single “Bluenun” system as well as for the distributed system with 4 converter
instances is about 10% lower than with a high number of large messages. The reason for this
phenomenon for the distributed system is found in the scheduler, which tries to balance the
load of the hosts. To this end the scheduler predicts the processing time of a message. This
prediction seems to match best with the real processing time in case of an optimal system con-
figuration. For other configurations the predictions differ from the real processing time more
widely. Hence the message distribution is less optimal.
8.8 Summary
In this section we studied in detail the design of two examples of financial message converter
systems of the kind introduced in Chapter 2. In the first example we configured a complex sys-
tem consisting of 8 hosts, regarding a given performance goal. Since an implemented system
of such a complexity was not available for the verification of the results, we studied a simpler
system consisting of 2 hosts, for which the performance measurements of an implemented
system have been conducted for comparison purposes.
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Since our system design method gives not only the configuration of the hardware and
software but also performance predictions, we theoretically verified that configured system
will perform in the expected way.
However, as our configuration method required us to abstract from reality, we are use
an online scheduler to handle the dynamicity of the real workload. Hence, we simulated
the behavior of our scheduling algorithm in order to evaluate the quality of the distribution
strategy. We showed that our strategy is able to handle runtime deviations in a flexible way
and ensure that the performance goals are reached on average.
Finally, we verified our performance estimations with a real system and showed that the




We conclude this work by assessing the research performed in the context of this thesis, dis-
cussing the relevance for distributed systems and describing open issues and directions of
future research.
9.1 Achievements of Thesis
This work has addressed the following issues in the context of system capacity planning:
(1) how to automatically configure a distributed job processing system and (2) how to dis-
tribute jobs among the hosts according to the configuration in a concrete application scenario.
Regarding the first issue we proposed a generic method for the automatic generation of a
suitable machine combination and software configuration to achieve given performance goals
for throughput and response time. Furthermore, for evaluation of our approach within a real
world scenario it was necessary to develop a job distribution method that satisfies performance
as well as user processing requirements. In the following we first highlight the contribution
of our configuration approach for system capacity planning before assessing our scheduling
approach.
9.1.1 Automatic Configuration Method
Our proposed systematic system design method for distributed job processing systems allows
us to dramatically reduce the time needed to find configurations satisfying certain performance
requirements. For example, it was possible to reduce the time needed for configuration of a
specific problem from 30 hours to within minutes, if compared to exhaustive search. The
method is organized into a hardware and a software configuration step. For each of both con-
figuration steps algorithms were developed. These are based on queuing network models to
predict the system performance. We have used the method to configure a large distributed sys-
tem in order to demonstrate the scalability of the method. For a smaller system configuration
we compared the predicted results with real system measurements. Furthermore a sensitivity
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analysis has been done. The verification on the real system shows that the method could be
applied successfully to configure a distributed system to reach maximum performance. Fur-
thermore the performance advantages of the configured system were confirmed, except for a
special case where the workload changes qualitatively (only small messages). So, for an op-
timally configured system a software reconfiguration should most likely not be necessary for
most message distributions.
It is obvious - and also shown in the examples - that software constraints can hinder a sys-
tem from attaining the maximum performance. The examples also indicate that an intuitively
good configuration, e.g. running 4 converter processes on a 4 processor machine, will not nec-
essarily result in the best performance. Hence a configuration method like the one proposed
can help to select appropriate hardware and software configurations to reach the performance
goals.
9.1.2 Application Specific Online Job Distribution
During the analysis of the scheduling problem it turns out that the available algorithms are
not able to fulfill all the user and performance requirements. In this thesis we have presented
an enhanced version of the Bin Stretching algorithm as a distribution strategy of jobs among
hosts. The algorithm satisfies the business-driven requirements of a distributed message con-
verter system like meeting of deadlines, priority processing, low response times and high
throughput. Modified Bin-Stretching respects different host speeds and gives good results
independent from the number of machines.
The algorithm behavior has been analyzed by simulation in different scenarios correspond-
ing to different message distributions. The simulation results shows that the modified Bin-
Stretching strategy generally gives better results than the well known list scheduling in the
FCFS variety.
We were also able to verify on our real message converter system the general good behav-
ior of our algorithm. Also on a real system the modified Bin-Stretching algorithm produces the
best overall performance of all tested scheduling strategies. Furthermore the sensitivity test
on real machines verified our assumption that the combination of our system design method
and the accordingly adapted scheduler produces the best system performance.
9.2 Relevance for Distributed Systems
In this thesis we started our research from the abstract customer question: “I have to process x
jobs within y time. Which system should I buy?”. Such a question exists in all variations and
is typical for customers of IT system companies, consulting companies and all other types of
system designers. Today, system designers can only guess from their experience what could be
the right system. So their customers often get the vague answer that they should, for example,
buy a 4 processor machine as it has enough processing power. Later when the new system is
productive it can be the case that (1) the system is not able to achieve the performance goals
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or (2) that the machine is most of the time idle. Possible reasons for (1) are that machines are
still not powerful enough or that a software bottleneck exists. The reason for (2) is simply that
the system size was determined too generously. Hence the system was more expensive than
was necessary. These problems can often be avoided by using the capacity planning process
proposed by Menasce´ [MAD94, MA98, MA02] complemented with the system design method
proposed in this work. Hence system designers generate the necessary workload and system
models according to Menasce´s’ process and use the results as the input to our system design
method.
The problem of system sizing is not limited to system designers. The problem arises ev-
erywhere where a limited number of resources have to be used to solve a specific problem.
With the broader acceptance of GRID computing the problem of identifying suitable sets of
resources from a pool of available resources arises every day. Foster defines in [FKT01] the
GRID as “coordinated resource sharing and problem solving in dynamic, multi-institutional
virtual organizations”. Hence in the GRID, organizations can provide resources, which are
consumed by other institutions. Organizations which collaborate in such a way form tempo-
rary virtual organization. Available resources are registered at some resource broker and can
be discovered by other organizations. Currently the resource brokers work in a rather simple
way. The users are only able to specify which type of resources they need (e.g. SUN Sparc
Processor, 64 bit, 2 GHz). So the user has to guess, based on his experience, which type of
system would be the right one. This manual method works as long as the required systems
are available and no processing guarantees or time constraints are given. If these prerequisites
do not hold, a more sophisticated and flexible resource broker is desirable. Such a resource
broker can take into account the processing goals and more detailed properties of the software.
With the help of our system design method, the resource broker could do the system design
on the fly. The benefit for the user is that he does not need to care about the available systems.
The benefit for the GRID infrastructure and user community is that only necessary resources
are used.
9.3 Further Research Topics
The following open issues, among others, remain in order to improve our approach towards a
tool for every day usage.
Selection of the optimal machine combination The development goals for the current al-
gorithms for the selection of the hosts and configuration of the software was to find a
solution which matches the performance goals. The proposed algorithms are not able
to identify the optimal solution, e.g. according to some cost. Hence, the result of the
hardware selection process is typically a number of sets with suitable machine combina-
tions. The current selection process is randomly picking one set. The random selection
could be replaced e.g. by a cost based selection. Furthermore, the whole hardware se-
lection process could be improved with an optimization heuristic by using tabu search
or simulated annealing.
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Search strategy for software configuration In order to determine the number of necessary
instances of each process we use the simple strategy to identify software bottleneck and
solve them by increasing the number of instances at each bottleneck. Other strategies
could find a solution more efficiently, e.g. by using branch and bound. This requires
the knowledge or at least some assumptions about the parameter space. Such strategies
could further reduce the number of LQN simulations, which can still take some time for
complex systems.
Analysis of the optimal hardware and software configuration The solution determined by
our algorithms are only feasible solution but they need not be the optimal solution.
A comparison of the identified solution with the optimal one, e.g. by calculating a
competitive ratio, would show the quality of the result. Furthermore this could be the
starting point for the development of an optimization algorithm using heuristics like tabu
search or simulated annealing.
Runtime configuration Our current design method is used during the design process of the
system and assumes that the workload characteristics has only slight changes. This as-
sumption does not hold for a lot of systems. Hence the workload can vary over the
time. The time ranges from years to minutes. For slow changes our method can be ap-
plied from time to time to update the configuration but this is not possible for constantly
changing workloads. Hence further research could be done on a runtime configuration
method, which continuously monitors the workload, the throughput and response time
behavior of the system to update the configuration accordingly. A similar approach can
already be found within database systems, e.g. as a learning query optimizer [SLMK01],
which automatically adapts its internal cost model based on past query executions. How-
ever, a runtime configuration of a complex system requires a further reduction of system
simulation by developing more efficient system models.
System measurement One problem for the practical usage of the proposed system design
method is the acquisition of system parameters. The measurements for hardware con-
figuration are less complicated as only two measurements are necessary for each type
of job. But for software configuration it is necessary to know the processing time of
each task for each type of job. Furthermore, the time a task spent on system resources
like CPU or database have to be known. These measurements are complex and costly as
the system execution has to be monitored by software or hardware monitors. However
modifications of the code are necessary to add timestamps, which leads to additional
processing overhead and has an impact on the system performance. Finally software
modifications always require a new system measurement. So research on the efficient
acquisition of the system parameters is necessary.
Competitive ratio analysis In this thesis we have proposed a flexible scheduling algorithm
for the distribution of jobs among hosts according to user and performance requirements.
We have analyzed our algorithm by simulation as we are interested in the performance
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behavior for real workloads, but additional research on the theoretical worst case behav-
ior and the competitive ratio would complement the algorithm analysis.
Bin Stretching threshold α The proposed modified Bin Stretching algorithm always re-
quires an additional configuration step to identify the optimal threshold for α. The
additional configuration steps could be omitted if the algorithm determined the optimal
threshold itself during runtime. This would also make the algorithm more insensitive to
changes of the message distribution.
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Appendix A
Scheduling Classification Parameters
The classification schema for scheduling algorithms proposed by Graham et al. [GLLK79] is
composed by three fields α|β|γ, in which the first two terms can be further subdivided such that
the coding scheme has the form α1, . . . ,αn|β1, . . . ,βn|γ. In the following, possible values for
each field are described. More details about the values can be found e.g. in Brucker [Bru04]
or Blazewicz [BEP+96].
Machine Environment (or Processor Environment)
α1 type of processor
1 one processor
P identical parallel processors
Q uniform (homogeneous) parallel processors of different speed
R unrelated (heterogeneous) parallel processors
G dedicated processors: general shop system (precedence relations be-
tween arbitrary operations)
J dedicated processors: job shop system (precedence relation is a chain
(for each job)); machine repetition in a job may be allowed or not
F dedicated processors: flow shop system (precedence relation is the
same chain for each job)
variant: permutation flow shop - jobs are processed in the same order
on each machine
C dedicated processors: cycle shop system (like F; but a machine can be
used more than one time by the jobs)
O dedicated processors: open shop system (without any precedence rela-
tions between operations)
X dedicated processors: mixed job system, a combination of J and O
α1a additional description of environment
may be combined with all possible values of 1 (if meaningful)
∅ no additional specification of the environment
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MPM multi-purpose machines; jobs/tasks can be executed on a given subset
of the machines/processors but must be assigned to exactly one ma-
chine/processor.
MPT multiprocessor tasks; jobs/tasks use more than one processor simulta-
neously.
α2 number of processors
∅ variable number of processors
k k ∈⋉,k ≥ 2; precisely k processors
Job Characteristics
β1 possibility of task preemption
∅ no preemption is allowed
pmtn preemptions are allowed
β2 additional resources
∅ no additional resources
res λδρ resource constraints
λδρ ∈ {·,k}; · - arbitrary (part of input), k ∈N with:
λ : number of resource types; may be fixed to k
δ : resource limits; may be fixed to k units per resource




prec general precedence constraints (forming a DAG)
uan uniconnected activity networks (precedence constraints are given in
an “activity network”, a directed graph where nodes represent events
in time and edges represents the tasks (sometimes dummy task with
zero times))
tree precedence constraints forming a tree
intree precedence constraints forming an in-tree (out-degree = 1)
outtree precedence constraints forming an out-tree (in-degree = 1)
chain sprecedence constraints forming a set of chains (paths)
sp-graph precedence constraints forming a series-parallel graph
β4 ready times
∅ all read times are zero
r j ready times r j ≥ 0 given for each task
β5 task processing times
∅ arbitrary processing time of each task
p j = p all tasks have processing time of p units




d j a deadline is given for each task
β7 max. number of tasks in a job (J only)
∅ a job consists of an arbitrary number of tasks
n j ≤ k number of tasks in each job is limited to k
β8 nowait property (dedicated processors only)
∅ buffers of unlimited capacity
no-wait buffers among processors are for zero capacity
β9 Arrival times
∅ static: all jobs are ready at start time 0
D deterministic dynamic: the jobs arrive at known future time
S stochastic dynamic: the jobs arrive at unknown future time
Objective Function Possible functions for objectives are:
C j completion time, finish time
Fj := C j− r j flow time
L j := C j−d j lateness
E j := max(0,d j−C j) earliness
Tj := max(0,C j−d j) tardiness
Each of these functions G j may be used in four possible objectives: max(G j), max(w jG j),
G j , w jG j. The most important and widely used objectives follow:
γ optimality criterion / performance measure / objective function
Cmax schedule length
Lmax maximum lateness
∑C j = ∗F total flow time; mean flow time
∑w jC j = ∗Fw weighted flow time
∑Tj = ∗T total tardiness
∑w jTj = ∗Tw weighted tardiness




































































Number of test cases: 100
Average number of jobs per test case: 224
Length of each test case: 0 - 2000 sec
Total number of jobs: 22456
Minimum Job Effort: 1 sec
Maximum Job Effort: 863 sec
Average Job Effort: 97 sec
Deadline interval for each test file: Every 400 sec
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Number of test files: 100
Average number of jobs per file: 101
Length of each test case: 0 - 2000 sec
Total number of jobs: 10192
Minimum Job Effort: 1 sec
Maximum Job Effort: 773 sec
Average Job Effort: 101 sec































Comparison: First Come First Serve - BinStretching

















Comparison: First Come First Serve - BinStretching
Identical Hosts (4,4,4) - Test Scenario 2
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C.1.3 Job to Host Distribution
Job Distribution to Hosts
First Come First Serve and BinStretching (Alpha=0.3)
Identical Hosts (4,4,4) - Test Scenario 1
Job Distribution to Hosts


















cy Host 1 (x4)
Host 2 (x4)
Host 3 (x4)
Job Distribution to Hosts

















































Comparison: First Come First Serve - BinStretching





















Comparison: First Come First Serve - BinStretching
Uniform Hosts (6,6,2 Processors) - Test Scenario 2
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C.2.3 Job to Host Distribution
Job to Host Distribution of BinStretching (Alpha=0.2)















Job to Host Distribution of 'First Come First Serve'















Job Distribution to Hosts
First Come First Serve and BinStretching (Alpha=0.3)
































Comparison: First Come First Serve - BinStretching



















Comparison: First Come First Serve - BinStretching
Uniform Hosts (6,6,2 Processors) - Test Scenario 1 with 20% Error
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