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Peptide adsorption on solid surfaces is a common process that occurs in 
nanotechnology and biology, with applications in the formation of nanomaterials, 
biosensing and drug delivery, amongst many others. Peptide adsorption involves 
complex processes that are difficult to characterise experimentally. Computational 
approaches such as molecular dynamics (MD) are often employed to better 
understand biomolecular systems. However, the computationally demanding 
nature of such systems combined with the long characteristic timescales of peptide 
adsorption means MD is not well suited to its study with current computing 
capacities. 
An alternative computational approach to characterising the behaviour of atoms 
and molecules is mapping the potential energy surface (PES) – the molecular 
energy as a function of the positions of all atoms – by determining its local energy 
minima and saddle points, which represent stable configurations and transition 
states that lie between them. These minima and saddle points may be located 
using optimisation algorithms. Harmonic approximations yield information about 
transition rates between minima via saddle points as well as the free energy 
surface (FES). This methodology – which is referred to as ‘energy landscape 
mapping’ (ELM) hereafter – is able to characterise fast and slow processes 
equally, only being limited by the size and complexity of the system studied, and 
the applicability of the potential energy models used. In the past, it has largely 
been applied to atomic and molecular clusters, and to biomolecules. It has never 
been applied to adsorption of peptides or any other biomolecule. 
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In three journal papers included in this thesis, this approach is for the first time 
applied to adsorbed peptides. Firstly, ELM was applied to polyalanine adsorbed 
on surfaces of varying interactions strengths. Results obtained were comparable 
results to those obtained in a prior study of the same system using an evolutionary 
algorithm. In the second paper, ELM was applied to met-enkephalin at a 
gas/graphite interface, and compared with a molecular simulation technique 
designed for accelerating the simulation of slow processes, replica exchange 
molecular dynamics (REMD). In the final paper, ELM was applied to two met-
enkephalin molecules at a gas/graphite interface, introducing an additional level of 
complexity and a step towards practical application, given real peptide adsorption 
processes often occur en masse. In all of these studies, information about 
transitions between conformations, energy barriers, rates, and the nature of the 
overall PES and FES, all of which were previously unknown for the systems 
studied, was obtained by ELM. 
The work conducted here has demonstrated the applicability of ELM to 
peptide/surface systems. Future work may consist of applying ELM to other 
similar processes of practical importance, developing and validating potential 
energy models suitable for modelling interfacial systems, including the effect of 
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1.1 Contextual Background 
Peptides are small-to-medium-sized biomolecules that are found across nature. 
Chemically, peptides, as well as proteins, are defined as chains of amino acids that 
are linked together by peptide bonds, as illustrated in the example in Figure 1-1. 
Peptides are smaller than proteins, although the distinction between them is not 
precisely defined, but in general, a molecule may be considered a peptide if it 
comprises fewer than around 50 to 100 amino acid residues (Bodanszky, 1988, 
Craik et al., 2013). 
Regardless of precise definitions, both peptides and proteins are of widespread 
interest and relevance. The three-dimensional structure of proteins is vital to their 
biological function, and has resulted in a vast field of study of their folding 
 
Figure 1-1. Structure of an example tripeptide. The dashed lines separate the three amino acid 




(Dobson, 2003, Onuchic and Wolynes, 2004, Dill and MacCallum, 2012), and the 
creation of the Protein Data Bank, which contains all known protein structural 
data (Berman et al., 2003). Peptides, meanwhile, are also of wide interest. They 
are frequently used as components or facilitators in the synthesis of nanomaterials 
(Slocik and Naik, 2017, Walsh and Knecht, 2017) and biomaterials (Sunna et al., 
2017). Additionally, peptide-based therapeutics are a source of ongoing interest 
and development (Craik et al., 2013, Fosgerau and Hoffmann, 2015), and 
antimicrobial peptides provide a promising avenue toward combatting growing 
bacterial immunity to antibiotics (Pasupuleti et al., 2012, Hoyos-Nogués et al., 
2018). Peptides may also be used in catalysis (Zozulia et al., 2018) and the 
development of synthetic vaccines (Skwarczynski and Toth, 2016). 
The adsorption of biomolecules to solid surfaces is a well-documented 
phenomenon (Nakanishi et al., 2001, Gray, 2004, Rabe et al., 2011, Marruecos et 
al., 2018). A particular example of this occurrence in nature is the tendency for 
proteins and other biomolecules to adsorb to foreign objects within the human 
body such as implants and nanoparticles (Docter et al., 2015, Trindade et al., 
2016). On the other hand, the adsorption properties of peptides can be exploited in 
a number of ways. Peptides designed or found naturally to specifically bind to 
particular materials are now routinely used in fabrication of nanoparticles (Briggs 
and Knecht, 2012) and protective coatings for implants (Pagel and Beck-
Sickinger, 2017, Mas-Moruno, 2018). Their surface adsorption properties have 
also been exploited for biosensing (Demir et al., 2016, Liang et al., 2016, Chen 
3 
 
and Nugen, 2019), and the delivery of peptide-based therapeutics (Kumar et al., 
2012, Huotari et al., 2013, He et al., 2018). 
To facilitate further development in these fields, it is desirable to gain a deeper 
understanding of how peptide adsorption occurs at the molecular level, and the 
behaviour and changes in conformation of adsorbed peptides. Such an 
understanding would aid in the design of peptides with optimised properties and 
functionality (Costa et al., 2015, Schwaminger et al., 2018). As such, a vast array 
of reported studies of peptide adsorption exists, incorporating both theory and 
experiment. Experimental methods such as microscopy and spectroscopy can 
elucidate the amount and compositions of peptides adsorbed on a surface, and 
their three-dimensional structure (Costa et al., 2015, Schwaminger et al., 2018). A 
step forward is provided by computational methods, which can optimise the 
preferred conformation of adsorbed peptides and simulate their behaviour at a 
surface for timescales up to the microsecond range (Latour, 2008, Heinz and 
Ramezani-Dakhel, 2016, Ozboyaci et al., 2016a, Ramakrishnan et al., 2017). 
1.2 Research Problem and Objective 
One of the primary challenges to computational studies of peptide adsorption 
today is the limitations on what molecular processes can realistically be 
characterised by molecular simulation methods. Changes in conformation of 
peptides already adsorbed on a surface can occur over timescales far longer than 
the current state of the art in simulations, and as such, simulations frequently 
show a peptide taking on and remaining in a given state whilst not visiting others 
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that are of physical importance (Latour, 2008, Ozboyaci et al., 2016a). Increases 
in the system’s complexity with the goal of better modelling real processes, such 
as the simulation of multiple peptides adsorbing in bulk or the inclusion of solvent 
effects, tends to exacerbate these problems. Enhanced sampling methods have 
been applied in an attempt to address such issues, but these have limitations that 
will be discussed in the following chapter. 
A computational approach that provides an alternative to simulation is to consider 
the energy landscapes of the system from a mathematical perspective. The term 
‘energy landscape’ is a visual manner of describing the potential energy surface 
(PES) and free energy surfaces (FES), wherein the potential or free energy is 
represented as a multidimensional hypersurface (Wales, 2003). Minima on the 
landscape, for which any small change in configuration will result in a higher 
energy, correspond to locally stable configurations, while first-order saddle points, 
which maximise the energy in one direction while minimising it in all others, 
correspond to transition states. A representative example of a surface containing 
defined minima and saddle points is illustrated in Figure 1-2. Steepest descent 
paths connect saddle points to the minima they lie between, and their energies 
relative to one another determine energy barriers and transition rates. Locating 
minima and saddle points using mathematical algorithms can thus elucidate and 
quantify molecular transitions, regardless of the rate at which they occur in real 
time. The difference between simulation and finding minima and saddle points 
may be likened to the difference between walking on a landscape (where distance 




Figure 1-2. Three dimensional example of a hypersurface (Müller and Brown, 1979). Minima and 
saddle points are highlighted in black and red, respectively. 
order to map distinguishing features such as valleys (minima) and mountain 
passes (saddle points). Consequently, this work adopts the term ‘energy landscape 
mapping’ (ELM) for this approach. 
ELM is typically applied to glass-forming liquids, atomic and molecular clusters, 
and biomolecules (Wales, 2003); a recent review of its applications to 
biomolecules was provided by Joseph et al. (2017). During the course of this 
project, the first ELM study of an amino acid adsorbed on a surface was published 
(Sacchi et al., 2017). However, to the best of the author’s knowledge, peptide 
adsorption has not previously been studied using ELM before. 
In brief, the objective of this project is to apply ELM to a variety of peptide 
adsorption systems, and to demonstrate its value in complementing molecular 
6 
 
simulation and yielding additional information regarding conformational changes 
that cannot otherwise be elucidated. 
1.3 Thesis Outline and Scope 
In chapter 2, a survey of literature relating to the project is undertaken. Firstly, an 
overview of existing experimental and computational techniques that are used for 
studying peptide adsorption is given, and the benefits and limitations of each is 
assessed. Secondly, methods used in ELM are outlined, including algorithms to 
find minima and saddle points, and means of assessing and exploiting the 
resulting networks of stationary points. Finally, models for the calculation of the 
potential energy of peptide-surface systems are assessed, along with the 
challenges associated with such models. Chapter 3 presents greater detail about 
the ELM methods utilised in the work conducted for this project, including 
algorithms and schemes for finding minima and saddle points, and the calculation 
of rate constants and free energies. 
The body of this thesis by publication is presented in three journal papers, which 
are included as chapters 4, 5 and 6. The first of these was published by the 
Journal of Physical Chemistry B in 2017, while the latter two were published by 
the same journal in 2020. Chapter 4 reports the first ever application of ELM to an 
adsorbed peptide. The system studied was polyalanine adsorbed at solid surfaces 
of varying interaction strengths, which had previously been studied by Mijajlovic 
and Biggs (2007) using an evolutionary algorithm. The present work yielded 
comparable results to theirs, and expanded on them by providing detailed 
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transition mechanisms and estimated rate constants between competing adsorbed 
conformations, thus validating the applicability of ELM to adsorbed peptides. 
In chapter 5, the conformations of a different peptide, met-enkephalin, at a 
graphite surface is investigated using two different techniques: ELM and replica 
exchange molecular dynamics, an established methodology for enhanced 
sampling in molecular simulation. The results obtained by both techniques were in 
good agreement. The paper assesses the information and insights provided by both 
methodologies, and the challenges to each. 
In chapter 6, ELM is applied to study the conformations of two met-enkephalin 
molecules adsorbed on a graphite surface, and the transitions between them. 
While the previous two papers had established the applicability and benefit of 
ELM in studying adsorbed peptides compared to other methodologies, here ELM 
was used to study a system for which detailed computational studies using other 
techniques are sparse: the interactions of multiple adsorbed peptides with one 
another. This is a phenomenon well worth studying, since in practical applications 
most peptide adsorption processes occur in the non-dilute regime. As such, the 
results of this study are of greater relevance from scientific and technological 
perspectives, and represent a step towards the study of bulk adsorption. 
Chapter 7 concludes the thesis with a discussion of the implication of the results 
obtained, and recommendations for future work. An appendix is included, 
containing the Supporting Information for Publication associated with chapter 4. 
Finally, a list of references for the entire thesis is given. 
8 
 
Before proceeding to the Literature Review, the limitations on the scope of this 
project are worth stating. As previously mentioned, the primary goal of the project 
was to apply ELM to adsorbed peptides and to demonstrate its applicability and 
value in terms of results. As such, although the next chapter outlines several 
competing methodologies for finding minima and saddle points and for modelling 
potential energies, the studies reported here do not compare such methodologies 
and models or attempt to determine which is optimal. Additionally, although 
solvent is known to play a significant role in adsorption processes (Jena and Hore, 
2010, Penna et al., 2014, Xu et al., 2018), there are presently challenges in 
modelling such effects accurately, as outlined in the next chapter. As such, the 





2 Literature Review 
2.1 Introduction 
In this chapter, existing literature relevant to the use of energy landscape mapping 
(ELM) in studying adsorbed peptides is assessed. As outlined in the previous 
chapter, the motivation behind this work is the fact that ELM has not yet been 
utilised for this purpose, and the gap in knowledge that exists as a result. This 
literature review, therefore, assesses multiple separate, although in some aspects 
related, bodies of work. Firstly, an overview is given of existing techniques that 
are commonly used to study peptide adsorption. Secondly, the development of 
ELM methods and the current state of the art is outlined. This includes algorithms 
to find minima and saddle points, as well as methods to visualise, interpret and 
exploit the resulting information about the energy landscapes. Finally, attention is 
given to the potential energy models, or ‘force fields’, available to model peptide-
interface systems. These force fields are normally used for molecular simulations 
– the most widespread means of studying the phenomenon computationally – and 
are intrinsically necessary for ELM. Relevant force fields are presented and the 
challenges to accurately modelling such systems are assessed. 
2.2 Existing Techniques for Studying Peptide Adsorption 
Studies of adsorbed or adsorbing peptides are widespread in literature, owing to 
their ubiquitous applications as outlined in chapter 1. Information regarding the 
binding mechanisms and affinities of peptides towards surfaces, and their 
adsorbed conformations, may be elucidated either by theory or experiment, or a 
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combination thereof. Recent reviews of peptide adsorption studies that focus on 
experiment with some reference to computational studies and techniques have 
been published by Costa et al. (2015, 2016) and Schwaminger et al. (2018). 
Meanwhile, Heinz and Ramezani-Dakhel (2016), Ozboyaci et al. (2016a) and 
Ramakrishnan et al. (2017) have provided broad reviews of peptide adsorption 
studies carried out by computational methods, particularly molecular simulations. 
This section focuses on the most prevalent techniques used to study peptide 
adsorption, the information and insights that can be gleaned from each, and the 
challenges and limitations involved in applying them effectively to peptide-
surface systems. 
2.2.1 Experimental Methods 
2.2.1.1 Trial and Error 
The simplest and most intuitive means of investigating a peptide’s adsorption 
mechanism experimentally is by testing the binding affinities of related molecules, 
such as individual amino acids, their sidechain analogues and sub-sequences from 
within the peptide, and making inferences from these results. Vogel and Altstein 
(1977) used this approach to study the adsorption of met-enkephalin and leu-
enkephalin on polystyrene, determining that in each case, the C-terminal dipeptide 
sequence (Phe-Met and Phe-Leu, respectively) was responsible for the adsorption. 
In a more recent study using a similar approach, Zhang et al. (2011) quantified the 
binding strengths of several amino acids on graphene oxide, and used these results 
to design peptides for adsorption to the surface. Such studies are constrained only 
by the ability to obtain or synthesise the required amino acids and peptides, but 
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the information they yield is correspondingly limited. While they give an 
indication of which residues of a peptide adsorb to a surface, other techniques are 
generally required to elucidate the nature and mechanics of this adsorption (Zhang 
et al., 2011). 
2.2.1.2 Microscopy 
The three-dimensional structure of peptides adsorbed on a surface may be 
observed by scanning probe microscopy, a class of microscopes that physically 
probe systems with atomic-level precision (Salapaka and Salapaka, 2008) and are 
thus capable of directly imaging the surface (Costa et al., 2015). The scanning 
tunnelling microscope (STM) (Binnig and Rohrer, 1983, Binnig and Rohrer, 
2000) and atomic force microscope (AFM) (Binnig et al., 1986, Eaton and West, 
2010) were both invented by Binnig and co-workers in the 1980s, and today are 
the most popular microscopic methods for studying adsorbed biomolecules (Costa 
et al., 2015, Schwaminger et al., 2018). Of the two, STM offers superior 
resolution, although at the risk of interfering with or damaging the system being 
probed (Costa et al., 2015). 
Images obtained through STM and AFM display the corrugations on the surface, 
therefore elucidating how adsorbed peptides ore oriented with respect to the 
surface and one another. For example, Sek et al. (2005) used STM to observe a 
polyalanine monolayer formed on Au [111] and estimate the intramolecular 
distance. More recently, also using STM, Méthivier et al. (2017) showed that Gly-
Pro dipeptides self-organise on a Au [110] surface in linear patterns, depending on 




Figure 2-1. STM images of uncharged and zwitterionic Gly-Pro dipeptides self-assembling at a 
Au [110] surface (Méthivier et al., 2017). 
Meanwhile, Nakayama et al. (2015) used AFM to study the assembly of a peptide, 
Fmoc-EVVKV, on a mica surface, noting the thickness and organisation of the 
fibres formed as a function of the methanol/water ratio used as a solvent. These 
studies illustrate the manner in which microscopy represents a step towards 
understanding the adsorption mechanism and adsorbed conformations, even if not 
yielding direct information about either. 
2.2.1.3 Spectroscopy 
The final major class of experimental techniques utilised in peptide adsorption 
studies are spectroscopic methods. These include infrared reflection absorption 
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spectroscopy (IRRAS), X-ray photoelectron spectroscopy (XPS), circular 
dichroism (CD) and others. Each differ in their theoretical background and 
applications. IRRAS is a form of vibrational spectroscopy: a molecule exposed to 
infrared light will absorb radiation at frequencies characteristic to its functional 
groups. Changes in the spectra when adsorbed compared to in the gas phase can 
indicate adsorption sites and interactions between adsorbed molecules (Hoffmann, 
1983). XPS, meanwhile, is a form of photoemission spectroscopy, and can yield 
information regarding the chemical composition and electronic state of a system. 
As such, IRRAS and XPS are often complementary and may be used together to 
gain a more complete understanding of an adsorbate’s final state (Costa et al., 
2015). The aforementioned study of Méthivier et al. (2017) is one example of this. 
CD is a methodology that utilises the responses of chiral molecules to polarised 
light, and is thus very useful for many biomolecules. Of particular use is the fact 
that CD spectra differ according to a molecule’s conformation (Woody, 1995). As 
such, when CD is applicable, it can be used to detect changes in structure (Slocik 
et al., 2019) or directly identify secondary structures (Slocik et al., 2011, Liu et 
al., 2016). 
2.2.2 Molecular Dynamics 
Molecular dynamics (MD) is a method of computationally simulating the 
movements of atoms in a molecular system (Frenkel and Smit, 2002). Beginning 
at a specified initial condition, the new positions of all atoms are calculated at 
regular intervals and coordinates are regularly saved, creating an ordered series of 
three-dimensional configurations known as a trajectory. MD trajectories 
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essentially simulate the atoms’ movement over the timescale covered by the 
simulation, and are thus highly useful in studying biomolecular processes 
(Karplus and McCammon, 2002). 
Young (2001) and Frenkel and Smit (2002) provide overviews of the 
fundamentals of MD in their works. Leimkuhler and Matthews (2015) describe 
the mathematical formulations involved in considerable detail, although the 
particular implementations vary according to the software package used 
(Plimpton, 1995, Phillips et al., 2005, Brooks et al., 2009, Salomon‐Ferrer et al., 
2013, Abraham et al., 2015). Here, a brief explanation of the procedure for MD is 
given. Initially, all atoms are allocated random velocities. Then, based on the 
positions of the atoms and the potential energy model in use, the forces on each 
atom (partial derivatives of energy with respect to distance) are calculated. A 
numerical method such as the Verlet (Verlet, 1967) or velocity Verlet (Swope et 
al., 1982) algorithm is used to integrate Newton’s equations of motion and 
calculate positions and velocities for the next time step. The force calculations and 
integrations are then repeated until a desired amount of simulated time has been 
reached. 
Standard MD sees widespread use in studies of peptide adsorption. It is 
particularly commonly used as a complement to experimental studies of solid-
binding peptides, determining the adsorbed conformation of the peptide (Kim et 
al., 2011, Ramezani‐Dakhel et al., 2015, Gladytz et al., 2016, Liu et al., 2016). 
Figure 2-2(a) illustrates the contrasting adsorption structures of a graphene-




Figure 2-2. (a) Adsorbed conformations of two separate peptides on graphene surfaces (Kim et al., 
2011), and (b) proposed mechanism of adsorption of a peptide at a water/solid interface based on a 
MD study (Penna et al., 2014). 
Kim et al. (2011). MD is also used to simulate the adsorption process and thus 
propose the adsorption mechanism (Penna et al., 2014, Ozboyaci et al., 2016b, 
Luo et al., 2019), to assess the effect of variables such as pH, surface structure and 
surface charge (Braun et al., 2002, Emami et al., 2014, Ramezani‐Dakhel et al., 
2015, Zhang and Sun, 2018), and to determine the conformations of multiple 
peptides adsorbing in bulk (Mu et al., 2014, Ramezani‐Dakhel et al., 2015, Liu et 
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al., 2016, Zhang and Sun, 2018). Recently, a generalised mechanism of adsorption 
for peptides at a water/solid interface was proposed based on MD simulations 
(Penna et al., 2014). This is illustrated in Figure 2-2(b). 
Critical to the success of MD simulations is the choice of the potential energy 
model used for energy and force calculations (Ramakrishnan et al., 2017, Walsh, 
2017). Most often, potentials that simulate interactions between individual atoms, 
known as ‘force fields’, are used. There are many such force fields in existence, 
and the optimal choice tends to depend on the application; consideration is given 
to the force fields used for simulating peptide-surface interactions in Section 2.4. 
Ab initio MD (Kresse and Hafner, 1993) presents an alternative means of 
performing MD using quantum mechanical techniques, which are discussed in 
more detail in Section 2.2.4.1. However, calculations using these techniques are 
far more computationally expensive, limiting ab initio MD simulations to far 
smaller systems and shorter timescales (Heinz and Ramezani-Dakhel, 2016, 
Ozboyaci et al., 2016a). 
2.2.3 Molecular Dynamics with Enhanced Sampling 
Sampling of configurational space has been identified as a major roadblock to the 
effective application of MD to peptide adsorption (Latour, 2008, Ozboyaci et al., 
2016a, Walsh, 2017). For molecular systems as geometrically complex as an 
adsorbed or adsorbing peptide, the energy landscapes tend to be correspondingly 
complex, frequently including multiple low-energy states with high energy 
barriers between them (Latour, 2008). Individual MD simulations at reasonable 
temperatures such as 298 K, therefore, frequently become trapped in one of the 
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low-energy states and fail to identify the others (Latour, 2008, Ozboyaci et al., 
2016a). A related problem is the amount of simulation time required to 
characterise some important adsorption and rearrangement processes, which can 
occur on longer timescales than classical all-atom MD is currently capable of 
simulating (Ozboyaci et al., 2016a). As a result of these sampling issues with 
peptide adsorption and other similarly complex phenomena, a number of 
enhanced sampling methods for conducting MD have been proposed and applied 
as outlined in the following sub-sections. 
2.2.3.1 Replica Exchange Molecular Dynamics 
Replica exchange molecular dynamics (REMD) was first applied by Sugita and 
Okamoto (1999) as an analogue of the Monte Carlo concept of parallel tempering 
(Swendsen and Wang, 1986). REMD consists of multiple ‘replicas’ of the same 
MD simulation with a given characteristic varying for each replica. The 
simulations are run in parallel, and at regular intervals exchanges are attempted 
between replicas with neighbouring characteristics (Sugita et al., 2019). The most 
common formulation is the original REMD (Sugita and Okamoto, 1999), where 
replicas are simulated at different temperatures, and exchanges are accepted or 
rejected based on the Metropolis criterion (Metropolis et al., 1953): 








) ( 2-1 ) 
where Pij is the probability of replicas i and j with adjacent temperatures Ti and Tj 
and potential energies Ui and Uj exchanging temperatures. A schematic of a 




Figure 2-3. Schematic of a temperature-based REMD simulation (Sugita et al., 2019). 
applied using bias potentials (Fukunishi et al., 2002). For REMD simulations in 
which the temperature is the varied parameter, the intent is that the higher 
temperatures will permit the system to reach areas of configurational space that 
are not usually accessible otherwise, and it will remain in those areas upon 
cooling to the minimum temperature (which is generally the replica of interest), 
resulting in their adequate sampling. 
The primary drawback of REMD is the computational effort required in order to 
achieve meaningful results. For large systems with many degrees of freedom, 
particularly simulations that include explicit solvent, the number of replicas 
required to cover a significant temperature range while maintaining a realistic 
acceptance probability becomes unreasonable (Liu et al., 2005). This motivated 
the development of replica exchange with solute tempering MD (REST-MD), 
which holds the solvent temperatures of all replicas constant while only varying 
and exchanging the solute temperatures (Liu et al., 2005). REST-MD has been 
shown to achieve similar degrees of sampling to REMD at a fraction of the cost 
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(Wright and Walsh, 2013). This development has permitted a multitude of replica-
exchange simulations of peptides at a water/solid interface in recent years, with 
the improved sampling typically enabling the elucidation of multiple stable 
configurations (Wright and Walsh, 2013, Hughes and Walsh, 2015, Bellaiche and 
Best, 2018). 
Irrespective of the REMD method used, the required lengths of REMD 
simulations to ensure thorough mixing of replicas are considerable and frequently 
not met by REMD studies reported in literature (Abraham and Gready, 2008). 
Additionally, a number of commonly used methods for assessing the quality and 
convergence of MD simulations cannot be applied to REMD, due to the 
discontinuities in the trajectory at the temperature of interest (Grossfield and 
Zuckerman, 2009, Zhang et al., 2010). For the same reason, REMD simulations 
generally cannot yield information about transitions between low-energy 
conformations; they can only identify the conformations themselves. Finally, it 
has been observed that temperature-based REMD fails to sufficiently sample 
peptides that adsorb strongly to surfaces (Latour, 2008, Ozboyaci et al., 2016a). 
For this reason, it has been recommended that temperature REMD be utilised in 
combination with bias potential methods such as umbrella sampling (Latour, 
2008) and metadynamics (Ozboyaci et al., 2016a). 
2.2.3.2 Bias Potential Methods 
The use of bias potentials is the primary alternative to REMD for enhancing MD 
sampling (Latour, 2008). Umbrella sampling (Torrie and Valleau, 1977) involves 
the identification of a key collective variable, X, and the addition of a bias term 
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Ub(X) to the existing potential energy function (Kästner, 2011). Often, this takes 
the form of a harmonic potential constraining X to a target value, Xt: 
𝑈𝑏(𝑋) = 𝑘(𝑋 − 𝑋𝑡)
2 ( 2-2 ) 
for some constant k regulating the strength of the bias. Parallel simulations, or 
‘windows’, may be carried out, varying k, Xt, or both (Kästner, 2011). If these 
values are exchanged between parallel simulations, what results is the bias 
potential REMD formulation referred to earlier (Fukunishi et al., 2002); these 
simulations are therefore sometimes referred to as replica exchange umbrella 
sampling (Sugita et al., 2019). The flexibility in the choice of collective variable 
makes umbrella sampling useful for a variety of purposes; it has been used to 
calculate the free energy of adsorption (Xu et al., 2018), and to investigate the 
impact of surface curvature on adsorption processes (Yin et al., 2019). 
Metadynamics was presented by Laio and Parrinello (2002) as a means of 
constructing a bias potential in terms of one or more selected collective variables 
without any prior knowledge of the nature of the energy landscapes as a function 
of those variables. Based on the configurations the system has taken thus far in the 
simulation, the bias potential is constructed to push the system out of well-
sampled regions of the collective variable space (Laio and Parrinello, 2002, 
Valsson et al., 2016). As such, if the collective variables constitute an adequate 
representation of the energy landscape, metadynamics can provide effective 
sampling of low-energy minima as well as transition states and regions 
(Pfaendtner, 2019). It is frequently combined with REMD or REST-MD to 
achieve improved sampling (Hughes and Walsh, 2015, Wright et al., 2015, 
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Hughes et al., 2017, Sprenger et al., 2018), and has even been applied to generate 
an entire FES of alanine dipeptide adsorbed on gold (Bellucci and Corni, 2014). 
The effectiveness of umbrella sampling, metadynamics and other methodologies 
that utilise collective variables, however, is contingent on the choice of variables. 
If the wrong ones are chosen, or if the energy landscape cannot easily be reduced 
to a computationally feasible number of variables, then the results obtained may 
be non-convergent or misleading (Pfaendtner, 2019).  
2.2.4 Other Computational Methods 
2.2.4.1 Density Functional Theory 
Quantum mechanical (QM) techniques model atomic and molecular systems as a 
set of positively charged nuclei and negatively charged electrons, as opposed to 
all-atom force fields, which represent atoms as complete entities. Fundamentally, 
QM methods attempt to solve the Schrödinger equation given the positions of the 
nuclei and the spins of the electrons (Koch and Holthausen, 2001, Saura et al., 
2019). Of the various approaches available for doing this (Schermann, 2008, 
Saura et al., 2019), the one most often applied to peptide-surface systems is 
density functional theory (DFT), which represents a middle ground between the 
accuracy of more rigorous QM techniques and the computational accessibility of 
all-atom molecular simulations (Ozboyaci et al., 2016a). DFT is generally 
considered more accurate than all-atom force fields, particularly in modelling 
atomic interactions (Latour, 2008, Heinz and Ramezani-Dakhel, 2016, 
Ramakrishnan et al., 2017). Its primary drawback is that many common 
approximations of DFT, which are necessary for computational efficiency, do not 
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explicitly take into account van der Waals dispersion forces; these must be catered 
for with a correction term that is generally system-dependent (Schermann, 2008, 
Ozboyaci et al., 2016a). 
DFT is based on the theorem of Hohenberg and Kohn (1964), which states that 
the electron density function of a molecule, if known, is sufficient to calculate its 
energy. Kohn and Sham (1965) developed a practical application of this theorem 
for calculating the energy, which includes the exchange-correlation term Exc, a 
function of the electron density. A number of functionals have been proposed to 
model this term, and the optimal choice of functional is system-dependent (Sousa 
et al., 2007). As well as optimised molecular structures, a variety of physical 
properties can be determined through DFT (Koch and Holthausen, 2001). DFT 
calculations can be applied to known individual structures, such as those obtained 
through all-atom MD (Gladytz et al., 2016, Hayamizu et al., 2016). However, with 
improvements in computational resources, the use of DFT calculations in 
performing ab initio MD simulations is increasing (Ozboyaci et al., 2016a). 
Recently, the adsorption of a peptide with as many as 12 residues was studied 
using DFT-MD (Poudel et al., 2017); however, the simulation lasted only 2.5 
picoseconds and its utility was limited to the calculation of properties for a given 
state that had been optimised and locally relaxed prior to simulation. 
2.2.4.2 Monte Carlo Simulations 
Monte Carlo (MC) simulations offer a form of all-atom simulation alternative to 
MD. The general form of the MC algorithm is simple: given an initial set of atom 
positions, a perturbation is made, such as the displacement of an atom or molecule 
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(Young, 2001). The energies of the initial and final configurations are compared, 
and, similarly to the replica exchange method, the Metropolis criterion is applied 
to accept or reject the new configuration (Metropolis et al., 1953): 




(𝑈𝑖−𝑈𝑗)) ( 2-3 ) 
This differs from equation 2-1 in that the temperature of interest, T, remains 
constant. Iteration of this algorithm in the infinite limit leads to the sampled 
configurations approaching a Boltzmann distribution, which allows for the 
accurate calculation of thermally averaged properties at T by averaging over all 
configurations (Metropolis et al., 1953, Frenkel and Smit, 2002). A number of 
enhanced sampling methods used in MD may also be applied to MC, such as 
umbrella sampling (Torrie and Valleau, 1977) and replica exchange (Swendsen 
and Wang, 1986). MC is typically less computationally intensive than MD 
(Young, 2001), but in studies of peptide adsorption processes, MD is typically 
preferred due to its generation of smooth and physically realistic trajectories, 
which MC does not generate (Schermann, 2008, Ramakrishnan et al., 2017). In 
recent times, MC peptide adsorption studies have largely been conducted using 
coarse-grained models (Carnal et al., 2016, Qiu et al., 2017, Li et al., 2019), which 
in conjunction with the computational speed of MC allow for very large systems 
or wide areas of configurational space to be explored, at the cost of accuracy. 
2.3 Energy Landscape Mapping 
As outlined in chapter 1, ‘energy landscapes’ collectively refers to the potential 
energy surface (PES) and free energy surfaces (FES) of an atomic or molecular 
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system. In practice, the FES is often calculated by averaging free energies from a 
MD simulation over a set of user-defined collective variables (Gruebele, 2002, 
Gfeller et al., 2007). This approach suffers from the inherent sampling challenges 
of simulation, and typically requires high-level enhanced sampling methods to be 
successful (Awasthi and Nair, 2019). The reduction of configurational space to 
collective variables, meanwhile, can lead to important minima being omitted, 
particularly when suitable collective variables for a system are not obvious 
(Caflisch, 2006). The PES, on the other hand, describes the system’s potential 
energy as a function of the coordinates of all mobile atoms, a purpose to which 
all-atom force fields are well suited for molecules (Wales, 2003). In such cases, 
energies and gradients may be calculated for any set of coordinates, allowing the 
use of the minimisation and saddle point finding methods outlined in this section. 
The general approach of studying a molecular system by identifying stationary 
points on the PES does not have a consistently and uniquely applied name in 
literature. Although the algorithmic location of such points is frequently referred 
to as ‘geometry optimisation’ (Baker, 1987, Wales, 2003, Schlegel, 2011), the 
systematic characterisation of an energy landscape according to these points 
represents a step beyond optimisation algorithms (Berry, 1993). The full set of 
stationary points is uniquely determined by the PES, and constitutes a ‘map’ of 
the surface, with any selected pair of minima linked to each other by one or more 
sequences of intervening saddle points and minima. This is the rationale behind 
the use of the term ‘energy landscape mapping’ in this work. This constitutes an 
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adoption of the terminology of Berry (1993), who first referred to the approach as 
‘mapping the landscape’ in an early review. 
Complete characterisation of the minima and saddle points on a PES is often not 
realistic, since the number of stationary points scales exponentially with the 
system size (Wales, 2003). Nonetheless, systematic stationary point searches 
allow for the construction of extensive networks of connected minima and saddle 
points. Such networks permit highly multidimensional energy landscapes to be 
represented on paper in a relatively simple and accessible manner, as discussed in 
Section 2.3.3, and may yield a variety of qualitative and quantitative conclusions 
(Wales et al., 1998, Noé and Fischer, 2008). In particular, sampling of stationary 
point paths between minima can yield the kinetics and dynamics of transitions, 
with a computational efficiency that, unlike time-based simulations, is 
independent of the energy barriers (Wales, 2002). This makes ELM particularly 
suited to studying ‘rare events’ that occur on timescales longer than simulation 
methods such as MD can reliably or feasibly model. 
Before detailing the various aspects of ELM, it is worth summarising the early 
historical development of the approach. The systematic characterisation of a PES 
by its minima was pioneered by Hoare and Pal (1971). At this time, the 
development of saddle point finding methods was in its infancy (Crippen and 
Scheraga, 1971, McIver and Komornicki, 1972), and the systematic application of 
such methods had to await algorithmic improvements (Berry, 1993). The first 
studies to attempt to characterise entire PES by minima and saddle points without 
a priori knowledge were carried out in the late 1980s (Berry et al., 1988, Wales, 
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1990), and the ensuing three decades have seen further developments in 
algorithms, methods and analytical techniques, largely by Wales and co-workers 
(Wales, 2003, Wales and Bogdan, 2006, Wales, 2018). In this section, the state of 
the art in algorithms for constructing networks of stationary points and means of 
deriving relevant results and conclusions from them is outlined. 
2.3.1 Finding Potential Energy Minima 
2.3.1.1 Minimisation Algorithms 
Minimisation techniques, of course, are ubiquitous across many areas of science 
and mathematics, and many such techniques have been applied to locally 
minimise the potential energy of molecules (Schlegel, 2011). Historically 
(Stillinger and Weber, 1982, Berry, 1993), steepest descent minimisation has been 
applied, in which a point is iteratively moved in the direction of its negative 
gradient (Saad et al., 2010). However, this has been superseded by faster and more 
efficient algorithms (Berry, 1993). The method of conjugate gradients (Hestenes 
and Stiefel, 1952) represents a speed-up on the steepest descent method without 
requiring matrix storage (Nocedal and Wright, 2006). When following conjugate 
gradients, one of a number of formulations for the step size may be used (Saad et 
al., 2010). The Polak-Ribiére update (Polak, 1971) is generally considered most 
efficient, despite requiring storage of an additional vector (Nocedal and Wright, 
2006), and occasionally giving non-convergent results (Saad et al., 2010). 
Newton’s method (Nocedal, 1996, Saad et al., 2010) achieves faster convergence 
and improved stability by making use of the Hessian matrix of partial second 
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derivatives. Essentially, the surface at the point of interest is represented as a 
multidimensional quadratic, and the stationary point of this quadratic is chosen as 
the next estimate. For Newton’s method to seek out a minimum, as opposed to a 
saddle point or maximum, the Hessian must be positive definite, i.e. all of its 
eigenvalues must be positive (Schlegel, 2011). Strategies for achieving this 
include initial use of the conjugate gradient method before switching to Newton’s 
(Nocedal, 1996), or shifting the Hessian’s eigenvalues using a Lagrange multiplier 
(Schlegel, 2011). The latter approach may be generalised to the use of different 
Lagrange multipliers for each eigenvalue (Wales, 1990), allowing the approach to 
seek out first-order saddle points as well as minima. This approach is known as 
‘eigenvector following’, and is discussed in detail in Section 2.3.2.1. 
The primary obstacle to the use of Newton-based methods in problems including 
many variables is the computationally intensive requirement to compute, 
diagonalise and store Hessians (Nocedal and Wright, 2006, Saad et al., 2010). 
This is an extremely relevant problem for systems involving peptides, which may 
contain hundreds of degrees of freedom. This challenge motivated the 
development of quasi-Newton methods (Dennis and Moré, 1977), which 
approximate the Hessian by iterative updates, rather than calculating it outright. In 
particular, the limited memory version of the Broyden-Fletcher-Goldfarb-Shanno 
algorithm (L-BFGS) (Dennis and Moré, 1977, Nocedal, 1980, Liu and Nocedal, 
1989) does not even explicitly calculate any Hessian approximations, only 
requiring vector calculations and the storage of vectors for a limited number of 
steps. As a result, the storage requirements of the algorithm scale linearly with the 
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number of variables (Schlegel, 2011). Although other limited memory quasi-
Newton methods are theoretically possible (Nocedal and Wright, 2006), the L-
BFGS algorithm seems to see the most use due to its combination of established 
formulation, Newton-like efficiency and low computational cost. Since its first 
known application to ELM nearly two decades ago (Kumeda et al., 2001), it has 
remained the state of the art; recent examples of its use include Joseph et al. 
(2019) and Wales et al. (2019). 
2.3.1.2 Sampling of Minima 
The choice of minimisation algorithm only partially addresses the goal of finding 
minima on the PES: a means of systematically applying the selected algorithm to 
find many different minima is also required for effective mapping of the surface 
(Berry, 1993). Perhaps the most intuitive means of doing so is the ‘grid search’ 
approach: choose one or more parameters that together span a wide region of the 
system’s configurational space (for example, the orientation and dihedral angles 
of a peptide), choose reasonable and reasonably spaced values for those 
parameters (for example, varying an angle between 0° and 360° at 30° 
increments), and perform minimization starting from configurations with each 
possible combination of values (Young, 2001, Schermann, 2008). This is effective 
if configurational space can reasonably be approximated by a small number of 
parameters, but as the number of parameters increases, the cost rapidly becomes 
prohibitive (Schermann, 2008). An alternative approach that has been applied is to 
perform a MD simulation and to apply energy minimisation to configurations 
obtained by this means (Stillinger and Weber, 1982, Berry, 1993). This suffers 
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from the same limitations as conventional MD, in that the system may not be able 
to overcome high energy barriers and effectively sample configurational space. 
This may be mitigated by the use of enhanced sampling methods, as outlined in 
Section 2.2.3. 
Currently, the most effective means of sampling large numbers of relevant 
potential energy minima from across configurational space is basin hopping (BH). 
This technique was first proposed by Li and Scheraga (1987), and a general 
implementation was introduced by Wales and Doye (1997). Both groups 
developed BH for the purpose of global optimisation – that is, locating the lowest 
potential energy minimum on the surface – but the methodology is also effective 
in systematically producing large numbers of well-sampled minima, and has 
frequently been used for that purpose (Strodel and Wales, 2008, Oakley and 
Johnston, 2012, Somani and Wales, 2013). 
BH consists of a MC simulation, as described in Section 2.2.4.2, where the energy 
is minimised at each step, and the minimised energies are used to determine 
whether to accept or reject the step. In effect, it constitutes a MC simulation on a 
transformed PES, in which each point is mapped to a nearby energy minimum. 
This creates flat regions, or ‘basins’, corresponding to areas of the surface that 
map to the same minimum, as depicted in Figure 2-4. The primary advantage of 
BH is the lack of energy barriers, which effectively addresses the sampling 
problems inherent in other simulation methods (Wales and Doye, 1997). Once 
again, techniques to further enhance sampling may be applied to BH. BH with 




Figure 2-4. Two-dimensional schematic of a PES (solid line) and transformed PES (dotted line) 
for BH (Wales and Doye, 1997). 
while the ‘basin filling’ approach of Kushima et al. (2009) is essentially BH with 
metadynamics. 
2.3.2 Finding Potential Energy Saddle Points 
Since the definition of a transition state as a first-order saddle point was first 
deduced half a century ago (Murrell and Laidler, 1968), many methods and 
algorithms for locating them have been proposed. Reviews that detail several 
algorithms include those of Bell and Crighton (1984), Czerminski and Elber 
(1990), Henkelman et al. (2002), Olsen et al. (2004), Alhat et al. (2008), Schlegel 
(2011), and Tao et al. (2012). In comparison to minimisation algorithms, the 
performance of saddle point finding algorithms relative to one another is not well 
established. This can partially be attributed to the sheer number of independently 
conceived algorithms, many of which are not often used outside of the developers’ 
research group, and partially to a lack of high-quality comparative studies. Among 
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the studies dedicated to comparing different algorithms in detail (Henkelman et 
al., 2002, Olsen et al., 2004, Koslover and Wales, 2007, Sheppard et al., 2008, 
Klimeš et al., 2010), none are comprehensive, and most focus on only a handful of 
techniques that are of interest to the authors, and/or dated implementations of 
algorithms that have since undergone improvements. 
Given these limitations, it is not possible to reliably conclude which of the many 
algorithms available is best. Instead, this section will review two of the main 
classes of algorithms that are most commonly used and have undergone the most 
development. Many others have been omitted due to their general disuse or lack 
of validation outside their immediate developing groups. In addition to the 
algorithms outlined in this section, the α-branch and bound method of Westerberg 
and Floudas (1999) is worth mentioning as it theoretically guarantees the location 
of all stationary points; however, it is only realistically applicable to very small 
systems. 
2.3.2.1 Eigenvector Following 
Eigenvector following methods have alternately been referred to as ‘surface 
walking’ (Simons et al., 1983, O'Neal et al., 1984), ‘uphill walks’ (Bell and 
Crighton, 1984, Bofill et al., 2019), ‘mode following’ (Baker, 1986, Czerminski 
and Elber, 1990) and other names. They are methods that, given a starting point, 
attempt to move towards a saddle point by taking steps along the eigenvectors of 
the Hessian matrix. In doing so, they exploit the concept that a first-order saddle 
point is a stationary point where the Hessian matrix has exactly one negative 
eigenvalue, and the corresponding eigenvector is the ‘lowest curvature 
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eigenvector’ (LCE), i.e. the direction in which the energy is maximised (Murrell 
and Laidler, 1968). An illustration of an eigenvector following method moving 
stepwise to a saddle point is given in Figure 2-5. 
The earliest example of an eigenvector following method is probably that of 
Crippen and Scheraga (1971), whose aim was to move from one minimum to 
another via a saddle point. They did so by an iterative process of computing the 
Hessian and its eigenvectors, taking steps ‘uphill’ (in the direction of increasing 
energy) along the LCE, and minimising the energy in all orthogonal directions, 
until the saddle point had been passed. Cerjan and Miller (1981) formulated this 
approach as an algorithm based on Newton’s method for finding stationary points, 
as described in Section 2.3.1.1. If the eigenvectors of the Hessian are represented 
 
Figure 2-5. Contour plot illustrating an early eigenvector following method (Cerjan and Miller, 




as v1 to vN, and its corresponding eigenvalues e1 to eN, then the step, Δx, taken by 







 ( 2-4 ) 
where gi is the component of the gradient in the direction of vi. This guarantees 
that the step will be taken uphill for negative eigenvalues, and downhill for 
positive eigenvalues. To control which order of stationary point is sought, Cerjan 







 ( 2-5 ) 
The choice of λ thus determines how many eigenvectors are followed uphill and 
downhill. Cerjan and Miller proposed a formulation for λ that guaranteed that 
exactly one eigenvector, the LCE, was followed uphill. Most subsequent 
eigenvector following developments have been based on alternative choices for λ 
(Simons et al., 1983, Banerjee et al., 1985, Nichols et al., 1990, Wales, 1990, 
Helgaker, 1991, Culot et al., 1992, Tsai and Jordan, 1993, Wales, 1994, Mauro et 
al., 2005), and/or implementing methods to limit step sizes, since large steps 
compromise the accuracy of the quadratic approximation (Simons et al., 1983, 
Baker, 1986, Nichols et al., 1990, Wales and Walsh, 1996, Khait and Puzanov, 
1997, Besalú and Bofill, 1998). 
As with Newton’s method, eigenvector following achieves excellent convergence, 
but at the cost of calculating, storing and performing computations with Hessian 
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matrices, which becomes prohibitive for large systems (Henkelman et al., 2002). 
Several (Simons et al., 1983, Banerjee et al., 1985, Baker, 1986, Bofill, 1994) 
have addressed this by approximating the Hessian using quasi-Newton updates. 
Munro and Wales (1999) proposed two ‘hybrid’ eigenvector following schemes, 
the first in which the LCE is computed in a way that avoids diagonalising the 
Hessian, and the second not requiring the Hessian at all. In either case, after the 
uphill step along the LCE, the energy is subsequently minimised in all other 
directions, in this sense returning to the original formulation of Crippen and 
Scheraga (1971). Along similar lines, Bergeler et al. (2015) applied another means 
of estimating the LCE without diagonalising the Hessian, known as ‘mode-
tracking’. 
A popular variant of eigenvector following that does not require Hessian 
calculation is the dimer method. While conceptually similar to prior eigenvector 
following methods, it differs significantly in implementation. In the original 
formulation of the dimer method introduced by Henkelman and Jónsson (1999), 
two points on the surface are chosen, each with a small displacement from their 
midpoint. The dimer is rotated about its midpoint to minimise the combined 
energy, which is equivalent to orienting it in the direction of the LCE, using a 
combination of the Newton and conjugate gradient methods. It is then translated 
by means of applying a modified gradient, gdimer: 
𝒈𝒅𝒊𝒎𝒆𝒓 = 𝒈 − 2𝒈𝒑𝒂𝒓 ( 2-6 ) 
where gpar is the component of the gradient, g, parallel to the orientation of the 
dimer. Translating the dimer in the direction of –gdimer amounts to moving it uphill 
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along the direction of orientation and downhill in all other directions, hence 
seeking out the saddle point. Subsequent developments of the dimer method have 
focused on reducing the number of gradient calls required (Olsen et al., 2004, 
Heyden et al., 2005, Kästner and Sherwood, 2008, Plasencia Gutiérrez et al., 
2016), interfacing with more efficient minimisation techniques (Kästner and 
Sherwood, 2008, Shang and Liu, 2010, Gould et al., 2016), and the use of 
different techniques to calculate the LCE (Nikodem et al., 2012, Plasencia 
Gutiérrez et al., 2016). A variant, the shrinking dimer method, reduces the length 
of the dimer as it approaches the saddle point, guaranteeing convergence (Zhang 
and Du, 2012, Zhang et al., 2016). 
It has been noted that eigenvector following methods can perform poorly when a 
suboptimal starting point is used, such as a minimum (Czerminski and Elber, 
1990). Occasionally, in such cases, they may not converge to a saddle point 
(Jensen, 1995). As a result, eigenvector following is most effectively used to 
refine approximate saddle point estimates, such as those obtained from chain-of-
states methods (Czerminski and Elber, 1990, Henkelman and Jónsson, 2000, 
Trygubenko and Wales, 2004, Nikodem et al., 2012, Zimmerman, 2013). 
2.3.2.2 Chain-of-States Methods 
In contrast with eigenvector following, which works by iteratively refining a 
single point, chain-of-states methods attempt to characterise the transition path, or 
‘minimum energy path’ (MEP) between them (Koslover and Wales, 2007, 
Sheppard et al., 2008), representing them as a series of linked points (a ‘chain of 




Figure 2-6. Contour plot illustrating a converged chain of states (dotted line) and the true MEP 
(solid line) (Henkelman and Jónsson, 2000). 
the maxima along the MEP are saddle points, this makes chain-of-states methods 
well suited to searching for saddle points connecting a selected pair of minima. 
Early such methods include the synchronous transit method (Halgren and 
Lipscomb, 1977), the Dewar-Healy-Stewart method (Dewar et al., 1984), line 
integral minimisation (Elber and Karplus, 1987), and conjugate peak refinement 
(Fischer and Karplus, 1992). While none of these are commonly used today, aside 
from conjugate peak refinement, which is implemented in the CHARMM 




The nudged elastic band (NEB) method, along with its variants, is probably the 
chain-of-states method in most widespread use today. It is implemented in both 
the CHARMM and AMBER packages (Brooks et al., 2009, Salomon‐Ferrer et al., 
2013), is included in most reviews and comparative studies (Henkelman et al., 
2002, Koslover and Wales, 2007, Sheppard et al., 2008, Klimeš et al., 2010, 
Schlegel, 2011, Tao et al., 2012), and has undergone continual development and 
refinement across multiple research groups over the last twenty years. The 
original formulation was by Jónsson et al. (1998) and is based on the concept of 
optimising an ‘elastic band’ that stretches between the endpoint minima, with 
spring forces acting on each point (or ‘image’) along the path. The artificial 
gradient, gi,NEB, applied to the ith image, combines the true gradient and the spring 
force: 
𝒈𝒊,𝑵𝑬𝑩 = 𝒈𝒊,𝒑𝒆𝒓𝒑 − [𝑘𝑖+1(𝒙𝒊+𝟏 − 𝒙𝒊) − 𝑘𝑖(𝒙𝒊 − 𝒙𝒊−𝟏)]𝒑𝒂𝒓 ( 2-7 ) 
where xi and gi are respectively the coordinates and gradient of image i, x0 and 
xM+1 are the coordinates of the minima (M being the number of images), and k1 to 
kM+1 are constants that regulate the strength of the spring forces. Shifting each 
image in the direction of –gi,NEB thus minimises the energy of each image while 
keeping the elastic band relatively smooth and the images fairly equidistant. 
‘Perp’ and ‘par’ indicate only the components perpendicular and parallel to the 
tangent of the elastic band are kept, respectively, which is necessary to keep the 
images from sliding down towards minima. 
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Subsequent development of the NEB algorithm has improved the calculation of 
the tangent (Henkelman and Jónsson, 2000) and the initial estimate for the path, 
for where linear interpolation is suboptimal (Smidstrup et al., 2014). A derivative, 
the climbing image NEB (CI-NEB) method (Henkelman et al., 2000), was 
designed to specifically optimise the elastic band near a saddle point in an attempt 
to locate it precisely, and further strategies for doing so were implemented by 
Kolsbjerg et al. (2016). Some (Crehuet et al., 2005, Lindgren et al., 2019) have 
found that optimising only one, or a subset, of the images at a time improves 
computational efficiency. Another area of improvement has been the algorithm 
used to optimise the elastic band. Jónsson et al. (1998) used a modified version of 
the velocity Verlet algorithm used in MD (Verlet, 1967, Swope et al., 1982), and 
alternatives have been proposed by Chu et al. (2003) and Bohner et al. (2013). 
Optimisation using the L-BFGS method has been shown to provide optimal 
efficiency (Sheppard et al., 2008), but Trygubenko and Wales (2004) noted 
instability in the L-BFGS method’s performance with the NEB method, and 
proposed a ‘doubly nudged’ variant (DNEB) that resolves this, at the cost of never 
achieving full convergence. This may be resolved by switching to the regular 
NEB method when the DNEB path approaches convergence (Sheppard et al., 
2008). 
Other chain-of-states methods primarily fall into the class of ‘string methods’, and 
differ fundamentally from the NEB method in that they characterise the MEP as a 
continuous curve connecting the endpoint minima, rather than straight lines 
between images. In practice, string methods still use a series of discrete images, 
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but the interpolated path connecting them is presumed to be smooth and not 
necessarily linear. The original string method (SM) proposed by E et al. (2002) 
iteratively shifts all images downhill with respect to their gradient perpendicular 
to the path tangent (essentially equivalent to the NEB method without the spring 
force), and at regular intervals the images are redistributed so they are equally 
spaced along the path. Path interpolation and calculating tangents may be 
addressed using cubic splines: third-order polynomials that connect each adjacent 
pair of images and link smoothly with one another (Peters et al., 2004). Later, E et 
al. (2007) simplified their method to shift images using their entire gradient, 
removing the need for a tangent estimate: the issue of images collapsing towards 
minima as a result is resolved by the redistribution step. In the same work, they 
also included an energy weighting to the redistribution, reducing the distance 
between images close to saddle points, and demonstrated that the same climbing 
image strategy included in the CI-NEB method may be implemented in the SM 
(CI-SM). 
Multiple variants of the SM have since been proposed. The growing string method 
(GSM) developed by Peters et al. (2004) has the same form as the SM, but begins 
with only the endpoints and iteratively creates new images when the perpendicular 
gradient of the adjoining image drops below a defined tolerance, thus ‘growing’ 
the string from the endpoints to the centre; this largely addresses cases where 
linearly interpolated images correspond to implausible configurations. This may 
also, or alternatively, be addressed by using non-linear interpolation methods, 
such as linear synchronous transit (Halgren and Lipscomb, 1977, Behn et al., 
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2011b). Using a similar philosophy, Behn et al. (2011a) developed a freezing 
string method (FSM) that generates a pair of points at a time and converges them 
completely before generating the next two, again moving from the endpoints to 
the centre. The searching string method (SSM) (Chaffey-Millar et al., 2012) 
iteratively places additional images on the string in the area closest to the saddle 
point. Burger and Yang (2006) proposed a quadratic string method (QSM) that 
uses local quadratic approximations to shift the images, including a quasi-Newton 
updating scheme to estimate the Hessian; other formulations have used the 
conjugate gradient method (Goodrow et al., 2008) or the L-BFGS method (Galván 
and Field, 2008, Sheppard et al., 2008). Finally, variants of the SM (Ren and 
Vanden-Eijnden, 2013) and GSM (Zimmerman, 2015) have been developed for 
the purpose of finding saddle points near one minimum whilst leaving the other 
undetermined: one end remains fixed at the minimum while the other searches for 
a saddle point. 
Comparison of the NEB and string methods have concluded that they have similar 
accuracy and efficiency (Koslover and Wales, 2007, Sheppard et al., 2008), and 
hybrids incorporating elements of both methods have been used (Galván and 
Field, 2008, Aleksandrov and Field, 2012). In general, as previously stated, the 
usefulness of chain-of-states methods derives from the fact that they explicitly 
search for saddle points between a specified pair of minima. Their weakness is 
that they do not necessarily find saddle points, even when fully converged to the 
MEP, since the set of images is discrete and the saddle point will generally lie 
between two of them. Alternative approaches include using eigenvector following 
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to refine saddle points using maximum-energy images along the MEP as an initial 
estimate, as outlined in the previous section, or to use the CI-NEB and CI-SM 
methods, which do precisely find the saddle point. The latter has the additional 
computational cost of refining other parts of the path that are not of interest. On 
the other hand, it has been observed (Goodrow et al., 2010) that saddle point 
estimates from chain-of-states methods are sometimes too inaccurate for 
eigenvector following to work reliably. Interpolation methods between images 
have been used to improve these estimates (Goodrow et al., 2010). 
2.3.3 Visualising Stationary Point Networks 
Databases of minima and saddle points found via the described algorithms, with 
each saddle point linked to the pair of adjacent minima, form a network that 
discretises the highly multidimensional PES. Various means of representing such 
networks have been proposed. In cases where the PES contains only a few 
stationary points, a potential energy diagram can be drawn such as in Figure 
2-7(a), in which all minima, saddle points, their connectivity and their energies are 
described. However, such diagrams become impractical for large networks. Kunz 
and Berry (1995) pioneered a manner of representing and analysing a PES using 
sets or ‘basins’ of monotonic sequences: that is, all the connected series of minima 
and saddle points beginning at one minimum for which every subsequent 
minimum increases in energy. This is depicted in Figure 2-7(b). Comparing such 
basins can give an indication of how quickly and readily a system seeks its 




Figure 2-7. Two alternative forms of representing the PES using (a) a potential energy diagram 
(Rose and Berry, 1992) and (b) monotonic sequences (Kunz and Berry, 1995). 
take into account the fact that there may be competing low-energy minima with 
separate basins (Wales, 2003). 
Becker and Karplus (1997) proposed the disconnectivity graph, which has since 
become a popular means of visually representing energy landscapes (Wales, 2003, 
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Caflisch, 2006, Schermann, 2008). It was designed for illustrating PES, but is 
equally applicable to FES (Krivov and Karplus, 2002). An early version of the 
disconnectivity graph was used by Czerminski and Elber (1989). Under Becker 
and Karplus’ formulation, the disconnectivity graph is a connected tree as 
illustrated in Figure 2-8(a), in which each terminus corresponds to a minimum. 
The y-axis normally corresponds to energy (Wales, 2003), but other formulations 
include temperature (Becker and Karplus, 1997) and mean transition time 
 
Figure 2-8. (a) Schematic of a disconnectivity graph (Becker and Karplus, 1997), and (b) some 
archetypal disconnectivity graph structures (Wales, 2006). 
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(Lempesis et al., 2013). At intervals along the y-axis, minima separated by an 
energy, temperature or transition time lower than the specified level are merged. 
Optionally, different parts of the energy landscape may be further illustrated by 
using user-specified order parameters as metrics. This may take the form of 
varying the thickness of lines (Komatsuzaki et al., 2005), their colour (Rylance et 
al., 2006), the width of the graph (Wales and Bogdan, 2006), or by utilising the 
width and/or depth axes of the graph as a scale (Smeeton et al., 2014). 
Disconnectivity graphs are useful for their ability to yield important information 
about the energy landscapes and properties of a system through simple 
observation, which may then be supplemented with calculations (Wales, 2018). In 
particular, a number of archetypal shapes and structures are common amongst 
disconnectivity graphs, some of which are illustrated in Figure 2-8(b). In this 
figure, the ‘palm tree’ structure represents a landscape with shallow minima that 
drive the system to its global minimum. On the other hand, the ‘weeping willow’ 
and, especially, the ‘banyan tree’ pattern represent a rough landscape with many 
low- energy minima separated by high barriers (Wales et al., 1998, Wales, 2003). 
It is also possible for landscapes to have more than one of these structures, in a 
parallel or hierarchical manner (Wales, 2003). In such cases, one would expect a 
system to undergo different transitions on widely varying timescales, depending 
on the different energy barriers involved (Doye and Wales, 1999). 
Stationary point networks may also be studied and illustrated using complex 
network analysis (Wales, 2003, Caflisch, 2006). In network diagrams such as 




Figure 2-9. Network diagram of the conformations of a protein, with significant and well-
connected minima highlighted (Rao and Caflisch, 2004). 
to other nodes indicate that they are directly connected by a saddle point. 
Principles of complex network analysis (Newman, 2003) may then be applied; in 
particular, to assess the connectivity between minima (Wales, 2003, Caflisch, 
2006). The primary disadvantage of network diagrams is that they cannot easily 
represent the energy barrier associated with a saddle point: they only indicate 
whether or not one exists. As such, their primary use in computational chemistry 
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is for assessing transitions observed in simulation (Bowman et al., 2010), not 
quantitative stationary points obtained through ELM. 
2.3.4 Exploiting Stationary Point Networks 
2.3.4.1 Discrete Path Sampling 
Discrete path sampling (DPS) (Wales, 2002) was proposed as a means to study 
rare event transitions between a desired pair of configurations with particular 
relevance; for example, the native and unfolded states of a protein. Its primary 
goal is to calculate the rate constant between the two configurations. DPS is the 
conceptual analogue of transition path sampling (Dellago et al., 2002), a 
molecular simulation method that attempts to characterise a transition by choosing 
and exploiting a suitable order parameter. Unlike transition path sampling, 
though, DPS does not require an order parameter, instead characterising transition 
paths by ‘discrete paths’: sequences of minima and saddle points that connect the 
endpoints. 
DPS works by defining a subset of minima as group A and another subset as 
group B, representing the endpoint configurations. These may be individual 
minima or groups of minima that all represent variants of each configuration. The 
rate constants are thus calculated as a summation of every discrete path between 
each A minimum and each B minimum, using the individual rate constants that 
may be calculated for any pair of minima connected by a saddle point, and 
weighted by the equilibrium probability that the configuration will correspond to 
each minimum. Intuitively, this is more likely to be true for low-energy minima, 
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but in reality, connectivity and energy barriers play a role. Extensive derivations 
for this formulation of the rate constant are provided by Wales (2002, 2003) and 
summarised in chapter 3. 
The reliability of DPS depends on whether all relevant minima and saddle points 
have been found. While every stationary point makes some contribution to the rate 
constant calculation, those that lie on discrete paths between the states make the 
greatest impact. Consequently, a necessary step in DPS is to carefully probe 
configurational space for saddle points that will create such paths, or improve on 
existing ones. This typically involves both single-ended searches that try to find 
saddle points around known minima, typically using eigenvector following, and 
double-ended searches that try to find saddle points connecting a pair of known 
minima, typically using a chain-of-states method to obtain an initial guess that is 
refined by eigenvector following (Wales, 2002). In the latter case, given the sheer 
number of pairs of minima that could be selected, a strategy is needed for 
determining which minima to connect. These strategies include pairing a 
minimum on the current ‘best path’ (the discrete path that contributes most to the 
rate constant) with another minimum closest in configurational space (Wales, 
2002), pairing minima on the best path that are close in configurational space but 
separated by intervening minima (Carr and Wales, 2005), pairing minima on the 
best path on either side of the largest energy barrier (Strodel et al., 2007), and 
pairing a minimum on the best path with another minimum separated by the 
largest energy barrier (Strodel et al., 2007). Strategies also exist for creating a 
discrete path if one does not already exist (Evans and Wales, 2004, Carr et al., 
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2005, Wales and Carr, 2012), and for determining the best path (Evans and Wales, 
2004, Carr and Wales, 2008, Sharpe and Wales, 2019). 
Whilst DPS works by using a weighted ensemble of discrete paths and therefore 
does not technically predict one specific transition, transitions may nonetheless be 
studied by considering one of the discrete paths, most commonly the best path, as 
a representative. Visualising the three-dimensional configurations that correspond 
to each minimum and saddle point along the past yields an approximation of the 
transition mechanism, and plotting the potential energy as the path progresses 
makes clear where the highest energy barriers occur. An example is illustrated in 
Figure 2-10. In this manner, DPS may be used to fully characterise the 
mechanisms of rare events that are difficult or impossible to study using other 
means such as MD simulation. 
2.3.4.2 Free Energy Surfaces 
The true behaviour of molecular systems does not depend solely on their potential 
energy, but also the effects of entropy. This is particularly true of proteins and 
other biomolecules, for which entropy plays a significant role in determining their 
conformations (Gruebele, 2002). Consequently, the FES of such systems can yield 
more valid conclusions than the PES. The difficulty lies in computing the FES, 
since the temperature-dependent effects of entropy are not trivially calculated, and 
computation from molecular simulations face challenges as discussed previously. 
Means of deriving the FES from potential energy stationary point networks were 




Figure 2-10. Plot of potential energy against path distance for a cluster of water molecules, with 
inset structures showing the transition mechanism (Wales, 2004). 
(2003). The two methods are essentially equivalent. Given the potential energy 
difference between a minimum and adjoining saddle point, and using a harmonic 
approximation for the local density of states at each minimum, free energy 
differences between the minimum and saddle point may be estimated. Iterating 
this process over the entire network allows relative free energies to be calculated 
for every stationary point. This may then be used to represent the free energy on a 
disconnectivity graph, in much the same way as potential energy. Evans and 
Wales used the lowest energy saddle point between each pair of minima to 
determine free energy differences, while Krivov and Karplus compared this 
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approach with including contributions from different paths, and a free energy 
disconnectivity graph derived from molecular simulation; all were qualitatively 
similar. Entire FES based on collective variables have also been constructed from 
stationary point networks, and show good agreement with simulation (Strodel and 
Wales, 2008). 
Free energy-based transition networks allow a variety of observables to be 
calculated or estimated. They directly determine equilibrium probabilities and 
transition times and rates (Noé and Fischer, 2008). In practice, these are difficult 
to compute for large networks, and methods have been proposed to overcome this 
(Trygubenko and Wales, 2006, Wales, 2009). Additionally, the ability to evaluate 
the FES at, theoretically, any temperature allows for important temperature-
dependent properties to be characterised, such as the temperature at which 
conformational transitions occur (Wales and Bogdan, 2006), and heat capacity 
curves (Wales, 2017). 
2.4 Potential Energy Models 
Like the molecular simulation methods described in Section 2.2, ELM for 
peptide-surface interactions necessarily requires potential energy models for 
calculating the intramolecular potential of the peptide, the interaction potential 
between the peptide and the surface, and, if present, the effect of solvent. 
Currently, all-atom force fields are the most widely used models for adsorbing 
peptides (Latour, 2008, Martin et al., 2016), and this section will focus on those 
models. Coarse-grained force fields exist that further reduce the number of 
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degrees of freedom, such as the Martini (Monticelli et al., 2008, de Jong et al., 
2012) and Gō (Hills and Brooks, 2009) models, but these are most useful for 
macromolecules, such as proteins, where probing timescales relevant to key 
events is very difficult indeed with molecular methods. 
2.4.1 Modelling Intramolecular Forces 
Classical all-atom force fields represent the intramolecular potential energy as a 



































( 2-8 ) 
The five terms represent bond lengths, bond angles, dihedral angles, van der 
Waals forces and repulsion, and electrostatic interactions, respectively. ri, θi, φi, 
and rij are the bond length, bond angle, dihedral angle and distance between 
atoms, and are calculated directly from the atomic coordinates. Other parameters 
are specific to the force field, and are determined by the type of atom or atoms 
involved in the bond, angle or dihedral angle being considered. For example, an 
aromatic carbon and an amide hydrogen are given different parameters. These 
parameters are usually fitted to experimental data, quantum mechanical 
calculations for sample molecules or both, under the assumption that the 
parameters are transferable to atoms of the same type in different molecules (Best, 
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2019). The main classical force fields are AMBER (Weiner and Kollman, 1981, 
Cornell et al., 1995, Wang et al., 2000, Maier et al., 2015), CHARMM (Brooks et 
al., 1983, MacKerell et al., 1998, Best et al., 2012), OPLS (Jorgensen and Tirado-
Rives, 1988, Jorgensen et al., 1996, Kaminski et al., 2001, Harder et al., 2015), 
and GROMOS (Oostenbrink et al., 2004, Schmid et al., 2011). All of these force 
fields have undergone continual development and refinement over time, and all 
are applicable to peptides and other biomolecules. Other force fields exist in 
which the energy contribution terms are more complex and include cross-terms 
with one another, such as CVFF (Dauber‐Osguthorpe et al., 1988), CFF (Maple et 
al., 1998) and COMPASS (Sun, 1998). Compared to the classical force fields, 
these are more computationally expensive, but provide a greater degree of 
accuracy for smaller systems (Latour, 2008). 
2.4.2 Modelling Surface Interaction 
The presence of a surface introduces two challenges to effectively modelling the 
system. The first is the question of how the surface should be modelled. Force 
fields for simulation of inorganics typically take a very different functional form 
compared to the organic force fields already discussed, since the main goal is to 
reproduce the structure of the surface, and not necessarily characterise interactions 
with it (Ozboyaci et al., 2016a). Often, literature parameters are used to fix the 
inorganic lattice and model the interactions between atoms, groups or molecules 
and the surface; for example, using a Lennard-Jones potential (Mahaffy et al., 
1997, Penna et al., 2015, Luo et al., 2019). To reduce the computational effort 
required to compute interactions with each atom in the lattice, it is possible to 
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approximate the surface as a smooth, infinite continuum, such as in the model 
proposed by Steele (1973), which has been noted to produce results consistent 
with experiment (Steele, 1978, Qian et al., 1997). 
The second challenge posed by surfaces is the suitability of general all-atom force 
fields to simulating peptide-surface interactions. With the increasing number of 
biomolecule-surface studies in the recent past, it has become apparent that 
classical force fields, which are parameterised for simulating peptides in the 
vacuum or aqueous phase, model interfacial systems very poorly (Martin et al., 
2016, Walsh, 2017). Consequently, there has been considerable work in recent 
years towards developing specialised force fields for surface interactions with 
molecules. Most notably, Heinz and co-workers have developed the INTERFACE 
force field (Heinz et al., 2013), an all-atom force field with parameters optimised 
for surface interactions, and including surface models and parameters for a variety 
of metals and minerals based on prior and ongoing work. Similarly, Walsh and 
co-workers have developed a number of force fields optimising interfacial 
systems with metals. The first such force field was GolP-CHARMM for 
adsorption processes on gold (Wright et al., 2013), based on earlier work by Iori et 
al. (2009), and they subsequently have developed similar force fields for silver 
(Hughes et al., 2013) and palladium (Hughes and Walsh, 2018). Other notable 
force fields designed for interfacial systems include ProMetCS (Kokh et al., 2010) 
and the dual force field approach of Biswas et al. (2012). 
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2.4.3 Modelling Solvation Effects 
Since solvent molecules are known to actively influence biomolecular adsorption 
(Jena and Hore, 2010, Penna et al., 2014, Xu et al., 2018), the reliable modelling 
of these effects is desired in computational studies of adsorption processes. This is 
typically achieved through one of two approaches: either explicit, in which water 
molecules are included in the system and interact according to a specialised force 
field, or implicit, in which terms in the intramolecular potential are added or 
modified to simulate the solvent’s effects. Popular force fields for explicitly 
modelling water include SPC (Berendsen et al., 1981, Hermans et al., 1984), 
SPC/E (Berendsen et al., 1987), SPC/L (Glättli et al., 2002), TIP3P (Jorgensen et 
al., 1983), TIP4P (Jorgensen et al., 1983), TIP4P-Ew (Horn et al., 2004), and 
TIP4P/2005 (Abascal and Vega, 2005). Implicit solvation, meanwhile, can be 
achieved by a variety of means, such as by altering the dielectric constant used to 
model electrostatic interactions in force fields (Latour, 2008), using the Poisson–
Boltzmann equation or its less costly approximation, the generalized Born model 
(Brooks et al., 2009), or by using a specialised model such as EEF1, which was 
designed for use with the CHARMM force field (Lazaridis and Karplus, 1999). 
Similarly to intramolecular and surface models, the applicability of solvation 
models to interfacial systems is critical. Studies have shown that explicit solvent 
models can, if they are chosen carefully to suit the intramolecular force field, 
characterise adsorption processes acceptably (Walsh, 2017). However, the use of 
explicit solvent in ELM is not computationally feasible. Water molecules in 
explicit solvent systems typically account for the vast majority of the degrees of 
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freedom (Latour, 2008), and it follows that most of the minima and saddle points 
of an explicitly solvated system would correspond to rearrangements of water 
molecules. Implicit solvent, meanwhile, has historically been noted to model 
peptide and protein adsorption poorly (Sun and Latour, 2006, Sun et al., 2007). 
More recently, however, it was demonstrated that implicit solvation can yield 
accurate results when studying hydrophobic surfaces, where water is typically not 
present between the adsorbing molecule and the surface (Cohavi et al., 2010). 
Hydrophilic surfaces require specialised parameterisation and additional terms to 
model the solvent-surface interactions and the distorting effect of the peptide 
(Ozboyaci et al., 2016a). The ProMetCS force field of Kokh et al. (2010), 
developed for peptide/Au(111) interactions, provides one example of this. While 
the development of such force fields making use of implicit solvation 
methodologies is still in its infancy, it represents the most likely path towards 






In the preceding chapter, literature pertaining to the theory and application of 
energy landscape mapping (ELM) was reviewed, including overviews of a 
number of techniques and methodologies for locating minima and saddle points, 
systematically creating networks and deriving transition paths, rate constants and 
free energy networks. In this chapter, those methods that were used in the 
conduction of this work are outlined in greater detail. Each of the journal papers 
included in this thesis contains its own methodology section, in which the 
methods particular to that work are stated. The purpose of this chapter is to give 
the reader the theoretical understanding necessary to interpret these methodology 
sections without requiring a detailed reading of the citations provided. 
3.1 The L-BFGS Minimisation Algorithm 
The limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm 
seeks to identify the local minimum of an unconstrained, smooth function, f, of n 
variables, where both the function itself and the gradient, g, are known. The vector 
g, which is of size n, contains the derivatives of f with respect to each variable. 
The L-BFGS algorithm was developed by Nocedal (1980) for the purpose of 
solving problems with a large number of variables, for which storage 
requirements become prohibitive for other quasi-Newton methods. It was later 
presented with minor modifications by Liu and Nocedal (1989). The latter version 
of the algorithm was used throughout the work presented here, with one revision 
that will be noted. In all cases, the L-BFGS method was used to minimise 
potential energy as a function of Cartesian coordinates. 
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The algorithm proceeds as follows. Let x0 be the starting point of the algorithm, m 
the number of prior iterations stored by the algorithm, and H0 an initial estimate 
for the inverse of the Hessian matrix. In the present work, m = 4 and H0 = 0.1 
Å2mol/kcal multiplied by the identity matrix, I. For the kth step, beginning at k = 
0, the following vectors are calculated: 
𝒅𝒌 = −𝐻𝑘𝒈(𝒙𝒌) ( 3-1 ) 
𝒔𝒌 = 𝛼𝑘𝒅𝒌 ( 3-2 ) 
𝒙𝒌+𝟏 = 𝒙𝒌 + 𝒔𝒌 ( 3-3 ) 
𝒚𝒌 = 𝒈(𝒙𝒌+𝟏) − 𝒈(𝒙𝒌) ( 3-4 ) 
In the original algorithm, a line search is used to compute αk. Here, the 
formulation of Trygubenko and Wales (2004) was used, in which the line search 
is removed and, instead, αk is chosen so that the step size does not exceed 0.4 Å. 
















( 3-5 ) 
where: 
𝑉𝑘 = 𝐼 − 𝜌𝑘𝒚𝒌𝒔𝒌











 ( 3-8 ) 
The algorithm then proceeds to the (k + 1)th step. The most recent m iterations of 
yk and sk are stored, as these are necessary to calculate the approximate inverse 
Hessian matrix. All other information from prior steps is discarded. The algorithm 
proceeds until the root mean square (RMS) gradient at xk is lower than a threshold 
value, at which point f is considered to be at a local minimum. In the work 
conducted here, a threshold RMS gradient of 10–7 kcal/molÅ was used, except 
where otherwise stated. 
3.2 Sampling of Minima: Basin Hopping with Simulated 
Annealing 
Basin hopping, as formulated by Wales and Doye (1997), was implemented in 
conjunction with a simulated annealing procedure (SA-BH) to ensure the 
configuration gradually converges to a low-energy region of the potential energy 
surface. While basin hopping was designed for the purpose of global optimisation 
(that is, finding the lowest energy on the potential energy surface), here it is 
intended to search for low-lying minima across configurational space, providing a 
basis for systematically mapping the entire potential energy surface, as described 
in Section 3.5. To this end, many SA-BH procedures were typically run in 
parallel, with the aim of locating minima in as many low-lying areas of the 
potential energy surface as possible. 
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Basin hopping requires an initial configuration. In the studies conducted here, 
configurations obtained from past work (Mijajlovic and Biggs, 2007, Mijajlovic et 
al., 2011) were used. The starting structure’s potential energy is first locally 
minimised using the L-BFGS method, which is used for all energy minimisations. 
At this stage, it is not necessary to locate the minimum precisely, and hence a less 
stringent RMS gradient convergence criterion is typically used; here, a criterion of 
10–3 kcal/molÅ was applied. 
Then, for each step, all backbone dihedral angles are perturbed randomly up to a 
maximum value, and the resulting configuration is locally minimised, also using 
the weaker RMS gradient criterion. Checks are performed to ensure that the 
chirality of all residues and the isomeric states of all peptide bonds have been 
preserved, and that the peptide remains entirely in the gas phase, above the 
surface. If all checks are passed, then the Metropolis criterion is applied to 
determine the probability, Pij, that the current step is accepted, based on the 
potential energy of the previous configuration, Ui, that of the new configuration, 
Uj, and the current Boltzmann temperature of the simulation, kBT: 




(𝑈𝑖−𝑈𝑗)) ( 3-9 ) 
If the step is accepted, then the new configuration is used for the following step. If 
it is rejected, then the current configuration is retained. It may be noted that 
equation 3-9 is identical to the formulation of the Metropolis criterion for standard 
Monte Carlo techniques, as expressed in equation 2-3. The difference between the 
methods is the local minimisation after each basin hopping step. 
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The number of steps is specified prior to the simulation. In the studies presented 
here, the number of steps chosen depended on the size of the system and the 
computational resources available, but typically, a number in the order of 105 was 
considered reasonable. The maximum perturbation of backbone dihedral angles 
was initially set to ±360°. This is double the maximum perturbation of ±180° 
required for complete randomisation of secondary structure, which ensured that 
the structure was randomised for at least several hundred steps at the beginning of 
the simulation until the maximum perturbation was decreased to below ±180°. 
After every 50 steps, if the ratio of accepted steps over the preceding 50 steps was 
greater than 0.5, the maximum perturbation was increased by 5%, or decreased by 
5% otherwise. Simulated annealing is involved through initially setting the 
Boltzmann temperature to kBT = 5.0 kcal/mol, and decrementing it by a small 
percentage after each step. This percentage was chosen according to the number 
of steps, with the aim of achieving a Boltzmann temperature of approximately 0.1 
kcal/mol by the final step of the simulation. 
When the simulation has run to completion, all of the accepted configurations are 
subjected to energy minimisation, this time using the stringent RMS gradient 
criterion of 10–7 kcal/molÅ. The converged local minima obtained by this means 
from multiple SA-BH procedures are amalgamated into a single database of 
minima, from which systematic searches for saddle points are conducted. 
61 
 
3.3 Finding Approximate Saddle Points: The DNEB Method 
The doubly nudged elastic band (DNEB) method of Trygubenko and Wales 
(2004) was used for double-ended saddle point searches, where the saddle point(s) 
directly connecting a designated pair of minima are desired. The DNEB method 
approximates the minimum energy path (MEP) through a series of points on the 
potential energy surface, and in general one or more of those points will be used 
as a starting point for an exact saddle point search, the procedure for which is 
described in Section 3.4. The DNEB method is designed for stability when 
combined with powerful minimisation algorithms, such as the L-BFGS algorithm, 
with which some alternative methodologies are unstable (Trygubenko and Wales, 
2004). 
Initially, a series of M points or ‘images’ are placed on the potential energy 
surface, with coordinates denoted by x1 through xM, by linear interpolation 
between the endpoint minima. In the work conducted here, M = 10 was chosen. 
The coordinates of the minima are denoted x0 and xM+1. The gradients of all 
images, g1 through gM, are calculated. A spring force is also applied to each 
image, pulling it towards the two adjacent images with the following gradient: 
𝒈𝒊,𝒔𝒑𝒓 = −𝑘[(𝒙𝒊+𝟏 − 𝒙𝒊) − (𝒙𝒊 − 𝒙𝒊−𝟏)] ( 3-10 ) 
In this equation, k is a user-defined spring constant. In the work conducted here, k 
= 1 kcal/molÅ2 was used. 
The DNEB method works by minimising with respect to a combination of both 
the true and spring gradients, which are split into components parallel and 
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perpendicular to a vector τi, which is a unit vector tangent to the elastic band at 
image i. The perpendicular component of the true gradient is retained, as is the 
parallel component and a portion of the perpendicular component of the spring 
gradient. The DNEB gradient for each image is given by: 
𝒈𝒊,𝑫𝑵𝑬𝑩 = 𝒈𝒊 − (𝒈𝒊 ∙ 𝝉𝒊)𝝉𝒊 + 𝒈𝒊,𝒔𝒑𝒓 − {[𝒈𝒊,𝒔𝒑𝒓 − (𝒈𝒊,𝒔𝒑𝒓 ∙ 𝝉𝒊)𝝉𝒊] ∙ ?̂?𝒊}?̂?𝒊 ( 3-11 ) 
where ĝi is the unit vector parallel to the perpendicular component of the real 
gradient: 
?̂?𝒊 =
𝒈𝒊 − (𝒈𝒊 ∙ 𝝉𝒊)𝝉𝒊
|𝒈𝒊 − (𝒈𝒊 ∙ 𝝉𝒊)𝝉𝒊|
 ( 3-12 ) 
Meanwhile, τi is approximated by the direction to the adjacent image with higher 











   if   𝑈𝑖+1 < 𝑈𝑖 < 𝑈𝑖−1
 ( 3-13 ) 
If both adjacent images have higher potential energy or both have lower, a linear 





−   if   𝑈𝑖+1 > 𝑈𝑖−1
∆𝑈𝑚𝑎𝑥𝝉𝒊
− + ∆𝑈𝑚𝑖𝑛𝝉𝒊
+   if   𝑈𝑖+1 < 𝑈𝑖−1
 ( 3-14 ) 
where: 
∆𝑈𝑚𝑎𝑥 = max(|𝑈𝑖+1 − 𝑈𝑖|, |𝑈𝑖 − 𝑈𝑖−1|) ( 3-15 ) 
∆𝑈𝑚𝑖𝑛 = min(|𝑈𝑖+1 − 𝑈𝑖|, |𝑈𝑖 − 𝑈𝑖−1|) ( 3-16 ) 
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The L-BFGS algorithm is used to minimise with respect to the DNEB gradient, 
gDNEB, which consists of the gradient on each image, gi,DNEB, as formulated in 
equation 3-11. It is thus a vector of length nM, where n is the number of degrees 
of freedom on the potential energy surface. The objective function corresponding 
to gDNEB is unknown, but is not required, since the L-BFGS algorithm only 
requires the gradient. Since precise convergence of the MEP is not necessary for 
an adequate estimate for the saddle point(s), minimisation of the elastic band 
using the L-BFGS algorithm generally requires a weak criterion. In the work 
conducted here, the procedure concluded when the RMS gradient was less than 
10–2 kcal/molÅ, or after 300 iterations of the L-BFGS algorithm, whichever 
occurred first. At this point, all images with potential energy higher than both of 
the adjacent images are used as starting points for exact saddle point searches. 
3.4 Finding Exact Saddle Points: Hybrid Eigenvector Following 
Exact saddle point searches in this work utilised the hybrid eigenvector following 
(HEF) algorithm proposed by Munro and Wales (1999). True eigenvector 
following diagonalises the Hessian matrix to calculate all eigenvalues and 
eigenvectors, and takes steps along each eigenvector. However, when searching 
for a first-order saddle point, only the lowest eigenvalue, emin, and the 
corresponding eigenvector, vmin, need be calculated, as this is the direction in 
which a step is taken to increase the potential energy; all other eigenvectors are 
followed in the direction of decreasing energy, and thus may effectively be 
replaced by minimising the energy in the space perpendicular to vmin. 
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emin and vmin may be calculated by a variety of means that do not involve the 
computationally intensive task of diagonalising the Hessian.  Two methods 
proposed by Munro and Wales (1999) involve iteratively pre-multiplying a vector 
by the Hessian, and minimising the Rayleigh-Ritz ratio; the latter does not require 
the Hessian at all. In the version of the algorithm utilised here, emin and vmin are 
calculated using the DSYEVR routine in the LAPACK package of linear algebra 
subroutines (Anderson et al., 1999), which is based upon the algorithm of Dhillon 
(1997). 
When emin and vmin are known, the size of the step, h, along vmin is calculated. If 
emin is positive, indicating a saddle point is not close, a large step is used, for 
















 ( 3-17 ) 
where g is the gradient and vmin is normalised to unit vector size. The maximum 
step size, hmax, was initially set here to 0.2 Å. At each step, hmax is multiplied by 
1.1 if a trust radius, r, is less than 2, and divided by 1.1 if r exceeds 2, while 
always constraining the value between 0.01 Å and 0.5 Å, using the formulation of 
Wales and Walsh (1996): 
𝑟 = |
[𝒈 ∙ 𝒗𝒎𝒊𝒏]𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − [𝒈 ∙ 𝒗𝒎𝒊𝒏]𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠
ℎ𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝑒𝑚𝑖𝑛,𝑐𝑢𝑟𝑟𝑒𝑛𝑡
− 1| ( 3-18 ) 
After the step h is taken, energy minimisation using the L-BFGS algorithm is 
conducted in the space perpendicular to vmin, using the adjusted gradient: 
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𝒈𝒑𝒆𝒓𝒑 = 𝒈 − (𝒈 ∙ 𝒗𝒎𝒊𝒏)𝒗𝒎𝒊𝒏 ( 3-19 ) 
The above steps are iterated until h and the RMS gradient are both less than 
specified thresholds: here, those thresholds were 0.02 Å and 10–7 kcal/molÅ, 
respectively. At this point, the current coordinates are deemed to correspond to a 
saddle point. Additionally, in this work, a maximum of 50,000 iterations were 
permitted; if, at this point, the algorithm had not converged to a saddle point, the 
search was concluded unsuccessfully. 
3.5 Systematic Construction of Stationary Point Networks 
The construction of stationary point networks requires the storing and updating of 
databases of known minima and saddle points. These databases store the 
coordinates of the points, along with other necessary information. The potential 
energy of each point is retained in the database, for use in constructing 
disconnectivity graphs, and calculating rate constants and free energies as outlined 
in Section 3.6. Other parameters necessary for rates and free energies are also 
retained, such as vibrational frequencies calculated from the positive Hessian 
eigenvalues. In addition to this information, for saddle points, the identities of the 
adjoining minima are also stored. Since each saddle point is a transition state on 
the minimum-energy path between two minima (Murrell and Laidler, 1968), 
steepest descent paths starting from the saddle point in either direction along vmin 
will lead to these adjoining minima. These are approximated by perturbing the 
saddle point by a small step, 0.01 Å in this work, in both the positive and negative 
directions of vmin, and in each case then applying L-BFGS minimisation to locate 
a minimum. The L-BFGS algorithm will not generally follow the steepest descent 
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path, but will normally find the same minimum at a considerably lower 
computational cost than steepest descent methods (Wales, 2006). It is possible 
that minima found in this manner will be previously unknown; any such minima 
are added to the existing database. 
In order to effectively build the network, methods are required to determine 
appropriate starting points for saddle point searches using the DNEB or HEF 
algorithms. A number of such methods were used throughout the studies 
conducted here. The NEWCONNECTIONS scheme involves searching for saddle 
points in the region of configurational space near known minima. A minimum is 
selected and all of its Cartesian coordinates are randomly perturbed by up to a 
small user-specified threshold, for which 0.01 Å was used here. This is used as a 
starting point for a saddle point search using HEF. This may be repeated a 
specified number of times for every minimum in the database. In the work 
conducted here, for the purpose of computational feasibility, a threshold potential 
energy (dependent on the system and the size of the database) was chosen, and 
saddle point searches were only attempted for minima with potential energy below 
this threshold. 
Other methods build the network by attempting to determine the optimal 
transition path (as represented by a connected series of minima and saddle points) 
between two pre-defined minima. These may be structures that are of interest to 
the study, for which it is desirable to calculate the transition path between them. 
The endpoints may also be minima of low potential energy that are distant in 
configurational space, in which case probing the region between them may yield 
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important information about the energy landscape. This applies particularly if the 
minima currently are separated by a high potential energy barrier, or if no 
connecting path of minima and saddle points has yet been found. 
If the latter is the case, then the DIJINIT scheme is applicable (Carr et al., 2005). 
In this scheme, the entire set of known minima is represented as a graph in which 
each pair of minima, i and j, is connected by edges of the following weights: 
𝑤(𝑖, 𝑗)
= {
0       if minima 𝑖 and 𝑗 are directly linked by a saddle point    
∞      if 𝑛𝑚𝑎𝑥  attempts have been made to link minima 𝑖 and 𝑗
𝑑(𝑖, 𝑗)2 otherwise                                                                                           
 
( 3-20 ) 
where d(i,j) is the Euclidean distance between the minima, minimised with respect 
to orientation and permutational isomers. The algorithm of Dijkstra (1959) is used 
to determine the shortest path between the endpoint minima, based on the edge 
weights defined above. For any edges along that path that are non-zero in weight, 
the DNEB method, followed by HEF on approximate saddle points thus found, is 
used to attempt to connect each such pair of minima. Since this procedure is 
deterministic for a given pair of minima, any further attempt to connect the same 
minima is redundant, and hence nmax = 1 is chosen. When all of these procedures 
have been completed and new saddle points and minima added to the database, 
the edge widths are recalculated and the procedure is repeated. The scheme 
concludes when Dijkstra’s algorithm locates a path of zero total length, indicating 
a connected path of stationary points between the endpoint minima. 
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When such a connected path exists, a variety of schemes may be used to search 
for further saddle points in the region of configurational space between the 
endpoint minima. In the SHORTCUT scheme (Carr and Wales, 2005), the ‘best 
path’, which is the sequence of stationary points making the largest contribution 
to the steady state rate constant between the minima as outlined in Section 3.6.2, 
is computed. The scheme then selects pairs of minima on the best path for a 
connection attempt using DNEB/HEF. In this manner, SHORTCUT attempts to 
make improvements to the best path by finding ‘shortcuts’: saddle points linking 
minima that previously were separated on the path by multiple intervening 
minima. Since in most cases in the work conducted here, the best path consisted 
of not more than approximately 30 minima, the SHORTCUT scheme was 
generally allowed to run to completion, i.e. attempting to connect every pair of 
minima on the path. 
The DIJPAIR and UNTRAP schemes (Strodel et al., 2007) both attempt to lower 
energy barriers that are artificially high due to a high saddle point previously 
being found, and thus construct new viable paths alternative to the putative best 
path. DIJPAIR calculates the best path between one of the endpoint minima and 
every other minimum that is connected to it by a series of stationary points. Pairs 
of minima on these paths that are separated by the highest potential energy barrier 
are selected for connection using DNEB/HEF. UNTRAP, meanwhile, directly 
calculates the potential energy barriers between an endpoint minimum and each 
other connected minimum, and attempts to connect those pairs for which the 
barrier is highest. Both of these schemes were found to be less efficient than 
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SHORTCUT, and could not feasibly be run to completion for the systems studied 
here due to the large number of connected stationary points. Nonetheless, they 
were effective in correcting a bad initial guess for the best path. 
3.6 Analysing Stationary Point Networks 
3.6.1 Rate Constants 
The calculation of rate constants and transition paths in the work conducted here 
followed the discrete path sampling (DPS) procedure of Wales (2002), using 
transition state theory calculations for which full derivations are provided 
elsewhere (Wales, 2003). In summary, a harmonic approximation to the local 
density of states at any given stationary point yields, in the canonical ensemble 
which is used here, the following equation for the rate constant at which the 












 ( 3-21 ) 
In this equation, oi and ot are the point group orders of i and t, respectively; for 
adsorbed peptides, where each structure corresponds to a unique minimum, these 
are reduced to unity and may be ignored. The quantities νi and νt are the geometric 
mean vibrational frequencies, Ui and Ut the potential energies, n the number of 
degrees of freedom, and kBT the Boltzmann temperature at which the rates are 
calculated. The two-state rate constant, kji, between minima i and j is the sum of 
the rate constants, kti, for all saddle points, t, that directly connect i and j. 
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DPS comprises characterising two endpoint configurations by separate groups of 
minima, group A and group B. Provided these two groups are connected by at 
least one sequence of connected minima and saddle points, the overall steady state 
rate constants, kAB for transitions from group B to group A and kBA for the reverse, 








∑ 𝑘𝛼1𝑖1𝛼1 ∑ 𝑘𝛼2𝑖2𝛼2 ⋯∑ 𝑘𝛼𝑁𝑖𝑁𝛼𝑁𝑎←𝑏







∑ 𝑘𝛼1𝑖1𝛼1 ∑ 𝑘𝛼2𝑖2𝛼2 ⋯∑ 𝑘𝛼𝑁𝑖𝑁𝛼𝑁𝑏←𝑎
 ( 3-23 ) 
In these equations, i1 through iN are intervening minima on a path between a and 
b, and α1 through αN are counters over all minima directly connected via a saddle 
point to i1 through iN, respectively. PA
eq and PB
eq are the probabilities that the 
system is in group A and B, respectively, while Pa
eq and Pb
eq are the 
corresponding probabilities for the individual minima, a and b. These 
occupational probabilities may be calculated directly from the two-state rate 
constants using a master equation approach (Wales, 2003). 
In practice, calculating the rate constant in this manner becomes difficult for large 
systems with a large number of possible paths, and can lead to numerical 
problems. The graph transformation (GT) method (Trygubenko and Wales, 2006, 
Wales, 2009) provides a means of overcoming this. Firstly, equations 3-22 and 3-
23 are rewritten in terms of branching probabilities (the probability, Pji, that the 
system’s next move from minimum i to another minimum will be to minimum j) 
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 ( 3-27 ) 
GT comprises iteratively removing intervening minima, and renormalising the 
branching probabilities and waiting times. If minimum α is removed, then the 
following renormalisations occur for all minima β connected to α, and all minima 
γ connected to either α or β, excluding α itself: 
𝑃𝛾𝛽
′ = 𝑃𝛾𝛽 +
𝑃𝛾𝛼𝑃𝛼𝛽
1 − 𝑃𝛼𝛼
 ( 3-28 ) 
𝜏𝛽
′ = 𝜏𝛽 +
𝑃𝛼𝛽𝜏𝛼
1 − 𝑃𝛼𝛼
 ( 3-29 ) 
When all minima except those in groups A and B have been removed, the rate 






















 ( 3-31 ) 
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Here, Pab’ and Pba’ are the final branching probabilities, which will generally have 
been renormalised multiple times. If the original waiting times are used (τa and τb 
as calculated using equation 3-27), then the steady state rate constants are 
retained, while using the final waiting times, τa’ and τb’ (calculated using equation 
3-29), yield non-steady state rate constants that consider only the states 
corresponding to groups A and B. 
3.6.2 Best Paths 
In the work conducted here, particular emphasis was given to the ‘best path’; that 
is, the sequence of connected stationary points that make the largest contribution 
to the steady state rate constant. The best path corresponds to the most likely 
transition pathway between two structures, and is thus of qualitative and 
quantitative interest. In the original formulation of Wales (2002), best paths were 
evaluated by considering every possible path and calculating the contribution of 
each to the overall rate constant, with the use of an adjacency matrix to include 
‘re-crossings’, i.e. instances of the system moving back and forth along the path 
before eventually reaching the endpoint. 
For large networks, however, the number of distinct discrete paths makes this 
approach unfeasible. An alternative approach is to use the shortest path algorithm 
of Dijkstra (1959) with the weights proposed by Evans and Wales (2004) for any 














𝑒𝑞 𝑘𝑖𝑗           if 𝑖 is in A and 𝑗 is in B                           












   if 𝑖 is in neither A nor B and 𝑗 is in B
 ( 3-32 ) 
Summing the weights of a discrete path from a minimum in B to a minimum in A 
will yield the natural logarithm of that path’s contribution to kAB, and hence the 
path with the largest weight will correspond to the path with the greatest 
contribution. The reverse formulation yields the path with the greatest 
contribution to kBA, which is not necessarily the same, but in practice the paths 
were usually found to be identical. 
In the work conducted here, this algorithm was used for formulating putative best 
paths for use in the SHORTCUT and DIJPAIR schemes. However, it was noted 
that, when calculating the rate constant for the individual path using the GT 
approach outlined above, the algorithm sometimes did not find the path with the 
highest rate constant. For this reason, when determining the best path for the 
analysis and presentation of results, the KSHORTESTPATHS algorithm (Jiménez 
and Marzal, 1999) was used instead to determine a list of 10,000 paths with the 
largest weight according to the above formulation. Rate constants were calculated 




3.6.3 Free Energies 
Free energy transition networks are calculated according to the formulation of 
Evans and Wales (2003). In brief, it involves a similar derivation to the 
calculation of rate constants, using the same harmonic approximation of the local 
density of states at each stationary point. Given the rate for leaving a minimum i 
through a saddle point t, kti as defined above, the free energy difference between 
that minimum and saddle point is calculated as follows: 
𝐺𝑖 − 𝐺𝑡 = 𝑘𝐵𝑇 ln
ℎ𝑘𝑡𝑖
𝑘𝐵𝑇
 ( 3-33 ) 
Gi and Gt are the free energies of the minimum and saddle point, respectively, and 
h is Planck’s constant. Using this equation, beginning from a reference point 
(typically the global potential energy minimum, which is set to a free energy of 
zero), the free energies of all other stationary points are recursively calculated. 
Typically, a variety of temperatures were chosen for free energy calculations, in 
order to elucidate the temperature-dependence of the free energy surface. 
When recalculating free energies, potential energy minima are grouped together if 
the two-state rate constants connecting them are higher than a threshold rate, for 
which 109 s-1 was used here. Such a rate constant indicates that the configurations 
corresponding to those potential energy minima readily interconvert on a 
nanosecond time-scale at the temperature of interest. The free energies of merged 
groups of potential minima and saddle points connecting them are calculated 
using a summation of the natural logarithms of their partition functions (Evans 
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and Wales, 2003), thus preserving the contribution of the local entropy of each 







4 Characterizing the Switching Transitions of an Adsorbed 
Peptide by Mapping the Potential Energy Surface 
4.1 Introduction 
The interaction of peptides and proteins with solid surfaces has attracted 
significant attention over many years (Nakanishi et al., 2001, Gray, 2004, Rabe et 
al., 2011). Central to much of this prior work has been the application of peptide 
and protein adsorption in nanotechnology (Nel et al., 2009, Mahmoudi et al., 
2011, Seker and Demir, 2011). For example, nanoparticles have been implicated 
in the denaturing of proteins in the human body, leading to toxicity (Laera et al., 
2011). More positively, peptides may be used to form nanoparticle assemblies 
(Coppage et al., 2011), or to functionalize nanomaterials for applications such as 
cancer diagnosis and treatment (Cho et al., 2011, Kumar et al., 2012, Soum et al., 
2015), biosensing (Zhang et al., 2011, Mannoor et al., 2012, Qu et al., 2013) and 
drug delivery (Huotari et al., 2013). Peptide adsorption is also of relevance in 
biology and medicine. For example, it is implicated in the fouling and degradation 
of medical implants (Meyers and Grinstaff, 2011), and may play a role in the 
fibrillation of proteins associated with degenerative brain diseases such as 
Alzhemier’s (Mu et al., 2014, Bellucci et al., 2016). 
Given the widespread applications of peptide and protein adsorption, it is 
desirable to understand the molecular processes involved in this phenomenon. 
All-atom molecular dynamics (MD) has been widely used to study preferred 
structures of adsorbed peptides (Latour, 2008, Ozboyaci et al., 2016a), and studies 
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in recent years have succeeded in estimating the free energy of adsorption (Biswas 
et al., 2012, Mijajlovic et al., 2013, Bellucci and Corni, 2014), and proposing 
mechanisms for the peptide adsorption process (Penna et al., 2014, Penna et al., 
2015, Ozboyaci et al., 2016b). However, all-atom MD is only useful for 
adsorption events lasting up to the order of a microsecond, and as such, slower but 
no less important processes, such as the change in secondary structure of an 
already adsorbed peptide, are as yet less well understood (Rabe et al., 2011, 
Ozboyaci et al., 2016a). Up until the present time, these processes have only been 
investigated using spectroscopic experimental methods and coarse-grained 
simulations, which offer less definitive understanding than all-atom models (Rabe 
et al., 2011, Ozboyaci et al., 2016a). 
Discrete path sampling (DPS) (Wales, 2002) is a promising all-atom methodology 
for investigating transitions between two conformations of a system that are too 
slow to be probed by all-atom MD. In short, this approach involves finding 
stationary points on the potential energy surface (PES) – that is, the minima 
(stable configurations) and saddle points (maximum-energy transition states) – 
between two conformations of interest. Transition pathways are then 
approximated as sequences of stationary points between the desired endpoints, 
and rate constants may be estimated using occupational probabilities derived from 
harmonic densities of states (Wales, 2002, Trygubenko and Wales, 2006, Wales, 
2009). This methodology has been applied to study the rearrangements of clusters 
(Calvo et al., 2012, Farrell et al., 2013) and biomolecules (Prentiss et al., 2010, 
Carr et al., 2015, Neelamraju et al., 2015) in studies dating up to the recent past. 
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However, to the best of our knowledge, it has not been used to investigate changes 
in conformation of adsorbed peptides. 
In a previous study (Mijajlovic and Biggs, 2007) in which molecular modeling 
was used to study the adsorption of polyalanine at gas-solid interfaces, some of 
the authors here showed that the polyalanine can take on one of the three helical 
structures illustrated in Figure 4-1 depending on the strength of the solid-peptide 
 
Figure 4-1. (a) Top and side views of the three helical forms taken by 10-alanine depending upon 
the strength of the interaction between the peptide and the solid surface (Mijajlovic and Biggs, 
2007): (a) α-helix, which is found when the solid interacts weakly with the peptide (and also when 
in the gas phase); (b) 310-helix, which is found when the solid interacts more strongly with the 
peptide; and (c) 27-helix, which is found when the interaction between the solid and peptide is 
high. The structures were generated using Visual Molecular Dynamics (Humphrey et al., 1996). 
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interaction, and that switching occurs between these structures at specific solid-
peptide interaction strengths. In the study reported here, DPS was used to 
elucidate the transitions between these conformations within the vicinity of the 
switching points. The nature of the PES of the system was also explored as a 
function of the solid-peptide interaction strength. In this report, we first outline the 
molecular model and methods used along with the details of the study undertaken. 
The switching energies, transition paths and associated rate constants are then 
presented and discussed. The report ends with a summary of key conclusions and 
an outline of future work. 
4.2 Methodology 
4.2.1 Model 
The model is essentially composed of a molecular model of polyalanine above a 
solid surface. The details of this model were set to replicate those of Mijajlovic 
and Biggs (2007). The polyalanine molecules were capped by an acetyl group 
(CH3CO) at the N-terminus and an amino-methyl group (NHCH3) at the C-
terminus. Intramolecular interactions were modeled using the Amber94 force field 
(Cornell et al., 1995). 
The interaction between the peptide and solid surface was modeled by the Steele 


















 ( 4-1 ) 
81 
 
where 𝑙 = 0,⋯ , 𝐿 − 1 is a counter over the layers of solid atoms in the surface up 
to the maximum, 𝐿, 𝜌 the density of atoms in each of the layers, ∆ the distance 
between the layers, 𝑧𝑗 the perpendicular distance of peptide atom-𝑗 from the 
surface, and 𝜀𝑠𝑗 and 𝜎𝑠𝑗  the associated Lennard-Jones energy and length 
parameters, respectively. The solid surface parameters for Au [111], which are 
summarized in Table 4-1, were derived from the literature (Mahaffy et al., 1997, 
Lide, 2009). Specifically, the Lorentz-Berthelot rules were used to calculate the 
surface Lennard-Jones parameters, 𝜀𝑠 and 𝜎𝑠, using the literature parameters for 
CH2 interacting with Au (Mahaffy et al., 1997), and these same rules were then 
applied with the Amber94 force field parameters to calculate 𝜀𝑠𝑗 and 𝜎𝑠𝑗 . A range 
of surface-peptide interaction strengths, 𝐸𝑠, were investigated through a simple 
expedient of multiplying the potential energy arising from the Steele model by a 
factor, 𝐸𝑠 𝐸𝐴𝑢⁄ , which we call the surface energy ratio. 
4.2.2 Methods 
The study is split into two parts. The first, which essentially replicates the 
previous work reported in Mijajlovic and Biggs (2007) using a different method to 
identify the minimum energy polyalanine conformations, involved determining 
Table 4-1. Steele model parameters for Au [111]. 
parameter value 
𝜌 0.13886 atoms/Å2 
𝜀𝑠 0.0905 kcal/mol 
𝜎𝑠 3.359 Å 





which of the three helix forms is the most favored for a range of surface energies. 
This then underpinned identification of the surface energies where switching 
between two helix forms occurs. 
The minimum energy polyalanine conformations and associated energy were 
identified for each of the helix forms as follows. Using a canonical form of the 
helix in question – either α-, 310- or 27-helix – the limited-memory Broyden–
Fletcher–Goldfarb–Shanno (LBFGS) algorithm (Liu and Nocedal, 1989) was used 
to find the minimum energy conformation starting from 1296 initial 
conformations that were generated by systematically varying the two angles 
defined in Figure 4-2 by increments of 10° between the possible limits (where this 
process resulted in a peptide atom being within 1Å of the surface, the peptide was 
 
Figure 4-2. The angles, α and β, that were varied to generate initial adsorbed polyalanine 
configurations. The atoms shown belong to the residue nearest to the N-terminus. The viewing 
plane contains the N–Cα bond and is perpendicular to the surface. The labeled lines are (1) parallel 
to the surface in the viewing plane, (2) perpendicular to the N–Cα bond in the viewing plane, and 
(3) normal to both bonds. 
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shifted normal to the surface until this minimum distance was satisfied). The 
canonical forms of the α-, 310- and 27-helixes were generated by setting all the 
backbone dihedral angles to (ψ = –60°, ϕ = –45°), (–55°, –15°) and (–75°, 70°), 
respectively. The most favored helix form for a given surface energy is that 
identified as having the lowest potential energy for the surface energy. The 
switching point between two helix forms is that surface energy where the energies 
of two different forms are identical. 
The second part of the study reported here was concerned with identifying the 
switching pathway and associated energy barrier for the two switches (i.e. α→310 
and 310→27). As illustrated in the flow diagram shown in Figure A-1 in the 
Supporting Information, this involved the application of DPS to extensively 
enumerate the stationary points (i.e. minima and saddle points) on the PES of the 
systems in the vicinity of the switching points and the pathways between them. 
The details of this process are outlined in the remainder of this section below. 
The iterative enumeration of stationary points and pathways between them for a 
PES started by repeatedly using basin-hopping (Wales and Doye, 1997) combined 
with simulated annealing (SA-BH) to expand the database of minima identified 
through the first part of this study. SA-BH involves randomly perturbing all 
backbone dihedral angles up to a maximum followed by relaxing the resulting 
structure using the LBFGS algorithm (Liu and Nocedal, 1989). The Metropolis 
criterion is then applied to determine whether to accept or reject the step, and this 
procedure is repeated for a specified number of steps. The SA component of the 
algorithm sees the temperature used in application of the Metropolis criterion 
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gradually reduce over the course of the simulation from an initial high value. The 
maximum step change in the dihedral angles was initially set at 360° and then 
adjusted regularly to maintain an acceptance ratio of 0.5. 
Following considerable expansion of the minima database using SA-BH, a variety 
of selection schemes were used to choose pairs of minima to be used as starting 
points for a saddle point search. Details of the saddle point searches are provided 
in the following paragraph. Firstly, the DIJINIT  (Carr et al., 2005) scheme was 
used to iteratively construct a putative pathway of connected stationary points 
between the minima associated with the two helix forms that define the switch 
being considered. Once this putative pathway was established, further selection 
schemes were applied iteratively to find additional stationary points that may be 
used to construct more energetically accessible pathways between the endpoint 
minima. These schemes included SHORTCUT (Carr and Wales, 2005), DIJPAIR 
(Strodel et al., 2007) and UNTRAP (Strodel et al., 2007), which all attempt to 
shorten the putative minimum energy pathway and decrease the energy barrier, by 
finding unknown stationary points near the pathway. The NEWCONNECTIONS 
(Wales Group Home Page)  scheme was also employed, which iteratively selects 
each known minimum below the energy barrier of the current minimum energy 
pathway and applies a small random perturbation. An additional scheme, which 
we call CONNUSERMIN, was also used in this study to connect a user-specified 
list of minima with their closest neighbors in Euclidean space; this was used to 
cross-check the putative pathways between the same helix forms at different 
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surface energies, ensuring structures along the transition path at one surface 
energy ratio were adequately sampled at the others. 
The identification of saddle points between pairs of minima first involved use of 
the doubly nudged elastic band (DNEB) method (Trygubenko and Wales, 2004) 
to identify saddle point candidates between the two chosen minima. Each 
candidate was then in turn refined using eigenvector following (Munro and Wales, 
1999). Following the precise location of a saddle point, the LBFGS algorithm was 
once again used to identify the two minima adjacent to the saddle point; if any of 
these minima were previously unknown, they were added to the database of 
stationary points. When using the NEWCONNECTIONS scheme, the DNEB 
method was skipped entirely and eigenvector following was applied directly to the 
perturbed minimum. 
After applying any given scheme, the KSHORTESTPATHS algorithm (Carr and 
Wales, 2008) was used to determine the lowest energy pathway and calculate the 
rate constant (Wales, 2009). The refining of the putative switching pathway 
continued until the change in the rate constant of the minimum energy pathway 
between the two forms of helix of interest did not substantially change with the 
number of discovered minima. As illustrated in Figure A-2 in Supporting 
Information, the rate of change of the rate constant with the number of discovered 
minima approached zero for both switches, suggesting that the PES were well-
mapped near the helixes of interest and the limiting rate constants can be 
associated with the switching pathway. 
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The various algorithms mentioned above were accessed using the software of 
Wales and co-workers, which is freely available on their website (Wales Group 
Home Page) . A summary of these algorithms and schemes is given in the 
Supporting Information. Their usage is this study required interfacing the software 
with the CHARMM program (Brooks et al., 2009), which was used to evaluate 
the potential energy for a given peptide conformation. The CHARMM program 
was modified to include the Steele potential. 
4.2.3 Study Details 
As per the authors’ previous study (Mijajlovic and Biggs, 2007), polyalanine 
molecules of length ranging from 6 to 12 residues were considered for surface 
energies ranging from 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.0 (i.e. gas-phase polyalanine) to 𝐸𝑠 𝐸𝐴𝑢⁄ = 5.5 
at increments of 0.1. The structures obtained from minimization were classified as 
α-, 310- or 27-helixes or otherwise, under the criterion that at least two thirds of the 
residues must have both backbone dihedral angles within ±20° of the values 
associated with the canonical values given above. 
The α→310 and 310→27 transitions were each studied for 10-alanine at three 
surface energy ratios near to the switching point. The multiple energies were 
studied to investigate whether there were any significant changes to the transition 
pathways either side of the switching point. 
Each SA-BH simulation was run for a total of 50,000 steps, with an initial 
temperature of 𝑘𝐵𝑇 = 5.0 kcal/mol, which was decremented by 8 × 10
−3% after 
each step. The maximum step size was adjusted up or down by 5% every 50 steps 
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if the acceptance ratio for the last 50 steps was greater than or less than 0.5, 
respectively.  
The DNEB method was applied with 10 images and a maximum of 300 iterations. 
The LBFGS algorithm, which was used in both the DNEB and eigenvector 
following methods, was implemented with a memory of the last 4 iterations, a 
maximum step size of 0.4 Å, initial guesses for the diagonals of the Hessian 
matrix of 0.1 Å2mol/kcal, and a convergence criterion of the RMS gradient not 
exceeding 10−7 kcal/molÅ. 
Perturbations to minima for the NEWCONNECTIONS scheme were randomized 
to a maximum of 0.01Å for each Cartesian coordinate. Paths and rate constants 
calculated using the KSHORTESTPATHS algorithm were evaluated at a 
temperature of 𝑘𝐵𝑇 = 0.3 kcal/mol. 
4.3 Results and Discussion 
4.3.1 Switching Behavior of Polyalanine Molecules 
Figure 4-3 shows for 10-alanine the variation of the potential energy of the 
minimum-energy α-, 310- and 27- helixes with the surface energy ratio; the 
variation is similar for the other polyalanine molecules investigated here. The 
helix structure with the lowest energy for a given surface energy ratio is the most 
favored at that surface energy. Thus, in line with our previous study (Mijajlovic 
and Biggs, 2007), the α-helix is the most favored in the absence of the surface (i.e. 




Figure 4-3. Variation of the potential energy of the α-, 310- and 27-helix structures of 10-alanine 
with the surface energy ratio. Insets show the behavior near the α→310 and 310→27 switching 
points. Lines shown in the insets are used to locate the switching points, which are at the 
intersections of the lines indicated by the arrows. 
27-helix is preferred at the highest surface energies investigated here, and the 310-
helix is favored for energies between these two extremes. There are two switching 
points: where the α- and 310-helixes are equally favored at a low surface energy 
ratio, and where the 310- and 27-helixes are equally favored at a high surface 
energy ratio. For 10-alanine, the α→310 switching point is 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.121, 
whilst that of the 310→27 switch is 𝐸𝑠 𝐸𝐴𝑢⁄ = 4.400. 
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Figure 4-4 shows the switching point surface energies as a function of the size of 
the polyalanine molecule. The variation seen in this figure is similar to that 
obtained by Mijajlovic and Biggs (2007) (Figure 9(a) in their work). However, 
there are two clear differences. The first is the preference for the 310-helix in the 
gas phase and lower surface energies when the number of residues drops below 
10. This preference in the gas phase for short polyalanines is not inconsistent with 
earlier results of others (Schafer et al., 1993, Topol et al., 2001). It is also in line 
with the work of Park and Goddard (2000), who showed that polyalanine α-
helixes are stabilized by dipole-dipole interaction energy that increases with the 
 
Figure 4-4. Variation of the switching surface energy ratio with the polyalanine length for the 
α→310 and 310→27 switches. 
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number of residues. This result is corroborated by other studies that show α-
helical global minima for long polyalanines (Zhang and Hermans, 1994, Okamoto 
and Hansmann, 1995, Mortenson et al., 2002, Rossi et al., 2010). More recently, 
studies of polyalanine and polyalanine derivatives adsorbing on solid surfaces 
have indicated the formation of α-helixes through simulation (via a coarse-grained 
Monte Carlo study) (Mu, 2011), and both α-helixes (Sek et al., 2005, Hu et al., 
2010) and 310-helixes (Hu et al., 2010) through experiment (via synthesis of self-
assembled monolayers), although it must be noted that none of these studies 
precisely replicate the system studied here. The second difference between the 
results obtained here and those of Mijajlovic and Biggs (2007) is the absolute 
values of the switching energies: they are significantly higher and lower for 
310→27 and α→310 switches, respectively.  
The differences observed between the results obtained in the study reported here 
and the study of Mijajlovic and Biggs (2007) are easily explained by one 
fundamental difference in the methodologies used. While the force field and 
surface models are identical, Mijajlovic and Biggs constrained the bond lengths 
and angles during the energy minimization, varying only the dihedral angles (via 
an evolutionary algorithm). In the study reported here, on the other hand, bond 
lengths and angles were free to change as all atoms were permitted to move freely 
when minimizing the structures. The additional localized flexibility means the 
same three structures are preferred as the surface energy increases but the energies 
at which they are preferred are shifted relative to when the flexibility is absent. 
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4.3.2 Potential Energy Surfaces for 10-Alanine 
Based on the switching points determined for 10-alanine, the PES for this 
molecule were investigated in detail along with the switching transitions for 
surface energy ratios of 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.0, 0.1 and 0.2, which bracket the α→310 
transition, and 𝐸𝑠 𝐸𝐴𝑢⁄ = 4.2, 4.4 and 4.6, which straddle the 310→27 transition. 
Figure 4-5 shows the disconnectivity graphs (Becker and Karplus, 1997) for 
𝐸𝑠 𝐸𝐴𝑢⁄ = 0.0, 0.1 and 4.4; corresponding graphs for the other surface energy 
ratios investigated are shown in Figure A-3 in Supporting Information. It is 
immediately obvious from these graphs that the presence of the solid surface 
greatly increases the complexity of the PES of the system, a phenomenon that has 
previously been noted as an obstacle to studies of peptide-surface interactions 
(Wright and Walsh, 2013). It is also clear that the degree of complexity broadly 
increases with the strength of the peptide-surface interaction. This is reflected in 
Table 4-2, which shows the number of minima and saddle points identified 
through the work reported here. Whilst the number of points identified for each 
surface energy ratio are considerable, the fact that the solid surface ‘roughens’ the 
PES means comprehensive enumeration of all stationary points is unrealistic 
(Wright and Walsh, 2013). However, as outlined in Section 4.2.2, given the 
variety of methods used to survey the PES and the convergence of the rate 
constant of the preferred switching pathway with the number of discovered 
minima, we are confident that the pathways between the three helix forms of 




Figure 4-5. Disconnectivity graphs showing the lowest minima found for 10-alanine at surface 
energy ratios of: (a) 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.0, (b) 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.1 and (c) 𝐸𝑠 𝐸𝐴𝑢⁄ = 4.4. The minima 




Table 4-2. Number of stationary points discovered for the PES of 10-alanine when in the gas 
phase and adsorbed on surfaces of various surface energies considered in detail here. 
surface energy 
ratio, 𝑬𝒔 𝑬𝑨𝒖⁄  
number of 
minima saddles 
0.0 6364 8288 
0.1 6448 9064 
0.2 7194 10116 
4.2 28361 38331 
4.4 24791 32825 
4.6 25681 33357 
 
The termini in the disconnectivity graphs correspond to minima whilst the nodes 
represent the energy barrier between two minima or groups of minima (Becker 
and Karplus, 1997). The appearance of a graph can then be used to draw 
inferences about the underlying PES (Wales et al., 1998). The gas-phase 
disconnectivity graph shown in Figure 4-5(a) exhibits a classic ‘funnel’ structure 
with a number of shallow minima guiding the system down to the global 
minimum α-helix. The 310-helix is one of those ‘guiding’ minima, separated by a 
small energy barrier. Figure 4-5(b), which displays the graph at a low surface 
energy, 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.1, where the α- and 310-helixes are favored, is similarly 
shaped to the gas-phase graph but with a number of minima of similar energies, 
corresponding to these helixes at different orientations to the surface. The lower 
part of this graph resembles the ‘banyan tree’ structure proposed by Wales and co-
workers (Wales et al., 1998), and indicates that at any time the molecule may take 
any of these structures with similar probabilities. 
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Figure 4-5(c) shows the disconnectivity graph at a high surface energy, 𝐸𝑠 𝐸𝐴𝑢⁄ =
4.4, at which the 310- and 27-helixes have similar energies. This exhibits a multi-
funnel structure with the most prominent funnel leading down to the 27-helix. 
Another funnel contains the 310-helix along with another competing minimum, 
which represents a stable 310/27 hybrid we will return to below. There are several 
further funnels that indicate other forms 10-alanine may possibly take, albeit with 
higher potential energy. The relative wideness of the 27-funnel indicates that the 
27-helix may be more favored when entropy is taken into consideration. 
Comparing Figure 4-5(b-c) with the corresponding graphs in Figure A-3 indicates 
the PES do not change dramatically as the switching points are crossed. This 
suggests that the switching mechanism will be similar in either direction (i.e. from 
310→27 and from 27→310, for example) and, thus, are not ratchet-like. This 
absence of a ratchet-like switching may well arise from the symmetry (Cheng et 
al., 2015) of polyalanine. This possibility could potentially be revealed by 
applying the analysis undertaken here to helix-forming asymmetric peptides. 
4.3.3 Switching Transitions for 10-Alanine 
The transition path identified for the change between the α-helix and 310-helix at 
𝐸𝑠 𝐸𝐴𝑢⁄ = 0.1 is illustrated in Figure 4-6, with inset figures showing major 
intermediates and transition states. The switch from the marginally more favored 
α-helix structure to the 310-helix was found to occur in three distinct stages. 
Firstly, the α-helix rolls about its longitudinal axis to assume a slightly less stable 
position on the surface, but one from which the 310-helix is more readily 




Figure 4-6. Variation of the potential energy along the transition pathway between the α-helix 
(magenta) and 310-helix (blue) at 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.1, and images of selected structures along the path, 
viewed from above the surface. The reference potential energy is that of the minimum-energy α-
helix adsorbed on the surface. The path distance is the minimized Euclidean distance between 
neighboring stationary points. Lines between stationary points are provided as a guide to the eye 
only. 
the starting structure where the 4th and 8th residues are nearest. In the next step, the 
two turns closest to the N-terminus switch from an α to a 310 configuration, 
forming a marginally stable intermediate between the two helixes (stage II). 
Finally, the remaining α-helical residues, which are adjacent to the C-terminus, 
switch to yield a full 310-helix (stage III); it is this stage that presents the highest 
potential energy barrier in this switching process. 
The paths for the transitions identified at 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.0 (gas-phase 10-alanine) 
and 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.2, which are shown in Supporting Information (Figures A-4 and 
A-5), are similar in nature, although stage I is omitted in the gas-phase transition 
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for obvious reasons. These figures reveal that the path length increases with the 
surface energy ratio, in line with the increase in the complexity of the PES (see 
above). 
The transition path identified for the change between the 310-helix and 27-helix at 
𝐸𝑠 𝐸𝐴𝑢⁄ = 4.4 is shown in Figure 4-7, again with inset figures showing 
intermediate structures. This path is more complex than that for the α→310 switch 
at lower surface energy, and involves a number of small changes in conformation 
 
Figure 4-7. Variation of the potential energy along the transition pathway between the 310-helix 
(blue) and 27-helix (cyan) at 𝐸𝑠 𝐸𝐴𝑢⁄ = 4.4, and images of selected structures along the path, 
viewed from above the surface. The reference potential energy is that of the minimum-energy 310-
helix adsorbed on the surface. The path distance is the minimized Euclidean distance between 




with, in many cases, high potential energy barriers in between. However, as with 
the α→310 switch, a three-stage mechanism is apparent, punctuated by two 
notable intermediates between the helixes. Firstly, the 310 structure closest to the 
C-terminus becomes two 27-helix turns, forming a 310/27 hybrid of comparable 
stability to the pure helixes (stage I). Secondly, the remainder of the 310-helix, 
near the N-terminus, also switches to 27, but coiling in the middle of the structure 
produces a moderately stable ‘broken’ 27-helix (stage II). Finally, the segment 
near the N-terminus flips upside down, producing a full 27-helix (stage III). The 
highest energy barrier occurs at the final stage, although the energy barriers of all 
three stages are comparable. 
Corresponding figures for the transitions identified for 𝐸𝑠 𝐸𝐴𝑢⁄ = 4.2 and 4.6 are 
provided in Supporting Information (Figures A-6 and A-7). These show the same 
three-stage process identified here. As with the α→310 switching transition, the 
path length appears to increase with the surface energy ratio. Also, for 𝐸𝑠 𝐸𝐴𝑢⁄ =
4.6, the highest energy barrier occurs in stage II, possibly due to the improved 
stability of 27-helical structures at the greater surface energy ratio. 
It is evident from the results outlined above that the switch from the 310-helix to 
the 27-helix is significantly more impeded than the α→310 switch; the transition 
path is approximately six times as long and the energy barrier about five times as 
great. The rate constants, which were evaluated using transition state theory 
incorporating local harmonic densities of states (Wales, 2002), quantify in a more 
direct way the differences in the timescales of each switch. The rate constants for 
α→310 switching both in the gas phase and at 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.1, which are shown in 
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Figure 4-8 as a function of temperature, are greater than 108 s-1 for temperatures 
above 200K. This corresponds to a mean transition time of up to a few 
nanoseconds, which is well within the capabilities of MD simulation (Ozboyaci et 
al., 2016a). It is worth noting that an early MD study of gas-phase 10-alanine at 
300 K yielded a switch from 310 to α in a few picoseconds (Zhang and Hermans, 
1994), which corresponds well with our results here. It is also notable that the 
rates are slower in the presence of the surface by about an order of magnitude, 
despite the surface favoring the formation of 310-helixes; this is possibly another 
consequence of the increasing complexity of the PES. 
 
Figure 4-8. Variation of the rate constants with temperature for the switching transitions at 
𝐸𝑠 𝐸𝐴𝑢⁄ = 0.0, 0.1 and 4.4. 
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The rate constants for 310→27 switching at 𝐸𝑠 𝐸𝐴𝑢⁄ = 4.4 are far lower than for 
α→310 switching. Even at the maximum temperature sampled of 500 K, the rate 
constant of approximately 103 s-1 corresponds to a transition time of about a 
millisecond, which conventional MD simulations cannot currently reach. It should 
be noted that only the rate constant for the most preferred path from the higher-
energy minimum to the lower-energy minimum was considered; in reality, the 
transition is reversible and there are other transition paths and competing 
structures that would complicate the process and potentially lengthen the 
necessary simulation timescales. 
4.3.4 Approximate Analysis of Computational Effort 
Given DPS is generally adopted when MD simulation is unable to probe the 
necessary timescales within a reasonable level of computational resource (Wales, 
2002), it is worthwhile discussing the effort required to generate the results here. 
For a system of the size considered here, a full saddle point search incorporating 
the DNEB and eigenvector following methods took up to a few minutes on a 
single core of an AMD Opteron 6212 CPU. Thus, in order to construct a database 
of the size of those found in this study (c.f. Table 4-2), at least a few thousand 
core hours are necessary, and this is further increased by the finding of redundant 
minima and saddle points, and the extra time taken to read and manage a large 
database. A conservative estimate of the computational time required is, therefore, 
around 10,000 core hours. This compares unfavorably with MD for the α→310 
switch, where MD simulations of the order of 5 core hours on these Opteron 
CPUs would be sufficient. In the case of the 310→27 switch, on the other hand, the 
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MD simulation time would increase to the order of 10 million core hours even at 
500K, making it entirely impractical; DPS is the only viable option. Whilst the 
computational time for DPS compares unfavorably for simpler systems such as 
we consider here at lower surface energies, it is worth noting that this form of 
analysis is embarrassingly parallelizable (many saddle point searches can be run 
essentially independently) and it can yield insights that are difficult to gain from 
MD alone as demonstrated by the present study. 
A related point of discussion is how DPS scales with the size of the adsorbed 
peptide. It is known that the number of stationary points on a potential energy 
surface generally has an exponential relationship with the size of the system 
(Wales, 2003). This study also demonstrates the effect of the surface in increasing 
the complexity of the potential energy surface. This suggests that while larger 
biomolecules have been studied using DPS in the past (Prentiss et al., 2010), 
studying the adsorption of such molecules may present greater challenges. Further 
study will, however, be required before this is fully understood. 
4.4 Conclusions 
Three known helical structures formed by polyalanine at a gas/solid interface were 
subjected to energy minimization and compared. In agreement with past findings 
(Mijajlovic and Biggs, 2007), a switching phenomenon was observed from α-helix 
to 310-helix to 27-helix, in order of increasing strength of the surface-peptide 
interaction. A discrete path sampling procedure was used to investigate this 
switching process for 10-alanine, and general stage-by-stage mechanisms for the 
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α→310 and 310→27 switches were identified. The former switch is a relatively 
simple and energetically accessible process that involves the molecule ‘rolling’ on 
the surface and then transforming piecewise from an α-helix to a 310-helix. The 
310→27 switch is more complex, involving a number of small changes and 
intermediates, with high energy barriers and low rate constants. As a consequence, 
while the α→310 switch occurs rapidly enough that it may easily be observed 
using molecular dynamics simulation, the 310→27 switch will normally be beyond 
current MD simulation capabilities. The information gleaned about the 310→27 
transition demonstrates the possibilities inherent in this form of study, which 
could well be applied to other cases of biomolecule adsorption that occur over 
long periods of time. 
This study largely focused on the PES; entropic effects were only included when 
calculating rate constants, and these only took into consideration the most favored 
path in one direction. The disconnectivity graphs of the PES obtained here suggest 
that entropy may have some influence at least quantitatively – we are, therefore, 
working on including entropic contributions more fully (Krivov and Karplus, 
2002, Evans and Wales, 2003), which we will report on in the future. We will also 
investigate the variation of complexity and computational effort as a function of 
the peptide size and other peptide characteristics. Finally, as it is anticipated that a 
solvent will affect the switching behavior explored here (Mijajlovic and Biggs, 
2007), incorporation of solvent in DPS analysis is of interest. Unfortunately, this 
is a major challenge at present (Wright and Walsh, 2013), and will need to await 






5 Energy Landscape Mapping and Replica Exchange 
Molecular Dynamics of an Adsorbed Peptide 
5.1 Introduction 
Peptides are often used in the functionalization of solid surfaces due to their high 
degree of programmability (Shiba, 2017). Applications of material-binding 
peptides include the formation and functionalization of nanomaterials (Care et al., 
2015, Slocik and Naik, 2017, Walsh and Knecht, 2017), protective or bioactive 
coatings for medical implants and other biomaterials (Pagel and Beck-Sickinger, 
2017, Mas-Moruno, 2018), biosensing (Demir et al., 2016, Liang et al., 2016), 
cancer diagnosis (Soum et al., 2015) and drug delivery (Szweda et al., 2016). 
Peptide adsorption can also be used as a model for that of larger biomolecules 
such as proteins, which is implicated in desired and otherwise bodily reactions 
(Docter et al., 2015, Trindade et al., 2016). For instance, the effect of a surface on 
the fibrillation of the amyloid beta protein, which causes Alzheimer’s disease, has 
been studied using polypeptide segments of this protein (Bellucci et al., 2016, Liu 
et al., 2016, Soltani and Gholami, 2017). 
Computational studies have led to an improved understanding of peptide-surface 
interactions in recent years (Heinz and Ramezani-Dakhel, 2016, Ozboyaci et al., 
2016a, Ramakrishnan et al., 2017). Modeling interactions that occur over 
timescales longer than the microsecond range remains a challenge, however, since 
all-atom simulation methods such as molecular dynamics (MD) are not currently 
capable of probing these scales sufficiently (Ozboyaci et al., 2016a). This 
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limitation poses a particular barrier to assessing the conformations of many 
material-binding peptides, which possess complex, flexible natures that cannot be 
reliably sampled in so short a time (Walsh, 2017). Coarse-grained models that 
significantly reduce the number of degrees of freedom in the molecule improve 
computational speed to the point of enabling adequate probing of timescales into 
the second range (Heinz and Ramezani-Dakhel, 2016). However, this occurs at 
the cost of the model’s accuracy, and the development of reliable coarse-grained 
models remains a work in progress (Ramakrishnan et al., 2017). 
An alternative approach to MD simulation is the use of mathematical algorithms 
to locate stationary points on the underlying potential energy surface (PES) of the 
system, the local minima (stable configurations) and saddle points (maximum-
energy transition states) (Berry, 1993, Wales, 2003, Wales and Bogdan, 2006, 
Wales, 2018). These algorithms may be applied iteratively to create large 
connected networks of stationary points that constitute a map of the PES, in 
contrast with MD and other molecular simulation methods that explore the free 
energy surface (FES) stochastically; we therefore refer to the former approach as 
‘energy landscape mapping’ (ELM). Stationary point networks constructed using 
ELM may be used in a variety of ways including, for example, constructing the 
FES using harmonic approximations (Evans and Wales, 2003), understanding the 
nature of the PES and FES through disconnectivity graphs (Becker and Karplus, 
1997, Wales et al., 1998) and transition mechanisms between stable 
configurations via discrete path sampling (DPS) (Wales, 2002). 
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Recently, the authors here applied ELM to an adsorbed peptide for the first time 
ever, successfully reproducing a previously reported conformational switching 
phenomenon and identifying the transitions (Ross-Naylor et al., 2017). The study 
reported here further explores the potential of ELM for adsorbed peptides by 
comparing results obtained from it with those produced by replica exchange 
molecular dynamics (REMD), an MD technique designed to ameliorate the 
timescale limitations of standard MD (Sugita and Okamoto, 1999).  The system 
considered was met-enkephalin adsorbed at the gas/graphite interface, which has 
been previously studied by some of the authors (Mijajlovic et al., 2011). The 
primary conformations and energy landscapes obtained by the two approaches 
were compared, along with the heat capacity curves computed by each method. 
Transition paths and rate constants between prominent conformations were also 
evaluated using ELM. The models and methodologies used and the study details 
are summarized in the next section, followed by a presentation and discussion of 
results and, finally, a concluding summary. 
5.2 Methodology 
5.2.1 Model 
The model consists of a single met-enkephalin molecule above a flat, infinite 
graphite surface. Met-enkephalin, a pentapeptide with the amino acid sequence 
Tyr-Gly-Gly-Phe-Met, was represented in simple uncharged form, with NH2 and 
COOH groups at the N- and C-termini, respectively. This form was observed to 
yield a broader range of conformations and a more complex PES than the 
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zwitterionic form, which was also considered as part of the study (results not 
shown). Intramolecular interactions were modeled using the CHARMM36m force 
field, a variation of the CHARMM36 force field with improved modeling of 
intrinsically disordered peptides and proteins (Huang et al., 2017). The 
CHARMM force field used has broken symmetry, which has been noted to cause 
problems in this form of studies, due to inconsistent energies arising for 
permutational isomers of the same structure (Małolepsza et al., 2010). However, 
since none of the residues or termini in uncharged met-enkephalin are asymmetric 
in the CHARMM36m force field, the results of the present study are unaffected 
by this. 
Graphite was represented as two graphene layers, since it has been previously 
observed that layers beyond the first two have negligible interaction with 
adsorbing molecules (Braun et al., 2002). In ELM calculations, peptide-surface 


















 ( 5-1 ) 
where l = 0, …, L – 1 is a counter over the layers of solid atoms in the surface up 
to the maximum, L, ρ the density of atoms in each of the layers, Δ the distance 
between the layers, zj the distance from the surface of peptide atom j, and εsj and 
σsj the Lennard-Jones energy and length parameters, respectively. The Lennard-
Jones parameters were calculated from the corresponding parameters for the 
surface, εs and σs, and the atom, εj and σj, using the Lorentz-Berthelot rules. The 
surface parameters are summarized in Table 5-1. 
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Table 5-1. Steele model parameters for graphite. 
parameter value reference 
L 2 a 
εs 0.05564 kcal/mol 
b 
σs 3.40 Å 
b 
ρ 0.3807 atoms/Å2 c 
Δ 3.3555 Å c 
a (Braun et al., 2002) 
b (Steele, 1973) 
c Derived from literature bond length and unit cell height data (Trucano and Chen, 1975). 
In the case of the REMD simulations, graphite was represented using an atomistic 
model, with the atomic structure and force field parameters set to replicate those 
used in the Steele model for ELM. A periodic box with dimensions 51.723 × 
51.192 × 50.000 Å3 was used to achieve the same in-plane extent as in ELM, with 
the graphite sheets positioned at the bottom of the box. The non-bonded 
interactions in the REMD simulations were truncated using a smooth cutoff 
function between 10 Å and 12 Å in order to maintain a reasonable computational 
effort whilst minimizing the differences with the ELM energies. 
5.2.2 Methods 
5.2.2.1 Energy Landscape Mapping 
ELM was used to construct an extensive database of connected stationary points 
on the PES. Basin-hopping with simulated annealing (SA-BH) was first used to 
identify a large number of local potential energy (PE) minima. BH involves 
conducting a Monte Carlo simulation on a transformed PES, where every point is 
mapped to the locally minimized energy, thus allowing the system to bypass 
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energy barriers (Wales and Doye, 1997). A random step is taken from a starting 
structure, followed by local minimization, and the Metropolis criterion is then 
applied to accept or reject the step. This procedure is repeated for a specified 
number of steps. Combining this methodology with SA, where the temperature 
used in application of the Metropolis criterion is decreased over the course of the 
simulation, allows the algorithm to gradually seek out lower-lying minima. In this 
study, the steps were taken by randomly perturbing the backbone dihedral angles 
of the met-enkephalin molecules up to a maximum step size, and minimization 
was carried out using the limited-memory Broyden–Fletcher–Goldfarb–Shanno 
(LBFGS) algorithm (Liu and Nocedal, 1989). A noted weakness of SA is that, as 
the temperature decreases, the system may become trapped in a region of the PES 
that does not contain the global minimum (Wales and Doye, 1997). This was 
mitigated by running in parallel many independent SA-BH simulations starting 
from different initial structures, and using a large starting step size so as to 
encourage broad sampling of the PES. Parallel tempering, in which the 
temperatures of parallel simulations are periodically exchanged, provides an 
alternative approach to addressing this issue, and has been benchmarked in 
conjunction with BH (Strodel et al., 2010, Joseph and Wales, 2018). However, in 
this study, it was observed that parallel SA-BH simulations were sufficient to 
effectively sample large numbers of PE minima, without requiring temperature 
exchanges. 
Following the completion of all SA-BH simulations, the stationary point database 
was expanded using single-ended transition state searches. In such a search, a 
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small perturbation is applied to a known local minimum, eigenvector following 
(Munro and Wales, 1999) is used to locate a nearby saddle point, and the two 
minima adjoining this saddle point are located using the LBFGS algorithm. All 
newly found stationary points and their connectivity are recorded in the database. 
At regular intervals, the database was depicted using disconnectivity analysis 
(Becker and Karplus, 1997), and all stationary points not connected to the global 
minimum within a reasonable PE threshold were removed. 
When further single-ended searches resulted in no qualitative change in the 
disconnectivity graph, DPS (Wales, 2002) techniques were then employed to find 
further saddle points separating low-energy minima that had been overlooked by 
the single-ended searches. DPS was applied to pairs of low-energy minima 
separated by high barriers. In the DPS procedure used here, an approach based on 
Dijkstra’s shortest-path algorithm (Dijkstra, 1959) was used to determine the 
fastest transition path (Evans and Wales, 2004), and double-ended transition state 
searches were applied between pairs of minima on this path, selected in order of 
increasing Euclidean separation (Carr and Wales, 2005). A double-ended 
transition state search involves the use of the doubly nudged elastic band (DNEB) 
method (Trygubenko and Wales, 2004) to identify saddle point candidates 
between the two endpoints, eigenvector following to precisely locate these saddle 
points, and the LBFGS algorithm to identify the connecting minima. DPS was 
iteratively applied until connection attempts had been attempted for all pairs of 
minima within 2.5 kcal/mol of the global minimum that were separated by energy 
barriers of more than 7.5 kcal/mol. 
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As a final step in ELM, the PE stationary point database was used to derive the 
FES of the system at 300 K and 350 K. For a chosen temperature, rate constants 
between PE minima connected by a saddle point were calculated using 
occupational probabilities derived from harmonic densities of states (Stillinger 
and Weber, 1984, Wales, 2003). PE minima connected by rate constants above 
109 s-1 were combined to form new FE minima, and harmonic densities of states 
were then used to re-calculate energies for these minima and associated transition 
states (Evans and Wales, 2003). Additionally, optimal transition pathways 
between selected low PE minima were determined using the 
KSHORTESTPATHS algorithm (Carr and Wales, 2008), again using harmonic 
densities of states to calculate rate constants. Constant volume heat capacity 
curves also were computed based on the same harmonic approximation, by 
considering the contribution of each PE minimum in the database (Wales, 2017). 
Finally, overall phenomenological rate constants, summing over an ensemble of 
transition pathways, were calculated for comparison with the single-pathway rate 
constants using graph transformation (Trygubenko and Wales, 2006). 
ELM was implemented using the software of Wales and co-workers, which is 
freely available on their website (Wales Group Home Page) . This software was 
interfaced with the CHARMM program for PE calculations (Brooks et al., 2009), 
which was modified to include the Steele potential. 
5.2.2.2 Replica Exchange Molecular Dynamics 
REMD requires identification of the temperature range over which the replicas are 
spread. The lower bound was set at the temperature of interest, 300 K. The upper 
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bound was selected by identifying the temperature at which the molecule was able 
to flip easily between the two observed predominant adsorbed orientations to the 
surface, which are as illustrated in Figure 5-1(a). The orientation of the molecule 
to the surface is best described by the backbone normal angle, which is defined as 
the angle to the graphite surface of the backbone normal vector, Figure 5-1(b). For 
a strongly adsorbed molecule, a backbone parallel to the surface is anticipated, 
corresponding to a backbone normal angle approaching either 90° or –90°, 
depending on the orientation as displayed in Figure 5-1(a). 
The REMD upper bound temperature was determined by undertaking a series of 
100 ns conventional MD simulations at temperatures ranging from 300 K to 1500 
K at 200 K intervals. Snapshots of the molecule were taken at 1 ps intervals and, 
from those snapshots with a center of mass within 8 Å of the graphite surface, all 
those conformations with backbone normal angles above 60° and below –60° 
were classified into separate groups reflecting the orientations illustrated in Figure 
5-1(a). The temperature at which the fractions of these orientations converged was 
chosen as the upper bound temperature. These conventional simulations were also 
used to determine the remaining REMD study details, which are given and 
justified in the following section. 
During the REMD simulation, snapshots of each replica were taken directly prior 
to each attempted temperature exchange. After completion, the simulation was 
analyzed by applying a clustering algorithm to all snapshot structures at the lowest 
temperature, 300 K, adsorbed on the surface: the starting structure and 32 further 




Figure 5-1. The orientation of met-enkephalin to the graphite surface: (a) the two predominant 
adsorbed orientations viewed from directly above the surface, which is not shown; and (b) the 
definition of the backbone normal vector, vBB, that is used to define the orientation of the molecule 
to the surface, which is the sum of v123 and v345 where the former is the vector cross product of the 
vectors from Cα3 to Cα2 and from Cα3 to Cα1, and the latter the vector cross product of the vectors 
from Cα3 to Cα5 and from Cα3 to Cα4. 
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discarded. Clustering involves grouping similar structures together according to 
an appropriate metric, often the root mean square deviation (RMSD), and thus 
provides a means of determining the main conformations found by the simulation 
and their prominence. While many algorithms and approaches exist to classify 
snapshots from MD simulations into clusters (Shao et al., 2007), the most useful 
and reliable algorithms require the calculation of the metric between every pair of 
snapshots. However, this was not computationally feasible for the number of 
snapshots produced in this study. Instead, a new clustering algorithm based on the 
methodology of Lyman and Zuckermann (2006) was used. This new algorithm is 
outlined here. 
Starting from the full list of snapshots, the algorithm iteratively removes randomly 
selected snapshots from the list, along with all other snapshots within a specified 
cut-off distance. Here, this distance was set at 1 Å RMSD (calculated using only 
the Cα atoms), as this was found to generate an appropriate number and size of 
clusters for meaningful analysis, a finding consistent with our earlier work 
(Mijajlovic et al., 2013). Under Lyman and Zuckermann’s approach, once all 
snapshots have been removed from the list, the set of randomly selected snapshots 
are termed ‘reference structures’, and each snapshot is allocated to a cluster 
depending on which reference structure it is nearest to. In the algorithm employed 
in this study, the LBFGS algorithm is used to determine the PE minimum 
associated with each snapshot, and the PE minima associated with the randomly 
selected snapshots are used as reference structures. The resulting clusters are then 
refined by iteratively applying two steps. Firstly, any clusters with reference 
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structures separated by less than a threshold of 0.5 Å RMSD are merged, with the 
reference structure of the smaller cluster being discarded; this threshold was 
identified based on detailed inspection of structures as a function of deviation 
from reference structures. Secondly, the associated minima of all snapshots in 
each cluster are tallied, and the most populated minimum becomes the new 
reference structure for that cluster. These steps are alternated until their successive 
application results in no change to the set of reference structures. Finally, the 
distribution of backbone normal angles for the snapshots in each cluster is 
examined, and if this distribution is multimodal (indicating a conformation that 
adsorbs on the surface in different ways), appropriate threshold angles are chosen 
to split the distribution into separate sub-clusters. Following this, the clusters are 
deemed final. 
The self-consistency of the REMD simulation was analyzed by measuring the 
convergence of the cluster probability distribution (that is, the fraction of 
snapshots allocated to each cluster) for the 300 K replica. Two means were used: 
(a) self-referential convergence analysis (SRCA); and (b) constancy of cluster 
entropy (CCE). SRCA involves splitting the simulation into halves and comparing 
their cluster probability distributions; their similarity is an indication of the degree 
of self-consistency of the simulation (Lyman and Zuckerman, 2006). In CCE, the 
cluster entropy is calculated as an order parameter of the cluster probability 
distribution as a function of the elapsed time in the simulation: 




( 5-2 ) 
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where pi(t) is the probability that a snapshot taken between the beginning of the 
simulation and time t belongs to cluster i, and N is the total number of clusters. A 
convergence in this cluster entropy over time also implies a self-consistent 
simulation (Sawle and Ghosh, 2016). 
Constant volume heat capacities were also calculated from the REMD simulation, 
to provide an additional metric for the comparison of REMD with ELM. In the 




 ( 5-3 ) 
where ⟨E⟩ and ⟨E2⟩ are the average values of the energy and squared energy, 
respectively; kB is Boltzmann’s constant and T is the temperature. Average 
energies and squared energies are calculated at each of the temperatures used in 
the REMD simulation, by discarding the first 50 snapshots taken at each 
temperature and averaging over the rest. 
MD and REMD simulations were carried out using Nanoscale Molecular 
Dynamics (NAMD) (Phillips et al., 2005). Analysis of simulation results, 
including the calculation of RMSD values and backbone normal angles, and the 
generation of molecular structure images used in this publication, was performed 
using Visual Molecular Dynamics (VMD) (Humphrey et al., 1996). 
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5.2.3 Study Details 
5.2.3.1 Energy Landscape Mapping 
A total of 100 SA-BH simulations were conducted, each of 250,000 steps. A 
temperature of kBT = 5.0 kcal/mol was used for the first step, and this was 
decremented by 1.6 × 10–3 % after each step. The maximum step size for each 
dihedral angle was initially set to 360°, simulating complete randomization of the 
secondary structure. This was adjusted every 50 steps within the range of (0, 
360°], being increased by 5% if the Metropolis acceptance ratio for the preceding 
50 steps was greater than 0.5, and decreased by 5% otherwise. Starting points for 
single-ended transition state searches were produced by applying random 
deviations of up to 0.01 Å in each Cartesian coordinate from the local PE minima. 
The DNEB method was applied with 10 images and a maximum of 300 iterations. 
All applications of the LBFGS algorithm used a memory of the last 4 iterations, a 
maximum step size of 0.4 Å, initial guesses for the diagonals of the Hessian 
matrix of 0.1 Å2mol/kcal, and a convergence criterion of the RMS gradient not 
exceeding 10−7 kcal/molÅ. 
5.2.3.2 Replica Exchange Molecular Dynamics 
All MD simulations used a time step of 1 fs. An upper bound REMD temperature 
of 1100 K was chosen according to the methodology outlined in Section 5.2.2.2. 
In order to determine the number of replicas and allocation of temperatures, the 
potential energy distributions from the conventional MD simulations were 
approximated as Gaussian distributions. The details were then chosen according to 
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the recommendations of Rathore et al. (2005), with a target exchange probability 
of 0.2 for all adjacent pairs of replicas. Using this approach, nine replicas were 
chosen for use in the REMD simulation, at temperatures of 300 K, 354 K, 418 K, 
492 K, 579 K, 680 K, 799 K, 938 K and 1100 K. The exchange period and 
number of exchange attempts were chosen according to the criteria that the 
exchange period should exceed the autocorrelation time and the number of 
attempts should exceed the transit number by at least two orders of magnitude 
(Abraham and Gready, 2008). The conventional MD simulations produced 
autocorrelation times ranging from approximately 1 ps to 2.5 ps, and the number 
of replicas and target exchange probability in this study correspond to a transit 
number of approximately 125 (Abraham and Gready, 2008). Accordingly, an 
exchange period of 5 ps and 40,000 exchange attempts were chosen, yielding a 
total simulation length of 200 ns. 
5.3 Results and Discussion 
5.3.1 Performance of REMD Simulation 
Figure 5-2 shows the exchange probability achieved in the REMD simulation by 
each adjacent pair of replicas. A steady increase in the exchange probability with 
temperature is evident, ranging from approximately 0.2 at 300 K to 0.25 at the 
highest. These exchange rates are within a range that corresponds to ideal mixing 
of the replicas (Rathore et al., 2005), although the variation does indicate that the 
temperatures chosen for the replicas are not distributed in the most 




Figure 5-2. The REMD exchange probability for each pair of replicas where pairs are ordered by 
increasing temperature: (1) 300 K and 354 K, (2) 354 K and 418 K, and so forth. 
Figure 5-3(a) and (b) display the cluster probability distributions of the 300 K 
replica for the first and second 100 ns halves of the REMD simulation. These are 
consistent in the sense that the probabilities for each of the first eight clusters, 
which account for approximately 79% of all structures, are well within an order of 
magnitude. Meanwhile, Figure 5-3(c) shows that the cluster entropy for the 300 K 
replica stabilizes very quickly at around 2.5, remaining within 5% of the final 
value after approximately 113 ns. These results are all indicative of a self-
consistent simulation. It is worth noting that self-consistency does not guarantee 
convergence, as there may be areas of the FES entirely unexplored by the 




Figure 5-3. Results illustrating the self-consistency of the REMD simulation: (a) Cluster 
probability distribution of the 300 K replica in the first 100 ns of the REMD simulation; (b) cluster 
probability distribution of the 300 K replica in the second 100 ns of the simulation; and (c) 
variation of the cluster entropy of the 300 K replica with time. 
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sufficient mixing of the replicas, we are confident that this possibility has been 
minimized as far as reasonably practicable. 
5.3.2 REMD Cluster Analysis 
Figure 5-4(a) shows for each snapshot in the REMD simulation the backbone 
normal angle and the RMSD from the PE minimum reference structure of cluster 
A. It also gives an indication of the many varied structures the adsorbed molecule 
may take. As shown in Figure 5-4(b), which displays the cluster probability 
distribution for the entire simulation, a total of 44 clusters were identified from the 
REMD simulation using the procedure outlined above. The eight clusters that 
account for at least 2% of the total number of snapshots, which are denoted A to H 
in order of decreasing probability, are shown in color in Figure 5-4(a); these 
collectively account for nearly 79% of all snapshots. This demonstrates the 
success of the clustering algorithm in that these eight clusters are distinct with 
very little overlap. 
Figure 5-5 displays the reference structure for each cluster, illustrating the 
conformation corresponding to each. The most common three conformations (A to 
C) are essentially flat to the surface, which is reflected by their backbone normal 
angles clustering towards ±90° as seen in Figure 5-4(a). The others possess more 
three-dimensional secondary structures, with various sites binding to the surface. 
In either case, the secondary structures vary appreciably, generally permitting 
intramolecular hydrogen bonding and interactions between various functional 
groups. Common motifs include interactions between the Phe and Met sidechains 




Figure 5-4. Results of the REMD clustering algorithm: (a) all adsorbed snapshots taken during the 
REMD simulation, plotted according to their backbone normal angle and RMSD from the 
reference structure of cluster A, with snapshots belonging to clusters A through H colored 
accordingly; and (b) cluster probability distribution, with clusters ordered from most populated to 
least. 
strand and the Tyr sidechain (D and E) and the C-terminus and the hydroxyl group 
of the Tyr residue (F, G and H). Structures A and C, representing two of the three 
most populated clusters which account for more than half of all snapshots, are 
essentially equivalent to conformations identified in the authors’ previous study of 
this system, which used both REMD and an evolutionary algorithm (Mijajlovic et 




Figure 5-5. Reference structures for clusters A through H. 
note for its twisted, S-shaped backbone. This phenomenon would result in the two 
component vectors of the backbone normal vector (as displayed in Figure 5-1) 
pointing in opposite directions with respect to the surface, accounting for the near-
zero backbone normal angle observed in Figure 5-4(a). 
5.3.3 ELM and Comparison with REMD 
A total of 706,461 minima and 558,053 saddle points on the PES were located 
using ELM. As has been previously noted, the PES of peptide/interface systems 
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contain so many stationary points that its exhaustive mapping is impractical 
(Wright and Walsh, 2013, Ross-Naylor et al., 2017). However, since only the 
lowest PE minima and the stationary points connecting them are likely to make a 
significant contribution to the molecule’s dynamics (Wales, 2003), the evaluation 
of these points provides an indicator of how extensively ELM has probed the PES. 
Figure 5-6, which shows the variation of the number of PE minima within 2.5 
kcal/mol of the global minimum over the course of the mapping, indicates that 
nearly all of these low-lying minima were identified within the first 100,000 
minima discovered by ELM. The iterative DPS procedure then ensured the paths 
between all these low-lying minima were well sampled. 
 
Figure 5-6. Variation of the number of low-lying minima (i.e. within 2.5 kcal/mol of the global 
minimum) with the total number of minima found through the ELM simulation. 
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A further indication of ELM’s comprehensiveness can be gathered from 
comparison with the REMD simulation, in particular by tallying the number of 
REMD snapshots corresponding to PE minima that were not found using ELM, or 
for which no connection was found to the global minimum. Since no significantly 
low-lying minima were connected to the global minimum by a PE barrier greater 
than 20 kcal/mol, this was used as a cut-off for analysis. The total number of 
snapshots, 39,968, is significantly lower than the number of minima found by 
ELM, and as a result, most of the minima are inevitably not associated with any 
snapshots. On the other hand, snapshots that correspond to a minimum not 
discovered or not connected to the global minimum by ELM indicate that the PES 
was not sufficiently mapped in that region of configurational space. 
Table 5-2 shows that of the PE minima associated with each REMD snapshot, 
4.5% were not located at all by ELM, while a further 6.0% were not connected to 
the global minimum, confirming that the ELM procedure was not entirely 
exhaustive. Most of the largest REMD-identified clusters were almost completely 
characterized, however, the only prominent exception being cluster E, for which 
approximately 16% of associated minima were not connected to the global 
minimum below the threshold, and a further 7% were not discovered at all. The 
smaller clusters collectively denoted as ‘the rest’ were generally less well 
sampled, which is to be expected given they correspond to higher-energy regions 
of the PES that were not prioritized when conducting ELM. 
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Table 5-2. Proportion of REMD-discovered snapshots for which the associated PE minimum was 
discovered or otherwise by ELM. Only connections via a maximum-energy saddle point below a 






















PE minima not 
discovered by 
ELM 
number fraction number fraction number fraction 
A 17595 17189 0.977 247 0.014 159 0.009 
B 4496 4302 0.957 106 0.024 88 0.020 
C 2454 2423 0.987 19 0.008 12 0.005 
D 1928 1722 0.893 92 0.048 114 0.059 
E 1581 1223 0.774 247 0.156 111 0.070 
F 1528 1457 0.954 29 0.019 42 0.027 
G 1055 977 0.926 36 0.034 42 0.040 
H 813 737 0.907 42 0.052 34 0.042 
the rest 8518 5750 0.675 1563 0.183 1205 0.141 
total 39968 35780 0.895 2381 0.060 1807 0.045 
 
Figure 5-7 displays the lowest PE stationary points connected to the global 
minimum and their connectivity using a disconnectivity graph. A disconnectivity 
graph pictorializes an energy landscape by representing individual energy minima 
as termini, which are joined at nodes corresponding to the maximum-energy 
saddle point on the optimal path connecting them (Becker and Karplus, 1997). 
The PE disconnectivity graph displayed here is broad and contains a large number 
of small ‘funnels’ and individual minima that are separated by high energy 
barriers. This phenomenon, known as frustration, occurs commonly when a 
system has a number of dissimilar low-energy structures, and also when geometric 




Figure 5-7. PE disconnectivity graph. All minima connected to the global minimum by a 
maximum-energy saddle point below U = 20 kcal/mol are shown. Colored minima are the 
associated minima of REMD snapshots from the most prominent clusters: A (red), B (green), C 
(blue), D (pink), E (orange), F (yellow), G (light blue) and H (grey). Colored bars indicate regions 
of the disconnectivity graph dominated by a particular cluster. 
(Wales, 2003). Both of these are certainly possible in the system considered here: 
the REMD simulation results suggest met-enkephalin adsorbed on graphite may 
take on any of several diverse conformations as displayed in Figure 5-5, while the 
presence of the graphite surface may provide a significant geometric obstacle to 
some conformational transitions. 
The colored minima in Figure 5-7 correspond to snapshots found in the REMD 
simulation. These provide a useful basis for comparing the two methodologies, 
and a number of conclusions may be drawn. ELM was successful in 
characterizing most of the clusters obtained using REMD, with minima 
corresponding to the same cluster typically near each other on the graph. Whilst 
the global PE minimum sits within cluster F, the small number of minima located 
within the funnel corresponding to this cluster means entropic effects may be 
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small, making it potentially less favored than other structures. Conversely, 
clusters A and C also contain PE minima close to but greater than the global PE 
minimum but occupy significant portions of the disconnectivity graph 
corresponding to many minima and, thus, presumably more favored entropically. 
These observations are reflected in the REMD results, which show conformations 
A and C are significantly more favored at 300 K than F. It is worth noting that the 
sections of the graph corresponding to each cluster are relatively narrow compared 
to the breadth of the graph, indicating that most minima do not correspond closely 
to the eight most prominent clusters identified with REMD, instead representing 
other configurations that REMD failed to characterize. 
There are discrepancies between the results obtained from the two techniques, 
however. The funnel containing cluster B, while well-defined, is both narrow and 
has relatively high PE, implying that this conformation should be relatively rare. 
However, REMD indicates that it is the second most preferred conformation. 
According to Table 5-2, ELM was highly successful in locating the minima 
corresponding to cluster B, and as such, the reason for this cluster’s 
underrepresentation in the ELM results compared to the REMD counterparts is 
not immediately obvious. A possibility, given its wide range of backbone normal 
angles as displayed in Figure 5-4(a), is that it covers a large area of 
configurational space that has relatively few minima on the PES (i.e. a large 
flattish hyper-plane), and is thus favored by entropy in a manner that is not 
reflected in disconnectivity analysis. 
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Cluster G presents another point of inconsistency between the results obtained 
through ELM and REMD, in that it appears to exist on the disconnectivity graph 
as a subset of cluster A identified through the REMD analysis. The low energy 
barrier between the two clusters suggests that they may interconvert as readily as 
slightly different variants of the A conformation. This contrasts with Figure 
5-4(a), which quite clearly distinguishes the two clusters according to their order 
parameters. It has been observed previously that order parameters can fail to 
accurately represent the relationships between structures in kinetic transition 
networks (Wales and Head-Gordon, 2012, Wales, 2015). As such, this result is 
not surprising, and illustrates the utility of ELM and disconnectivity analysis in 
yielding a richer, more insightful description of a system’s conformations and the 
relationships between them compared to analysis based on order parameters only. 
Figure 5-8 shows the FE disconnectivity graphs of the system at 300 K and 350 K. 
The disconnectivity graph at 300 K indicates that the FES at this temperature 
retains the essential characteristics of the PES, although various funnels are 
condensed into individual minima by the technique of amalgamating groups of PE 
minima. There exist low FE minima corresponding to clusters A, C, D, F, G and 
H, while the PE minima corresponding to clusters B and E are assimilated within 
clusters A and D, respectively. At this point, the global FE minimum belongs to 
cluster A, in accordance with the results of the REMD simulation, while the other 
five minima (i.e. C, D, F, G and H) are all within about 2kBT of the global 




Figure 5-8. FE disconnectivity graphs at: (a) 300 K and (b) 350 K. All minima connected to the 
global minimum by a maximum-energy saddle point below G = 30kBT are shown. Colored minima 
are the associated minima of REMD snapshots from the most prominent clusters: A (red), B 
(green), C (blue), D (pink), E (orange), F (yellow), G (light blue) and H (grey). Colored dots 
indicate the lowest minimum on the disconnectivity graph corresponding to each cluster. 
of two states i and j, pi/pj, is related to the difference in FE between the 






𝑘𝐵𝑇  ( 5-4 ) 
Based on this equation, the FE differences at 300 K obtained through ELM and 
the probabilities at the same temperature yielded by REMD as displayed in Figure 
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5-4(b) are in good agreement. There also exist other prominent FE minima at 
slightly higher energies, which correspond to clusters with lower probabilities. 
The assimilation of clusters B and E is surprising, given their graphical separation 
from the parent clusters A and D in Figure 5-4(a), and the high energy barriers 
evident on the PE disconnectivity graph. This, firstly, presents further examples of 
relationships between structures that are not evident from REMD, and secondly, 
illustrates the importance of FE analysis in ELM, which may yield information 
overlooked by considering the PE only. Meanwhile, it is notable that the precise 
ordering of these minima obtained through ELM differs from REMD. 
Inaccuracies due to the harmonic approximations used in calculating free energies, 
or an undersampling of PE stationary points, present possible explanations for 
this. Another potential source of error is the surface corrugation effect of the 
atomistic graphite model used for REMD, which is overlooked by the smooth 
approximation utilized in ELM. However, this effect has been demonstrated to be 
extremely small except at very low temperatures (Jiang et al., 1993), and is 
therefore unlikely to account for any observable discrepancies in results. 
At 350 K, the PE minima for all clusters other than F are connected by rate 
constants above the threshold of 109 s-1 utilized in forming FE minima. This 
causes them all to merge to form a well-defined global FE minimum 
corresponding to all of these conformations, while F retains a distinct FE 
minimum. As a whole, this FE graph shows that most of the major conformations 
of adsorbed met-enkephalin interconvert relatively easily even at low 
temperatures. This implies that 1100 K was an excessive choice as an upper 
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bound temperature for REMD. A lower choice would still have provided 
sufficient sampling of conformational space, while lessening the computational 
effort due to the fewer replicas required. 
Further comparison between the two methodologies may be made by comparing 
the constant volume heat capacity curves obtained from each, which are displayed 
in Figure 5-9. Since the heat capacities calculated from REMD are directly 
computed from the canonical ensemble, they provide an effective means of 
assessing the accuracy of those calculated from ELM. As Figure 5-9 shows, ELM 
overestimates the heat capacity by about 10%. It correctly predicts a peak at 
approximately 400 K, but significantly underestimates its strength. ELM also 
 
Figure 5-9. Constant volume heat capacities, as a function of temperature, calculated from the 
stationary point database obtained from ELM, and separately from the REMD simulation. 
132 
 
predicts a second heat capacity peak at about 200 K, which is below the minimum 
temperature used for REMD simulation here. It has been suggested that 
calculations of heat capacity features from ELM by using harmonic 
approximations are most reliable at low temperatures, where the contributions of 
low PE minima are dominant, and the assumption of harmonicity is most accurate 
(Wales, 2017). At higher temperatures, anharmonic densities of states and the 
undersampling of higher PE minima become prominent factors, and these likely 
account for the differences in results here. It is notable that the maximum REMD 
temperature, 1100 K, corresponds to an increase in heat capacity that is likely due 
to the peptide’s detachment from the surface; this is not taken into consideration 
by ELM, since all PE minima correspond to adsorbed structures. Aside from this, 
the similarity of the profiles of the curves shown in Figure 5-9 suggests that, even 
in the absence of comprehensive enumeration of PE minima, calculation of the 
heat capacity using harmonic approximations may yield reasonable qualitative 
conclusions regarding the heat capacity features of the landscapes of adsorbed 
peptides, but they should not be relied on for the production of accurate 
quantitative data. 
Figure 5-10 displays a transition pathway connecting three of the REMD-
determined reference structures that were most prominent on the disconnectivity 
graphs: those corresponding to clusters A, C and F. The pathway consists of the 
best path between F and A, and the best path between A and C. The best path 
between F and C (not shown) contains a significantly larger number of stationary 




Figure 5-10. Variation of the PE along the transition pathway between the reference structures for 
cluster F (left, yellow), A (center, red) and C (right, blue). Selected structures along the pathway 
are shown as insets. The reference PE is that of structure F, the global PE minimum. The path 
distance is the minimized Euclidean distance between neighboring stationary points, scaled to the 
total length of the pathway. Lines between stationary points are provided as a guide to the eye 
only. 
to the system’s dynamics as the shown path. As displayed in the inset structures 
on Figure 5-10, the transition represents a rearrangement of the adsorbed peptide 
from a compact, folded structure, F, through an intermediate, A, to a flat, extended 
structure, C. Such folding and unfolding mechanisms are characteristic of 
proteins, and it has been noted that solid surfaces play a role in protein unfolding 
(Marruecos et al., 2018). These results thus demonstrate a significant advantage of 
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ELM as applied to adsorbed peptides, in its ability to characterize and provide 
insight into such processes. 
Rate constants for the transition path as shown in Figure 5-10 at 300 K, 350 K and 
400 K are displayed in Figure 5-11(a). These are split into the forward and 
backward transitions between F and A, and between A and C. It is notable that the 
A→F rate constants in all cases are 1 to 2 orders of magnitude greater than all 
others, suggesting that the F conformation should be most favored, at odds with 
 
Figure 5-11. (a) Variation of the rate constants with temperature for the transition paths between 
structures F, A and C as shown in Figure 5-10, and (b) variation of the overall phenomenological 
rate constants between F, A and C with temperature. 
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the results for both REMD and free energy analysis of the ELM-derived stationary 
point database. However, the rate constants shown in Figure 5-11(a) only account 
for a single pathway, and in reality, an ensemble of transition paths would 
contribute to the kinetics of the system. The phenomenological rate constants 
displayed in Figure 5-11(b) take this transition path ensemble into account: here, 
it is notable that the A→C rate constants are now competitive with those from 
A→F, although the F conformation is still preferred. This apparent preference 
may be due to the funnel corresponding to F containing a very well-defined 
reference structure with no competing low minima in its vicinity, as displayed in 
Figure 5-7, while A and C contain numerous such competing minima. As a result, 
the probabilities of the system corresponding precisely to the reference structures 
for A and C are artificially reduced. It is also notable that most of the 
phenomenological rate constants are lower than the pathway rate constants, by up 
to an order of magnitude. This indicates that the complexity of the pathway 
ensemble generally has the effect of slowing down the system’s transitions 
relative to the rates expected based on the most favored path alone. 
5.4 Conclusions 
Two techniques for exploring energy landscapes characterized by high energy 
barriers and inherently long timescales were applied to study the adsorbed 
conformations of a flexible peptide, met-enkephalin, at a gas/graphite interface. A 
number of significant conformations were identified using REMD, and the energy 
barriers and natures of the energy landscapes, which included significant 
frustration at low temperatures, were further elucidated using ELM. Both 
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methodologies were in substantial agreement on several key conformations, and 
their energetic favorability relative to one another. It can be concluded that ELM 
offers greater insight into the conformational space and the kinetics and dynamics 
of transition processes compared to REMD, as well as information about energy 
barriers between conformations and the effects of entropy. 
The challenge remains of ensuring ELM is performed to the highest level of 
completion possible, as its efficacy depends significantly on whether all important 
minima and saddle points are found. The procedure followed in this study 
involving single-ended and double-ended transition state searches represents a 
step towards achieving this, but further work is needed towards more rigorous 
methods of quantifying the degree to which the PES is mapped. The difficulties in 
extensively evaluating stationary points pose a particular obstacle to the 
calculation of properties that depend upon mapping high PE regions of the PES, 
such as the heat capacity at moderate to high temperatures. PE minimum sampling 
schemes such as basin sampling (Wales, 2013), however, provide a promising 
means of addressing this (Wales, 2017). 
Although REMD and ELM were undertaken separately in this study, it would be 
possible to address the limitations and challenges of each method by using both 
techniques in tandem, provided the size of the system and the computational 
resources available allow for this possibility. Using REMD and the presently used 
clustering approach, one may identify PE minima corresponding to the most 
significant conformations. DPS along with single-ended searches may then be 
used to investigate the configurational space between these minima, and build up 
137 
 
an essentially complete picture of the energy landscape that includes all of the 
conformations found using REMD. This may provide a more efficient and reliable 
means of conducting ELM than attempting to build a stationary point database 
from scratch, and is worthy of future investigation. 
Given many applications of peptide and protein adsorption occur in aqueous 
environments, it is desirable to incorporate the use of solvent in studies of this 
phenomenon. Unfortunately, implicit solvation models have proven largely 
inadequate in modeling peptide adsorption at liquid/solid interfaces (Latour, 
2008). The requirement of explicit solvent to reliably model the system greatly 
increases the number of degrees of freedom, making both ELM and REMD more 
challenging (Frenkel and Smit, 2002, Fukunishi et al., 2002, Wales, 2003). All-
atom force fields designed for use in biointerfacial systems may provide a way 
forward for the use of implicit solvation in studies such as this, but their 
development and validation is ongoing (Walsh, 2017). Finally, the feasibility of 
using ELM to characterize larger and more complex systems of biomolecule 
adsorption is worth investigating. In particular, since the aggregation or assembly 
of peptides on surfaces is relevant to a number of its applications (Care et al., 
2015, Pagel and Beck-Sickinger, 2017, Slocik and Naik, 2017, Walsh and Knecht, 
2017, Mas-Moruno, 2018), the adsorption of multiple peptides at a surface is a 







6 Energy Landscapes of a Pair of Adsorbed Peptides 
6.1 Introduction 
Applications of peptide adsorption are widespread, including the formation, 
functionalization and impact of nanoparticles (Slocik and Naik, 2017, Walsh and 
Knecht, 2017, Karim et al., 2018, Kojima et al., 2018, Boge et al., 2019, Quan et 
al., 2019), biosensing (Demir et al., 2016, Liang et al., 2016, Chen and Nugen, 
2019), and biomedicine (Povimonsky and Rapaport, 2017, Yang et al., 2017, He 
et al., 2018, Huq et al., 2018, Mas-Moruno, 2018, Ortiz-Hernandez et al., 2018). 
Biomolecular adsorption is also of relevance to processes that occur in nature, and 
polypeptide segments of biomolecules are frequently used to study these 
processes, which include bodily reactions to foreign entities (Docter et al., 2015, 
Trindade et al., 2016), cell adhesion (Inoue et al., 2018), and the fibrillation of the 
amyloid-beta protein that is thought to have a role in Alzheimer’s disease 
(Bellucci et al., 2016, Liu et al., 2016, Bellaiche and Best, 2018). This wide 
prevalence of peptide adsorption means it has attracted much study, both 
computational and experimental (Rabe et al., 2011, Heinz and Ramezani-Dakhel, 
2016, Ozboyaci et al., 2016a, Ramakrishnan et al., 2017). Computational studies 
of peptide adsorption have yielded a significant degree of insight into the 
conformations formed by adsorbed peptides, and the key characteristics of 
adsorption processes (Latour, 2008, Rabe et al., 2011, Heinz and Ramezani-
Dakhel, 2016, Ozboyaci et al., 2016a, Ramakrishnan et al., 2017). However, many 
such studies simulate only the adsorption of a single molecule, and adsorption 
studies that incorporate multiple peptides are typically limited to determining the 
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adsorbed conformations on a short timescale (Liu et al., 2016, Zhang and Sun, 
2018). Since, in reality, peptide adsorption processes often involve multiple 
molecules adsorbing together, it is desirable to gain a deeper understanding of 
such systems. 
Since processes involving adsorbed peptides typically occur over long time 
periods (Ross-Naylor et al., 2017, Walsh, 2017), required computational effort is a 
limiting factor in computational simulation of such processes (Rabe et al., 2011, 
Ozboyaci et al., 2016a). As the computational effort typically scales in a nonlinear 
way with the number of degrees of freedom (Frenkel and Smit, 2002), this factor 
becomes even more of an issue as the number of peptides increases. Coarse-
graining models offer one way of addressing this issue (Heinz and Ramezani-
Dakhel, 2016), but much development and validation work still remains to be 
done before such models can be used to model peptide adsorption with confidence 
(Ramakrishnan et al., 2017). 
Energy landscape mapping (ELM) provides an alternative approach for 
computational study of atomic and molecular processes that is suited to probing 
the long timescales and rare events that typically characterize peptide adsorption 
(Berry, 1993, Wales, 2003, Wales and Bogdan, 2006, Wales, 2018). Although the 
exact details of its implementation vary, ELM may be generally defined as the use 
of mathematical algorithms to locate minima and saddle points on the potential 
energy surface (PES). A minimum corresponds to a stable conformation, while a 
first-order saddle point with steepest-descent paths leading to two minima 
represents a transition state between these minima. Constructing large-scale 
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connected databases of these minima and saddle points can yield information 
about the underlying potential energy and free energy surfaces, and detailed path 
information and rates can be obtained through discrete path sampling (DPS) 
(Wales, 2002). In recent work, the authors have demonstrated the applicability of 
ELM to a single adsorbed peptide (Ross-Naylor et al., 2017, Ross-Naylor et al., 
2020). Here we demonstrate its application to two met-enkephalin peptides at a 
gas/graphite interface. The models, methodologies and study details are outlined 
in the following section. Results are then presented and discussed, followed by the 
key conclusions and an outline of future areas of study. 
6.2 Methodology 
6.2.1 Model 
In a previous study (Ross-Naylor et al., 2020), the authors investigated a single 
met-enkephalin molecule above a flat, infinite graphite surface. This model is 
extended here to two met-enkephalin molecules (Tyr-Gly-Gly-Phe-Met), modeled 
using the CHARMM36m force field (Huang et al., 2017). However, unlike the 
previous study in which the uncharged form was investigated due to its greater 
flexibility and thus interest, here the molecules were represented in the 
zwitterionic form (i.e. NH3
+ and COO– at the N- and C-termini, respectively), 
since it was presumed that the interactions of the charged termini would result in a 
more definite coupling of the peptides. A similar study on the uncharged form will 
be considered in future work. The CHARMM force field was not symmetrized, 
which may lead to a rougher PES/FES compared to the more correct symmetrized 
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force field and some invalid stationary points corresponding to permutational 
isomers of the zwitterionic C-terminal residue (Małolepsza et al., 2010); this was 
considered in the analyses of the PES and FES undertaken here. 
Graphite was represented as two graphene layers, since it has been previously 
observed that layers beyond the first two have negligible interaction with 
adsorbing molecules (Braun et al., 2002). The Steele potential was used to model 
interactions between the peptide atoms and the surface. This potential is given by 


















 ( 6-1 ) 
where l = 0, …, L – 1 is a counter over the layers of solid atoms in the surface up 
to the maximum, L, ρ the density of atoms in each of the layers, Δ the distance 
between the layers, zj the distance from the surface of peptide atom j, and εsj and 
σsj the Lennard-Jones energy and length parameters, respectively. The Lennard-
Jones parameters were calculated from the corresponding parameters for the 
surface, εs and σs, and the atom, εj and σj, using the Lorentz-Berthelot rules. The 
surface parameters are summarized in Table 6-1. 
6.2.2 Methods 
The ELM procedure applied here is similar to that used in the authors’ previous 
study (Ross-Naylor et al., 2020). Firstly, a basin-hopping procedure with 
simulated annealing (SA-BH) was used to build an extensive database of local 
potential energy (PE) minima. Basin-hopping consists of a Monte Carlo 
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Table 6-1. Steele model parameters for graphite. 
parameter value reference 
L 2 a 
εs 0.05564 kcal/mol 
b 
σs 3.40 Å 
b 
ρ 0.3807 atoms/Å2 c 
Δ 3.3555 Å c 
a (Braun et al., 2002) 
b (Steele, 1973) 
c Derived from literature bond length and unit cell height data (Trucano and Chen, 1975). 
simulation on a transformed PES, where every point is mapped to the locally 
minimized PE. This has the effect of eliminating the difficulties posed by PE 
barriers that are excessively high compared to the neighboring minima (Wales and 
Doye, 1997). Starting from a given structure, a random perturbation is applied 
followed by local PE minimization, and the Metropolis criterion is then applied to 
accept or reject the step. This procedure is repeated for a specified number of 
steps. The simulated annealing portion of the methodology involves gradually 
reducing the temperature used in application of the Metropolis criterion, allowing 
the algorithm to seek out lower-lying minima. In this study, the steps were taken 
by randomly perturbing the backbone dihedral angles of the met-enkephalin 
molecules up to a maximum step size, and minimization was carried out using the 
limited-memory Broyden–Fletcher–Goldfarb–Shanno (LBFGS) algorithm (Liu 
and Nocedal, 1989). A large number of SA-BH simulations were run 
independently in parallel, in order to quickly locate a large number of local 
minima and allow for the possibility that some simulations may converge to a 
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region of the PES that does not contain the global minimum, which is a noted 
disadvantage of simulated annealing (Wales and Doye, 1997). Each simulation 
was initialized with a random structure and high starting step size for 
perturbations, ensuring effective randomization of the results. 
Given the database of local minima obtained by SA-BH simulations, transition 
state searches were then applied to find saddle points connecting these minima, as 
well as additional minima that had not initially been found using SA-BH. Single-
ended transition state searches were first used to probe the neighborhood of all 
known minima. In every such search, starting from a selected minimum, a small 
perturbation is applied, eigenvector following (Munro and Wales, 1999) is used to 
locate a nearby saddle point, and the two minima adjoining this saddle point are 
located using the LBFGS algorithm. All newly found stationary points and their 
connectivity are recorded in the database. 
When each known minimum had been used to seed a single-ended search a 
specified number of times, with additional searches conducted using low-lying 
minima within 5 kcal/mol of the global minimum, DPS (Wales, 2002) techniques 
were then employed to continue searching for overlooked saddle points. 
Disconnectivity analysis (Becker and Karplus, 1997) was used to identify minima 
within 5 kcal/mol of the global minimum that were separated by barriers of more 
than 10 kcal/mol, or disconnected from the global minimum entirely. DPS was 
then applied to all minima thus identified. For minima disconnected from the 
global minimum, an approach based on Dijkstra’s shortest-path algorithm 
(Dijkstra, 1959) was used to search for connecting saddle points in order to 
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establish a connected pathway of saddle points and minima (Carr et al., 2005). For 
pairs of low-lying minima connected to the global minimum but separated by a 
high PE barrier, a separate approach also based on Dijkstra’s algorithm was used 
to determine the fastest transition path between the two endpoints (Evans and 
Wales, 2004), and double-ended transition state searches were applied between 
pairs of minima on this path, selected in order of increasing Euclidean separation 
(Carr and Wales, 2005). A double-ended transition state search involves the use of 
the doubly nudged elastic band (DNEB) method (Trygubenko and Wales, 2004) 
to identify saddle point candidates between the two endpoints, eigenvector 
following to precisely locate these saddle points, and the LBFGS algorithm to 
identify the connecting minima. 
When attempts had been made to connect all low-lying minima in this way, 
significant well-defined structures were identified using disconnectivity analysis, 
and DPS was applied to refine the minimum energy pathway (MEP) between each 
pair of such structures. The MEP was calculated at each stage using the 
KSHORTESTPATHS algorithm (Carr and Wales, 2008), with rate constants 
estimated using harmonic densities of states (Stillinger and Weber, 1984, Wales, 
2003). New saddle points and minima were found using the DPS procedure as 
previously stated, and also by applying the UNTRAP algorithm (Strodel et al., 
2007), which attempts to connect the endpoint structures with other minima near 
in configurational space but separated by high barriers. When both of these 
algorithms were unable to improve the MEP any further, the stationary point 
database was considered to be complete. 
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To complement the PES computed directly from the database of PE stationary 
points, these stationary points were also used to derive the free energy (FE) 
stationary points, and thereby the free energy surface (FES), at specific 
temperatures. For each temperature, rate constants between PE minima connected 
by a saddle point were calculated using occupational probabilities derived from 
harmonic densities of states (Wales, 2002). PE minima connected by rate 
constants above 109 s-1 were combined to form new FE minima, and harmonic 
densities of states were then used to re-calculate energies for these minima and 
associated transition states (Evans and Wales, 2003). This was done at 300 K and 
350 K in order to illustrate how the nature of the FES varies with temperature. 
The harmonic approximation for densities of states was also used to calculate the 
constant volume heat capacity curve, as a summation over every PE minimum 
(Wales, 2017). 
This procedure was implemented using the software of Wales and co-workers, 
which is freely available on their website (Wales Group Home Page) . This 
software was interfaced with the CHARMM program for PE calculations (Brooks 
et al., 2009), which was modified to include the Steele potential. Molecular 
structure images used in this publication were generated using Visual Molecular 
Dynamics (Humphrey et al., 1996). 
6.2.3 Study Details 
A total of 100 SA-BH simulations were conducted, each of 200,000 steps. A 
temperature of kBT = 5.0 kcal/mol was used for the first step, and this was 
decremented by 2 × 10–3 % after each step. The maximum step size for each 
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dihedral angle was initially set to 360°, simulating complete randomization of the 
secondary structure. This was adjusted within the range of (0, 360°] every 50 
steps, being increased by 5% if the Metropolis acceptance ratio for the preceding 
50 steps was greater than 0.5, and decreased by 5% otherwise. Starting points for 
single-ended transition state searches were produced by applying random 
deviations of up to 0.01 Å in each Cartesian coordinate from the local PE minima. 
The DNEB method was applied with 10 images and a maximum of 300 iterations. 
All applications of the LBFGS algorithm used a memory of the last 4 iterations, a 
maximum step size of 0.4 Å, initial guesses for the diagonals of the Hessian 
matrix of 0.1 Å2mol/kcal, and a convergence criterion of the RMS gradient not 
exceeding 10−7 kcal/molÅ. 50 single-ended transition state searches were 
attempted from each local minimum within 5 kcal/mol of the global minimum, 
and 5 searches were attempted from each local minimum above this threshold. 
6.3 Results and Discussion 
6.3.1 ELM Results and Validity 
ELM was successful in locating a total of 1,223,837 minima and 1,116,410 saddle 
points. These numbers compare favorably with studies of comparable size and 
complexity (Ross-Naylor et al., 2017, Joseph and Wales, 2018, Neelamraju et al., 
2018, Röder and Wales, 2018, Wales et al., 2019, Ross-Naylor et al., 2020), 
which typically report total numbers of stationary points in the order of 104 to 106.  
This database of stationary points will not be exhaustive owing to the complexity 
of the system: complete mapping of even a single adsorbed molecule has been 
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noted as impractical (Wright and Walsh, 2013), and the presence of a second 
molecule with additional degrees of freedom further exacerbates this, since the 
number of stationary points scales exponentially with the number of degrees of 
freedom (Wales, 2003). However, based on our previous study where we obtained 
good agreement between ELM and replica exchange molecular dynamics 
simulation for a single adsorbed peptide (Ross-Naylor et al., 2020), we believe the 
application of ELM here has identified the lowest PE minimum and probed that 
part of the PE surface connected to it that is likely to have the greatest impact on 
the dynamics of the system (Wales, 2003). In past work, a similar implementation 
achieved broad agreement with a replica exchange molecular dynamics simulation 
on the key conformations present, validating its ability to sample configurational 
space sufficiently (Ross-Naylor et al., 2020). The latter is in particular supported 
by Figure 6-1, which shows that the number of minima discovered within 5 
kcal/mol of the global minimum plateaus over the course of the PES exploration, 
notwithstanding a sharp spike after about 1,160,000 minima that corresponds to 
the beginning of the DPS phase of the exploration. Of 8,674 minima below the 5 
kcal/mol threshold, 8,279 were connected to the global minimum by a PE barrier 
of less than 20 kcal/mol, indicating considerable success in identifying paths 
between low-lying minima. 
6.3.2 Structures and Energy Landscapes 
Disconnectivity analysis on the database of stationary points resulted in the 
identification of three key conformations, each corresponding to a PE minimum at 




Figure 6-1. Variation of the number of minima found within 5 kcal/mol of the global minimum 
over the course of the exploration of the potential energy surface, which is defined in terms of the 
total number of minima found. Inset shows the additional minima found through the DPS analysis. 
neighborhood on the PES. One of these structures is the global minimum, denoted 
as A, while the other two are denoted as B and C. Figure 6-2 displays these 
structures as viewed from the top (above the surface) and from the side. By 
inspection, it is clear that they are not permutational isomers and hence unrelated 
to the lack of symmetrization of the force field. All three structures share a 
common motif of the two met-enkephalin molecules lying anti-parallel on the 
surface, with the backbones interacting with one another and the Tyr1, Phe4 and 
Met5 sidechains extending out in opposite directions. A and B are almost 
identical, with the backbones binding strongly through hydrogen bonds between 
the N-terminal NH3




Figure 6-2. Global PE minimum structure (A) and the two other key local PE minimum structures 
(B and C) discovered for two zwitterionic met-enkephalin molecules adsorbed at the gas/graphite 
interface. The peptide backbones are represented on the leftmost images by black tubes connecting 
the Cα atoms of each residue. Pink dashed lines on the rightmost images denote hydrogen bonds 
referred to in the text. 
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other. The only discernible difference between A and B occurs in one of the Met5 
sidechains (left of the image), which adheres to the surface in A but peels upwards 
in B, interacting with the peptide backbone. C has a more distinct structure, with 
both molecules having arched backbones and the charged N- and C-termini all 
interacting with one another close to the surface. A random sampling of other 
stationary points discovered by ELM verified that structures lacking the anti-
parallel motif observed here were found, but every such structure possessed a PE 
more than 20 kcal/mol higher than the global minimum. It can be concluded that 
all conformations reasonably contributing to the dynamics of the system possess 
this anti-parallel motif. 
Figure 6-3 shows these three key structures, along with all the lowest connected 
stationary points, in a disconnectivity graph. A disconnectivity graph represents 
an underlying energy landscape as a connected tree, with termini corresponding to 
energy minima, and nodes corresponding to the energy barrier between any pair of 
minima (Becker and Karplus, 1997). Compared to the corresponding PES 
obtained in our previous study of a single met-enkephalin molecule with 
uncharged termini adsorbed at the gas/graphite interface (Ross-Naylor et al., 
2020), the ‘palm tree’ motifs leading down to A, B and C suggests a PES with 
more defined structures; this is likely to be due to the presence of the charged 
termini in this study. The palm tree motif represents a funnel in the PES that 
energetically drives the conformation towards the minimum PE structure, and 
multiple such funnels indicate competing structures (Röder et al., 2019). In this 




Figure 6-3. PE disconnectivity graph for two zwitterionic met-enkephalin molecules adsorbed at 
the gas/graphite interface. All minima connected to the global minimum by a maximum PE saddle 
point below U = 20 kcal/mol are shown. The labels A, B and C correspond to the structures shown 
in Figure 6-2. Minima are colored according to the RMSD of the dihedral angles of the central 
three resides from the global minimum, using the displayed scale. 
barrier of approximately 10 kcal/mol, while the more distinct structure C is 
separated by a barrier of over 15 kcal/mol. These PE barriers are very sizeable 
given the qualitative similarity of the conformations. As elucidated by the 
transition paths presented and discussed in the next section, it is likely that these 
high barriers are caused by the geometric complexity of the system, which poses a 
significant energetic challenge to even minor transitions. Each of the funnels 
associated with structures A, B and C possesses four low-PE minima 
corresponding to the same structure; these are a consequence of the broken 
symmetry of the CHARMM force field. The lowest PE minimum corresponding 
to each structure was chosen for transition analysis. 
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The color scale on Figure 6-3 provides further insight into the structure of the 
PES. Termini and connecting nodes are colored according to the root mean 
standard deviation of the six central backbone dihedral angles (φ2, ψ2, φ3, ψ3, φ4 
and ψ4) of both molecules, relative to the global minimum. This was chosen as an 
order parameter in light of past studies, which have shown the central three 
residues of met-enkephalin contribute most significantly to its conformation 
(Smiatek and Heuer, 2011, Banerjee and Cukier, 2014). This order parameter 
failed to distinguish between structures A and B, which is unsurprising given the 
only qualitative difference between the two structures occurs in the Met5 
sidechain. In fact, the variations in color from red to green in both funnels indicate 
that modest deviations in the peptide backbones prove more accessible than 
movement of the sidechain, which seems to play a significant role in stabilizing 
the conformation. The parameter is more successful in distinguishing structure C, 
and other individual minima and minor funnels that are separated from the global 
minimum by high PE barriers. Other order parameters, such as the RMSD of atom 
positions and the number of peptide-peptide contacts, also failed to separate A 
from B and in some cases could not distinguish between any of the three (results 
not shown). This demonstrates that in systems where peptides and biomolecules 
are adsorbing in contact with one another, properties and functional groups that 
would not normally be considered when assessing the configurational space of a 




The disconnectivity graphs in Figure 6-4 display the FES at temperatures of 300 
K and 350 K, and complement the PES by showing the temperature dependence 
of the system. At both temperatures, structure A remains the global minimum, 
while B and C remain the only significant competing minima. It is notable that 
 
Figure 6-4. FE disconnectivity graphs for two zwitterionic met-enkephalin molecules adsorbed at 
the gas/graphite interface at temperatures at: (a) 300 K; and (b) 350 K. All minima connected to 
the global minimum by a maximum PE saddle point below G = 30kBT are shown. The labels A, B 
and C correspond to the structures shown in Figure 6-2. Minima are colored according to the 




although the PE of structure C is lower than that of structure B, the reverse is true 
of their FE at 300 K. This is intuitively due to the effect of entropy: as Figure 6-3 
indicates, the region of configurational space corresponding to B contains more 
stationary points than C and is likely larger, permitting a greater degree of 
movement and perturbation within the molecules. The same effect is evident at 
350 K, at which point the amalgamation of minima connected by rate constants 
above 109 s-1 causes structures A and B to merge. The FE of structure C relative to 
the global minimum holds steady at approximately 4kBT, while the FE barrier 
decreases relative to the temperature, indicating, unsurprisingly, that the transition 
between structures A/B and C becomes easier as the temperature is increased. 
Figure 6-5 displays the heat capacity of the system, calculated as a function of 
temperature. This may be compared with the heat capacity obtained for a single 
uncharged met-enkephalin molecule at a gas/graphite interface (Ross-Naylor et 
al., 2020). Here, the heat capacity curve has one solitary peak, and its height, 
indicated by the scale of the y-axis, is quite small, indicating only a minor 
variance with temperature. This is consistent with the highly structured energy 
landscape of the two adsorbed peptides, as shown in Figure 6-3 and Figure 6-4, 
which contrasts with the rougher landscape of the single molecule (Ross-Naylor et 
al., 2020). A point of inflection is observable on the heat capacity curve, at 
approximately 200 K. This could indicate that the curve comprises two 
overlapping peaks: a minor peak at approximately 150 K and a major one at about 
300 K. These peaks, intuitively, are likely to correspond to the low-energy 




Figure 6-5. Constant volume heat capacity, as a function of temperature, calculated from the 
stationary point database obtained from ELM. 
respectively. It is worth noting that the harmonic approximation used in the 
calculation of heat capacities in this work may lead to inaccuracies, particularly at 
higher temperatures (Wales, 2017). However, comparison with simulation 
methods for computing the heat capacities of adsorbed peptides showed that the 
harmonic approximation was sufficient to replicate the qualitative features of the 
heat capacity curve, despite quantitative errors (Ross-Naylor et al., 2020). 
6.3.3 Transition Pathways 
A more complete understanding of the key structures formed by the system is 
gained by considering the energy profile of the MEP between each pair of 




Figure 6-6. Variation of the PE along the MEPs between structures A, B and C shown in Figure 
6-2, including intermediate structures labeled on this graph and displayed in Figure 6-7. The 
reference PE is that of the global minimum structure, A. The path distance is the minimized 
Euclidean distance between neighboring stationary points, scaled to the path between A and C. 
Lines between stationary points are provided as a guide to the eye only. 
illustrates the paths between all three pairs of structures (A↔B, A↔C and B↔C). 
It should be noted that the A↔B path is far shorter than the other two, which is to 
be expected given the structures’ similarity. Also, the A↔C and B↔C paths share 
much in common, with both A and B transitioning to a meta-stable intermediate, 
denoted X, from which the full transition to C proceeds. 
Major structures and intermediates highlighted in Figure 6-6 are illustrated in 
Figure 6-7, in the form of a flow chart showing the transitions. In general, these 




Figure 6-7. Drawings of transitions between structures A, B and C shown in Figure 6-2, and 
intermediates highlighted in Figure 6-6. The main images are zoomed in on the transitioning 
functional groups. Full structures are shown in insets. 
interaction sites with one another and with the surface to a significant degree. This 
is presumably responsible for the high energy barriers present at a number of 
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points along the transition paths, and hence the multi-funnel nature of the energy 
landscapes as illustrated in Figure 6-3 and Figure 6-4. The primary motif in the 
A↔B transition, and indeed that from B to X as well, is the rotation of the left 
hand (as viewed) Met5 sidechain, between lying flat on the surface and peeling 
away to interact with the peptide backbone. Only in the final stages of the 
transition from B to X is there significant movement elsewhere, with the Gly2 
residue on the left-hand molecule twisting parallel to the surface. The transition 
from A to X, meanwhile, involves no change to the sidechain, and a PE barrier 
approximately half that of the A↔B and B↔X transitions. This further supports 
the hypothesis of the Met5 sidechains stabilizing the system. 
The transition path between X and C takes place in two general stages, each with 
approximately equal PE barriers. Starting from X, firstly, both molecules’ 
backbones straighten and lengthen via the Gly2 residues rotating to arch over the 
surface, causing the Tyr1 and Phe4 sidechains to peel away from each other. 
Meanwhile, the Gly3 residue of the right-hand molecule rotates 180 degrees, 
breaking the hydrogen bond with the N-terminus of the left-hand molecule. The 
combined effect instead brings this N-terminus into closer contact with the C-
termini of both molecules, resulting in a moderately stable intermediate, XC2. 
Following this, both the Gly2 and Gly3 residues of the left-hand molecules rotate 
similarly, breaking the other Gly3–N-terminus hydrogen bond and instead 
facilitating interactions between all four termini. At the final step, the left-hand 
Met5 sidechain rotates to lie flat on the surface, forming the final C structure. 
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The energy profiles displayed in Figure 6-6 give a general comparison of the 
energetic favorability of different paths and stages, but quantifying the timescales 
of the transitions requires the calculation of rate constants. Figure 6-8 displays rate 
constants for each of the reversible transitions between A, B and C as a function 
of temperature, taking entropic effects into consideration. As the energy barrier 
would suggest, A and B interconvert relatively readily at 300 K; at this 
temperature, the favored transition from B to A possesses a rate constant of 
approximately 107 s-1, corresponding to a mean transition time of 100 ns. 
Transitions to and from C are far slower, requiring times in the millisecond range 
at 300 K, which is likely to be out of reach of most standard MD simulations, and 
 
Figure 6-8. Variation of the rate constants with temperature for the transition paths between 
structures A, B and C as shown in Figure 6-6. 
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in the microseconds at 450 K. The narrowing gap between the forward and 
backward reactions for A↔B and A↔C with increasing temperature indicate that 
alternate structures to the global minimum A may be found in greater quantities at 
higher temperature. The B↔C transition does not follow this trend: the rate 
constants are approximately equal at 250 K, and the transition from C to B is 
favored thereafter; this likely arises due to structure B’s entropic favorability 
overcoming its marginally higher PE with increasing temperature. In practice, it 
can be concluded that, due to the prevalence of A, the A↔B and A↔C transitions 
would dominate at all the surveyed temperatures. It should be noted that these rate 
constants consider only the single most favored path and ignore other less 
significant paths that would nonetheless contribute to the dynamics of the system. 
6.4 Conclusions 
The conformations and energy landscapes of two zwitterionic met-enkephalin 
molecules at a gas/graphite interface were investigated using ELM. It was found 
that the system favors structures where the two peptides lie antiparallel on the 
surface with the backbones in close proximity and interacting through hydrogen 
bonds. Major conformations are distinguished by the orientation of the Met5 
sidechains to the surface, and the functional groups to which the N-termini 
hydrogen-bond. Although these constitute only minor structural changes, the 
geometry of the system, involving two molecules in close proximity and the 
presence of a rigid surface, makes transitions between them relatively difficult and 
complex, occurring up to the millisecond range at 300 K in some cases. Both the 
specific conformations taken by two adsorbed met-enkephalin molecules, and the 
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ease of transitions between them, differed appreciably from a prior study of a 
single adsorbed met-enkephalin molecule at the gas/graphite interface (Ross-
Naylor et al., 2020). This has significant implications for studies of peptide 
adsorption: it is evident that results obtained from studies of a single adsorbed 
molecule will be of limited applicability to adsorption in systems that are not 
dilute. 
The present work characterized a system similar to those benchmarked in prior 
studies (Mijajlovic et al., 2011, Ross-Naylor et al., 2020). Future applications of 
ELM to multiple adsorbed peptides may consider peptides with aggregation 
properties, such as beta-sheet and helix formers. In general, however, further work 
is needed to validate and improve the applicability of ELM to biomolecule-surface 
interactions. Since the computational feasibility of ELM depends significantly on 
the number of degrees of freedom (Wales, 2003), modeling macromolecules such 
as proteins and simulating aqueous environments using explicit solvent presents 
difficulties. Efforts are ongoing to produce all-atom force fields compatible with 
liquid/solid interfacial systems (Walsh, 2017) and reliable coarse-grained models 
for proteins (Ramakrishnan et al., 2017). Finally, while the present work 
investigating the adsorption of two molecules on a surface represents a step 
towards modeling bulk adsorption, greater insights would be achieved by 
considering a larger number of molecules, and the development of a generalized 





Energy landscape mapping was applied to a variety of peptide adsorption systems. 
In chapter 4, the conformational switches of polyalanine at a solid surface were 
studied as a function of the strength of the surface interaction: the first application 
of ELM to the adsorption of a biomolecule. The key outcomes achieved were 
comparable to the results obtained in prior work on the same system (Mijajlovic 
and Biggs, 2007). The work also elucidated in detail the transition between the 
310- and 27-helix conformations of polyalanine, which occurs too slowly to be 
elucidated by widely used molecular dynamics methods. 
Chapter 5 detailed the study of met-enkephalin at a gas/graphite interface using 
both ELM and replica exchange molecular dynamics. Considerable agreement 
was observed between the results of the two methodologies, including the major 
adsorbed conformations of the peptide, and their relative residence probabilities. 
ELM also further elucidated the energy barriers between these conformations, 
revealing a significant degree of frustration in the energy landscapes, and 
effectively describing relationships between conformations that could not be 
determined analytically or through the use of order parameters. 
In chapter 6, adsorption of two met-enkephalin molecules with charged termini at 
a gas/graphite interface were studied. The major conformations were identified, 
along with a common motif of the peptides lying antiparallel on the surface. 
Transition mechanisms and rates between these conformations were elucidated, 
and it was noted that distinct adsorbed structures could not be distinguished by 
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standard order parameters, which serves as a cautionary note for future studies of 
multiple adsorbed peptides, which are of far wider practical interest compared to 
the now common single-molecule studies. 
Although the peptides studied, polyalanine and met-enkephalin, were largely 
chosen as model peptides due to connections with past work and their ubiquity in 
literature, both have practical applications and relevance that is worth discussing 
here. Trinucleotide expansion mutation in humans can cause the generation of 
long polyalanine stretches in proteins, which are thought to be responsible for 
several diseases (Albrecht and Mundlos, 2005, Polling et al., 2015). The helix-
forming tendency of polyalanine has also been exploited in the creation of 
biosensors (Akbulut et al., 2014) and antimicrobial peptides (Cardoso et al., 
2016). Met-enkephalin, meanwhile, is a human neuropeptide with opioid function 
(Hughes et al., 1975); in biological applications it is often known as opioid growth 
factor (Rogosnitzky et al., 2013). Met-enkephalin has been noted as a promising 
avenue for the treatment of multiple cancers (Rogosnitzky et al., 2013, 
McLaughlin and Zagon, 2014, Zagon and McLaughlin, 2014, Wang et al., 2017), 
and delivery via nanoparticles could provide a way forward for such treatment in 
practice (Szweda et al., 2016). An understanding of the adsorption behaviour of 
met-enkephalin may, thus, be of assistance in determining more effective means 
of delivery. 
As outlined in the Introduction, peptide adsorption is of widespread relevance in 
the fields of biology, nanotechnology and biomedicine, and numerous 
experimental and simulation studies of peptide/surface assemblies have been 
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conducted. The work here introduces a new means of studying such systems that 
is particularly suited to investigating the behaviour of adsorbed peptides over 
longer timescales that are of biological relevance, including in the non-dilute 
phase, and thus would provide complementary information about these 
assemblies. The studies conducted here operate on relatively simple peptides and 
utilise idealised assumptions, such as the absence of solvent and a continuous 
surface model. As such, the application of these methods to biomolecules of 
greater relevance, incorporating the effect of solvent and using more realistic 
surface models, constitutes a logical next step. General studies of peptide/surface 
interactions may also elucidate common motifs of adsorption properties in 
peptides, enabling the design of surface-functional peptides, which is a current 
topic of interest (Costa et al., 2015, Schwaminger et al., 2018). Finally, studies of 
peptide adsorption may be used as a model for, or extended to, protein adsorption 
processes, such as the formation of the protein corona on nanoparticles (Docter et 
al., 2015). 
Further work on ELM and other associated methodologies is necessary if it is to 
be used to study peptide adsorption more widely. The greatest challenge at present 
is the inability for ELM to realistically incorporate explicit solvent models, which 
are the most accurate means of incorporating the effect of solvents under any 
circumstances, but particularly so for peptide adsorption in the most general case 
(Walsh, 2017). Implicit solvent approaches are computationally more feasible in 
the ELM context and do exist for peptide/protein adsorption. They are, however, 
far less well developed, particularly for non-hydrophobic surfaces. Further work 
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on investigating their implementation for ELM of peptide adsorption is, thus, 
needed. Force fields optimised for peptide/solid interactions have advanced 
significantly over the last decade (Martin et al., 2016), but further development 
and validation of these force fields for a variety of processes would be desirable. 
Meanwhile, a challenge encountered in the studies conducted here was the 
computational viability of mapping the landscape sufficiently so as to yield 
meaningful and reliable results. The presence of the surface introduced a high 
degree of complexity to the potential energy surface, and it is presumed that 
studies of larger molecules, or larger numbers of molecules necessary for the 
study of true bulk adsorption, would result in further scale-up. Methodologies for 
efficiently sampling areas of the potential energy surface that are most critical to 
the system’s behaviour and properties are discussed and implemented in the 
present studies, but further development of such methodologies is desirable. 
Another possible source of improved computational efficiency lies in the 
algorithms for locating minima and, in particular, saddle points. As noted in the 
Literature Review, these algorithms are rarely directly compared or systematically 
optimised, and a more in-depth study of these methods may yield long-term 




Appendix A: Supporting Information for Chapter 4 
A.1 Discrete Path Sampling Procedure 
 
Figure A-1. Flow chart for the procedure described in Section 2.2 for expanding stationary point 
databases and finding the switching pathway. 
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A.2 Algorithms and Schemes Used 
This section gives a brief summary of each of the mathematical algorithms and 
selection schemes used in the study as outlined in Section 4.2.2. References for 
each algorithm and scheme are given where available and should be consulted if 
greater detail is desired. 
Limited-memory Broyden–Fletcher–Goldfarb–Shanno (LBFGS) algorithm 
(Liu and Nocedal, 1989): An algorithm for the local minimization of a 
multivariable function, designed for optimal efficiency when used on functions 
with a very large number of variables. 
Doubly nudged elastic band (DNEB) method (Trygubenko and Wales, 2004): 
An algorithm for estimating the minimum-energy path between a selected pair of 
minima and finding approximate locations for saddle points. A number of 
‘images’ (intervening points) are placed between the endpoint minima, 
equidistantly in a straight line, and a harmonic spring potential is applied to each 
image in addition to the actual potential energy. The gradient of this combined 
potential, with modifications for computational stability, is then minimized using 
the LBFGS algorithm. This causes the chain of images to approximate the 
minimum energy path, provided the original linear assumption is good enough. 
Images with a higher potential energy than the preceding or following image are 




Eigenvector following (Munro and Wales, 1999): An algorithm for precisely 
locating a saddle point by iteratively moving from a given starting point. On each 
iteration, an ‘uphill’ step is taken followed by minimization (using the LBFGS 
algorithm) in the space perpendicular to this uphill step. 
CONNUSERMIN selection scheme: A scheme for selecting pairs of minima to 
be used as starting points for saddle point searches. CONNUSERMIN operates 
using a set of minima input by the user, and selects pairs of known minima that 
include at least one of these user-specified minima, in order of increasing 
Euclidean separation between the pair. We used this scheme to cross-check 
transition paths between the same structures at different surface energies. The 
minima on the putative pathway for one surface energy usually corresponded to 
local minima at the others, but these minima might not yet be known or be in an 
undersampled area of configurational space. Inputting these corresponding 
minima for use in this scheme ensured that any difference in the transition paths 
were genuine and not the result of undersampling. 
DIJINIT selection scheme (Carr et al., 2005): A scheme for selecting pairs of 
minima to be used as starting points for saddle point searches. DIJINIT attempts 
to build a path of connected minima and saddle points between two specified 
minima on the surface. Based on the minima and saddle points already known, an 
ideal path with ‘gaps’ where further minima and saddle points might be is 
constructed, and the scheme selects pairs of minima on either side of these gaps. 
The scheme concludes when there are no more gaps; that is, a connected path 
between the desired minima has been constructed. 
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DIJPAIR selection scheme (Strodel et al., 2007): A scheme for selecting pairs 
of minima to be used as starting points for saddle point searches. DIJPAIR 
calculates optimal pathways between one of the endpoint minima and every other 
connected minimum, and selects pairs of minima separated by the highest saddle 
points. The purpose of this scheme is to free ‘trapped’ minima that might be on 
the true fastest pathway, but are currently not being considered because the only 
known connected saddle points are too high. 
NEWCONNECTIONS selection scheme: A scheme for selecting minima to be 
used as starting points for saddle point searches. This is distinct from other 
selection schemes in that only a single minimum is chosen; a random perturbation 
is applied and eigenvector following is then used to find a saddle point. Because 
the DNEB method is skipped, saddle points may be found more quickly using 
NEWCONNECTIONS, but the saddle points found are less likely to be of 
consequence to the minimum energy pathway compared to other schemes. The 
minima chosen to be perturbed are left to the user’s discretion. In this study, we 
applied this scheme iteratively to minima below the energy barrier of the putative 
pathway, and ensured the perturbation applied was small so as to maximize the 
chance of finding a saddle point near the original minimum in configurational 
space. This allowed us to find ‘missing’ saddles that had not been found by other 
schemes. 
SHORTCUT selection scheme (Carr and Wales, 2005): A scheme for selecting 
pairs of minima to be used as starting points for saddle point searches. 
SHORTCUT operates on the current putative pathway between the endpoint 
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minima, and selects pairs of minima on the pathway that are separated by at least 
𝑛 saddle points, in order of increasing Euclidean separation between the pair. This 
scheme thus attempts to find ‘shortcuts’ on the path, cutting down the overall 
number of stationary points. We used 𝑛 = 1, thus attempting every pair on the 
path. 
UNTRAP selection scheme (Strodel et al., 2007): A scheme for selecting pairs 
of minima to be used as starting points for saddle point searches. UNTRAP 
calculates the energy barriers between one of the endpoint minima and every other 
connected minimum within a given threshold energy of the endpoint minimum, 
and selects the minima separated by the saddle point responsible for the highest 
energy barrier. UNTRAP serves the same purpose as the DIJPAIR scheme, but 
uses energy barrier height instead of pathway analysis. We chose 5.0 kcal/mol as 
the threshold, as we found that too great a threshold led to too many minima being 
included, which caused the scheme to run inefficiently. 
KSHORTESTPATHS algorithm (Carr and Wales, 2008): An algorithm for 
computing the 𝑛 paths with the greatest contribution to the steady-state rate 
constant. We thus used KSHORTESTPATHS to try to ensure the path with the 
best rate constant was found, by finding a very large number of paths (𝑛 = 104) 
and applying an energy threshold above which all saddle points were not 
considered, successively lowering it until no paths were available. 
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A.3 Development of Preferred Paths 
 
Figure A-2. Variation of the rate constant of the preferred transition pathway with the number of 
discovered minima for (a) the α→310 transition at 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.0, 0.1 and 0.2 and (b) the 310→27 
transition at 𝐸𝑠 𝐸𝐴𝑢⁄ = 4.2, 4.4 and 4.6. The rate constants are calculated at a temperature of 
𝑘𝐵𝑇 = 0.3 kcal/mol. 
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A.4 Additional Disconnectivity Graphs 
 
Figure A-3. Disconnectivity graphs showing the lowest minima found for 10-alanine at surface 
energy ratios of: (a) 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.2, (b) 𝐸𝑠 𝐸𝐴𝑢⁄ = 4.2 and (c) 𝐸𝑠 𝐸𝐴𝑢⁄ = 4.6. The minima 




A.5 Additional Transition Pathways 
 
Figure A-4. Variation of the potential energy along the transition pathway between the α-helix 
(magenta) and 310-helix (blue) at 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.0, and images of selected structures along the path, 
viewed from above the surface. The reference potential energy is that of the minimum-energy α-
helix adsorbed on the surface. The path distance is the minimized Euclidean distance between 







Figure A-5. Variation of the potential energy along the transition pathway between the α-helix 
(magenta) and 310-helix (blue) at 𝐸𝑠 𝐸𝐴𝑢⁄ = 0.2, and images of selected structures along the path, 
viewed from above the surface. The reference potential energy is that of the minimum-energy α-
helix adsorbed on the surface. The path distance is the minimized Euclidean distance between 







Figure A-6. Variation of the potential energy along the transition pathway between the 310-helix 
(blue) and 27-helix (cyan) at 𝐸𝑠 𝐸𝐴𝑢⁄ = 4.2, and images of selected structures along the path, 
viewed from above the surface. The reference potential energy is that of the minimum-energy 310-
helix adsorbed on the surface. The path distance is the minimized Euclidean distance between 





Figure A-7. Variation of the potential energy along the transition pathway between the 310-helix 
(blue) and 27-helix (cyan) at 𝐸𝑠 𝐸𝐴𝑢⁄ = 4.6, and images of selected structures along the path, 
viewed from above the surface. The reference potential energy is that of the minimum-energy 310-
helix adsorbed on the surface. The path distance is the minimized Euclidean distance between 
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