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The ab initio Korringa-Kohn-Rostoker method combined with the coherent potential approximation (CPA)
was employed to investigate the electronic, magnetic, and transport properties of medium-entropy face-centered-
cubic (fcc) NiCoMn solid solution alloys. By comparing the CPA electronic structure with that from supercell
calculations, we uncovered an unconventional CPA ground state, which correctly distinguishes two equally
populated Mn CPA components—with large spin moments but opposite orientations. Using the spin spiral
calculations, we further demonstrated that this ground state is most energetically favorable in the presence of
spin noncollinearity, and no significant longitudinal spin fluctuation is observed, justifying the applicability of
the Heisenberg model. The finite-temperature magnetism was further studied using different approximations
based on the Heisenberg model, and we found the Mn moments to be fully disordered at low temperature due
to a small net effective Weiss field on Mn. In addition, the magnetic effect on the electron scattering at finite
temperatures was evaluated and compared with other scattering mechanisms. Since the magnetization-induced
electron scattering is almost saturated in the ground state, (full) spin disorder only yields a small addition
to the resistivity, whereas the thermal displacements increase it modestly. Finally, we elucidate the role of
hydrostatic pressure on the magnetic and transport properties. These findings reflect the importance of the
magnetic signatures on the physical properties of alloys, and they provide a window into magnetism-controlled
electronic structure and energy dissipation.
DOI: 10.1103/PhysRevMaterials.3.014411
I. INTRODUCTION
In a general N -component concentrated solid-solution
alloy (CSA), the configurational entropy is maximal at
equiatomic concentration and increases with the number of
alloying elements N . When N  5, Yeh et al. [1] argued that
the contribution from the configurational entropy to the Gibbs
free energy may be dominant, thereby facilitating the forma-
tion of highly stable, single-phase disordered solid solution
alloys, of which high entropy alloys (HEAs) are exemplars
[2]. Following the synthesis of the first HEA (NiFeCoCrMn)
by Cantor et al. [3], Wu et al. [4] demonstrated that by
taking combinations of this alloy’s 3d transition-metal ele-
ments, supplemented by Pd, it is possible to obtain a series
of two-, three-, four-, and five-component equiatomic alloys
(NiCo, NiFe, NiPd, NiFeCo, NiCoCr, NiCoMn, NiCoCrMn,
NiFeCoCr, NiFeCoMn, NiFeCoCrMn, and NiFeCoCrPd) that
all crystallize as a single-phase face-centered-cubic (fcc) solid
solution alloy. Hereafter, this set of Ni-based fcc alloys will
be referred to as Cantor-Wu alloys. Since the discovery of
HEAs, many exceptional and unusual properties—mechanical
[5,6], radiation response [7,8], transport [9–11], and magnetic
properties [10,12]—have been reported for alloys having a
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variety of crystal structures, including fcc [4], body-centered-
cubic (bcc) [13], and hexagonal-closed-packed (hcp) [14].
In disordered alloys composed of midperiod 3d transition-
metal elements, magnetism is well known to play an important
role in determining their properties. First, magnetic entropy
makes a substantial contribution to the Gibbs free energy,
thereby affecting thermodynamic phase-stability-related phe-
nomena, such as order-disorder [15], and structural phase
transitions, e.g., fcc-hcp transitions that are controlled by the
stacking fault energies [16,17]. In addition, magnetism can
have a large impact on other properties, including mechani-
cal properties [18,19], electronic [20] and thermal transport
[9,21], and thermal expansion, such as the Invar effect in iron-
nickel alloys [22], and it also holds promise for functional
applications, such as giant spin-orbit torque [23]. However,
unlike mechanical properties that have been explored exten-
sively, studies of magnetic properties and the influence of
magnetism on other derived properties of CSAs and HEAs
remain scarce and deserve further investigation.
In this work, we study the magnetic properties of the
medium-entropy CSA NiCoMn, which can be regarded
as a prototype of many Mn-containing Cantor-Wu alloys
(NiCoMn, NiFeCoMn, NiCoCrMn, and NiFeCoCrMn), sev-
eral of which exhibit complex magnetic properties, such as a
spin-glass state [12], frustrated Mn moments [18], longitudi-
nal spin fluctuations (LSF) [19], and low critical temperature
(Tc) [10]. Interestingly, alloying NiCoMn with Fe to form
a NiFeCoMn solid solution gives unremarkable mechanical
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properties [24,25], while supplementing NiCoMn with Cr
yields an excellent combination of strength and ductility [5].
In addition, it has been suggested that the occurrence of
frustrated Mn moments [18] can eliminate the fcc-hcp energy
difference, and thereby directly impact the fcc-hcp phase tran-
sition and resulting mechanical properties. Therefore, a deep
understanding of magnetism in the NiCoMn alloy is a pre-
requisite for understanding other properties of Mn-containing
Cantor-Wu alloys.
Interestingly, the two most prevalent ab initio theories of
disordered alloys—the supercell method [26] and the coherent
potential approximation (CPA) [27]—contradict each other
regarding the magnetic ground state of some Mn-containing
Cantor-Wu alloys. On the one hand, supercell calculations
found two (approximately equally populated) groups of Mn
atoms, each with sizable local moments but having opposite
spin orientations [18,20]. On the other hand, conventional
single-site CPA calculations yield only one type of Mn atom,
all having low spin moments (hereafter called the one-Mn
model). Interestingly, this lattice CPA approach has been
employed to study the stacking fault energies [28], magnetic
transition temperatures [29], longitudinal spin fluctuations,
and the impact of magnetism on the mechanical proper-
ties of NiFeCoCrMn alloys [19]. These interesting results
notwithstanding, the fact that supercell and CPA calculations
produce such divergent magnetic structures calls into ques-
tion the validity of the results using the conventional CPA
approach.
Here we employed a two-Mn model using CPA that
distinguishes two types of Mn species—with opposite spin
orientations but equal concentration. A similar approach has
been applied to NiMn alloys by Akai et al. [30]. We showed
that this approach successfully recovers both antiparallel spin
alignments and large Mn moments found in supercell calcu-
lations [20]. Furthermore, it is found that the two-Mn model
is energetically favorable to the conventional one-Mn model
[20]. Given that CPA methodology is specifically designed to
describe the configurational averaged physical observable in
the thermodynamic limit, it is desirable to justify the two-Mn
model obtained from CPA by comparing the electronic struc-
ture and magnetism with supercell calculations. In addition,
using a suitable model Hamiltonian to study the spin ther-
modynamics based on the ground-state two-Mn model, we
can further elucidate magnetic properties at finite temperature
and pressure, and assess the effect of magnetism on electronic
transport properties.
The paper is organized as follows: computational details
are described in Sec. II. Then, the electronic structure cal-
culations for the ground magnetic state are presented in
Sec. III A. Spin spiral calculations are performed in Sec. III C
to sample the spin noncollinear configurations and to ver-
ify the validity of mapping magnetic interactions onto a
Heisenberg Hamiltonian. The isotropic exchange parameters
within the Heisenberg model are calculated in Sec. III B,
based on which thermodynamic simulations are performed
in Sec. III D. The finite-temperature transport properties are
explored with the temperature-dependent spin disorder, and
temperature-dependent atomic displacement is considered in
Sec III E. In Sec. III F, the magnetism and residual resistivity
are calculated as a function of hydrostatic pressures.
II. METHODOLOGY
A. Computational details
Two different methods have been used to perform first-
principles calculations for alloys: the supercell method and
the Korringa-Kohn-Rostoker Green’s function method [31,32]
combined with CPA [27] (hereafter called KKR-CPA).
The supercell calculations were carried out using the pro-
jector augmented wave method (PAW) [33] as implemented
in the Vienna Ab Initio Simulation Package (VASP) [34,35].
To mimic the disordered local environment, we constructed
several conventional cubic special quasirandom structures
(SQSs) [26] with 108 atoms included. We used a kinetic
energy cutoff of 400 eV for the plane-wave expansion and
a -centered Monkhorst-Pack grid [36] for the Brillouin
zone (BZ) integration. The ionic coordinates were relaxed
while keeping the cubic cell shape and volume fixed at the
experimental value for NiCoMn alloys, with lattice parameter
a = 3.60 Å [9]. To give an accurate prediction of atomic dis-
placements, the generalized gradient approximation (GGA)
parametrized by Perdew, Burke, and Ernzerhof (PBE) [37]
was used for the exchange and correlation. Employing the
optimized structure, the electronic structure and magnetic
properties were further calculated using the local density
approximation (LDA). Methfessel-Paxton smearing of 0.1 eV
and a -centered 3×3×3 (4×4×4) k-point mesh were used
for ionic relaxation [density of states (DOS) calculations]
within the 108-atom SQS cell. A spin collinear configuration
was assumed.
The KKR-CPA method as implemented in the Munich
SPR-KKR package [38] was used to calculate the effect of
disorder on the electronic structure and resistivity. Consistent
with the supercell electronic structure calculations, the LDA
has been employed for the exchange and correlation, and
the experimental lattice parameter was adopted. The potential
is described within the atomic sphere approximation (ASA).
The angular momentum expansion of the Green’s function
employed a cutoff of lmax = 4.
Employing the self-consistent Green’s function, the con-
ductivity tensor is calculated by using the linear-response
Kubo-Greenwood formula [39,40] with the configurational
averaged state described within the CPA [41]:
σμν = h¯
πN
Tr
〈
jμα ImG
+(EF )jνβ ImG+(EF )
〉
, (1)
where jμα denotes the μ-component of the current density
operator j for species α with concentration cα , and G+(EF ) is
the retarded Green’s function at the Fermi energy. To study the
effect of displacement scattering and spin disorder on ρ0, we
used the so-called alloy analogy model (AAM) to calculate
the configurational average over a discrete set of species-
resolved atomic displacements and local moment orientations
[42]. Two types of atomic displacements are distinguished:
static atomic displacements (denoted as u0), arising from the
local atomic relaxation, and thermal atomic displacements
[denoted as u(T )], arising from the thermally induced lattice
vibrations. The former were calculated from the structurally
optimized supercell, while the latter were estimated from
the temperature-dependent root-mean-square displacements
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calculated using the Debye model (see Ref. [42] for details).
The u0 and u(T ) are assumed to be additive.
B. Magnetism
To evaluate the equilibrium spin configuration in the
NiCoMn alloy, the classical Heisenberg model is used, with
the following form of the Hamiltonian:
ˆH = −
μ,ν∑
i,j
cμcνJ
μ,ν
i,j e
μ
i · eνj . (2)
Here the vectors eμi represent the normalized spin moments
(or reduced moments) on site i occupied by species μ, cμ
is the concentration of species μ, and Jμ,νi,j are the exchange
parameters between site i (occupied by species μ) and site j
(occupied by species ν). The parameters Jμ,νi,j are calculated
using the so-called Lichtenstein formula [43] as implemented
in SPR-KKR. The summation over atomic species (μ, ν),
randomly distributed over lattice sites, is weighted with their
respective concentrations (cμ, cν). As defined here, positive
(negative) exchange parameters favor ferromagnetic (antifer-
romagnetic) spin alignments. We note that in Eq. (2), the
exchange parameters account for the interatomic exchange
interactions scaled with the size of the magnetic moments of
the interacting atoms.
C. Thermodynamics
The finite-temperature magnetic properties are investigated
using classical mean-field theory, the classical pair clus-
ter approximation, and classical Monte Carlo simulations.
The mean-field approximation is expected to be reasonable
due to the large coordination number for the nearest spin
interactions—12 within the first fcc coordination shell. More-
over, Monte Carlo simulation is also employed to estimate
the correlation effect. A rigid spin approximation was used
to treat magnetic moments of 3d transition-metal ions, which
are considered as classical vectors.
The magnetization at finite temperature can be described
within classical mean-field theory by the solution of the matrix
equation:
〈eˆz〉 = L(β ˆheff ), (3)
eˆz is the matrix for reduced moments (projected to the quan-
tization axis z), which is a column vector whose components
are the z component of the reduced moment on each species
μ, e
μ
z . 〈· · · 〉 represents the thermodynamics average over the
spin orientations at all sites. L(x) is the Langevin function,
whose argument x = βheff is the distribution function for the
spin orientation at a certain temperature T . β is 1
kBT
, where kB
is the Boltzmann constant, and ˆheff is the effective Weiss field
matrix with argument hμeff for species μ. Specifically, h
μ
eff =∑
ν cν
∑
j J
μ,ν
i,j 〈(eνj )z〉. The critical temperature corresponds
to the vanishing of 〈eμz 〉 for all species μ.
In addition, two techniques that allow us to incorporate
spin correlations beyond the single-site approximation—the
cluster variation method (CVM) [44,45] and Monte Carlo
simulation—have been employed. The CVM was used
to calculate the thermodynamic quantities in alloys. The
traditional approach—the mean-field approximation
(MFA)—usually overestimates the critical temperature
and fails to predict stability of the correct phase. This
failure is caused by the presence of strong nearest-neighbor
interactions and, as a result, strong interatomic correlations
that are neglected in MFA. To incorporate the correlation
effect, cluster techniques are used. In these techniques, the
interactions within the maximal size cluster and its subclusters
are incorporated exactly, while the interactions of the cluster
with the rest of the system are described through the effective
field. The two mostly popular cluster methods are the cluster
variation and cluster field methods (CVM [44,45] and CFM
[46], respectively). Both methods are equivalent to each other
in the case of the pair cluster approximation. Our calculation
of the critical temperature of the Heisenberg model was
executed using pair clusters CFM [47].
Parallel tempering Monte Carlo simulations [48,49] are
also employed to obtain the finite-temperature magnetic state.
The Heisenberg Hamiltonian ˆH = −∑μ,νi,j J μ,νi,j eμi · eνj is em-
ployed for a finite-size cell, with the spins randomly dis-
tributed according to the concentration. A swap trial is per-
formed with a METROPOLIS-like probability that satisfies the
detailed balance condition. The transition probability from a
configuration Xm simulated at temperature Tm to a configura-
tion Xn simulated at temperature Tn is
W (Xm, Tm|Xn, Tn) = min[1, exp(−)], (4)
 = (1/kBTn − 1/kBTm)( ˆHm − ˆHn). (5)
To take into account the effect of the critical slowing down
near the phase transition, we also apply the Wolff cluster
update algorithm [50]. Given a randomly chosen direction
nˆ, spins are iteratively added to the flipping cluster with
probability
p = 1 − exp
{
min
[
0,
2Jij
kBT
(nˆ · ei )(nˆ · ej )
]}
, (6)
and then the cluster of spins is flipped with respect to the
hyperplane orthogonal to nˆ. Therefore, a typical Monte Carlo
step consists of a single spin flip trial for every spin, a cluster
update for the whole system, and a replica swapping trial
between neighboring temperatures.
III. RESULTS AND DISCUSSIONS
A. Electronic structure
A previous CPA study [20] found multiple magnetic states
of NiCoMn that are close in total energy. Different magnetic
states are distinguished depending on the spin orientation of
the Mn local moment. Specifically, a state with all Mn spins
parallel (antiparallel) with the Co spins was found, and is
denoted as the FM (AFM) state, with only one type of Mn spin
in either case. Alternatively, it has been demonstrated that the
magnetic ground state corresponds to a state that distinguishes
two types of Mn moments (Mn↑ and Mn↓) with roughly
equal populations but opposite spin orientations [20]. This is
analogous to the so-called disordered local moment (DLM)
state [51], with the local moment disorder only applied to Mn.
For brevity, this ground state is denoted as the DLM-Mn state.
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FIG. 1. Total energy (meV/site) as a function of cMn↑/
(cMn↑ + cMn↓ ). The zero energy corresponds to the energy of
the AFM state. The black arrow labels the energy minimum at
cMn↑/(cMn↑ + cMn↓ ) = 0.51.
Using the binary pseudoalloy approximation with uncompen-
sated collinear “up” and “down” Mn moments [30], i.e., un-
compensated DLM, Fig. 1 illustrates the total energy change
as a function of the relative ratio of Mn↑ to the total Mn,
defined as cMn↑/(cMn↑ + cMn↓ ), where cMn↑ and cMn↓ are the
concentrations of Mn↑ and Mn↓, respectively. cMn↑/(cMn↑ +
cMn↓ ) = 0, 0.5, 1 correspond to the AFM, the DLM-Mn, and
the FM states, respectively. As seen from Fig. 1, the energy
minimum of NiCoMn at cMn↑/(cMn↑ + cMn↓ ) = 0.51 occurs
around the DLM-Mn state, thus we simply regard the DLM-
Mn state as the ground state. Since both the AFM and the FM
states have higher energies than the DLM-Mn ground state
and the AFM state is slightly more energetically favorable
than the FM state, we restrict ourselves to the comparison of
the AFM state and the DLM-Mn state.
Besides the different spin orientations, different magnetic
states obtained from KKR-CPA also possess distinct magni-
tudes of the local moments, particularly for Mn. For instance,
a Mn moment as large as 2.20μB is found in the DLM-Mn
state while the local moment on Mn in the AFM state is
only 0.75μB . To verify the magnetic features (orientation
and magnitude of the local moments) obtained from CPA,
supercell spin collinear calculations were performed as a
benchmark. Similar to the DLM-Mn state, the supercell cal-
culation distinguishes two types of Mn local moments, with
large local moment magnitude but opposite spin orientations:
∼50% Mn↑ and ∼50% Mn↓. This feature is insensitive to the
choice of exchange-correlation functional (LDA or GGA).
We further compare the electronic structure from the su-
percell method and the CPA to validate the KKR-CPA ground
state. Figure 2 illustrates the total density of state (DOS) and
species-resolved partial DOS (pDOS) using both the supercell
(black lines) and CPA methods. Two CPA solutions—DLM-
Mn state (blue lines) and AFM state (green lines)—are con-
sidered here. Figure 2(a) compares the total DOS. Notably, be-
cause the CPA directly provides the configurational averaged
DOS, the fine structure of DOS as in the supercell calculations
is washed out. In addition, the total DOS of the DLM-Mn state
FIG. 2. (a) Total DOS (states/eV/site) and (b)–(f) species-
resolved partial DOS (states/eV/site) of NiCoMn random alloy
using the supercell method (black lines) and the CPA method that
produces two states: the DLM-Mn state (blue lines) and the AFM
state (green lines). In the supercell method, the black lines corre-
spond to the averaged DOS in each case while their colored smearing
of the partial DOS gives the standard deviation of the partial DOS at
each energy point. This is obtained from sampling the partial DOS
of all atoms with the same species in the supercell. (d), (e) Mn↑ and
Mn↓ distinguish Mn with up spins and down spins, respectively. (f)
Averaged Mn partial DOS from supercell method (black lines) and
from the AFM state in CPA (green lines). All DOS plots are rescaled
per atom, and the Fermi level (dashed green line) is shifted to zero
energy.
is consistent with the corresponding density of state obtained
from the supercell calculation, while the AFM state displays
enhanced DOS around the Fermi energy, and in particular, a
shallow peak in the minority-spin channel shows up just above
the Fermi energy.
As for the species-resolved pDOS, Figs. 2(b) and 2(c)
shows pDOS of 3d states for Ni and Co species. The black
line indicates the averaged DOS obtained from the supercell
calculation, and the colored smearing—quantified by the stan-
dard deviation of the DOS at each energy point—encapsulates
the fluctuations of the density of states at different Ni (Co)
sites due to the different chemical environment of each site
and local atomic relaxations that result from it. Both CPA
solutions show pDOS of Ni and Co consistent with the su-
percell method. The on-site exchange splitting on Ni—with
nearly filled 3d bands—is small as is the Ni moment. On the
contrary, having one less valence electron, the on-site Hund’s
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FIG. 3. The intraspecies (a) and interspecies (b) exchange pa-
rameters (Jα) as a function of bond length (for a certain αth
nearest-neighboring shell) in random alloy NiCoMn in the following
multiple states: FM state, AFM state, DLM state, and DLM-Mn state.
In the DLM-Mn state and DLM state, only the interactions centered
around a spin-up Mn atom are shown.
exchange is stronger in Co, therefore producing a more sizable
Co moment (∼1μB ).
As was shown in a previous study [20], the Mn mo-
ments fall into two categories: large positive (Mn↑) and large
negative (Mn↓). In addition, the local moment distributions
of each species in the NiCoMn supercell have only modest
fluctuations: the half-width at half-maximum (HWHM) of
the species-resolved moment distributions are ∼0.3μB for
Ni, ∼0.4μB for Co, ∼0.5μB for Mn↓, ∼ 0.6μB for Mn↑.
In Figs. 2(d) and 2(e), both averaged pDOS of Mn↑ and
Mn↓ from the supercell method are compared with that in
the DLM-Mn state. Again, the DLM-Mn state agrees with
the supercell calculation and captures the important magnetic
signature: large Mn local moments but opposite Mn spin
orientations. Unlike the single-site CPA, the supercell calcu-
lation includes the effect of the local atomic displacements.
The agreement of the DOS between the supercell and CPA
methods suggests that the local atomic displacements in the
NiCoMn alloy have a very minor effect on the averaged DOS.
In contrast, Fig. 2(f) shows that the averaged Mn pDOS
of the AFM state is not consistent with the supercell method,
particularly the DOS at the Fermi energy. A large Mn pDOS
at the Fermi energy in the AFM state is observed, suggesting
a Stoner’s instability toward the formation of a larger Mn
moment rather than the 0.8μB that actually is found in the
AFM state.
In summary, the single-site CPA approach, which assumes
only one type of Mn atoms, gives an inconsistent prediction of
the local moments and electronic structure, as compared with
the supercell calculation. In addition, it may also suffer from
magnetic instability due to interatomic exchange interactions.
This issue is discussed in the following two subsections.
B. Heisenberg exchange interactions
The isotropic exchange parameters are calculated for dif-
ferent magnetic states: FM, AFM, DLM, DLM-Mn, as defined
previously. Figures 3(a) and 3(b) illustrate the calculated
intraspecies (between the same species type) and interspecies
(between different species types) exchange interactions as a
function of interatomic distance (scaled by the lattice param-
eter). Here we use Jα to denote the exchange parameters
characterizing interactions within the αth nearest atomic shell.
As expected, Jα display long-range RKKY-like oscillations—
between positive (ferromagnetic coupling) or negative (anti-
ferromagnetic coupling) values—and decrease with increas-
ing distance. The Jα become negligibly small beyond the
seventh-nearest-neighbor shell. We note that since the Ni
moment collapses in the DLM state, the corresponding inter-
and/or intraspecies exchange couplings vanish accordingly.
It is found that the intraspecies exchange interactions
are predominately determined by the first-nearest-neighbor
exchange interactions: Co-Co and Ni-Ni exchange interac-
tions are ferromagnetic, whereas the Mn-Mn interactions
are antiferromagnetic regardless of different magnetic states.
While the JCo-Co1 , JNi-Ni1 are only modestly modified by
different magnetic states, the JMn-Mn1 is found to be sen-
sitive to the specific magnetic states. In particular, while
JMn-Mn1 (AFM) ∼ JMn-Mn1 (FM) and JMn-Mn1 (DLM) ∼ JMn-Mn1
(DLM-Mn), JMn-Mn1 (DLM-Mn) is one order of magnitude
greater than JMn-Mn1 (AFM).
As for the interspecies exchange coupling, the Ni-Co in-
teractions are dominated by the nearest-neighbor interaction
(J1) that favors ferromagnetic coupling. This is also true for
Ni-Mn interactions. As for Co-Mn interactions, J2 becomes
dominant and the sign of Jα become more sensitive to the
specific magnetic states.
It is worth noting that the exchange parameters between
different species at different sites can fluctuate due to different
disordered local environments, variation of the bond length
due to the local relaxation, and the fluctuation of the size of the
moments for each species [52]. Even though the moment size
fluctuations turn out to be mild for each species, which may
suggest relatively small variation of the exchange parameters,
their actual fluctuations are worth a more detailed investiga-
tion. However, this is beyond the scope of this work. Here we
employ the (configurationally averaged) exchange parameters
to explore the thermodynamic properties.
C. Spin spiral calculation
To investigate the stability of the collinear magnetic state
with respect to the formation of a noncollinear magnetic
structure, and the applicability of the Heisenberg model, we
carried out spin spiral calculations using the CPA method. The
single-site treatment of the spin spiral state in a disordered
alloy, based on the generalized Bloch theorem [53,54], was
implemented in SPR-KKR by Mankovsky et al. [55]. The
self-consistent spin spiral calculation shows the relative en-
ergy scale of the collective excitation—spin wave—and the
single-particle excitation—Stoner excitation. We constrained
the spin spiral vector, denoted as q, along [ζ, 0, 0], [ζ, ζ, 0],
and [ζ, ζ, ζ ] directions in reciprocal-lattice units (r.l.u.) to
sample the  to X, X to , and  to L branches of the fcc BZ.
The orientation of the averaged local moment of a disordered
magnetic alloy can be written as (sin cos, sin sin,
cos) in the general spherical coordination, where  and 
are the polar angle and the azimuthal angle, respectively. We
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FIG. 4. (a) Sketch of the spin spiral state, propagating along
the y direction for an artificial one-dimensional atomic chain (blue
spheres). (b) Adiabatic magnon energy (upper panel), defined as
E(q)−E(0)
sin2 () , given in meV/site, and spin spiral energy (lower panel),
defined as E(q) − E(0), given in meV/site, in NiCo solid solution
alloy for different cone angles  (given in degrees). The spin spiral
vector q is along -X [ζ, 0, 0], X- [ζ, ζ, 0], and -L [ζ, ζ, ζ ]
direction. (c) Species-dependent local moments (μB ) and averaged
net moment (μB ) for different spin spiral vectors.
studied a cone type of spin spiral state that propagates along
the q direction with a fixed spin cone angle but a modulated
azimuthal angle  along the q direction:  increases by
q · (ri − ri+1) between site i (at ri) and site i + 1(at ri+1) [see
Fig. 4(a) for a sketch]. Note that in CPA, it is the average
moment that propagates along q. For multicomponent alloys,
the spin collinearity between different species on one site is
enforced, while the spin noncollinearity between averaged
moments on different sites is allowed and can be represented
by the spin spiral state.
Two different definitions of the low-energy excitation and
the local moments are studied in order to explore the ener-
getic and magnetic properties in the spin spiral state. First,
E(q) − E(0) is calculated as the spin spiral energy. An addi-
tional normalized spin spiral energy, [E(q) − E(0)]/sin2(),
is also investigated at different  and can be interpreted as
the adiabatic magnon energy or frozen magnon energy [56].
If the magnetic interactions of the alloy are well described
by the Heisenberg model, then [E(q) − E(0)]/sin2() is
independent of the polar angle  [56,57]. Using the NiCo
alloy as an example, Figs. 4(b) and 4(c) illustrate the self-
consistent spin spiral energy and the corresponding moment
evolution for a set of cone angles . Concentrating on the
moment evolution at different spin spiral vectors, we note two
important features. On the one hand, in the long-wavelength
limit (q → 0), the Ni and Co local moments are stable against
the spin noncollinearity, as the spin wave excitation energy is
well below the energy scale of Stoner excitations. On the other
hand, for large q, approaching the short-wavelength limit, the
magnitude of the local moments on both Ni and Co atoms
FIG. 5. (a) Adiabatic magnon energy (upper panel) and spin
spiral energy (lower panel) in NiCoMn (AFM state) for different
cone angle (given in degrees). The spin spiral vector q is along the
-X [ζ, 0, 0], X- [ζ, ζ, 0], and -L [ζ, ζ, ζ ] directions. (b) Species-
dependent local moments and averaged net moment for different spin
spiral vectors.
starts to reduce, since the increased spin-wave excitation
energy approaches the spin-flipping Stoner excitation region.
We note that this moment reduction is more pronounced for
larger  since the angle between successive spins is larger.
In particular,  = 90◦, corresponding to an antiferromagnetic
helix state, gives rise to the largest moment change. A similar
analysis can be performed for NiCoMn alloys.
In Figs. 5 and 6, we compare the spin spiral energy and
local moment pattern of the NiCoMn alloy in both AFM
and DLM-Mn states. In the AFM state, the magnitude of
the Mn local moment increases by a factor of 3 from the -
point toward the BZ boundary (X point), exhibiting a striking
longitudinal spin fluctuation that is also predicted by Niu et al.
[19]. The moment size fluctuation is associated with a modest
FIG. 6. (a) Adiabatic magnon energy (upper panel) and spin
spiral energy (lower panel) in NiCoMn (DLM-Mn state) for different
cone angle  (given in degrees). The spin spiral vector q is along
-X [ζ, 0, 0], X- [ζ, ζ, 0], and -L [ζ, ζ, ζ ] direction. (b) Species-
dependent local moments and averaged net moment for different spin
spiral vectors. Two types of Mn species are distinguished using Mnσ ,
where σ =↑ or ↓ denote the spin orientation.
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energy reduction, ∼15 meV/site at  = 75◦. Note that the
spin spiral energy of the AFM state is not continuous and is
not well defined at  = 90◦ due to a low-spin to high-spin
transition, and is not shown here. The negative spin spiral
energy at finite q indicates that the collinear AFM state is not
energetically stable, compared with the spin noncollinear state
with a spin spiral vector q = [ζ, 0, 0] r.l.u. The typical Stoner
excitation reduces the size of the local moment in the presence
of spin noncollinearity. However, here the local Mn moments
in the AFM state behave oppositely—increasing the local
moments with spin noncollinearity. This is because the
collinear AFM state is highly frustrated due to the fact that
the Mn local moments between different sites are constrained
to be parallel.
As opposed to the AFM state, the spin spiral of the DLM-
Mn state at the  point is the most energetically favorable (see
Fig. 6). Moreover, in the long-wavelength limit, ζ  0.4 along
the [ζ, 0, 0] direction, [E(q ) − E(0)]/sin2() is independent
of , evidently supporting the applicability of the Heisenberg
model in the vicinity of the DLM-Mn state. As for the local
moments, the size of the local moments on Mn in this spin
spiral state is relatively insensitive to the spin spiral vector
and different cone angles: Mn spins are only reduced by 5%
at the zone boundary (see Fig. 6). Here, in the DLM-Mn state,
the strongest moment reduction comes from Co moments,
whose spins decrease by 50% at the zone boundary. The rel-
ative insensitivity of the spin sizes to the spin noncollinearity
validates the usage of the Heisenberg model. Therefore, the
thermodynamic simulation based on the Heisenberg model
is only applicable for the DLM-Mn state. In the succeeding
section, we explored the thermodynamics of NiCoMn using
the exchange parameters (Jij ) from the DLM-Mn state.
D. Thermodynamics
We employ the Heisenberg model to describe the magnetic
interactions, based on the Jij from the DLM-Mn state. In
the DLM-Mn state, all the local moments, particularly Mn
moments, do not exhibit strong size fluctuations, justifying
the applicability of Heisenberg interactions in the assumption
of rigid classical spins. We use the classical Monte Carlo
simulations to calculate the critical temperature (Tc), and we
compare the Tc predictions with other approximations, such
as the classical pair cluster approximation and the classical
mean-field approximation. Progressing from MF to PC, and
further to MC, the spin correlations are gradually taken into
account—MF has no spin correlation effect, PC only includes
the pairwise correlations, and MC takes all correlations into
consideration. The critical temperatures are T MFc = 343 K,
T PCc = 320 K, and T MCc = 219 K, respectively. Figure 7(d)
also illustrates the finite-size effect in classical MC using an
8×8×8, 12×12×12, and 16×16×16 cubic cell, and evidently
good convergence of T MCc has been reached. The reduction
of Tc from MF to PC is only 23 K. Since PC only includes
the pairwise correlations compared with the MF, the small
reduction of Tc indicates that the correlation effect within
the pair cluster is not significant. On the other hand, T MCc is
reduced by (appreciably) 31% compared with T PCc , suggesting
an important correlation effect within the high-order clusters.
FIG. 7. (a) Simulated net magnetization M(T ) (μB/site) as a
function of reduced temperature (T /Tc) using three different statisti-
cal approximations: classical mean-field approximation (MF), classi-
cal pair cluster approximation (PC), and classical Monte Carlo (MC).
The temperature-dependent reduced species-resolved magnetization
(〈eμz 〉) in (b) classical mean-field approximation, (c) classical pair
cluster approximation, and (d) classical Monte Carlo approximation.
Magnetic free energy (Fmag, meV/site) and the magnetic interaction
energy (Fmag + T ×ln4π , meV/site) of NiCoMn in DLM-Mn state
are plotted in (c) using PC. The temperature-dependent magnetic
susceptibility using 8×8×8, 12×12×12, and 16×16×16 cubic cells
are displayed in (d) using MC.
Unfortunately, there is no experimental value available for Tc
in the NiCoMn alloy.
The temperature dependence of the total magnetization
[M (T ), μB/site] obtained using the three different statisti-
cal approximations is shown in Fig. 7(a). The variations in
the shapes of the magnetization curves are similar in all
three approaches. Figures 7(b)–7(d) illustrate the reduced
species-resolved magnetization (〈eμz 〉) in different statistical
approximations. We find that the 〈eCoz 〉 is relatively stable
while the 〈eMnz 〉 drops quickly with temperature due to dis-
ordered Mn moments even at low temperature. In addition,
Fig. 8 shows a zoom-in of a representative spin configuration
for a 12×12×12 cubic cell, simulated by classical MC at
20 K. First, the Mn moments (blue and light blue arrows)
are disordered with random angular distribution. As opposed
to Mn moments, the Ni moments (silver arrows) and Co
moments (red arrows) are (approximately) collinearly aligned.
The reason for the observed disordered Mn moments is that
the effective exchange field on Mn is small. This is because
the Weiss fields from the neighboring Mn↑ and Mn↓ have
opposite signs, compensating for each other (see Table I). As
opposed to the small effective exchange field on Mn, those on
Ni and Co are much stronger. The effective exchange fields
on each species (Jμ0 =
∑
ν c
νJ
μ,ν
0 ) and the effective exchange
field between species pairs (Jμ,ν0 =
∑
j J
μ,ν
ij ) are listed in
Table I. From this discussion, it is clear that the magnetic
critical temperature is mainly determined by the effective
exchange field on the Ni and Co species.
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FIG. 8. A zoom-in of a representative spin configuration at 20 K
for the DLM-Mn state, taken from a large 12×12×12 unit cell. Red
arrows indicate Co spins, sliver arrows denote Ni spins, and blue and
light blue arrows are local moments on Mn↑ and Mn↓.
In contrast, the exchange interactions of the AFM state
yield a much smaller magnetic critical temperature (T MFc =
243 K), as compared with that based on the DLM-Mn state:
T MFc = 343 K. This difference mainly comes from the neg-
ative and unstable JCo,Mn0 contribution to the net effective
exchange field in the AFM state. It is therefore anticipated that
the AFM state adversely affects the Gibbs free energy through
the erroneous magnetic contributions.
E. Resistivity at finite temperature
The electronic structure of the multiple metastable states
of NiCoMn has a striking effect on the residual resistivity
(ρ0): ρ0 in the DLM-Mn state is 40% greater than that in
the one-Mn state in KKR-CPA [20]. Here we start from the
residual resistivity and explore the transport properties at finite
temperatures by including the atomic displacements and the
transverse spin fluctuations. First, as previously introduced
in Sec. II, we consider two types of atomic displacements—
static displacements (u0) and thermal displacements [u(T )].
The averaged magnitudes of static displacements for each
species were calculated from the supercell calculations. Ther-
mal displacements, i.e., the mean-square root displacements,
are calculated using the Debye model (see Ref. [42]). At finite
TABLE I. The effective exchange interactions between species-
pairs (μ, ν) Jμ,ν0 (meV) and the effective exchange field on species
(μ) Jμ0 (meV) are given. See the main text for definitions and details.
Ni Co Mn↑ Mn↓
Ni 8.28 34.9 24.9 −20.5
Co 34.9 122.4 0.32 16.9
Mn↑ 24.9 0.32 −327.4 332.6
Mn↓ −20.5 16.9 332.6 −328.3
J
μ
0 15.1 55.3 9.3 −0.5
FIG. 9. Resistivity of NiCoMn alloy at finite temperatures, ρ(T ),
given in units of μ cm. Electron scattering due to the static dis-
placements (u0), thermal displacements [u(T )], and spin disorder
(SD) are considered either separately or with different combinations
(see the main text for details). The chemical disorder (CD) is
always included. The mean-field transition temperature (Tc) is also
labeled.
temperature, the thermal displacements are added to the static
displacements at finite temperatures [i.e., utot = u0 + u(T )].
In addition, the transverse spin fluctuations at a given tem-
perature are simulated by using type-dependent 〈eμz 〉 within
the classical mean-field simulations [Fig. 7(b)]. The resistivity
due to these different scattering mechanisms is then calculated
based on the above approximation.
Figure 9 illustrates ρ(T ) in four different cases with differ-
ent electron scattering mechanisms included: (i) temperature-
dependent spin disorder; (ii) temperature-dependent spin dis-
order and thermal displacements; (iii) static displacements
and temperature-dependent spin disorder; (iv) in the pres-
ence of the static displacements, thermal displacements, and
temperature-dependent spin disorder. We note that the elec-
tron scattering due to the intrinsic chemical disorder (CD) is
always included. Assuming that Matthiessen’s rule (MR) is
valid, the scattering due to each individual scattering mecha-
nism can be separated out. We first emphasize that no matter
whether the static displacements are included or not, the ad-
ditional electron scattering due to transverse spin fluctuation
is weak. Here we define the spin disorder resistivity (ρSDR) as
the resistivity enhancement when all spins are fully disordered
(T > Tc). We found small values for ρSDR − ρSDR(u0 = 0) =
2.5 μ cm and ρSDR(u0) = 2.0 μ cm, as seen in Fig. 9. The
underlying reason for the smallness of forgoing quantities is
that, even at T = 0 K, the “local moment” scattering attendant
to two antiparallel Mn spin models, over and above the
large chemical disorder scattering, results in a Fermi surface
that is already so washed-out (smeared out in k-space) that
introducing additional spin disorder scattering has a negligible
effect. Due to the weak magnetic scattering in NiCoMn,
ρ(T ) does not display a distinct kink at Tc, as in ferromag-
netic Ni, Fe, NiFe, NiCo, and NiFeCo [21,42,58]. Further-
more, the static displacements raise the residual resistivity by
1.8 μ cm, which is comparable to ρSDR.
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FIG. 10. The resistivity enhancement [ρ(T ), μ cm] due
to the effect of thermal displacements [u(T )], with (red dots)
and without (black diamonds) taking into account the static
displacements (u0).
The thermal displacements have a notable effect on the
resistivity enhancement. Figure 10 illustrates the thermal-
displacement-induced resistivity enhancements (ρ) as a
function of temperature when static displacement is included
(red dots) or not (black diamonds). In the absence of the
static displacements, the thermal-displacement-induced re-
sistivity enhancement ρu(T ) increases slowly in the low-
temperature region (T < 50 K), but increases linearly in
the high-temperature region—beyond the Debye temperature
(TD). This temperature dependence is normally expected in
nonmagnetic metals. However, despite the fact that static
displacements have a small effect on raising ρ0, they af-
fect the temperature-dependent resistivity remarkably when
combined with the thermal displacements. At low tempera-
tures,ρu(T )+u0 increases more rapidly with temperature than
ρu(T ). This is due to the fact that the coupling between the
u0 and u(T ) contributes a u0×u(T ) term in the expansion
of u2tot, which is proportional to resistivity. This additional
term changes the temperature dependence of ρ significantly,
particularly when u0 is itself substantial.
F. Pressure-dependent residual resistivity and magnetism
We now examine the effect of pressure on the magnetism
and the electrical transport in the NiCoMn alloy. Figure 11(a)
relates the lattice parameter to the “hydrostatic” pressure—
defined as the average of the diagonal terms of the pressure
tensor that is calculated using GGA. The pressure tensor is
calculated using the supercell method based on a 108-atom
SQS cell at various lattice parameters. All internal ionic
degrees of freedom are optimized at each lattice parameter. A
rough estimate gives 1 kbar hydrostatic compressive pressure,
which reduces the lattice parameter by 0.83 m Å. The theoret-
ical lattice parameter, corresponding to zero hydrostatic pres-
sure, is 3.54 Å, which is 1.7% smaller than the experimental
value.
The species-resolved magnetic moments in NiCoMn alloys
are shown in Fig. 11(b). With reduced lattice parameters,
the local moment on each species gradually decreases due
FIG. 11. (a) The residual resistivity (ρ0, μ cm) at different lat-
tice parameter. The hydrostatic pressures (P , kbar) at different lattice
parameters are also labeled. (b) The lattice-parameter-dependent lo-
cal moment on different species. The experimental lattice parameter
is labeled using a dashed line. (c) Curie temperature (Tc,K) and
effective exchange field on species μ (Jμ0 , meV) as a function of
lattice parameter.
to the enhanced hybridization effect between 3d orbitals,
and eventually no local moment is formed when the lattice
parameter is smaller than 3.49 Å. It is worth noting that the
local moments on Mn↑ and Mn↓ are more sensitive to the
lattice parameter than the Ni or Co moments. This suggests
that the enhanced electron hybridization is more pronounced
for Mn 3d orbitals, thereby effectively reducing the density of
states at the Fermi level and destroying the Mn local moments.
The effect of varying the lattice parameter on ρ0 is shown
in Fig. 11(a). With reduced local moments, ρ0 decreases
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drastically—at a rate of 2.4 μ cm per 0.01 Å—due to
magnetic scattering. On the other hand, in the nonmag-
netic phase—when a  3.49 Å—ρ0 becomes insensitive to
the lattice parameter. With reduced lattice parameters in the
nonmagnetic phase, the density of states at the Fermi level
(carrier density) decreases while the band dispersion across
the Fermi level (carrier mobility) increases as a result of
the enhanced hybridization. The above two competing effects
cancel each other out, making ρ0 relatively insensitive to the
lattice parameter. This result reveals the importance of the
magnetism and its dependence on the lattice parameter or
pressure on electron-mediated energy dissipation.
Figure 11(c) illustrates the effective exchange field on
species μ (Jμ0 , meV) and the MC Tc as a function of lattice
parameter. Tc mostly follows the more pronounced effective
exchange field on Co (JCo0 ). Unlike JNi0 , JCo0 is sensitive
to the lattice parameter while the mCo is relatively inert in
a wide range of lattice parameters. We further confirm that
the reduction of JCo0 mainly comes from JCo,Co within the
first-nearest-neighbor shell. While both JNi0 and JCo0 decrease
with the lattice parameters, JMn0 exhibits nonmonotonic be-
havior, mainly from the complex nonmonotonic JMn,Mn. The
other JMn,μ (μ 
= Mn) reduces with the lattice parameter, as
expected.
IV. CONCLUSIONS
By comparing with the electronic structure of the super-
cell method, the ground state of NiCoMn disordered solid
solution alloys was verified and was denoted as the DLM-Mn
state. The DLM-Mn state distinguishes two equally populated
groups of Mn atoms, with large spin moments but opposite
spin orientations. In contrast, the electronic structure of the
AFM state, having only one type of Mn atom, is inconsistent
with that from the supercell method.
Spin spiral calculations were performed for both the AFM
and DLM-Mn states of disordered NiCoMn alloys, and we
demonstrated the following:
(i) The AFM state is dynamically unstable in the sense that
the energy reduces in the presence of spin noncollinearity, and
an unphysical enhancement of Mn moments is also observed.
(ii) The DLM-Mn state is most energetically favorable
in the spin spiral state, and no transparent longitudinal spin
fluctuation is observed in the presence of spin noncollinearity
in this state.
(iii) The applicability of the Heisenberg model is tested,
providing a justification of thermodynamic study based on the
Heisenberg model.
In addition, the exchange parameters were calculated us-
ing a linear-response expression, and the thermodynamics
were simulated based on the Heisenberg model by using the
classical mean-field approximation, the classical pair cluster
approximation, and the classical Monte Carlo simulation.
We found that the spin orientation on Mn easily becomes
noncollinear/disordered at low temperatures (T  Tc). This
is due to the relatively small Weiss field on Mn sites. We
further demonstrated that a very low Tc is obtained when using
exchange parameters from the (incorrect) AFM state. The
magnetic transition temperature still requires experimental
verification.
In the DLM-Mn ground state, the magnetic scattering is
almost saturated at zero temperature due to the antiparallel
spin alignments between Mn atoms. Full spin disorder be-
yond the TC does not further contaminate the Fermi surface.
We also demonstrate that even though the static displace-
ments have a small effect on raising ρ0, they can alter the
temperature-dependent ρ strikingly when combined with the
thermal displacements.
Finally, we found that a hydrostatic pressure of 50 kbar
quenches the magnetism of NiCoMn, and that the resistivity is
strongly correlated with the magnetism. This suggests a mod-
est and positive contribution to the resistivity from thermal
expansion.
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