Introduction
The number of independent series per laboratory and the number of replicate determinations within series. This paper is the immediate continuation of I.e. (3) . Two problems are to be dealt with jointly: First, how to It was our intention (2) to investigate the influence of evaluate the assigned value of a control serum and its different designs in order to elaborate a model which uncertainty interval, and secondly, how to define an opti-gives accurate assigned values for acceptable expendimized design. An appropriate distribution-free evaluation ture, resulting in a high degree of security. Security is procedure has already been derived (3) .
used here in the sense of avoiding difficulties or legitimate complaints with respect to recovery of assigned Moreover, six laboratories have been shown to be appro--va i U e S . This idea leads to an optimized design. Our priate to an actual establishment of assigned values. Two model obtained in I.e. (2, 3, 4) and in the present paper further characteristics of the design are still undefined:
is sujnmarized. It is compared with other models for x ) A preliminary report is given in I.e. (1) the establishment of assigned values, cf. I.e. (5,6, 7).
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Materials and Methods
The data of the study performed by laboratories of members of the Verband der Diagnostica-und Diagnosticager teHersteller (VDGH, Association of Diagnostics and Diagnostics Instrumentation Manufacturers) (2) formed the experimental basis. The study covered the constituents creatinine, glucose, urea, alanine and aspartate aminotransferase 2 ), creatine kinase 2 ), and 7-glutamyltransferase 2 ). For each constituent we had 9 to 11 laboratories (see table 1) each having performed double determinations in approximately 18 independent series of the unknown sample, of the known control, and of a blind control. But we processed only the first 15 series of the unknown sample which had met the respective validity criterion as given in I.e. (4) . From these data we simulated various designs. As a consequence of the results obtained in I.e. (3) we restricted ourselves to all designs consisting of 1 = 6 laboratories, J = 4,5,7,10 or 15 series, K = 1 or 2 determinations per series. For each such design several selections of 6 out of I max 3 ) laboratories were randomly performed thus yielding a total set of randomizations. The number T of these individual randomization steps is given in table 1. The first J valid series were used, and for K = 1 we used the first values only of the double determinations thus simulating single determinations. For details see I.e. (3). The assigned value arid its uncertainty interval based on the respective design and randomization are evaluated according in the following procedure 4 ). The data of K determinations each within J series out of 6 laboratories are sorted. The total number of available values is then n = 6 · J-K. From n we derive m = 5 n/100 which is rounded off. m of the n values are truncated so that the range of the remaining values is as short as possible. The extreme values of the remaining ones are the uncertainty limits. The median of the remaining values is the assigned value. This procedure has been shown to be superior (3). We computed two objective quantities for each design and each randomization: -The assigned value, and -the width of its uncertainty interval. Especially for I = I max , J = 15, and K = 2 the assigned value is called the reference assigned value (3). The reference assigned value and its uncertainty interval are used as reference quantities.
The distribution of the results of all individual randomization steps is plotted against J for K = 1 and K = 2. The judgement of plots is based on criteria concering primarily robustness and secondarily accuracy. Robustness is defined by the shape of the respective distribution by means of three properties: The distribution should be unimodal and non-uniform on both sides of the mode whereas the location of the mode is arbitrary. Secondly, the distribution should be connected. Thirdly, it should have a small variation. Accuracy however relates to good concordance of the median of the distribution with the reference assigned value of the width of its uncertainty interval, respectively. The judgement is performed by giving scores 2, l,orO:
Score 2
The results of the simulation show high robustness and good concordance except for at most one for T«» 12 or at most five for T « 66 randomizations. Concordance is called good if the median of the distribution of assigned values differs from the reference assigned value by less than one in the last relevant decimal place given by the respective analytical method. As to the widths, concordance is called good if the median of the distribution of the widths differs from the width of the uncertainty interval of the reference assigned value by about 8% or less, cf. I.e. (3).
Score 1
The results of the simulation show sufficient robustness whereas their concordance may be less.
Score 0
The results of the simulation do not show sufficient robustness. The scores are summed up over all constituents. The scores are not based on additional quantitative criteria since the definition of robustness cpvers several aspects. But by compâ ring 10 distributions (J = 4, 5, 7,10, 15 for K> 1, 2) of each objective quantity and each constituent the scores are given simultaneously and relatively to each other in order to keep the subjective influence down and to obtain a correct ranking. This influence is also diminished by summing up the scores. We focus our attention on designs covering 5 series at most in order that the number of series is less than the number of laborâ tories (=6). Therefore, out of all designs covering 5 series at most the design yielding the largest sum of scores is the best one. By this methodological approach we arrive at an optimized design. The sum of scores of the other designs (J > 7) gives an empirical assessment of whether the limitation to J < 5 being theoretically motivated is justified. the first values only are used (K = 1) especially since by our definition the assigned value of up to one individual randomization step may be neglected. Moreover, these two distributions are unimodal, not uniform, and connected. The distributions according to J = 4, K = 1 and J = 4, K = 2 are nearly identical. Consequently, the score 2 is given to them. The median of the distribution according to j = 5 and K = 1 is 311 ìôçïÀ/À and therefore less concordant with the reference assigned value, and this distribution is less sharply one-peaked resulting in the score 1. All the other distributions have a larger variation or are multi-peaked and obtain score 0.
Results

Figures
It should be stressed here that all distributions to be compared are derived from the same randomizations. That is why differences between distributions are not caused at random; rather they are caused by the various designs and the data themselves. The judgement of these figures is given in table 3.
Tab. 3. Scores of plots of figures 8 to 14*).
Number of series
Using the sum of scores given in table 4 it cannot be decided however which of the designs covering either 4 or 5 series is better. But tables 2 to 4 show no relevant improvement of the distributions if the number of series increases. There is often a trend to increasing widths when J is enlarged. This fact is also theoretically expected at least for small J. But the range of the widths of the uncertainty intervals computed from 6 laboratories selected at random does not contract in general if J increases, cf. table 5. Therefore it must be concluded from our judgement and from a practical point of view, too, that the number J of series obviously does not influence the accuracy and the precision of the assigned value for J>4.
It is reasonable to restrict J to 5 at most a priori on the following consideration. The accuracy and the precision of the assigned value is influenced most by the variation of accuracy between laboratories because in most cases this variation is larger than the variation between series or within series (4) . Consequently, the number I of laboratories involved should be larger than the number J of series. In other words, large numbers of J cannot refine the accuracy and the precision of the assigned value for a fixed number of laboratories. This theoretical consideration is confirmed by our simulation as stated above. So it is reasonable to restrict the number of series to J < 6. More than 5 independent series will not yield more accurate and precise assigned values.
Since the results of the simulation do not differ essentially for J = 4 and J = 5 we can be sure that J = 5 is too large rather than too small. So we propose to perform 5 independent series. This is an acceptable experimental expenditure which can be handled within one week.
We.have simulated balanced designs only i.e. an equal number of series and of replicate determinations within each reference laboratory was used. Yet, the variety of other designs has not been studied. Therefore, the extent to which accuracy and precision of the assigned value are influenced cannot be assessed if an unequal number of series or of replicate determinations within laboratories is processed.
Discussion of criteria for judging plots Each random selection of I laboratories out of our pool of I max laboratories corresponds to the participation of certain I reference laboratories in the case of an actual establishment of assigned values. Therefore, each assigned value obtained from an individual randomization step corresponds to an assigned value actually established. It must be expected that approximately the same results would be obtained if actually other laboratories participated. Therefore, the distribution of the results of the simulation depending on the reference laboratories involved should be small and unimodal. A uniform distribution however would imply that each figure within a certain range can be obtained with equal probability as an assigned value or as the width of its uncertainty interval. An unconnected distribution consists of two partial distributions being superposed but distinctly separated. It indicates essential differences of accuracy or precision between all available laboratories.
The idea of our criteria for judging the plots is to distinguish those designs which are as robust as possible against the effects just described. The criterion of concordance has already been used (3). There it was discussed why concordance is weighed less than robustness.
The complete model We summarize the results of all four papers of this series to the following model.
Structure of the experiment
The project supervisor issues a blind control and the unknown sample, assigned values of which are to be determined by six reference laboratories. Each reference laboratory performs single determinations within five valid (see below) independent series each containing both sera and the internal quality control. A series and thus the pertaining value of the unknown sample is found valid by the project supervisor if the values of the internal control as well as of the blind control of this series are within the respective uncertainty intervals given by the manufacturers. Additionally, the project supervisor may perform other checks which may lead to the exclusion of all values of a laboratory. For safety reasons he may prescribe a larger number of series per laboratory or involve more than six reference laboratories in order that at least six laboratories each with five independent series will pass the validity check. Then it may happen that more than five series or even more than six laboratories pass the validity checks. ). Out of these remaining values the median gives the assigned value and the two extreme values give the limits of the uncertainty interval.
Comparison with other models Our design is in concordance with the NCCLS-design (5) concerning the number of laboratories and of series. But it covers an additional quality control of the data by means of a blind control. Our evaluation procedure however is distribution-free in contrast to the statistical procedure (5). Moreover, we formally give a prediction interval whereas a confidence interval is computed iii I.e. (5) >» The model in I.e. (6) covers three laboratories each with double determinations within 15 or 10 independent series depending on whether the sample is lyophilized or liquid. The evaluation procedure is similar to ours. Both techniques are distribution-free. They differ with respect to the calculation of the assigned value only.
The model in I.e. (7) covers 10 laboratories each with two values independently of the arrangement of these two values. The statistical evaluation is based on a normal distribution model. A prediction interval is calculated in concordance with our procedure. Both models (6, 7) do not employ a blind control.
The performance either of double determinations of the unknown sample only or of single determinations of the unknown sample and additionally of the blind control results in the same analytical expenditure. But it has been shown (2) that the blind control has a greater control effect concerning elimination of laboratories than has the double determination.
The boundary values of the number of laboratories and of series used in the simulation were defined by the numbers of the models (5,6,7). We started at 4 series however since two values only do not allow an assessment of the accuracy of a laboratory.
Experiences up to now The above model for the determination of assigned values has been applied in practice for about two years; so far, at least 3200 assigned values have been determined. There were no difficulties or legitimate complaints with respect to recovery of assigned values. Therefore, our optimized model has been proved to be adequate. We can state that it gives a high degree of security for acceptable expenditure.
