Abstract. This paper considers the optimal control problem of minimizing control effort subject to multiple performance constraints on output covariance matrices Y i of the form Y i ≤ Y i , where Y i is given. The contributions of this paper are a set of conditions that characterize global optimality, and an iterative algorithm for finding a solution to the optimality conditions. This iterative algorithm is completely described up to a user-specified parameter. We show that, under suitable assumptions on problem data, the iterative algorithm converges to a solution of the optimality conditions, provided that this parameter is properly chosen. Both discrete-and continuous-time problems are considered.
Introduction. Consider the following linear time-invariant system:
x p (t)=A p x p (t)+B p u(t)+D p w p (t), y p (t)=C p x p (t), z(t)=M p x p (t)+v(t), (1.1) where x p is the state, u the control, w p represents process noise, and v is the measurement noise. The vector y p contains all variables whose dynamic responses are of interest. The vector z is a vector of noisy measurements.
Suppose that we apply to the plant (1.1) a full state feedback stabilizing control law of the form u(t)=Gx p (t) (1.2) or a strictly proper output feedback stabilizing control law given bẏ x c (t)=A c x c (t)+Fz(t),
u(t)=Gx c (t). (1.3)
Then the resulting closed-loop system iṡ x(t)=Ax(t)+Dw(t), y(t)= y p (t) u(t) = C y C u x(t)=Cx(t), (1.4) where for the state feedback case we have x = x p and w = w p , while for the output feedback case we have x =[ x T . Moreover, formulas for A, C,a n dDare easy to obtain from (1.1) and (1.2) or (1.3).
Consider the closed-loop system (1.4). Let W p and V denote positive definite symmetric matrices with dimensions equal to the process noise w p and measurement vector z, respectively. Define W = W p , if the state feedback controller (1.2) is used in (1.4) where Y i > 0( i=1,2,...,m) are given and X solves (1.5) . This problem, which we call the the output covariance constraint (OCC) problem, is defined as follows.
The OCC Problem. Find a static state feedback or full-order dynamic output feedback controller for system (1.1) to minimize the OCC cost
subject to (1.5) and (1.6).
The OCC problem may be given several interesting interpretations. For instance, assume first that w p and v are uncorrelated zero-mean white noises with intensity matrices W p > 0a n dV>0. That is, let E be an expectation operator, and Letting E ∞ [·]: =l i m t →∞ E[·]a n dW =W p for the case of state feedback or W = block diag [W p ,V ] for the output feedback case, it is easy to see that the OCC is the problem of minimizing E ∞ u T Ru subject to the OCCs Y i := E ∞ y i (t)y T i (t) ≤ Y i . As is well known, these constraints may be interpreted as constraints on the variance of the performance variables or lower bounds on the residence time (in a given ball around the origin of the output space) of the performance variables [10] .
The OCC problem may also be interpreted from a deterministic point of view. To see this, define the L ∞ and L 2 norms
and define the (weighted) L 2 disturbance set
where W>0 is a real symmetric matrix. Then, for any w ∈W,w eh a v e[ 1 7 ,1 8 ]
where n u is the dimension of u. (Here, σ[·] denotes the maximum singular value and [] ii is the ith diagonal entry.) Moreover, [17, 18] show that the bounds in (1.11) and (1.12) are the least upper bounds that hold for an arbitrary signal w ∈W.
Thus, if we define Y i := I mi ǫ 2 i in (1.6) and R := diag [r 1 ,r 2 ,...,r nu ] in (1.7), the OCC problem is the problem of minimizing the (weighted) sum of worst-case peak values on the control signals given by
subject to constraints on the worst-case peak values of the performance variables of the form
This interpretation is important in applications where hard constraints on responses or actuator signals cannot be ignored, such as space telescope pointing and machine tool control.
Control problems related to the OCC problem defined here have been considered before by several authors. See, for example, [6, 9, 5, 1, 3, 15, 16] for work in multiobjective optimal control with quadratic cost functionals, [13, 14, 4, 19] for the so-called variance constraint control problems, and [12] for the so-called generalized H 2 control problem.
In the above references, one may find two different approaches for solving this class of optimal control problems: the approach based on solving the optimality conditions corresponding to the optimization problem at hand [4, 16, 19] and the approach based on reducing the given problem to a finite dimensional convex optimization problem [1, 3, 12] .
In this paper, we follow the approach initiated in [4, 19] . Here, we consider a more general and realistic problem, i.e., the OCC problem, than the one studied in [4, 16, 19] , and provide an iterative algorithm for solving the optimality conditions corresponding to this problem. Our main contribution is in the algorithm itself. This iterative algorithm is completely described up to a user-specified parameter. We show that the algorithm converges to a solution of the optimality conditions (assuming that one exists), provided that the user-specified parameter is properly chosen. Both discrete-and continuous-time problems are considered.
The paper is organized as follows. Section 2 provides optimality conditions for the continuous-time OCC problem in the case of state feedback. These conditions comprise one algebraic Riccati equation and one Lyapunov equation. The Riccati equation has a forcing term depending on a matrix Q (which represents the KuhnTucker multipliers) that must be determined. An algorithm for finding this matrix Q is given, and its convergence analyzed. Section 2 concludes with the extension of the state feedback results to the output feedback case. Section 3 is the discrete-time version of section 2. An example is presented in section 4 to illustrate the performance of the algorithm. Section 5 gives the conclusions of this work.
The notation used in this paper is fairly standard. Given the continuous-time algebraic Riccati equation 
The following theorem provides conditions for optimality in the state feedback case. THEOREM 2.1. Suppose there exists a matrix
such that the algebraic Riccati equation
has the (unique) stabilizing solution K * . Define
and let X * denote the unique solution of the Lyapunov equation
for all i =1 ,2 ,...,m, we have that G * given by (2.4) is an optimal solution to the OCC problem defined in (1.7).
Proof. Let Q * be given by (2.1) and define the following LQ problem:
subject to A p + B p G stable and
Using a simple completion of square argument, it is easy to see from (2.3), (2.4) 
(2.9)
Using the fact that 0 = (
This last inequality, together with the fact that G * is also feasible for the OCC problem because
From (2.3) and (2.4), it follows that the solution of the OCC problem with static state feedback is an LQ controller with a special choice of output-weighting matrix Q. Therefore, our algorithm for solving the conditions in Theorem 2.1 needs only to iterate on Q.
Before giving the algorithm we would like to mention that the existence of Q * satisfying the conditions of Theorem 2.1 is necessary in certain cases. For example, from Theorem 5.8 of [5] , it follows that, when the constraints in (1.6) are scalar and (for example) the pairs (C 1 ,A p ), ..., (C m ,A p ) do not have imaginary axis unobservable modes, then a diagonal Q * exists if a solution to the OCC problem exists. See also [3] . The case of block diagonal matrices Q does not seem to appear in the published literature. It should be noted that the emphasis of the present paper is an algorithm for computing Q * (and thus a controller that solves the OCC problem) under the assumption that a matrix Q * satisfying the conditions of Theorem 2.1 exists. This algorithm is given next.
To give this algorithm we need to introduce the following operator. Let M denote a real symmetric matrix, and suppose that
is the (real) Schur decomposition of M , where E p and E n are diagonal matrices containing the strictly positive and nonpositive eigenvalues of M in decreasing order, respectively, and [U 1 U 2 ] is an orthogonal matrix. Define
Note that if M is a symmetric matrix with block diagonal structure, the operator P[·] preserves the block structure; i.e., P[M ] has the block structure of M .
The following algorithm for solving the conditions in Theorem 2.1 is the main contribution of this paper.
, and constants α>0, 0 <β<1, let j =0a n dg ot o2 ) .
(2.13)
, and
. Several stopping criteria may be used to guarantee that the OCC algorithm terminates in a finite number of steps. In this paper, we propose stopping the algorithm whenever the first equation in condition (2.6) is satisfied to a given numerical accuracy. This can be achieved by checking if the inequality
holds, where ǫ>0 is the specified tolerance. Inequality (2.16) must be tested after step 4). If (2.16) holds, we stop the algorithm and declare G(j), Q 1 (j), Q 2 (j), and Q m (j) to be a numerical solution to the OCC problem; if (2.16) does not hold, the algorithm continues.
The rest of this section is devoted to showing that, under the assumption (A1) (A p ,B p ) is stabilizable and A p has no eigenvalues on the imaginary axis, if there exists Q * satisfying the conditions in Theorem 2.1, then the OCC algorithm will find it, provided that α is properly chosen. More specifically, under the assumptions mentioned, we will show that the sequence of matrices {Q(j)} ∞ j=0 generated by the OCC algorithm (see (2.15)) has a limitQ which satisfies all the conditions of Theorem 2.1. Thus, the OCC algorithm converges to a globally optimal solution to the OCC problem. Note that the existence of the limitQ implies that, given any ǫ>0, there exists an integer j such that inequality (2.16) holds.
Note that the OCC algorithm is well posed in the sense that the unique positive semidefinite solution K(j) to the Riccati equation (2.13) and the solution X(j) to the Lyapunov equation (2.14) exist at each iteration. This follows from assumption (A1) and the fact that, at each iteration, Q(j) ≥ 0. As is well known [7] , since (A p ,B p )i s stabilizable and the pair (Q(j)
1/2 C p ,A p ) has no imaginary axis unobservable modes, K(j) ≥ 0 exists, is unique, and renders A p − B p R −1 B T p K(j) asymptotically stable. To establish our results we need to introduce the following operators:
where α>0a n dβ∈(0, 1) are parameters of the OCC algorithm. Note that, with this notation, the sequence of matrices Q(j) generated by the OCC algorithm is {T
, where Q(0) ≥ 0 is block diagonal. THEOREM 2.2. Consider the OCC algorithm, and suppose that α>0 ,0<β< 1 , and assumption (A1) holds. Suppose that the algorithm converges; that is, the sequence {T 
where E p > 0a n dE n ≤0. Thus, from (2.12) and P[M + N ]=M we obtain
Subtracting this last equation from (2.18) we obtain (2.19) and (2.20) it follows that
Second, we shall show the sufficiency part of 1. Let M ≥ 0andN ≤0 be given and suppose that MN = 0. Note that if either M or N is zero, the sufficiency of property 1) is trivial. Now suppose that M = 0 and N = 0. The real Schur decompositions of M and N are
where
Finally, we show property 2. Let M and N have the following Schur decompositions:
(2.23)
which completes the proof.
The following lemma, essentially due to [2] , is also required for the proof of Theorem 2.2.
LEMMA 2.4. Consider the plant defined in (1.1) and suppose that assumption (A1) holds. Let K denote the unique stabilizing solution to the Riccati equation (2.3) m ]a n dQ * ≥0. From the continuity properties of T β , we obtain
. Since β = 1, from (2.17), we get
Since α>0, the above inequalities imply that Q * satisfies (2.6). Hence, Q * satisfies the conditions in Theorem 2.1. This completes the proof.
The following result shows that there is always a choice for the parameter α in the OCC algorithm that will guarantee its convergence, provided that the conditions in Theorem 2.1 admit one solution.
THEOREM 2.5. Suppose that assumption (A1) holds. Assume also that there exists Q * satisfying the conditions in Theorem 2.1. Then, given any Q(0) ≥ 0 ∈R n y× n y with the appropriate block diagonal structure, there exists an α * > 0 such that if 0 <α≤α * , the sequence {T
will converge to someQ ≥ 0 satisfying the conditions in Theorem 2.1. That is, the OCC algorithm will converge to a global optimal solution of the given OCC problem.
In order to prove Theorem 2.5, we need a few intermediate results and definitions. Let Q = Q T ≥ 0 be given and K denote the (unique) stabilizing solution to 
where X is the unique solution to
Below, we compute the derivative of Y b with respect to the weighting matrix Q given in (2.30). We do this using vector notation. Let Q be given by (2.30) and define the operator svec by where Y b is given by (2.31). Define also the symmetric matrix
where e i ∈R n has a one in the ith row and zeros elsewhere, and svec −1 is the inverse of the operator svec.
LEMMA 2.6. Consider the system defined in (1.1), and suppose that assumption (A1) holds. Let Q = Q T ≥ 0 be given by (2.30), and define q = svec [Q] .L e tybe given by (2.35). Then the partial derivative of y ∈R n with respect to q ∈R n is
where P i is the unique solution to
with E i given by (2.36). Moreover, if Q = Q T ≥ 0, the matrix-valued function H(Q)=[H ij ] is continuous and it satisfies H(Q) ≥ 0.
Proof. Let y i denote the ith component of y. From the definition of the operator svec (see, for example, (2.32)) it follows that
Using the Lyapunov equations (2.29) and (2.38) it follows from (2.39) that
where P i is the solution to (2.38). Hence, from (2.40), we get
where q j is the jth component of q and P ij = ∂Pi ∂qj . Now to generate P ij , differentiate equation (2.38) with respect to q j to obtain
From the Riccati equation (2.28) and the Lyapunov equation (2.38) we get
where P j solves (2.38) with the "E-matrix" equal to E j . Hence, from (2.42), we obtain
Finally, from (2.29), (2.41), and (2.43) we obtain
which gives (2.37).
The continuity of H(Q) follows from the fact that, on the set of positive semidefinite matrices Q, the matrix-valued functions P i , P j ,a n dXare all continuous. Note also that
where M, N = traceMN T is the standard inner product on the space of matrices R nx×nu , where n x and n u are dimensions of the plant states and controls. Thus, H is of the form
The following results may be found in [11] ; see Propositions 3.2.3 and 12.3.7. LEMMA 2.7. Assume that F : R n →R n is Fréchet differentiable on a convex set D ′ 0 ⊂R n . Then for any x and y ∈D ′ 0 , 
Proof of Theorem 2.5. The proof of Theorem 2.5 consists of two steps. First, we show the nonexpansive property of operator T defined in (2.17). By assumption, there exists Q * satisfying the conditions in Theorem 2.1. Define a subset of R ny×ny as follows:
where n y is the dimension of y p ,a n dQ (0) is the initial output-weighting matrix for the OCC algorithm. It is obvious that the set D 0 is compact (i.e., closed and bounded) and convex. Let D ′ 0 be a set defined by 
Since q ν and q µ belong to D ′ 0 , using Lemma 2.7, we have
Since H is a continuous function over the compact set D ′ 0 , there exists an α * > 0 such that for any q ν ∈D ′ 0 ,q µ ∈D ′ 0 ,a n d0≤t≤1, we have
Thus, since for any q ν and q µ ∈D ′ 0 and any
for any α ≤ α * . Therefore, using (2.53) and (2.54), for any α ≤ α * we obtain
Hence, for any α ≤ α * , the operator T is nonexpansive on D 0 . Replacing Q µ by Q * proves that for any Q ∈D 0
Now, using Lemma 2.3 and the fact that Q * satisfies the conditions of Theorem 2.1, we conclude that T [Q * ]=Q * . This equation and (2.58) imply
Second, we shall show the convergence of the OCC algorithm, that is, the convergence of the sequence {T 2.2. The OCC algorithm for full-order dynamic feedback. The extension of the state feedback case to the full-order dynamic feedback case is straightforward. In fact, the state feedback OCC algorithm can be applied to solve the full-order dynamic feedback OCC problem. Here, for system (1.1), we assume that assumption (A1) holds and that
As is well known [7] , under assumption (A2), there exists a unique matrixX that satisfies the Riccati equation
and
is asymptotically stable. Moreover,X ≥ 0. With this matrixX, we define
THEOREM 2.9. Consider the plant defined in (1.1) .L e tXand F denote the matrices in (2.61) and (2.62). Suppose that there exists a matrix
and let X * denote the unique solution to the Lyapunov equation
for all i =1,2,...,m, the dynamic controlleṙ
is an optimal solution to the OCC problem defined in (1.7).
A proof of this theorem may be obtained by combining Theorem 2.1 in this paper and Lemma 4.2 and Theorem 4.1 in [12] . The result in [12] shows how to reduce the OCC problem (and other H 2 -like problems) with output feedback to an equivalent problem with state feedback.
Note that the matricesX and F in (2.61) and (2.62) do not depend on the weighting matrix Q * . To find a matrix Q * satisfying the conditions in Theorem 2.9, we can use the OCC algorithm given in section 2. This requires that we replace D p , W p ,a n dY i in the OCC algorithm F , V ,a n dY i −C iX C T i , respectively. 3. Discrete-time version. The discrete-time version of the OCC problem is very much like the continuous-time case. Here, we give the definition of the OCC problem and the main results.
Consider the following discrete system:
Suppose that we apply to the plant (3.1) a full state feedback stabilizing control, i.e.,
or a strictly proper stabilizing control
Then the closed-loop system has the following form:
where the definitions of matrices A, B,a n dCand vectors x, w,a n dya r ea si nt h e continuous-time case.
As in section 1, let W p > 0andV>0 denote symmetric matrices with dimensions equal to the dimensions of w p and z, respectively. Define W = W p if (3.2) is used in (3.4) 
3) is used. Let X denote the closed-loop controllability Gramian from the input W −1/2 w. Since A is stable, X is given by
As in the continuous-time case, we seek a solution to the following optimal control problem.
The Discrete-Time OCC Problem. Find a state feedback stabilizing controller (3.2) or a strictly proper output feedback stabilizing controller (3.3) for the system (3.1) to minimize the OCC cost (3.6) subject to
where X is given by (3.5).
The discrete-time OCC problem has interpretations similar to the ones of the continuous-time case. For example, the discrete-time OCC problem may be interpreted as the problem of minimizing a weighted sum of the worst-case peak values of the control signals u i subject to constraints on the worst-case peak values of the response y i , when the disturbance w is unknown but has bounded energy. This is because, as in the continuous-time case, discrete-time gains from ℓ 2 to ℓ ∞ may also be computed using controllability Gramians [18] .
3.1. State feedback case. In this section we consider the case of state feedback. The following theorem provides conditions for global optimality. Its proof is similar to that of Theorem 2.1 and is omitted. THEOREM 3.1. Suppose there exists a matrix 8) such that the algebraic Riccati equation
let X * denote the unique solution of the Lyapunov equation
and define
for all i =1 ,2 ,...,m, we have that G * given by (3.10) is an optimal solution to the OCC problem defined in (3.6).
The following algorithm may be used to find a matrix Q * and consequently a matrix G * for the OCC problem satisfying the conditions in Theorem 3.1. THE DISCRETE-TIME OCC ALGORITHM.
..,Q m (0)] > 0, and constants α>0, 0 <β<1, let j =0a n dg ot o2 ) . Both the process noise w p and the measurement noise v are scalar variables, while the performance variable y p has three components. The weighting matrices required to define the OCC problem (1.7) are taken to be W p =1,V =0.01, and R =1. (4.2) Below, we consider two different OCC problems. These two problems differ in the grouping of the performance variables y i used to define the constraints (1.6). For each problem, we consider both state feedback and dynamic output feedback.
4.1. Problem 1. Here, the OCC problem has the performance constraints
where Y 1 , Y 2 ,andY 3 denote the output covariance (1×1) matrices introduced in (1.6), corresponding to the first, second, and third performance variables, respectively. Note that this OCC problem can be also solved by the ellipsoid algorithms given in [1, 3, 12] or the quadratically convergent algorithms given in [16] .
First, we consider the case of state feedback. We use the algorithm described in section 2.1 with the following parameters:
To assess the effect of the user-specified parameter α, we ran the the algorithm with 1.0 ≤ α ≤ 7.25. Figure 4 .1 shows the number of iterations required to meet the stopping criteria of the algorithm versus α. Clearly, as α approaches 1 or 7.25, the iteration number increases. From Figure 4 .1, it follows that there exists an optimal α which uses the least number of iterations. Finding such an optimal α in terms of the system and specification matrices remains an open problem. Table 4 .1, we can see that both controllers are feasible, since Y i satisfies the bound Y i ≤ Y i . The only active constraint is the third one, i.e., Y 3 = Y 3 ; hence, the corresponding output weight Q 3 is nonzero. As expected, the optimal cost J OCC with output feedback is bigger than that with state feedback. where Y 1 denotes the (1 × 1) output covariance matrix corresponding to the first performance output and Y 2 denotes the (2×2) output covariance matrix of the second and third performance outputs grouped together. Table 4 .2 shows the results of running the algorithm with α = 30 for both state and output feedback cases. The other parameters required by the algorithm are those in (4.4) . For the output feedback case the input gain matrix F of the controller given in (4.5).
From Table 4 .2, we can see that both controllers are feasible. As expected, the optimal cost J OCC with output feedback is bigger than that with state feedback. Also, note that the constraint on the second output group Y 2 ≤ 0.05 × I 2 is sufficient for the output covariance constraints of Problem 1 in (4.3) , that is, Y 2 ≤ 0.05 and Y 3 ≤ 0.05. As expected, the costs of Problem 2 for both state and output feedback cases are bigger than those of Problem 1.
Conclusion.
In this paper we have considered the so-called output covariance constraint (OCC) control problem. This is the problem of minimizing control effort subject to matrix inequality constraints on several closed-loop covariance matrices. Optimality conditions for characterizing a global solution are provided. In the state feedback case, these conditions comprise one algebraic Riccati equation, one Lyapunov equation, and a coupling condition. The unknown in this system of equations is a matrix Q which may be interpreted as a matrix of Kuhn-Tucker multipliers. We have given an iterative algorithm to find such a matrix Q. Under the assumption that the optimality conditions admit a solution Q, we have shown that the iterative algorithm converges to one such solution, provided that the step size parameter α is properly chosen. Using the separation property of a closed-loop covariance matrix given in [12] , we have shown how to modify the state feedback algorithm to solve the OCC problem with output feedback. Both discrete-and continuous-time problems have been solved. Finally, an example is presented to demonstrate the applicability of our results.
