Abstract-Modern digital radiography images are large, suggesting that a denoising algorithm should be computationally efficient. In this paper, we propose a homomorphic recursive noise reduction approach. The proposed method was compared to anisotropic diffusion on a database consisting of 47 clinical radiography images, and was subjectively deemed better at noise reduction. The proposed approach was shown to require 50 % fewer iterations to produce subjectively the same results. Objective comparison of the algorithms through a structural similarity index and peak signal-to-noise ratio showed that the proposed method outperforms anisotropic diffusion for various signal-to-noise ratios.
I. INTRODUCTION
SING low radiation doses for radiography imaging is beneficial both for the patient and the medical staff, and is common when sequences of images are acquired, like in angiography [1] . Radiation dose reduction is possible with modern high dynamic range detectors that allow a wide range of exposure levels while still producing good contrast images [2] . A negative effect of the radiation reduction strategy is the involuntary increase of the quantum noise level which manifests through a negative effect on image quality. A high quantum noise level associated with low dose imaging produces the quantum mottle artefact that has a distracting effect on the diagnostician as subtle details can be overlooked [3] . In addition, modern contrast and detail enhancement algorithms tend to increase the impact of the noise on the Paper received April 13, 2018 ; accepted April 25, 2018. Date of publication July 31, 2018. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Branimir Reljin. [18] . image quality [2] . As can be deduced from the previous statements, noise should be reduced in radiography images to achieve a better image quality, and this should be done as a pre-processing step relative to image enhancement.
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There are various and numerous approaches to radiography image denoising. It should be noted that fine anatomical details should be preserved in the process of noise reduction, as they may carry valuable diagnostic information. Hence, simple indiscriminate methods, like the well-known Gaussian or Wiener filtering [4] , are not suitable for radiography images. Several approaches use correlation between anatomical structures over multiple scales with the purpose of distinguishing them from noise. An algorithm that uses Laplacian pyramid [5] decomposition for this purpose was proposed in [1] , while approaches that use wavelet decomposition were proposed in [6] and [7] . A simplified variation of these approaches, that uses only the intensity of the coefficients obtained in the multi-scale image decomposition instead of their correlation, was used as a denoising step of medical image enhancement algorithm in [8] . Image decomposition to low-frequency and high-frequency components, and subsequent high-frequency component value manipulation was proposed in [2] . An approach that uses similarity between neighborhood of a voxel to evaluate its contribution in the denoising process of volumetric images was proposed in [9] . Adaptation of the previous algorithm with the task of noise removal in 2D radiography imaging was proposed in [10] .
Non-linear approaches for image smoothing and denoising such as the bilateral filter [11] and non-local means filtering [12] are impractical for radiography images because of their high complexity and size of the images (ranging from 9 megapixels for diagnostic x-ray [13] up to 25 megapixels for digital mammography [14] ). Recently, edge preserving low complexity recursive algorithms that employ recursive filtering have been proposed. A recursive version of the bilateral filter and a gradient domain bilateral filter were proposed in [15] . A bi-exponential recursive approach for image smoothing was proposed in [16] . A recursive anisotropic diffusion denoising algorithm was proposed in [17] . In this paper, we propose a homomorphic recursive anisotropic diffusion algorithm for radiography image denoising. Initial research and analysis of this idea was presented in [18] .
Section II outlines the anisotropic diffusion [19] as the basis for the recursive anisotropic diffusion. Recursive anisotropic diffusion is explained in Section III. Homomorphic adaptation of recursive denoising for radiography images is explained in section IV. Evaluation and the results are presented in Section V. Section VI concludes the paper. Anisotropic diffusion (AD) [19] is an iterative denoising strategy that updates the pixel value based on the intensity difference with its nearest neighbors. AD is defined through a partial differential equation:
where represents the image, and denote spatial coordinates, represents the time, div • stands for divergence while ∇ • designates the gradient operator. A discrete version of the equation given in (1) is:
where denotes the iteration, and are the discrete spatial coordinates and is a constant from the range 0, 0.25 . Coefficients , , , , are the differences between the value of pixel at coordinates , and values of its nearest neighbors, with a coordinate origin positioned at the top left corner of the image:
Conduction coefficients , , , , correspond to differences : (4) where is a constant used to control the influence of the differences to the coefficients , and may also be considered as a way to control edge sensitivity and is usually established empirically. Dependence of coefficients on the value of constant is shown in Fig. 1 . As can be deduced from (2) and (4), the value of the central pixel , is nonlinearly updated in each iteration. If difference has a high value, the corresponding coefficient will be small, meaning that neighbors that have values more similar to that of the central pixel contribute more to its value change. In practice, this results in the removal of small intensity fluctuations in homogenous image regions, thus effectively reducing noise. On the other hand, neighbors that have a significantly different value compared to the value of the central pixel (e.g. on edges) do not contribute significantly to its value change, which leads to image edge preservation.
III. RECURSIVE ANISOTROPIC DIFFUSION
In the first iteration of AD only four nearest neighbors are used, while the neighbors of the nearest neighbors are implicitly used in the second iteration, effectively increasing filter support. The support will keep increasing with the increase of iteration count. In contrast, recursive filters have infinite support by design. This inspires the combining of the recursive filtering with the nonlinear edge preservation qualities of the AD, leading to recursive anisotropic diffusion (RAD) [17] .
Let us analyze the influence of only one neighbor on the central pixel value change:
By taking the expression given in (3) and placing it in (5) we get:
Replacing 1, with 1, (iteration index has changed) provides recursive filtering:
This manipulation ensures that all pixels that have a smaller value coordinate than pixel , contribute in its update in the iteration. This is important from the support standpoint, as filter support does not iteratively expand but is infinitely large by design.
This principle is applicable to each neighbor of the central pixel, resulting in neighbor recursion image definition (analogously to (5)) , , , , :
where is the iteration, is the same as in (2) .Coefficients , , , , correspond to the intensity difference between the central pixel , and the neighboring pixel in the recursive neighbor image:
Coefficients are defined analogously to :
Upon analyzing (8) and (9), it becomes clear that images , , , , are calculated recursively, e.g. is obtained by filtering in the direction of the increasing , while is obtained by filtering in the decreasing direction, etc.
RAD is defined analogously to AD:
It was shown that RAD outperforms AD in denoising nonmedical images and that it can be used to obtain superior results with fewer iterations [17] . These conclusions make RAD an interesting algorithm from the standpoint of denoising radiographic images as they are large with respect to pixel count, emphasizing the need for the number of potentially used iterations to be low.
IV. ADAPTATION OF RAD FOR RADIOGRAPHY IMAGES
Radiography image noise is predominantly of quantum type, since it is associated with a random distribution of the x-ray photons registered by the digital detector [2] . Let us denote the average number of photons that the source emits per second in the direction of the digital image detector with . The probability of detecting photons during a period of seconds is defined by the Poisson distribution [20] :
Expected photon count is equal to the variance of :
The Poisson noise can be defined as [21] :
The Poisson noise thus has a zero mean and the variance:
It should be noted that, since the noise variance depends on the expected value of , it is signal dependent. The observed number of photons is converted into pixel intensities as [20] :
where represents the bias and is the detector gain. Bias is used in the detector calibration process to ensure that 0 if there is no radiation. Under the assumption that detector is properly calibrated, can be omitted from (16) . Inserting (14) into (16) gives:
where • and • . Noise still has a zero mean, but is no longer Poisson as its variance is:
Starting with (17) we get:
where stands for noise defined as:
and is the noise normalized to unitary variance. It is important to note that is independent of signal intensity. Under the assumption that the variance of is small (it was shown that has small values in practice [20] ), taking the square root of (19) and using the Maclaurin series gives:
We conclude that taking the square root of the pixel intensity will produce a signal with noise that is approximately independent of the pixel intensity. As RAD is designed for additive Gaussian noise removal, the square root should be used prior to denoising. Values obtained after denoising should be squared to ensure return to the original image value domain. Thus, the proposed approach is homomorphic.
V. EVALUATION AND RESULTS
To evaluate the proposed approach, we have used a database that consists of 47 digital radiography images. The images were acquired using Varian PaxScan4343 flat panel detector, and the acquisition took place during regular clinical routines. All images have the same size of 3072 x 3072 pixels. Detector pixels are square with a length of 139 µm.
Noise reduction is only one step in the radiography image processing pipeline [22] , thus the effect of denoising should be evaluated through the analysis of the images that were processed completely, i.e. they are in the form that will be presented to the radiologist. Therefore, we employed the proposed noise reduction algorithm as a pre-processing step, bearing in mind that detail and contrast enhancements increase noise prominence [2] . The algorithm proposed in [22] was used to perform the image enhancement. This algorithm, based on multiscale detail and contrast enhancement, includes dynamic value range mapping and adjustment of the image tone scale.
Choice of parameters for the noise reduction algorithm was made based on AD performance, in such a way that would ensure efficient noise removal while preserving image edges on five randomly selected images from the database. It should be noted that the parameters were not optimized for a specific type of the imaged anatomy, but were set to the same value for each image in the entire database. The values chosen were 0.25 and 30. Each image in the database was processed with AD and RAD, and the results were compared visually. An example of an image after denoising is shown in Fig. 2 .Images in Fig. 2 show that RAD produces satisfactory results with only two iterations (Fig. 2 (f) ), while AD requires four iterations to produce subjectively the same noise reduction results (Fig. 2 (i) ). Objective comparison of noise reduction algorithms on clinical images is not straightforward due to the fact that the clinical images already contain noise, hence there are no noise-free reference images. Therefore, we compared images before enhancement, in the homomorphic domain, to ensure that the noise is independent of the pixel values (as previously described in Section IV). Images processed with boxcar low-pass 5 x 5 filter were established as the reference noise-free images [23] . Gaussian noise of several different variances was added to these images. The denoising performances of AD and RAD were evaluated through comparison of the mean values, on the entire database, of structural similarity index (SSIM) [24] as well as well-known peak signal-to-noise ratio (PSNR) with reference to the noise-free images. SSIM for two images and of common size is defined as: Fig. 7 clearly shows that RAD outperforms AD in radiography image denoising. PSNR is defined as:
where represents the maximal pixel value, is the image pixel count, is the original image whereas is the image after denoising. Similarly as with SSIM, the results are obtained on the entire evaluation database, parameters are set to 0.25, 30 with two iterations for both algorithms. Comparison of obtained PSNR values is presented in Fig. 8 , depicting the objective advantage of RAD over AD in image noise reduction. 
VI. CONCLUSION
In this paper, we proposed a homomorphic recursive anisotropic diffusion approach to noise reduction in digital radiography images. The proposed approach utilizes recursive filters, which have infinite support by design, to achieve equivalent noise reduction in fewer iterations than conventional anisotropic diffusion. Homomorphism was employed with the purpose of reducing noise that is approximately independent of the pixel intensity.
The recursive denoising method was evaluated within a radiography image processing pipeline, more precisely as its pre-processing step. It was shown that the proposed approach produces a visually satisfactory result with only two iterations compared to AD that needs twice as many. Objective comparison on a database of 47 clinical images was performed through comparison of SSIM and PSNR values and showed that homomorphic RAD outperforms homomorphic AD.
