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CHARACTER FORMULAS
FOR THE OPERAD OF TWO COMPATIBLE BRACKETS
AND FOR THE BIHAMILTONIAN OPERAD
VLADIMIR DOTSENKO, ANTON KHOROSHKIN
Abstract. We compute dimensions of the components for the operad
of two compatible brackets and for the bihamiltonian operad. We also
obtain character formulas for the representations of the symmetric groups
and the SL2 group in these spaces.
1. Introduction
1.1. Description of the results. Let V be a vector space equipped by
two skew-symmetric operations such that each of them is a Lie bracket (i.e.
satisfies the Jacobi identity), and moreover these two Lie brackets are com-
patible, i.e. any their linear combination is again a Lie bracket. Such an
algebraic structure is called an algebra with two compatible brackets. As
for an arbitrary algebraic structure, we can consider a free algebra of this
type with n generators a1, . . . , an. One of the natural problems concerning
this algebra is to investigate how large it is. This question can be formu-
lated more precisely as follows. This algebra is graded (even multigraded),
and graded components are finite-dimensional. What are the dimensions
of the graded components? The common way to answer this question goes
as follows. First of all, study the Sn-module structure (w.r.t. the action
induced by permuting the generators) on the “multilinear part” of the free
algebra (i.e. all elements containing each of the generators exactly once).
Then this information can be used to compute the dimensions of all graded
components. In our case it is possible to prove that the dimension of the
multilinear part of the free algebra is equal to nn−1 and to compute the
Sn-character for this space. In this paper we present these results.
We also derive similar results for “bihamiltonian” free algebras. A bi-
hamiltonian algebra is an analogue of a Poisson algebra for the case of two
compatible brackets. Namely, it is a vector space equipped by two skew-
symmetric mappings being two compatible brackets and a symmetric op-
eration, being an associative commutative multiplication such that each of
the brackets is its derivation. For a free algebra with n generators of this
type the dimension of the corresponding space is equal to (n+1)n−1, and it
is also possible to compute the corresponding characters of the symmetric
groups.
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Conjecture on the dimension of the multilinear part of the free bihamil-
tonian algebra was stated by B. Feigin several years ago. At that moment
it seemed that the corresponding spaces have much in common with the
other representations of the symmetric groups of the same dimensions —
the diagonal harmonics from the work [9]. The exact meaning of this phrase
is not known yet; all evident ways to relate these spaces result in wrong
statements.
1.2. The machinery. Our main tool for computing dimensions and char-
acters is the Koszul duality for the operads and the theory of Koszul operads
developed by V.Ginzburg and M.Kapranov. It turns out that, though the
operad of two compatible brackets is rather complicated, its Koszul dual is
more visible. For any Koszul operad, it is possible to use the information on
the dimensions of its components to obtain similar information for the dual
operad:
Proposition 1 ([7]). Let fQ(x) :=
∑∞
n=1
dimQ(n)
n! x
n. If the operad Q is
Koszul, then fQ(−fQ!(−x)) = x.
Example 1. For the Lie operad Lie we have dimLie(n) = (n−1)!, and so
fLie(x) = − ln(1−x). For its Koszul dual Com we have dimCom(n) = 1, so
that fCom(x) = exp(x) − 1. It is well known that these operads are Koszul.
The functional equation in this case reads as − ln(1 + exp(−x)− 1) = x.
A similar functional equation holds also for the generating functions of
the symmetric group characters of the representations in the components of
an operad. Thus the Koszulness of the operad of two compatible brackets
turns out to be a very important ingredient of our work. We managed to
prove it — in fact, there are even several ways to do it. First of them uses the
ideas from the recent paper [16] establishing some connection between the
Koszul operads and the Cohen–Macaulay partially ordered sets. Another
way uses the criterion for the Koszulness in terms of distributive lattices
(similar to the criterion for quadratic algebras) found by the second author.
(This proof is discussed in details in [10].) After the proof of the Koszulness,
all the calculations are just power series inversions.
1.3. Plan of the paper. Throughout the paper we assume that the reader
is familiar with the main operadic notions. Still we remind briefly some of
them when they appear in the text.
In Section 2 we define our operads and establish their basic properties.
Here we avoid general operadic definitions, appealing to the intuitive under-
standing of the operads. In Section 3 we remind necessary notions of the
Koszul duality for operads and define the generating functions for the char-
acters. Calculating these generating functions for our operads is the main
result of this paper. In Section 4 we prove the Koszulness of our operads. In
Section 5 we compute the generating functions for the characters of our op-
erads using functional equations on these generating functions. In Section 6
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we discuss the monomial basis in the multilinear part of the free algebra
with two compatible brackets. The dimension formula helps us to prove
that the family of monomials introduced by M.Bershtein [1]1 is a basis. In
Section 7 we list the current results on the decomposition of the components
of our operads into sum of irreducibles. Finally, Section 8 is auxiliary. It
contains the definitions related to power series and residues and one simple
calculation.
The ground field for all vector spaces and algebras throughout this paper
is an arbitrary field k of zero characteristic. Sometimes we suppose that k
is algebraically closed; we will mention it explicitly then.
1.4. Acknowledgements. We are grateful to our teacher B. Feigin for stat-
ing the problem, useful discussions and significant help in editing this paper.
We are also indebted to A.N.Kirillov who told us about the paper [16], and
to V.Ginzburg and P. Etingof for the discussion of our results.
The work of the first author is supported by the grant of the President
of Russian Federation 2044.2003.2 and the INTAS grant 03-3350. The work
of the second author is supported by the RFBR grant 04-01-00637 and the
INTAS grant 03-3350.
2. Definitions of the operads.
2.1. Operads Com, Lie and P. We remind several standard definitions.
The operad Lie is generated by a skew-symmetric binary operation {·, ·}
with one quadratic relation: we want the Jacobi identity (1) to be satisfied
in each algebra over this operad. Thus an algebra over this operad is a Lie
algebra. The operad Com is generated by a symmetric binary operation ⋆
with one quadratic relation: the associativity law for this operation. An
algebra over this operad is an associative commutative algebra.
The Poisson operad P is a little bit more complicated. It is gener-
ated by a symmetric operation ⋆ and a skew-symmetric operation {·, ·};
the symmetric operation generates a suboperad of P isomorphic to Com,
the skew-symmetric operation generates a suboperad isomorphic to Lie and
the relations between these operations mean that the skew-symmetric one
is a derivation of the symmetric one (“the Leibniz rule for differentiating a
product”):
{a, b ⋆ c} = {a, b} ⋆ c+ b ⋆ {a, c}.
A algebra over this operad is called a Poisson algebra; an example of such an
algebra is the algebra of functions on a manifold with the ordinary product
and a bracket defined by a Poisson bivector field.
1As we were told by P.Etingof, another family of monomials which turns out to be a
basis was independently discovered by Fu Liu.
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2.2. Operads Lie2 and Com2. The operad Lie2 (called also the operad
of two compatible brackets) is generated by two skew-symmetric operations
(brackets) {·, ·}1 and {·, ·}2. The relations in this operad mean that any
linear combination of these brackets satisfies the Jacobi identity. It is equiv-
alent to the following identities in each algebra over this operad: the Jacobi
identity for each of the brackets
{a, {b, c}1}1 + {b, {c, a}1}1 + {c, {a, b}1}1 = 0,(1)
{a, {b, c}2}2 + {b, {c, a}2}2 + {c, {a, b}2}2 = 0,(2)
and a six-term relation between the brackets
(3) {a, {b, c}1}2 + {b, {c, a}1}2 + {c, {a, b}1}2+
+ {a, {b, c}2}1 + {b, {c, a}2}1 + {c, {a, b}2}1 = 0.
The operad of two commutative products Com2 is generated by two sym-
metric binary operations (products) ⋆1 and ⋆2 such that in any algebra over
this operad we have the associativity conditions
a ⋆1 (b ⋆1 c) = (a ⋆1 b) ⋆1 c,(4)
a ⋆2 (b ⋆2 c) = (a ⋆2 b) ⋆2 c,(5)
and also the identities
(6) a ⋆1 (b ⋆2 c) = a ⋆2 (b ⋆1 c) = b ⋆1 (a ⋆2 c) =
= b ⋆2 (a ⋆1 c) = c ⋆1 (a ⋆2 b) = c ⋆2 (a ⋆1 b)
meaning that the six elements obtained from the given three by taking two
distinct products are pairwise equal.
Note that the components of these operads are equipped by an SL2-
action (besides the action of the symmetric groups), since SL2 acts on binary
operations that generate these operads.
Proposition 2. The space Com2(n) is n-dimensional. As a representation
of Sn it is isomorphic to the direct sum of n copies of a trivial representation.
As a representation of SL2 it is isomorphic to the n-dimensional irreducible
representation L(n).
Proof. Notice that the dimension of Com2(n) is at most n: for each k = 0,
1, . . . , n − 1 all monomials obtained by k products of the first type and
n−1−k products of the second type are pairwise equal. On the other hand,
this suggests an explicit realization of the free algebra over this operad.
Namely, an element of the basis is indexed by a multiset whose elements
are the generators of the algebra and a nonnegative integer less than the
cardinality of the multiset (the number of the products of the first type
in the monomial); the definition of the operations is clear. It follows that
the dimension is equal to n. The statements concerning representations are
straightforward (for SL2 the simplest way is just to compute the weights
which turn out to be n − 1, n − 3, . . . , 1 − n, and this is exactly what we
need). 
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2.3. The operad P2. The bihamiltonian operad P2 is generated by three
operations: two skew-symmetric ones ({·, ·}1 and {·, ·}2) and a symmetric
one (⋆). The relations on these operations mean that the skew-commutative
operations are two compatible Lie brackets (that is, relations (1)–(3) hold),
the commutative operation is an associative product and each of the brackets
is its derivation:
{a, b ⋆ c}1 = {a, b}1 ⋆ c+ b ⋆ {a, c}1,(7)
{a, b ⋆ c}2 = {a, b}2 ⋆ c+ b ⋆ {a, c}2.(8)
3. Operads: a summary.
3.1. S-modules and operads. By S−mod we denote the category of S-
modules, i.e. collections of vector spaces {V (n), n > 1}, where each V (k) is
an Sk-module. The set of all morphisms between V and W in this category
is, by definition,
HomS−mod(V ,W ) =
⊕
n>1
HomSn(V (n),W (n)).
Define the direct sum, the tensor product and the dual module by the
formulas (V ⊕ W )(n) = V (n) ⊕ W (n), (V ⊗ W )(n) = V (n) ⊗ W (n),
(V ∗)(n) = (V (n))∗.
An important example of an S-module is the module Det, for which Det(n)
is a sign representation of Sn. We use this module to define a version of a
dual module which we actually use: V ∨ = V ∗⊗Det; it is the ordinary dual
twisted by the sign representation. In some cases we consider the differential
graded S-modules; all the above constructions for them are defined analo-
gously. The graded analogue of Det is denoted by E ; the space E (n)1−n is
one-dimensional and is the sign representation of the symmetric group while
all other spaces E (n)k are equal to zero.
Each S-module V gives rise to a functor from the category Fin of finite
sets (with bijections as morphisms) to the category of vector spaces. Namely,
for a set I of cardinality n let
V (I) = kHomFin([n], I)⊗kSn V (n).
(Here [n] denotes the “standard” set {1, 2, . . . , n}.)
For S-modules V and W define the composition V ◦W as
(9) (V ◦W )(n) =
n⊕
m=1
V (m)⊗
kSm

 ⊕
f : [n]։[m]
m⊗
l=1
W (f−1(l))

 ,
where the sum is taken over all surjections f . The following definition is
more visible but less invariant:
(10) (V ◦W )(n) =
n⊕
m=1
V (m)⊗
kSm
( ⊕
i1+...+im=n
m⊗
l=1
W (il)
)
.
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This operation endows the caterory of S-modules with a structure of a
monoidal category. An operad is a monoid in this category. See [14] for a
more detailed definition.
A set-theoretic operad can be defined similarly. The only difference is
in replacing S-modules by S-sets (i.e. collections of sets {Mk, k > 1} with
the symmetric groups action; the tensor product should be replaced by the
Cartesian product).
Given a set-theoretic operad, one can construct an ordinary operad, re-
placing the sets by their linear spans and extending the composition maps
to linear combinations by linearity.
Let V be a vector space. By the definition, the operad of linear mappings
EndV is a collection {EndV (n) = Hom(V
⊗n, V ), n > 1} of all multilinear
mappings from V to itself with the obviuos composition maps.
Using the operad of linear mappings, we can define an algebra over an
operad O; a structure of such an algebra on a vector space is a morphism
of the operad O to the corresponding operad of linear mappings. Thus an
algebra over an operad O is a vector space W together with a collection of
mappings O(n) ⊗
kSn W
⊗n → W with obvious compatibility conditions. A
free algebra generated by a vector space X over an operad O is (isomorphic
to)
⊕∞
k=1 O(n)⊗kSn X
⊗n.
To simplify the definitions, we consider here only operadsQ with Q(1) = k.
3.2. Operads defined by generators and relations. A free operad FO
generated by an S-module O (with O(1) = 0) is defined as follows. A
basis in this operad consists of some species of trees. These trees have a
distinguished root (of degree one). A tree belonging to FO(n) has exactly
n leaves. Finally, this tree has internal vertices (neither leaves nor the root)
labeled by the basis of the set of generators O, and a vertex with k siblings
is labeled by an element from O(k). The unique tree whose set of internal
vertices is empty generates a one-dimensional space FO(1). The composition
of a tree t with l leaves and the trees t1, . . . , tl glues the roots of t1, . . . , tl
to the corresponding leaves of t (so that two glued egdes become one edge,
and the corresponding vertex becomes an internal point of this edge).
Free operads are used to define operads by generators and relations. Let O
be an S-module, R be an S-submodule in FO . An (operadic) ideal generated
by R in FO is the linear span of all trees such that at least one internal
vertex is labeled by an element of R. An operad with generators O and
relations R is the quotient of the free operad modulo this ideal.
3.3. Koszul duality for operads. Let an operad Q be defined by a set
of binary operations O with quadratic relations R (that is, they involve
ternary operations obtained by composition maps from the given binary
ones). In this case Q is called quadratic. For quadratic operads, there
is an analogue of the Koszul duality for quadratic algebras. This duality
assigns to a quadratic operad Q an operad Q! with generators O∨ and the
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annihilator of R under the natural pairing as the space of relations. The
property (Q!)! ≃ Q holds here as well.
Proposition 3. Com! ≃ Lie, P ! ≃ P, Lie2
! ≃ Com2.
Proof. First two isomorphisms are well known (being established, for exam-
ple, in [7]), and the last one is similar to the first one. 
The cobar complex C(Q) for an operad Q is a free operad with generators
{Q∗(n), n > 2} equipped with a differential d with d2 = 0. We will give here
a sketch of the definition, referring the reader to [14] for the details (including
the grading on the free operad and the appropriate choice of signs in the
formula for d).
Notice that from the operad structure on Q we can obtain the maps
ϕ∗m,n,k : Q
∗(m+ n− 1)→ Q∗(m)⊗Q∗(n)
dual to the composition maps
(11) ϕm,n,k : Q(m)⊗Q(n) ≃
≃ Q(m)⊗Q(1)⊗(k−1) ⊗Q(n)⊗Q(1)⊗(m−k) → Q(m+ n− 1)
in Q. A differential on the generators of the free algebra is defined as a
certain sum of these maps with alternating signs, and it can be extended by
an operadic analogue of the Leibniz identity (with some signs that take into
account the grading) to compositions of generators.
Once again we use twisting by the sign, now to get another version of the
cobar complex: D(Q) = C(Q) ⊗ E . The zeroth cohomology of D(Q) is
isomorphic to the operad Q!.
Definition 1. An operad Q is Koszul if H i(D(Q)) = 0 for i 6= 0.
Remark 1. It is well known ([7], [13]) that operads Lie, Com and P are
Koszul.
Recall that for a quadratic operad Q the S-module Q ◦ ((Q!)∨) can be
equipped by a differential which endows it with a structure of a cochain
complex (see [14]). This complex is called the Koszul complex for an operad
Q (and is similar to the Koszul complex for a quadratic algebra).
Proposition 4 ([7]). Let Q be a quadratic operad. The following conditions
are equivalent:
• Q is Koszul.
• Q! is Koszul.
• For n > 1 the subcomplex Q◦((Q!)∨)(n) of the Koszul complex for Q
is acyclic.
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3.4. Distributive laws. Here we briefly remind the main result of the
Markl’s work [13]. Let A and B be two quadratic operads. Denote by
OA , OB their generators and by RA , RB the spaces of relations. Denote
by OA •OB a subspace in the free operad FOA ⊕OB spanned by the elements
ϕ(1, ψ) where ϕ ∈ OA , ψ ∈ OB (and 1 stands for the identity unary map
corresponding to the tree without internal vertices). The notation OB •OA
has the same meaning. Suppose that we have a map
d : OB •OA → OA •OB.
Consider an operad C with generators OC = OA ⊕OB and relations RC =
= RA ⊕ D ⊕ RB, where D = {x − d(x) | x ∈ OB • OA }. It is easy to see
that the natural inclusion
FOA ◦FOB →֒ FOC
gives rise to a morphism of S-modules ξ : A ◦ B → C . Let the degree of
elements from OA be equal to (1, 0), and the degree of elements from OB
be equal to (0, 1). Thus our S-modules become bigraded, and the morphism
respects the grading.
The next proposition is proved in [13].
Proposition 5. Suppose that A and B are Koszul, and ξ is an isomorphism
on the homogeneous components of degrees (2, 1) and (1, 2). Then
(i) ξ is an isomorphism of bigraded S-modules A ◦B and C .
(ii) The operad C is Koszul.
If the condition from the proposition holds, the map d is called a distribu-
tive law between OB • OA and OA • OB.
3.5. Generating functions and characters. As we have already men-
tioned in the introductory part, to each operad (and more generally, to
each S-module) Q one can assign a formal power series — the exponential
generating function for the dimensions
fQ(x) =
∞∑
n=1
dimQ(n)
n!
xn,
such that for a Koszul operad
fQ(−fQ!(−x)) = x.
This functional equation is an immediate corollary of a functional equation
relating more general generating functions which we will define here.
Character of a representation M of the symmetric group Sn can be
identified ([12]) with a symmetric polynomial FM (x1, x2, . . .) of degree n
in infinitely many variables. To each S-module V we assign an element
FV (x1, . . . , xk, . . .) =
∑
n>1 FV (n)(x1, . . . , xk, . . .) of the ring of symmetric
functions Λ. This ring is the completion of the ring of symmetric polynomi-
als in infinitely many variables with respect to the valuation defined by the
degree of a polynomial. It is isomorphic to the ring of formal power series
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in (infinitely many) variables of degrees 1, 2, 3, . . . (for which one can take,
for example, the Newton power sums p1, . . . , pn, . . .). The series FV is a
generating series for the symmetric groups’ characters. Namely, multiplying
the coefficient of pn11 . . . p
nk
k by 1
n1n1! . . . k
nknk!, we obtain the value of the
character of V (n) on a permutation containing n1 cycles of length 1, . . . ,
nk cycles of length k in the decomposition into disjoint cycles.
Note that fV (x) = FV |p1=x,p2=p3=...=0.
If V is equipped by the action of a group G which commutes with the
symmetric groups, then for each n the space V (n) is a representation of
Sn×G. In this case we assign to V an element of the ring ΛG of symmetric
functions with values in the character ring of G (or, in other words, a char-
acter of G with values in symmetric functions). We denote this element by
FV (x1, . . . , xn, . . . ; g) with g ∈ G.
Extend the definition of FV on differential graded modules. Namely, for
such a module V = ⊕iVi let FV =
∑
i(−1)
iFVi (the Euler characteristic of
V ).
3.6. Functional equation for characters. Let us remind the definition
of the plethysm for the symmetric functions.
Definition 2. Fix a symmetric function H(x1, x2, . . .). Plethysm (plethystic
substitution of H) is a k-linear ring homomorphism Λ → Λ (the image of
F under this homomorphism is denoted by F ◦ H) defined by pn ◦ H =
= H(xn1 , x
n
2 , . . .).
Proposition 6 ([7]). For each two S-modules V , W we have
FV ◦W = FV ◦ FW .
Extend this standard defintion on elements of ΛG in a following evident
way.
Definition 3. Fix H(x1, x2, . . . ; g) ∈ ΛG. Plethysm (plethystic substitution
of H) is a ring homomorphism F 7→ F ◦ H of ΛG to itself that is lin-
ear over the character ring of G and is defined on symmetric functions by
pn ◦H = H(x
n
1 , x
n
2 , . . . ; g
n).
The formula for the character of the composition can be proved analo-
gously.
From the definition it is clear that
pn ◦ (H(p1, p2, . . . , pk, . . . ; g)) = H(pn, p2n, . . . , pkn, . . . ; g
n).
Define by ε the linear over the character ring of G involution of ΛG map-
ping pn to −pn.
Theorem 1. Suppose that the operad Q is Koszul. Then the following
equality holds in ΛG:
(12) ε(FQ) ◦ ε(FQ!) = p1.
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The proof is similar to the proof of the corresponding statement in [7];
to prove this formula, one compares two different calculations of the Euler
characteristic of the Koszul complex for Q.
4. Koszulness and Cohen–Macaulayness.
In this section we prove that our operads are Koszul. The proof uses the
results relating Koszul operads and Cohen–Macaulay partially ordered sets.
Definition 4. A partially ordered set2 is a set M equipped by a transitive
binary relation < such that no pair of elements a, b ∈M satisfies both a < b
and b < a. This relation is called the order relation on M .
If for the elements a, b we have a < b we say that a is less than b, and b
is greater than a.
Definition 5. (1) A chain in a poset M is an increasing sequence of
elements (a0 < . . . < ak).
(2) Let x < y be two elements of a poset M . The interval (x, y) is a
subset of M consisting of all z such that x < z < y. The segment
[x, y] is a subset (x, y) ∪ {x} ∪ {y}.
(3) If x < y and (x, y) = ∅ we say that y covers x and denote it by
x ≺ y.
In this section we consider only set-theoretic operads and linear spans of
such operads. We use the same notation for an operad and its linear span
if it is clear from the context which of them is considered. Fix a convenient
way to work with an operad and its linear span simultaneously. Namely, for
a realization of the nth set of the operad A we take the set of multilinear
monomials in the free algebra with n generators over the linear span of this
operad.
Our main example is the operad Com2. The basis in the multilinear part
of the free algebra is due to the relations a quotient of a finite set modulo
some equivalent relation. Hence this operad is a linear span of a set-theoretic
operad.
Let A be a set-theoretic operad. Let us construct from this operad a
collection of posets Πn(A ) as follows. An element of Πn(A ) is a pair (I, ψ),
where I is a partition I1 ⊔ I2 ⊔ . . . ⊔ Ik of an n-element set into a disjoint
union of subsets and ψ is a collection of elements belonging to the operad:
for each s = 1, . . . , k we have ψs ∈ A (Is). By the definition, (I, ψ) is
less than (J, ϕ) if I is obtained from J by refinement (partitioning some
of the subsets; Js = ∪
ms
l=1Ia(l,s)), and the “operations” ϕ are obtained from
ψ by taking the operadic compositions with some elements ηs ∈ A (ms):
ϕs = ηs(ψa(1,s), . . . , ψa(ms ,s)).
Koszulness of the linear span of this operad is related to some homological
properties of the constructed posets.
2Throughout this paper we use the standard abbreviation “poset”.
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Definition 6. The order complex of a poset M is a vector space C∗(M)
with basis indexed by chains (m0 < . . . < mk) and the differential d:
d(a0 < . . . < ak) =
∑
i
(−1)i(a0 < . . . < ai−1 < ai+1 < . . . < ak).
Definition 7. The homology of the order complex is called the homology of
the poset M and is denoted by H∗(M).
Definition 8. A poset M is called Cohen–Macaulay if Hi(M) = 0 for all
positive i less than the length of maximal chains in M .
The following result appears in [16].
Proposition 7. Suppose that for any elements αi ∈ A (mi), i = 1, . . . , k of
a set-theoretic operad A
(*) the map A (k)→ A (m1+ . . .+mk), β 7→ β(α1, . . . , αk), is injective.
Then the linear span of this operad is Koszul if and only if all posets Πn(A )
are Cohen–Macaulay.
This proposition was successfully applied in the paper [5] containing
among other results the proof for the Cohen–Macaulayness of the poset
of pointed partitions of a finite set. 3 The idea of the proof for our case has
much in common with that of [5].
The following proposition is evident.
Proposition 8. The condition (*) holds for the operad Com2.
Definition 9. Call a poset M upper semimodular if for all a, b, c ∈M such
that c ≺ a, b there exists d ∈M such that a, b ≺ d.
A poset M is called totally upper semimodular if any its segment is upper
semimodular.
The results of paper [3] lead (see [5]) to a following criterion of Cohen–
Macaulayness.
Proposition 9. A totally upper semimodular poset M is Cohen–Macaulay.
Consider the sets Πn = Πn(Com2) more precisely. An element of Πn is a
set of monomials in a free algebra with n generators over Com2 where each
generator appears (in total) once. The refinement corresponds to replacing
some monomials from the set by their factors.
Theorem 2. For each n the poset Πn is Cohen–Macaulay.
Proof. Let us prove that Πn is totally upper semimodular. We start with the
maximal (w.r.t. the length) segments Πn,s of this set. The maximal element
of Πn,s is the monomial using s products of the first type and n − 1 − s
products of the second type.
3These finite posets are the posets assigned to the set-theoretic operad Perm (see [16]).
In general, the operads Perm and Com2 have much in common; for example, they have the
same generating series for the dimensions (but the symmetric groups actions are different,
and it leads to the crucial difference between the dual operads).
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Lemma 1. Πn,s is upper semimodular.
Proof. Let a, b, c be three elements of Πn,s such that a and b cover c; denote
by M = {M1, . . . ,Mt} the set of monomials corresponding to c. It is clear
that each of the elements a, b is obtained by taking a product of certain two
monomials. Consider three possible cases.
(1) a is obtained from c by replacing Mj ,Mk by Mj ⋆α Mk, while b
is obtained by replacing Ml,Mm by Ml ⋆β Mm, where all indices
j, k, l,m are pairwise distinct. Then let d be obtained from c by
replacing Mj ,Mk,Ml,Mm by Mj ⋆α Mk,Ml ⋆β Mm.
(2) a is obtained from c by replacing Mj ,Mk by Mj ⋆α Mk, while b is
obtained by replacing Mj,Ml by Mj ⋆β Ml where j, k, l are pairwise
distinct. Then let d be obtained from c by replacing Mj ,Mk,Ml by
Mj ⋆α Mk ⋆β Ml.
(3) a is obtained from c by replacing Mj ,Mk by Mj ⋆α Mk, while b
is obtained by replacing Mj ,Mk by Mj ⋆β Mk. Then it is clear
that α 6= β and that there exists at least one more monomial Ml
in c (otherwise a, b would be two distinct maximal elements in the
segment, which is a contradiction). Let d be obtained from c by
replacing Mj ,Mk,Ml by Mj ⋆α Mk ⋆β Ml.
In each case d covers both a and b. 
Lemma 2. Each segment in Πn is isomorphic to the Cartesian product of
several maximal segments Πni,ri (in smaller posets Πni).
Proof. Consider the maximal element of a segment [x, y]. Take the corre-
sponding set of monomials and, in particular, the partition [n] = I1⊔I2⊔. . .⊔Is.
According to this partition, the segment [x, y] can be decomposed into a
product of segments [x1, y1] × [x2, y2] × . . . × [xs, ys], where the maximal
elements yt are monomials from Com2(It). Let x˜ = xk, y˜ = yk and de-
note by m1, . . . ,mr the monomials corresponding to x˜. Suppose that the
monomial corresponding to y˜ is obtained from these by s products of the
first type. Then it is clear that [x˜, y˜] is isomorphic to the segment Πr,s of
Πr (replace the letters in the elements of this segment by the corresponding
monomials). 
It is clear that the Cartesian product of upper semimodular posets is
upper semimodular. Hence Πn is totally upper semimodular. Since any
totally upper semimodular poset is Cohen–Macaulay, the theorem follows.

Corollary 1. The operads Lie2, Com2, P2 are Koszul; the S-modules P2
and Com ◦Lie2 are isomorphic.
Proof. For the operad Com2 its Koszulness is an immediate corollary of our
theorem and Proposition 7. The operad Lie2 is Koszul since its dual is
Koszul. Both statements about the operad P2, follow from Proposition 5,
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since this operad is obtained from Koszul operads Com and Lie2 by a dis-
tributive law (the Leibniz rule) — the proof is similar to the corresponding
proof for the Poisson operad in [13]. 
5. Calculation of the dimensions and characters.
5.1. An example of usage of functional equations. As an example
we prove a well known result on the structure of the Lie operad. Since
Lie! = Com and
FCom(p1, . . . , pn, . . .) =
∑
k>1
hk = exp

∑
k>1
pk
k

− 1
(here hn denote the complete symmetric functions (in the case of symmet-
ric polynomials in finitely many variables hn is a sum of all monomials of
degree n), i.e. the Schur polynomials corresponding to the partitions into
one part), we have
exp

−∑
k>1
pk ◦ FLie
k

− 1 = −p1, i.e. ∑
k>1
pk ◦ FLie
k
= − ln(1− p1).
Let us prove a formula similar to the classical Moebius inversion for-
mula [8].
Lemma 3 (Moebius inversion in the ring Λ). For A,B ∈ Λ the relation
A =
∑
k>1
pk ◦B and B =
∑
k>1
µkpk ◦A
are equivalent. (Here µ denotes the number-theoretic Moebius function.)
Proof. Let us obtain, for example, the second relation from the first:∑
k>1
µkpk ◦ A =
∑
k>1
µkpk ◦ (
∑
l>1
pl ◦B) =
=
∑
k>1,l>1
µkpkl ◦B =
∑
n>1
(
∑
d|n
µd)pn ◦B = p1 ◦B = p1.

From this formula we get
FLie = −
∑
k>1
µkpk ◦ ln(1− p1)
k
= −
∑
k>1
µk ln(1− pk)
k
=
∑
n>1
1
n
∑
k|n
µkp
n/k
k .
This relation (proved in another way already in [4]) is known to be equivalent
to the following statement [11].
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Theorem 3. If the ground field is algebraically closed, the representation of
Sn in Lie(n) is isomorphic to the representation Ind
Sn
Hn
τn where Hn denotes
a subgroup generated by a cycle of length n, and τn is (any) exact one-
dimensional representation of this group.
5.2. Formulas for SL2 × Sn-characters. Recall that the components of
our operads are equipped by the action of SL2 (arising from the action
on the space of generators of the operad Lie2), and this action commutes
with the symmetric groups. All the information about these operads will
follow from the functional equation on the characters and the explicit de-
scription (given in Proposition 2) of the representation Com2(n) of the group
SL2 × Sn. The character ring of SL2 is isomorphic to the ring of Laurent
polynomials in one variable q (in a way that, for example, the character of
the n-dimensional irreducible representation is equal to q
n−q−n
q−q−1 ); the element
of ΛSL2 corresponding to an S-module V is denoted by FV (p1, . . . , pn, . . . ; q).
This notation differs a little from the one introduced above but we hope that
it will not lead to a mess. In this case the plethysm is defined as follows:
pn ◦ q = q
n.
Here we list the formulas for the characters of our operads. The proofs
are explained in the next section.
Let us introduce the following notation:
an(q) = µn
qn − q−n
n(q − q−1)
,
cn(q) =
∑
d|n
qd
d
an/d(q
d),
dn(q) =
∑
d|n
1
d
an/d(q
d).
Now we can formulate our main theorem. We determine the values of
SL2 × Sn-characters for the representations in the components of our op-
erads. The value of characters on elements of Sn are SL2-characters, i.e.,
Laurent polynomials. Take a permutation σ ∈ Sn containing n1 cycles of
length 1, . . . , nt cycles of length t in the decomposition into disjoint cycles.
Main theorem. 1. The value of the character of the representation P2(n)
on σ is equal to
(13)
∏
s>1

 ns∏
m=1

∑
d|s
(sndcs/d(q
d))− sm(qs − q−s) + sds(q)



×
×
∏
s>2
∑
d|s,d6=s
ndcs/d(q
d) + ds(q)∑
d|s,d6=s
ndcs/d(qd) + nsq−s + ds(q)
.
14
2. The value of the character of the space Lie2(n) on σ can be computed
as follows. Let n1 = n2 = . . . = nk−1 = 0, nk 6= 0 (i.e. the length of the
shortest cycle is equal to k). Then the character vanishes on σ if there exists
at least one cycle whose length is not divisible by k; otherwise it is equal to
(14) ak(q)
nk−1∏
j=1
(
(nk − j)q
k + jq−k
)
×
×
∏
s>2:
ns 6=0

ns−1∏
m=1

 ∑
d : k|d,d|s
(sndcs/d(q
d))− sm(qs − q−s)

×
×

 ∑
d : k|d,d|s,d6=s
s ndcs/d(q
d)



 .
Remark 2. Let us compare the character formula for the operad P2 with
the character formula for the diagonal harmonic polynomials. From the
Haiman’s results [9] one can easily deduce that the value of the character of
the space of diagonal harmonics in n pairs of variables on a permutation
(containing n1 cycles of length 1, . . . , nk cycles of length k in the decompo-
sition into disjoint cycles) is equal to
(15)
(−1)
∑
m>1(m−1)nmq−n(n−1)/2
1 + q + q2 + . . . + qn
∏
m>1
(1 + qm + q2m + . . . + qnm)nm .
At least, both of the formulas seem rather surprising since the values of the
character can be decomposed into small (compared to the values themselves)
factors.
The dimensions, Sn-characters and SL2-characters of our operads can be
easily obtained from the listed formulas by appropriate specializations. We
do not list here the formulas for the Sn-characters (corresponding to the
specialization q = 1) since they are approximately of the same complexity.
Still the formulas for the dimensions and the SL2-characters are quite simple
and beatiful and deserve to be listed.
Corollary 2. We have
fLie2(x) =
∑
n>1
nn−1xn
n!
, fP2(x) =
∑
n>1
(n+ 1)n−1xn
n!
.
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Furthermore, denote by fA (x, q) the exponential generating function for the
SL2-characters (for an S-module A with the SL2 action). Then we have
fLie2(x, q) =
∑
n>1
∏n−1
k=1(kq + (n− k)q
−1)xn
n!
,(16)
fP2(x, q) =
∑
n>1
∏n−1
k=1(kq + 1 + (n− k)q
−1)xn
n!
.(17)
Proof. The generating functions for the dimensions are obtained from the
characters by setting p1 = x, pk = 0 for k > 1, q = 1. The case of SL2-
characters is even simpler, since the substitution q = 1 is not needed. 
5.3. Proof of the main theorem.
5.3.1. The operad Lie2. Let us note that the SL2 × Sn-character of the
operad Com2 is equal to
(18) FCom2(p1, . . . , pn, . . . ; q) =
∑
n>1
qn − q−n
q − q−1
hn =
=
exp
(∑
k>1
qkpk
k
)
− exp
(∑
k>1
q−kpk
k
)
q − q−1
.
To simplify the formulas, let G := FLie2(p1, . . . , pn, . . . ; q). Theorem 1 im-
plies that G satisfies the functional equation
−
1
q − q−1

exp

∑
k>1
−qkpk ◦G
k

− exp

∑
k>1
−q−kpk ◦G
k



 = p1.
Setting H :=
∑
k>1
qk−q−k
k(q−q−1)
pk ◦G, we have
p1 =
exp((q − q−1)H)− 1
q − q−1
exp

−∑
k>1
qkpk ◦G
k

 .
Lemma 4 (A q-analogue of the Moebius inversion). For A,B ∈ ΛSL2 the
relations
A =
∑
k>1
qk − q−k
k(q − q−1)
pk ◦B and B =
∑
k>1
µk
qk − q−k
k(q − q−1)
pk ◦A
are equivalent.
Proof. Analogous to the proof of Lemma 3. 
It follows that
∑
k>1
qkpk◦G
k =
∑
m>1 cm(q)pm ◦H.
Thus,
p1 =
exp((q − q−1)H)− 1
q − q−1
exp(−
∑
m>1
cm(q)pm ◦H),
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and so
pk = pk ◦ p1 =
exp((qk − q−k)pk ◦H)− 1
qk − q−k
exp

−∑
m>1
(cm(q
k)pkm ◦H)

 .
Let zk = pk ◦H. Notice that this change of coordinates is triangular and
that
∂pk
∂zk
= exp(zk(q
k − q−k)) exp(−
∑
m>1
cm(q
k)zkm)+
+
exp(zk(q
k − q−k))− 1
qk − q−k
(−qk) exp(−
∑
m>1
cm(q
k)zkm) =
= exp(−
∑
m>1
cm(q
k)zkm)
qk − q−k exp(zk(q
k − q−k))
qk − q−k
.
We want to compute the coefficient of pn11 . . . p
nk
k in the seriesH. It is equal
to the residue (for the sake of briefness, we use the notation dz = dz1 . . . dzk,
dp = dp1 . . . dpk) Res
H(p1,...,pn,...;q)
p
n1+1
1 ...p
nk+1
k
dp, and we will now obtain a formula for
this residue. Transform it as follows:
Res
k∏
l=1

exp(−∑
m>1
cm(q
l)zlm)
exp(zl(q
l − q−l))− 1
ql − q−l


−nl−1
z1 dp =
= Res
k∏
l=1

exp(−∑
m>1
cm(q
l)zlm)
exp(zl(q
l − q−l))− 1
ql − q−l


−nl−1
z1×
×
k∏
l=1

exp(−∑
m>1
cm(q
l)zlm)
ql − q−l exp(zl(q
l − q−l))
ql − q−l

 dz,
which is equal to
Res z1
k∏
m=1

exp

zm∑
d|m
ndcm/d(q
d)

×
×
(
exp(zm(q
m − q−m))− 1
qm − q−m
)−nm−1 qm − q−m exp(zm(qm − q−m))
qm − q−m
]
dz.
It is obvious that this residue can be decomposed into a product of one-
dimensional residues which are computed using Lemma 5 (see the Appen-
dix). Let x = zm, n = nm, a =
∑
d|m ndcm/d(q
d), b = qm − q−m, λ = qm,
µ = q−m. Consider the cases m > 1 and m = 1 separately. In the first case
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we need to compute the residue
(19) Res
exp(ax)bn+1
(exp(bx)− 1)n+1
λ− µ exp(bx)
b
dx =
Res bn
λ exp(ax)− µ exp((a+ b)x)
(exp(bx)− 1)n+1
dx,
which can be (due to Lemma 5) rewritten as
(20) bn
(
λ
(a− b)(a− 2b) . . . (a− nb)
n!bn+1
− µ
a(a− b) . . . (a− (n− 1)b)
n!bn+1
)
=
=
(a− b)(a− 2b) . . . (a− nb)
n!
a− nλ
a− nb
.
(We write the formula in this way to make it correct even for n = 0 — then
the empty product in the numerator is equal to 1 by a standard convention,
and the value of the residue is also equal to 1, which is true.)
Let now m = 1. Preserve the same notation. Then the residue is
clearly equal to the derivative of the previous residue w.r.t. a at the point∑
d|1 ndcm/d(q
d) = n1c1(q) = n1q = nλ (according to our notation). Thus
the only non-vanishing summand in the derivative corresponds to the factor
(a − nλ). Hence the residue is equal to (a−b)(a−2b)...(a−(n−1)b)n! (and zero for
n = 0).
As a corollary of our calculations we get the following formula for the
series H:
(21) H(p1, . . . , pn, . . . ; q) =
=
∑
k,n1>0,n2...nk>0
pn11 . . . p
nk
k
n1! . . . nk!
n1−1∏
l=1
(
(n1 − l)q + lq
−1
)
×
×
k∏
s=2


ns∏
l=1
(∑
d|s
ndcs/d(q
d)− l(qs − q−s)
) ∑
d|s,d6=s
ndcs/d(q
d)
( ∑
d|s,d6=s
ndcs/d(qd)
)
+ nsq−s

 .
As we mentioned before, the character of the operad Lie2 is related to
H by the formula
(22) FLie2(p1, . . . , pn, . . . ; q) =
∑
k>1
ak(q)pk ◦H.
This character easily implies the formula from the main theorem (to obtain
a coefficient of a monomial one does not really need to sum anything).
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5.3.2. The operad P2. Note that we have
FP2(p1, . . . , pn, . . . ; q) = FCom◦Lie2(p1, . . . , pn, . . . ; q) =
= FCom(p1, . . . , pn, . . .) ◦ FLie2(p1, . . . , pn, . . . ; q) =
=

exp(∑
k>1
pk
k
)− 1

 ◦ FLie2(p1, . . . , pn, . . . ; q).
We again reduce the calculation of the character values to the calculation
of the multidimensional residues. Let yi = pi ◦G, zi = pi ◦H (the notation
G,H is introduced above). The change of coordinates pi 7→ yi is uppertrian-
gular, while the change yi 7→ zi is upper unitriangular. Thus to rewrite the
residue of the form defined in coordinates p1, . . . , pk in terms of a residue
in coordinates z1, . . . , zk we should compute the product
∏k
l=1
∂pl
∂yl
. Since
−p1 = ε(FCom2) ◦G, we have
−pk = pk ◦ (ε(FCom2) ◦G) = FCom2(−yk, . . . ,−ykn, . . . ; q
k)
and so ∂pk∂yk = (
∂
∂p1
FCom2)(−yk, . . . ,−ykn, . . . ; q
k).
It follows that
Res
1
pn1+11 . . . p
nk+1
k
FP2(p1, . . . , pn, . . . ; q) dp =
= Res

exp

∑
k>1
yk
k

− 1

 k∏
l=1
(∂∂p1FCom2)(−yl, . . . ,−yln, . . . ; q)
(−FCom2(−yl, . . . ,−yln, . . . ; q))
nl+1
dz.
In the coordinates zi the latter residue can be rewritten in the form
Res

exp(∑
m>1
dm(q)zm)− 1

×
×
k∏
l=1



exp((ql − q−l)zl)− 1
ql − q−l
exp(−
∑
m>1
cm(q
l)zml)


−nl−1
×
×
ql − q−l exp((ql − q−l)zl)
ql − q−l
exp(−
∑
m>1
cm(q
l)zml)

 dz.
Hence we need to compute the difference of two residues
Res
k∏
m=1

exp

zm(dm(q) +∑
d|m
ndcm/d(q
d))

×
×
(
exp(zm(q
m − q−m))− 1
qm − q−m
)−nm−1 qm − q−m exp(zm(qm − q−m))
qm − q−m
]
dz
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and
Res
k∏
m=1

exp

zm∑
d|m
ndcm/d(q
d)

×
×
(
exp(zm(q
m − q−m))− 1
qm − q−m
)−nm−1 qm − q−m exp(zm(qm − q−m))
qm − q−m
]
dz,
which are similar to the residues from the previous section. It turns out that
the second one is equal to zero, and the formula listed above immediately
follows.
6. The monomial basis.
Using the dimension formula, we can introduce the basis of the multilinear
part of the free algebra over the operad Lie2. We use the following result
(to appear in [2]).
Proposition 10. Given a finite ordered set A = {a1 < a2 < . . . < an},
define a family of monomials B(A) in the free algebra with two compatible
brackets generated by A recursively as follows.
• For A = {a1} let B(A) = {a1}.
• If n > 1 then the monomial b belongs to B(A) if and only if it
satisfies either of the two conditions:
(1) b = {ai, b
′}1, where i < n, b
′ ∈ B(A \ {ai});
(2) b = {b1, b2}2, where b1 ∈ B(A1), b2 ∈ B(A2) for some A1⊔A2 =
= A, an ∈ A2, and either b1 = ai for some i or b1 is a bracket
of the first type of two monomials belonging to bases for some
subsets of A1.
Then |B(A)| = |A||A|−1 and the linear span of B(A) coincides with the
multilinear part of the free algebra.
(Firstly, some straightforward arguments show that these monomials span
the multilinear part of the free algebra, and then solving some functional
equation involving the generating function for the cardinalities of the corre-
sponding sets of monomials gives the statement about the dimensions.)
From the dimension formula we immediately deduce
Theorem 4. B(A) is a basis of the multilinear part of the free algebra with
two compatible brackets generated by A.
Corollary 3. The basis of the multilinear part of the free bihamiltonian
algebra generated by A consists of the monomials b1 ⋆ b2 ⋆ . . . ⋆ bk, where
bj ∈ B(Aj) (for all possible partitions A = A1 ⊔ . . . ⊔Ak of A; the order of
the parts is not important, for example, we can arrange Ai according to the
value of the smallest element).
Proof. According to Corollary 1, P2 = Com ◦ Lie2, hence the statement
follows just from the definition of the composition for S-modules. 
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7. Multiplicities of irreducible representations.
Here we list some results on the Sn-module structure in the multiplicities
of irreducible representations of SL2 and the SL2-module structure in the
multiplicities of irreducible representations of Sn in the spaces Lie2(n) and
P2(n). We use the following notation: 1 = πn and V = πn−1,1 stand
for (respectively) the trivial and the simplicial representation of Sn, L(n)
denotes the n-dimensional irreducible representation of SL2.
7.1. Sn-multiplicities.
Proposition 11. We have the isomorphisms of SL2-modules
HomSn(1,Lie2(n)) = 0,(23)
HomSn(V,Lie2(n)) = L(1)
⊗(n−1),(24)
HomSn(1,P2(n)) = L(0),(25)
HomSn(V,P2(n)) = L(1)⊕ L(1)
⊗2 ⊕ . . .⊕ L(1)⊗(n−1).(26)
Proof. We will discuss in details the case of Lie2, the case of P2 is com-
pletely analogous. We use the representation in the multilinear part of the
free algebra as a realization of the representation Lie2(n).
Let us start with the isomorphism (23). To isolate the invariants we use
the projector 1n!
∑
σ∈Sn
σ from the group algebra of the symmetric group. It
is enough to prove that this projector annihilates any monomial in the free
algebra. Consider an arbitrary monomial m; let ai and aj be two generators
on the lowest level of bracketing. All permutations in the formula for the
projector can be split into pairs (τ, τ · (ij)). It is clear that application of
these permutations tom gives two summands differing only by a sign. Hence
the projector acts by zero, which is what we want.
Consider now the isomorphism (24). Take a subgroup Sn−1 of Sn preserv-
ing n. According to the Frobenius reciprocity law, for each representation
T of Sn
HomSn−1(1,Res
Sn
Sn−1
T ) = HomSn(Ind
Sn
Sn−1
1, T ) = HomSn(1⊕ V, T ).
Applying this to the representation T = Lie2(n) with zero multiplicity of
the trivial representation, we have
HomSn(V,Lie2(n)) = HomSn−1(1,Res
Sn
Sn−1
Lie2(n)).
Let us find the Sn−1-invariants in Lie2(n). We again use the projector
from the group algebra to find the invariants. This projector annihilates
any monomial that contains two generators ai and aj with i, j < n on the
lowest level of bracketing. Hence any invariant can contain with nonzero
coefficients only left-normed commutators having an on the lowest level of
bracketing. All these commutators belong to the basis. For each bracketing
all the corresponding monomials should occur with the same coefficients
due to invariance. It is easy to see that the SL2-character of the linear span
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of these elements is equal to the character of the SL2-module L(1)
⊗(n−1),
which is what we need. 
7.2. SL2-multiplicities.
Proposition 12. If the ground field is algebraically closed then we have the
isomorphisms of Sn-modules (in notation of Section 5.1)
HomSL2(L(n− 1),Lie2(n)) = Ind
Sn
Hn
τn,(27)
HomSL2(L(n− 3),Lie2(n)) =
n−1⊕
k=2
IndSnHk τk,(28)
HomSL2(L(n − 1),P2(n)) = Ind
Sn
Hn
τn.(29)
Proof. Let us use the character formulas. Note that the values of Sn-
characters of these modules are related in an obvious way to the values of
SL2 × Sn-character of the operad Lie2: the character of the representation
in the space HomSL2(L(n − 1),Lie2(n)) is equal to the coefficient of q
n−1,
and the character of the representation in HomSL2(L(n − 1),Lie2(n)) and
in HomSL2(L(n − 3),Lie2(n)) sum up to the coefficient of q
n−3. It follows
from the fact that n − 1 and n − 3 are, evidently, the maximal weights of
the SL2-module Lie2(n).
Note that the degree of the Laurent polynomial cs(q) equals s for s = 1
and is at most s−2 for any other s. Thus the degree w.r.t. q of the coefficient
of pn11 . . . p
nk
k in the formal power series H(p1, . . . , pn, . . .) from (21) is equal
to n1−1+
∑
s>1(s(ns−1)+ns−2ks) for some positive integers ks. The latter
sum is equal to −1+
∑
s>1 sns−2
∑
s>1 ks = n−1−2
∑
s>1 ks. Hence in the
case of L(n−1) we need only the contribution to FLie2(n) of the coefficient of
pn1 in H. In the case of L(n− 3) we need also the contribution to FLie2(n) of
the coefficient of pn−sns1 p
ns
s . Let us note that the summands corresponding
to the plethysm of pi and p
m1
1 . . . p
mk
k in the formula for FLie2(n) are of
degree i(−1+
∑
s>1 sms− 2
∑
s>1 ks)+ i− 1 =
∑
s>1 isms− 2i
∑
s>1 ks− 1.
This means that the summands which really contribute are those where the
plethysm is the plethysm with p1, i.e. the summands from H.
To check the formula (27), it remains to notice that the vectors of maximal
weight in our representation correspond to the monomials where all the
brackets are of the same type, and so we can apply Klyachko’s theorem.
To prove the formula (28), we notice that due to the formula (27) it
remains to prove that the coefficient of qn−3 in FLie2(n) is equal to the char-
acter of the representation
⊕n
k=2 Ind
Sn
Hk
τk. Since Ind
Sn
Hk
τk ≃ Ind
Sn
Sk
IndSkHk τk,
the latter character is equal (in the ring of the symmetric functions) to
χ =
∑n
k=2 p
n−k
1 FLie(k). Thus it remains to prove that the correspoding co-
efficients of our symmetric function coincide with those for χ, which easily
follows from the explicit formula (21).
The statement about the operad P2 follows immediately, since the highest
vectors of weight n− 1 in P2(n) belong to the subspace Lie2(n). 
22
8. Appendix: power series and residues.
In our calculations we use formal power series and Laurent series, in-
cluding the series in infinitely many variables. In case of one variable the
notation and terminology is standard. As usual, if f(z) is a Laurent se-
ries, we call the coefficient of 1/z the residue of the formal differential form
f(z) dz (and denote it by Res f(z) dz).
The residues which occur in our calculations are of some special type. We
compute the general residue of this type:
Lemma 5. We have
Res
exp(az)
(exp(bz)− 1)n
dz =
(a− b)(a− 2b) . . . (a− (n− 1)b)
bn(n − 1)!
.
Proof. Let us note that for n > 1
exp(az)
(exp(bz)− 1)n
dz =
exp((a− b)z)
b(1− n)
· d
(
1
(exp(bz)− 1)n−1
)
.
Since the residue of an exact form is equal to zero, we get
Res
exp(az)
(exp(bz)− 1)n
dz =
a− b
b(n− 1)
Res
exp((a− b)z)
(exp(bz) − 1)n−1
dz,
and iteration of this relation using the formulas Res exp(cz)exp(bz)−1 dz =
1
b proves
the desired statement. 
For the infinite number of variables formal power series which occur in our
calculations belong to the completion of the ring of the symmetric functions.
The Laurent polynomials are of the type f(p1,...,pn,...)
(p1·...·pk)N
(for positive integers
N, k), where f is a formal power series. For a Laurent series g we define
the residue of a formal differential form g(p1, . . . , pn, . . .) dp1 . . . dpk to be
equal to the coefficient of 1p1·...·pk in g. For the infinite number of variables
we use the following version of the residue invariance under the change of
coordinates (for which the finite-dimensional case is the same as the infinite-
dimensional):
Proposition 13. Suppose that the Laurent series f contains only nonneg-
ative powers of pi with i > k. Consider the coordinate change
ps 7→ as(t1, . . . , tn, . . .) = tsgs(t1, . . . , tn, . . .), s > 1,
where all gs are formal power series with gs(0, . . . , 0, . . .) 6= 0. Then
f(p1, . . . , pn, . . .) dp1 . . . dpk = f(a1, . . . , an, . . .) det(
∂ai
∂tj
)i,j=1,...,k dt1 . . . dtk.
Proof. It is clear that it is enough to prove the equality after the substitu-
tions pl = tl = 0 for all l > k. After that we can use the theorems on the
residues for the finite-dimensional case. 
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