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NONCONVEX INTERACTIONS IN MEAN-FIELD SPIN GLASSES
JEAN-CHRISTOPHE MOURRAT
Abstract. We propose a conjecture for the limit free energy of mean-field spin glasses
with a bipartite structure, and show that the conjectured limit is an upper bound. The
conjectured limit is described in terms of the solution of an infinite-dimensional Hamilton-
Jacobi equation. A fundamental difficulty of the problem is that the nonlinearity in this
equation is not convex. We also question the possibility to characterize this conjectured
limit in terms of a saddle-point problem.
1. Introduction
Let (Jij)i,j⩾1 be independent standard Gaussian random variables, and, for every
σ = (σ1,1, . . . , σ1,N , σ2,1, . . . , σ2,N) ∈ R2N , let
(1.1) HN(σ) ∶= N− 12 N∑
i,j=1Jij σ1,i σ2,j .
The main goal of this paper is to study the large-N behavior of the free energy
(1.2)
1
N
E log∫
R2N
exp (βHN(σ)) dPN(σ),
where β ⩾ 0 and PN is a “simple” probability measure. For convenience, we assume that
there exist two probability measures pi1 and pi2 on R with compact support such that, for
every N ⩾ 1,
(1.3) PN = pi⊗N1 ⊗ pi⊗N2 .
Without loss of generality, we assume that the supports of pi1 and pi2 are subsets of [−1, 1].
For every metric space E, we denote by P(E) the space of Borel probability measures
on E, and, for every p ∈ [1,∞], by Pp(E) the subspace of P(E) of probability measures
with finite p-th moment. We write δx for the Dirac probability measure at x ∈ E. For
every ν ∈ P(R+) and r ∈ [0,1], we define
(1.4) F−1ν (r) ∶= inf {s ⩾ 0 ∶ ν ([0, s]) ⩾ r} ,
and, for U a uniform random variable over [0,1], we write
(1.5) Xν ∶= F−1ν (U).
Recall that the law of Xν is ν, and that this construction provides us with a joint coupling
of all probability measures over R+. For every µ = (µ1, µ2) ∈ (P(R+))2, we denote by
µ̂ ∈ P(R2+) the law of the pair (Xµ1 ,Xµ2). Here is the main result of this paper.
Theorem 1.1. For every t ⩾ 0, we have
(1.6) lim inf
N→∞ − 1N E log∫ exp (√2tHN(σ) −N−1t∣σ1∣2 ∣σ2∣2) dPN(σ) ⩾ f(t, (δ0, δ0)),
Date: June 17, 2020.
2010 Mathematics Subject Classification. 82B44, 82D30.
Key words and phrases. spin glass, Hamilton-Jacobi equation, Wasserstein space.
1
ar
X
iv
:2
00
4.
01
67
9v
3 
 [m
ath
.PR
]  
16
 Ju
n 2
02
0
2 J.-C. MOURRAT
where f = f(t, µ) ∶ R+ × (P2(R+))2 → R is the solution of
(1.7)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂tf − ∫ ∂µ1f ∂µ2f dµ̂ = 0 on R+ × (P2(R+))2,
f(0, ⋅) = ψ on (P2(R+))2,
and the initial condition ψ is defined below in (2.18).
We start by clarifying the meaning of the Hamilton-Jacobi equation in (1.7). Alternative
expressions for the integral in (1.7) read
∫ ∂µ1f ∂µ2f dµ̂ = ∫R2+ ∂µ1f(µ,x1)∂µ2f(µ,x2) dµ̂(x1, x2)= E [∂µ1f(µ,Xµ1)∂µ2f(µ,Xµ2)] .
The notion of derivative at play here is not of Fre´chet type (which would express the
linear response to the addition of a small signed measure of zero total mass), but rather of
transport type. Informally, for a “smooth” function g = g(ν) ∶ P2(R+)→ R, the derivative
∂νg(ν, ⋅) ∈ L2(R+, ν) is characterized by the first-order expansion
g(ν′) = g(ν) +E [∂νg(ν,Xν)(Xν′ −Xν)] + o(E [(Xν′ −Xν)2] 12) .
More concretely, given some integer k ⩾ 1, and setting, for every x = (x1, . . . , xk) ∈ Rk+,
g(k)(x1, . . . , xk) ∶= g (1
k
k∑`=1 δxk) ,
we have, for every n ∈ {1, . . . , k},
∂νg (1
k
k∑`=1 δxk , xn) = k ∂xng(k)(x).
This suggests natural finite-dimensional approximations of the equation (1.7) which, with
the notation q = (q1,1, q1,2, . . . , q1,k, q2,1, . . . , q2,k) ∈ R2k, take the form
(1.8) ∂tf
(k) − k k∑`=1∂q1,`f (k) ∂q2,`f (k) = 0 on R+ ×R2k+ .
We will define the solution of (1.7) as the limit of such finite-dimensional approximations.
That there exists a connection between the free energy of spin glass models and certain
infinite-dimensional Hamilton-Jacobi equations was first observed in the context of mixed
p-spin models [33]. In these models, the energy function HN is a centered Gaussian field
such that the covariance between HN(σ) and HN(τ) is proportional to ξ(σ ⋅ τ/N), where
the function ξ is fixed and can be written in the form ξ(r) = ∑p⩾2 βprp, for some family
of coefficients βp ⩾ 0 that decays sufficiently fast. (The constraint βp ⩾ 0 is necessary and
sufficient in order for ξ to define a covariance kernel for every N [43].) For these models,
the corresponding Hamilton-Jacobi equation takes the form
(1.9) ∂tf − ∫ ξ(∂µf)dµ = 0 on R+ ×P2(R+).
With this in mind, it is natural to distinguish between three increasingly large classes
of models. The first is the class of models for which the mapping ξ is convex over R;
roughly speaking, these are the models whose limit free energy can be identified using
the methods of [26, 45, 48, 49] (in fact, the precise condition is slightly more restrictive,
see [49, (14.101)]). An extension of this approach, developed in [35, 36], allows to cover
all mixed p-spin models. The convexity property, once properly understood, is still
fundamental in this setting. More precisely, one can check that the relevant solution
NONCONVEX INTERACTIONS IN MEAN-FIELD SPIN GLASSES 3
to (1.9) satisfies ∂µf ⩾ 0. On the other hand, in view of the form of ξ, this function is
convex over R+. In other words, we can redefine the function ξ to be +∞ over (−∞,0);
with this new definition, the relevant Hamilton-Jacobi equation is still (1.9), and now the
convexity of the nonlinearity has been restored. This convexity is crucial to the validity
of a Hopf-Lax formula for the solution, and this variational formula forms the basis of
the arguments for identifying the limit free energy in these approaches.
The third class of models corresponds to situations in which the nonlinearity in the
Hamilton-Jacobi equation may be genuinely nonconvex; a representative example in
this class is the focus of the present paper. In this case, it is unclear whether the
limit free energy can be described as a (reasonable) variational problem. The classical
Hopf-Lax variational formula requires that the nonlinearity in the equation be convex
(or concave), which it is clearly not in our setting. Alternatively, irrespectively of the
structure of the nonlinearity, the solution of a Hamilton-Jacobi equation can always
be written as a saddle-point problem, provided that the initial condition is concave (or
convex) [27, 7, 28]. This motivates to study the concavity of the initial condition in (1.7),
that is, the function ψ in (1.7). In the context of mixed p-spin models, the main result of
[4] implies the concavity of this function. I do not know whether this argument can be
generalized to cover the bipartite model investigated here. But in any case, this does not
seem to be the appropriate notion of concavity to guarantee the validity of a saddle-point
formulation for the solution of (1.7). In order for this to work, we would need instead
that the function ψ be transport-concave (one may also say “displacement-concave”);
but we will see that this is not so in general. At present, my impression is that it is not
possible to express the limit free energy as a saddle-point problem in general, and that it
would be very difficult to circumvent a description of this limit involving Hamilton-Jacobi
equations.
We now discuss the intuition behind Theorem 1.1. The simplest setting in which
to explain the idea is that of the Curie-Weiss model, see for instance [31]. The main
point is to enrich the model to include “non-interacting” terms in the energy function,
with the hope that, if these simpler terms are sufficiently “expressive”, then certain
asymptotic relations between the derivatives of the free energy will have to be satisfied.
In our context, a first attempt is to try to compare ∑Jijσ1,iσ2,j with a linear combination
of z1 ⋅ σ1 and z2 ⋅ σ2, where z = (z1, z2) = (z1,1, . . . , z1,N , z2,1, . . . , z2,N) is a vector of
independent standard Gaussians. In other words, we consider, for every t, p1, p2 ⩾ 0, the
free energy
(1.10) GN(t, p1, p2) ∶=
− 1
N
E log∫ exp(√2tHN(σ) −N−1t∣σ1∣2 ∣σ2∣2 + 2∑
a=1 (√2pa za ⋅ σa − pa∣σa∣2)) dPN(σ).
(Parametrizations of the form
√
tX where X is a Gaussian random variable are of course
natural: think of Brownian motion. Each random variable in the exponential comes with
a compensating term, so that the expectation of the exponential is constant.) Denoting
by ⟨⋅⟩ the expectation with respect to the Gibbs measure proportional to exp(⋯)dPN(σ),
one can check that
∂tGN = N−2E ⟨(σ1 ⋅ σ′1)(σ2 ⋅ σ′2)⟩ ,
where σ′ denotes an independent copy of σ under ⟨⋅⟩. On the other hand,
∂paGN = N−1E ⟨σa ⋅ σ′a⟩ (a ∈ {1,2}),
so that
(1.11) ∂tGN − ∂p1GN ∂p2GN = N−2E ⟨(σ1 ⋅ σ′1 −E ⟨σ1 ⋅ σ′1⟩) (σ2 ⋅ σ′2 −E ⟨σ2 ⋅ σ′2⟩)⟩ .
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Hence, if the overlaps σa ⋅ σ′a were concentrated, we would then infer that GN converges
to g = g(t, p1, p2) ∶ R3+ → R solution of
(1.12) ∂tg − ∂p1g ∂p2g = 0.
However, as is well-known, the concentration of the overlaps is only valid in a high-
temperature (that is, small t) region; a more refined enriched system is necessary to
“close the equation” in general. The formal manipulation allowing to obtain the true
equation from the “naive” (or replica-symmetric) one given in (1.12) consists simply in
replacing the variables (p1, p2) encoding the strength of the extraneous random magnetic
field by probability measures on R+, thus leading to the equation in (1.7). Intuitively,
the reason why this makes sense is as follows. In the term
√
2paza ⋅ σa, the magnetic
field acting on σa has a “trivial” structure. However, we need to have access to a
richer term that allows to represent extraneous magnetic fields with an ultrametric
structure, and this structure is described by its overlap distribution, a probability measure
on R+. This construction, explained precisely below, defines an enriched free energy
FN = FN(t, µ1, µ2) ∶ R+ × (P(R+))2 → R, and we will show that this enriched free energy
is asymptotically bounded from below by the solution of (1.7); see Theorem 2.6 for a
precise statement. As will be seen in the next section, the corresponding enriched Gibbs
measure features extraneous variables, denoted α, which are in correspondence with the
overlap structure of the random magnetic fields. A crucial step of the argument consists
in showing that “typically”, the overlaps σa ⋅ σ′a can be inferred from the knowledge of
the overlap between α and α′.
We now discuss related works. Fundamental insights on spin glasses, most notably the
ultrametricity property, were first identified in the physics literature [40, 41, 29], where
variational formulas for limit free energies were predicted. These predictions were then
proved rigorously in [26, 45, 48, 49] in the setting of mixed p-spin models discussed above,
under the assumption that the function ξ is convex over R. The extension to the case of
general ξ was achieved in [35, 36], and relies in particular on the justification that “typical”
Gibbs measures are indeed organized along an asymptotically ultrametric structure.
Further studies of particular relevance to the current paper concern the synchronization
property, for models with multiple types of spins, or vector-valued spins [37, 38, 39].
Earlier works on spin-glass models with spins of multiple types include [47, 13, 12, 9, 3, 5].
Heuristic connections between limit free energies and partial differential equations were
first pointed out in [25, 11, 1, 10], under a replica-symmetric or one-step replica symmetry
breaking assumption. A rigorous identification of limit free energies of disordered systems
in terms of Hamilton-Jacobi equations was obtained in [31, 32], in the context of problems
of statistical inference. In this latter context, particular properties of the models allow
to “close the equation” using only a finite number of additional variables; in other words,
the Hamilton-Jacobi equations appearing there are finite-dimensional. The relevant
partial differential equation for mixed p-spin models, namely (1.9), was then identified
in [33]; an extension of this convergence, valid for the relevant enriched free energy, was
conjectured there, and then proved in [34]. This last reference also describes how to
“remove” compensating terms such as the term N−1t∣σ1∣2∣σ2∣2 appearing in (1.6), so that
we can indeed end up with an upper bound on the limit of (1.2).
The rest of the paper is organized as follows. In Section 2, we define the enriched free
energy, record some of its basic properties, and state a generalized version of Theorem 1.1,
see Theorem 2.6. In Section 3, we define the precise notion of viscosity solution for
(1.8), and define the solution to (1.7) as the limit of such finite-dimensional solutions. In
Section 4, we show that if we restrict the free energy to measures that are sums of k
Dirac masses with equal weights, then the function we obtain is a supersolution of (1.8),
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up to an error that goes to 0 as k goes to infinity; this allows us to conclude the proof of
Theorem 2.6 (and thus also of Theorem 1.1). A crucial ingredient used in Section 4 is the
fact that overlaps synchronize, and the justification of this is deferred to Section 5. In this
section, we revisit the synchronization results of [37], emphasizing the notion of monotone
couplings, and giving a “finitary” version of the statement of asymptotic synchronization.
Finally, in Section 6, we discuss possible attempts at writing the solution to (1.7) as a
saddle-point problem, and show that these tentative formulas are invalid. The appendix
collects a handful of basic results on Gaussian integrals.
2. Definitions and basic properties
We write N = {0,1, . . .} to denote the set of natural numbers, and N∗ ∶= N ∖ {0}. For
every x, y ∈ RN , we write
x ⋅ y ∶= N∑
i=1xiyi, ∣x∣2 = x ⋅ x.
We always implicitly understand that a vector σ ∈ R2N is indexed according to σ =(σ1,1, . . . , σ1,N , σ2,1, . . . , σ2,N). We recall that HN(σ) was defined in (1.1), and notice
that, for every σ,σ′ ∈ R2N ,
E [HN(σ)HN(σ′)] = N−1 N∑
i,j=1σ1,iσ′1,iσ2,jσ′2,j= N−1(σ1 ⋅ σ′1)(σ2 ⋅ σ′2).(2.1)
For every t ⩾ 0, we define
(2.2) HtN(σ) ∶= √2tHN(σ) −N−1t ∣σ1∣2∣σ2∣2.
We are now going to introduce another energy function, parametrized by µ = (µ1, µ2) ∈(P(R+))2. It is much more convenient to describe and to work with this object in the
case when the measures are discrete, and then simply argue by continuity. We therefore
give ourselves an integer k ⩾ 0, and parameters
(2.3) 0 = ζ0 < ζ1 ⩽ ζ2 ⩽ ⋯ ⩽ ζk−1 ⩽ ζk < ζk+1 = 1,
(2.4) 0 = qa,−1 ⩽ qa,0 ⩽ qa,1 ⩽ ⋯ ⩽ qa,k < qa,k+1 =∞ (a ∈ {1,2}),
and we set, for every a ∈ {1,2},
(2.5) µa = k∑`=0(ζ`+1 − ζ`)δqa,` .
These measures will serve to parametrize certain ultrametric structures with a prescribed
overlap distribution. We instantiate the rooted tree with (countably) infinite degree and
depth k as
(2.6) A ∶= N0 ∪N ∪N2 ∪⋯ ∪Nk,
where N0 = {∅}, and ∅ represents the root of the tree. For every α ∈ N`, we write ∣α∣ ∶= `
to denote the depth of the vertex α in the tree A. For every leaf α = (n1, . . . , nk) ∈ Nk
and ` ∈ {0, . . . , k}, we write
α∣` ∶= (n1, . . . , n`),
with the understanding that α∣0 = ∅. We also give ourselves a family (zα,a,i)α∈A,a∈{1,2},1⩽i⩽N
of independent standard Gaussians, independent of HN , and we let (vα)α∈Nk be a Poisson-
Dirichlet cascade with weights given by the family (ζ`)1⩽`⩽k. We refer to [36, (2.46)] for
a precise definition, and only mention here a few important points. First, in the case
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k = 0, we simply set v∅ = 1. Second, in the case k = 1, the weights (vα)α∈N are obtained
by normalizing a Poisson point process on (0,∞) with intensity measure ζ1x−1−ζ1 dx so
that ∑α vα = 1. Third, for general k ⩾ 1, the progeny of each non-leaf vertex at level
` ∈ {0, . . . , k − 1} is decorated with the values of an independent Poisson point process
of intensity measure ζ`+1x−1−ζ`+1 dx, then the weight of a given leaf α ∈ Nk is calculated
by taking the product of the “decorations” attached to each parent vertex, including
the leaf vertex itself (but excluding the root, which has no assigned “decoration”), and
finally, these weights over leaves are normalized so that their total sum is 1. We take this
Poisson-Dirichlet cascade (vα)α∈Nk to be independent of HN and of the random variables(zα)α∈A. For every σ ∈ R2N and α ∈ Nk, we set
(2.7) HµN(σ,α) ∶= 2∑
a=1(
k∑`=0 (2qa,` − 2qa,`−1) 12 zα∣`,a ⋅ σa − qa,k∣σa∣2) ,
where we write zα∣`,a ⋅ σa = ∑Ni=1 zα∣`,a,i σa,i. The random variables (HµN(σ,α))σ∈R2N ,α∈Nk
form a Gaussian family which is independent of (HN(σ))σ∈R2N . We understand that the
symbol E stands for the expectation with respect to (Jij), (zα)α∈A and (vα)α∈Nk . Notice
that, for each fixed choice of α,α′ ∈ Nk, we have
(2.8)
1
N
E [( k∑`=0 (2qa,` − 2qa,`−1) 12 zα∣`,a) ⋅ (
k∑`=0 (2qa,` − 2qa,`−1) 12 zα′∣`,a)] = 2qa,α∧α′ ,
where we write
(2.9) α ∧ α′ ∶= sup{` ⩽ k ∶ α∣` = α′∣`}.
The point of the construction in (2.7) is to provide with a more refined “external field”
than that introduced in (1.10). Indeed, if we sample two independent copies α,α′ ∈ Nk
according to the weights (vα)α∈Nk , then the law of overlap
1
N
( k∑`=0 (2qa,` − 2qa,`−1) 12 zα∣`,a) ⋅ (
k∑`=0 (2qa,` − 2qa,`−1) 12 zα′∣`,a)
under the measure in which we average over (zα) and (vα) is µa (this can be inferred
from Lemma 2.3 below or, more directly, from [36, (2.34)]). We define
(2.10) FN(t, µ) ∶= − 1
N
log∫ ∑
α∈Nk exp (HtN(σ) +HµN(σ,α)) vαdPN(σ).
We also define the Gibbs measure ⟨⋅⟩, with canonical random variable (σ,α) taking values
in R2N ×Nk, in such a way that, for any bounded measurable function f ,
(2.11)⟨f(σ,α)⟩ ∶= exp (NFN(t, µ))∫ ∑
α∈Nk f(σ,α) exp (HtN(σ) +HµN(σ,α)) vαdPN(σ),
We also allow ourselves to consider multiple independent copies, or “replicas”, of the
random variable (σ,α), which we may denote by (σ′, α′), (σ′′, α′′), and so on. Alter-
natively, in situations where many independent replicas need to be considered, we also
denote these replicas by (σ`, α`)`⩾1. Recall that the measure ⟨⋅⟩ is itself random; while
the replicas are independent under ⟨⋅⟩, conditionally on the randomness “extraneous” to
the measure, they are no longer independent after we average further.
We denote by F̃N the average of FN with respect to the random variables (zα) and(vα). Since the only additional source of randomness in the problem comes from the J ’s
in the definition of HN , and since these are independent random variables, we can write
(2.12) F̃N(t, µ) = E [FN(t, µ) ∣ (HN(σ))σ∈R2N ] .
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We also define the fully averaged free energy
(2.13) FN(t, µ) ∶= E [FN(t, µ)] .
The notation just introduced suggests that these quantities depend on the parameters ζ
and q in (2.3) and (2.4) only insofar as they affect the measures µ1 and µ2. The next
proposition states that this is indeed the case, at least as far as the quantities F̃N(t, µ) and
FN(t, µ) are concerned. (It would make more sense to speak of distributional identities for
HµN and FN(t, µ); since such considerations will not play any role in this paper, we simply
accept a slightly abusive notation for these latter two quantities.) It also states that
F̃N(t, µ), and therefore also FN(t, µ), satisfy a Lipschitz estimate in their dependence
in µ. Recall that the random variables of Xν appearing in the statement were defined
in (1.5).
Proposition 2.1 (Lipschitz continuity of F̃N ). The functions F̃N(t, µ) and FN(t, µ)
depend in the parameters ζ and q in (2.3) and (2.4) only through their effect on the
measures (µ1, µ2) in (2.5). Moreover, for every t ⩾ 0 and any two pairs µ,µ′ ∈ (P(R+))2
of measures of finite support, we have
(2.14) ∣F̃N(t, µ) − F̃N(t, µ′)∣ ⩽ 2∑
a=1E [∣Xµa −Xµ′a ∣] ,
and the same inequality also holds with F̃N replaced by FN . In particular, F̃N and FN
can be extended by continuity to R+ × (P1(R+))2.
One possible way to prove Proposition 2.1 is to rely on the following two results.
The first one describes a relatively concrete procedure for computing averages over
Poisson-Dirichlet cascades; see [36, Theorem 2.9] for a proof.
Proposition 2.2 (Integration of Poisson-Dirichlet cascades). Let (ωα)α∈A be independent
and identically distributed random variables taking values in some measurable space E,
independent of the Poisson-Dirichlet cascade (vα)α∈Nk . Let Xk ∶ Er → R be a measurable
function, and denote
X−1 ∶= E log ∑
α∈Nk exp (Xk(ωα∣0 , . . . , ωα∣k)) vα.
In the expression above, the expectation E is with respect to the law of (ωα)α∈A and(vα)α∈Nk . Define recursively, for every ` ∈ {1, . . . , k}, the measurable function X`−1 ∶
E`−1 → R ∪ {+∞} given by
X`−1(ω0, . . . , ω`−1) ∶= ζ−1` logEω` exp (ζ`X`(ω0, . . . , ω`)) ,
where, for every ` ∈ {0, . . . , k}, we write Eω` to denote the integration of the variable ω`
along the law of any of the variables (ωα)α∈A. We have
X−1 = Eω0 [X0(ω0)] .
In the statement above, the random variables under each expectation are implicitly
assumed to be integrable. In our context, we can apply this lemma in the following way:
we set ωα ∶= zα and, for every y0 = (y0,a,i)a∈{1,2},1⩽i⩽N , . . . , yk = (yk,a,i)a∈{1,2},1⩽i⩽N ∈ R2N ,
(2.15) Xk(y0, . . . , yk)
∶= log∫ exp(HtN(σ) + 2∑
a=1(
k∑`=0 (2qa,` − 2qa,`−1) 12 y`,a ⋅ σa − qa,k∣σa∣2)) dPN(σ).
We then define recursively, for every ` ∈ {1, . . . , k},
(2.16) X`−1(y0, . . . , y`−1) ∶= ζ−1` logEy` exp (ζ`X`(y0, . . . , y`)) ,
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where, for every ` ∈ {0, . . . , k}, we write Ey` to denote the integration of the variable
y` ∈ R2N along the standard Gaussian measure. Proposition 2.2 then ensures that−N F̃N(t, µ) = Ey0 [X0(y0)] .
(A more careful argument would start by using Proposition 2.2 to verify that ∣FN(t, µ)∣ is
indeed integrable.)
The next lemma identifies the law of the overlap α∧α′ under the averaged measure E ⟨⋅⟩.
The proof can be found for instance in [36, (2.82)] or [33, Lemma 2.3].
Lemma 2.3 (overlaps of Poisson-Dirichlet cascades). For every ` ∈ {0, . . . , k}, we have
E ⟨1{α∧α′=`}⟩ = ζ`+1 − ζ`.
The combination of Proposition 2.2 and Lemma 2.3 allows to prove Proposition 2.1, see
for instance [33, Proposition 2.1]. Another consequence of Proposition 2.2, which can be
found for instance in [49, Proposition 14.3.2] or [33, Lemma 2.4], is that the derivatives
the F̃N with respect to each of the parameters qa,` in (2.4) are positive (⩾ 0). While
we usually think of F̃N and FN as functions of the pair of measures µ, we also allow
ourselves to speak of ∂qa,`F̃N and ∂qa,`FN ; this is meant to refer to the point of view in
which these are seen as functions of the families of parameters q and ζ in (2.4) and (2.3).
Lemma 2.4. For every a ∈ {1,2} and ` ∈ {0, . . . , k}, we have
(2.17) ∂qa,`F̃N ⩾ 0 and ∂qa,`FN ⩾ 0.
Yet another consequence of Proposition 2.2 concerns the “initial condition” for FN .
Under the assumption of (1.3), the verification that FN(0, µ) converges as N tends to
infinity is particularly simple.
Lemma 2.5 (Initial condition for product measures). Recall that we assume (1.3). For
every N ⩾ 1 and µ ∈ P1(R+), we have
FN(0, µ) = F 1(0, µ).
Proof. The argument can be found for instance in [36, (2.60)]; we present it briefly here
for the reader’s convenience. When t = 0, and under the assumption of (1.3), the definition
of Xk given in (2.15) can be rewritten as
Xk(y0, . . . , yk) = N∑
i=1 log∫ exp(
2∑
a=1(
k∑`=0 (2qa,` − 2qa,`−1) 12 y`,a,iσa − qa,kσ2a)) dP1(σ).
Recall that P1 is a probability measure over R2, so in the integral above, the variable
σ takes the form σ = (σa)a∈{1,2} ∈ R2. In particular, we have written Xk as a sum of
independent and identically distributed random variables. Moreover, the law of each of
these random variables does not depend on N . These properties are preserved as we go
along the recursive procedure described in (2.16). As we reach X−1, all randomness has
been integrated out, and the result is thus N times some constant, as desired. 
With an eye towards the initial condition in (1.7), we therefore set, for every µ ∈ P1(R+),
(2.18) ψ(µ) ∶= F 1(0, µ).
It is important to keep in mind that the relatively simple definition of the initial
condition in (2.18) is possible only because we made the assumption in (1.3) that the
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underlying measure has a product structure. In general, all what is needed for the proof
of Theorem 1.1 is to verify that for every µ ∈ P2(R+),
lim
N→∞FN(0, µ) exists ;
and in this case, we call the limit ψ(µ). (We also use in the course of the proof that the
support of PN lies in a ball of fixed radius.) Other choices of reference measure are thus
possible: for instance, one may replace PN by the uniform measure on the product of two
N -dimensional spheres of radius
√
N . See for instance [33, part (2) of Proposition 3.1]
for a similar calcuation in this case (which itself borrows from [44]).
We now state the extended version of Theorem 1.1 that will be the main focus of the
rest of the paper.
Theorem 2.6. For every t ⩾ 0 and µ ∈ (P2(R+))2, we have
lim inf
N→∞ FN(t, µ) ⩾ f(t, µ),
where f ∶ R+ × (P2(R+))2 → R is the solution to (1.7).
The statement of Theorem 1.1 corresponds to the case µ = (δ0, δ0) in Theorem 2.6. We
now discuss why one should expect that FN indeed converges to the solution of (1.7).
We first observe that
(2.19) ∂tFN = 1
N
⟨ 1√
2t
HN(σ) − 1
N
∣σ1∣2∣σ2∣2⟩ .
Taking the expectation, recalling (2.1), and using a Gaussian integration by parts, see
(A.2), we obtain that
(2.20) ∂tFN = 1
N2
E ⟨(σ1 ⋅ σ′1)(σ2 ⋅ σ′2)⟩ .
By the same reasoning (or see for instance [33, (2.17)]), we have
(2.21) ∂qa,`FN = 1N E ⟨σa ⋅ σ′a1{α∧α′=`}⟩ .
Using Lemma 2.3, we can rewrite this identity as
(ζ`+1 − ζ`)−1∂qa,`FN = 1N E ⟨σa ⋅ σ′a ∣α ∧ α′ = `⟩ ,
where the conditional expectation is understood with respect to the measure E ⟨⋅⟩. We
deduce that
∫ ∂µ1FN ∂µ2FN dµ̂ = k∑`=1(ζ`+1 − ζ`)−1∂q1,`FN ∂q2,`FN
= 1
N2
k∑`=1E ⟨1{α∧α′=`}⟩E ⟨σ1 ⋅ σ′1 ∣α ∧ α′ = `⟩E ⟨σ2 ⋅ σ′2 ∣α ∧ α′ = `⟩= 1
N2
E ⟨E ⟨σ1 ⋅ σ′1 ∣α ∧ α′⟩E ⟨σ2 ⋅ σ′2 ∣α ∧ α′⟩⟩ .
We can now compare this expression with (2.20), and also with the situation encountered
in the more naive attempt leading to (1.11). In the naive attempt, we could only hope to
close the equation in situations for which the overlaps σa ⋅ σ′a are concentrated. In our
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current more refined attempt, we have instead
∂tFN − ∫ ∂µ1FN ∂µ2FN dµ̂
= 1
N2
E ⟨(σ1 ⋅ σ′1 −E ⟨σ1 ⋅ σ′1 ∣α ∧ α′⟩) (σ2 ⋅ σ′2 −E ⟨σ2 ⋅ σ′2 ∣α ∧ α′⟩)⟩ ,
and in particular,
(2.22) ∣∂tFN − ∫ ∂µ1FN ∂µ2FN dµ̂∣ ⩽ 1N2 ∑a∈{1,2}E ⟨(σa ⋅ σ′a −E ⟨σa ⋅ σ′a ∣α ∧ α′⟩)2⟩ .
In other words, we need to argue that the conditional variance of the overalps σa ⋅ σ′a,
given the overlap α ∧ α′, is small. This is precisely what the synchronization property
should give us. (Moreover, there is some flexibility in that we do not need that this
conditional variance be small for any single choice of the parameters.) From this point
of view, the synchronization property becomes central even for models with a single
type, since the point is to monitor synchronization with the extraneous random variables
provided by the Poisson-Dirichlet cascade.
3. Viscosity solutions
The first goal of this section is to clarify the exact notion of solution for finite-dimensional
approximations of (1.7), and show a comparison principle for solutions. While this is
a relatively classical application of the theory of viscosity solutions, one needs to pay
some attention to the boundary condition on ∂(Rk+) (which was swept under the rug in
the introduction). The relevant boundary condition for our problem turns out to be of
Neumann type. Informally, this would correspond to imposing that the outer derivative of
the solution along the boundary of the domain vanish. However, the boundary condition
has to be interpreted in the viscosity sense, and may actually not be valid in a literal
sense. One way to undersand this is that the solution can be obtained as the limit of
approximate solutions with small viscosity term and (standard) Neumann boundary
condition. But the boundary condition may not survive the passage to the limit as the
viscosity parameter is sent to zero.
The second goal of this section is to show that as we incrase the dimension, the
sequence of finite-dimensional solutions converges to some limit. We then interpret
the limit as the solution to (1.7). While more intrinsic definitions of being a solution
to (1.7) are certainly possible, this possibility will not be investigated further in this
paper. Related works on Hamilton-Jacobi equations in infinite dimensions include
[18, 19, 20, 21, 22, 15, 16, 23, 24, 2, 14].
We fix an integer k ⩾ 1. The cone Rk+ = (R+)k defines a partial order on Rk, by setting
x ⩽ y whenever y − x ∈ Rk+. (This somewhat pedantic definition is meant to make possible
generalizations, such as when Rk+ is replaced by the set of positive semidefinite matrices,
more transparent.) We say that a function f defined on Rk, or a subset thereof, is
increasing, whenever x ⩽ y implies f(x) ⩽ f(y). (Notice that we do not require strict
inequalities.) Below we also consider functions with an additional “time” variable; we
say that such a function is increasing if it is increasing in the sense above for any fixed
value of the “time” variable. It will slightly simplify the handling of boundary conditions,
and feels somewhat more natural (in particular in view of Lemma 2.4), if we only aim to
define viscosity solutions that are increasing. Hence, we give ourselves a locally Lipschitz
function H ∶ Rk+ → R (notice that we only assume the function H to be defined on Rk+;
compare also with [33] where it is natural to assume that the nonlinearity is infinite
NONCONVEX INTERACTIONS IN MEAN-FIELD SPIN GLASSES 11
outside of R+). For a given time horizon T ∈ (0,∞], we aim to identify increasing solutions
of the equation
(3.1) ∂tf −H(∇f) = 0 in (0, T ) × (0,∞)k.
We rely on the following notion of solution.
Definition 3.1. We say that an increasing function f ∈ C([0, T ) × Rk+) is a viscosity
subsolution of (3.1) if for every (t, x) ∈ (0, T )× (0,∞)k and φ ∈ C∞((0, T )× (0,∞)k) such
that (t, x) is a local maximum of f − φ, we have(∂tφ −H(∇φ)) (t, x) ⩽ 0.
We say that an increasing function f ∈ C([0, T ) ×Rk+) is a viscosity supersolution of (3.1)
if for every (t, x) ∈ (0, T )×Rk+ and φ ∈ C∞((0, T )×Rk+) such that (t, x) is a local minimum
of f − φ, we have ∇φ(t, x) ∉ Rk+ or(∂tφ −H(∇φ)) (t, x) ⩾ 0.
We say that a function f ∈ C([0, T ) ×Rk+) is a viscosity solution of (3.1) if it is both a
viscosity subsolution and a viscosity supersolution of (3.1).
For convenience, we may alternatively say that f is a viscosity subsolution of (3.1), or
that it is a viscosity solution of
∂tf −H(∇f) ⩽ 0.
The same convention holds, with the inequality reversed, for viscosity supersolutions.
There is an apparent asymmetry between the definitions of viscosity sub- and super-
solutions in the way the boundary condition is handled: for subsolutions, the only contact
points that are considered are those in (0, T ) × (0,∞)k, while for supersolutions, we
also allow for contact points in (0, T ) × ∂Rk+; and, in the latter case, we are no longer
guaranteed that the gradient of the test function be in Rk+. This possibly confusing
situation is the result of the fact that we look for increasing solutions with a Neumann
boundary condition. When the contact point (t, x) is such that x ∈ ∂Rk+, it would be
more natural to prescribe, in the case of viscosity subsolutions, that
(3.2) min (∇φ ⋅ n, ∂tφ −H(∇φ)) (t, x) ⩽ 0,
and, for viscosity supersolutions, that
(3.3) max (∇φ ⋅ n, ∂tφ −H(∇φ)) (t, x) ⩾ 0,
which are respectively the lower and upper semicontinuous envelopes of the functional
with “naive” Neumann boundary condition. In these expressions, the symbol n stands
for the outer unit normal to Rk+. Notice however that, since the domain Rk+ has corners,
this outer vector is not well-defined at every point of the boundary. Rather, we should
think of it as as set, namely, for every x ∈ ∂Rk+,
n(x) ∶= {ν ∈ Rk ∶ ∣ν∣ = 1 and ∀y ∈ Rk+,∀ε > 0, (x + εν) ⋅ y ⩽ 0} .
(If the domain Rk+ was replaced by a nonconvex set, one would need to modify this
definition slightly.) The precise interpretation of (3.2) would then be that
(3.4) min( inf
ν∈n(x)∇φ ⋅ ν, ∂tφ −H(∇φ)) (t, x) ⩽ 0,
and the precise interpretation of (3.3) would be
(3.5) max( max
ν∈n(x)∇φ ⋅ ν, ∂tφ −H(∇φ)) (t, x) ⩾ 0.
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Now, since we only consider increasing solutions of the equation, we can check that (3.4) is
automatically satisfied. This is why there is no reference to contact points in (0, T )×∂Rk+
in the definition of viscosity subsolutions we use here. On the other hand, the condition
in (3.5) is equivalent to∇φ(t, x) ∉ Rk+ or (∂tφ −H(∇φ)) (t, x) ⩾ 0.
This matches the definition of supersolutions employed here.
The most important result on viscosity solutions for our purposes is the following
comparison principle, which yields in particular the uniqueness of solutions of (3.1).
Proposition 3.2 (Comparison principle). Let T ∈ (0,∞), and let u and v be respectively
a sub- and a super-solution of (3.1) that are both uniformly Lipschitz continuous in the x
variable, with sup[0,T )×{0}(u − v) <∞. We have
(3.6) sup[0,T )×Rk+(u − v) = sup{0}×Rk+(u − v).
More precisely, define
L ∶= max(∥∇u∥L∞ , ∥∇v∥L∞),
and
V ∶= sup{∣H(p′) −H(p)∣∣p′ − p∣ ∶ ∣p∣, ∣p′∣ ⩽ L} .
For every R ∈ R, the mapping
(3.7) (t, x)↦ u(t, x) − v(t, x) − (2L + 1) (∣x∣ + V t −R)+
achieves its supremum at a point in {0} ×Rk+.
Remark 3.3. The more precise form of the argument, concerning the supremum of the
mapping in (3.7) as opposed to (3.6), will be fundamental in the proof that the finite-
dimensional solutions of (1.8) converge to a suitable limit, which we interpret as the
solution of (1.7). In the statement of Proposition 3.2, the notation ∣ ⋅ ∣ stands for the
Euclidean norm, but other choices (such as any `p norm) would be possible.
Proof of Proposition 3.2. We first observe that the second part of the statement im-
plies (3.6). Indeed, assume that
sup[0,T )×Rk+(u − v) > sup{0}×Rk+(u − v),
and let (t, x) ∈ [0, T ) ×Rk+ be such that(u − v)(t, x) > sup{0}×Rk+(u − v).
Choosing R ∶= ∣x∣ + V T , we obtain a contradiction with the statement that the mapping
in (3.7) achieves its supremum at a point in {0} ×Rk+.
It thus suffices to show the second part of the statement. Without loss of generality,
we may replace H by a Lipschitz extension that coincides with H in the ball of radius L,
and satisfies the Lipschitz estimate everywhere: for every p, p′ ∈ Rk+,
(3.8) ∣H(p′) −H(p)∣ ⩽ V ∣p′ − p∣.
In order to prove the second part of the statement, we argue by contradiction: denoting
Φ0(t, x) ∶= (2L + 1)(∣x∣ + V t −R)+, we assume that
sup[0,T )×Rk+(u − v −Φ0) > sup{0}×Rk+(u − v −Φ0).
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We can find a smooth increasing function χ ∈ C∞(R) satisfying, for every r ∈ R,(r − 1)+ ⩽ χ(r) ⩽ r+, χ′(r) ⩽ 1,
and such that, setting
Φ(t, x) ∶= (2L + 1)χ⎛⎝( k∑i=1χ(xi)2)
1
2 + V t −R⎞⎠,
we have
(3.9) sup[0,T )×Rk+(u − v −Φ) > sup{0}×Rk+(u − v −Φ),
as well as, for some constant C <∞,
(3.10) Φ(t, x) ⩾ (2L + 1
2
) (∣x∣ + V t −R −C)+ .
For convenience, we can also assume that χ vanishes in a neighborhood of the origin. The
aim of modifying Φ0 into Φ is to ensure that Φ is smooth and does not vary when any xi
varies in a neighborhood of 0. Notice also that
(3.11) ∂tΦ ⩾ V ∣∇Φ∣.
We decompose the rest of the proof into two steps.
Step 1. We notice that, without loss of generality, we can assume that there exists ε > 0
such that v is a viscosity solution of
(3.12) ∂tv −H(∇v) ⩾ ε in (0, T ) × (0,∞)k.
Indeed, it suffices to replace v by vε ∶= v + εt, and choose ε > 0 sufficently small that the
property (3.9) still holds. We perform a slightly different modification on the function u,
to ensure that the modified function be strictly increasing in the x variable, and decay
very rapidly as t approaches T . We replace u with the function
uε ∶ (t, x)↦ u(t, x) + ε(x1 +⋯ + xk) −Cεt − ε
T − t .
Provided that the constant C <∞ is chosen sufficiently large in terms of ∥∇u∥L∞ and a
modulus of continuity of H, we can ensure that, for every ε ∈ (0,1],
(3.13) ∂tuε −H(∇uε) ⩽ −ε in (0, T ) × (0,∞)k,
as well as, for every t ∈ [0, T ),
(3.14) the mapping x↦ uε(t, x) − ε(x1 +⋯ + xk) is increasing.
We can then select ε ∈ (0, 14] sufficiently small that the property (3.9) still holds if u
is replaced by uε. From now on, we thus assume that v satisfies (3.12), and that u
satisfies (3.13) and (3.14) (with uε replaced by u there). Notice that the modifications
we perfomed on u and v preserve the fact that these functions are uniformly Lipschitz in
the x variable; the Lipschitz constant of v has not changed, while that of u has increased
by at most 14 . With these modifications in place, there exists C <∞ such that for every
t ∈ [0, T ) and x ∈ Rk+,
(3.15) u(t, x) ⩽ C + (L + 1
4
) ∣x∣ − ε
T − t .
Step 2. We define, for every α ⩾ 1, t ∈ [0, T ), t′ ⩾ 0, and x,x′ ∈ Rk+,
Ψα(t, x, t′, x′) ∶= u(t, x) − v(t′, x′) −Φ(t, x) − α
2
(∣t − t′∣2 + ∣x − x′∣2) .
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By (3.10) and (3.15), we have, for some constant C <∞,
(3.16) Ψα(t, x, t′, x′) ⩽ C +L∣x′∣ − (L + 1
4
) ∣x∣ − ε
T − t − α2 (∣t − t′∣2 + ∣x − x′∣2) .
Notice also that, for every α ⩾ 4L and x,x′ satisfying ∣x − x′∣ ⩾ 1, we have
α
2
∣x − x′∣2 ⩾ (L + 1
8
) ∣x − x′∣ ⩾ (L + 1
8
) (∣x′∣ − ∣x∣)+.
It follows that, for every α ⩾ 4L, the supremum of Ψα is achieved, and the point(tα, xα, t′α, x′α) at which this supremum is achieved remains in a bounded region as α
tends to infinity. Since u − v −Φ is bounded from above over this bounded region, and
since the maximum of Ψα remains bounded as α tends to infinity, we deduce that there
exists a constant C <∞ such that, for every α ⩾ 4L,∣tα − t′α∣2 + ∣xα − x′α∣2 ⩽ Cα−1.
After extracting a subsequence if necessary, we can thus assume that tα → t0, t′α → t0,
xα → x0, and x′α → x0 as α tends to infinity. In view of (3.16), we must have t0 < T . Since
Ψα(tα, xα, t′α, x′α) ⩽ u(tα, xα) − v(t′α, x′α) −Φ(tα, xα)
and
Ψα(tα, xα, t′α, x′α) ⩾ sup[0,T )×Rk+(u − v −Φ) ⩾ (u − v −Φ)(t0, x0),
we deduce, by continuity of u, v and Φ, and using the previous display twice, that
(3.17) lim
α→∞Ψα(tα, xα, t′α, x′α) = (u − v −Φ)(t0, x0) = sup[0,T )×Rk+(u − v −Φ).
The last identity and (3.9) imply that t0 > 0, and thus that tα > 0 and t′α > 0 for every
α > 0 sufficiently large. Notice that the function(t, x)↦ u(t, x) − v(t′α, x′α) −Φ(t, x) − α2 (∣t − t′α∣2 + ∣x − x′α∣2)
has a local maximum at (tα, xα). We first argue that xα ∈ (0,∞)k. Assuming the contrary,
suppose that the i-th coordinate of xα vanishes. Denoting by ei the i-th vector of the
canonical basis or Rk, we have that, as δ > 0 tends to 0,
u(t, xα + δei) − α
2
∣xα + δei − x′α∣2 − (u(t, xα) − α2 ∣xα − x′α∣2)⩾ δ (ε + αei ⋅ (x′α − xα)) + o(δ),
and, since x′α ∈ Rk+,
ei ⋅ (x′α − xα) = ei ⋅ x′α ⩾ 0.
Recall also that the function Φ does not vary when the i-th coordinate of its spatial
argument varies in a neighborhood of the origin. We thus reach a contradiction with the
maximality condition on xα. That is, we must have xα ∈ (0,∞)k. Using (3.14) once more,
we deduce that ∇Φ(tα, xα) + α(xα − x′α) ⩾ ε,
and, by (3.13) and the definition of subsolution, that
(3.18) ∂tΦ(tα, xα) + α(tα − t′α) −H(∇Φ(tα, xα) + α(xα − x′α)) ⩽ −ε.
Similarly, since the function(t′, x′)↦ v(t′, x′) − u(tα, xα) +Φ(tα, xα) + α
2
(∣t′ − tα∣2 + ∣x′ − xα∣2)
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has a local minimum at (t′α, x′α), and since v is a supersolution of the equation, we infer
that
(3.19) α(xα − x′α) ∉ Rk+ or α(tα − t′α) −H(α(xα − x′α)) ⩾ 0.
We now argue that the first condition cannot happen. Indeed, if, say, the i-th coordinate of
x′α vanishes, then ei ⋅(xα−x′α) ⩾ 0, since xα ∈ Rk+. On the other hand, if the i-th coordinate
of x′α does not vanish, then, since v is increasing, we must also have that ei ⋅ (xα −x′α) ⩾ 0,
by the minimality condition satisfied by x′α. It thus follows that xα − x′α ∈ Rk+, and thus
the second condition in (3.19) holds. By (3.18) and (3.8), we deduce that
(∂tΦ − V ∣∇Φ∣) (tα, xα) + α(tα − t′α) −H(α(xα − x′α)) ⩽ −ε,
and, by (3.11), this leads to
α(tα − t′α) −H(α(xα − x′α)) ⩽ −ε.
This contradicts the second condition in (3.19). The proof is thus complete. 
For any given increasing and uniformly Lipschitz initial condition, one can show the
existence of a viscosity solution to (3.1), which is then unique by Proposition 3.2. This
can be obtained by Perron’s method. Moreover, the solution is increasing and uniformly
Lipschitz, with the same Lispchitz constant as the initial condition (and this “propagation
of the Lipschitz property” is valid irrespectively of the norm we choose to measure it, at
least as long as the chosen norm is differentiable away from the origin). We will not give
a detailed proof of these facts, and only mention the following point: in Proposition 3.2,
we assumed that u and v are uniformly Lipschitz. This was only used to provide with a
uniform Lipschitz estimate on H; therefore, we can drop this assumption on u and v and
replace it with the assumption that H is uniformly Lipschitz. We can thus apply Perron’s
method to obtain existence of solutions, provided that we modify the nonlinearity H
outside of a bounded set. Once this is done, we can use the comparison principle again
to verify that the solution is uniformly Lipschitz, with the same Lipschitz constant as
the initial condition; and therefore, that any modification we have done on H outside of
a sufficiently large bounded region does not change the notion of solution. We do not
provide further details on these points, and simply refer to [8] for a more substantial
exposition. One reason for not being more precise about the argument is that it is
relatively standard. Another is that, if we are ultimately successful in obtaining the
converse bound and show that FN indeed converges to the solution of (1.7), then this
will in particular give an alternative proof of existence of solutions to this equation.
We now show the convergence of solutions of the finite-dimensional equations to a
limit, which we interpret as the solution of the infinite-dimensional equation. Recall that
the notation F−1ν was defined in (1.4).
Proposition 3.4 (Convergence of finite-dimensional approximations). Let ψ be the
function defined in (2.18), and, for each integer k ⩾ 0, let f (k) ∶ R+ × R2k+ → R be the
viscosity solution of⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂tf
(k) − k k∑`=1∂q1,`f (k) ∂q2,`f (k) = 0 on (0,∞) × (0,∞)2k,
f (k)(0, q) = ψ (1
k
k∑`=1 δq1,` , 1k
k∑`=1 δq2,`) q ∈ R2k+ ,
16 J.-C. MOURRAT
with the understanding that f (k) = f (k)(t, q) with q = (q1,1, . . . , q1,k, q2,1, . . . , q2,k). For
every t ⩾ 0 and µ = (µ1, µ2) ∈ (P2(R+))2, the following limit exists and is finite
(3.20) f(t, µ) ∶= lim
k→∞ f (k) (t,(F −1µa (0k) , F −1µa (1k) , . . . , F −1µa (k − 1k ))a∈{1,2}) .
By definition, we interpret this limit as the solution of (1.7).
As already mentioned in Remark 3.3, it will be crucial to rely on the form of the
comparison principle provided in the second part of Proposition 3.2. More precisely, in
view of Proposition 2.1, it is natural to aim to quantify the distance between the measure
of interest and an approximation by a sum of Dirac masses using the L1 Wasserstein
distance. But obtaining quantitative information on this distance requires that we be
able to bound the Lp moment of the measure for some p > 1. The compensating term
in (3.7), in particular the part containing the Euclidean norm of x, will translate in our
context into an estimate allowing to discard any measure whose second moment exceeds
a certain threshold.
Proof of Proposition 3.4. We decompose the proof into two steps.
Step 1. Let k, r ⩾ 1 be two integers, and let k′ ∶= rk. For each t ⩾ 0 and q ∈ R2k′+ , we
define
(3.21) q(k,k′) ∶= (1
r
r∑
i=1 qa,i,
1
r
r∑
i=1 qa,r+i, . . . ,
1
r
r∑
i=1 qa,(k−1)r+i)a∈{1,2} ∈ R2k,
as well as
f (k,k′)(t, q) ∶= f (k) (t, q(k,k′)) .
In this step, we show that for every t ⩾ 0 and q ∈ R2k′+ ,
(3.22) ∣f (k′)(t, q) − f (k,k′)(t, q)∣ ⩽ 3√
k
⎛⎜⎝2t + ⎛⎝ 1k′
2∑
a=1
k′∑`=1 ∣qa,`∣2⎞⎠
1
2⎞⎟⎠ .
Formally, we have for every i ∈ {1, . . . , r} and j ∈ {0, . . . , k − 1} that
∂qa,jr+if (k,k′)(t, q) = r−1 ∂qjf (k)(t, q(k,k′)),
and thus, formally,
1
k′
k′∑`=1 (k′∂q1,`f (k,k′)(t, q)) (k′∂q2,`f (k,k′)(t, q))
= 1
k
k∑`=1 (k∂q1,`f (k)(t, q(k,k′))) (k∂q2,`f (k)(t, q(k,k′))) .
As a consequence, the function f (k,k′) is formally a solution of the same equation posed on
R+ ×R2k′+ as that satisfied by f (k′), but with a different initial condition. It is not difficult
to make this rigorous and show that f (k,k′) indeed solves the same equation as that
satisfied by f (k′) in the viscosity sense. Moreover, by Proposition 2.1 and the paragraph
preceding the statement of Proposition 3.4, we have, for every t ⩾ 0 and q, q′ ∈ R2k′+ ,
(3.23) ∣f (k′)(t, q) − f (k′)(t, q′)∣ ⩽ 2∑
a=1
1
k′
k′∑`=1 ∣qa,` − q′a,`∣.
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In particular,
∣f (k′)(t, q) − f (k′)(t, q′)∣ ⩽ 2∑
a=1
⎛⎝ 1k′ k
′∑`=1 ∣qa,` − q′a,`∣2⎞⎠
1
2
⩽ √2⎛⎝ 1k′ 2∑a=1
k′∑`=1 ∣qa,` − q′a,`∣2⎞⎠
1
2
,(3.24)
which we can regard as a Lipschitz estimate for the norm
q ↦ ⎛⎝ 1k′ 2∑a=1
k′∑`=1 ∣qa,` − q′a,`∣2⎞⎠
1
2
.
Moreover, the same estimates hold with f (k′) replaced by f (k,k′). In the assumptions of
Proposition 3.2, this means that we can take L = √2 there (provided that we replace the
standard Euclidean norm by the “normalized” Euclidean norm given above). For every
p ∈ R2k′+ , we denote
Hk′(p) ∶= k′ k′∑`=1p1,` p2,`,
and observe that, for every p, p′ ∈ R2k′+ ,
∣Hk′(p) −Hk′(p′)∣ = RRRRRRRRRRRk′
k′∑`=1 (p1,` (p2,` − p′2,`) + (p1,` − p′1,`)p′2,`)
RRRRRRRRRRR
⩽ ⎛⎝k′ k
′∑`=1p21,`⎞⎠
1
2 ⎛⎝k′ k
′∑`=1(p2,` − p′2,`)2⎞⎠
1
2
+ ⎛⎝k′ k
′∑`=1(p′2,`)2⎞⎠
1
2 ⎛⎝k′ k
′∑`=1(p1,` − p′1,`)2⎞⎠
1
2
,
and thus
∣Hk′(p) −Hk′(p′)∣ ⩽ ⎛⎝k′ k
′∑`=1 (p21,` + (p′2,`)2)⎞⎠
1
2 ⎛⎝k′ 2∑a=1
k′∑`=1(pa,` − p′a,`)2⎞⎠
1
2
.
In the assumptions of Proposition 3.2, and with L = √2, this means that we can choose
V = 2 there. It thus follows that, for each R ∈ R, the mapping
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
[0, T ) ×R2k′+ → R
(t, q) ↦ f (k,k′)(t, q) − f (k′)(t, q) − (2√2 + 1)⎛⎜⎝⎛⎝ 1k′
2∑
a=1
k′∑`=1 ∣qa,`∣2⎞⎠
1
2 + 2t −R⎞⎟⎠+
reaches its maximum on {0}×R2k′ ; and the same property also holds with f (k,k′) and f (k′)
interchanged. We now proceed to estimate this maximum. On the one hand, using that
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f (k,k′)(0,0) = f (k′)(0,0) and (3.24), we have
(3.25) f (k,k′)(0, q) − f (k′)(0, q) − (2√2 + 1)⎛⎜⎝⎛⎝ 1k′
2∑
a=1
k′∑`=1 ∣qa,`∣2⎞⎠
1
2 −R⎞⎟⎠+
⩽ R − ⎛⎝ 1k′ 2∑a=1
k′∑`=1 ∣qa,`∣2⎞⎠
1
2
.
On the other hand, we deduce from Proposition 2.1 that
∣f (k,k′)(0, q) − f (k′)(0, q)∣ = RRRRRRRRRRRRRψ
⎛⎝(1k k∑`=1 δq(k,k′)a,` )a∈{1,2}⎞⎠ − ψ
⎛⎜⎝⎛⎝ 1k′
k′∑`=1 δqa,`⎞⎠a∈{1,2}
⎞⎟⎠
RRRRRRRRRRRRR
⩽ 2∑
a=1
1
k
k∑`=1 1r
r∑
i=1 ∣q(k,k′)a,` − qa,r(`−1)+i∣
⩽ 2∑
a=1
1
k
k∑`=1 ∣qa,r` − qa,r(`−1)+1∣ .
For every M ∈ (0,∞), we have, by Chebyshev’s inequality,
1
k′
2∑
a=1
k′∑`=1 ∣qa,`∣1{qa,`⩾M} ⩽ 1Mk′
2∑
a=1
k′∑`=1 ∣qa,`∣2,
while
2∑
a=1
1
k
k∑`=1 ∣qa,r` − qa,r(`−1)+1∣1{qa,r`⩽M} ⩽ 2Mk .
Choosing M2 = kk′ ∑2a=1∑k′`=1 ∣qa,`∣2, we arrive at
(3.26) ∣f (k,k′)(0, q) − f (k′)(0, q)∣ ⩽ 3√
k
⎛⎝ 1k′ 2∑a=1
k′∑`=1 ∣qa,`∣2⎞⎠
1
2
.
Combining this with (3.25), we thus conclude that
f (k,k′)(0, q) − f (k′)(0, q) − (2√2 + 1)⎛⎜⎝⎛⎝ 1k′
2∑
a=1
k′∑`=1 ∣qa,`∣2⎞⎠
1
2 −R⎞⎟⎠+ ⩽
3R√
k
,
and the same bound also holds with f (k,k′) and f (k′) interchanged. With the choice
R = 2t + ⎛⎝ 1k′ 2∑a=1
k′∑`=1 ∣qa,`∣2⎞⎠
1
2
,
the conclusion of Proposition 3.2 thus gives (3.22).
Step 2. We now show (3.20). Let µ = (µ1, µ2) ∈ (P2(R+))2, and recall that the image
of the Lebesgue measure over [0,1] under the mapping F−1µa is µa. Since this mapping is
increasing, we deduce that, for every integer k ⩾ 1,
1
k
k−1∑`=0 ∣F−1µa ( `k)∣
2 = ∫ 1
0
∣F−1µa (⌊kr⌋k )∣2 dr
⩽ ∫ 1
0
∣F −1µa (r)∣2 dr= ∫ x2 dµa(x).(3.27)
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We now show that the terms indexed by k on the right side of (3.20) form a Cauchy
sequence. In order to do so, let 1 ⩽ k ⩽ k′ be two integers, K ∶= kk′, and fix
q ∶= (F−1µa ( 0K ) , F −1µa ( 1K ) , . . . , F −1µa (K − 1K ))a∈{1,2} ∈ R2K .
By (3.22) and (3.27), we have for every t ⩾ 0 that
∣f (K)(t, q) − f (k,K)(t, q)∣ ⩽ 3√
k
⎛⎜⎝2t + (
2∑
a=1∫ x2 dµa(x))
1
2⎞⎟⎠ ,
and the same inequality also holds if k is replaced by k′ on both sides of this inequality.
In particular, since k ⩽ k′,
∣f (k,K)(t, q) − f (k′,K)(t, q)∣ ⩽ 6√
k
⎛⎜⎝2t + (
2∑
a=1∫ x2 dµa(x))
1
2⎞⎟⎠ .
Recall also that f (k,K)(t, q) = f (k)(t, q(k,K)), with q(k,K) defined as in (3.21). In order to
conclude, there remains to compare this value with f (k)(t, q(k)), where
q(k) ∶= (F −1µa (0k) , F −1µa (1k) , . . . , F −1µa (k − 1k ))a∈{1,2} ∈ R2k,
and to perform the same comparison with k replaced by k′ throughout. Recalling (3.23),
and arguing as for (3.26), we obtain that
∣f (k)(t, q(k,K)) − f (k)(t, q(k))∣ ⩽ 3√
k
( 2∑
a=1∫ x2 dµa(x))
1
2
,
and that the same inequality also holds when k is replaced by k′. Combining the last two
estimates, we conclude that
(3.28) ∣f (k)(t, q(k)) − f (k′)(t, q(k′))∣ ⩽ 12√
k
⎛⎜⎝2t + (
2∑
a=1∫ x2 dµa(x))
1
2⎞⎟⎠ .
This shows in particular that the limit on the right side of (3.22) is well-defined (and
finite), as desired. 
4. The free energy is a supersolution
The main goal of this section is to show that finite-dimensional approximations of FN
are supersolutions of the finite-dimensional approximations of (1.7), up to a small error.
Theorem 4.1 (approximate HJ equation). For each integer k ⩾ 1, t ⩾ 0, and q ∈ R2k+
indexed as q = (q1,1, . . . , q1,k, q2,1, . . . , q2,k), denote
(4.1) F
(k)
N (t, q) ∶= FN (t, 1k k∑`=1 δq1,` , 1k
k∑`=1 δq2,`) ,
and let f be any subsequential limit of F
(k)
N as N tends to infinity. We have, in the sense
of viscosity solutions,
(4.2) ∂tf − k k∑`=1∂q1,`f ∂q2,`f ⩾ −13k on (0,∞) × (0,∞)2k.
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In the statement above, we understand the notion of subsequential limit in the sense
of locally uniform convergence. (The functions involved are uniformly Lipschitz, and by
Lemma 2.5, the initial condition does not depend on N , so the existence of converging
subsequences is clear.) Once Theorem 4.1 is proved, we will combine it with the results
of the previous section to obtain a proof of Theorem 1.1.
As was announced in Section 2, see in particular (2.22), we need to show that the
overlaps σa ⋅ σ′a are “typically” synchronized with the overlap α ∧ α′. The argument for
achieving this relies on the fact that, possibly after a small perturbation of the energy
function, we can ensure that the structure of the Gibbs measure is ultrametric [35]. That
the ultrametricity can be used to infer synchronization was first observed in [37]; we revisit
the argument in Section 5 below to provide us with a “finitary” version of the statement
of synchronization, which is more adapted to the needs of the proof of Theorem 4.1. For
now, we introduce the suitable small perturbations of the energy function. These are
meant to ensure the validity of the Ghirlanda-Guerra identities. The reader may want to
have a brief look at Section 5 to understand better the motivation behind the introduction
of such perturbations.
We fix (λn)n⩾1 an enumeration of the set of rational numbers in [0,1]. For ev-
ery integer triple h = (h1, h2, h3) ∈ N3∗ and a ∈ {1,2}, we define the random energy(Ha,hN (σ,α))σ∈R2N ,α∈Nk , which is a centered Gaussian field with covariance given, for every
σ,σ′ ∈ R2N and α,α′ ∈ Nk, by
(4.3) E [Ha,hN (σ,α)Ha,hN (σ′, α′)] = N (λh1 σa ⋅ σ′aN + λh2 α ∧ α′k )h3 .
The fact that such a Gaussian random field exists is shown in Lemma A.2 of the appendix.
(It is also seen there that the variables α can be embedded into a Hilbert space in such
a way that α ∧ α′ becomes the scalar product of the “embedded” variables. Strictly
speaking, this observation is required to use the results of Section 5 with these variables.)
We impose the fields (Ha,hN )a∈{1,2},h∈N3∗ to be independent, and to be independent of the
other random variables in the problem. Enlarging the probability space if necessary, we
assume that these additional random fields are defined on the probability space with
measure P. Let h+ be an integer that will be chosen sufficiently large (but fixed in terms
of k) in the course of the argument. For convenience, we understand that every element
x ∈ R2+2h3+ is indexed according to
x = (x1, (x1,h)h∈{1,...,h+}3 , x2, (x2,h)h∈{1,...,h+}3).
With this understanding, we set
HxN(σ,α) ∶= N− 18 ∑
a∈{1,2}
⎛⎝xa∣σa∣2 + ∑h∈{1,...,h+}3 xa,hHa,hN (σ,α)⎞⎠ .
The prefactor N− 18 is meant to ensure that HxN will not contribute to the limit free energy,
see (4.4) and (4.7) below. The exponent 18 is relatively arbitrary, as long as it is a number
smaller than 14 . We now define a new free energy that includes the perturbative terms:
for every t ⩾ 0, µ ∈ (P(R+))2 of the form (2.5), and x ∈ R2+2h3+ , we set, with HtN defined
in (2.2) and HµN defined in (2.7),
(4.4) FN(t, µ, x) ∶= − 1
N
log∫ ∑
α∈Nk exp (HtN(σ) +HµN(σ,α) +HxN(σ,α)) vαdPN(σ),
as well as
FN(t, µ, x) ∶= E [FN(t, µ, x)] .
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In the last two displays, we slightly abuse notation in that we keep denoting the free energy
by FN (or FN for its average), although there are now additional variables compared
to the quantity defined in (2.10). This abuse of notation does not seem to risk causing
much confusion. Indeed, every identity we have seen so far is still valid if FN(t, µ) is
replaced by FN(t, µ, x), provided that we redefine the Gibbs measure in (2.11) to include
the perturbation terms. Moreover, whenever a risk of confusion arises, we can always
write the variables explicitly to dispel it.
We now record a few identities involving the derivatives of FN and FN with respect to
this new variable x. We have
(4.5) ∂xa,hFN = −N−1− 18 ⟨Ha,hN (σ,α)⟩ ,
and, by (4.3) and Gaussian integration by parts, see (A.2),
∂xa,hFN = −N−1− 18E ⟨Ha,hN (σ,α)⟩
= N− 18xa,hE ⟨(λh1 σa ⋅ σ′aN + λh2 α ∧ α′k )h3 − (λh1 ∣σa∣2N + λh2)h3⟩ .(4.6)
In particular, recalling that λh1 , λh2 ∈ [0,1], we have
(4.7) ∣∂xa,hFN ∣ ⩽ 2h3+2N− 18 ∣xa,h∣.
Similarly, for every a ∈ {1,2},
(4.8) ∂xaFN = −N−1− 18 ⟨∣σa∣2⟩ ,
and in particular,
(4.9) ∣∂xaFN ∣ ⩽ N− 18 .
We also have
(4.10) ∂2xa,hFN = −N− 54E [⟨(Ha,hN (σ,α))2⟩ − ⟨Ha,hN (σ,α)⟩2] ,
and
(4.11) ∂2xaFN = −N− 54E [⟨∣σa∣4⟩ − ⟨∣σa∣2⟩2] .
Before we turn to the proof of Theorem 4.1, we record a useful concentration estimate for
the function FN .
Proposition 4.2 (Concentration of FN ). Let k, h+ ∈ N∗ and, for every (t, q, x) ∈ R+ ×
R2k+ ×R2+h3+, let
(4.12) F
(k)
N (t, q, x) ∶= FN (t, 1k k∑`=1 δq1,` , 1k
k∑`=1 δq2,` , x) ,
as well as
(4.13) F
(k)
N (t, q, x) ∶= E [F (k)N (t, q, x)] .
For every M <∞, p ∈ [1,∞) and ε > 0, there exists C <∞ such that for every N ⩾ 1,
E[ sup[0,M]1+2k×[−M,M]2+h3+ ∣F (k)N − F (k)N ∣
p ] 1p ⩽ CN− 12+ε.
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Proof. By [36, Theorem 1.2], there exists C <∞ such that for every (t, q, x) ∈ [0,M]1+2k×[−M,M]2+h3+ and a ⩾ 0,
(4.14) P [∣(F (k)N − F (k)N )(t, q, x)∣2 ⩾ aN ] ⩽ 2 exp(− aC ) .
In order to conclude, we need some estimate on the modulus of continuity of F
(k)
N . We
denote
X ∶= 1 + ∣⟨HN(σ)⟩∣
N
+ 1
N
∑
a∈{1,2}
⎛⎝ k∑`=0 ∣⟨zα∣`,a ⋅ σa⟩∣ + ∑h∈{1,...,h+}3 ∣⟨Ha,hN (σ,α)⟩∣⎞⎠ .
By integration of (2.19), we see that for every t, t′ ∈ [0,M], q ∈ R2k+ , and x ∈ R2+h3+ ,
∣F (k)N (t′, q, x) − F (k)N (t, q, x)∣ ⩽ C (1 + ∣⟨HN(σ)⟩∣N ) ∣t′ − t∣ 12⩽ CX ∣t′ − t∣ 12 .
Similarly, we can compute, for every ` ∈ {1, . . . , k − 1},
∂qa,`F
(k)
N = − 1N ⟨(2qa,` − 2qa,`−1)− 12 zα∣`,a ⋅ σa − (2qa,`+1 − 2qa,`)− 12 zα∣`+1,a ⋅ σa⟩ ,
with the understanding that qa,0 = 0 here, and, in the case ` = k,
∂qa,kF
(k)
N = − 1N ⟨(2qa,k − 2qa,k−1)− 12 zα∣k,a ⋅ σa⟩ .
By integration, we find that, for every q, q′ ∈ [0,M]2k, t ⩾ 0, and x ∈ R2+h3+ ,
∣F (k)N (t, q′, x) − F (k)N (t, q, x)∣ ⩽ CX ∑
a∈{1,2}
k∑`=1 ∣q′a,` − qa,`∣ 12 .
Finally, by (4.5) and (4.8), we also have that∣F (k)N (t, q, x′) − F (k)N (t, q, x)∣ ⩽ CN− 18X ∣x′ − x∣.
On the other hand, it follows from (2.20), (2.21), (4.7), and (4.9), that the function F
(k)
N
is Lipschitz continuous (globally in t and q, and locally in x). For every ε ∈ (0,1], we
denote
Aε ∶= (εZ3+2k+h3+) ∩ ([0,M] × [0,M]2k × [−M,M]2+h3+) .
The previous estimates imply that
sup[0,M]2k+1×[−M,M]2+h3+ ∣F (k)N − F (k)N ∣ ⩽ supAε ∣F (k)N − F (k)N ∣ +CX√ε,
and therefore, for every p ⩾ 1,
E[ sup[0,M]2k+1×[−M,M]2+h3+ ∣F (k)N − F (k)N ∣
p ] ⩽ C E[ sup
Aε
∣F (k)N − F (k)N ∣p ] +Cε p2E[Xp],
with a constant C <∞ that may depend on p (in addition to k, h+, and M). We bound
the supremum over Aε by the sum over Aε and use (4.14) to get
E[ sup
Aε
∣F (k)N − F (k)N ∣p ] ⩽ C ∣Aε∣N− p2 = Cε−(3+2k+h3+)N− p2 .
Using (A.4), we see that, for every (t, q, x) ∈ [0,M]2k+1 × [−M,M]2+h3+ ,
E ⟨(HN(σ))2p⟩ ⩽ CN2p,
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and similarly, for every a ∈ {1,2} and ` ∈ {0, . . . , k},
E ⟨(zα∣`,a ⋅ σa)2p⟩ ⩽ CN2p,
as well as, for every h ∈ {1, . . . , h+}3,
E ⟨(Ha,hN (σ,α))2p⟩ ⩽ CN2p.
By Jensen’s inequality, this implies that E[Xp] ⩽ C (in other words, E[Xp] is bounded
uniformly over N). We have thus shown that, with α ∶= 3 + 2k + h3+,
E[ sup[0,M]2k+1×[−M,M]2+h3+ ∣F (k)N − F (k)N ∣
p ] 1p ⩽ Cε−αpN− 12 +Cε 12 .
Choosing ε = N− pp+2α , we can bound the right side above by CN− p2(p+2α) . By taking p
sufficiently large, we can bring the exponent p2(p+2α) as close to 12 as desired. By Jensen’s
inequality, this proves the claim. 
Proof of Theorem 4.1. We fix the integer h+ sufficiently large that, with the choice of
ε = k−4, the statement of Proposition 5.5 holds for some δ ⩾ h−1+ . Recall that we slightly
abuse notation and write F
(k)
N both to denote the function in (4.12) and the function
in (4.13). We can dispel the confusion by writing (t, q) ↦ F (k)N (t, q) for the former and(t, q, x) ↦ F (k)N (t, q, x) for the latter. In order to lighten the notation, we drop the
superscript (k) and simply write FN in place of F (k)N throughout (and similarly for F (k)N ).
Let f be a subsequential limit of the mapping (t, q)↦ FN(t, q). For convenience, we omit
to denote the particular subsequence along which the convergence of (t, q) ↦ FN(t, q)
to f holds. Recall from Lemma 2.4 that the mapping q ↦ FN(t, q) is increasing.
Let (t∞, q∞) ∈ (0,∞) ×R2k+ and φ ∈ C∞((0,∞) ×R2k+ ) be such that f − φ has a local
minimum at (t∞, q∞). If ∇φ(t∞, q∞) ∉ R2k+ (which can only happen if q∞ ∈ ∂Rk+), then
there is nothing more to show. From now on, we therefore assume that
(4.15) ∇φ(t∞, x∞) ∈ R2k+ ,
and aim to show that
(4.16) (∂tφ − k k∑`=1∂q1,`φ∂q2,`φ)(t∞, q∞) ⩾ −13k .
Throughout the rest of this proof, we denote by C < ∞ a constant whose value may
change from one occurence to another, and is allowed to depend on k, h+ (which itself
has already been fixed in terms of k), t∞, q∞, and the function φ. We write
(4.17) x∞ ∶= (1, . . . ,1) ∈ R2+2h3+ .
For every (t, q) ∈ (0,∞) ×R2k+ , and x ∈ R2+2h3+ , we set
(4.18) φ̃(t, q, x) ∶= φ(t, q) − (t − t∞)2 − ∣q − q∞∣2 − ∣x − x∞∣2.
The mapping (t, q, x) ↦ f(t, q) − φ̃(t, q, x) has a strict local minimum at (t∞, q∞, x∞).
In view of (4.7) and (4.9), the mapping (t, q, x)↦ FN(t, q, x) converges to the mapping(t, q, x) ↦ f(t, q) locally uniformly. We deduce that there exist (tN , qN , xN) ∈ (0,∞) ×
R2k+ ×R2+2h3+ satisfying
(4.19) lim
N→∞(tN , qN , xN) = (t∞, q∞, x∞)
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and such that, for every N sufficiently large, the function FN − φ̃ has a local minimum at(tN , qN , xN); more precisely, for every N sufficiently large,
(4.20) (FN − φ̃)(tN , qN , xN)= inf {(FN − φ̃)(t, q, x) ∶ ∣t − tN ∣ + ∣q − qN ∣ + ∣x − xN ∣ ⩽ C−1} .
(In the infimum above, we also have the implicit restriction q ∈ R2k+ , and we may choose
C sufficiently large that the condition ∣t − tN ∣ ⩽ C−1 implies that t > 0.) In particular,
(4.21) ∂t(FN − φ̃)(tN , qN , xN) = 0, ∇q(FN − φ̃)(tN , qN , xN) ⩾ 0,
and
(4.22) ∇x(FN − φ̃)(tN , qN , xN) = 0.
The second relation in (4.21) is only an inequality because it may be that qN ∈ ∂Rk+. We
decompose the rest of the proof into four steps.
Step 1. In this step, we show that for every N sufficiently large and ∣x∣ ⩽ C−1,
(4.23) −C ∣x∣2 ⩽ FN(tN , qN , xN + x) − FN(tN , qN , xN) − x ⋅ ∇xFN(tN , qN , xN) ⩽ 0.
The second inequality follows from the fact that FN is a concave function of x (it is
classical to verify that the function FN itself is concave in x, since the Hessian of this
function is a covariance matrix, up to a minus sign). To show the first inequality in (4.23),
we start by writing Taylor’s formula:
(4.24) FN(tN , qN , xN + x) − FN(tN , qN , xN)= x ⋅ ∇xFN(tN , qN , xN) + ∫ 1
0
(1 − s)x ⋅ ∇2xFN(tN , qN , xN + sx)xds,
where ∇2xFN denotes the Hessian of the function FN in the x variable. Naturally, the
formula above is also valid if we replace FN by φ̃. By (4.20), we have that for every∣x∣ ⩽ C−1,
FN(tN , qN , xN + x) − FN(tN , qN , xN) ⩾ φ̃(tN , qN , xN + x) − φ̃(tN , qN , xN).
Using also (4.22), we obtain that
∫ 1
0
(1 − s)x ⋅ ∇2xFN(tN , qN , xN + sx)xds
⩾ ∫ 1
0
(1 − s)x ⋅ ∇2xφ̃(tN , qN , xN + sx)xds ⩾ −C ∣x∣2.
Combining this with (4.24) yields (4.23).
Step 2. We show that, for every ε > 0,
(4.25) E [∣∇x(FN − FN)(tN , qN , xN)∣2] ⩽ CN− 12+ε,
where now we also allow the constant C <∞ to depend on the choice of ε > 0. As observed
in the previous step, the function FN is concave in the x variable. We thus have, for
every x ∈ R2+2h3+ ,
FN(tN , qN , xN + x) ⩽ FN(tN , qN , xN) + x ⋅ ∇xFN(tN , qN , xN).
By (4.23), we also have, for every ∣x∣ ⩽ C−1,
FN(tN , qN , xN + x) ⩾ FN(tN , qN , xN) + x ⋅ ∇xFN(tN , qN , xN) −C ∣x∣2.
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For a (deterministic) parameter λ ∈ [0,C−1] to be determined in the course of the
argument, we combine the two inequalities above and fix
x = λ ∇x(FN − FN)(tN , qN , xN)∣∇x(FN − FN)(tN , qN , xN)∣ ,
so that ∣x∣ ⩽ C−1, and, for this choice of x,
λ ∣∇x(FN − FN)(tN , qN , xN)∣⩽ (FN − FN)(tN , qN , xN + x) − (FN − FN)(tN , qN , xN) +Cλ2.
By Proposition 4.2, we infer that
λ2E [∣∇x(FN − FN)(tN , qN , xN)∣2] ⩽ CN−1+2ε +Cλ4.
Choosing λ = N− 14+ ε2 yields (4.25).
Step 3. We show that the Gibbs measure associated with the choice of parameters(tN , qN , xN) satisfies approximate Ghirlanda-Guerra identities, in the following sense.
Recall that we denote by (σ`, α`)`⩾1 a family of independent copies of (σ,α) under ⟨⋅⟩.
For each `, `′ ∈ N∗ and a ∈ {1,2}, we write
R`,`
′
0 ∶= α` ∧ α`′k , R`,`′a ∶= σ`a ⋅ σ`
′
a
N
,
and, for each n ∈ N∗, we denote by R⩽n the array
R⩽n ∶= (R`,`′a )
a∈{0,1,2},`,`′∈{1,...,n} .
In this step, we show that, for every ε > 0, a ∈ {1,2}, n,h1, h2, h3 ∈ {1, . . . , h+}, and
f ∈ C(R3n2) satisfying ∥f∥L∞ ⩽ 1, we have
(4.26) ∣E ⟨f(R⩽n) (λh1R1,n+1a + λh2R1,n+10 )h3⟩ − 1nE ⟨f(R⩽n)⟩E ⟨(λh1R1,2a + λh2R1,20 )h3⟩
− 1
n
n∑`=2E ⟨f(R⩽n) (λh1R1,`a + λh2R1,`0 )h3⟩ ∣ ⩽ CN− 18+ε.
It follows from (4.23) that −C ⩽ ∇2xFN(tN , qN , xN) ⩽ 0.
In particular, by (4.10), for every a ∈ {1,2} and h = (h1, h2, h3) ∈ {1, . . . , h+}3, we have
E [⟨(Ha,hN (σ))2⟩ − ⟨Ha,hN (σ)⟩2] ⩽ CN 54 ,
and similarly, by (4.11),
E [⟨∣σa∣4⟩ − ⟨∣σa∣2⟩2] ⩽ CN 54 .
By (4.5) and (4.25), we also have
E [(⟨Ha,hN (σ)⟩ −E ⟨Ha,hN (σ)⟩)2] ⩽ CN 74+ε,
and similarly, by (4.8) and (4.25),
E [(⟨∣σa∣2⟩ −E ⟨∣σa∣⟩)2] ⩽ CN 74+ε.
Since, for any random variable X, we have the variance decomposition
E ⟨(X −E ⟨X⟩)2⟩ = E ⟨(X − ⟨X⟩)2⟩ +E [(⟨X⟩ −E ⟨X⟩)2] ,
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we deduce that
(4.27) E ⟨(Ha,hN (σ) −E ⟨Ha,hN (σ)⟩)2⟩ ⩽ CN 74+ε,
and
(4.28) E ⟨(∣σa∣2 −E ⟨∣σa∣2⟩)2⟩ ⩽ CN 74+ε.
It follows from (4.27) that
∣E ⟨f(R⩽n)Ha,hN (σ1, α1)⟩ −E ⟨f(R⩽n)⟩E ⟨Ha,hN (σ1, α1)⟩∣ ⩽ CN 78+ε.
Recall the expression for E ⟨Ha,hN (σ,α)⟩ in (4.6). By Gaussian integration by parts,
see (A.2), we also have
1
N
E ⟨f(R⩽n)Ha,hN (σ1, α1)⟩ = n∑`=1xa,hE ⟨f(R⩽n)(λh1 σ
1
a ⋅ σ`a
N
+ λh2 α1 ∧ α`k )h3⟩
− nxa,hE ⟨f(R⩽n)(λh1 σ1a ⋅ σn+1aN + λh2 α1 ∧ αn+1k )h3⟩ ,
where we dropped the dependence on N and simply wrote xa,h for the (a, h) coordinate of
the vector xN . Recall that xN → x∞ with x∞ defined in (4.17), so that for N sufficiently
large, we have xa,h ⩾ 12 (this is the point of defining x∞ in this way, as opposed to setting
x∞ = 0). Matching the term indexed by ` = 1 in the sum above with the last term in (4.6),
we would like to show that the difference
E ⟨f(R⩽n)(λh1 ∣σ1a∣2N + λh2)h3⟩ −E ⟨f(R⩽n)⟩ E ⟨(λh1 ∣σ1a∣2N + λh2)h3⟩
is small. Using (4.28) and the fact that the mapping r ↦ rh3 is Lipschitz over [0,2],
we can bound this difference (in absolute value) by CN− 18+ε. Collecting the terms, we
obtain (4.26).
Step 4. We can now conclude, using the synchronization result of Section 5. Recall
from (2.22) that
∣∂tFN − k k∑`=1∂q1,`FN ∂q2,`FN ∣ ⩽ 1N2 ∑a∈{1,2}E ⟨(σa ⋅ σ′a −E ⟨σa ⋅ σ′a ∣α ∧ α′⟩)2⟩ .
By (4.26), Proposition 5.5, and our choice of h+, we infer that for every N sufficiently
large,
∣∂tFN − k k∑`=1∂q1,`FN ∂q2,`FN ∣ ⩽ 13k .
By (4.21), Lemma 2.4, and (4.15), it follows that
(4.29) ∂tφ̃ − k k∑`=1∂q1,` φ̃ ∂q2,` φ̃ ⩾ −13k .
In the two displays above, it is implicitly undersood that the left side is evaluated at(tN , qN , xN). Using (4.19) and the fact that φ̃ is a smooth function, we deduce that the
statement (4.29) also holds at (t∞, q∞, x∞). Recalling also the definition of φ̃, see (4.18),
we conclude that (4.16) holds. 
We are now ready to prove the main theorem of the paper.
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Proof of Theorem 2.6. The argument now consists in combining the results of Propo-
sition 3.4 and Theorem 4.1. We denote by f (k) and f the functions appearing in the
statement of Proposition 3.4. By Theorem 4.1 and the comparison principle (3.6), we
have, for every integer k ⩾ 1, t ⩾ 0 and q ∈ R2k,
(4.30) lim inf
N→∞ FN (t, 1k k∑`=1 δq1,` , 1k
k∑`=1 δq2,`) + 13tk ⩾ f (k)(t, q).
Let µ = (µ1, µ2) ∈ (P2(R+))2, and, for every integer k ⩾ 1, a ∈ {1,2}, and ` ∈ {1, . . . , k},
denote
q
(k)
a,` ∶= F −1µa (` − 1k ) , and µ(k)a ∶= k∑`=1 δqa,` .
Letting k′ tend to infinity in (3.28), we see that
(4.31) ∣f (k)(t, q(k)) − f(t, µ)∣ ⩽ 12√
k
⎛⎜⎝2t + (
2∑
a=1∫ x2 dµa(x))
1
2⎞⎟⎠ .
On the other hand, we have from Proposition 2.1 that
∣FN(t, µ) − FN(t, µ(k))∣ ⩽ 2∑
a=1E [∣Xµa −Xµ(k)a ∣]
= 2∑
a=1E [∣F −1µa (U) − F −1µa (⌊kU⌋k )∣] .
We can bound this term by arguing as in the proof of (3.26). Indeed, this is the same
argument, with the understanding that k′ is now infinite. Explicitly, for a cutoff value M
to be determined, we have
E [∣F −1µa (U) − F −1µa (⌊kU⌋k )∣1{F−1µa(U)⩽M}] ⩽ 1k k∑`=1∫
`
k
`−1
k
∣F−1µa (r) − F−1µa (⌊kr⌋k )∣1{F−1µa(r)⩽M} dr
⩽ M
k
,
and
E [∣F−1µa (U) − F−1µa (⌊kU⌋k )∣1{F−1µa(U)>M}] ⩽ E [Xµa1{Xµa>M}] ⩽ E[X2µa]M ,
so that, choosing M2 = k∑2a=1 ∫ x2 dµa(x), we arrive at
(4.32) ∣FN(t, µ) − FN(t, µ(k))∣ ⩽ 3√
k
( 2∑
a=1∫ x2 dµa(x))
1
2
.
Combining (4.30), (4.31), and (4.32), we deduce that
lim inf
N→∞ FN(t, µ) ⩾ f(t, µ) − 13tk − 15√k ⎛⎜⎝2t + (
2∑
a=1∫ x2 dµa(x))
1
2⎞⎟⎠ .
Letting the integer k ⩾ 1 tend to infinity, we obtain the desired result. 
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5. Synchronization
In this section, we revisit the synchronization result of [37], see also [38, 39]. The
structure of the reasoning presented here is similar to that in [37], and emphasizes the
fundamental importance of the ultrametric structure of the Gibbs measure. There are a
few differences though: one of them is that we state “finitary” versions of the statements;
that is, the statements provide approximate criteria that the Gibbs measure may satisfy
for large but finite values of N and k; the conclusion is then that we have “synchronization
up to a small error”. A second difference between the treatment presented here and [37] is
in the phrasing of the synchronization property itself. In [37], this is stated as the existence
of Lipschitz functions that each map the sum of the overlaps of the different species to
one of the single-species overlaps. In the present section, we instead choose to phrase
the synchronization of different overlaps as the statement that they are monotonically
coupled.
As said above, the main powerhouse behind the synchronization result comes from
the possibility to enforce the ultrametricity of the Gibbs measure. The fundamental
result of [35] is that the ultrametricity property is valid as soon as the Ghirlanda-Guerra
identities hold; see also the preface to [36] for a review of the series of works that preceded
this final result. Moreover, as is well-known and was seen again in Section 4, these
identities are valid as soon as certain random energy functions become concentrated, a
property that one can “build into the measure” by means of a small perturbation of the
energy function.
In order to emphasize that the underlying constants in the statements below do not
depend on the specific Gibbs measure under consideration, we will state them for rather
general measures. We start by stating a finitary version of the statement from [35] that
“Ghirlanda-Guerra identities imply ultrametricity”.
Theorem 5.1 (GG implies ultrametricity [35]). For every ε > 0, there exists δ > 0 such
that the following holds. Let G be a random probability measure supported on the unit ball
of an arbitrary Hilbert space; denote by ⟨⋅⟩ the expectation associated with the measure
G⊗N, with canonical random variables (σ`)`⩾1, and define, for every `, `′, n ⩾ 1,
R`,`
′ ∶= σ` ⋅ σ`′ , and R⩽n ∶= (R`,`′)
1⩽`,`′⩽n .
Finally, recalling that ⟨⋅⟩ is itself random, denote by E the expectation with respect to
this additional source of randomness. Assume that, for every n, p ∈ {1, . . . , ⌊δ−1⌋} and
f ∈ C(Rn×n) satisfying ∥f∥L∞ ⩽ 1,
(5.1) ∣E ⟨f(R⩽n)(R1,n+1)p⟩ − 1
n
E ⟨f(R⩽n)⟩E ⟨(R1,2)p⟩ − 1
n
n∑`=2E ⟨f(R⩽n)(R1,`)p⟩∣ ⩽ δ.
Then
(5.2) E ⟨1{R1,2⩾min(R1,3,R2,3)−ε}⟩ ⩾ 1 − ε.
Proof. We argue by contradiction. Denote by R ∶= (R`,`′)`,`′⩾1 the entire overlap array,
and assume that Theorem 5.1 is false: there exists ε > 0 and, for each δ > 0 no matter
how small, a random probability measure G such that (5.1) holds but (5.2) is violated.
Since each entry of R takes values in [−1,1], up to extraction of a subsequence, we can
find a random array R = (R`,`′)`,`′⩾1 defined with respect to a certain probability measure
M such that, for each integer n ⩾ 1, the law of the array Rk ∶= (R`,`′)1⩽`,`′⩽n under M is
obtained as the limit law of a subsequence of overlap arrays, each violating (5.2) but
NONCONVEX INTERACTIONS IN MEAN-FIELD SPIN GLASSES 29
satisfying (5.1) for a sequence of values of δ that tends to zero. In other words, the array
R satisfies, for every integers n, p ⩾ 1 and f ∈ C(Rn×n),
M [f(R⩽n)(R1,n+1)p] = 1
n
M [f(R⩽n)]M [(R1,2)p] + 1
n
n∑`=2M [f(R⩽n)(R1,`)p] ,
as well as
M [R1,2 ⩽ min (R1,3,R2,3) − ε] ⩾ ε.
This was shown to be impossible in [35], see also [36, Theorem 2.14]. 
In order to prepare the ground for synchronization statements, we clarify the notion of
monotone coupling in the next proposition.
Proposition 5.2 (Monotone coupling). Let (X,Y ) be a random vector taking values
in R2, and let (X ′, Y ′) be an independent copy of this vector, defined under the probability
measure P. The following three statements are equivalent.
(1) We have
(5.3) P [X <X ′ and Y ′ < Y ] = 0.
(2) For every x, y ∈ R, we have
(5.4) P [X ⩽ x and Y ⩽ y] = min (P [X ⩽ x] ,P [Y ⩽ y]) .
(3) The law of (X,Y ) is (F−1X , F −1Y ) (Leb[0,1]) ,
that is, the law of (X,Y ) is the image of the Lebesgue measure over [0,1] under the
mapping r ↦ (F−1X (r), F −1Y (r)), where, for every r ∈ [0,1],
(5.5) F−1X (r) ∶= inf {s ∈ R ∶ P [X ⩽ s] ⩾ r} ,
and similarly with X replaced by Y .
Whenever any of the conditions (1-3) appearing in Proposition 5.2 holds, we say that
the random variables X and Y are monotonically coupled.
Proof. We first show that (1) implies (2). The statement (5.4) with the equality sign
replaced by “⩽ ” is clear. To show the converse inequality, we argue by contradiction and
assume that there exist x, y ∈ R such that
P [X ⩽ x and Y ⩽ y] < min (P [X ⩽ x] ,P [Y ⩽ y]) .
It follows that
P [X ⩽ x and Y > y] = P[X ⩽ x] − P[X ⩽ x and Y ⩽ y] > 0,
and similarly,
P [X > x and Y ⩽ y] = P[Y ⩽ y] − P[X ⩽ x and Y ⩽ y] > 0.
In particular,
P [X ⩽ x <X ′ and Y ′ ⩽ y < Y ] > 0.
This contradicts (5.3).
We now show that (3) implies (1). Let U and U ′ be two independent random variables
distributed uniformly over [0,1]. We can realize (X,Y ) and (X ′, Y ′) by setting(X,Y ) = (F−1X , F −1Y )(U) and (X ′, Y ′) = (F−1X , F −1Y )(U ′).
For definiteness, suppose that U ⩽ U ′. Since F−1X and F−1Y are increasing (in the sense of
wide inequalities), it then implies that X ⩽X ′ and Y ⩽ Y ′. This shows that property (1)
holds.
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Summarizing, we have shown that (1) implies (2) and (3) implies (1). In particular, (3)
implies (2). Since there is at most one joint law for (X,Y ) that satisfies (2), we deduce
that (2) and (3) are equivalent. The proof is thus complete. 
We now turn to our variant of the main result of [37], which states that approximate
Ghirlanda-Guerra identities imply approximate synchronization, in the sense of monotone
couplings between overlaps.
Theorem 5.3 (Synchronization). Let (λn)n⩾1 an enumeration of the set of rational
numbers in [0,1]. For every ε > 0, there exists δ > 0 such that the following holds. Let
G be a random probability measure supported on the Cartesian product of the unit balls
of two arbitrary Hilbert spaces; denote by ⟨⋅⟩ the expectation associated with the measure
G⊗N, with canonical random variables (σ` = (σ`1, σ`2))`⩾1, and define, for every a ∈ {1,2}
and `, `′, n ⩾ 1,
R`,`
′
a ∶= σ`a ⋅ σ`′a , and R⩽n ∶= (R`,`′a )
a∈{1,2},1⩽`,`′⩽n .
Finally, recalling that ⟨⋅⟩ is itself random, denote by E the expectation with respect to this
additional source of randomness. Assume that, for every n,h1, h2, p ∈ {1, . . . , ⌊δ−1⌋} and
f ∈ C(R2×n×n) satisfying ∥f∥L∞ ⩽ 1,
(5.6) ∣E ⟨f(R⩽n) (λh1R1,n+11 + λh2R1,n+12 )p⟩
− 1
n
E ⟨f(R⩽n)⟩E ⟨(λh1R1,21 + λh2R1,22 )p⟩ − 1n n∑`=2E ⟨f(R⩽n) (λh1R1,`1 + λh2R1,`2 )p⟩ ∣ ⩽ δ.
Then, for every f ∈ C∞(R2),
(5.7) ∣E ⟨f(R1,21 ,R1,22 )⟩ −E [f (F−11 (U), F −12 (U))]∣ ⩽ ε (∥f∥L∞ + ∥∇f∥L∞) ,
where U stands for a uniform random variable over [0,1], and, for every a ∈ {1,2} and
r ∈ [0,1], we write
(5.8) F −1a (r) ∶= inf {s ∈ R ∶ E ⟨1{R1,2a ⩽s}⟩ ⩾ r} .
The proof of Theorem 5.3 makes use of the following lemma, asserting that if two
sequences of random variables converge in law separately, then their monotone coupling
converges in law as well.
Lemma 5.4 (continuity of monotone coupling). Let (Xn), (Yn) be two sequences of
random variables which converge in law to X and Y respectively. Then the associated
monotone couplings converge: using the notation in (5.5), and with U a uniform random
variable over [0,1], we have
(5.9) (F−1Xn(U), F −1Yn (U)) (law)ÐÐÐ→n→∞ (F −1X (U), F −1Y (U)) .
Proof. Since the law of F −1Xn(U) is that of Xn, it is clear that the convergence in (5.9) holds
for each coordinate separately. Up to the extraction of a subsequence, we can assume
that (F−1Xn(U), F −1Yn (U)) converges in law to some random vector (A,B); we denote by(A′,B′) an independent copy of this vector. By classical properties of convergence in law
and Proposition 5.2, we infer that
P [A < A′ and B′ < B] = 0.
We conclude using Proposition 5.2 once more. 
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Proof of Theorem 5.3. Step 1. For any two probability measures µ, ν on [−1,1]2, we
define ∥µ − ν∥ ∶= sup{∫ f dµ − ∫ f dν ∶ ∥f∥L∞ + ∥∇f∥L∞ ⩽ 1} .
In this step, we show that the quantity above, as a function of (µ, ν), is continuous for
the topology of weak convergence. In other words, if a sequence of probability measures
µn over [−1,1]2 converges weakly to µ, then ∥µn − ν∥ converges to ∥µ − ν∥. For every
integer k ⩾ 1 and x ∈ R2, define
Pk(x) ∶= ck (1 − ∣x∣2
16
)k ,
where the constant ck is such that ∫[−2,2]2 Pk = 1. Let f ∈ C∞([−1,1]2) be such that∥f∥L∞ + ∥∇f∥L∞ ⩽ 1. We may extend f to a Lipschitz function on R2 such that ∥f∥L∞ +∥∇f∥L∞ ⩽ 2. Denoting the spatial convolution by ∗, we have, for every x ∈ [−1,1]2,(f − f ∗ Pk)(x) = ∫[−2,2]2(f(x) − f(x − y))Pk(y)dy= ∫[−2,2]2 ∫ 10 y ⋅ ∇f(x − ty)Pk(y)dtdy,
so ∥f − f ∗ Pk∥L∞ ⩽ 2∫[−2,2]2 ∣y∣Pk(y)dy,
and the latter quantity tends to 0 as k tends to infinity (uniformly over f). On the
other hand, f ∗ Pk is a polynomial of degree at most 2k and, and for each fixed k, the
coefficients of this polynomial can be bounded in terms of ∥f∥L∞ . In particular, for each
fixed k, we have
sup{∫ f ∗ Pk dµn − ∫ f ∗ Pk dµ ∶ ∥f∥L∞ + ∥∇f∥L∞ ⩽ 1}ÐÐÐ→
n→∞ 0.
Combining these two facts gives the announced continuity result.
Step 2. We need to show that, provided that δ > 0 is chosen sufficiently small in terms
of ε, we have
(5.10) ∥Law(R1,21 ,R1,22 ) − (F −11 , F −12 ) (Leb[0,1])∥ ⩽ ε.
In the expression above, we denote by Law(R1,21 ,R1,22 ) the law of (R1,21 ,R1,22 ) under the
measure E ⟨⋅⟩. Assuming the contrary, there exist ε > 0 and, for δ > 0 as small as desired,
an overlap distribution satisfying (5.6) but not (5.10). Up to extraction of a subsequence,
we can assume that the overlap array converges in law to a limit random overlap R, whose
law we denote by M. By Lemma 5.4 and the result of the previous step, we infer that∥Law(R1,21 ,R1,22 ) − (F−11 , F −12 ) (Leb[0,1])∥ ⩾ ε,
where in the expression above, F −11 and F−12 now stand for the inverse cumulative
distribution functions of R1,21 and R
1,2
2 respectively (that is, we replace E ⟨1{R1,2a ⩽s}⟩
by M [1{R1,2a ⩽s}] in (5.8)). In particular, the random variables R1,21 and R1,22 are not
monotonically coupled.
Step 3. We now show that R1,21 and R
1,2
2 are in fact monotonically coupled, thereby
reaching a contradiction. Denote by R̃1,2 an independent copy of R1,2. (Notice that this
is with respect to the “averaged” measure M, so R3,4 would not qualify as an independent
copy of R1,2 in this sense.) By Proposition 5.2, we need to show that
(5.11) M [R1,21 < R̃1,21 and R̃1,22 < R1,22 ] = 0.
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We first observe that, by the construction of R, we have that for all integers n,h1, h2, p ⩾ 1
and f ∈ C(R2×n×n),
M [f(R⩽n) (λh1R1,n+11 + λh2R1,n+12 )p]
= 1
n
M [f(R⩽n)]M [(λh1R1,21 + λh2R1,22 )p] + 1n n∑`=2M [f(R⩽n) (λh1R1,`1 + λh2R1,`2 )p] .
Since every continuous function can be uniformly approximated by a polynomial on
compact sets, and using the Crame´r-Wold theorem, we deduce that conditionally on R⩽n,
the law of R1,n+1 is
1
n
Law(R1,2) + 1
n
n∑`=2 δR1,` ,
where Law(R1,2) denotes the law of R1,2 under M, and δR1,` is the Dirac mass at R1,`. In
particular,
2M [R1,21 < R1,31 and R1,32 < R1,22 ]=M [R1,21 < R̃1,21 and R̃1,22 < R1,22 ] +M [R1,21 < R1,21 and R1,22 < R1,22 ]=M [R1,21 < R̃1,21 and R̃1,22 < R1,22 ] .
The statement (5.11) we aim to show is thus equivalent to
(5.12) M [R1,21 < R1,31 and R1,32 < R1,22 ] = 0.
The validity of (5.12) now follows from the fact that R1, R2, and R1 + R2 are ultrametric,
which itself is a consequence of Theorem 5.1. Indeed, by ultrametricity, we have
R1,21 < R1,31 Ô⇒ R2,31 = R1,21 ,
and
R1,32 < R1,22 Ô⇒ R2,32 = R1,32 ,
so that
R1,21 < R1,31 and R1,32 < R1,22 Ô⇒ R2,31 + R2,32 < min (R1,21 + R1,22 ,R1,31 + R1,32 ) ,
and the latter statement contradicts the ultrametricity of R1 + R2. This completes the
proof of (5.12), and therefore of Theorem 5.3. 
As was apparent in (2.22), what we ultimately want to use is not only that two overlaps
asymptotically become monotonically coupled, but rather that one of the overlaps can
essentially be inferred by observing the other. Even if the two overlaps were perfectly
synchronized, this can only be true if the law of the observed overlap is sufficiently
“spread out”: in an extreme example, if the observed overlap is deterministic, then the
statement of monotone coupling is uninformative, and the conditional variances in (2.22)
boil down to regular variances, which need not be small. In the next proposition, we
give a precise statement to this effect. That is, we show that if the law of one of the
overlaps is sufficiently spread out, then the conditional variance of the other overlap is
small. The usefulness of writing finitary versions of the statements of ultrametricity and
synchronization appears most clearly here.
Proposition 5.5 (Control of conditional variance). For every ε > 0, there exists δ > 0
such that the following holds. Let E, ⟨⋅⟩, (R`,`′a ) be as in the statement of Theorem 5.3, and
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assume that (5.6) holds for every n,h1, h2, p ∈ {1, . . . , ⌊δ−1⌋} and f ∈ C(R2×n×n) satisfying∥f∥L∞ ⩽ 1. Assume furthermore that the law of R1,22 is of the form
1
k
k∑`=1 δq` ,
for some integer k ⩾ 1 and parameters −1 = q0 < q1 < ⋯ < qk ⩽ 1. We then have
(5.13) E ⟨(R1,21 −E ⟨R1,21 ∣R1,22 ⟩)2⟩ ⩽ 12k + εk2 sup`∈{0,...,k−1}(q`+1 − q`)−1.
Proof of Proposition 5.5. By Theorem 5.3, we can choose δ > 0 sufficiently small that (5.7)
holds for every Lipschitz function f ∶ R2 → R. We set
η ∶= inf
`∈{0,...,k−1}(q`+1 − q`),
and, for every a ∈ {1,2} and s ∈ R,
Fa(s) ∶= E ⟨1{R1,2a ⩽s}⟩ ,
with F −1a defined as in (5.8). By assumption, the function F2 is piecewise constant, with
discontinuities at q1, . . . , qk. Let F̃2 denote the function which coincides with F2 on the set(−∞, q0]∪{q0, . . . , qk}∪ [qk,+∞), and is affine on each interval [q`, q`+1], ` ∈ {0, . . . , k−1}.
The function F̃2 satisfies ∥F̃2∥L∞ ⩽ 1 and ∥∇F̃2∥L∞ ⩽ η−1. Notice that, for every u ∈ [0, 1],
(5.14) F̃2(F−12 (u)) = F2(F−12 (u)) = k−1⌈ku⌉.
We define, for every x ∈ R,
ρk(x) ∶= kmax(1 − ∣kx∣,0),
and observe that ∫ ρk = 1 and that the convolution F−11 ∗ ρk is a Lipschitz function, with
Lipschitz constant bounded by k2. For every x, y ∈ [−1,1], we set
f(x, y) = (x − (F−11 ∗ ρk)(F̃2(y)))2.
The Lipschitz constant of this function is bounded by 2η−1k2, and thus∣E ⟨f(R1,21 ,R1,22 )⟩ −E [f(F−11 (U), F −12 (U))]∣ ⩽ 3εη−1k2.
Using (5.14) and the fact that F−11 takes values in [−1,1] and is monotone, we can
estimate the second term on the left side above by
E [(F−11 (U) − (F−11 ∗ ρk)(k−1⌈kU⌉))2] ⩽ 2E [∣F −11 (U) − (F−11 ∗ ρk)(k−1⌈kU⌉)∣]
= 2 k−1∑`=0 ∫
`+1
k
`
k
∣F−11 (u) − (F−11 ∗ ρk)(k−1⌈ku⌉)∣ du
⩽ 2
k
k−1∑`=0 (F−11 (` + 2k ) − F−11 (` − 1k ))⩽ 12
k
.
We have thus shown that
E ⟨(R1,21 − (F−11 ∗ ρk)(F̃2(R1,22 )))2⟩ ⩽ 3εη−1k2 + 12k−1,
and thus in particular, since the conditional expectation is an L2 projection,
E ⟨(R1,21 −E ⟨R1,21 ∣R1,22 ⟩)2⟩ ⩽ 3εη−1k2 + 12k−1.
Up to a redefinition of ε, this is (5.13). 
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6. The free energy as a saddle-point problem?
This final section has a more speculative flavor, and concerns the possibility to rewrite
the limit free energy of models such as the one investigated here in the form of a saddle-
point problem, a possibility discussed for instance in [46]. A strong indication in favor
of this possibility comes from the study of certain models of statistical inference. The
statistical-inference problem most similar to the spin-glass model studied here is probably
that of estimating a non-symmetric rank-one matrix. This problem was investigated
in [30, 6, 42], and it was found there that the free energy could indeed be conveniently
represented in the form of a saddle-point problem.
Of course, any quantity can be written as a saddle-point problem, so the relevant
question is whether there is some natural way for doing so. The point of view provided by
Hamilton-Jacobi equations suggests two natural routes for finding variational formulations
of the limit free energy. The first one, available only when the nonlinearity in the equation
is convex, consists in writing the Hopf-Lax formula for the solution, see for instance [33].
As was already emphasized, the main feature of the model under consideration here is
that the nonlinearity in the equation is not convex (nor concave). The second possible
route is based on the fact that, irrespectively of the structure of the nonlinearity, it is also
possible to write the solution of a Hamilton-Jacobi equation as a saddle-point problem,
provided that the initial condition is concave (or convex), as was suggested also by Hopf
in [27] and then confirmed rigorously using the notion of viscosity solutions in [7] (see
also [28]).
This second possibility can be applied to good effect in the context of the model of
statistical inference studied in [30, 6, 42]: as was shown in [17], the relevant Hamilton-
Jacobi equation is a finite-dimensional version of (1.7), and the initial condition is convex,
thereby allowing to recover the saddle-point formulas obtained in [30, 6, 42].
However, perhaps surprisingly, this strategy does not seem to work in the context of
the model under consideration in this paper, and it is the aim of this section to explore
this more precisely.
This point hides an important subtelty, which requires that we introduce more precise
language to speak about concavity properties of the initial condition. Indeed, one can
endow the set of probability measures with two different geometric structures. Perhaps
the more immediate one is to think of it as an affine subspace of the space of signed
measures. In this point of view, the natural “straight line” between the measures µ and ν
is given by t ↦ (1 − t)µ + tν. The second relevant geometric structure on the space of
probability measures is that given by optimal transport. In this second point of view, the
natural “straight line” between the measures µ and ν can be seen as the set of laws of the
random variables (1− t)Xµ + tXν , with t varying in [0, 1], and where the law of (Xµ,Xν)
is an optimal coupling between the measures µ and ν (since we are only concerned with
one-dimensional measures here, the coupling given by (1.5) is optimal).
These two points of view give rise to two different notions of convexity, which we will
call “affine convexity” and “transport convexity” respectively. (The notion of “transport
convexity” is sometimes also called “displacement convexity”.) The subtelty here is
that, at least in the simpler setting of mixed p-spin models, the initial condition in (1.7)
is affine-concave, as was shown in [4]; but, whether for these p-spin models or for the
bipartite model investigated here, this initial condition is not transport-concave (nor
transport-convex). And, since the derivatives in (1.7) are transport-type derivatives, it
is the notion of transport concavity (or convexity) that would have been required to
guarantee saddle-point formulas by the general mechanism described above.
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In the remainder of this section, we examine more precisely what natural attempts at
writing saddle-point formulas for the solution of (1.7) may look like, and explain why
these attempts fail in general (although we do not exclude the possibility that they be
valid for some specific choices of the measures pi1 and pi2 in (1.3)).
6.1. Attempts based on the Hopf formula. We start by arguing that the initial
condition ψ in (1.7) is neither transport-concave nor transport-convex in general. This
observation is also valid for models with a single type such as mixed p-spin models. The
transport concavity (or convexity) of the mapping µ↦ ψ(µ) would imply in particular
that the mapping
(6.1) χ ∶ { R+ → R
h ↦ ψ ((δh, δ0))
is concave (or convex). Recall from (2.18) that
χ(h) = ψ((δh, δ0)) = −E log∫ exp ((2h) 12 z1σ1 − h(σ1)2) dpi1(σ1),
where here σ1 is real-valued, and z1 is a standard one-dimensional Gaussian random
variable. Dropping the subscript “1” on z1 and σ1 to lighten the notation, and denoting
by ⟨⋅⟩ the corresponding Gibbs measure, we have
∂hχ = E ⟨σσ′⟩ ,
and
∂2hχ = E ⟨σσ′ ((2h)− 12 z(σ + σ′) − σ2 − (σ′)2)⟩ − 2E ⟨σσ′ ((2h)− 12 zσ′′ − (σ′′)2)⟩= E ⟨σσ′ ((σ + σ′)(σ + σ′ − 2σ′′) − σ2 − (σ′)2)⟩− 2E ⟨σσ′ (σ′′(σ + σ′ + σ′′ − 3σ′′′) − (σ′′)2)⟩= 2E [⟨σ2⟩2 − 4 ⟨σ2⟩ ⟨σ⟩2 + 3 ⟨σ⟩4]= 2E [(⟨σ2⟩ − ⟨σ⟩2) (⟨σ2⟩ − 3 ⟨σ⟩2)] .
Recall also that when h = 0, the Gibbs measure simplifies into being the measure pi1.
It is therefore clear that we can choose the measure pi1 in such a way that ∂
2
hχ(h = 0)
has any desired sign: for instance, if pi1 is the uniform measure on {−1,1}, then ⟨σ⟩ = 0
at h = 0, so ∂2hχ > 0; but if we choose pi1 to be the probability measure on {−1,1} such
that ⟨σ⟩2 = 12 at h = 0, then we have ⟨σ2⟩ = 1 < 3 ⟨σ⟩2 = 32 , and thus ∂2hχ < 0 at h = 0. In
both examples, we also have that ∂hχ tends to 1 as h tends to infinity. In the case with⟨σ⟩2 = 12 at h = 0, the derivative ∂hχ at h = 0 is 12 and then decreases, but must then tend
to 1. In particular, the function ∂hχ is not monotone: that is, the function χ is neither
concave nor convex.
In a possibly confusing twist, for the most studied case in which pi1 is the uniform
measure on {−1, 1}, one can show that the function χ is in fact convex. This implies that,
at least for the model with a single type, the replica-symmetric solution for this specific
choice of measure can in fact be written as a saddle-point problem. But, as is argued
here, this is an accident rather than the rule.
As was recalled in (1.9) (see also [33]), the limit free energy of mixed p-spin models
can be expressed in terms of the solution f1 = f1(t, µ) ∶ R+ ×P2(R+)→ R of the equation
(6.2)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂tf1 − ∫ ξ(∂µf1)dµ = 0 on R+ ×P2(R+),
f1(0, ⋅) = ψ1 on P2(R+),
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and this solution can be written in variational form using the Hopf-Lax formula: we have
(6.3) f1(t, µ) = sup
ν∈P2(R+)(ψ1(ν) − tE [ξ∗ (Xν −Xµt )]) ,
where Xµ, Xν are defined according to (1.5), and
ξ∗(s) ∶= sup
r⩾0 (rs − ξ(r)) .
We can rewrite this formula as
f1(t, µ) = sup
ν∈P2(R+)(ψ1(ν) −E [supr⩾0 {r(Xν −Xµ) − tξ(r)}])(6.4) = sup
ν∈P2(R+) inff∈L2([0,1];R+) (ψ1(ν) −E [f(U)(Xν −Xµ) − tξ(f(U))]) .(6.5)
One may wonder whether supremum and infimum can be interchanged in the expression
above. If this were the case, it would imply in particular that
ψ1(µ) = inf
f∈L2([0,1];R+) supν∈P2(R+) (ψ1(ν) −E [f(U)(Xν −Xµ)]) .
But notice that the supremum over ν above is an affine function of Xµ; taking the infimum,
we find that this would imply the transport concavity of ψ1. But we have argued above
that this is not so in general. Similarly, replacing inff supν by supf infν in the expression
above would lead to the conclusion that ψ1 is transport-convex, which has also been
excluded in general. Conversely, if ψ1 were actually transport-concave, then interchanging
the supremum and the infimum in (6.5) would be valid; and in general, what we find
after the interchange is the solution of the same Hamilton-Jacobi equation, but with the
initial condition replaced by its transport-concave envelope.
We now come back to the bipartite model investigated in the present paper. The
considerations above raise the question of whether the solution to (1.7) can be written
as a saddle-point, with respect to the variables f = (f1, f2) ∈ (L2([0,1];R+))2 and
ν = (ν1, ν2) ∈ (P2(R+))2, of the functional
ψ(ν) −E [ 2∑
a=1 fa(U)(Xνa −Xµa) − tf1(U)f2(U)] .
But any possible arrangement of inf’s and sup’s leads to a contradiction. If we aim for
optimizing first over f and then over ν, in analogy with (6.5), then this amounts to
trying to write down a Hopf-Lax formula although the nonlinearity in the equation is
neither convex nor concave. The convex (or concave) dual of the mapping (x, y)↦ xy is
so degenerate that it is easy to rule out this possibility. On the other hand, if we try to
optimize first over ν and then over f , then we face the same situation as above: each
possibity would imply either that ψ is transport-convex, or that it is transport-concave,
and both have been ruled out in general.
6.2. A related attempt. A related attempt at generating a candidate variational
formula for the limit free energy of the bipartite model is as follows. In the papers [9, 37],
the authors investigate a large class of models covering in particular the situation in
which the definition of HN(σ) in (1.1) is replaced by
N− 12 N∑
i,j=1Jij σ1,i σ2,j +N− 12 ∑a∈{1,2}
N∑
i,j=1J
(a)
ij σa,i σa,j ,
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where (J(a)ij )a∈{1,2},1⩽i,j⩽N are independent centered Gaussian random variables with a
fixed variance, independent of (Jij). Assuming that the matrix
A ∶= ⎛⎝2E[(J(1)11 )2] E[(J11)2]E[(J11)2] 2E[(J(2)11 )2]⎞⎠
is positive definite, they derive a variational formula for the free energy of the model.
One may wonder whether the formula obtained by ignoring the assumption of positive
definiteness of the matrix A necessary for their proofs actually matches the prediction
given by the Hamilton-Jacobi equation. We will argue here that this is not so. We have
already seen in the previous subsection that writing up a naive Hopf-Lax formula for (1.7)
would clearly lead to an invalid prediction. However, the formula given in [9, 37], while
equivalent to the Hopf-Lax formula in the case when the matrix A is positive definite, is
actually different in outlook, and extends to a different expression in the setting when
the matrix A is taken to be the matrix of interest to us here, namely
(6.6) (0 1
1 0
) .
Assuming that the matrix A is positive definite, we first explain the derivation of the
formula in [9, 37] starting from the point of view provided by Hamilton-Jacobi equations.
One can check (at least formally, and probably rigorously by combining the arguments of
[9, 37] with those of [34]) that the relevant Hamilton-Jacobi equation for this model is
given by
∂tf − 1
2
∫ ∂µf ⋅A∂µf dµ̂,
with the same initial condition ψ defined in (2.18) (that is, ψ does not depend on A),
and where we used the vector notation ∂µf ∶= (∂µ1f, ∂µ2f). Since we assume that A is
positive definite, we can write down the Hopf-Lax formula
f(t, µ) = sup
ν∈(P2(R+))2 (ψ(ν) − 12tE [(Xν −Xµ) ⋅A−1(Xν −Xµ)]) ,
with the notation Xν = (Xν1 ,Xν2). From here, we could replace A by the matrix in (6.6),
but it is easy to see that with this choice the supremum is infinite. However the formula
of [9, 37] (for positive definite A) has an additional restriction on the support of the pair
of measures ν. Under the assumption that A is positive definite, we can indeed write
(6.7) f(t, (δ0, δ0)) = sup
ν
(ψ(ν) − 1
2t
E [Xν ⋅A−1Xν]) ,
where the supremum is taken over every pair of measures ν = (νa)a∈{1,2} ∈ (P(R+))2 with
the restriction that, denoting by qa the top of the support of νa,
A−1 (q1
q2
) ⩽ (2t
2t
) ,
in the sense that the inequality holds component by component. That this additional
restriction does not change the value of the supremum in (6.7) in the case when A
is positive definite can be derived from the Lipschitz estimate on ψ guaranteed by
Proposition 2.1, and arguing as in [33, Step 4]. Blindly replacing the matrix A by that
in (6.6) thus leads to the formula
(6.8) sup
ν∈P([0.2t])2 (ψ(ν) − 1tE [Xν1Xν2]) .
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One can verify that this formula does not match the solution of the equation (1.7)
evaluated at µ = (δ0, δ0). For instance, recalling the notation in (1.3), we may take pi1
to be the uniform measure on {−1,1}, pi2 to be a non-uniform measure on {−1,1}, and
verify that in this case the solution of the equation satisfies ∂tf(0, (δ0, δ0)) = 0, but that
this property is not satisfied by the expression in (6.8). Assuming that the overlaps are
concentrated for small t, the limit free energy should be described by the equation (1.12)
in this region, and this would imply that indeed ∂tf(0, (δ0, δ0)) = 0.
Appendix A. Gaussian integrals
A.1. Gaussian integration by parts. Let µ be the law of a d-dimensional centered
Gaussian vector, with covariance matrix C ∈ Rd×d. We assume (temporarily) that C is
invertible. In this case, the measure µ has a density with respect to the Lebesgue measure
on Rd, which is proportional to
exp(−1
2
x ⋅ C−1x) .
For every bounded and smooth function F ∈ C∞(Rd;Rd), we thus have, by integration
by parts, ∫ C−1x ⋅ F (x)dµ(x) = ∫ ∇ ⋅ F (x)dµ(x),
or equivalently, ∫ x ⋅ F (x)dµ(x) = ∫ ∇ ⋅ (CF )(x)dµ(x).
This last identity remains valid when C is not invertible, by approximation. In particular,
for every bounded and smooth f ∈ C∞(Rd;R),
(A.1) ∫ x1f(x)dµ(x) = d∑`=1E [x1x`]∫ ∂x`f(x)dµ(x).
One consequence of this observation is the following result. (At least the first part of it is
very classical; the last part is certainly also well-known, but I could not find a precise
reference).
Lemma A.1. Let Σ be a finite set, let (x1(σ), x2(σ))σ∈Σ be a centered Gaussian random
field with respect to the probability measure P (with expectation E), and let P be a
probability measure on Σ. For every a, b ∈ {1,2} and σ,σ′ ∈ Σ, we write
Cab(σ,σ′) ∶= E [xa(σ)xb(σ′)] .
We denote by ⟨⋅⟩ the Gibbs measure built from (x2(σ)), so that for every f ∶ Σ→ R,
⟨f(σ)⟩ ∶= ∫ f(σ) exp (x2(σ)) dP (σ)∫ exp (x2(σ)) dP (σ) ,
and write σ′, σ′′ for independent copies of the random variable σ under ⟨⋅⟩. We have
(A.2) E ⟨x1(σ)⟩ = E ⟨C12(σ,σ) − C12(σ,σ′)⟩ ,
and
(A.3) E ⟨x21(σ)⟩ = E ⟨C11(σ,σ)⟩ +E⟨ (C12(σ,σ) − C12(σ,σ′))(C12(σ,σ) + C12(σ,σ′) − 2C12(σ,σ′′)) ⟩.
More generally, we write (σ`)`⩾1 for a sequence of independent copies of the random
variable σ under ⟨⋅⟩. For every p ⩾ 1, there exists a polynomial Pp (which does not depend
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on any parameter in the problem) taking as inputs the variables (Cab(σk, σ`))a,b∈{1,2},k,`⩾1
such that
(A.4) E ⟨xp1(σ)⟩ = E ⟨Pp ((Cab(σk, σ`))a,b∈{1,2},k,`⩾1)⟩ .
Moreover, the polynomial only depends on (C11(σk, σ`))k,`⩾1 and (C12(σk, σ`))k,`⩾1, and is
homogeneous of degree p provided that we count each occurrence of a variable C11(σk, σ`)
as having degree 2.
Proof. We start by writing
E ⟨x1(σ)⟩ = ∫ E [x1(σ) exp(x2(σ))∫ exp(x2(σ′))dP (σ′)] dP (σ).
We then apply (A.1) to rewrite the inner expectation as
C12(σ,σ)E [ exp (x2(σ))∫ exp(x2(σ′))dP (σ′)]−∫ C12(σ,σ′)E [ exp(x2(σ) + x2(σ′))(∫ exp(x2(σ′′))dP (σ′′))2 ] dP (σ′).
Combining the two previous displays leads to (A.2). The argument for (A.3) is similar,
except that we now need to compute
(A.5) E [(x1(σ))2 exp(x2(σ))∫ exp(x2(σ′))dP (σ′)] .
In order to apply (A.1) in this case, we split the square of x1(σ) into two parts, one of
them being incorporated into the function “f” in (A.1). We thus find that the quantity
in (A.5) equals
C11(σ,σ)E [ exp (x2(σ))∫ exp(x2(σ′))dP (σ′)] + C12(σ,σ)E [ x1(σ) exp (x2(σ))∫ exp(x2(σ′))dP (σ′)]
− ∫ C12(σ,σ′)E [x1(σ) exp(x2(σ) + x2(σ′))(∫ exp(x2(σ′′))dP (σ′′))2 ] dP (σ′).
This shows that
E ⟨(x1(σ))2⟩ = E ⟨C11(σ,σ)⟩ +E ⟨x1(σ) (C12(σ,σ) − C12(σ,σ′))⟩ .
For every σ,σ′ ∈ Σ, we define
x̃1(σ,σ′) ∶= x1(σ) (C12(σ,σ) − C12(σ,σ′)) .
The variables (x̃1(σ,σ′), x2(σ) + x2(σ′))σ,σ′∈Σ form a centered Gaussian field, with
E [x̃1(σ,σ′)(x2(σ′′) + x2(σ′′′))] = (C12(σ,σ) − C12(σ,σ′)) (C12(σ,σ′′) + C12(σ,σ′′′)) .
Applying (A.2), we deduce that
E ⟨x1(σ) (C12(σ,σ) − C12(σ,σ′))⟩ = E⟨ (C12(σ,σ) − C12(σ,σ′))(C12(σ,σ) + C12(σ,σ′) − C12(σ,σ′′) − C12(σ,σ′′′)) ⟩,
and replacing σ′′′ by σ′′ in the expression above does not change its value. This completes
the proof of (A.3). For (A.4), we apply (A.1) again to rewrite
E [xp1(σ) exp(x2(σ))∫ exp(x2(σ′))dP (σ′)]
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as
C11(σ,σ)(p − 1)E⎡⎢⎢⎢⎣ x
p−2
1 (σ) exp (x2(σ))∫ exp(x2(σ′))dP (σ′)⎤⎥⎥⎥⎦ + C12(σ,σ)E
⎡⎢⎢⎢⎣ x
p−1
1 (σ) exp (x2(σ))∫ exp(x2(σ′))dP (σ′)⎤⎥⎥⎥⎦
− ∫ C12(σ,σ′)E⎡⎢⎢⎢⎣x
p−1
1 (σ) exp(x2(σ) + x2(σ′))(∫ exp(x2(σ′′))dP (σ′′))2
⎤⎥⎥⎥⎦ dP (σ′).
We can then obtain (A.4) by induction on p. 
A.2. Existence of Gaussian process. The next lemma serves to guarantee that the
Gaussian random field introduced in (4.3) indeed exists.
Lemma A.2. Let p, k,N ⩾ 1 be integers, and λ1, λ2 ⩾ 0. There exists a centered Gaussian
field (X(σ,α))σ∈RN ,α∈Nk such that, for every σ,σ′ ∈ RN and α,α′ ∈ Nk,
(A.6) E [X(σ,α)X(σ′, α′)] = (λ1 σ ⋅ σ′ + λ2 α ∧ α′)p ,
where we recall that the notation α ∧ α′ was introduced in (2.9).
Proof. Recall the definition of the tree A in (2.6). For each n ∈ N, we define the finite
approximation An ∶= {0, . . . , n}0 ∪⋯ ∪ {0, . . . , n}k,
again with the understanding that {0, . . . , n}0 = {∅}, and we denote the set of leaves byLn ∶= {0, . . . , n}k. By Kolmogorov’s extension theorem, it suffices to construct a Gaussian
process (Xn(σ,α))σ∈RN ,α∈Ln such that (A.6) holds for every σ,σ′ ∈ RN and α,α′ ∈ Ln.
Let (fα)α∈An be an orthonormal basis of R∣An∣, and for each α ∈ Ln, let
gα ∶= k∑`=1 fα∣` ,
so that for every α,α′ ∈ Ln,
(A.7) gα ⋅ gα′ = α ∧ α′.
Viewing (√λ1σ,√λ2gα) as a vector in RN ×R∣An∣, we consider the p-fold tensor product(√λ1σ,√λ2gα)⊗p ∈ (RN ×R∣An∣)⊗p .
Recall that, if we denote by (ei)i∈{1,...,N} an orthonormal basis of RN , then an orthonormal
basis of the tensor product (RN ×R∣An∣)⊗p is given byB ∶= {v1 ⊗⋯⊗ vp ∶ v1, . . . vp ∈ {ei, i ∈ {1, . . . ,N}} ∪ {fα, α ∈ An}} .
We now give ourselves a standard Gaussian vector W taking values in R∣B∣, and define
X(σ,α) ∶=W ⋅ (√λ1σ,√λ2e′α)⊗p ,
so that for every σ,σ′ ∈ RN and α,α′ ∈ Ln,
E [X(σ,α)X(σ′, α′)] = (√λ1σ,√λ2gα)⊗p ⋅ (√λ1σ′,√λ2gα′)⊗p= ((√λ1σ,√λ2gα) ⋅ (√λ1σ′,√λ2gα′))p= (λ1 σ ⋅ σ′ + λ2 α ∧ α′)p ,
where we used (A.7) in the last step. 
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