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1. The main results
Let f :Cn→ C be a non-constant polynomial function and set X =
Cn, S = C. Let B ⊂ S be a finite set such that if we set S∗ = S \ B and
X∗ = f −1(S∗), then f :X∗ → S∗ is a locally trivial fibration with fiber
type F . F is called the generic fiber of the polynomial f .
For any k, 06 k 6 n− 1, we have a local system V k =Rkf∗(CX∗) on
S∗ and hence a corresponding analytic Gauss–Manin connection (Vk,∇)
which can be constructed using the relative differential forms in Ω∗X∗/S∗ ,
see Deligne [4].
Let (Ω∗, d) denote the de Rham complex of global polynomial
differential forms on X and (Ω∗f , d) the corresponding truncated relative
de Rham complex. HereΩjf =Ωj/df ∧Ωj−1 for 06 j < n andΩjf = 0
otherwise, and the relative differential d is induced by the differential of
the de Rham complex (Ω∗, d). The cohomology groups Hk(Ω∗f , d) have
a natural C[t]-module structure, induced by t[ω] = [fω].
There is a natural morphism transforming relative forms into global
sections of the bundles Vk , namely
sk :Hk
(
Ω∗f , d
)→H 0(S∗,Vk)
1 E-mail: pbonnet@u-bourgogne.fr.
2 E-mail: dimca@math.u-bordeaux.fr.
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given by sk(ω)(t)= [j ∗t (ω)] ∈ Hk(Ft ) where t ∈ S∗, Ft = f −1(t) is the
corresponding fiber and jt :Ft→X is the inclusion.
Recall that f has (at most cohomological) isolated singularities
including at infinity if there exists a relative compactification f :X→
S of f such that f is proper and dimΣs = 0 for any s ∈ S, where
Σs :=supp Es with Es = ϕf−sRj∗CX. Here ϕ is the vanishing cycle
functor and j :X→X is the inclusion, see [6]. This condition is satisfied
in particular if f has isolated singularities including at infinity in the
sense of Siersma and Tiba˘r [18,20]. Moreover, f is cohomologically
tame if Σs ⊂X for any s ∈ S, see Sabbah [16] and Némethi and Sabbah
[13].
We say that a space Y is cohomologically p-connected if b˜k(Y ) = 0
for 06 k 6 p, where b˜k(Y ) denotes the kth reduced Betti number of Y .
When f has isolated singularities including at infinity then the
generic fiber F is cohomologically (n − 2)-connected and the special
fibers are cohomologically (n− 3)-connected, see Dimca and Saito [5],
Theorem (0.2).
On the other hand, if f is cohomologically tame or M-tame, a
condition introduced by Némethi and Zaharia in [14] which is more
general than Broughton’s tameness condition in [3], then all the fibers
of f are cohomologically (n− 2)-connected.
Our main results are the following.
THEOREM 1. – Assume that f has isolated singularities on Cn and
that the generic fiber F is cohomologically (n− 2)-connected. Then
(i) H 0(Ω∗f , d)=C[f ] and Hk(Ω∗f , d)= 0 for 0< k < n− 1;
(ii) if all the fibers of f are cohomologically (n− 2)-connected, then
the C[t]-module Hn−1(Ω∗f , d) is torsion free and the morphism
sn−1 is injective;
(iii) the C[t]-module Hn−1(Ω∗f , d) is free and of finite rank if f is
cohomologically tame or M-tame.
When the conditions in (iii) are fulfilled, then the rank of the C[t]-
module Hn−1(Ω∗f , d) is equal to µ(f )= dim(Ωn/df ∧Ωn−1), the total
Milnor number of the polynomial f .
In some cases one can produce an explicit basis of this C[t]-module.
Here is such a situation. Let w = (w1, . . . ,wn) be a system of rational
positive weights such that f = fa0 + fa1 + · · · + f1 with 0 6 a0 < a1 <· · ·< 1, fa being weighted homogeneous of degree a with respect to the
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weights w and f1 having an isolated singularity at the origin of X. When
such a system of weights exists, we call the polynomial f semi-weighted
homogeneous of type w. Then we have the following.
PROPOSITION 2. – Let f be a semi-weighted homogeneous polyno-
mial. Then f is M-tame and µ(f )= µ(f1)=∏i=1,n(w−1i − 1).
Let xa be a monomial basis of the Milnor algebra for the polynomial
f1 and ωa = xaΩ where Ω = ∑i=1,n(−1)i−1wixi dx1 ∧ · · · ∧ ˆdxi ∧
· · · ∧ dxn . Then the µ(f ) forms ωa give rise to a basis of the C[t]-
module Hn−1(Ωf , d) such that any [ω] ∈Hn−1(Ωf , d) can be written as
[ω] =∑a ca(t)[ωa] for some polynomials ca(t) ∈ C[t] with deg ca(t) 6
degω− degωa .
Here the degree of a form is computed with respect to the weights w
by setting degxi = degdxi =wi for all i = 1, . . . , n.
Our proof of Theorem 1 is based on recent results on the algebraic
Gauss–Manin system associated to a polynomial, see [6,13] and [16],
while the proof of Proposition 2 is essentially elementary and depends on
a classical result by Pham [15].
These relations with D-module theory are described in Section 2 where
we prove Theorem 1 and Proposition 2. In the final two sections of
this paper we describe in detail the kernel of the morphism s1 and
the torsion of the C[t]-module H 1(Ω∗f , d) in the case n = 2 when the
polynomial f has non-isolated singularities and/or non-connected fibers,
see Proposition 7 and Proposition 11.
L. Gavrilov has obtained some of the above results in the case n = 2
using completely different techniques, see [8]. On the other hand, our
Theorem 1(iii) gives a positive answer to a conjecture raised by Gavrilov
in [9].
Note also that recently A. Douai has obtained closely related results to
Proposition 2 in the case of polynomials which are non-degenerated and
convenient with respect to their Newton polyhedron at infinity, see [7].
2. Relative differential forms and D-modules
The algebraic Gauss–Manin system of f :X→ S is the direct image
Kf = f+OX[−n] of the DX-module OX , see Borel [2]. We shift it by
(−n) to get a complex in positive degrees, as it is more usual in algebraic
topology.
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At the level of global sections on S, the algebraic Gauss–Manin system
of f is represented by the complex of A1-modules K∗f = (Ω∗[∂], df )
where A1 =C[t]< ∂ > is the Weyl algebra and the C -linear differential
df is defined by df (ω∂m)= dω ∂m − df ∧ω∂m+1, see [16,5] and [6] for
more on this complex.
The cohomology sheaves Gif = Hi(Kf ) are regular holonomic DS-
modules and the Riemann–Hilbert correspondence [2] implies that
DRS(Gif )= pRif∗CX .
Here pRif∗CX = pHi(f∗CX) and pHi denotes the perverse cohomol-
ogy functor. Basic properties of perverse sheaves gives the following iso-
morphism
pRif∗CX =Ri−1f∗CX[1],(∗)
see [16] or [6] for a proof. In this way the DS-modules Gif , or
equivalently, the A1-modules Gif = Hi(K∗f ) are related to the topology
of the polynomial f .
In particular, Lemma 1 in [1] implies the following.
LEMMA 3. – If the generic fiber F of the polynomial f is cohomolog-
ically (n− 2)-connected, then Gif =Gif = 0 for i = 0 and 1< i < n and
G1f =OSdf , G1f =C[t]df .
Proof. – Lemma 1 in [1] shows that the tubes around the fibers of f are
cohomologically (n− 2)-connected when the generic fiber F is so. This
is equivalent to Rif∗CX = 0 for 0 < i < n− 1 and R0f∗CX = CS . The
result follows by the properties of the de Rham functor DRS mentioned
above. 2
Note that df∧ : (Ω∗f , d)→ (K∗f , df ) [1] is a complex morphism up-to
sign. This induces morphisms df∧ :Hk(Ω∗f , d)→Hk+1(K∗f , df ) which
are C[t]-linear.
LEMMA 4. – The morphism df∧ :Hk(Ωf , d)→Hk+1(Kf , df ) is an
isomorphism for k < n − dim Sing(f ) − 1 and a monomorphism for
k = n−dim Sing(f )−1, where Sing(f ) denotes the singular locus of f .
Proof. – Let (Ω∗, df∧) be the Koszul complex of the partial deriv-
atives of f . Then the cohomology groups Hk(Ω∗, df∧) are trivial for
k < n−dim Sing(f ). Indeed, the cohomology groups of the Koszul com-
plex are finitely generated C[x1, . . . , xn]-modules and to prove that one
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of them is trivial it is enough to show that all its localizations at maximal
ideals are trivial.
To check this local property we can use GAGA and replace algebraic
localization by analytic localization. At this level the result follows from
Greuel’s generalized version of the de Rham Lemma, see [10], (1.7) or
from a general result in Looijenga’s book [11], namely Corollary (8.16),
p. 157 (take X a smooth germ and k = 1 in that statement).
The rest of the proof is straightforward. 2
Proof of Theorem 1. – The first claim (i) follows directly from the
Lemmas 3 and 4 above.
Let Gf denote the A1-module Gnf and G
(0)
f the C[t]-submodule of Gf
given by Ωn/df ∧ dΩn−2. Note that the image of the monomorphism
df ∧ from Lemma 4 is exactly the C[t]-submodule G(−1)f = df ∧
Ωn−1/df ∧ dΩn−2 in G(0)f .
If all the fibers of f are cohomologically (n− 2)-connected, it follows
from [6], Theorem (1.4) that the C[t]-module G(0)f is torsion free. This
implies that Hn−1(Ω∗f , d) is torsion free, i.e., the first part of (ii).
To prove the second part of (ii), we need to explain the relation
between the A1-module Gf and the vector bundle Vn−1. Assume that
the restriction of the corresponding DS-module Gf to S∗ is a connection,
i.e., a locally freeOS∗-module of finite type. This can always be achieved
by replacing S∗ by a smaller Zariski open subset of S.
Then we have an isomorphism (Gf |S∗)⊗OS∗ OanS∗ = Vn−1 which gives
at the level of global sections a monomorphism
ι :H 0(S∗,Gf |S∗)=Gf ⊗OS(S)OS∗(S∗)→H 0
(
S∗,Vn−1).
Let ` :Gf → Gf ⊗OS(S) OS∗(S∗) denote the localisation morphism,
where OS(S)=C[t].
Then the composition α = ι ◦ ` is given by the following formula
α
[∑
ak∂
k
]
(t)= Res
(∑
k!ak(f − t)−k−1
)
∈Hn−1(Ft ),
where ak ∈Ωn and Res :Hn(Cn \Ft)→Hn−1(Ft ) is the Leray–Poincaré
residue, see for instance [17].
This formula implies that sn−1 = α ◦ (df∧).
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Finally, (df∧) is injective by Lemma 4. while α is injective since ` is
injective as there is no C[t]-torsion in G(0)f as we have seen above. This
completes the proof of claim (ii).
The last claim is a direct consequence of the fact that the C[t]-module
G
(0)
f is of finite type when f is cohomologically tame or M-tame, see
[13,16] and [6].
In fact, since the quotient G(0)f /G
(−1)
f is finite dimensional, it follows
that for a polynomial f with isolated singularities including at infinity,
the C[t]-module Hn−1(Ω∗f , d) is of finite rank if and only if f is
cohomologically tame, see [6]. 2
Proof of Proposition 2. – The fact that a semi-weighted homogeneous
polynomial is tame, and hence M-tame, is well known, see [3].
Consider the degree of differential forms in Ω∗ with respect to the
weights w as introduced in Section 1. This degree induces increasing
positive rational filtrations F on G(0)f , G
(−1)
f and Hn−1(Ω∗f , d) by setting
for instance
FsG
(0)
f =
{[ω] ∈G(0)f ;deg(ω)6 s}.
In this way these three modules become filtered C[t]-modules, where the
filtration on the polynomial ring C[t] is the obvious one. 2
Note also that the corresponding modules G(0)f1 , G
(−1)
f1 and H
n−1(Ω∗f1 ,
d) associated to the leading term f1 are in a similar way graded C[t]-
modules. These graded objects are related to the graded objects induced
by the filtration F on G(0)f , G
(−1)
f and Hn−1(Ω∗f , d) as shown in the
following.
LEMMA 5. – We have the following isomorphisms of graded C[t]-
modules
GrF
(
G
(0)
f
)=G(0)f1 , GrF (G(−1)f )=G(−1)f1
and
GrF
(
Hn−1(Ω∗f , d)
)=Hn−1(Ω∗f1, d).
The proof of this result is straightforward and it is therefore left to the
reader.
Let ηa = xadx1∧· · ·∧dxn. Pham shows in [15, p. 165], that the classes
[ηa] form a basis for the graded C[t]-module G(0)f1 . Note that the exterior
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differential d induces a C-linear isomorphism d :Hn−1(Ω∗f1, d)→ G(0)f1
such that d([ωa])= |a|[ηa] where |a| = (a1 + 1)w1 + · · · + (an + 1)wn.
This formula (and a similar result for any weighted homogeneous
form) implies that d is (up to some multiplicative constants) compatible
with the graded C[t]-module structure and hence the forms ωa produce
a basis for the graded C[t]-module Hn−1(Ω∗f1, d). Proposition 2 now
follows from basic graded/filtered module theory: a basis of the graded
object lifts to give a basis of the initial filtered object.
This proof gives also the following.
COROLLARY 6. – The forms df ∧ωa induce aC[t]-basis for the mod-
ule G(−1)f with similar properties relative to degrees as in Proposition 2.
3. Non-isolated singularities and connected fibers in the case n= 2
In this section we assume that n= 2 and that the generic fiber F of the
polynomial f is connected. Our main result here is the following.
PROPOSITION 7. – Let f be a polynomial as above.
(i) If f has non-isolated singularities, then the morphism
df∧ :H 1(Ω∗f , d)→G(−1)f
has a non-trivial kernel, say K(f ). Then K(f ) = H 1(Ω∗, df∧)
and the localization K(f )b of the module K(f ) at b ∈ C is non-
zero if and only if the corresponding fiber Fb has non-isolated
singularities. One also has (t − b)K(f )b = 0 for any b ∈ C.
(ii) If all the fibers of f are connected, then the restriction of the
localisation morphism `|G(−1)f is injective.
In particular, when both (i) and (ii) holds, then Ker(s1)=K(f ).
Before giving the proof of this result, we describe the cohomology
group H 1(Ω∗, df∧) of the Koszul complex for fx and fy . Here to
simplify notation we set x1 = x, x2 = y and let fx, fy denote the partial
derivatives of f .
Let h = g.c.d.(fx, fy) and note that h divides ∏b(f − b), where
the product is taken over all b such that the fiber Fb has non-isolated
singularities. In fact, for any s ∈ S we have a factorization into a product
of distinct irreducible factors f − s = f k11 · · · · · f kpp and it is easy
564 P. BONNET, A. DIMCA / Bull. Sci. math. 124 (2000) 557–571
to see (please refer to the proof of Lemma 8 below for details) that
h =∏s f k1−11 · · · · · f kp−1p (the factors from different s’s being distinct).
When f has non-isolated singularities, then h 6= 1.
Define ω(f )= h−1df . With this notation we have the following.
LEMMA 8. – H 1(Ω∗, df∧) a free C[x, y]/(h)-module spanned by
[ω(f )]. In particular ∏b(t − b) · H 1(Ω∗, df∧) = 0 where the product∏
b(t − b) has the same meaning as above.
Proof of Lemma 8. – As in the proof of Lemma 4, we can localize in
the analytic sense and check the property at the origin of C2. Assume that
f (0)= 0 and let f = f k11 · · · · · f kpp be the factorization into a product of
distinct irreducible factors in the local ring OC2,0.
Note that the number of local branches at the origin can be larger that
the number of irreducible components of the affine curve F0. In spite
of this, the germ of the form ω(f ) at the origin is given by ω(f )0 =∑
i=1,p kif1 · · · · · fˆi · · · · · fpdfi (up to units in OC2,0).
Since the nearby fibers Ft for t 6= 0 are smooth, this form can be zero in
a neighborhood of the origin only at points a ∈ F0. There are two cases:
(1) There are two indices i 6= j such that fi(a) = fj(a) = 0. Then
a = 0 since the branches corresponding to fi and fj meet only at the
origin.
(2) There is only one index, say i = 1, such that f1(a) = 0. Then
ω(f )0(a)= 0 implies df1(a)= 0. Again we get a = 0 since the branch
corresponding to f1 is smooth outside the origin.
This shows that the two coefficients of dx and dy in ω(f )0 vanish
simultaneously only at the origin, i.e., they form a system of parameters
in the local ring OC2,0 and hence a regular sequence. At the origin,
df ∧ ω = 0 is equivalent to ω ∧ ω(f )0 = 0 and the result follows by
Serre’s Theorem, see for instance [12, Section 18]. 2
Proof of Proposition 7. –
(i) Let [ω] ∈K(f ). Then df ∧ω= df ∧ dg for some polynomial g. It
follows that df ∧ (ω− dg)= 0, i.e., the class [ω] ∈K(f ) is the same as
the class [α] ∈K(f ) if [ω− dg] = [α] in H 1(Ω∗, df∧). It follows from
Lemma 8 that any such form α is a multiple of the form ω(f ).
To prove the isomorphism K(f )=H 1(Ω∗, df∧) we argue as follows.
Let us denote by H the GCD of f and its partial derivatives, and put:
ω(f ) = df/H . Then, any 1-form ω = dR + Qω(f ) is easily seen to
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have torsion order 6 1 with respect to f . Let us determine when such a
1-form gives rise to the trivial class in K(f ).
If ω = dR + Qω(f ) = dR1 + Q1df , then: d(R − R1) ∧ df = 0;
since the generic fiber is connected, (R − R1) belongs to C[f ], and
(Q/H −Q1)df = P(f )df , where P lies in C[t]. Therefore, H divides
Q and so ω= dR+Qω(f ) is trivial if and only if H divides Q.
(ii) Let ω ∈ Ω2 be such that `([ω]) = 0. This means that there is
a rational function R ∈ C(x, y) such that R = A/((f − b1)m1 · · · (f −
bq)
mq ) where A ∈ C[x, y], the bifurcation set B is given by {b1, . . . , bq}
and R satisfying ω = df ∧ dR.
We may assume that b1 = 0, m1 > 0 and that ∑i mi > 0 is minimal
with this property. When ω = df ∧ α, then we may write ω =Hg dx ∧
dy, where g ∈ C[x, y], f = f k11 · · ·f kpp is the factorization of f into
distinct irreducible factors, and H = f k1−11 · · ·f kp−1p .
To get a contradiction, it is enough to prove the following.
LEMMA 9. – If the fiber F0 and the general fiber F are connected and
df ∧ dA= fHg dx ∧ dy for some g ∈ C[x, y], then there is a constant
c ∈C such that A− c is divisible by f .
Proof. – We have df ∧dA= 0 on F0, in particular A has to be constant
along the smooth part of each irreducible component of F0 ( use fi = 0
as a local equation for the smooth part of F0). By continuity and since
F0 is connected, A has to be constant on F0, say A = c. Replacing A
by A − c we may assume that A = 0 on F0. We have a factorization
A = Bf n11 · · · · · f npp , where B ∈ C[x, y] is not divisible by any fi .
Moreover ki > 0 and ni > 0 for all i = 1, . . . , p.
Assume that there is an i such that ni < ki and let u/v =min{ni/ki:
i = 1, . . . , p}< 1, with u, v relatively prime positive integers, v > 1.
Consider the rational function C = Av/f u and note that in fact C
is a polynomial, by the definition of u and v. Moreover, using the
relation df ∧ dC = vAv−1f −u df ∧ dA, we see that for any i one has
dfi ∧ dC = pifi dx ∧ dy with pi a polynomial.
This implies that C is constant on the curve F0. If say u/v = n1/k1,
then the function C is non-zero on the component of F0 given by f1 = 0.
As a result, C has to be non-zero on the other components as well, and
this is possible only if u/v = ni/ki for all i = 1, . . . , p. But then we have
ki = vri for some positive integers ri , and hence f = (f r11 · · · · · f rpp )v
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with v > 1, in contradiction with the fact that the generic fiber F is
connected. 2
Remark 10. – It is not true that the restriction of the localisation mor-
phism `|G(0)f is injective. As an easy example consider the polynomial
f = x2y. Then ω = dx ∧ dy has a non-zero class in G(0)f but `([ω])= 0
since ω= df ∧d(xy/f ). In fact the same argument as in Lemma 9 shows
that the elements in the kernel K of `|G(0)f have torsion order at most 1
in the sense of the following section.
4. Non-connected fibers in the case n= 2
We are going to see that there are torsion elements of any order in
this case, and moreover we describe exactly how this torsion behaves.
We start with some notation. For any C[t]-module M we set T6n0 (M)=
Ker(tn :M→M) and T n0 (M)= T 6n0 (M)/T 6n−10 (M).
Note that multiplication by t induces a monomorphism T n0 (M)→
T n−10 (M).
When m ∈ T6n0 (M) we say that m has torsion order 6 n. If m has
torsion order 6 n but not 6 n−1, then we say that m has torsion order n.
In all the above notations we may of course replace 0 by any a ∈C and
t by t − a to obtained the corresponding torsion at the point a.
Our main result in this section is the following.
PROPOSITION 11. – Let f :C2→C be a polynomial with a connected
generic fiber F . Let r > 1 be the number of connected components of the
fiber F0.
(i) If the fiber F0 is reduced, then any integer n > 1, the space
T n0 (H
1(Ω∗f , d)) of torsion elements of order n in H 1(Ω∗f , d) has
dimension r − 1.
(ii) If the fiber F0 is not reduced, then the first torsion quotient
T 10 = T 10 (H 1(Ω∗f , d)) is infinite dimensional and the rest of the torsion
quotients T n0 = T n0 (H 1(Ω∗f , d)) for n > 1 are finite dimensional of
dimension at least r − 1.
More precisely, in the case (i) above we can describe an explicit
basis for T n0 = T n0 (H 1(Ω∗f , d)) as follows. In this case f factors as
f = g1 . . . gr , where each polynomial gi is reduced and the curves
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g−1i (0) correspond exactly to the connected components of F0. For
any integer n and any index i = 1, . . . , r , there exist by Hilbert’s
Nullstellensatz some polynomials Πn,i1 ,Π
n,i
2 such that: Π
n,i
1 (gi)
n+1 +
Π
n,i
2 g
n+1
1 . . . g
n+1
i−1 g
n+1
i+1 . . . gn+1r = 1. Let us put:
ωn,i = d(1−Πn,i1 gn+1i )/f n.
Then the classes of the forms ωn,i , i = 1, . . . , r−1, yield a basis for T n0 in
the case (i) and linear independent elements in the case (ii). On the other
hand Example 15 below shows that the inequalities in Proposition 11(ii)
can be either equalities or strict inequalities.
To prove these claims we need a couple of lemmas.
LEMMA 12. – Let ω a polynomial 1-form such that f nω = dR +
Qdf , withR,Q polynomials, i.e., ω ∈ T6n0 (H 1(Ω∗f , d)). If ω has torsion
order < n then there exists a constant c such that R− c is divisible by f .
The converse implication holds when the fiber F0 is reduced.
Proof. – Let ω be such that: f nω = dR +Qdf, R,Q ∈ C[x, y], and
assume that: f n−1ω = dR1+Q1 df, R1,Q1 ∈C[x, y]. Then, we get that
d(R − fR1)∧ df = 0.
Since the generic fiber F is irreducible, R − fR1 belongs to C[f ]
by Bertini’s first Theorem, see for instance Stein [19]. Therefore, R is
divisible by f up to a constant. Conversely, assume there exists a constant
c such that R − c is divisible by f . Then we write R − c = fR1 and get
that f nω= dR +Qdf = f dR1 + (R1 +Q)df .
Therefore, as f is reduced by assumption, it must divide (R1+Q). Put
(R1+Q)= fQ1; we have that f n−1ω = dR1 +Q1 df and the lemma is
proved. 2
LEMMA 13. – ωn,i is a polynomial 1-form of torsion order n. More-
over, if the linear combination α1ωn,1 + · · · + αrωn,r has torsion order
< n then α1 = · · · = αr . The converse implication holds when the fiber
F0 is reduced.
Proof. – First, the existence of Πn,i1 ,Πn,i2 is obvious, as gi corresponds
exactly to a connected component of F0, so that gi and gj cannot
vanish simultaneously; on one hand, d(1 − Πn,i1 gn+1i ) is divisible
by gn1 . . . gni−1gni+1 . . . gnr and gni by differentiation, and so ωn,i is a
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polynomial 1-form. On the other hand, by definition, this form has torsion
6 n with respect to f .
Second, denote for convenience Hn,i = 1 − Πn,i1 gn+1i , and note that
by construction Hn,i equals 1 on g−1i (0) and vanishes on the other
components of F0. If we consider a linear combination α1ωn,1 + · · · +
αrω
n,r
, then we can write that:
f n
(
α1ω
n,1 + · · · + αrωn,r)= d(α1Hn,1 + · · · + αrHn,r).
Therefore, this 1-form has torsion order< n only if α1Hn,1+· · ·+αrHn,r
is divisible by f up to a constant. But, this implies that α1Hn,1 + · · · +
αrH
n,r is constant on the fiber F0, which leads to α1 = · · · = αr . When f
is reduced, the converse implication is similar. 2
Proof of Proposition 11. –
(i) First, we see by the previous lemma that the classes of {ωn,i}i=1,..,r−1
are linearly free in T n0 (H 1(Ω∗f , d)). It suffices to check that they generate
this space.
To that purpose, let ω be any 1-form of torsion 6 n, and write
f nω = dR + Qdf . Then, it is clear that R is singular on F0, so it is
locally constant on it. Therefore, by construction, there exists a linear
combination α1Hn,1 + · · · + αr−1Hn,r−1 such that R − (α1Hn,1 + · · · +
αr−1Hn,r−1) is constant on F0; that implies by Lemmas 11 and 12 that
ω − (α1ωn,1 + · · · + αr−1ωn,r−1) has torsion order < n, which is the
required result.
(ii) It is clear by the proof of Proposition 7(i) that the following map:
L :C[x, y]/(H)→ T 10 , [Q] 7→ [Qω(f )],
is injective, so that the quotient T 10 is infinite dimensional.
Since all the torsion in the kernel K(f ) is of order one, we have for
k > 1 the following inclusion
T k0 = T k0
(
H 1(Ω∗f , d)
)= T k0 (G(−1))⊂ T k0 (Gf ).
Since Gf is a holonomic A1 module, it follows that T k0 (Gf ) is a finite
dimensional vector space, see [2, pp. 191–193].
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Remark 14. – When the fiber F0 has only isolated singularities, it
follows from Proposition 11(i) that
r − 1= dimT n0
(
H 1(Ω∗f , d)
)= dimT n0 (G(−1)f )
for any n. On the other hand we know from [6] that dimT 10 (G(0)f )= r−1
and dimT 10 (G
(1)
f ) = n(F0) − 1, where n(F0) denotes the number of
irreducible components of F0 and G(m)f = ∂mG(0)f for any m ∈ Z. We
also know that dimT n0 (Gf )= n(F0)− 1 for any n> 1, see [6]. It would
be interesting to have information on the dimension of all torsion spaces
T n0 (G
(m)
f ).
Here are two examples whose behaviour in terms of torsion is quite
different although the reduced curve corresponding to the fiber F0 is the
same in both cases. The second example shows that we cannot expect
T k0 to have always dimension r − 1 for k > 1, while this may happen as
depicted in the first one.
Example 15. –
(i) Let us consider the polynomial f = x(1+ xy)2. It is clear that its
generic fiber F is irreducible and that F0 has two connected components.
Moreover, f is singular over {1 + xy = 0}. We are going to check that
T n0 is 1-dimensional as soon as n > 1: To that purpose, let us see first that
a polynomial solution R of the equation
dR ∧ df = f (1+ xy)γ dx ∧ dy,
that vanishes over the fibre F0 has to be divisible by f .
Let R be such a solution and write it as R = Sx(1 + xy). Then,
following the proof of Lemma 9, we can consider the function R2/f =
S2x; it turns out that it is locally constant over F0. Hence S is divisible
by 1+ xy, i.e., R has to be divisible by f .
Now, let us consider a torsion 1-form ω, whose torsion order is n,
where n > 1, and write f nω= dR+Qdf . If we substract to ω a multiple
of ωn,1, we may assume that R is divisible by x(1+ xy). Since dR has to
be divisible by (1+xy) and (1+xy) divides df , it is easy to see that R is
divisible by f = x(1+ xy)2. If R = fR1, then dR1 ∧ df = f n−1ω∧ df .
If we substract to it a multiple of ωn−1,1, then R1 may be assumed to be
constant on F0, so that it is divisible by f and R is divisible by f 2. But
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ωn−1,1 has torsion order n− 1, therefore ω ≡ α1ωn,1 +Ω in T n0 , where
f nΩ = d(f 2R1)+Q1 df .
Such a 1-form Ω must have torsion order < n. Indeed, Q1 is divisible
by x(1 + xy) and dQ1 ∧ df = f (1+ xy)γ dx ∧ dy, so Q1 is divisible
by f ; put Q1 = fQ2. Then, it is easy to check that f n−1Ω = d(fR2)+
(Q2 + R2) df , and Ω has torsion order < n. So ω ≡ α1ωn,1 in T n0 and
hence T n0 is 1-dimensional for any n > 1.
(ii) Let us consider the polynomial f = x2(1+ xy). It is clear that its
generic fiber F is irreducible and that F0 has two connected components.
Moreover, f is singular over {x = 0}. We are going to check that T 20 is
2-dimensional:
Using the same arguments as above, we can see that, for any 1-form ω
of torsion 6 2 we have ω≡ α1ω2,1+Ω in T 20 , where Ω is a 1-form such
that f 2Ω = d(f x(1+ xy)R1)+Q1 df .
Define
Ω1 =−9y2 dx + (2− 3xy) dy.
An easy computation shows that f 2Ω1 = d(4f x(1 + xy)) + Q2 df .
Moreover, we get that d(x(1 + xy)R1) ∧ df = fΩ ∧ df and that
(R1)
2(1 + xy) is constant on {x = 0}. So, either R1 is zero on {x = 0}
and we are led to f 2Ω = d(f 2R2) + Q1 df , either R1 is non-zero
constant on {x = 0}, and there exists a constant µ1 such that f 2Ω =
µ1f
2Ω1 + d(f 2R2) +Q3 df . As before, the last term of this equality
corresponds to a 1-form of torsion order < 2, and we find the following
equality in T 20 :
ω≡ α1ω2,1+µ1Ω1.
So, T 20 is at most 2-dimensional, and there remains to check that ω2,1 and
Ω1 are linearly independent modulo T610 .
Assume that: ω = α1ω21 + µ1Ω1 is in T 620 ; then f 2ω = dR +Qdf .
As in the previous section, a necessary condition for this 1-form to have
torsion order< 2 is that R be constant over F0; but R = α1(1−Π2,1x3)+
µ14f x(1 + xy), so α1 = 0 and ω must be a multiple of Ω1. Since
fΩ1 = d(4x(1 + xy)) +Q2ω(f ), where ω(f ) = df/x and Q2 is not
divisible by x, we can see that fΩ has torsion order 1 in virtue of the
proof of Proposition 7(i). Therefore, Ω has torsion order 2, µ1 = 0, and
the result follows.
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