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Introduction
Machine learning is synonymous with advanced computing and a growing body of work exists on the use of such techniques to solve real-world problems [e.g., Tsoukalas & Uhrig, 1997 ]. The complex and/or ill-understood nature of many problem domains, such as data mining or process control, has led to the need for technologies which can adapt to the task they face. Learning Classifier Systems (LCS) [Holland, 1976] are a machine learning technique which combines reinforcement learning, evolutionary computing and other heuristics to produce adaptive systems. The subject of this book is the use of LCS for real-world applications.
Evolutionary computing techniques are search algorithms based on the mechanisms of natural selection and genetics. That is, they apply Darwin's principle of the survival of the fittest among computational structures with the stochastic processes of gene mutation, recombination, etc. Central to all evolutionary computing techniques is the idea of searching a problem space by evolving an initially random population of solutions such that better -or fitter -solutions are generated over time; the population of candidate solutions is seen to adapt to the problem. These techniques have been applied to a wide variety of domains such as optimization, design, classification, control and many others. A review of evolutionary computation is beyond the scope of this chapter, but a recent introduction can be found in [Eiben & Smith, 2003] . In LCS, the evolutionary computing technique usually works in conjunction with a reinforcement learning technique.
Reinforcement learning is learning through trial and error via the reception of a numerical reward. The learner attempts to map state and action combinations to their utility, with the aim of being able to maximize future reward. Reward is usually received after a number of actions have been taken by the learner; reward is typically delayed. The approach is loosely analogous to what are known as secondary reinforcers in animal learning theory. These are stimuli which have become associated with something such as food or pain. Reinforcement learning has been applied to a wide variety of domains such as game playing, control, scheduling and many others. Again, a review of reinforcement learning is beyond the scope of this chapter and the reader is referred to [Sutton & Barto, 1998 ].
Learning Classifier Systems are rule-based systems, where the rules are usually in the traditional production system form of "IF state THEN action". Evolutionary computing techniques and heuristics are used to search the space of possible rules, whilst reinforcement learning techniques are used to assign utility to existing rules, thereby guiding the search for better rules. The LCS formalism was introduced by John Holland [1976] and based around his more well-known invention -the Genetic Algorithm (GA) [Holland, 1975] . A few years later, in collaboration with Judith Reitman, he presented the first implementation of an LCS [Holland & Reitman, 1978] . Holland then revised the framework to define what would become the standard system [Holland, 1980; 1986] . However, Holland's full system was somewhat complex and practical experience found it difficult to realize the envisaged behaviour/performance [e.g., Wilson & Goldberg, 1989] . As a consequence, Wilson presented the "zeroth-level" classifier system, ZCS [Wilson, 1994] which "keeps much of Holland's original framework but simplifies it to increase understandability and performance" [ibid.]. Wilson then introduced a form of LCS which altered the way in which rule fitness is calculated -XCS [Wilson, 1995] . In the following sections, each of these LCS is described in more detail as they form the basis of the contributions to this volume. A brief overview of the rest of the volume then follows.
·2. Holland's LCS
Holland's Learning Classifier System receives a binary encoded input from its environment, placed on an internal working memory space -the blackboard-like message list (Figure 1) . The system determines an appropriate response based on this input and performs the indicated action, usually altering the state of the environment. Desired behaviour is rewarded by providing a scalar reinforcement. Internally the system cycles through a sequence of performance, reinforcement and discovery on each discrete time-step.
The rule-base consists of a population of N condition-action rules or "classifiers". The rule condition and action are strings of characters from the ternary alphabet {0,1,#}. The # acts as a wildcard allowing generalisation such that the rule condition 1#1 matches both the input 111 and the input 101. The symbol also allows feature pass-through in the action such that, in responding to the input 101, the rule IF 1#1 THEN 0#0 would produce the action 000. Both components are initialised randomly. Also associated with each classifier is a fitness scalar to indicate the "usefulness" of a rule in receiving external reward. This differs from Holland's original implementation [Holland & Reitman, 1978] , where rule fitness was essentially based on the accuracy of its ability to predict external reward (after [Samuel, 1959] ).
