We present criteria for verifying the copositivity of an n X n matrix, given that all its principal submatrices of order n -1 are copositive. For n = 4, 5 necessary and sufficient conditions for copositivity are given, based on the sign distribution of the off-diagonal elements of a single row. Here it is only assumed that one principal submatrix is copositive.
INTRODUCTION
Let S,, be the set of real and symmetric matrices of order n. The matrix A E S,, is called copositive (cop) if it belongs to the closed convex cone C, with C = {A E S, : x7Ax > 0 Vx E R:}.
(1.1)
L.-E. ANDERSSON, G. CHANG, AND T. ELF'VING
Obviously the cone of positive semidefinite matrices, C,, and the cone of elementwise nonnegative matrices, C,, both belong to C. For n = 2 one has C = C, U C, and for n = 3, 4 it holds that C = C, + C,. However, for n > 4, C # C, + C,, cf. [7] Since Motzkin [13] introduced the concept of copositive matrices, many new results and generalizations have appeared. The characterization of copositive matrices is treated e.g. in [4] , [5] , [6] (which also contains a short but very instructive survey), [ 111, [ 121, and [16] . Several authors also treat more general cases, e.g. when the vector x belongs to a convex polytope or to some other closed convex set; see [lo] , [ll] , [la] , and [I7] . The problem of characterizing the extremal rays of C is described e.g. in the book by Hall [7] . Some other references with a combinatorial approach are [l] , [2] , and [8] . In [14] it is shown that testing whether a given integer square matrix is not copositive is NP-complete.
There is a simple connectioh between the copositivity of matrices and the nonnegativity of simplicial Bernstein-Bezier quadratic functions. We recall the notion of a simplex of dimension n -1. Let V = {V,, V,, . . . , V,] be n 'ven points in some vector space V such that the n -1 vectors is said to be a quadratic Bernstein-Bezier (surface) patch over the n -ldimensional simplex [V ] . The Bernstein-Bezier patches of degree k over triangles have been widely investigated in computer-aided geometric design (CAGD). In shape-preserving approximation one often needs to impose restrictions on the approximant, e.g. nonnegativity.
For more motivation and details on this problem we refer to the work of Nadler [15] and Chang and Sederberg [31. W e observe the simple fact that the nonnegativity of p(u) on [VI is equivalent to the copositivity of the coefficient matrix A, i.e., U'AU > 0, UEU -AEC.
(1.3)
This was pointed out by Micchelli and Pinkus in [12] , where also an iterative procedure is proposed, based on the Bernstein-Bezier representation, to test if a polynomial (of degree k in R") is positive on a simplex. In this paper we will use the relation (1.3) when analyzing copositivity. In Section 2 we establish criteria for the copositivity of an rr X n matrix, given that all its principal submatrices of order n -1 are copositive. We also summarize our results in a recursive algorithm for testing whether a given matrix is copositive or not. This algorithm might be useful for small values of n.
Quite recently Li and Feng [9] determined all copositive matrices in S,. They considered the sign distribution of the six off-diagonal elements. In Section 3 we will present a somewhat simpler analysis, for matrices in S, and S,, where we consider the sign distribution of the off-diagonal elements in a single row. The method in Section 3 is quite different from and more explicit than the one in Section 2. The main difference is that in Section 3 we only assume that one principal submatrix is known to be copositive. The results in Section 3 are derived using an equivalence between copositivity and the subdivision of a particular solid in R"-' into nonintersecting simplices. 
Assume that
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Then the following holds:
1. If& 2 0, then A is cop.
2.
lf C, < 0, then A is cop w B is cop.
Proof
We introduce the standard simplex in R"-', However, for the case 2 the set T+ has empty (relative) interior and thus the closure of T-is T.
??
Note that if ail # 0 then (l/q,)B equals the Schur complement of the matrix A w.r.t. the partitioning in Theorem 2.1.
We introduce the notation psm(A,k)
for any principal submatrix of A of order k. We will now derive results for the case when not all elements of a, have the same sign. In order to obtain these results we will replace (2.3) with stronger conditions:
All psm( A, n -1) are cop.
(2.7)
Then we first have the following result.
LEMMA 2.4. Assume (2.7). Zj-A is noncopositive (ncp), then all psm( A, n -1) are positive .semidefinite.
Proof.
If A is ncp, then the quadratic form p(u) has a negative minimum at some interior point of U. By (2.7) p B 0 on each face ui = 0.
Further, the restriction of p to a straight line is either convex or concave. We conclude that the restriction of p to any straight line through the interior minimizing point is convex. It follows that p(u) > 0 for u @ U. In particular, p > 0 if ui = 0 and Ciziuj = 1, with no sign restriction on uj, j # i. Hence also p > 0, ui = 0 Vu,, u2,. . . , ui_,, uifl,. . . , u,,.
We next note, by (2.6), the following equivalence:
A is ncp e e(C) <0 forsome GET
. (2.8)
In the following lemma dTP denotes the topological boundary of Tconsidered as a subset of R"-' and not of R"-' . For case 3b we may obtain a similar result, e.g. by taking limits in case 3a:
First note that the copositivity of the matrix DWBW TD is not affected if we multiply W by a constant. If ai2 > aI3 > aI4 > a-0 > aii > aii+i > *a* > a,,, then m&ply the previous matrix W by the positive number ai2 -ali. The sets S+, S, etc. are illustrated in Figures 2 (case 3a ) and 3 (case 3b) for 12 = 4. For case 3a, S+ equals the triangle with comers at v,, vs, vJ, whereas S equals the unbounded quadrilateral with two of its comers at vs and v, and lying between the rays us = 0 and uq = 0.
We are now ready for Alternatively this theorem can be rephrased as 
Proof (of Theorem 2.2).
Suppose first that A is ncp. Then, by (2.8), UT& < 0 for some U E T-, which implies that B is ncp. Further, it is clear from Lemma 2.7 that (since T-C S-) DWBWTD is ncp. By Lemma 2.4 it also follows that all psm( A, n -1) are positive semidefinite.
Conversely, assume that B and DWBW 'D are ncp and that all psm( A, n -1) are positive definite. Then UTBU <0 0 0 for some E. E T and (Lemma 2.7) E:'Bii, < 0 for some Ui E S-.
By Lemma 2.5 it follows that UTBU > 0 when U E dT_, and by Lemma 2.6 that all psm( B, n -2) are positive semidefinite. Now connect U. and Ui by a straight line L (cf. Figure 4) , where also the points on L where the restriction of UTBU (to L) is nonnegative are marked with a + sign. Since the restriction is quadratic, it follows that Go E T-= S-n T and Ui E T-. In particular it follows that UTBU < 0 for some U E T-, which, by (2.81, implies that A is ncp. This completes the proof. Using the above theorems, we may now formulate the following recursive algorithm for deciding whether a matrix A E S,, is copositive. Note again that the coordinates x2, . . . , x, are assumed to be reordered so that we have the previously mentioned inequalities uI2 > uI3 > . In steps 2d-2f above, the matrices F-(k) and DWB(k)W TD are tested for copositivity. We then note the following important facts.
When testing the matrix B(k), we already know, from the previous step and we conclude that DWB(k)WD has all its psm of order k -2 positive semidefinite. For case 3b the previous argument is easily modified (this is, however, omitted). ??
3. CRITERIA FOR n = 4 AND n = 5
The conditions in (2.1) are both necessary and sufficient for the copositivity of matrices in S,. We now review the ,copositivity of matrices in S,. In 1983, Hadeler [6] found all copositive matrices in S,. He showed that A E S, Quite recently Li and Feng [9] determined all copositive matrices in S,. Their results are displayed by case analysis. They considered the sign distribution of the six off-diagonal elements. We will present a somewhat simpler analysis where we consider the sign distribution of the three off-diagonal elements in a single row (say row 1). We will then always assume that (2.3) holds, but not necessarily (2.7).
We will first show that copositivity is closely related to the subdivision of the set T-, introduced in Section 2, into nonintersecting simplices. Let mat{o,, Us,..., vi} denote a matrix with rows u,, uDe, . . . , vi taken in any order. The order will be irrelevant when testing for copositivity, due to Lemma 2.2. Further, vert(T-) denotes the set of vertices of T-. 
Then the following holds:
A is cop CJ W'B(Wi)T,i = 1,2 ,..., 1, are cop.
Proof.
For each simplex S' let (Y = (cr,, (Ye,. . . , CX,_~)~ be its barycentric coordinates (for ease of notation we suppress the dependence on i in a). Note that only the set T-needs to be inspected (since UrAU > 0 holds trivially for U E T+).
We now introduce some new notation for the purpose of describing the vertices of the solid T-. First let the vertices of the simplex T be denoted IT,};-', where each Ti can be represented in the barycentric coordinates of T as (e, is the ith row of the identity matrix), T, = e, E R"-'.
We first derive the intersection between the edges of T and the hyper- Let (il, i,,..., iJ be a subset of {2, 3,. . . , n} with distinct elements. Assume that exactly k elements are negative in Z,, say ali,, al,,, . . . , Ulik < 0.
Let vert(T-)
denote the set of vertices of T-. Note that ali < 0 CJ I;-,
E vert(T-). Hence the set of vertices of T-includes
The other vertices of TP can be described as follows. For each i,, 1 = 1, 2, . . . , k, the solid T-has vertices along all edges going from Ti,_ 1 to T, (this is vertex $4 -1.i ) with T, E T(k). We will define this formally:
~,,=(t;il-'.i:T,B.T(k)), 1=1,2 ,..., k.
Then the set of vertices of Tvert( T
It is easy to verify that is card(vert(T-)) = k( n -k).
We may now formulate the main result of this section. 
5.
= mat{ei, ej, v@}, W, = mat{ej, Fisk, Wk}.
Let n = 5 and {i, j, k, 1) be a permutation of (1, 2, 3, 4) . Zf exactly twoelementsa,i+,, a,j+l are negative, then A is cop * P, BP:, P, BP:, and P,BPT are cop. Here' P -mat{e,, ej, Ti,k, vi."}, Pz = mat (vj,', ej, Fisk, vi,") ,a nd P = mat{vl ',1 'e: V -i-k, $Yj,k). together with the observation that the denominators in the expression for A (Vir-jr)l all will be nonzero and have the same sign. Hence V is well defined and may be replaced by V.
Case 4: Here the solid T-has the vertices (Ti, 2;, Vik, Vjk). T-can be divided into two nonintersecting simplices with vertices (?;., 4jk, V ik) and (Ti, q, cik). For each such simplex we repeat ihe arguments of Lemma 3.1. Arguing as in case 3, it is also seen that V is well defined and may be replaced by V.
Case 5: Here T-becomes the solid with the six vertices (Tj, Tj, V 'sk, Vi,', $Jk, $J'), which can be divided into three nonintersecting simplices with vertices (Ti, ?;, Vizk, Vi."), (VjJ, ?;, Vi,k, ViJ), and (c&l, q, Vi.k, V;iJ). For each such simplex we repeat the arguments of Lemma 3.1. Arguing as in case 3, it is also seen that G is well defined and may be replaced by V.
Case 6: Here T-is the solid with the vertices (Ti, ?j, Tk, Vi,', Vj,', Vk,'), which can be divided into three nonintersectin sim
lices with vertices (T!, ?;., Tk, $'x'}, {?;, Tk, e',', ck,') , and (?;, V;i,', V ' , VJ, ). Here the reader may consult Figure 5 . For each such simplex we repeat the arguments of Lemma 3.1 Arguing as in case 3, it is also seen that V is well defined and may be replaced by v.
?? . A similar analysis can of course be made also for n = 5.
We will exemplify Remark 3.1 with a numerical example. Consider a 4 X 4 symmetric matrix,
Here the lowest case number is 3. Interchanging the 1st and 4th rows and columns respectively, we obtain REMARK 3.2. If A E S,l with n odd, it is impossible that each row of A contains an odd number of negative off-diagonal elements. Hence e.g. with A E S,, case 5 (three negative elements) cannot occur in all rows, so this case may be avoided completely by picking another row as a,. We will end by discussing the cases n = 2, 3 using our framework. For n = 2 only cases 1 and 2 may occur in Theorem 3.1, and it is straightforward to verify the equivalence with the conditions (2.1). For n = 3 we will briefly discuss the relation between the conditions in Theorem 3.1 (only cases l-3 may occur) and Hadeler's conditions (3.1)-(3.4).
First, the assumptions that ai, 3 0 and A, is copositive imply, by (2.0, that Since we may pick any row as a, we may conclude that (3.1) and (3.2) hold.
For case 1 (a, > 0) we find, using si,, > 0, that for a in (3.3) i.e., (3.3) is fulfilled.
We 
