Figure 1. The location of Pikes Peak area (adapted from
. solution of Middle Devonian Prairie Evaporite salt beds. The combination of the salt dissolution and differential compaction of the sand and shale in the Waseca interval are believed to have created the structural trap for the heavy oil. Typical properties for this reservoir include an oil saturation of 80%, oil gravity of 12°API, porosity of 34%, and permeability of 5000 md. The average sand thickness of the reservoir is 15 m. The best part of the reservoir is the structurally high central portion, which has the thickest homogenous sand (maximum 30 m), and has no bottom water. Most of the rest of the reservoir is underlain by bottom water.
Husky Energy has operated Pikes Peak Field for more than 25 years. After limited primary production, Husky started using cyclic steam stimulation (CSS) , of the original oil-in-place had been recovered at the end of July 2001. Van Hulten (1984) provided a detailed geologic background for the Waseca Formation of Pikes Peak area. Sheppard et al. (1998) and Wong et al. (2001) reviewed the reservoir engineering history and the field development information.
Husky acquired 2D seismic surveys in 1991, forming grids of 29 north-south lines spaced every 100 m over the Pikes Peak area. As described by Watson et al. (2002) , this vibroseis survey had 40 m source intervals, 20 m receiver group intervals, and had a CDP fold of 30. In March 2000, the University of Calgary and Husky acquired a repeat line on the eastern side of the field. This multicomponent survey had 20 m source interval, 20 m receiver group intervals and a CDP fold of 66. Table 1 outlines the seismic field parameters, and Table 2 outlines the reservoir properties.
The study area for this paper is in the eastern part of the Pikes Peak area. CSS started in 1983 in this part of the reservoir. Figure 3 shows a seismic line common to both the 1991 and 2000 surveys. The honeycomb shapes in Figure 3 are the seven-spot steam-drive well patterns. Most wells around the time-lapse seismic lines are CSS wells. This paper will focus on the profile indicated by the red line in Figure 3 . P-sonic and density logs from four wells, 1A15-6, D15-6, 3C8-6, and 1D2-6 were available for the study. Well 1A15-6 is the only well that has a shear wave sonic log. The density and gamma-ray logs clearly show the homogenous sand zone, and these were tied to the processed seismic sections. The original field data and survey files of the two time-lapse seismic 2D lines were available for this study. The detailed information will be described in the following section. An initial reservoir model and the production history files for the relevant part of Pikes Peak Field were provided by Husky Energy. Laboratory test results by Core Laboratories for the cores from well D2-6 are also available for this study.
Time-lapse seismic processing. The two repeated survey lines used in this study were acquired nine years apart. The first survey (single-component) was acquired in 1991 and was treated as a reference survey here. The second survey (multicomponent) was not designed as a time-lapse study, and the two surveys have different field parameters (Table 1 ). In addition, the 2000 survey contains more noise due to more production activity compared to the earlier survey and more ground roll due to acquisition geometry changes. Consequently, processing is required to remove the differences due to acquisition geometry, wavelet shape, spectral content, amplitude, and phase differences in an attempt to leave only seismic differences associated with changing reservoir conditions.
The two surveys were processed with the same processing flow: reformat, spherical gain recovery, geometry assignment and trace editing, surface consistent deconvolution, partial spectrum balance, weathering statics and surface consistent statics, NMO and mute application, TRIM statics, amplitude equalization, stacking, spectral balancing, FX predictive decon, finite-difference migration, final bandpass filter, final amplitude equalization (scaling), phase match, and time match. Finally, we derive the difference plot between the two final stacks.
The spherical divergence correction was tested before its application on the data. A surface consistent deconvolution was applied in order to obtain enhanced frequency and amplitude preservation results and to give consistent deconvolution results for gathers with different local features. Spectral balancing was used to suppress anomalously high amplitudes for certain frequencies and balance the amplitude spectra.
Although the two surveys were both acquired in the winter, the weathering layer could be different due to different temperature and environmental conditions; therefore, the weathering statics were calculated separately. To make the two surveys as comparable as possible, we limited the shot and receiver offset to 1200 m, which is the far offset for the 1991 survey. The same mute was applied to both the surveys. Because weathering layer changes could influence deeper events, velocities were picked for each survey individually.
Surface-consistent statics and residual statics (TRIM statics) were also calculated individually.
We have to apply scaling to enhance the amplitude in the zone of interest, although scaling can damage relative amplitudes if used without care. We tested three scaling methods and eventually chose conventional scaling using multiple windows at shallow depths to suppress high-amplitude ground roll and one window around the reservoir zone because it appeared to give the results most consistent with the production information. Figure 4 shows the final migration stacks with conventional scaling for the 1991 survey, the 2000 survey, and the 2000 survey minus the 1991 survey. Figure 5 shows an enlargement of the final stacked sections in the area of interest. Changes in the seismic response are evident.
Reservoir simulation results.
Reservoir simulation is performed to obtain the change in reservoir pressure, temperature, and fluid saturation, given a production history and a reservoir model. The predicted change in reservoir pressure, temperature, and fluid saturations are then used with the rock physics procedure (discussed in the next section) to calculate the expected seismic response of the reservoir in its predicted state. The predicted change in seismic attributes such as amplitude, impedance, and time delay can then be compared with the observed changes to see if the predicted pressure, temperature, and fluid distributions are consistent with observed changes in the seismic response.
Reservoir simulators are implementations of the laws of conservation of mass, conservation of energy, and energy transport equations. The current model has three physical components: water, oil (dead), and solution gas (methane), and three phases, water, oil, and gas (vapor). The solution gas component can exist in the vapor phase or the oil phase depending on the pressure and temperature. The water component can exist in either the water phase or the vapor phase as steam. Therefore, the gas-phase saturation is composed of both steam and methane. The physical properties of the steam in the gas phase were considered the same as the methane in the modeling. The dead oil component only exists in the oil phase. Component partitioning between the phases depends on the local pressure and temperature within the reservoir and is calculated using user-specified sets of pressure-volume-temperature (PVT) relationships that depend on the type of oil and gas found in the reservoir. In addition, reservoir properties such as permeability, porosity, thermal heat capacity, and thermal diffusivity must be specified at every location within the reservoir model and constituent relationships must be specified that relate pressure and saturation, capillary pressure, and fluid viscosities to the reservoir conditions. The output of the reservoir simulation consists of pressure, temperature, and fluid saturations for every element, and fluid production at specified time steps. The results presented in this paper were generated using the thermal reservoir simulator. The equations are solved iteratively on a variable 3D reservoir mesh by a finite difference grid and time step algorithm.
In the following, the maximum total production rate and the minimum reservoir pressure were used to model production. The initial model and production history data were provided by Husky, as shown in Figure 6 for one example well. The simulation modeled a region that is 3000 m long. The original model extended 140 m on either side of the two seismic lines and was based on the detailed reservoir interpretation provided by Husky, but it was padded out to 230 m on either side of the seismic lines in order to reduce boundary effects. The grid cells are 20 ǂ 20 m horizontally and vary in thickness. The model consists of three layers corresponding to two interbeded top layers and a lower homogenous sand layer.
The response of gas to changes in reservoir conditions plays an important role. In particular, low pressure or high temperature tends to exsolve gas from the oil phase to the vapor phase, and at high pressure and low temperature, gas tends to dissolve into the oil phase. For example, the low pressure during a production period may cause solution gas to vaporize. Additionally, steam injection causes local increases in pressure, temperature, and gas (steam) saturation.
CSS started in the southern part of the reservoir in 1983 at well 1D2-6. The average steam injection duration was 10-30 days followed by a few days of soak, and 5-10 months of production. The reservoir simulation is based on the injection and production history from January 1981 to August 2003. A summary of the production details is found in Table 3 .
Once the model was constructed, the horizontal permeability was adjusted until the production history was matched.
Production history matching results for a typical well, 1D2-6, are shown in Figure 6 . For well 1D2-6, the simulated cumulative liquid production is somewhat lower than the history data ( Figure 6a ) because simulated bottom hole pressure (BHP) dropped below the minimum BHP constraint of 202 kPa limiting the total production ( Figure 6b ). The calculated cumulative oil production is a good match to the observed history, but the calculated cumulative water production is somewhat low, explaining the under-prediction of the total production. The BHP history is unavailable for comparison.
The reservoir simulation outputs include the values of reservoir temperature, pressure and water, oil, and gas saturations during the simulation history. Figure 7 shows the 3D distribution of temperature, pressure, and gas saturation, respectively, at the preproduction starting time in 1981, the time of the first seismic survey in February 1991, and the time of the second survey in March 2000. Although the 3D nature of the distributions is clear, the following synthetic modeling is based on the 2D temperature, pressure, and saturation pro- file along the trace of the line. Figure 8 shows the simulated values of pressure, temperature, gas saturation, and oil saturation along the trace of the seismic lines for the preproduction and the 1991 and 2000 survey times. The wells within 60 m of seismic lines were projected to the profile. The distribution of pressure, temperature, and saturation is complex and reflects the production history summarized in Table 3 . For example, wells V5 and V10 were not drilled in 1991 and the area around them shows background conditions at that time. By the time of the 2000 survey, the wells had been through several injection and production cycles and they were in the production phase. Consequently, the temperature is elevated above background, the pressure has been lowered due to being in the production phase, the oil saturation has declined, and gas is evident. The gas is not residual steam but has exsolved from the oil phase due to the lowering of pressure. Well T3 also was not drilled in 1991, and CSS started in 1995. At the time of the 2000 survey, the well had been injecting steam since 1998. The high pressure reflects the current injection cycle and the high temperature and low oil saturation reflects the effects of past injection and production. In this case, given the high pressure, the elevated gas saturation is mainly steam as the solution gas would dissolve in the residual oil given the elevated pressure. In contrast, in the older part of the field in the vicinity of wells L8, 1D2-6, and 3B1-6, previous CSS activity has elevated the temperature, reduced the oil saturation, and increased the gas saturation at the time of the 1991 survey. The previous reservoir conditions must be taken into account when interpreting the difference between the 1991 and 2000 surveys.
After analyzing the results, we make the following observations. The net temperature change progresses at about 5-8 m per year (average effect of production and injection). Net pressure responses are much more rapid, on the order of 20 m per month, and changes had reached the boundary elements of the model by the 1991 survey (Figure 7b ). The original reservoir had no gas cap, however, the heavy oil has solution gas in it. During steam injection the reservoir temperature, pressure, and gas saturation increased around the injection wells. During production the temperature and pressure decreased. Because pressure spreads rapidly, some locations away from the production well experience low pressure causing solution gas to exsolve from liquid oil. Consequently, the distribution of gas in the reservoir is complicated and not necessarily intuitive, making it difficult to make reservoir state interpretations without the aid of reservoir simulation. Analysis of the following rock physics modeling results shows that the gas distribution is a dominant factor in determining the seismic response and seismic velocity.
Rock physics model. The rock physics procedure, outlined in detail by Zou (2005) is used to relate the reservoir state as calculated by the reservoir simulator to the seismic response. The compressional-wave velocity and shear-wave velocity can be written as (1) (2) respectively, where K u is the saturated (undrained) rock bulk modulus, µ is the saturated rock shear modulus, and ρ u is the saturated rock bulk density. Consequently, we must relate the reservoir state and change in reservoir state to K u , µ, and ρ u .
Gassmann's equation has been used successfully in seismic studies to relate the bulk modulus of a saturated rock (K u ) to the dry rock bulk modulus (K d ), the solid grain bulk modulus (K s ), the average fluid bulk modulus (K f ), and the porosity φ as follows: (3) In addition, the undrained shear (µ) modulus is assumed to be the same as the dry shear modulus and it is assumed unaffected by the properties of the saturating fluid. This assumption is generally reasonable for light oil since the viscosity of light oil is relatively low. However, the assumption may not be reasonable for heavy oil because of the higher viscosity. To check this assumption, Zou (2005) used the viscoelastic stress-strain relationship described by Bullen (1963) to show the viscosity effect was negligible for steam injection temperatures. Nevertheless, a rock physics relationship specifically adapted to heavy oil should be the focus of future research efforts.
To use equations 1, 2, and 3, we must specify K d , K f , ρ u , and µ at reservoir conditions as well as K s and φ which are assumed constant. The density of the fluid (ρ f ) and the saturated rock (ρ u ) are obtained from a volume average of the constituents. The estimation of the average fluid bulk modulus (K f ) is determined by using the method proposed by Mavko and Mukerji (1998) who advocate using a value between harmonic and arithmetic means for the bulk moduli of the fluids (gas, oil, and water).
The gas, oil, and water saturation are outputs of the reservoir simulator. The densities ρ 0 , ρ g , and ρ w , and the fluid bulk moduli K g , K o , and K w at reservoir conditions are calculated using the equations of Batzle and Wang (1992) and parameters derived from cores and logs.
We need to update K d to account for effective pressure (dP e ) and temperature changes (dT) as the simulation progresses, and this was done using empirical relationships for K d and µ as a function of temperature and pressure for Pikes Peak Field.
The reservoir simulator calculates the new pressure, temperature, S g , S o , and S w due to reservoir production. Updated values of K f and ρ f are calculated as per the method of Mavko and Mukerji (1998) . seismic properties. The updated seismic properties are then used in the time-lapse seismic modeling described in the next section.
The relationship between the oil reservoir state and the seismic velocity and impedance is complex. For example, as the pressure in the reservoir increases, the effective stress decreases tending to lower the velocity. However, if there is gas present, the higher reservoir pressure will tend to cause the gas to move from the gas phase to the oil phase, tending to increase the velocity. Temperature can also affect the observed seismic velocity. Given the complex distribution of fluids, pressure, and temperature and the many competing factors affecting the seismic response, time-lapse seismic interpretation essentially needs time-lapse seismic modeling in order for us to make meaningful interpretations of results.
Time-lapse seismic modeling. The reservoir simulation has given us a dynamic picture of the reservoir change. To interpret the corresponding seismic response of the reservoir states at two different survey times, we do seismic forward modeling. For the current study, we computed acoustical finite-difference synthetic seismograms using the calculated velocity and density values, as derived from the reservoir simulation.
In time-lapse seismic modeling, we assume that the zone outside of the reservoir zone remains unaffected by production, so the two velocity models have the same velocity outside the reservoir zone, whereas the values inside the reservoir zone can be different to reflect changing reservoir conditions.
The reservoir model grid is 20 ǂ 20 m horizontally, meaning that after applying the rock physics equation, velocity and density values were distributed every 20 m along the seismic line and in variable depths. The values derived from the reservoir model were interpolated onto the 10 m horizontal and 2 m vertical grid of the seismic model profile.
In linking our seismic model to the reservoir, we used both log information and reservoir simulation models. In the seismic model, the velocity values above the reservoir were created using preproduction logs from two wells, D15-6 and 1D2-6 (Figure 9 ) that were logged in 1978 and 1981. Well D15-6 was an abandoned well in the north part of the reservoir. It never produced; however, the well logs from this well provide a good constraint for our seismic modeling. Therefore, it is marked in all the seismic displays in this paper. First, major horizons that are the reflections of major formations were drawn based on a poststack depth migration section of the 1991 seismic survey. Then, the velocity and density values were interpolated along the horizons. Inside the reservoir, the calculated velocities and densities were derived from the reservoir simulation outputs for the two survey times. The pressure, temperature, fluid saturation from reservoir simulation outputs plus oil and gas gravities, water salinity, K s (rock grain bulk modulus), K d (dry rock bulk modulus), µ (shear modulus), and porosity were inputs for the calculation of the velocity and density distributions using the rock physics procedure described earlier. The initial K d and µ for the reservoir layers are 2.9 GPa and 4.9 GPa respectively. Because we do not have well logs deeper than the Devonian reflector in the Pikes Peak area, we used average velocity and density values from well 10-09 which is about 8 km west of the Pikes Peak area.
To simulate the seismic surveys, we used the same seismic sources and receiver locations as used in the real seismic surveys. The source for the modeling is a 60 Hz zero phase Ricker wavelet. The average velocity in 1991 in the reservoir interval was 2900 m/s, and hence the seismic resolution is around λ/4=V/4f=2900/(4 ǂ 60)=12 m. The grid size of the seismic models is 2 m in depth and 10 m horizontally (CDP interval), and they are small enough to ensure the seismic resolution. There are 96 traces in a shot gather, and the shot interval is twice as large as the receiver interval. The modeled time length is 1800 ms which is large enough to ensure that far offset energy was imaged. Normal moveout (NMO) stack and poststack finite-difference migration were performed after the shot gather generation, which was also designed to match the processing for the seismic surveys. The velocities for NMO and migration are converted from the model velocities. The migrated synthetic seismic sections for the 1991 and 2000 survey are displayed in Figure 10 . From this figure, we can see that the geologic boundaries were correctly imaged. Multiples can be seen on the bottom of the sections, but they are not strong enough to overpower the primaries. The high-amplitude zones inside the reservoir have different features on the two sections. The results can be compared to the observed results in the enlarged sections found in Figure 5 . The production-induced amplitude changes can be seen in the lower part of the reservoir. Due to the limitations of the earth model, the shape and the phase of the events in the synthetic sections are not identical to the processed seismic sections. In addition, the seismic modeling was acoustic as opposed to full elastic waveform modeling, so the AVO effects are not properly modeled. Also, we are using 2D modeling, and, as seen in Figure 7 , the 3D distribution of fluids, pressure, and temperature may be a confounding issue. Consequently, instead of directly comparing the images, the interpretation focuses on comparing the character of the changes between the 1991 and 2000 sections of the synthetic and observed seismic sections. Amplitude difference sections were generated by subtracting the 1991 section from the 2000 sections. The synthetic and observed sections show some striking similarities (Figure 12 ). Difference energy starts in the section at the top of the production zone, and there are strong difference events seen at the top of the Devonian and Cambrian events. In the main, it appears that the reservoir simulation-seismic modeling has captured the character of the seismic changes in the reservoir. However, there are also notable differences in the detail that warrant further scrutiny.
Integrated interpretation. The analysis of many alternative seismic attributes could prove valuable. However, AVO analysis and impedance inversion were found to lead to inconclusive interpretations, most likely due to production noise that contaminated the 2000 survey data. Consequently, we focus on two of the more robust time-lapse difference measures, difference sections and isochron changes. Isochrons were computed by taking the difference in time between the reflection at the top of the reservoir zone and the time of the reflection at the bottom of the reservoir zone. Figure 11 shows the change in isochron values calculated by subtracting the 1991 isochron value from the 2000 isochron value for both the seismic sections and the synthetic sections. The amplitude difference sections for the synthetic profiles and the seismic profiles are shown in Figure 12 . Because the gas distribution plays a critical role, the gas saturation profile from the reservoir simulator is also shown in Figure 12 .
On the northern end of the line, we see similarities and some differences between the synthetic and field seismic results. Wells V-5 and V-10 appear to produce peaks at nearly identical locations in both the synthetic and the field seismic isochron difference profiles (Figure 11 ). Strong amplitude differences are seen at the top of the Waseca and at the Cambrian reflection location (Figure 12) . The strong reflection difference at the top of the Waseca is due to the increased gas that has exsolved during the production phase. The gas has lowered the velocity and caused an increase in the isochron as well as a time lag accounting for the increased difference energy at the underlying strong Cambrian reflector. However, the location of the isochron difference and the Waseca reflection difference are less distinct in the seismic data than in the simulations, and a strong Devonian energy difference is lacking. One possibility is that the reservoir simulator has not propagated the gas distribution properly. Another possibility is that noise in the seismic data has caused the seismic processing results to smear the response. The reservoir simulator shows no influence from the recently producing wells on this 2D profile and consequently the synthetic seismograms show no influence of the wells. However, small peaks in the seismic isochron difference profiles may be an indication that production is influencing the seismic response, although this is far from clear. Also it is interesting to note the weak difference energy to the north of the production zone. Given that the difference energy is in both the seismic data and the synthetic data, it is probably due to processing artifacts, possibly poststack migration in this complex setting.
The isochron difference section shows a strong peak in the synthetic profile that is lacking in the seismic profile at the location of well T3. However, the amplitude difference sections both show difference energy at the top of the Waseca, Devonian, and Cambrian reflectors, apparently associated with the large gas accumulations from T3 injections. Again, it may be that the gas is more widely dispersed than the flow simulator indicates, or the seismic data has not resolved the details of the gas distribution.
A peak in the isochron difference at the location of 3C1-6 is seen in both the seismic data and synthetic seismograms. The continuity of the energy difference around this location in and below the Waseca is somewhat broken in both the synthetic and seismic profiles. The lessening of the continuity is due to small amounts of gas being present in 1991. 
