One of the main computational and scientific challenges in the modern age is to extract useful information from unstructured texts. Topic models are one popular machine-learning approach which infers the latent topical structure of a collection of documents. Despite their success -in particular of its most widely used variant called Latent Dirichlet Allocation (LDA) -and numerous applications in sociology, history, and linguistics, topic models are known to suffer from severe conceptual and practical problems, e.g. a lack of justification for the Bayesian priors, discrepancies with statistical properties of real texts, and the inability to properly choose the number of topics. Here, we approach the problem of identifying topical structures by representing text corpora as bipartite networks of documents and words and using methods from community detection in complex networks, in particular stochastic block models (SBM). We show that our SBM-based approach constitutes a more principled and versatile framework for topic modeling solving the intrinsic limitations of Dirichlet-based models through a more general choice of nonparametric priors. It automatically detects the number of topics and hierarchically clusters both the words and documents. In practice, we demonstrate through the analysis of artificial and real corpora that our approach outperforms LDA in terms of statistical model selection.
I. INTRODUCTION
The accelerating rate of digitization of information increases the importance and number of problems which require automatic organization and classification of written text. Topic models [1] are a flexible and widely used tool which identifies semantically related documents through the topics they address. These methods originated in machine learning [2] and were largely based on heuristic approaches such as singular value decomposition in latent semantic indexing (LSI) [3] . Only a more statistically principled approach, based on the formulation of probabilistic generative models [4] , allowed for a deeper theoretical foundation within the framework of Bayesian statistical inference [5] . This, in turn, lead to a series of key developments, in particular probabilistic latent semantic indexing (pLSI) [6] and latent Dirichlet allocation (LDA) [7, 8] . The latter established itself as the stateof-the-art method in topic modeling and has been widely used not only for recommendation and classification [9] but also bibliometrical [10] [11] [12] , psychological [13] , and political [14] analysis. Beyond the scope of natural language, LDA has also been applied in biology [15] (developed independently in this context [16] ), image processing [17] , and music [18] . However, despite its success and overwhelming popularity, LDA is known to suffer from fundamental flaws in the way it represents text. In particular, it lacks an intrinsic methodology to choose the number of topics, and contains a large number of free parameters that can cause overfitting. Furthermore, there is no principled justification for the use of the Dirichlet prior in the model formulation, which is done simply due to mathematical convenience. In particular, this choice is not designed to be compatible with well-known properties of real text [19] , such as Zipf's law [20] for the frequency of words. More recently, consistency problems have also been identified with respect to how planted structures in artificial corpora can be recovered with LDA [21] . A substantial part of the research in topic models focuses on creating more sophisticated and realistic versions of LDA that account for, e.g., syntax [22] , correlations between topics [23] , meta-information (such as authors) [24] , or burstiness [25] . Other approaches consist of post-inference fitting of the number of topics [26, 27] or the hyperparameters [28, 29] , or the formulation of nonparametric hierarchical models [30, 31] . While all these approaches lead to demonstrable improvements, they do not provide satisfying solutions to the aforementioned issues because they share the limitations due to the choice of Dirichlet priors and/or they introduce additional heuristic approaches in the optimization of the free parameters.
A seemingly unrelated -but equally popular -problem is the detection of communities in complex networks [32] , which have been shown to provide a useful abstraction of many complex systems in nature and society [33] . The idea of community detection is to find large-scale structure, i.e. the identification of groups of nodes with similar connectivity patterns. This is motivated by the fact that these groups describe the heterogeneity (i.e. the nonrandom structure) of the network and may correspond to functional units, giving potential insights on the generative mechanisms behind the network formation. While there is a variety of different 1 . Two approaches to extract information from collections of texts. Topic models represent the texts as a document-word matrix (how often each word appears in each document) which is then written as a product of two matrices of smaller dimensions with the help of the latent variable topic. The approach we propose here represents texts as a network and infers communities in this network. The nodes consists of documents and words and the strength of the edge between them is given by the number of occurrences of the word in the document, yielding a bi-partite multigraph that is equivalent to the word-document matrix used in topic models.
approaches to community detection [34, 35] , most methods are heuristic and optimize a quality function, the most popular being modularity [36] . Modularity suffers from severe conceptual deficiencies, such as its inability to assess statistical significance leading to detection of groups in completely random networks [37] , or its incapacity in finding groups below a given size [38] . Methods like modularity maximization are analogous to the pre-pLSI heuristic approaches to topic models, sharing with them many conceptual and practical deficiencies. In an effort to quench these problems, many researchers moved to probabilistic inference approaches, most notably those based on stochastic block models (SBM) [39] [40] [41] , mirroring the same trend that occurred in topic modelling.
In this paper we propose and apply a unified framework to the fields of topic modeling and community detection. As illustrated in Fig. 1 , by representing the word-document matrix as a bipartite network the problem of inferring topics becomes a problem of inferring communities. We use this correspondence, and the mathematical equivalence between pLSI of texts and SBMs of networks [42] , to adapt results and methods developed within the community-detection framework to topic models. In particular, we derive a nonparametric Bayesian parametrization of pLSI -adapted from a hierarchical stochastic block model (hSBM) [43] [44] [45] -that makes fewer assumptions about the underlying structure of the data. As a consequence, it better matches the statistical properties of real texts and solves many of the intrinsic limitations of LDA. We show that our model outperforms LDA not only in various real corpora but even in artificial corpora generated from LDA itself. Additionally, our non-parametric approach uncovers topical structures on many scales of resolution, automatically determines the number of topics together with the word classification, and its symmetric formulation allows the documents themselves to be clustered into hierarchical categories. The goal of our manuscript is to, first, show that Dirichlet-based topic models should be abandoned in favour of more principled models and, second, to show how the largely independent fields of topic modeling and community detection are better addressed together.
II. COMMUNITY DETECTION FOR TOPIC MODELING
In this section we expose the connection between topic modeling and community detection, as illustrated in Fig. 2 . We first revisit how a Bayesian formulation of pLSI assuming Dirichlet priors leads to LDA and how the former can be re-interpreted as a mixed-membership SBM. We then use the latter to derive a more principled approach to topic modeling using non-parametric and hierarchical priors. FIG. 2 . Paralelism between topic models and communitydetection methods. The probabilistic latent semantic index (pLSI) and stochastic block models (SBM) are mathematically equivalent and therefore methods from community detection (e.g., the hSBM we propose in this manuscript) can be used as alternatives to traditional topic models (e.g., LDA).
A. Topic models: pLSI and LDA
PLSI is a model that generates a corpus composed of D documents, where each document d has k d words [6] . The placement of the words in the documents is done based on the assignment of topic mixtures to both document and words, from a total of K topics. More specifically, one iterates through all D documents, and for each document d one samples k d ∼ Poi(η d ) and for each word token l ∈ {1, k d }, first a topic r is chosen with probability θ dr , and then a word w is chosen from that topic with probability φ rw . If n r dw is the number of occurrences of word w of topic r in document d (summarized as n), the probability of a corpus is [46] 
For an unknown text, we could simply maximize (1) to obtain the best parameters η, θ, and φ which describe the topical structure of the corpus. However, this approach cannot be used directly to model textual data without a significant danger of overfitting. The model possess a large number of parameters, that grows as the number of documents, words, and topics is increased, and hence a maximum likelihood estimate will invariably incorporate a considerable amount of noise. One solution to this problem is to employ a Bayesian formulation, by proposing prior distributions to the parameters, and integrating over them. This is precisely what is done in LDA [7, 8] , where one chooses Dirichlet priors D d (θ d |α d ) and D r (φ r |β r ) with hyperparameters α and β for the probabilities θ and φ above, and one uses instead the marginal likelihood.
If one makes a noninformative choice, i.e. α dr = 1 and β rw = 1, inference using Eq. (2) is nonparametric and less susceptible to overfitting. In particular, one can obtain the labeling of word tokens into topics, n r dw , conditioned only on the observed total frequencies of words in documents, r n r dw , in addition to the number of topics K itself, simply by maximizing or sampling from the posterior distribution. The weakness of this approach rests in the fact that the Dirichlet prior is a simplistic assumption about the data-generating process: In its noninformative form, every mixture in the model -both of topics in each document as well as words into topics -is assumed to be equally likely, precluding the existence of any form of higher-order structure. This limitation has prompted the widespread practice of inferring using LDA in a parametric way, by maximizing the likelihood with respect to the hyperparameters α and β, which can improve the quality of fit in many cases. But not only this undermines to a large extent the initial purpose of a Bayesian approachas the number of hyperparameters still increase with the number of documents, words and topics, and hence maximizing over them reintroduces the danger of overfitting -but also it does not sufficiently address the original limitation of the Dirichlet prior. Namely, regardless of the hyperparameter choice, the Dirichlet distribution is unimodal, meaning that it generates mixtures which are either concentrated around the mean value, or spread away uniformly from it towards pure components. This means that for any choice of α and β the whole corpus is characterized by a single typical mixture of topics into documents, and a single typical mixture of words into topics. This is an extreme level of assumed homogeneity which stands in contradiction to a clustering approach initially designed to capture heterogeneity.
In addition to the above, the use of nonparametric Dirichlet priors is inconsistent with well-known universal statistical properties of real texts; most notably the highly-skewed distribution of word frequencies, which typically follows Zipf's law [20] . In contrast, the noninformative choice of the Dirichlet distribution with hyperparameters β rw = 1 amounts to an expected uniform frequency of words in topics and documents. Although this disagreement can be addressed by choosing appropriate values of β rw , such an approach, as already mentioned, runs contrary to nonparametric inference, and is subject to overfitting.
In the following, we will show how the same original pLSI model can be re-cast as a network model that completely removes the limitations described above, and is capable of uncovering heterogeneity in the data at multiple scales.
B. Topic models and community detection:
Equivalence between pLSI and SBM
We show that pLSI is equivalent to a specific form of a mixed membership SBM as proposed by Ball et al. [42] .
The SBM is a model that generates a network composed of i = 1, . . . , N nodes with adjacency matrix A ij , which we will assume without loss of generality to correspond to a multigraph, i.e. A ij ∈ N. The nodes are placed in a partition composed of B overlapping groups, and the edges between nodes i and j are sampled from a Poisson distribution with average rs κ ir ω rs κ js ,
where ω rs is the expected number of edges between group r and group s, and κ ir is the probability that node i is sampled from group r. The likelihood to observe A = {A rs ij }, i.e. a particular decomposition of A ij into labelled half-edges such that A ij = rs A rs ij , can be written as
by exploiting the fact that the sum of Poisson variables is also distributed according to a Poisson. The connection to pLSI can now be made by rewriting the token probabilities in Eq. (1) in a symmetric fashion as
where φ wr ≡ φ rw / s φ sw is the probability that the word w belongs to topic r, and η w ≡ s φ sw is the overall propensity with which the word w is chosen across all topics. In this manner, the likelihood (1) can be rewritten as
with λ r dw = η d η w θ dr φ wr . If we choose to view the counts n dw as the entries of the adjacency matrix of a bipartite multigraph (with documents and words as nodes), the likelihood (6) is equivalent to the likelihood (4) of the SBM, if we assume that each document belongs to its own specific group, κ ir = δ ir , with i = 1, . . . , D for document nodes, and by re-writing λ r dw = ω dr κ rw . Therefore, the SBM of Eq. (4) is a generalization of pLSI that allows the words as well as the documents to be clustered into groups, and includes it as a special case when the documents are not clustered.
In the symmetric setting of the SBM, we make no explicit distinction between words and documents, both of which become nodes in different partitions of a bipartite network. We base our Bayesian formulation that follows on this symmetric parametrization.
C. Community detection and the hierarchical SBM
Taking advantage of the above connection between pLSI and SBM, we show how the idea of hierarchical SBMs developed in Refs. [43] [44] [45] can be extended such that they can be effectively used for the inference of topical structure in texts.
Like pLSI, the SBM likelihood of Eq. (4) contains a large number of parameters that grows with the number of groups, and therefore cannot be used effectively without knowing the most appropriate dimension of the model beforehand. Analogously to what is done in LDA, this can be addressed by assuming noninformative priors for the parameters κ and ω, and computing the marginal likelihood (see SM, Sec. IA, for an explicit expression) P (A|ω) = P (A|κ, ω)P (κ)P (ω|ω) dκdω, (7) whereω is a global parameter determining the overall density of the network. This can be used to infer the labelled adjacency matrix {A rs ij } as done in LDA, with the difference that not only the words but also the documents would be clustered into mixed categories.
However, at this stage the model still shares some disadvantages with LDA. In particular, the noninformative priors make unrealistic assumptions about the data, where the mixture between groups and the distribution of nodes into groups is expected to be unstructured. Among other problems, this leads to a practical obstacle, as this approach possesses a "resolution limit" where at most O( √ N ) groups can be inferred on a sparse network with N nodes [45, 47] . In the following we propose a qualitatively different approach to the choice of priors by re-formulating the above model as an equivalent microcanonical model [45] (see SM, Sec. IB, for a proof) such that we can write the marginal likelihood as the joint likelihood of the data and its discrete parameters,
where e rs = ij A rs ij is the total number of edges between groups r and s (we used the shorthand e r = s e rs and k r i = js A rs ij ), P (A|k, e) is the probability of a labelled graph A where the labelled degrees k and edge counts between groups e are constrained to specific values (and not their expectation values), P (k|e) is the uniform prior distribution of the labelled degrees constrained by the edge counts e, and P (e|ω) is the prior distribution of edge counts, given by a mixture of independent geometric distributions with averageω.
The main advantage of this alternative model formulation is that it allows us to remove the homogeneous assumptions by replacing the uniform priors P (k|e) and P (e|ω) by a hierarchy of priors and hyperpriors that incorporate the possibility of higher-order structures. This can be achieved in a tractable manner without the need of solving complicated integrals that would be required by introducing deeper Bayesian hierarchies in Eq. (7) directly.
In a first step, we follow the approach of Ref. [44] and condition the labelled degrees k on an overlapping partition b = {b ir }, given by
such that they are sampled by a distribution
Importantly, the labeled degree sequence is sampled conditioned on the frequency of degrees n b k inside each mixture b, which itself is sampled from its own noninformative prior,
where e b is the number of incident edges in each mixture (see SM, Sec. IC, for detailed expressions).
Due to the fact that the frequencies of the mixtures as well as the frequencies of the labelled degrees are treated as latent variables, this model admits group mixtures which are far more heterogeneous than the Dirichlet prior used in LDA. In particular, as was shown in Ref. [45] , the expected degrees generated in this manner follow a Bose-Einstein distribution, which is much broader than the exponential distribution obtained with the prior of Eq. (10). More importantly, the asymptotic form of the degree likelihood will approach the true distribution as the prior washes out [45] , making it more suitable for skewed empirical frequencies, such as Zip's law or mixtures thereof [48] , without requiring specific parameters -such as exponents -to be determined a priori.
In a second step, we follow Refs. [43, 45] and model the prior for the edge counts e between groups by interpreting it as an adjacency matrix itself, i.e. a multigraph where the B groups are the nodes. We then proceed by generating it from another SBM (which has its own partition into groups and matrix of edge counts). Continuing in the same manner yields a hierarchy of nested SBMs, where each level l = 1, . . . , L clusters the groups of the levels below. This yields a probability (see Ref. [45] ) given by
with
where the index l refers to the variable of the SBM at a particular level, e.g., n l r is the number of nodes in group r at level l.
The use of this hierarchical prior is a strong departure from the noninformative assumption considered previously (although it contains it as a special case when the depth of the hierarchy is L = 1). It means that we expect some form of heterogeneity in the data at multiple scales, where groups of nodes are themselves grouped in larger groups forming a hierarchy. Crucially, this removes the "unimodality" inherent in the LDA assumption, as the group mixtures are now modelled by another generative level which admits as much heterogeneity as the original one. Furthermore, it can be shown to significantly alleviate the resolution limit of the noninformative approach, since it enables the detection of at most O(N/ log N ) groups in a sparse network with N nodes [43, 45] .
Given the above model we can find the best overlapping partitions of the nodes by maximizing the posterior distribution
which can be efficiently inferred using MCMC, as described in Refs. [44, 45] . The nonparametric nature of the model makes it possible to infer the number of groups (both for documents and words) directly from the posterior distribution, without the need for extrinsic methods or supervised approaches to prevent overfitting. [49] 1. Bipartiteness
The model above generates arbitrary multigraphs, whereas text is represented as a bipartite network of words and documents. Since the latter is a special case of the former, where words and documents belong to distinct groups, the model can be used as it is, as it will "learn" the bipartite structure during inference. However, a more consistent approach for text is to include this information in the prior, since we should not have to infer what we already know. This can be done via a simple modification of the model, where one replaces the prior for the overlapping partition appearing in Eq. (13) by
where P w (b w ) and P d (b d ) now correspond to a disjoint overlapping partition of the words and documents, respectively. Likewise, the same must be done at the upper levels of the hierarchy, by replacing (17) with
In this way, by construction, words and documents will never be placed together in the same group.
III. COMPARING LDA AND HSBM
In this section we demonstrate how well our approach is able to infer the topical structure when compared to LDA. We compare both models based on the description length Σ, where smaller values indicate a better model [50] . We obtain Σ for LDA from Eq. (2) and Σ for hSBM from Eq. (19) as [51] 
The motivation for this approach is two-fold. One the one hand it offers a well-founded approach to unsupervised model selection within the framework of information theory, as it corresponds to the amount of information necessary to describe simultaneously i) the data when the model parameters are known, and ii) the parameters themselves. As the complexity of the model increases, the former will typically decrease, as it fits more closely the data, while at the same time it is compensated by an increase of the latter term, which serves as a penalty that prevents overfitting. On the other hand, in contrast to supervised model selection approaches such as perplexity, it allows for a straightforward comparison without the introduction of further approximations, e.g. in the evaluation of the held-out likelihood [28] . In addition, given data and two models (M 1 and M 2 , where we incorporate latent variables into the model description) with description length (Σ M1 and Σ M2 ), we can relate the difference ∆Σ ≡ Σ M1 − Σ M2 to the Bayes' Factor (BF) [52] , i.e. how much more likely one model is compared to the other given the data
where we assume that each model is a priori equally likely, i.e. P (M 1 ) = P (M 2 ).
A. Artificial corpora sampled from LDA
We consider artificial corpora constructed from the generative process of LDA, incorporating some aspects of real texts, (for details see Materials & Methods, Artificial corpora drawn from LDA). Although LDA is not a good model for real corpora -as the Dirichlet assumption is not realistic -it serves to illustrate that even in a situation that clearly favors LDA, the hSBM frequently provides a better description of the data.
From the generative process we know the true latent variable of each word token. Therefore, we are able to obtain the inferred topical structure from each method by simply assigning the true labels without using approximate numerical optimization methods for the inference. This allows us to separate intrinsic (conceptual) properties of each method from external properties related to the numerical implementation.
In order to allow for a fair comparison between hSBM and LDA, we consider two different choices in the inference of each method, respectively. LDA requires the specification of a set of hyperparameters α and β used in the inference. While in this particular case we know the true hyperparameters that generated the corpus, in general these are unknown. Therefore, in addition to the true values, we also consider a noninformative choice, i.e. α dr = 1 and β rd = 1. For the inference with hSBM, we only use the special case where the hierarchy has a single level (amounting to a noninformative prior). We consider two different parametrizations of the SBM: 1. Each document is assigned to its own group, i.e. they are not clustered and 2. different documents can belong to the same group, i.e. they are clustered. While the former is motivated by the original correspondence between pLSI and SBM, the latter shows the additional advantage offered by the possibility of clustering documents due to its symmetric treatment of words and documents in a bipartite network (see SM, Sec. II, for the explicit expressions of the Σ in each case).
Our main finding, shown in Fig. 3 , is that hSBM is consistently better than LDA (shows a shorter description length) for corpora of almost any text length k d = m ranging over 4 orders of magnitude. These results hold for asymptotically large (in terms of the number of documents) corpora as shown in the inset of Fig. 3 , where we observe that the normalized description length of each model converges to a fixed value when increasing the size of the corpus, i.e. increasing the number of documents. These results hold across a wide range of parameter setting (number of topics and values of the hyperparameters, see SM Sec. IV).
The LDA description length Σ LDA does not depend strongly on the considered prior (true or noninformative), as the size of the corpora increases. This is consistent with the typical expectation that in the limit of large data (i.e. large number of documents), the prior "washes out". Note, however, that for smaller corpora (see Inset) the Σ of the non-informative prior is significantly worse than the Σ of the true prior.
In contrast, the hSBM provides much shorter description lengths than LDA for the same data when allowing documents to be clustered as well. The only exception is for very small texts (m < 10 tokens) -where we have not converged to the asymptotic limit in the per-word description length. In the limit D → ∞ we expect hSBM to provide a similarly good or better model than LDA for all text lengths. The improvement of the hSBM over LDA in a LDA-generated corpus is counterintuitive because, for sufficient data, we expect the true model to provide a better description for it. However, for a model like LDA the limit of "sufficient data" involves the simul- taneous scaling of the number of documents, words, and topics to very high values. In particular, the generative process of LDA requires a large number of documents (topics) to resolve the underlying Dirichlet distribution of the topic-document distribution (word-topic distribution). While the former is realized growing the corpus by adding documents, the latter aspect is non-trivial because the observed size of the vocabulary V is not a free parameter but is determined by the word-frequency distribution and the size of the corpus (in word tokens and, thus, the number of documents) through the so-called Heaps' law [19] . This means that as we grow the corpus by adding more and more documents, initially the vocabulary increases linearly and only at very large corpora it settles into an asymptotic sublinear growth (see SM, Sec. V). This, in turn, requires an ever larger number of topics to resolve the underlying word-topic distribution. Such large number of topics is not feasible in practice because it renders the whole goal and concept of topic models obsolete (which is to compress the information by obtaining an effective, coarse-grained, description of the corpus at a manageable number of topics).
In summary, the limits in which LDA provides a better description are irrelevant in practice (either extremely small texts or very large number of topics) and the observed limitations of LDA are due to the following reasons: i) the finite number of topics used to generate the data always leads to an under-sampling of the Dirichlet distributions, and ii) LDA is redundant in the way it describes the data in this sparse regime. In contrast, the assumptions of the hSBM are better suited for this sparse regime, and hence leads to a more compact description of the data, despite the fact the corpora were in fact generated by LDA.
B. Real corpora
We compare LDA and SBM for a variety of different datasets, as shown in Table I (see Materials & Methods for details on the numerical implementations). When using LDA, we consider both noninformative priors and fitted hyperparameters, for a wide range of numbers of topics. We obtain systematically smaller values for the description length using the hSBM -which can be an order of magnitude smaller for larger corpora. For real corpora, the difference is exacerbated by the fact the hSBM is capable of clustering documents, capitalizing on a source of structure in the data which is completely unavailable to LDA.
As our examples also show, LDA cannot be used in a direct manner to choose the number of topics, as the noninformative choice systematically underfits (Σ LDA increases monotonically with the number of topics), and the parametric approach systematically overfits (Σ LDA decreases monotonically with the number of topics). In practice, users are required to resort to heuristics [53, 54] , or more complicated inference approaches based on the computation of the model evidence, which are not only numerically expensive, but can only be done under onerous approximations [8, 28] . In contrast, the hSBM is capable of extracting the appropriate number of topics directly from its posterior distribution, while simultaneously avoiding both under-and overfitting [43, 45] .
In addition to these formal aspects, we argue that the hierarchical nature of the hSBM, and the fact that it clusters words as well as documents, makes it more useful in interpreting text. We illustrate this with a case study in the next section.
C. Case study: Wikipedia articles
We illustrate the results of the inference with the hSBM for articles taken from the English Wikipedia in Fig. 4 , showing the hierarchical clustering of documents and words. To make the visualization clearer, we focus on a small network created from only three scientific disciplines: Chemical Physics (21 articles . We provide basic statistics of each dataset in columns "Corpus". The models are compared based on their description length Σ, see Eq. 22 . Results for LDA with noninformative and fitted hyperparameters are shown in columns "ΣLDA" and "ΣLDA (hyperfit)" for different number of topics K ∈ {10, 50, 100, 500}. Result for the hSBM are shown in column "Σ hSBM " and the inferred number of groups (documents and words) in "hSBM groups".
ticles). For clarity, we only consider words that appear more than once, such that we end up with a network of 63 document-nodes, 3, 140 word-nodes, and 39, 704 edges.
The hSBM splits the network into groups on different levels, organized as a hierarchical tree. Note that the number of groups and the number of levels were not specified beforehand but automatically detected in the inference. On the highest level, hSBM reflects the bipartite structure into word-and document-nodes, as is imposed in our model. While we considered articles from three different categories (one category from biology and two categories from physics), the second level in the hierarchy separates documents into only two groups corresponding to articles about biology (e.g. bioinformatics or K-mer) and articles on physics (e.g. Rotating wave approximation or Molecular beam). For lower levels, articles become separated into a larger number of groups, e.g. one group contains two articles on Euler's and Newton's law of motion, respectively. For words, the second level in the hierarchy splits nodes into three separate groups. We find that two groups represent words belonging to physics (e.g. beam, formula, or energy) and biology (assembly, folding, or protein) while the third group represents function words (the, of, or a). The latter group can be clearly identified by measuring the dissemination coefficient, U D (an extension of the popular tf-idf taking into account the unequal lengths of documents [55] ), which quantifies how uneven words are distributed among documents in comparison to a random null model, where U D < 1 (U D > 1) indicate words that are less (more) evenly disseminated than a Poisson process. From this analysis (right side of Fig. 4) we observe that words from the bottom group have a systematically higher coefficient of dissemination (with median(U D ) 1) than words from the other groups. While typically function words are filtered manually, e.g. by using a list of stop words [9] , here, words that are evenly distributed among all documents end up separated in its own branch in the hierarchy of word-groups, rendering such manual interventions unnecessary.
IV. DISCUSSION
The underlying equivalence between pLSI and the overlapping version of the SBM means that the "bag of words" formulation of topical corpora is mathematically equivalent to bipartite networks of words and documents with modular structures. From this we were able to formulate a topic model based on a hierarchical version of the SBM (hSBM) in a fully Bayesian framework alleviating some of the most serious conceptual deficiencies in current approaches to topic modeling such as LDA. In particular, the model formulation is nonparametric, and model complexity aspects such as the number of topics can be inferred directly from the model's posterior distribution. Furthermore, the model is based on a hierarchical clustering of both words and documents -in contrast to LDA which is based on a nonhierarchical clustering of the words alone. This enables the identification of structural patterns in text that is unavailable to LDA, while at the same time allowing for the identification of patterns in multiple scales of resolution.
We have shown that hSBM constitutes a better topic model compared to LDA not only for a diverse set of real corpora but even for artificial corpora generated from LDA itself. It is capable of providing better compression (description length) -as a measure of the quality of fit -as well as a richer interpretation of the data. More importantly, however, the hSBM offers an alternative to the existing paradigm of Dirichlet-priors in virtually any variation of current approaches to topic modeling. It can hardly be overstated that Dirichlet priors are simply motivated by its computational convenience and do not reflect prior knowledge on the actual usage of language.
In contrast, our work shows how to formulate and incorporate different (and as we have shown more suitable) priors in a fully Bayesian framework. Furthermore, it also serves as a working example that efficient numerical implementations of non-Dirichlet topic models are feasible and can be applied in practice to large collections of documents. Thus, we believe that our results elucidate the limitations not just of LDA but of topic modeling focusing exclusively on Dirichlet priors in general.
More generally, our results show how the same mathematical ideas can be used to two extremely popular and mostly disconnected problems: the inference of topics in Inference of hSBM to articles from the Wikipedia. Articles from 3 categories (Chemical Physics, Experimental Physics, and Computational Biology). First hierarchical level separates into documents (left) and words (right). For the docs: 3 (or less) randomly selected articles from groups on the third level of the hierarchy (sparated by dotted lines). For words: 5 most frequent words from groups on the third level of the hierarchy (separated by dotted lines) Groups on third level are grouped in 2nd level of hierarchy (solid lined). We calculate the dissemination coefficient [55] (UD indicates how uneven words are distributed among documents with respect to a random null model). The boxplots show the 5, 25, 50, 75, 95-percentile.
corpora and of communities in networks. We used this connection to obtain improved topic models, but there are many additional theoretical results in community detection that should be explored in the topic-model context, e.g., fundamental limits to inference such as the undetectable-detectable phase transition [56] or the analogy to Potts-like spin systems in statistical physics [57] . Another aspect of the connection is that the traditional application of topic models (the analysis of text) leads to classes of networks usually not considered by communitydetection algorithms. In particular, the network is bipartite (words-documents), the topics/communities can be overlapping, and the number of links (word tokens) and nodes (word types) are connected to each other through Heaps' law. The latter constitutes only one of numerous statistical laws in language [19] (Zipf's law [20] probably being the most famous even beyond the realm of language). While these regularities are well-studied empirically it remains unclear how to best include them as prior knowledge or how they affect the inference of communities in word-document networks.
V. MATERIALS & METHODS

A. Artificial corpora
For the construction of the artificial corpora, we fix the parameters in the generative process of LDA, i.e. the number of topics K, the hyperparameters α and β, and the length of individual articles m. The α (β) -hyperparameters determine the distribution of topics (words) in each document (topic).
The generative process of LDA can be decribed in the following way. For each topic r ∈ {1, . . . , K} we sample a distribution over words φ r from a V -dimensional Dirichlet distribution with parameters β rw for w ∈ {1, . . . , V }. For each document d ∈ {1, . . . , D} we sample a topic mixture θ d from a K-dimensional Dirichlet distribution with parameters α dr for r ∈ {1, . . . , K}. For each wordposition l d ∈ {1, . . . , k d } (k d is the length of document d) we first sample a topic r * = r l d from a multinomial with parameters θ d and then sample a word w from a multinomial with parameters φ r * .
We assume a parametrization in which i) each document has the same topic-document hyperparameter, i.e. α dr = α r for d ∈ {1, . . . , D}, and ii) each topic has the same word-topic hyperparameter, i.e. β rw = β w for r ∈ {1, . . . , K}. We fix the average probability of occurrence of a topic, p r , (word, p w ) by a introducing scalar hyperparameters α (β), i.e. α dr = αK(p r ) for r ∈ {1, . . . , K} (β rw = βV (p w ) for w = 1, . . . , V ). In our case we choose i) equiprobable topics, i.e. p r = 1/K and ii) empirically measured word-frequencies from the Wikipedia corpus, i.e. p w = p emp w with w = 1, . . . , 95129, yielding a Zipfian distribution, shown to be universally described by a double power law [48] ) (see SM, Sec. III, for details on the distribution of word frequencies).
B. Datasets for real corpora
For the comparison of hSBM and LDA we consider different datasets of written texts varying in genre, time of origin, average text length, number of documents, and language; as well as datasets used in previous works on topic models, e.g. [7, 21, 58, 59] In all cases we considered a random subset of the documents, as detailed in Table I . For the NYT data we did not employ any additional filtering since the data was already provided in the form of pre-filtered word counts.
For the other datasets we employed the following filtering: i) we decapitalized all words, ii) we replaced punctuation and special characters (e.g. ".", ",", or "/") by blank spaces such that we can define a word as any substring between two blank spaces, and iii) keep only those words which consisted of the letters a-z.
C. Numerical Implementations
For inference with LDA we used package mallet [63] . The algorithm for inference with the hSBM presented in this work is implemented in C++ as part of the graph-tool Python library [64] . We provide code on how to use hSBM for topic modeling in [65] .
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I. MARGINAL LIKELIHOOD OF THE SBM
A. Non-informative priors
For the labeled network A considered in the main text, section Community detection: The hierarchical SBM, Eq. (4), we have
(S1)
If we now make a non-informative choice for the priors, 
where e rs = ij A rs ij is the total number of edges between groups r and s (we used the shorthand e r = s e rs and k r i = js A rs ij ). P (A|k, e) is the probability of a labelled graph A where the labelled degrees k and edge counts between groups e are constrained to specific values. This can be seen by writing
with Ω = r e r ! r<s e rs ! r e rr !! (S10) being the number of configurations (i.e. half-edge pairings) that are compatible with the constraints, and
is the number of configurations that correspond to the same labelled graph {A rs ij }. P (k|e) is the uniform prior distribution of the labelled degrees constrained by the edge counts e, since er N is the number of ways to distribute e r indistinguishable items into N distinguishable bins. Furthermore, P (e|ω) is the prior distribution of edge counts, given by a mixture of independent geometric distributions with averageω.
C. Labelled degrees and overlapping partitions
As described in the main text, section Community detection: The hierarchical SBM, Eq. (13), the distribution of labeled degrees is given by
where the overlapping partition is distributed according to
Here, b corresponds to a specific set of groups, i.e. a mixture, of size q = |b|. The distribution above means that we first sample the frequency of mixture sizes from the distribution
where Q is the maximum overlap size (typically Q = B, unless we want to force non-overlapping partitions with Q = 1). Given the frequencies, the mixture sizes are sampled uniformly on each node
We now consider the nodes with a given value of q i = q separately, and we put each one of them in a specific mixture b of size q. We do so by first sampling the frequencies in each mixture n q b uniformly
and then we sample the mixtures themselves, conditioned on the frequencies,
The labeled degree sequence is sampled conditioned on this overlapping partition and also on the frequency of degrees n b k inside each mixture b,
Here, e r b = i k r i δ b r i ,1 is the sum of the degrees with label r in mixture b, which is sampled uniformly according to
where m r = b b r [n b > 0] is the number of occupied mixtures that contain component r. Given the degree sums, the frequency of degrees is sampled according to
where p(m, n) is the number of partitions of the integer m into exactly n parts, which can be pre-computed via the recurrence
with the boundary conditions p(0, 0) = 1 and p(m, n) = 0 if n ≤ 0 or m ≤ 0, or alternatively via the relation
where q(m, n) is the number of partitions of m into at most n parts, and using accurate asymptotic approximations for q(m, n) (see Ref. [45] ). Finally, having sampled the frequencies, we sample the labeled degree sequence uniformly in each mixture
We refer to Ref. [44] for further details of the above distribution.
II. ARTIFICIAL CORPORA DRAWN FROM LDA
A. Drawing artificial documents from LDA
We specify α dr and β rw , i.e. the hyperparameters used to generate the artificial corpus (note that the hyperparameters used in the inference with LDA can be different) and fixing V , K, D, M and proceed in the following way:
• For each topic r = 1, . . . , K:
-Draw the word-topic distribution φ r w (frequencies of words conditioned on the topic r) from a V -dimensional Dirichlet: φ r w ∼ Dir V (β wr )
• For each document d = 1, . . . , D:
-Draw the topic-document distribution θ r d (frequencies of topics conditioned on the doc d) from a Kdimensional Dirichlet: θ r d ∼ Dir K (α dr ) -For each token i d = 1, . . . , n d (n d is the length of each document) in document d: * Draw a topic r i d from the categorical θ r d * Draw a word-type w i d from the categorical φ When we draw artificial corpora we obtain the labeled word-document counts n r wd , i.e. the "true" labels from the generative process of LDA as described in Sec. II A. In the following we describe how to obtain the description length of LDA and SBM when assigning the "true" labels as the result of the inference. In this way, we obtain the best possible inference results from each method. We can, therefore, compare the two models conceptually and avoid the issue of which particular numerical implementation was used.
Inference with LDA
In the inference with LDA we simply need the word-topic, n r w = D d=1 n r dw , the document-topic counts, n r d = V w=1 n r dw , and the word-document matrix n dw = K r=1 n r dw and use them to obtain the description length for LDA. Note that for the inference we also have to specify the hyperparameters used in the inference,α dr andβ rw . One approach is to consider the true prior (the same hyperparameter we used to generate the corpus) such thatα dr = α dr andβ rw = β rw . In general, however, the data is not generated from LDA such that it is unclear which is the best choice of hyperparameters for inference. Therefore, we also consider the case of a non-informative prior in whicĥ α dr = 1 andβ rw = 1.
Inference with SBM
For the stochastic block model (SBM) we consider texts as a network in which the nodes consist of documents and words and the strength of the edge between them is given by the number of occurrences of the word in the document, yielding a bi-partite multigraph. We consider the case of a degree-corrected, overlapping SBM with only one layer in the hierarchy.
a. No clustering of documents For the SBM we use a particular parametrization starting from the equivalence between the degree-corrected SBM [42] and probabilistic semantic indexing (pLSI) [6] , as described in the main text, section Topic models: pLSI and LDA Each document-node is put in its own group and the word-nodes are clustered into word-groups. The latter correspond to the topics in LDA (with possible mixtures among those groups) thus giving us a total of B = D + K groups.
b. Clustering of documents Instead of putting each document in a separate group we cluster the documents into K groups as well such that we have B = 2K groups in total. Note that this corresponds to a completely symmetric clustering of the groups in which we choose the indices such that r = 1, . . . , K are groups for the document-nodes and r = K + 1, . . . , 2K are word-nodes. For a given word-token of word-type w appearing in document d labeled in topic r = j, we label the two half-edges as r d = j (the half-edge on the document-node) and r w = K + j (the half-edge on the word-node).
III. EMPIRICAL WORD-FREQUENCY DISTRIBUTION
In the comparison of hSBM and LDA for corpora drawn from the generative process of LDA, we parametrize the word-topic hyperparameter as (β rw ) = (β w ) ≡ β for r = 1, . . . , K with β = βV p w for w = 1, . . . , V . We use an empirical word-frequency distribution p w as measured from all articles in the Wikipedia corpus contained in the categories "Scientific Disciplines". In Fig. S1 we show the empirically measured rank-frequency distribution for V = 95129 different words and M = 5, 118, 442 word tokens in total. We observe that this distribution is characterized by a heavy-tailed distribution with two power-laws. In Ref. [48] it has been shown that virtually any collection of documents follows such a distribution of word frequencies.
IV. VARYING THE HYPERPARAMETERS AND NUMBER OF TOPICS
In Fig. 3 of the main text we compare LDA and hSBM for corpora drawn from LDA for the case K = 10 and α = β = 1.0. In Figs. (S2, S3) we vary the scalar hyperparameters α and β over four orders of magnitude and the number of topics over two orders of magnitude. While the individual curves for the description length of the different models look different, the qualitative behavior shown in Fig. 3 of the main text remains the same. This shows that hSBM provides a better description of the topical structure even for corpora generated from the generative process of LDA under very general conditions.
V. WORD-DOCUMENT NETWORKS ARE NOT SPARSE
Typically, in community detection it is assumed that networks are sparse, i.e. the number of edges E scales linearly with the number of nodes N , i.e. E ∝ N [34] In Fig. S4 we observe a different scaling for word-document networks, i.e. a superlinear scaling E ∝ N δ with δ > 1. This is a direct result of the sublinear growth of the number of the number of different words with the total number of words in the presence of heavy-tailed word-frequency distributions The rank-frequency distribution shows the frequency of each word, pw = nw/M , ordered according to their rank, where nw is the number of times word w occurs and M = w nw is the total number of words. A word is assigned rank r if it is the r-th most frequent word, i.e. the most frequent word has rank 1.
(known as Heaps' law in quantitative linguistics [19] ), which leads to the superlinear growth of the number of edges with the number of nodes. This means that the density, i.e. the average number of edges per node, increases as more documents are added to the corpus. 
