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a b s t r a c t
In this paper, we study themutation operation of the differential evolution (DE) algorithm.
In particular, we propose the differential of scaled vectors, called the ‘generalized
differential’, as opposed to the existing scaled differential vector in the mutation of DE. We
derive the probability distribution of points generated by the mutation with ‘generalized
differentials’. We incorporate a vector-projection-based exploratory method within the
new mutation scheme. The vector projection is not mandatory and it is only invoked if
trial points continue to be unsuccessful. An algorithm is then proposed which implements
the mutation strategy based on the difference of the scaled vectors as well as the vector
projection technique. A numerical study is carried out using a set of 50 test problems,
many of which are inspired by practical applications. Numerical results suggest that the
new algorithm is superior to DE.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Unconstrained global optimization problems (without loss of generality we consider only the minimization problems)
can be represented by the following: Given a real-valued objective function f defined on x ∈ Ω ⊂ Rn (x a continuous
variable), find the point x∗ and the corresponding value f ∗ such that
f ∗ = f (x∗) = min{f (x)|x ∈ Ω}. (1)
The domain Ω is defined by specifying the upper (uj) and lower (lj) limits of each dimension j. Therefore, for any x =
(x1, x2, . . . , xn) ∈ Ω, xj is bounded, i.e. lj ≤ xj ≤ uj.
Global optimization problems are frequently encountered in many areas such as in engineering design, applied sciences,
molecular biology and other scientific applications. In global optimization it is required to locate the global minimum
amongmany local minima. Inmany cases, global optimization problems are non-differentiable, noisy and simulation based.
Hence the gradient-based methods cannot be used for finding the global minimum of such problems. As a result, many
researchers have devoted themselves to finding some reliable stochastic global optimization methods that do not require
any computation of the gradients of the objective function. These include, amongst others, differential evolution [1,2],
electromagnetism-like algorithm [3], genetic algorithms [4,5], particle swarm optimization [6,7] and controlled random
search [8,9]. These methods evaluate the objective function in a random sample of points from the feasible search domain
Ω and subsequently manipulate the sample. Thus, they are adaptable to a wide range of problems.
In this paper, we are mainly concerned with the DE algorithm [1]. The DE algorithm is a population-set-based direct
search global optimization algorithm [5] and is purely heuristic. Like all population-set-based direct search algorithms, DE
uses a population set S. The initial set S of N points, called vectors, are drawn uniformly inΩ . A contraction process is then
used to drive these vectors to the vicinity of the global minimizer. The contraction process involves replacing bad points in
S with better trial points, per generation. The trial points are created by operators such as mutation and crossover.
We propose a new rule for mutation that is based on the ‘generalized differential’ vector. We also derive the
probability density function (PDF) of points generated by mutation. The shape of the PDF is dependent on the values
of the parameters, and hence, one may choose these parameter values by observing the shape of the PDF. The vector-
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projection-based1 (mutant) point generation is invoked if the trial points continue to fail in replacing the targets. The
resulting algorithm is tested on a large set of problems and the results are so encouraging that wewould like to report them.
The rest of the paper is divided into six sections. In the next section, a brief description of DE is given. Section 3 derives
the PDF of the points generated by mutation. In Section 4, a new DE algorithm based on the ‘generalized differential’ is
presented. Section 5 presents numerical results and finally, Section 6 contains the concluding remarks.
2. A brief description of differential evolution
The DE algorithm utilizesN, n-dimensional parameter vectors xi,k, i = 1, 2, . . . ,N , as a population to search the feasible
regionΩ . The index k denotes the iteration (or generation) number of the algorithm. The initial population,2
Sk =

x1,0, x2,0, . . . , xN,0

, (2)
where k = 0, is taken to be uniformly distributed in the search region. At each generation, all vectors in Sk are targeted for
replacement. Therefore, N competitions are held to determine the members of Sk for the next generation. This is achieved
by using mutation, crossover and selection.
In the mutation phase, for each target vector xi,k, i = 1, 2, . . . ,N , a mutant vector xˆi,k is obtained by
xˆi,k = xα,k + F(xβ,k − xγ ,k), (3)
where α, β, γ ∈ {1, 2, . . . ,N} are mutually distinct random indices and are also different from the current target index i.
The vector xα,k is known as the base vector and F > 0 is a scaling parameter with F ∈ [0.5, 2] being a good choice [1,5,11].
For fixed xα,k, xβ,k and xγ ,k the mutant points xˆi,k lie in the direction of (xβ,k − xγ ,k) from xα,k. We denote the mutation (3)
by Msd, where the subscript sd is used to indicate the scaled differential vector F(xβ,k − xγ ,k). If the jth component of the
mutant vector xˆi,k is not feasible, then it is generated uniformly in [lj, uj]. The crossover operator is then applied to obtain
the trial vector yi,k from xˆi,k and xi,k. The crossover is defined by
yji,k =

xˆji,k if R
j ≤ CR or j = Ii
xji,k if R
j > CR and j ≠ Ii,
(4)
where Ii is a randomly chosen integer in the set I , i.e., Ii ∈ I = {1, 2, . . . , n}; the superscript j represents the jth component
of respective vectors; Rj ∈ (0, 1), drawn uniformly for each j. The ultimate aim of the crossover rule (4) is to obtain the trial
vector xi,k with components coming from the components of the target vector xi,k and the mutant vector xˆi,k, and this is
ensured by introducing CR and the set I . Notice that for CR = 1 the trial vector yi,k is the replica of the mutant vector xˆi,k.
A good value for CR is 0.5 [5], although for separable functions, CR = 0.2 is preferred, while CR = 0.9 is recommended for
functions with dependent parameters [12]. The targeting process (mutation and crossover) continues until all members of
Sk are considered. After all N trial vectors yi,k have been generated, selection is applied. In the selection phase, the function
value at the trial vector, f (yi,k), is compared to f (xi,k), the value at the target vector and the target vector is updated using
xi,k+1 =

yi,k if f (yi,k) ≤ f (xi,k)
xi,k otherwise.
(5)
Reproduction (mutation and crossover) and selection continues until some stopping conditions are met.
It can be seen from (3) that mutation Msd is the main point generation mechanism of DE. This operation calculates the
coordinates of new points. The crossover operation (4) chooses the coordinates of a trial point from the known coordinates
of two points using a distribution controlled by CR.
2.1. Mutation using generalized differential
We now propose a mutation rule that uses the differential of scaled vectors rather than the scaled differential vector as
in (3). In particular, we propose the following mutation rule
xˆi,k = xα,k + F1 × xβ,k − F2 × xγ ,k, (6)
where F1 and F2 are scaling parameters in some suitable intervals. We denote the mutation rule (6) by Mds, where the
subscript ds is used to denote the differential

F1xβ,k − F2xγ ,k

of scaled vectors F1xβ,k and F2xγ ,k. Notice that (3) and (6) are
identical for F1 = F2 = F .Mds generates mutant points xˆi,k within the neighbourhood of the base vector xα,k, as opposed to
Msd which generates the mutant points along the direction (xβ,k− xγ ,k) only. Clearly, (6) is more exploratory than (3) when
multiple mutant points are generated using the same three points with indices α, β and γ . We use Fig. 1 to illustrate this
for positive values of the parameters, F1 and F2, only. In Fig. 1, xeβ and xcβ are respectively the extension and contraction of
the vector xβ . Similarly, xeγ and xcγ are respectively the extension and contraction of xγ . We present four mutant vectors
using the base vector xα . For example, xec is obtained by adding the vector (F1xβ − F2xγ )with xα , where by the subscript ec
we mean the extension of xβ and the contraction of xγ in (F1xβ − F2xγ ). Other mutant vectors xee, xcc and xce are similarly
created by respectively adding the difference of extended xβ and xγ , contracted xβ and xγ , and contracted xβ and extended
xγ with xα , respectively. Other cases can also be considered but these are representatives.When F1 = F1 all the abovemutant
1 To the best of our knowledge, there has been no application of this concept in global optimization except for a different projection suggested in [10].
2 We denote the population set at the kth generation by Sk as it varies with k.
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Fig. 1. Location of mutant points xcc , xee, xec and xce usingMds .
vectors will be created in the same direction along a line. Notice that if the base point xα is the best point in {xα, xβ , xγ },
then its vicinity can be explored using Mds defined by (6). We will present further motivations of Mds and its advantages
overMsd in Section 4.
In the next section, we derive the PDF of the mutant points generated by Mds. We denote the PDF of a RV (random
variable), say X by fX and the joint PDF for RVs, say X and Y by fXY .
3. Probability density of trial points
In this section, we derive the PDF ofmutant points generated byMds. We then look at the effect of F1 and F2 on the PDF. To
see the effect of F1 and F2 on the PDF, it is enough to derive the PDF of a single coordinate of xˆi,k in (6). Let the jth coordinate be
our coordinate of interest, j = 1, 2, . . . , n. Our derivation of the PDF is based on the uniform distribution of points. Initially,
points in Sk are generated uniformly from Ω and therefore points in all coordinate directions are independently uniform.
However, as the contraction process in DE continues, points in Sk will not be uniform overΩ .
We consider three stages of the contraction process of Sk in DE: the initial stage, the intermediate stage and the final
stage. The initial stage is when Sk is uniform or near uniform inΩ . This may hold for only the initial few generations of DE.
At this stage, the jth coordinate of points in Sk is distributed uniformly in [lj, uj]. The intermediate stage is the stage when
points in Sk will be non-uniform in Ω in that points will be distributed lower in the valley of the regions of attraction of
different local minimizers. At the final stage the points in Sk will be distributed within the region of attraction of the global
minimizer. If the function f is well behaved in that it can be approximated well by a quadratic near a minimizer, then the
regions of attraction of theminimizer will likely be of an elliptical or spherical shape. Under this assumption, it is reasonable
to assume that the points in a particular region of attraction are locally uniform within the region.
At the final stage, the jth coordinate of points in Sk are distributed uniformly in [xjl, xju], where xjl (≥lj) and xju (≤uj) are
defined by xjl = min{xji,k} and xju = max{xji,k} for all xi,k in Sk. Points in Sk are unlikely to be uniform inΩ at the intermediate
stage. However, we assume that subsets of points in Sk are locally uniform within their respective regions of attraction.
Under the above considerations, we derive the PDF of the jth coordinate of xˆi,k. We use 1 ≤ F1 ≤ 1.5 and 0.5 ≤ F2 < 1.
Other ranges can be used for the derivation of the PDF. Without loss of generality, let the jth coordinate be defined on [0, 1].
Let the random variables be X1 and X2 ∼ U(0, 1). We also define Y1 = X1 and Y2 = F1X2 − F2X1, where F1 and F2 are the
scaling parameters in (6). By defining y1 = u1(x1, x2) = x1 and y2 = u2(x1, x2) = F1x2 − F2x1, and by using the change of
variable technique we can write x1 = v1(y1, y2) = y1 and x2 = v2(y1, y2) = 1F1 (y2 + F2y1). Here, the values xi and yi are
respectively the realizations of the RVs Xi and Yi, i = 1, 2. The joint PDF fY1Y2 is given by
fY1Y2(y1, y2) = |J|fX1X2(v1(y1, y2), v2(y1, y2)) = |J|fX1(v1(y1, y2))fX2(v2(y1, y2)) =
1
F1
, (7)
where J is the determinant of the following Jacobian matrix:
M =

∂x1
∂y1
∂x1
∂y2
∂x2
∂y1
∂x2
∂y2
 =  1 0F2
F1
1
F1

. (8)
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The supports (bounds) of y1 and y2 can be obtained from the supports of x1 and x2 (see, Ref. [13]). By using the bounds of x1
and x2, the bounds of y1 and y2 can be seen to be 0 ≤ y1 ≤ 1 and−F2 ≤ y2 ≤ F1. The other supports in the y1–y2 plane can
be found using the relationships between y1 and y2. These relationships are F2y1 + y2 = 0 and F2y1 + y2 = F1, for x2 = 0
and x2 = 1, respectively. The marginal density fY2(y2) can be calculated from the integral:
fY2(y2) =
∫
fY1Y2(y1, y2)dy1 =

∫ 1
− 1F2 y2
1
F1
dy1, −F2 ≤ y2 ≤ 0,∫ 1
0
1
F1
dy1, 0 ≤ y2 ≤ F1 − F2,∫ 1
F2
(F1−y2)
0
1
F1
dy1, F1 − F2 ≤ y2 ≤ F1.
(9)
The PDF fY2(y2) is proper as its integration over [−F2, F1] results in one. We now let Y3 ∼ U(0, 1) independently of Y2. We
consider the joint PDF of Y3 and Y3 + Y2. We denote Z1 = Y3 and Z2 = Y3 + Y2, where Y2 = F1X2 − F2X1. The joint PDF fZ1Z2
is given by
fZ1Z2(z1, z2) = |J|fY3Y2(v1(z1, z2), v2(z1, z2)) = |J|fY2(y2)fY3(y3) = fY2(z2 − z1), (10)
sinceM =

1 0
−1 1

, v1(z1, z2) = y3 = z1 and v2(z1, z2) = y2 = z2 − z1. The joint PDF fZ1Z2 is given by
fZ1Z2(z1, z2) =

1
F1

1+ 1
F2
(z2 − z1)

, −F2 ≤ z2 − z1 ≤ 0,
1
F1
, 0 ≤ z2 − z1 ≤ F1 − F2,
1
F2

1− 1
F1
(z2 − z1)

, F1 − F2 ≤ z2 − z1 ≤ F1.
(11)
The limits in (11) can be decomposed as follows:
fZ1Z2(z1, z2) =

1
F1

1+ 1
F2
(z2 − z1)

, z2 ≤ z1, z2 ≥ z1 − F2,
1
F1
, z2 ≥ z1, z2 ≤ z1 + (F1 − F2),
1
F2

1− 1
F1
(z2 − z1)

, z2 ≥ z1 + (F1 − F2), z2 ≤ z1 + F1.
(12)
The marginal PDF of Z2 will be our desired PDF. The marginal PDF is given by
fZ2(z2) =

I1 =
∫ z2+F2
0
[
1
F1
+ 1
F1F2
(z2 − z1)
]
dz1, −F2 ≤ z2 ≤ 0,
I2 =
∫ z2
0
1
F1
dz1 +
∫ z2+F2
z2
[
1
F1
+ 1
F1F2
(z2 − z1)
]
dz1, 0 ≤ z2 ≤ 1− F2,
I3 =
∫ z2
0
1
F1
dz1 +
∫ 1
z2
[
1
F1
+ 1
F1F2
(z2 − z1)
]
dz1, 1− F2 ≤ z2 ≤ (F1 − F2),
I4 =
∫ z2−(F1−F2)
0
[
1
F2
− 1
F1F2
(z2 − z1)
]
dz1 +
∫ z2
z2−(F1−F2)
1
F1
dz1 +
∫ 1
z2
[
1
F1
+ 1
F1F2
(z2 − z1)
]
dz1,
F1 − F2 ≤ z2 ≤ 1
I5 =
∫ z2−(F1−F2)
0
[
1
F2
− 1
F1F2
(z2 − z1)
]
dz1 +
∫ 1
z2−(F1−F2)
1
F1
dz1, 1 ≤ z2 ≤ F1,
I6 =
∫ z2−(F1−F2)
z2−F1
[
1
F2
− 1
F1F2
(z2 − z1)
]
dz1 +
∫ 1
z2−(F1−F2)
1
F1
dz1, F1 ≤ z2 ≤ 1+ (F1 − F2),
I7 =
∫ 1
z2−F1
[
1
F2
− 1
F1F2
(z2 − z1)
]
dz1, 1+ (F1 − F2) ≤ z2 ≤ 1+ F1.
(13)
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Integrating out we get:
fZ2(z2) =

I1 = 12F1F2

z22 + 2F2z2 + F 22

, −F2 ≤ z2 ≤ 0,
I2 = F22F1 +
z2
F1
, 0 ≤ z2 ≤ 1− F2,
I3 =
[
1
F1
− 1
2F1F2
]
+ z2
F1F2
− z
2
2
2F1F2
, 1− F2 ≤ z2 ≤ F1 − F2,
I4 =
[
1− F2
2F1
+ 1
F1
− 1
2F1F2
− F1
2F2
]
+ z2
[
1
F2
+ 1
F1F2
− 1
F1
]
− z
2
2
F1F2
,
F1 − F2 ≤ z2 ≤ 1,
I5 =
[
1− F2
2F1
+ 1
F1
− F1
2F2
]
+ z2
[
1
F2
− 1
F1
]
− z
2
2
F1F2
, 1 ≤ z2 ≤ F1,
I6 =
[
1+ 1
F1
− F2
2F1
]
− z2
F1
, F1 ≤ z2 ≤ 1+ (F1 − F2),
I7 =
[
F1
2F2
+ 1
F2
+ 1
2F1F2
]
− z2
[
1
F1F2
+ 1
F2
]
+ z
2
2
F1F2
, 1+ (F1 − F2) ≤ z2 ≤ 1+ F1.
(14)
We now show that the integration of fZ2(z2) on [−F2, 1+ F1] results in unity. This can be written as∫ 1+F1
−F2
fZ2(z2)dz2 =
∫ 0
−F2
I1dz2 +
∫ 1−F2
0
I2dz2 + · · · +
∫ (1+F1)
(1+F1)−F2
I7dz2
=
[
F 22
6F1
]
+
[
1
2F1
− F2
2F1
]
+
[
F2
2F1
+ F1
2F2
+ 1
6F1F2
− 1
2F1
− 1
2F2
− F
2
1
6F2
+ F1
2
− F2
2
]
+
[
F 21
3F2
− F
2
2
3F1
− F1
F2
+ 1
F2
− 1
3F1F2
− F1 + F2 + 1
]
+
[
− F
2
1
6F2
+ F1
2
− F2
2
+ 1
6F1F2
− 1
2F2
− 1
2F1
+ F2
2F1
+ F1
2F2
]
+
[
1
2F1
− F2
2F1
]
+
[
F 22
6F1
]
= 1. (15)
It can be seen that when F1 = F2 = 1 (14) reduces to:
fZ2(z2) =

1
2
+ z2 + z
2
2
2
, −1 ≤ z2 ≤ 0,
1
2
+ z2 − z22 , 0 ≤ z2 ≤ 1,
2− 2z2 + z
2
2
2
, 1 ≤ z2 ≤ 2.
(16)
For illustration, we consider three values of the pair (F1, F2) from the respective ranges [1, 1.5] and [0.5, 1), and present
the PDF fZ2(z2) for each of these pairs. Fig. 2 shows how the mean of the distribution changes with the changes of F1 and F2.
This again establishes the fact that the mutation Mds is exploratory.3 Fig. 2 also shows that the mutant points fall outside
Ω = [0, 1]. It is evident from the figure that even for F1 = F2 = 1, mutant points may fall outside the defined region [0, 1].
This can be seen from the integration of (16). The integration of (16) shows that a third of the points fall outside [0, 1]. The
phenomenon of points falling outsideΩ is expected in DE. In the next section, we present our motivations for the use ofMds
and other changes made to DE. The resulting algorithm is also presented in the next section.
4. Differential evolution with generalized differential (DEGD)
In this section, we present the DEGD algorithm. Before presenting the algorithm, we differentiate between DE and DEGD.
There are three differences between DE and DEGD. They are as follows:
(a) DE targets all N points in Sk while DEGD targets them (m < N)worst points at each kth generation.
(b) DE generates one trial point per target point while DEGD may generate more than one trial point (with a maximum of
q) per target point. DEGD continues generating trial points until either a successful trial point is found or the q number
of trial points are reached. The first q− 1 mutant points4 (thereafter the trial points) are created using various values of
F1 and F2 in the mutationMds, and the qth mutant point is found by vector projection.
3 For low values of F1 and F2 Mds is exploitative.
4 A trial point is obtained by first creating a mutant point usingMds and then by the crossover using (4).
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Fig. 2. Probability density function.
(c) DEGD generates the qth mutant point in (b) by vector projection. The projection is not invoked if a successful trial point
is found prior to the qth attempt.5 DE does not have this feature in it.
We will now justify the motivation for the above changes made to DE.
4.1. Motivation for the changes made to DE
To understand themotivation for (a), we present a figure based on the results obtained. The reason for the use ofmworst
points as the target points is motivated by our numerical study of DE on the test problem set using N = 10n. For this study,
at the beginning of each generation of DEwe rank order the population set Sk (from the best to the worst point) based on the
function value in order to link the percentage of replacement with the quality of points in Sk. We then calculate the number
of times the ith indexed point (ith best point) has been replaced out of the total number of times it has been targeted during
the course of a run of DE, i.e. out of the total number of generations.We observed that the percentages of replacement for the
good points are very low as compared to the worst points in Sk, for all 50 test problems. The better the point is, the smaller
the replacement rate is. This has been shown in Fig. 3 where the x-axis represents the index of the points in Sk (from the
best to the worst) and y-axis represents the percentage of replacement for the corresponding indices throughout the course
of a run. Fig. 3 presents the results for three representative test problems, namely 10-dimensional Rastrigin (RG) function,
4-dimensional Shekel5 (S5) function and 2-dimensional Schaffer1 (SF1) function. In Fig. 3, N = 100, 40 and 20 are used for
RG, S5 and SF1, respectively.
To give an account of the pitfalls of targeting the better points in Sk we present the results for the Rastrigin function. The
Rastrigin function took 887 generations to converge with each generation requiring 100 function calls. The initialization of
Sk required 100 function calls and therefore there were 88800 (88 700 + 100) function calls in total. Each point in Sk was
targeted 887 times. We present the results for the best (the first) and the worst (the Nth) indexed points in Sk. The worst
indexed point was replaced 128 times and the best was replaced 14 times. This means 873 (887− 14) trial points and 759
(887− 128) trial points corresponding to the best and the worst target point, respectively, were wasted during the course
of the run. Fig. 3 demonstrates this phenomenon for other points as well. This clearly motivates our choice of targeting the
mworst points in Sk,m < N .
We now justify the motivation for (b), i.e. the use of multiple trial points per target point in DEGD. A motivation for the
multiple attempts is that the replacement rate of a bad point is higher than that of a good point. It is therefore important
to concentrate on replacing the worse points. For this purpose, there is no need to select the three points (say xα,k, xβ,k
and xγ ,k) in (6) more than once per target, because F1 and F2 are changed instead. In addition, this has the desired search
diversification effects at the early stages (when points in Sk are scattered) and search intensification effects at the later stages
of DEGD.
Finally, we present the motivation for (c), i.e. the use of vector projection. If DEGD fails to produce a better point in its
q − 1 attempts at replacing the ith target, then it is suggested that a mutant point be generated by vector projection. This
5 The qth mutant is obtained via vector projection which is then used by crossover (4) to create the corresponding trial point.
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Fig. 3. Percentage of the target points replaced for Rastrigin, Shekel5 and Schaffer1 functions.
will have exploratory effects at early stages and local effects at later stages of DEGD resulting in faster convergence. The
vector projection is only invoked by DEGD at the qth attempt to replace the ith target. In this scheme the mutant point xˆi,k
is generated as follows. Two vectors, say xα,k and xβ,k, are selected from Sk at random. If f (xα,k) is less than f (xβ,k), then xβ,k
is projected on xα,k otherwise xα,k is projected on xβ,k to create the projected point xˆi,k i.e.
xˆi,k =

xTα,kxβ,k
xTβ,kxβ,k

xβ,k =
‖xα,k‖
‖xβ,k‖ cos(θ)

xβ,k, (17)
when xα,k is projected on xβ,k. The projected vector, xˆi,k, will be in the same direction as xβ,k, unless π2 < θ <
3π
2 in which
case cos θ < 0 and xˆi,k is in the exactly opposite direction. If the jth coordinate of xˆi,k falls outside Ω , then it is generated
uniformly within the respective upper and lower limits. We assign xˆi,k = xβ,k, the better of the two vectors, in the event
that ‖xβ,k‖ = 0. The crossover rule (4) is then applied to xi,k and xˆi,k in the usual way. Full details of the new algorithm are
given below.
4.2. The DEGD algorithm
In this section, we present the algorithm for DEGD but first we explain how DEGD works. At each kth generation DEGD
targetsm (i = N −m,N −m+ 1, . . . ,N)worst points6 in the population set Sk.
The mutation scheme (6) is used to calculate the mutant point xˆi,k (i = N −m,N −m+ 1, . . . ,N) using a pair of values
for (F1, F2) corresponding to the target xi,k. The trial point y1 is then calculated from xi,k and xˆi,k using (4). The selection rule
(5) is applied just to check if y1 replaces the target xi,k, as soon as y1 is created.7
If y1 is a successful trial, then no further attempts are made in creating more trial points and xi,k = y1 is treated as the
‘final trial’ point corresponding to the target xi,k. If, however, the trial y1 is not successful, then a new trial point y2 is created,
in the same way, by first creating xˆi,k using a second pair of values for (F1, F2) in (6) and then y2 using (4). This process may
be repeated for q− 1 times using the same three points, xα,k, xβ,k and xγ ,k, in (6). At each time a different pair of values for
(F1, F2) is used. As soon as a successful trial point is foundwithin q−1 attempts then this information is kept and the process
of creating new yp is stopped. If the pth trial point yp, p ≤ q− 1, is successful, then we assign yi,k = yp. If no successful trial
yp is found after q− 1 attempts, then the vector projection (17) is applied to calculate the mutant xˆi,k. The trial yq is found
afterwords (in this case yi,k = yq is used as the ‘final trial’ point corresponding to the target xi,k).
Clearly, more than one trial yp corresponding to the target xi,k may be created where the last value of yp (the index p can
go up to q) is assigned to yi,k, the ‘final trial’ point corresponding to the target xi,k. After all final trial points yi,k corresponding
to the target xi,k (i = N − m,N − m + 1, . . . ,N) are created the selection rule (5) is applied (corresponding information
6 We do not need to order the entire set Sk , onlymworst points need to be found.
7 Although the target is compared to y1 , it is not replaced by y1 , even if y1 proves to be successful. This information is kept to be used later at the end of
the kth generation.
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kept earlier) to create the population set Sk+1 for the (k + 1)th generation. The next generation then begins again. The
algorithm for DEGD is now presented below.
The DEGD Algorithm
Step 1 Determine the initial set. Generate initial members of Sk =

x1,k, x2,k, . . . , xN,k

randomly in Ω; evaluate f (xi,k) at
each xi,k. Take N ≫ n, n being the dimension of f . Set k = 0 and q = 3.
Step 2 Determine the best and the worst point in Sk. Rank order the set Sk from the (N − m)th worst to the Nth worst point.
Keep the best point in the first location of the array Sk such that Sk = {x1,k, . . . , xN−m,k, . . . , xN,k}. Hence the points
xmax,k = xN,k and xmin,k = x1,k. If the stopping condition, say |fmax,k − fmin,k| ≤ ϵ, is satisfied, then stop.
Step 3 Generate m ‘final trial’ points: For each i, i = N − m,N − m + 1, . . . ,N , generate yi,k corresponding to the target
xi,k ∈ Sk. Set i = N −m.
Step 3a Set p = 0. If i ≤ N , then go to Step 3b else go to Step 4.
Step 3b Set p = p+ 1. If p ≤ q− 1, then do mutation ruleMds:
For the target xi,k ∈ Sk, take a pair of values for (F1, F2) and determine xˆi,k using (6).
else do projection (17):
Calculate xˆi,k using (17).
Step 3c Crossover: Calculate the trial vector yp, corresponding to the target xi,k, from xi,k and xˆi,k using the crossover
rule (4). If f (yp) ≤ f (xi,k), then set s(i) = 1 else s(i) = 0.
Step 3d If p = q or s(i) = 1, then
set i = i+ 1, set yi,k = yp and go to Step 3a
else
go to Step 3b.
Step 4 Replace points in Sk. Select each trial vector yi,k, i = N − m, . . . ,N , for the (k + 1)th generation using the selection
criterion: If s(i) = 1, then replace xi,k ∈ Sk with yi,k otherwise retain xi,k ∈ Sk. Go to Step 2.
Remark.
1. The points xmax,k and xmin,k and their function values fmax,k, fmin,k are such that f (xmax,k) = fmax,k = maxx∈S f (x) and
f (xmin,k) = fmin,k = minx∈S f (x).
2. If the jth component of the mutant vector xˆi,k is not feasible i.e. xˆ
j
i,k ∉ Ω , then it is generated uniformly in [lj, uj].
5. Numerical results
Here, we judge the performance of DEGD using a collection of 50 test problems. These problems range from 2 to 20 in
dimension and have a variety of inherent difficulties. A detailed description of each test problem (P) in the collection can be
found in [14].
We compare the results obtained by the new algorithm with those of DE. The algorithms were run 100 times on each
of the 50 test problems to determine the success rate (SR) (or percentages of success) of each algorithm. There were 5000
runs in total. We calculated the average number of function evaluations (FE) and cpu times (CPU) for those runs for which
the global minima were found. We used SR, FE and CPU as the criteria for comparison. In every case, a run was terminated
when the function values of all points in Sk were identical to an accuracy of three decimal places, i.e.,
|fmax,k − fmin,k| ≤ ϵ = 10−3. (18)
A success was counted when the value fmin,k of a run was such that fmin,k − f ∗ ≤ 0.009 where f ∗ is the known global
minimum of the problem being solved. A solution to the problem therefore need not be the global minimum f ∗ exactly, but
may be any value less than or equal to f ∗ + 0.009.
5.1. Parameter selection
The algorithms have some parameter values that are to be provided by the user. We first discuss the parameters that are
common to both DE and DEGD. For example, the size N of the population set Sk. We took the value of N to be 10nwhere n is
the dimension of the problem. This is a heuristic choice. For example the value ofN can always be increased for obtaining the
global minimumwith higher probability. However, the higher the value of N is, the higher the number of FE is. Summarized
results using another two values of N are also presented. Another common parameter is CR in (4). We have used CR = 0.5.
A parameter of DE is the scaling parameter F in its mutation scheme Msd defined by (3). This parameter is somewhat
sensitive and therefore we run DE for F = 0.4, 0.5 and 0.65. The results presented for DE are obtained for F = 0.5 which
are, on average, the best results.
Two parameters of DEGD are F1 and F2 in (6). From the description of the DEGD algorithm in Section 4.2, it is clear that a
maximum of q− 1 pairs of values for (F1, F2) may be used in conjunction with the fixed set {xα,k, xβ,k, xγ ,k}. This is done for
exploring the vicinity of the base vector xα,k; see Fig. 1. We choose the first pair of values for (F1, F2) close to 0.5, the value
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Table 1
Comparison of DE and DEGD using total results on 45 problems.
DE DEGD
(q,m) (q,m)
(1,N) (1, 0.4N) (1, 0.2N) (3, 0.4N) (3, 0.2N) (3, 0.6N) (4, 0.6N) (2, 0.6N) (3, 0.4N)
FE 619485 498328 479637 270458 271276 273652 288629 265481 267986
CPU 4.27 3.43 3.36 2.19 2.31 2.22 2.42 2.28 2.25
SR 4286 4192 4162 4367 4365 4359 4304 4296 4271
RK 0 0 0 9 1 12 0 11 12
(3, 0.4N) : (F1, F2) = {(0.5, 0.5), (0.4, 0.35)};
(3, 0.2N) : (F1, F2) = {(0.5, 0.45), (0.4, 0.4)};
(3, 0.6N) : (F1, F2) = {(0.5, 0.45), (0.4, 0.4)};
(4, 0.6N) : (F1, F2) = {(0.5, 0.45), (0.4, 0.4), (0.3, 0.25)};
(2, 0.6N) : (F1, F2) = {(0.5, 0.45), (0.4, 0.4)};
(3, 0.4N) : (F1, F2) = {(0.5, 0.5), (0.4, 0.4)}.
used in DE. The second pair of values is chosen close to 0.4, the third pair close to 0.3 and so on. For example, when q = 4,
we use
(F1, F2) = {(0.5, 0.45), (0.45, 0.4), (0.4, 0.35)}, (19)
and when q = 3 we use the first two pairs in (19). However, our numerical results consistently suggest that F1 = F2
is a good choice in one of the first two pairs in (19). This means that the first two pairs to be used in (19) are either
{(0.5, 0.5), (0.45.0.4)} or {(0.5, 0.45), (0.4, 0.4)}. We have presented summarized results for various combinations of
values for (F1, F2).
The user supplied parameters for DEGD arem, the number of target points per generation, and q, the maximum number
of trials per target point, respectively. We have carried out an extensive series of tests to see the effects of varying these
parameters in the algorithm. Our study found that a good value ofm lies in [0.2N, 0.6N]. A good value of qwas found to be 3.
5.2. Numerical comparison of DEGD and DE
We begin this subsection with the numerical study of the parameters m and q in DEGD. We note that none of the
implementations of DE succeeded in finding the global minimum (with desired accuracy) for two 9-dimensional functions,
namely Storn’s Tchebychev (ST) and Price’s transistor modeling (PTM) and three 10-dimensional functions, e.g. the Salomon
problem (SAL), the Rosenbrock problem (RB) and the Odd Square problem (OSP). This means that DE solves 45 problems out
of 50. On the other hand, DEGD solves 46 problems including the Salomon problem (SAL) where DE fails. The success rate
of DEGD on SAL is 100%.
For the purpose of comparison, we use the common 45 problems solved by both DE and DEGD. Therefore, results for
above five functions are not reflected in our presentation. We present the total FE, CPU and SR where FE, CPU and SR are
averages and based on the number of successful runs only. We present the summarized results for the varying values of m
and q in Table 1 to isolate the effect of DEGD. A full set of results is presented in Table 2. At the bottom of Table 1, we have
presented the values for (F1, F2) corresponding to various (m, q) in columns 5–10 of Table 1. The last row of Table 1 contains
the rankings (RK) of the algorithms tested. RK is the number of test problems where an algorithm achieves lowest FEs in
comparison with other algorithms presented in Table 1.
The second column in Table 1 presents the results of the original DE. The results in the third and the fourth columns of
Table 1 are the results of DE for m = 0.4N and 0.2N , respectively, per generation. Results in the third and fourth columns
show that the success rate, SR, deceases significantly with the decrease of the number of target points per generation in DE.
Hence, the success rate of DE cannot be improved by targetingm < N points per generation.
We now study the results obtained by DEGD for various values of (q,m). Results presented in the last column of Table 1
were obtained for F1 = F2 in (19), and it can be seen that these results are inferior to other results of DEGD. Indeed, this
implementation of DEGD solves 45 problems (including SAL) while all other implementations solve 46 problems.8 Table 1
clearly shows that q = 4 andm = 0.2N are not good values to choose as SR decreases with high value of q and low value of
m (see columns 8 and 9 in Table 1).
We now study the interaction betweenm and q in DEGD. The interaction is quite clear from the total results presented in
Table 1. If we fix q at 3 and varym from 0.2N and 0.6N , then results vary insignificantly; see columns 5–7. The values q = 3
andm = 0.4N appear to be good values to choose.
In Table 1, we have used projection once per target point. To see the effect of using projection more than once we have
re-run DEGD(3, 0.4N) in column 5. In this experiment a trial point is generated first using a generalized differential and
if it is unsuccessful, then we invoke the projection operation and generate the second trial point. In the event that this is
unsuccessful then the third trial point is generated using projection resulting in q = 3 (where projection is invoked twice).
8 We have considered 45 common problems excluding SAL in Table 1.
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Table 2
Comparison of DEGD and DE using 45 test problems.
P(n) DE DEGD1 DEGD2 DEGD3
FE SR FE SR FE SR FE SR
ACK(10) 26173 100 5647 100 6018 100 15606 100
AP(2) 824 100 541 100 513 100 610 100
BL(2) 1 352 100 940 100 1121 100 1541 100
B1(2) 1 103 100 639 100 847 100 900 100
B2(2) 1 178 100 706 100 900 100 1018 100
BR(2) 1 301 100 862 100 1012 100 1282 100
CB3(2) 820 100 428 100 517 100 583 100
CB6(2) 1 120 100 613 100 761 100 978 100
CM(2) 2 424 100 921 100 1090 100 1590 100
DA(2) 1 711 100 1146 100 1416 97 2067 100
EP(2) 940 58 616 100 659 98 748 58
EM(5) 10001 92 7561 100 8157 99 11522 100
EXP(10) 10221 100 2351 100 2725 100 4946 100
GP(2) 1 058 100 866 100 990 100 995 99
GW(10) 83409 100 5824 100 6339 100 59018 100
GRP(3) 2 956 100 1681 100 2118 100 1895 100
H3(3) 1 284 100 774 100 888 100 936 100
H6(6) 7 246 100 3453 100 3942 100 6464 96
HV(3) 3 482 95 2112 98 2422 97 3057 88
HSK(2) 671 100 424 100 453 100 508 100
KL(4) 2 073 100 387 100 502 100 392 100
LM1(3) 1 612 100 1110 100 1278 100 1221 100
LM2(10) 12832 100 6851 100 6234 100 8716 100
MC(2) 749 100 424 100 458 100 515 100
MR(3) 2 668 100 772 100 766 100 1010 100
MCP(4) 2 058 100 947 100 1128 100 1037 100
ML(5) 16685 98 8856 100 9316 93 18570 91
MRP(2) 1 440 100 920 100 929 100 1249 100
MGP(2) 1 338 66 648 100 771 100 991 100
NF2(4) 77470 100 22488 100 29114 100 166861 100
NF3(10) 75665 100 65741 100 68625 100 89069 100
PP(10) 15405 100 9591 100 10455 100 16155 100
PRD(2) 1 724 100 627 100 744 100 2256 98
PQ(4) 5 475 100 1883 100 2196 100 3408 100
RG(10) 94566 100 4140 100 4644 100 73756 100
SF1(2) 4 168 71 1237 100 1356 100 2113 100
SF2(2) 2 219 100 1096 100 1133 100 1500 99
SBT(2) 3 565 100 2086 95 2582 96 5116 100
SWF(10) 35376 100 36355 100 38635 100 40038 100
S5(4) 5 773 95 3911 100 4420 98 6027 94
S7(4) 4 839 98 3430 100 3787 100 5646 100
S10(4) 4 951 100 3254 100 3564 100 5446 97
FX(5) 12115 13 11718 5 15692 8 16541 19
SIN(20) 63070 100 31778 86 34004 92 69840 82
WP(4) 12597 100 7854 84 8663 86 13026 95
Total 619485 4286 270458 4367 271276 4365 676718 4316
The total SR and FE on 45 problems for this experiment are 4167 and 248729, respectively. It is clear that the success rate
goes down with the increasing frequency of projection. Notice that we can eliminate the generalized differential if we use
projection three times in DEGD(3, 0.4N). The overall results for this are inferior and hence they are not reported here.
Finally, a comparison of DE and DEGD in Table 1 shows that DEGD has higher scores in SR than DE in all implementations.
This is despite the fact that DEGD incurred fewer FEs. It is therefore clear that DEGD has a role to play in global optimization.
We now compare DE and DEGD using a full set of results in Table 2. In Table 2, the first column contains the problem
name [14] with its dimension given in brackets. The last row in Table 2 presents the total results. We present the full
results obtained by three different implementations of DEGD. In particular, we denote the versions presented in columns
5 and 6 of Table 1, respectively, by DEGD1 and DEGD2 in Table 2. DEGD3 denotes an implementation of DEGD without
the projection operation. We have done this to see the effect of projection in DEGD. DEGD3 uses (q,m) = (3, 0.4N) and
(F1, F2) = {(0.5, 0.5), (0.4, 0.35)}. In Table 2, we have highlighted the best individual FE in bold.
A comparison using the total results of DEGD1, DEGD2 and DEGD3 clearly shows the effect of the projection. DEGD3 is
inferior to DE in terms of total FE. It is because of the FE incurred by NF2. If we compare DEGD3 and DE by excluding the
results for NF2, then DEGD3 outperforms DE. It is also clear from the total results that DEGD is superior to DE. For example,
DEGD1 achieves 56% superiority than DE with respective to FE, and it secures 94 (194 if we include SAL) more SR than
DE. Since comparing the algorithms using the total FE may be misleading, we sum up the total number of highlighted FE.
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Table 3
Comparison of DE and DEGD using variable N .
N = 3n N = 6n N = 10n
FE SR RK FE SR RK FE SR RK
DE 143905 3547 8 318777 4138 4 619485 4286 1
DEGD 84816 3508 37 178385 4119 41 270458 4367 44
Table 4
Comparison of DE and DEGD using the Salomon problem.
(N, CR, ϵ) DE DEGD1
SR FE SR FE
(6n, 0.5, 10−3) 0 – 100 2056
(10n, 0.5, 10−6) 15 2835536 100 101085
(6n, 0.95, 10−6) 0 – 100 6374
(10n, 0.95, 10−6) 1 87450 100 9268
Table 5
Comparison of DE and DEGD4 using the Rosenbrock problem.
(F , F1, F2, CR) DE DEGD4
SR FE SR FE
(0.65, 0.65, 0.65, 0.5) 100 226502 100 315878
(0.65, 0.65, 0.65, 0.95) 100 73739 100 116413
(0.65, 0.65, 0.65, 0.65) 100 136841 100 311474
(0.85, 0.85, 0.85, 0.95) 100 158336 100 276994
The results show that there are 1, 41, 3 and 0 highlighted FEs under DE, DEGD1, DEGD2 and DEGD3, respectively. This shows
that DEGD1 is the clear winner with respect to FE.
Next, we compare results obtained using three values of the population size N . This comparison will give the sensitivity
ofN . The summarized results are presented in Table 3, where the results forN = 10n are taken from Table 2. For all the three
N , we have also presented the rankings (RK) of DE and DEGD. Each of the algorithms solves all the 45 problems presented
in Table 2. The above comparison shows that DEGD has achieved superiority over DE both with respective to SR and FE for
N = 10n. For lower values of N , however, DEGD achieves much better FE while falls slightly behind DE with respect to SR.
In terms of RK however DEGD is always better than DE.
We now evaluate the performance of DE and DEGD on 10-dimensional Rosenbrock and Salomon problems. Due to the
sensitivity of various parameters of the algorithms for each problem, we consider them separately. We begin with the
Salomon problem.
We have performed our experiments on the Salomon problem by changing the values of CR, ϵ and N . We present the
results in Table 4 for parameter values for which at least one algorithm successfully solves this problem. We have also
tested DE on Salomon with varied F along with the parameters presented in Table 4, but it failed in all cases tried. Table 4
clearly shows the difficulty of DE in solving Salomon.
Since all implementations of DEGD, presented in Table 1, solve the Salomon problem efficiently, we investigate whether
the generalized differential or the projection is responsible for this success. For this, we ran DEGD4 = DEGD1(3, 0.4N), see
Table 1, without projection and with F1 = F2 on the Salomon problem. DEGD4 failed completely in all runs. This clearly
shows that the projection is responsible for solving the Salomon problem.
Next, we evaluate the performance of two algorithms on the Rosenbrock problem. For this, we have used various values
of F , F1, F2 and CR, where F is used in (3) and (F1, F2) in (6). Our numerical tests suggest that the projection operation is
detrimental to solving the Rosenbrock problem as none of the versions presented in Table 1 succeed in solving this problem.
For this reason, we present in Table 5 the summarized results of Rosenbrock using DE, and DEGD4 with F1 = F2. We present
the results for parameter values for which both algorithms are successful. We have used N = 10n and ϵ = 10−3 for this
study. Table 5 clearly establishes the superiority of DE on this problem.
Finally, we compare DEGD1, DEGD4 and DE using the 20-dimensional shifted Ackley and Rastrigin problems, where the
locations of the shifted minimizer were found randomly. We have used 5 randomly sifted locations for each problem and
ran each algorithm 100 times on each shifted problem. The parameter values of the algorithms were as in Tables 1 and 2.
All the three algorithms solved Ackley’s problem in all the test runs with DE requiring, on average, about 40% more FE than
DEGD1. We present the complete results for the shifted Rastrigin problem in Table 6, where the last column presents the
shifted global minima. Results presented in Table 6 show that DE is superior to DEGD1 in terms of SR. On the other hand,
DEGD4 without the projection outperforms DE. This establishes the fact that, unlike for the Salomon problem, projection is
not quite suitable for shifted Rastrigin.
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Table 6
Comparison using the 20-dimensional shifted Rastrigin.
DE DEGD1 DEGD4 f (x)
FE SR FE SR FE SR
81629 100 38958 82 84943 97 −466.5653
90041 100 41397 93 60737 100 −329.0872
84685 100 35822 89 56005 100 −370.6511
92026 100 37735 87 57283 100 −268.7293
89542 100 35242 96 62121 100 −334.4292
6. Conclusion
We have developed and tested a version of the DE algorithm on a large set of problems. Numerical results have shown
that the new version is better than its original counterpart.
Extensive numerical experimentation is presented and discussed, from which it can be immediately inferred that the
new algorithm certainly has a role to play.
The direct search typemethods such as the DEmethods have been designed to solve optimization problems that are non-
differentiable and noisy, or they have no exactly known mathematical expressions. These types of problems arise naturally
in many practical applications where the function value calculations are based on simulation. These functions are very
expensive to evaluate. Therefore the use of the new algorithm is totally justified as it requires, on average, fewer function
evaluations than the original DE without sacrificing reliability.
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