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ON THE LONG TIME BEHAVIOR OF TIME RELAXATION MODEL OF FLUIDS
ALI PAKZAD
Abstract. The time relaxation model, which is family of high accuracy turbulence models, has proven to
be effective in regularization of Navier–Stokes Equations. The model belongs to the class of Large Eddy
Simulation models, and is derived by adding a linear time regularization term χu⋆ to the Navier–Stokes
Equations. The time relaxation operator truncates small solution scales by injecting an extra dissipation
to a simulation, without altering appreciably the solution’s large scales. Herein to evaluate the effect of
the time regularization term on a simulation, the rate of energy dissipation of the model in body-force-
driven turbulence is studied. Our result, which agrees with Kolmogorov’s conventional turbulence theory, is
also consistent with the rate proven for the NSE. Moreover, employing the model requires a choice of the
coefficient χ. It is known that the model’s simulation is sensitive to the parameter. The analysis motivates
a range of possible values for the coefficient χ in 3d turbulent flows away from walls.
1. Introduction
A distinctive feature of turbulent flows is the emergence of complicated chaotic structures involving a
wide range of length scales. Based on K-41 theory for a 3D turbulence, [12] and [20], capturing all these
scales typically requires O(Re 94 ) mesh points in space per time step for a direct numerical simulation of
the Navier–Stokes equations (χ = 0 in (1.1)). Such calculations are infeasible for practical problems at
even modest Reynolds number. On the other hand, using a coarse discretization ≃ O(δ) can lead to the
non-physical temporal growth of the fluctuations due to neglecting the dissipation that occurs at very small
scales (smaller than the typical coarse mesh). To relax these difficult discretization requirements, several
numerical regularization techniques have been developed for simulations. Time relaxation models (TRM),
which were introduced by Stolz, Adam and Kleiser in [31] and [32], are a novel class of regularization of
the Navier–Stokes equations (NSE). The model is accomplished by adding a time relaxation operator, as a
numerical regularization, to the momentum equation of the NSE,
(1.1) ut +∇ · (u ⊗ u)− ν∆u+ χu⋆ +∇p = f(x),
where u represents the fluid velocity, p is the pressure, ν is kinematic viscosity, and f accounts for external
forcing. In (1.1) u⋆ is a generalized fluctuation over length scales less than O(δ), and χ > 0 is the scaling
parameter which has the units [time]−1. Broadly speaking, χu⋆ is intended to strongly damp the non-physical
unresolved fluctuations < O(δ), without altering appreciably the solution’s large scales ≥ O(δ). Numerical
experience with the model also indicates a significant improvement over classical subgrid scale models with
a lower computational cost (e.g. [10], [31] and [32]).
On the other hand, turbulence models seek to predict flow statistics (long time averages) instead of
individual trajectories ([15], [27] and [33]). Indeed, much of the classical turbulence theories, such as the
famous Kolmogorov’s conventional turbulence theory, are presented in the statistical forms ([11] and [12]).
One quantity of great interest in applications and importance in the study of the statistical properties for
turbulent flows (in the sense of J. Leray) is the time averaged energy dissipation rate [20]. In this paper, we
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consider the Time Relaxation Model to calculate statistics of the energy dissipation rate of the large eddies
in the turbulent fluid in 3D in the absence of boundaries.
1.1. Related Works. The energy dissipation rate is a fundamental statistic in experimental and theoretical
studies of turbulence ([12] and [20]). Recently, there has been significant progress in deriving bounds on the
time-averaged energy dissipation rate for turbulent flows for incompressible homogeneous Newtonian fluids.
Upper bounds at every instant of time yield estimates on the small length scales in the solutions (Wang [34]).
Kolmogrov first argued that at large Reynolds number, the energy dissipation rate per unit volume should
be independent of the kinematic viscosity. Based on the concept of the energy cascade, and by a dimensional
consideration, the energy dissipation rate per unit volume must take the form constant times U
3
L
(Frisch
[12]), where U and L are global velocity and length scales.
Doering and Constantin [6] first established a rigorous upper bound for the time averaged energy dissipation
rate for shear flows directly from the NSE. Similar estimations have been proven by Marchiano [28], Wang
[35] and Kerswell [17] in more generality. The result of Doering and Constantin has been also generalized to
other turbulence models in LES by Pakzad [18] and Layton [22]. The effect of the mesh size on turbulence
statistics was studied in [19] for discretized flow equations.
In non-equilibrium steady state the rate of energy dissipation must be balanced by the rate of work done
by external forces to the system (Doering and Gibbon [7]). For body-force-driven steady-state turbulence
Doering and Foias [8] delineated bounds on the bulk rate of energy dissipation directly from the NSE,
〈ε〉 ≤ (1 +Re−1)U
3
L
.
Their result has been extended to other turbulence models and regularizations in [5], [23] and [26].
On the other hand, a model’s performance depends on the choices for non-physical quantities like the
relaxation coefficient. It has been observed that the perfromance is sensitive to the parameter [29]. In [4]
optimizing the error in discrete deconvolution suggests the scaling χ ≃ δ−2. After developing a similarity
theory for the Time Relaxation model following the K − 41 theory of the Navier-Stokes equations, Layton
and Neda [25] proposed scaling χ ≃ δ− 23 by combining a mix of physical insight, mathematical analysis and
dimensional analysis.
We begin in Section 2 where we briefly introduce basic notations and preliminaries, and give a precise
definition of the averaging operator and the higher-order approximate deconvolution that are used to define
the generalized fluctuation u⋆. Section 3 gives the analysis calculating the energy dissipation of the model,
and the major results are proven. We propose, based on an analysis of the energy dissipation, a narrowing of
the commonly accepted ranges of parameter χ; results are summarized below. Section 4 collects conclusions
and open problems.
1.2. Summary of Results. For body force driven turbulence, we prove the following bounds on the time-
averaged energy dissipation rate 〈ε〉 directly from the model,
〈ε〉 ≤
(
2 +Re−1 + χδ
2
UL
)
U3
L
,
where U,L are global velocity and length scales, respectively, and δ is the large eddy simulation filter radius.
In this estimate 〈ε〉 balances the energy input rate, U3
L
. This estimate is also consistent as Re→∞, δ → 0,
and χ → 0 with both phenomenology, e.g., [12], [20] and [21], and the rate proven for the Navier-Stokes
equations in [6], [8], [28] and [35]. On the other hand, the upper bound being independent of the viscosity at
high Reynolds number is in accord with the Kolmogrov’s conventional turbulence theory.
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This estimate gives insight into χ by asking model’s dissipation, χδ
2
UL
, be comparable to the pumping rate
of energy to small scales by the nonlinearity, 2 U
3
L
, and to the correction to the asymptotic, Re → ∞, rate
due to energy dissipation in the inertial range, Re−1 U3
L
. The comparison suggests the following range for χ,
Re−1 UL
δ2
≤ χ ≤ 2 UL
δ2
mesh independent case.
In large eddy simulation (LES) the smallest scale available is h, when the model is solved on a spacial
mesh with mesh-width h. On the other hand, Kolmogorov dissipation micro-scale, which determines the
size of the smallest persistent solution scales, is Re− 34 L. Hence, one can estimate h ≃ Re− 34 L. Morover,
the scale δ is in general chosen to be of the order of the mesh size h in a practical computation. In other
words, success for a turbulence simulation minimally requires that δ = h = Re− 34 L. Therefore the following
estimate of mesh dependence case can be derived,
U
L
(
L
h
)
2
3 ≤ χ ≤ 2U
L
(
L
h
)2 mesh dependent case.
Note that in both cases χ→∞ as δ and h→ 0 which is consistent with results shown in [25].
2. Preliminaries
This section is devoted to standard definitions and notations. We restrict ourselves to what we need for our
usage and we skip proofs and technical details. Throughout this article, the L2(Ω) norm and inner product
will be denoted by ‖ · ‖ and (·, ·). Likewise, the Lp(Ω) norms are denoted by ‖ · ‖p. ∇u is the gradient tensor,
(∇u)ij = ∂uj∂xi , for i, j = 1, 2, 3.
2.1. Differential Filter and LES. In any turbulent flow, it is expected that large scales of motion contain
the bulk of a flow’s kinetic energy, and account for most of the momentum transport [20]. Large Eddy
Simulations (LES) aim to compute only large flow structures (larger than the filter width δ). This can be
accomplished by removing the small flow scales from the solution by a spatial low-pass filtering. Accordingly,
the mean effects of these small scales’ random character on the large eddies has to be modeled. To introduce
any LES model (the time relaxation model here), a local spacial averaging operator associated with a length-
scale δ must be selected, and many are possible. These are well documented in the literature, e.g., [2] and
[16]. We chose a continuous differential filter, Germano [13], as the follows.
Given an L−periodic φ(x) ∈ L2(Ω) and a filtering redius of δ > 0, its average φ is the unique L− periodic
solution of the PDE,
−δ2△φ+φ = φ in Ω,
φ = φ on ∂Ω.
(2.1)
The filter size δ is in general chosen to be of the order of the mesh size h in a practical computation [2]. This
filtering operation is often denoted φ = Gφ where G = (I − δ2△)−1. It is important in many applications to
obtain the unfiltered solution from the filtered solution. However, the filter is non-regular because its inverse is
unbounded [30], an approximate inverse can be obtained. From here, the basic problem is: given φ find useful
approximations of φ. Stolz and Adams in [30] proposed a method (ADM) based on a repeated application of
the filter to approximately deconvolve the filtered solution and they applied this model successfully for the
LES.
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2.2. Approximate de-convolution Model. The de-convolution problem becomes,
Given φ, solve Gφ = φ for φ.
It is central in both image processing [1] and turbulence modeling in large eddy simulation [14]. G is not
invertible or at least not stably invertible due to small divisor problems. Thus, this de-convolution problem
is ill posed. Hence finding an appropriate approximation becomes needful for the applications.
The van Cittert algorithm, was first used for image reconstruction by van Cittert in 1931, is a well-known
procedure in regularizing ill-posed problems. Consider a filter G and a filtered function φ. Assign φ0 = φ,
then for n = 0, 1, 2, ..., N − 1 perform the following fixed-point iteration,
φn+1 = φn + {φ−Gφn}.
This is the first order Richardson iteration for the operator equationGφ = φ involving a possibly noninvertible
operator G. For each N = 0, 1, ..., the algorithm computes an approximate solution φN to the above de-
convolution equation by N steps of a fixed-point iteration. Since the de-convolution problem is ill posed,
convergence as N →∞ is not expected.
Definition 2.1. The Nth van Cittert approximate deconvolution operator GN : L
2(Ω) → L2(Ω) is defined
as,
GN (φ) := φN .
We then can rewrite,
GNGφ = φN .
The algorithm can be simplified to obtain an explicit formula for the Nth de-convolution operator GN ,
GNφ =
N∑
n=0
(I −G)nφ.
The (bounded) operator GN is an approximation to the (unbounded) inverse of the filter G in the following
sense, GN ≃ G−1.
Lemma 2.1. (Error in approximate de-convolution) For any φ ∈ L2(Ω),
φ−GNφ =
(
(−1)N+1∆N+1δ2N+2)GN+1φ
= O(δ2N+2) as δ → 0.
(2.2)
Proof. See [2]. 
2.3. Time Relaxation Model. Time Relaxation Models (2.3) were introduced by Stolz, Adams and Kleiser
in [31] and [32]. The model’s solutions u(x, t) are intended to approximate the true flow averages. Accord-
ingly, the effect of nonrepresented scales is modeled by a relaxation regularization involving a repeated filter
operation GN and a dynamically estimated relaxation parameter χ. Considering an incompressible flow in a
periodic box Ω = (0, ℓ)3, the resulting models are given by:
ut + u · ∇u− ν∆u+∇p+ χ(u −GNu) = f(x) and ∇ · u = 0 in Ω,
u(x, 0) = u0(x) in Ω,
(2.3)
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periodic boundary conditions are imposed,
(2.4) u(x+ ℓej, t) = u(x, t) for any j = 1, 2, 3,
the data u0(x) and f(x) are smooth, ℓ -periodic and divergence free. We restrict attention to mean-zero
body forces and initial conditions so the velocity remains mean-zero for all t > 0,
∇ · f = 0 and ∇ · u0 = 0,∫
Ω
κ dx = 0 for any κ = u, u0, f, p.
(2.5)
Existence, uniqueness and regularity of strong solutions are described in [3] and [25]. The term u −GNu =
(I − GNG)u was devised to inject extra energy dissipation to the computed solution of the unregularized
NSE, and derive fluctuations below O(δ) to zero exponentially fast as t→∞ without altering the dominant
scales > O(δ). It is shown in [25] that the fluctuations below O(δ) must → 0 in L2(Ω× (0, T )) as χ→∞.
The convergence of the Finite Element discretization of the TRM is presented in [10] along with a numerical
study which shows that the time relaxation term does not alter shock speeds in the inviscid compressible case.
A better performance of the TRM is reported in the study of the flow past a full step problem in [9] and [10].
The model also performed extremely well in a posteriori tests for incompressible channel flow [32]. Adams
et al. have performed extensive computational tests of the time relaxation model on the compressible flows
with shocks in [31], and on the compressible decaying isotropic turbulence in [30]. A significant improvement
over established subgrid scale models are reported in all of these works.
2.4. Energy Estimates. To start a standard energy calculation, multiply (2.3) by u, integrate over the
domain Ω and then integrate with respect to time from 0 to t. We have the following proposition on the
existence and uniqueness of the weak and strong solutions.
Proposition 2.2. Let u0 ∈ L20(Ω), f ∈ L2(Ω×(0, T )) and
∫
Ω f dx = 0. There exists a weak solution to (2.3).
The solution is unique if it is additionally a strong solution. Moreover, if u is a strong solution it satisfies
the energy equality:
(2.6)
1
2
‖u(t)‖2 +
∫ t
0
∫
Ω
ν|∇u|2 + χ(u−GNu) · u dx dt′ = 1
2
‖u0‖2 +
∫ t
0
∫
Ω
f · u dx dt′.
Proof. See [25]. 
Remark 2.3. Weak solutions satisfies the energy inequality which ′′ =′′ replaced by ′′ ≤′′ in (2.6).
Since the operator (I − GNG) is Hermition and symmetric Positive Definite [32], the relaxation term is
purely dissipative. Consider the operator B : L2(Ω)→ L2(Ω) satisfying:
(2.7) B2φ := δ−(2N+2)(I −GNG)φ = δ−(2N+2)(φ−GNφ).
Hence B = δ−(N+1)
√
(I −GNG) is well-defined, positive and bounded. Moreover we have,
(2.8) (φ−GNφ, φ) = δ2N+2(Bφ,Bφ) = δ2N+2‖Bφ‖2.
Because I − GNG is a positive definite operator, considering the energy equality (2.6), the model’s re-
laxation term χ(u−GNu) extracts energy from resolved scales and dissipate through time scales of motion.
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Thus the model energy dissipation rate (per unit volume) includes dissipation due to the viscous forces and
the model’s diffusion which is given by,
ε = ε0 + εM ,
where,
ε0 :=
1
|Ω|
∫
Ω
ν|∇u|2 = 1|Ω| ν‖∇u‖
2,
and,
εM :=
1
|Ω|
∫
Ω
χ(u −GNu) · u = 1|Ω| χ δ
2N+2 ‖Bu‖2.
We will consider time-averaged quantity using the notation,
〈ψ(·)〉 := lim sup
T→∞
1
T
∫ T
0
ψ(t) dt.
Thus the time-averaged energy dissipation rate for (2.3) is,
〈ε〉 = lim sup
T→∞
1
|Ω|
1
T
∫ T
0
ν‖∇u‖2 + χ δ2N+2 ‖Bu‖2 dt.
Remark 2.4. Using Poincare’s inequality, together with the Cauchy–Schwarz and Gro¨nwall’s inequalities in
(2.6) imply that the kinetic energy is uniformly bounded in time,
sup
t∈(0,∞)
‖u(t)‖2 ≤ C (data) <∞,
and it follows that,
1
T
∫ T
0
ε(u) dt ≤ C (data) <∞,
which means 〈ε(u)〉 is well-defined.
2.5. Dimensionless Numbers. To study the time relaxation model precisely, it is critical to find the model’s
equivalent of the large scales’ Reynolds number of the Navier-Stokes equations. The Reynolds number for
the Navier-Stokes equations is the ratio of non-linearity (inertia) to viscous (friction) terms action on the
largest scales,
Re ≃ |u · ∇u||ν∆u| ≃
U U
L
ν U
L2
=
UL
ν
.
The ratio of non-linearity to dissipative effects should be the analogous quantity. Since the time relaxation
term acts to dissipate energy, the new quantity should correspond to,
RN ≃ |u · ∇u||χ(u−GNu)| .
Proceeding analogously, Layton and Neda [25] proposed the following dimensionless parameter for the model.
This derivation is under the assumption that viscous dissipation is negligible compared to dissipation due to
time relaxation. Using Lemma 2.1 and the fact that for large scales ( δ
L
)2 ≪ 1, we have,
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RN ≃ |u · ∇u||χ(u−GNu)| =
|u · ∇u|
|χ(I − [−δ2∆+ I]−1)N+1u|
=
|u · ∇u|
|χδ2N+2∆N+1[−δ2∆+ I]−(N+1)u|
≃ U
U
L
χδ2N+2( 1
L2
)N+1[ δ
2
L2
+ 1]−(N+1)U
≃ UL
2N+1
χ δ2N+2
.
(2.9)
Definition 2.2. The dimensionless time relaxation parameter RN for the time relaxation model (2.3) is,
RN :=
UL2N+1
χ δ2N+2
.
3. Energy dissipation rate estimates
With |Ω| the volume of the flow domain, the scale of the body force, large scale velocity, and length,
F,U, L, are defined as,
F := 〈 1|Ω| ‖f‖
2〉 12 ,
U := 〈 1|Ω| ‖u‖
2〉 12 ,
L := min
{|Ω| 13 , F〈 1|Ω|‖∇f‖2〉 12 ,
F
‖∇f‖L∞(0,T ;L∞(Ω))
,
F
1
N+1
〈 1|Ω|‖Bf‖2〉
1
2N+2
}
.
(3.1)
One can show that U, F and L have units of [length × time−1], [mass × length × time−2] and [length]
respectively for fixed N . For example, recalling (2.7), we have
|Bf |2 = |δ−2N−2(I −GNG)f2| = |δ−2N−2 δ2N+2 1
L2N+2
(
δ2
L2
+ 1)−(N+1)F 2|,
since δ
2
L2
≪ 1 for the large scales, then ( δ2
L2
+ 1) is O(1). From here, it is easy to see that 〈 1|Ω|‖Bf‖2〉
1
2N+2
has the same units as F
1
N+1 L−1, which shows that the fourth element of the length scale has units of length.
Therefore L has units of length and satisfies,
〈 1|Ω| ‖∇f‖
2〉 12 ≤ F
L
,
‖∇f‖L∞(0,T ;L∞(Ω)) ≤
F
L
,
〈 1|Ω| ‖Bf‖
2〉 12 ≤ F
LN+1
.
(3.2)
Theorem 3.1. Let u(x, t) be a mean-zero solution of the Time Relaxation Model (2.3) with the periodic
boundary conditions (2.4) and the data conditions (2.5). Then the time averaged energy dissipation rate per
unit mass satisfies,
〈ε(u)〉 ≤
(
2 +
1
Re +
1
RN
)
U3
L
,
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where U and L are defined in (3.1) and RN is defined by,
RN =
UL2N+1
χ δ2N+2
.
Proof. The proof is a synthesis of the model’s energy balance (2.6) , the breakthrough arguments of Doering
and Foias [8] from the NSE case with careful treatment of the time relaxation term. Considering ‖u(t)‖2
being bounded in time, average (2.6) over [0, T ], applying the Cauchy-Schwarz inequality in time yields,
1
T
∫ T
0
εdt = O( 1
T
) +
1
T
1
|Ω|
∫ T
0
(f, u(t))dt
≤ O( 1
T
) + (
1
|Ω|
1
T
∫ T
0
‖f‖2dt) 12 ( 1|Ω|
1
T
∫ T
0
‖u‖2dt) 12 .
(3.3)
Taking the limit superior, which exists (Remark 2.4), as T →∞ we obtain,
(3.4) 〈ε〉 ≤ U F.
Next, multiply the time relaxation model (2.3) by f , integrate over Ω and integrate by parts as appropriate.
Then take the time average to obtain,
(3.5) 〈 1|Ω| ‖f‖
2〉 = 1|Ω| 〈 (ut, f) + ν(∇u,∇f) + (u⊗ u,∇f) + (χ(u−GNu), f) 〉.
First note that the time average of the time derivative vanishes as T → ∞. The second and third terms
on the right hand side are bounded using the Cauchy-Schwarz-Young inequality and (3.2) by,
(3.6) | 1
T
∫ T
0
1
|Ω| (u ⊗ u,∇f) dt| ≤ ‖∇f‖L∞
1
T
∫ T
0
1
|Ω| ‖u‖
2 dt ≤ F
L
U2 as T →∞.
And,
| 1
T
∫ T
0
ν
|Ω| (∇u.∇f) dt| ≤
( 1
|Ω|
1
T
∫ T
0
ν2‖∇u‖2 dt) 12 ( 1|Ω|
1
T
∫ T
0
‖∇f‖2 dt) 12
≤ 〈ε0〉 12 ν 12 F
L
as T →∞
= F
[〈ε0〉 12
U
1
2
U
1
2 ν
1
2
L
]
≤ F [1
2
〈ε0〉
U
+
1
2
U ν
L2
]
.
(3.7)
Next, considering B being a self-adjoint operator, we use the Cauchy-Schwarz and Young’s inequality with
(3.2) to see,
1
|Ω|
1
T
∫ T
0
(χ(u−GNu), f) dt ≤ 1|Ω|
1
T
∫ T
0
χδ2N+2 ‖Bu‖‖Bf‖ dt
≤ ( 1|Ω|
1
T
∫ T
0
χδ2N+2‖Bu‖2 dt) 12 ( 1|Ω|
1
T
∫ T
0
‖Bf‖2 dt) 12 χ 12 δN+1.
(3.8)
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Inserting multipliers of 1√
U
and
√
U in the two terms and taking the limit superior as T →∞, we have,
〈 (χ(u −GNu), f) 〉 ≤ 〈εM 〉
1
2√
U
F
LN+1
χ
1
2 δN+1
√
U
≤ F [1
2
〈εM 〉
U
+
1
2
U χ
δ2N+2
L2N+2
]
.
(3.9)
Combining the identity from (3.5) with the estimates in (3.6), (3.7) and (3.9),
(3.10) F ≤ U
2
L
+
1
2
〈ε〉
U
+
1
2
Uν
L2
+
1
2
χU
δ2N+2
L2N+2
.
Finally, using the above estimate on (3.4), we obtain,
〈ε〉 ≤ U
3
L
+
1
2
〈ε〉+ 1
2
U2ν
L2
+
1
2
χU2
δ2N+2
L2N+2
.
Thus, recalling Definition 2.2, as claimed,
〈ε〉 ≤ 2 U
3
L
+
1
Re
U3
L
+
1
RN
U3
L
.

Corollary 3.2. Tracking back the analysis, it can be seen that the nonlinearity pumps energy to small scales,
2 U
3
L
, and the rate of the dissipation due to the viscosity is Re−1 U3
L
. From here, χ can be estimated by
comparing the model’s rate of dissipation RN
−1 U3
L
to the above rates. The comparison yields,
(3.11) Re−1 U
L
(
L
δ
)2N+2 ≤ χ ≤ 2 U
L
(
L
δ
)2N+2,
for fixed N . In Large Eddy Simulation, the filter size δ is mostly chosen to be of the order of the mesh size
h which is the smallest available scale. On the other hand, smallest scales in turbulent flow can be computed
by the Kolmogorov microscale Re− 34 L. Thus, success for a turbulence simulation minimally requires that
δ ≃ h ≃ Re− 34 L, and this leads to the following estimation on χ for mesh dependence case,
(3.12)
U
L
(
L
h
)2N+
10
3 ≤ χ ≤ 2 U
L
(
L
h
)2N+2.
4. Conclusion
In this paper, we delineated time averaged energy dissipation rate for the Time Relaxation Model for 3d
turbulence in a box driven by a persistent body force with periodic boundary conditions. Motivated by the
analysis, a narrowing of the commonly accepted ranges of the parameter is proposed. The analysis does not
apply to 2d flows, laminar flows, turbulence generated by shear flows, and decaying turbulence. These cases
are interesting open problems.
Turbulence models, like the Time Relaxation model here, are introduced to account for sub-mesh scale
effects, when solving fluid flow problems numerically on an under-resolved spatial mesh size h. Therefore, it
is necessary to calculate the energy dissipation in the turbulence model discretized on a coarse mesh, see e.g.
[19]. Answering this question could lead to a narrowing of the range of the parameter χ in (3.12). In typical
discretizations the conservation of mass is only weakly enforced, leading to discrete solutions uh which have
∇ ·uh 6= 0. This leads to a second nonlinear term − 12 (∇ ·uh)uh. The parameter χ then might affect the rate
at which − 12 (∇ · uh)uh pumps energy to smaller scales.
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