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ABSTRACT
Penalized B-splines, or P-splines, are a semiparametric method that can be used to
estimate models with one or two variables and have become quite popular since they first
appeared in Eilers and Marx (1996). In this dissertation, two interesting problems are
investigated in the areas of crop insurance and observational studies with complex surveys
using univariate and bivariate P-spline methods. Premium rates of yield insurance given
by the US Department of Agriculture’s Risk Management Agency are investigated to see if
they are actuarially fair by comparing an estimated conditional yield density using premium
data with the conditional yield density estimated using yields. A procedure is developed
to estimate the conditional yield density using premium data through estimating partial
derivatives of the premium rate function based on the penalized bivariate tensor product
B-splines (BTPB). Xiao et al. (2012) is extended to study the asymptotic properties of
partial derivatives of a penalized BTPB estimator and provide a variance estimator. The
validity of the conditional yield density estimator using premium data and the variance
estimation is demonstrated through simulation studies. The procedure is also applied to a
crop insurance data set from Iowa to examine the actuarial fairness of the premium rates.
On average, premium rates are close to our estimates and this is true for each coverage
level. However, premiums for low productivity land are generally too low while those for
high productivity land are generally too high. Even after subsidies, premiums for the more
productive land are generally substantially higher than what they should be. A generalized
method moments (GMM) estimator is considered to estimate treatment effects defined
through estimation equations using an observational data set from a complex survey. It is
demonstrated that the proposed estimator, which incorporates both sampling probabilities
and semiparametrically estimated self-selection probabilities, gives consistent estimates of
xv
treatment effects. The asymptotic normality of the proposed estimator is established in
the finite population framework, and its variance estimation is discussed. In simulations,
our proposed estimator and its variance estimator based on the asymptotic distribution are
evaluated. This method is then used to estimate the effects of different choices of health
insurance types on health care spending using data from the Chinese General Social Survey.
The results from the simulations and the empirical study show that ignoring the sampling
design weights might lead to misleading conclusions.
1CHAPTER 1. INTRODUCTION
Regression analysis is the statistical technique used to predict a continuous dependent
variable from a number of independent variables. While this seems straight forward, there
are many different types of regression models that could be used. Theses types of regression
models can be categorized into three main groupings, parametric regression, nonparametric
regression, and semiparametric regression.
Linear models, generalized linear models, and nonlinear models are examples of para-
metric regression models, because the function that describes the relationship between the
response and explanatory variables is known. However, they are often not flexible enough for
describing the data at hand. With the development of computer technology and statistical
software, nonparametric regression, has received more attention and recognition. Nonpara-
metric regression differs from parametric regression in that the shape of the functional
relationships between the response and the explanatory variables are not predetermined
and can be adjusted to capture unusual or unexpected features of the data. The mean of a
response is modeled as a smooth, but otherwise unspecified function of covariates. However,
these nonparametric models tend to be sensitive to outliers and have low efficiency.
Semiparametric regression methods combine parametric and nonparametric models.
They are used in situations where the fully nonparametric model may not perform well
because of sensitivity to outliers or when a parametric model is known but the distribution
of the errors is not known. This set up can be of substantial value when working with
complex scientific problems. Semiparametric regression models reduce complex data sets
to understandable summaries which when properly applied, aid in sound decision-making.
They are able to retain important features of the data while discarding unimportant details.
2Since semiparametric models contain a parametric component, they rely on parametric as-
sumptions and may be misspecified and inconsistent, just like a fully parametric model.
One type of semiparametric regression model is the penalized B-spline, or P-spline.
P-splines have three properties that make them popular semiparametric models.
i) The basis and the penalty are sparse allowing for efficient computation.
ii) The order of the B-spline basis and penalty are independent of each other making it
possible to fine tune the mean structure without having to worry about overfitting the
model.
iii) P-splines use a regression model with clearly defined coefficients making it possible to
compute informative properties of the model through regression theory.
Additional development and discussion of P-splines will take place in Chapter 2.
In this dissertation, two interesting problems are investigated in the areas of crop insur-
ance and observational studies with complex surveys using univariate and bivariate P-spline
methods. Chapter 3 investigates if the premium rates of yield insurance given by the US
Department of Agriculture’s Risk Management Agency (RMA) are actuarially fair by com-
paring an estimated conditional yield density using premium data with the conditional yield
density estimated using yields. A procedure to estimate the conditional yield density using
premium data through estimating partial derivatives of the premium rate function based on
the penalized bivariate tensor product B-splines (BTPB) is developed. Then the asymptotic
distribution of general partial derivatives estimators of the penalized BTPB is derived in
order to establish a variance estimator. The performance of this conditional yield density
estimator and its variance estimator is verified using premium data an through simulation
studies. This procedure is then applied to a crop insurance data set from Webster County,
Iowa to examine the actuarial fairness of the premium rates.
Chapter 4 considers a generalized method moments (GMM) estimator to estimate treat-
ment effects defined through estimation equations using an observational data set from a
3complex survey. The proposed estimator incorporates both sampling probabilities from
survey weights and semiparametrically estimated self-selection probabilities. The semi-
parametric method used is a univariate P-spline. The asymptotic normality of the proposed
estimator is established in the finite population framework, and its variance estimation is
discussed. In simulations, it is then shown that the proposed estimator and its variance es-
timator based on the asymptotic distribution gives consistent estimates of treatment effects.
The method is then used to estimate the effects of different choices of health insurance types
on health care spending using data from the Chinese General Social Survey. This analysis
shows that ignoring the sampling design weights might lead to misleading conclusions.
The research in Chapter 3 has contributed to both theoretic and practical areas of
study. In particular, this work has helped the development of a central limit theorem
and a variance estimator for any partial derivative of penalized bivariate tensor product
B-splines. It has also helped shed light into how well government subsidies are performing,
in one county at least, and leads to a framework that could be used to evaluate subsidies
for all agricultural counties in the United States. The research in Chapter 4 shows that
the use of semiparametric methods in observational studies for complex survey statistics
provides a robust way to handle misspecification of selection probabilities. Through the
use of simulation studies, the danger of ignoring survey weights in observational data when
using inverse probability weighted estimators is observed and show how biased results can
occur under certain conditions.
This dissertation is organized as follows. Chapter 2 gives a history of P-splines. Chapter
3 discusses penalized BTPB and its application to crop insurance. The use of semipara-
metric methods in observational studies for complex survey statistics is covered in Chapter
4. Chapter 5 summarizes the results in this dissertation. Appendix A contains in depth
proofs for Chapter 3. In depth proofs for Chapter 4 are provided in Appendix B.
4CHAPTER 2. A HISTORY OF P-SPLINES
2.1 Introduction
Penalized B-splines are a semiparametric method that can be used to estimate models
with one or two variables and have become quite popular since they first appeared in Eilers
and Marx (1996). Because it is based on regression, the combination of a B-spline basis
and a simple difference penalty lends itself well to a variety of generalizations (Eilers et al.,
2015). P-splines allow for the use of a variety of additive smooth structure components,
as well as allowing multiple extensions. These include penalized Bivariate Tensor Product
B-splines (BTPB) which are used for modeling two-dimensional surfaces.
A look at the history of P-splines from their initial proposal up through the asymptotic
theory of penalized BTPB is an informative and interesting way of understanding how
these splines evolved over time and what development lies ahead. The rest of this chapter is
organized as follows. In Section 2.2 we discuss the development of the two types of splines
that have helped lead to the development of P-splines, Be´zier curves and B-splines. The
addition of the penalty term to the B-spline in order to create the P-spline is reviewed
in section 2.3. Section 2.4 covers the bivariate framework. Section 2.5 discusses P-splines
extensions and applications that are potential areas of research.
2.2 Precursors to P-splines
Before computers, designs were drawn by hand on paper with various drafting tools,
such as rulers, compasses, and protractors. But many shapes, such as that of a ship’s bow,
could not be drawn with these tools. Such shapes often needed to be drawn life-size and
could not be drawn free hand. Such life size drawings were done with the help of flexible
strips of wood, called splines. The splines were held in place at a number of predetermined
5points, called ducks; between the ducks, the elasticity of the spline material caused the
strip to take the shape that minimized the energy of bending, thus creating the smoothest
possible shape that fit the constraints. The shape could be tweaked by moving the ducks
(Schneider, 1996).
Figure 2.1 A duck and spline set.
westlawn5554X (2006)
Spline techniques in mathematics and software borrow from these ideas to form desired
shapes thus giving them the name spline. A spline is a smooth polynomial function that
is piecewise defined and possesses a high degree of smoothness at the places where the
polynomial pieces connect. These places are known as knots instead of ducks (Schneider,
1996).
P-splines are descendants of Be´zier curves and Basis splines, or B-splines. These three
types of splines have three major advantages (Shene, 2014):
1. A predetermined set of control points where the spline curve generally follows the
trend of these control points.
62. Geometric and numerically stable algorithms for finding points on the curve without
knowing the equation of the curve.
3. Easy transitions from one dimensional curves to two dimensional surfaces since the
methodology for curves applies directly to surfaces.
Be´zier curves were discovered simultaneously by de Casteljau (1959) and Be´zier (1968)
and will be briefly discussed in section 2.2.1. Basis splines, or B-splines, were studied
by Lobachevsky (1902), but a modern version, which made calculation more efficient for
computers, was developed by De Boor (1976) and are discussed in section 2.2.2
2.2.1 Be´zier curves
Be´zier curves are special cases of B-splines. They are parametric approximations that
use the Bernstein polynomials as a basis. A Be´zier curve of degree d is defined as
r(x) =
d∑
ν=0
bνbν,d(x), 0 ≤ x ≤ 1.
where bν are the control points and bν,d(x) is the d+1 Bernstein basis polynomials of degree
d defined as (Patrikalakis et al., 2009)
bν,d(x) =
(
d
ν
)
xν (1− x)d−ν , ν = 0, . . . , d.
Lines drawn between consecutive control points of the curve form the control polygon.
Unlike B-splines which pass through all control points, or knots, Be´zier curves only pass
through the first and last control points and are the endpoints of the fitted curve. Some
nice properties Be´zier curves have are as follows (Patrikalakis et al., 2009).
7Figure 2.2 Example of a control polygon.
• Geometry invariance property: Be´zier curves are invariant under translation and ro-
tation of its control points.
• Convex hull property: For any two points in the Be´zier curve, the line segment con-
necting these two points is contained within the domain.
Figure 2.3 Example of a Convex Hall.
• Variation diminishing property: The number of intersection of a straight line with the
Be´zier curves is no greater than the number of intersection of the line with the control
polynomial.
Figure 2.4 Example of the variance diminishing property of Be´zier curves.
8• Symmetry property: ∑dν=0 bνbν,d(x) = ∑dν=0 b∗d−νbν,d(1− x) where bν = b∗d−ν .
There are two major problems with Be´zier curves. The first is that Be´zier curves are
C1 smooth functions, so they can only be differentiated once. The second major problem
with Be´zier curves is the lack of local control over the curve. This means that getting the
correct shape of the curve is difficult because changing a single control point in a Be´zier
curve will affect the entire curve (Shene, 2014).
2.2.2 B-splines
B-spline curves require more information, such as the degree of the curve and a knot
vector, as well as more complex theory than Be´zier curves. However, the advantages gained
tend to be worth the additional information required. The advantages B-splines have over
Be´zier curves are (Shene, 2014):
• a B-spline curve can be a Be´zier curve.
• B-spline curves satisfy all important properties that Be´zier curves have.
• B-spline curves provide more control flexibility than Be´zier curves can do. So the
degree of a B-spline curve is not dependent on the number of control points.
• B-splines can have lower degree curves and still maintain a large number of control
points.
• Control points can be moved without changing the shape of the whole curve, this
means that the B-spline approximation at a point x only depends on data values near
x.
• Each B-spline basis function is non-zero on only a few adjacent subintervals resulting
in the B-spline functions being a local approximation method.
A B-spline approximates functions using piecewise polynomials. The Weierstrass The-
orem (Weierstrass, 1885) states that there is always a polynomial arbitrarily close to any
9continuous function. However the degree of this polynomial could be very large, so in order
to lower the degree of the polynomial, multiple polynomials are used with each polynomial
estimating only a small segment of the function to be approximated. These polynomial
are connected at the knots in such a way that they achieve certain smoothness criteria,
specifically so that the approximation function has Cd smoothness where d is the degree of
the piecewise polynomials. This implies that the function is d-times differentiable.
Let K be the number of knots within a closed interval and d be the degree of the B-
spline. Define κk as the location of the k-th knot, k = (−d, . . . ,K + d + 1). The B-spline
basis is defined recursively as:
For s = 0 :
Bk,0(x) =
 1 if κk−1 ≤ x < κk0 otherwise
For s = 1, 2, · · · , d:
Bk,s(x) =
x− κk−1
κk+s−1 − κk−1Bk,s−1(x) +
κk+s − x
κk+s − κkBk+1,s−1(x). (2.1)
Figure 2.5 provides an illustration of a single B-spline of degree 1. A single B-spline
of one degree consists of two linear pieces, centered at κk and spans three total knots.
Figure 2.6 provides an illustration of a single B-spline of degree 3. The single B-spline
of three degrees consists of four cubic pieces, centered at κk+1 and spans five knots. At
the three locations where the cubic pieces meet, not only are the first derivatives of the
two pieces equal, but the second derivatives are as well, meaning that the base has C3
smoothness. Figure 2.7 provides an illustration of several B-splines of degree three within
a knot sequence. Some general properties of a B-spline of degree d are:
• consists of d+ 1 polynomial pieces of degree d.
• the polynomial pieces join at d inner knots.
• derivatives up to order d− 1 are continuous.
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• are positive on a domain spanned by d+ 1 knots.
Figure 2.5 A single B-spline of degree 1.
Figure 2.6 A single B-spline of degree 3.
11
Figure 2.7 B splines of degree 3 along a knot sequence.
The final form of the curve created by a B-spline of degree d is given by
C(x) =
I∑
i=1
aiBi,d(x).
where I = K + d + 1 is the total number of B-spline basis being used. The control points
of the B-spline curve are represented by ai.
When interpolating data, the curve is estimated using least squares to find the optimum
values of the control points. Using yj as the observed data, the objective function to be
minimized is:
aˆi = argmin
ai
n∑
j=1
{
yj −
I∑
i=1
aiBi,d(xj)
}2
,
which results in the fitted B-spline curve to be given as:
cˆ(x) =
I∑
i=1
aˆiBi,d(x).
Due to the structure of B-splines, the derivative of a d degree B-spline is a B-spline of degree
d − 1. Besides the change in degree, the control point values, ai, also change. De Boor
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(1978) developed a formula for the derivatives of B-splines given by:
C ′(x) =
( I∑
i=1
aiBi,d−1(x)−
I∑
i=1
ai+1Bi+1,d−1(x)
)
/h
=−
( I∑
i=1
∆ai+1Bi,d−1(x)
)
/h,
where ∆ai = ai − ai−1 and h is the distance between knots.
This means the second derivative is given by:
C ′′(x) = −
( I∑
i=1
∆2aiBi,d−2(x)
)
/h2,
where
∆2ai = ∆∆ai = ai − 2ai−1 + ai−2.
2.3 P-splines
While B-splines are a good option for estimation in goodness of fit, ease of computation,
and having at least C3 smoothness, choosing the optimal number and position of knots is a
complex undertaking. Too many knots may result in overfitting the data, and modeling of
noise instead of the signal. Not enough knots could lead to important features in the data
being left out. Eilers and Marx (1996) proposed using a difference penalty on coefficients of
adjacent B-splines and a large number of knots in place of determining the optimal number
and location of knots when using a B-spline. This methodology, called a penalized B-spline,
or P-spline, eliminates unneeded knots by turning their control points to near zero, and
leads to a smoother fit.
If the number of interior knots, k, was to be increased to a relatively large number, the
fitted curve C(x) would have more variation than is reasonable given the data. In order to
limit this variation, O’Sullivan (1986, 1988) created a penalty on the second derivative of
the fitted curve. Using O’Sullivan (1986, 1988)’s method, the control points, ai, are found
by minimizing the objective function:
aˆi = argmin
ai
n∑
j=1
{
yj −
I∑
i=1
aiBi,d(xj)
}2
+ λ
∫ xmax
xmin
{ I∑
i=1
aiB
′′
i,d(x)
}2
dx.
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where λ controls the smoothness of fit and yj is the observed data. When λ = 0, the
P-spline fit is the same as the B-spline fit. As λ gets large, the fit is similar to that of a
polynomial of degree d− 1.
Eilers and Marx (1996) modified this set up by having the penalty based on finite differ-
ences of the coefficients of adjacent B-splines, reducing the dimensionality of the problem
from n, the number of observations, to I, the number of B-splines. In addition, O’Sullivan
(1986, 1988)’s penalty is discrete but derived from the integrated squared second derivative
of the fitted curve, whereas Eilers and Marx (1996)’s use a discrete penalty making it trivial
to use differences of any order. The control points, ai, of the fitted curve using Eilers and
Marx (1996)’s method are found by minimizing the objective function:
aˆi = argmin
ai
n∑
j=1
{
yj −
I∑
i=1
aiBi,d(xj)
}2
+ λ
I∑
i=m+1
(
∆mai
)2
where m is the order of the penalty, ∆ is the difference operator, and yj is our observed
data.
2.4 Penalized Bivariate Tensor Product B-Splines
There are many problems that require the use of multiple covariates. For example
modeling short-wave spectra using wavelength and temperature or modeling crop insurance
data using land quality and crop coverage rate. For bivariate spline smoothing, there are
two well known estimators: bivariate P-splines (Eilers and Marx, 2003; Marx and Eilers,
2005) and thin plate splines, e.g., the thin plate regression splines (Wood, 2003). More
recently, a bivariate spline method that uses tensor products to combine P-splines has been
developed. Using the tensor product P-spline provides the following three benefits:
• Allows for interactions between the two covariates.
• Allows fast computation, by using generalized cross validation (GCV) criterion for
selecting smoothing parameters.
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• Allows for the derivation of a central limit theorem.
One of the more recent developments in tensor product P-splines is the derivation of
the central limit theorem development by Xiao et al. (2010). An asymptotic study of
univariate penalized splines was achieved only recently (Hall and Opsomer (2005); Li and
Ruppert (2008); Claeskens et al. (2009); Kauermann et al. (2009); Wang et al. (2009)).
The theoretical study of penalized splines in higher dimension is more challenging, with
Xiao et al. (2010) being the first to develop central limit theorems and expressions for the
asymptotic mean and covariance matrix of bivariate spline estimators. Xiao et al. (2010)
was able to do this by reorganizing the tensor product structure. This simplifies asymptotic
analysis and helps prove that the tensor product structure is asymptotically equivalent to
a kernel estimator with a product kernel. Xiao et al. (2010)’s sandwich smoother will now
be shown as well as its equivalence to the tensor product structure of splines.
A general set up of data is given as follows. First assume that there is a function µ(x, z)
with (x, z) ∈ [0, 1]2 and that yi,j = µ(xi, zj) + i,j , 1 ≤ i ≤ n1, 1 ≤ j ≤ n2. Also assume
that the points (xi, zi)1≤i≤n1,1≤j≤n2 are deterministic on a rectangular grid and that i,j are
random variables with mean 0 and variance σ2. Data not following this assumption can be
adjusted using binning techniques discussed in Chapter 3 that require little change to the
theory. The tensor product spline of two variables is defined as:
∑
1≤k≤I1
1≤l≤I2
ak,lB
1
k,d1(x)B
2
l,d2(z). (2.2)
With the data in the rectangular grid, they can be arranged into a n1 × n2 matrix Y.
The proposed fitted values will be represented by Yˆ. Let A= (ak,l)1≤k≤I11≤l≤I2 be the
coefficient matrix and B1k and B
2
l be the B-splines of degrees d1 and d2 with k1 and k2
knots for x and z respectively. Note that this means Ii = di + ki + 1 for i = 1, 2. This
implies the model:
Yˆ = B1AB
T
2 + 
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where B1 = {B1k,d1(xi)}1≤k≤I11≤i≤n1 ,B2 = {B2l,d2(zi)}1≤l≤I21≤i≤n2 , and  is a n1×n2 matrix
with the (i, j)th value i,j .
The sandwich smoother smooths along the rows and down the columns of the matrix Y
leading to the matrix of fitted values, Yˆ, defined as:
Yˆ = S1YS2. (2.3)
S1 and S2 are the P-spline matrices for x and z. Even though the two P-splines are
applied at the same time, this method holds one covariate fixed, while the P-spline is applied
to the other covariate. This sandwich smoother is equivalent to tensor product splines with
a particular penalty. Define the vec operation to be an operation that stacks the columns of
a matrix into a vector. Let y = vec(Y) and yˆ = vec(Yˆ). Then apply the identity definition
of the tensor product and the identity from Seber (2008) pp 240, to (2.3) to get
yˆ = (S2 ⊗ S1)y.
This implies that the overall smoother matrix is just a tensor product of two univariate
smoother matrices. S1 and S2 can then be defined as:
Si = Bi(B
T
i Bi + λiD
T
i Di)
−1BTi , i = 1, 2.
Bi are n×I model matrices using B-spline basis for x and z. Di is a I−mi+1×I difference
matrix of order mi. Where dk,l = (−1)l−k
(
m
l−k
)
for 0 ≤ l − k ≤ m and 0 otherwise.
This allows the smoother matrix to be written as:
(S2 ⊗ S1) = (B2 ⊗B1){BT2 B2 ⊗BT1 B1 + λ1BT2 B2 ⊗DT1 D1
+λ2D
T
2 D2 ⊗BT1 B1 + λ1λ2DT2 D2 ⊗DT1 D1}−1(B2 ⊗B1)T,
meaning that the model uses tensor product splines with penalty:
P = λ1B
T
2 B2 ⊗DT1 D1 + λ2DT2 D2 ⊗BT1 B1 + λ1λ2DT2 D2 ⊗DT1 D1 (2.4)
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It can be shown that this is equivalent to the tensor product P-spline as defined in (2.2).
Going back to the tensor product P-spline model, Yˆ = B1AB
T
2 + , define a = vec(A).
Then to estimate aˆ, the following objective function is minimized
||Y −B1AˆBT2 ||2F + aˆTPaˆT
where || · ||F denote the Frobenius norm and P is defined in (2.4). aˆ satisfies the equation
(Λ2 ⊗Λ1)aˆ = (B2 ⊗B1)Ty (2.5)
where Λi = B
T
i Bi + λiD
T
i Di for i = 1, 2, or equivalently
Λ1AˆΛ2 = B
T
1 YB2.
Which gives us the penalized estimate as
µˆ(x, z) =
∑
1≤k≤I1
1≤l≤I2
aˆk,lB
1
k,d1(x)B
2
l,d2(z).
Using (2.5), it follows that yˆ = (B2 ⊗B1)aˆ satisfies the sandwich smoother definition given
in (2.3).
yˆ = (B2 ⊗B1)aˆ,
aˆ = (Λ2 ⊗Λ1)−1(B2 ⊗B1)Ty
=⇒ yˆ = (B2 ⊗B1)(Λ2 ⊗Λ1)−1(B2 ⊗B1)Ty
=⇒ Yˆ =
(
B1Λ
−1
1 B
T
1
)
Y
(
B2(Λ
−1
2 )B
T
2
)
Note : Λi is symmetric
≡ Yˆ = S1YS2
Since the sandwich smoother is the cross product of two matrices, the corresponding
univariate smoother matrix can be adjusted into a general form that allows for sandwich
smoother estimates to be calculated for any partial derivative that satisfies the smoothness
constraint given below:
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Let there be a function µ(x, z) that has the same set up as the Tensor Product Spline.
Suppose the function of interest is µ(ν1,ν2)(x, z). This function can be estimated by first
getting the penalized estimate, Aˆ, of A by minimizing ||Y −B1ABT2 ||2F + aTPaT. Then
using aˆ, and defining B
(ν)
d (x) as the ν
th derivative of a degree d B-spline base with respect
to x, the penalized estimate for generalized partial derivative with respect to x and z is
µˆ(ν1,ν2)(x, z) =
∑
1≤k≤I1
1≤l≤I2
aˆk,lB
1,(ν1)
k,d1
(x)B
2,(ν2)
l,d2
(z)
and the sandwich estimator can be written as Yˆ = S
(ν1)
1 YS
(ν2)
2 , where
S
(ν1)
1 = B
(ν1)
1
((
B
(ν1)
1
)T
B
(ν1)
1 + λ1D
T
1 D1
)−1(
B
(ν1)
1
)T
and
S
(ν2)
2 = B
(ν2)
2
((
B
(ν2)
2
)T
B
(ν2)
2 + λ2D
T
2 D2
)−1(
B
(ν2)
2
)T
.
Setting up the tensor product P-spline as a sandwich smoother and using theory from
Xiao et al. (2012) allows for the development of an asymptotic theorem for partial derivatives
of penalized BTPB functions, which is presented in Chapter 3.
2.5 Future Work
P-spline methodologies have expanded in many interesting directions including differ-
ential equations, and spatial statistics. When applying P-splines to differential equations,
the solution can be written as a sum of B-splines (the collocation method) and use the
differential equation as the penalty (Ramsay and Silverman, 2007). This means that the
penalty for smoothing splines is equivalent to a differential equation in which the second
derivative of the solution is zero everywhere.
In spatial data analysis, tensor product P-splines may work better than kriging, espe-
cially in estimating a trend instead of spatial interpolation (Eilers et al., 2015). This is
because when attempting to estimate a covariance structure, kriging often lead to unstable
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procedures since handling for non-normal data with kriging is cumbersome. P-splines can
create a relatively simple covariance structure in a very stable way. Also, additional smooth-
ing of data on large grids is problematic for kriging, but P-splines tend to handle such data
with ease. Further study into exactly what conditions allow P-spline to perform better than
kriging and additional studies into head to head comparisons of the two methods could be
very valuable to spatial statistics.
Even after being around for over twenty years, P-splines continue to be a popular semi-
parametric model and an active area of research. Not only are P-splines being applied
to different areas of statistics, such as the field of survey statistics (Chapter 4), but the
theoretical aspect is being expanded as well in the area of asymptotic theory and variance
estimation (Chapter 3). These chapters as well as other research continue to prove Eilers
et al. (2015)’s statement true that “P-splines have much more to contribute to this century”
.
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CHAPTER 3. AN INVESTIGATION OF ACTUARIAL FAIR CROP
INSURANCE RATES USING PARTIAL DERIVATIVES OF
PENALIZED BIVARIATE TENSOR PRODUCT B-SPLINES
In this chapter, premium rates of yield insurance given by the US Department of Agri-
culture’s Risk Management Agency are investigated to see if they are actuarially fair by
comparing an estimated conditional yield density using premium data with the conditional
yield density estimated using yields. A procedure is developed to estimate the conditional
yield density using premium data through estimating partial derivatives of the premium
rate function based on the penalized bivariate tensor product B-splines (BTPB). Xiao et al.
(2012) is extended to study the asymptotic properties of partial derivatives of a penalized
BTPB estimator and provide a variance estimator. The validity of the conditional yield
density estimator using premium data and the variance estimation is demonstrated through
simulation studies. The procedure is also applied to a crop insurance data set from Iowa to
examine the actuarial fairness of the premium rates. On average, premium rates are close to
the estimates. This is true for each coverage level. However, premiums for low productivity
land are generally too low while those for high productivity land are generally too high.
Even after subsidies, premiums for the more productive land are generally substantially
higher than what they should be.
3.1 Introduction
Although a wide array of technologies have changed how field crop production takes
place throughout the world, it continues to be a risky business. Perils include abiotic stres-
sors such as drought, excess heat and flooding, and also biotic stressors due to insects, fungi
and bacteria. Private sector crop insurance has long been available in the United States
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(Gardner, 2009) and elsewhere. However, private offerings had generally not been popular
due to high administration costs. Public sector involvement in United States crop insur-
ance markets commenced with the Agricultural Adjustment Act of 1938, which created the
Federal Crop Insurance Corporation whose job was to set premiums and support insurance
on the main crops in the main growing areas. However, the federal government was not
well-positioned to market the contracts that were made available. Participation was very
low and outcomes were unsatisfactory because only the riskiest land was enrolled making
high premiums necessary in order to cover losses. This meant that growers saw little point
in enrolling good land at those high premium prices.
Commencing in 1980, the government sought to address the marketing problem by
entering public-private partnerships. While participation rates grew moderately during
the 1980s, on average, indemnities far exceeded the sum of farmer-paid premiums and
premium subsidies provided by the federal government. It was only when premium subsidy
levels increased dramatically and new contract forms were offered during the 1990s that
participation expanded toward levels adequate to address adverse selection. As of 2018,
U.S. federal government subsidies cover between 38% and 100% of the cost of providing
crop insurance and farmers can cover up to 90% of historical yield. Program costs to
the federal government over the decade 2007-2016 accumulate to $71.85 billion while 312
million acres of cropland were covered by the program in 2017. Elsewhere crop insurance has
also expanded exclusively through public programs or public-private partnerships (Glauber,
2015; Santeramo and Ford Ramsey, 2017). Such programs are now widely available in
Canada, Japan and China while many other countries have provided support for publicly
subsidized pilot programs.
Central to the program implementation in the United States is the rate-setting proce-
dure, as implemented by the Risk Management Agency (RMA) of the USDA where histor-
ical yield data is the primary source of tract-level data (Coble et al., 2010). As required by
federal legislation, whenever available, the rate-setting procedure must use an arithmetic
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average of no more than ten years of historical yield data on an insured unit called Actual
Production History (APH) or historical yield. The rate-setting process can vary across
counties, but the only statistic that can be extracted from historical yield observations is
this arithmetic mean. The algorithm used to arrive at annual rates has evolved over the
years to address various concerns (Coble et al., 2010).
The main goal of this paper is to investigate if the premium rates are set to be actuarially
fair. If rates are not actuarially fair, then opportunities may exist to improve the efficiency
of program implementation, reducing costs to taxpayers and ensuring a more efficient use
of land to produce food, energy, and environmental outputs. Actuarial fairness in premium
prices is examined by comparing the conditional yield density, conditional on land quality,
inferred from the crop insurance premium data with the corresponding conditional yield
density estimated from the yield data. If the premium rates are actuarially fair, these two
curves estimated using two different data sources are expected to be similar. This paper
focuses on the estimation of the conditional yield density curve based on the premium data,
which involves estimating the premium function and its second partial derivatives. Kernel
density estimation is used to estimate the conditional density curve based on yield data.
The relationship between the conditional yield density curve and the premium function is
then discussed in detail.
A fully parametric model, such as linear or polynomial model, can be imposed on the
premium price function. However, it might suffer from model misspecification. A nonpara-
metric approach is more robust to model misspecification than fully parametric methods,
but estimators based on nonparametric procedures can have poor efficiency in small sam-
ples. To leverage the advantages of both parametric and nonparametric methods and avoid
the limitations of a pure procedure, a semiparametric approach is employed in this pa-
per. Bivariate smoothing has been studied in literature, such as bivariate P-splines (Eilers
and Marx, 2003; Marx and Eilers, 2005), bivariate tensor product P-spline (BTPs) (Xiao
et al., 2012), and thin plate splines (Wood, 2003). Among many findings is the well-known
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trade-off between computational cost and smoothness. Spline smoothing methods demand
massive computation, and an unpenalized spline tends to overfit the data leading to wig-
gly curves despite its cheap computational cost. Xiao et al. (2012) proposes a sandwich
smoother that has a tensor product structure and can be computed quickly. It is thought
to be the first central limit theorem for bivariate spline estimator of any type. Motivated by
the goal of the real problem mentioned above, this paper is extended to study the properties
of partial derivatives of penalized bivariate tensor produce B-splines (BTPB).
This paper has some theoretical and empirical contributions. Theoretically, the asymp-
totic theory for any general partial derivatives of penalized BTPB estimators is developed as
well as a variance estimates. The validity and applicability of this estimator is demonstrated
through theoretical proofs and simulations. Empirically, this estimator is used to address
the actuarial fairness question in the premium rates prescribed by the RMA. Because the
relationship between the premium prices and coverage levels or land quality is unknown
and highly curved, specification of an adequate fully parametric model on premium price
function is difficult, and nonparametric procedures may have large variances. The penalized
BTPB is used to estimate the premium function and its partial derivatives. The asymptotic
theory and the variance estimation developed for the partial derivatives of penalized BTPB
estimators allow for statistically sound estimation for the conditional yield density based on
premium data. This estimated density curve is later compared with the conditional yield
density estimated using the yield data to determine if premium prices are actuarially fair,
and such statistical comparisons also shed some light on what type of adjustments the gov-
ernment can perform to improve the premium prices. Webster County, Iowa, a county in the
center of the corn belt with generally productive land and low intra-county land variance
was used for the comparison of the two conditional densities. For all coverage levels, the
actual premium rates are close to what was calculated given historical data. Conditional on
historical average yields, however, premiums for poorer land are generally too low. Those
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for the best land are too high for the farmer to expect to recover premium costs, even after
accounting for large premium subsidies.
The rest of this chapter is organized as follows. In Section 3.2, a method for inferring a
range of the density function through fitting penalized BTPB to insurance premiums is de-
veloped. Section 3.3 discusses the asymptotic normality for the estimated partial derivatives
of penalized BTPB as well as variance estimation. Section 3.4 demonstrates the properties
of the estimated partial derivatives of penalized BTPB through simulations. Section 3.5
shows the application to insurance data from Webster County, Iowa, and discusses some
implications from the results.
3.2 Set-Up
In order to use insurance premium prices to estimate crop yield density, a formula
connecting premiums to crop yield density using the actuarially fair rate needs to be derived.
Discussion of this relationship is in Section 3.2.1. Section 3.2.2 shows the construction of
penalized BTPB and how it can be used to estimate the partial derivatives of the premium
price function, thus resulting in the estimation of the conditional yield density.
3.2.1 Actuarially Fair Rate
From a consumer’s point of view, an insurance contract is actuarially fair if the premiums
paid are equal to the expected value of the compensation received. This expected value is
defined as the probability of the insured-against event occurring multiplied by the expected
compensation to be received in the event of a loss (Eeckhoudt et al., 2005). For a given
plot in a given year, a common approach to modeling yield uncertainty is defined by w =
µ(z) +σ(z), where w is current year yield, z is called land quality, µ(z) and σ(z) are mean
and standard deviation functions depending on z, and  has distribution G() on a compact
set [, ¯] with E() = 0. Average historical yield is typically used as land quality z, and is
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abbreviated to APH which stands for Actual Production History, a common terminology
used by the USDA.
The crop insurance payout is given by
Payout = pmax[xz − w, 0] = pσ(z) max[ψ − , 0], (3.1)
where x is the chosen coverage rate, p is the insured price and is calculated by averaging
futures prices for the upcoming year, and ψ = [xz − µ(z)]/σ(z). Note that xz is the
guaranteed yield. The actuarially fair rate for a given plot is determined by the expected
value of the compensation received, where the expectation is taken with respect to the
distribution of yield w for the plot in a given year. So the actuarially fair premium as a
function of the coverage rate (x) and the land quality (z) is calculated as
µ(x, z) = pσ(z)E[max(ψ − , 0)] = pσ(z) ∫ ψ (ψ − )dG()
= pσ(z)ψG(ψ)− pσ(z) ∫ ψ dG() = pσ(z)ψG(ψ)− pσ(z)[ψG(ψ)− ∫ ψ G()d]
= pσ(z)
∫ ψ
 G()d = p
∫ xz
µ(z)+σ(z) F (w|z)dw
,
(3.2)
where F (w|z) is the conditional CDF of yield given the land quality z.
Taking the second partial derivative with respect to x on both sides of equation (3.2)
gives ∂
2µ(x,z)
∂x2
= pz2f(xz|z), where f(·|z) is the conditional PDF of yield given the land
quality z. Set w = xz to obtain
f(w|z) = 1
pz2
∂2µ(x, z)
∂x2
∣∣∣∣
x=w
z
for zLx ≤ w ≤ zUx, (3.3)
where Lx and Ux are the lower and upper bounds of the coverage rates. From (3.3), note that
estimation of the partial derivative ∂
2µ(x,z)
∂x2
becomes necessary for estimating the conditional
density f(w|z). The restricted range, w ∈ [zLx, zUx], can also be seen from the actuarially
fair rate formula in (3.2), where the upper limit of the integral in the last equality indicates
that the information carried by the premium prices µ(x, z) can be used to estimate F (w|z)
only up to xz. So for a given z, the estimated conditional density f(w|z) using premium data
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is calculated for this specified range, and the comparison with the estimated f(w|z) using
yield data is restricted in this domain also. In section 3.2.2, we discuss how to construct
penalized BTPB to estimate ∂
v1+v2µ(x,z)
∂xv1∂zv2 at a given (x, z) for any value v1 and v2. Then the
estimation of ∂
2µ(x,z)
∂x2
is a special case, upon setting v1 = 2 and v2 = 0.
3.2.2 Construction of Penalized BTPB and Estimation of f(w|z)
This section introduces the construction of an univariate B-spline basis, then defines
the penalized BTPB. Finally derivation of how to estimate partial derivatives of premium
function µ(x, z) using penalized BTPB is described.
Define a general set up as follows. Assume {(xi, zj)}1≤i≤n1,1≤j≤n2 are deterministic on
a rectangular grid, and yij are the premium rates with model yij = µ(xi, zj) + ij , where
µ(xi, zj) is a function on the compact set (x, z) ∈ [0, 1]2, and the ij ’s are independent
with E(ij) = 0 and V ar(ij) = σ
2(xi, zj). The deterministic rectangular grid is needed
for setting up the sandwich smoother, which allows for the development of the asymptotic
distribution. In Section 3.3.2, the assumption about the deterministic grid data pattern
is relaxed and the situation with random design points is considered. First define a B-
spline basis for an univariate variable. A B-spline basis of order d spans the linear space
of piecewise polynomials of degree d− 1 with continuous derivatives up to order d− 2. B-
splines allow improvements in computational efficiency over direct use of polynomial splines
(Hastie et al., 2009). Let r = 1 (or r = 2) be the index for variable x (or z) respectively.
Let Kr (r = 1 or 2) be the number of knots within the range (0, 1), K
∗
r = Kr + 1 be the
number of intervals in this range, and dr (r = 1 or 2) be the degree of the B-spline, for
variable x or z. In order to construct the dr-th degree B-spline basis, define equidistantly
located knots as κk = (Kr− 1)−1k, (k = −dr + 1, · · · ,Kr +dr + 1). Then the d1-th B-spline
basis for variable x is given by
B1(x) = (B1−d1+1,d1(x), B
1
−d1,d1(x), · · · , B1K1+1,d1(x))T , (3.4)
where B1k,d1(x) are defined recursively as,
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• For s = 0 :
B1k,0(x) =
 1 if κk−1 ≤ x < κk0 otherwise where k = −d1 + 1, · · · ,K1 + d1 + 1;
• For s = 1, 2, · · · , d1:
B1k,s(x) =
x− κk−1
κk+s−1 − κk−1B
1
k,s−1(x) +
κk+s − x
κk+s − κkB
1
k+1,s−1(x), (3.5)
where κk’s are the knot locations.
Similarly, the B-spline basis of order d2 for variable z can be specified as
B2(z) = (B2−d2+1,d2(z), B
2
−d2,d2(z), · · · , B2K2+1,d2(z))T . (3.6)
The tensor product spline of two variables is defined as
∑
1≤k≤I1
1≤l≤I2
ak,lB
1
k,d1(x)B
2
l,d2(z), (3.7)
Here B1k,d1(x) and B
2
l,d2
(z) denote the elements in the basis functions for x and z defined
in (3.4) and (3.6) respectively, I1 = K1 + d1 + 1, I2 = K2 + d2 + 1, and ak,l represents the
coefficients that need to be estimated. Because the data are in a rectangular pattern, the
observations can be organized into a n1 × n2 data matrix Y = {yi,j}1≤i≤n1;1≤j≤n2 . Define
the model matrices using B-spline basis for x and z as B1 = {B1k,d1(xi)}1≤i≤n1,1≤k≤I1 ,
and B2 = {B2l,d2(zj)}1≤j≤n2,1≤l≤I2 , and the coefficient matrix A = {ak,l}1≤k≤I1,1≤l≤I2 . Let
a = V ec(A). The estimation of a can be obtained by minimizing the following objective
function with a penalty term,
aˆ = argmin
a
||Y −B1ABT2 ||2F + aTPa, (3.8)
where || · ||F is the Frobenius Norm defined as the square root of the sum of the absolute
squares of a matrix’s elements and P is defined as
P = λ1B
T
2 B2 ⊗DT1 D1 + λ2DT2 D2 ⊗BT1 B1 + λ1λ2DT2 D2 ⊗DT1 D1 (3.9)
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and is the penalty on the coefficients matrix which allows for the tensor-product spline model
to be used while avoiding overfitting the data. Here λ1 (or λ2) is the smoothing parameter for
variable x (or z), and the matrix D1 (or D2) is the difference matrix with order m1 (or m2)
for variable x (or z) with the definition Dr = {drk,l}1≤k≤Ir−mr+1,1≤l≤Ir , where r = 1 or 2,
drk,l = (−1)l−k
(
mr
l−k
)
for 0 ≤ l − k ≤ mr and 0 otherwise. The difference penalty is used
to remove computational difficulty occurring when the penalty term is defined through an
integral, and it controls the smoothness of the estimated bivariate function. The penalized
estimated function µˆ(x, z) is defined as (Xiao et al., 2012)
µˆ(x, z) =
∑
1≤k≤I1
1≤l≤I2
aˆk,lB
1
k,d1(x)B
2
l,d2(z). (3.10)
Define µ(v1,v2)(x, z) = ∂
(v1+v2)µ(x,z)
∂xv1∂zv2 , for any v1 > 0 and v2 > 0. Then the penalized
BTPB estimator of µ(v1,v2)(x, z) can be obtained as
µˆ(v1,v2)(x, z) =
∑
1≤k≤I1
1≤l≤I2
aˆk,lB
1(v1)
k,d1
(x)B
2(v2)
l,d2
(z), (3.11)
where aˆk,l is calculated in (3.8), and the derivatives of the B-splines can be obtained recur-
sively as follows (Prochazkova, 2005). For any k = 1, · · · , I1 and ν = 1, · · · , v1,
B
1(ν)
k,d1
(x) =
d1
κk+d1 − κk
B
1(ν−1)
k,d1−1(x)−
d1
κk+d1+1 − κk+1
B
1(ν−1)
k+1,d1−1(x).
For any l = 1, · · · , I2 and ν = 1, · · · , v2,
B
2(ν)
l,d2
(z) =
d2
κl+d2 − κl
B
2(ν−1)
l,d2−1 (z)−
d2
κl+d2+1 − κl+1
B
2(ν−1)
l+1,d2−1(z).
Here a B-spline function with zero derivative (ν = 0) is defined to be itself. Then accord-
ing to the relationship between the partial derivatives of the premium function and the
conditional yield density shown in (3.3), the conditional yield density is estimated as
fˆ(w|z) = 1
pz2
µˆ(2,0)(x, z)
∣∣∣∣
x=w
z
for zLx ≤ w ≤ zUx. (3.12)
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3.3 Asymptotic Distributions and Variance Estimation
In order to make statistical inference for the estimator in (3.12), the asymptotic property
of the derivative estimator µˆ(v1,v2)(x, z), defined in (3.11), is studied, and a variance estima-
tor for it is developed in this section. This derivative estimator µˆ(v1,v2)(x, z) is asymptoticly
equivalent to a bivariate kernel regression estimator with a product of two kernels deriva-
tives. The idea of the equivalent kernel method was first proposed to study asymptotic
analysis of smoothing splines (Rice and Rosenblatt, 1983; Silverman, 1984), and was then
used to derive asymptotic properties of univariate P-splines (Li and Ruppert, 2008; Wang
et al., 2009). This idea was also employed to develop the asymptotic theory for the bivariate
tensor product P-splines estimators, but not for the partial derivatives (Xiao et al., 2012).
Borrowing ideas from Xiao et al. (2012), the asymptotic theory for any partial derivatives
of a penalized BTPB estimator under an arbitrary choice of degree and penalty is derived.
Section 3.3.1 develops the asymptotic normality of µˆ(v1,v2)(x, z) under a deterministic grid
pattern, and Section 3.3.2 extends the theory to deal with random design points. Section
3.3.3 discusses variance estimation. Kernel density estimation and kernel density variance
estimation is covered in Section 3.3.4.
3.3.1 Asymptotic Normality of µˆ(v1,v2)(x, z)
The derivation of the asymptotic distribution of µˆ(v1,v2)(x, z) proceeds in two main steps.
Lemma 1 proves the equivalence between the estimator µˆ(v1,v2)(x, z) and the bivariate kernel
regression estimator with the product of two kernel derivatives. Lemma 1 is analogous to
Proposition 1 in Xiao et al. (2012). Theorem 1 then presents the asymptotic normality of
µˆ(v1,v2)(x, z) and its asymptotic bias, using the Lemma 1 result.
Begin by defining a univariate kernel functionHm(x) asHm(x) = (2m)
−1∑m
k=1 ψke
−ψk|x|,
where m is a positive integer and the ψk’s are the m complex roots of x
2m + (−1)m = 0
that have positive real parts. The closed form expression of the first four equivalent kernels
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Hm(x) are given below (Wang 2009).
H1(x) =
1
2
e−|x|
H2(x) =
1
2
√
2
e
− 1√
2
|x|
(
cos
|x|
√
2
+ sin
|x|
√
2
)
H3(x) =
1
6
e−|x| + e−
1
2
|x|
(1
6
cos
√
3|x|
2
+
√
3
6
sin
√
3|x|
2
)
H4(x) =e
−.9239|x|
(
.2310 cos
(
.3827|x|)+ .0957 sin (.3827|x|))
+e−.3827|x|
(
.0957 cos
(
.9239|x|)+ .2310 sin (.9239|x|))
Define the bivariate regression estimator with the product of kernel derivatives as
µ∗(v1,v2)(x, z) =
1
n1h
v1+1
1
1
n2h
v2+1
2
∑
i,j
H(v1)m1
(x− xi
h1
)
H(v2)m2
(z − zi
h2
)
yi,j ,
where h1 and h2 are the bandwidths for variables x and z respectively, and H
(v1)
m1 (0) and
H
(v2)
m2 (0) are taken to be the right derivatives of H
(v1)
m1 (x) and H
(v2)
m2 (z) at 0 for v1 > 0 and
v2 > 0. The following Lemma 1 shows that µˆ
(v1,v2)(x, z) is asymptotically equivalent to
µ∗(v1,v2)(x, z).
Lemma 1: Assume the following conditions are satisfied.
(1) There exists a constant δ > 0 such that supi,j E
(
|yi,j |2+δ
)
<∞;
(2) The regression function µ(x, z) has continuous gth order derivatives where g =
max(2m1 + v1, 2m2 + v2);
(3) The variance function σ2(x, z) is continuous;
(4) The covariates satisfy (xi, zj) =
((
(i− .5)/n1
)
,
(
(j − .5)/n2
))
;
(5) n1 ∼ cn2 where c is a constant;
(6) h1 = O(n
−ν1) and h2 = O(n−ν2) for some constants 0 < ν1, ν2 < 1, and (K∗1h21)−1 =
o(1) and (K∗2h22)−1 = o(1), where h1 and h2 are specified as h1 = K∗1
−1(λ1K∗1n
−1
1 )
1/(2m1)
and h2 = K
∗
2
−1(λ2K∗2n
−1
2 )
1/(2m2).
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Then
E
{
µˆ(v1,v2)(x, z)− µ∗(v1,v2)(x, z)
}
= O
(
ζhv11 h
v2
2
)
,
V ar
{
µˆ(v1,v2)(x, z)− µ∗(v1,v2)(x, z)
}
= o
(
(nh)−1h−2v11 h
−2v2
2
)
,
where n = n1n2, h = h1h2, and ζ = O
[
max
{
(K∗1h1)−2, (K∗2h2)−2
}]
.
The proof for Lemma 1 follows the approach of Xiao et al. (2012), but accounts for the
orders derived for the derivatives and is given in Appendix A.
Theorem 1 presents the asymptotic normality of µˆ(v1,v2)(x, z), including its asymptotic
bias and variance.
Theorem 1: Assume the conditions in Lemma 1 are satisfied, and K∗1 = O(nτ1), K∗2 =
O(nτ2), h1 = O(n
−m2/m3) and h2 = O(n−m1/m3) where m3 = 4m1m2 + m1 + m2, τ1 >
(m1 + 1)m2/m3 and τ2 > (m2 + 1)m1/m3. Then for any given (x, z) ∈ (0, 1)× (0, 1),
√
nh2v1+11 h
2v2+1
2
(
µˆ(v1,v2)(x, z)− µ(v1,v2)(x, z)− µb(x, z)
)
=⇒ N(0, V (x, z)),
in distribution as n1 →∞ and n2 →∞, where
µb(x, z) = (−1)m1+1h2m11 µ(2m1+v1,v2)(x, z) + (−1)m2+1h2m22 µ(v1,2m2+v2)(x, z) (3.13)
V (x, z) = σ2(x, z)
∫ (
H(ν1)m1 (u)
)2
du
∫ (
H(ν2)m2 (v)
)2
dv. (3.14)
Here the asymptotic bias µb(x, z) is due to the difference between the true function µ
(v1,v2)(x, z)
and the bivarate kernel regression estimator µ∗(v1,v2)(x, z) used for approximation. Using
the result in Lemma 1, the key step in the proof of Theorem 1 is to show
µˆ(v1,v2)(x, z)− µ(v1,v2)(x, z) = µˆ(v1,v2)(x, z)− µ∗(v1,v2)(x, z) + µ∗(v1,v2)(x, z)− µ(v1,v2)(x, z)
= o
( 1
√
nh
1
hv11
1
hv22
)
+
1
hv11
1
hv22
1
n1h1
1
n2h2
∑
ij
H
(v1)
m1
(x− xi
h1
)
H
(v2)
m2
(z − zi
h2
)
εij
+
1
hv11
1
hv22
1
h1
1
h2
∫ ∫
H
(v1)
m1
(x− u
h1
)
H
(v2)
m2
(z − v
h2
)
µ(u, v)dudv − µ(v1,v2)(x, z),
(3.15)
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where the last two terms after the first equality in (3.15) can be shown to be µb(x, z) +
o((nh)−1/2h−v11 h
−v2
2 ). Then the results in Theorem 1 follow. The sketch of the proof for
Theorem 1 is given in Appendix A.
3.3.2 Asymptotic Distribution with Random Design Points and Variance Es-
timation
In this subsection, consider the situation with random design points. Assume the model
yi = µ(xi, zi) + i, for i = 1, ..., n, where (xi, zi)’s are i.i.d. from a density f(x, z) on the
compact set [0, 1]2. As suggested by Xiao et al. (2012), the compact set [0, 1]2 is divided
into S1×S2 equally sized rectangular grids. Let (x˜i′ , z˜j′) (i′ = 1, ..., S1; j′ = 1, ..., S2) be the
center of the (i′, j′)-th grid, and y˜i′,j′ be the average of all yi’s with (xi, zi) falling into the
(i′, j′)-th grid. If the (i′, j′)-th grid do not have data, then y˜i′,j′ is defined to be the mean
of yi’s with (xi, zi) falling into the bins that are adjacent to the (i
′, j′)-th grid.
Apply the same estimation method described in Section 3.2.2 on the data matrices, Y˜ =
{y˜i′,k′}1≤i′≤S1,1≤j′≤S2 , B˜1 = {B1k,d1(x˜i′)}1≤i′≤S1,1≤k≤I1 , and B˜2 = {B1l,d2(z˜j′)}1≤j′≤S2,1≤l≤I2 .
The estimated coefficients of a is obtained by,
a˜ = argmin
a
||Y˜ − B˜1AB˜T2 ||2F + aT P˜a, (3.16)
where the penalty matrix P is defined as
P˜ = λ1B˜
T
2 B˜2 ⊗D
T
1 D1 + λ2D
T
2 D2 ⊗ B˜
T
1 B˜1 + λ1λ2D
T
2 D2 ⊗DT1 D1. (3.17)
Then the penalized estimated function µ˜(v1,v2)(x, z) is
µ˜(v1,v2)(x, z) =
∑
1≤k≤I1
1≤l≤I2
a˜k,lB
1(v1)
k,d1
(x)B
2(v2)
l,d2
(z). (3.18)
Applying Theorem 1 to the binned data Y˜ with n1 and n2 replaced by S1 and S2, gives the
asymptotic normality theory for µ˜(v1,v2)(x, z).
Theorem 2: Assume the following conditions are satisfied.
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Condition (1) and (2) are the same as the first two conditions in Lemma 1;
(3) The design points
{(
xi, zi
)}n
i=1
, are independent and sampled from a distribution
F (x, z) with a density function f(x, z) and f(x, z) is positive over [0, 1]2 and has continuous
first derivatives;
(4) Conditional on
{(
xi, zi
)}n
i=1
, the random errors εi, 1 ≤ i ≤ n, are independent with
mean 0 and conditional variance σ(xi, zi);
(5) The variance function σ2(x, z) is twice continuously differentiable;
(6) S ∼ cSnτ and S1 ∼ c0S2 for some constants cS , c0, and τ >
4m1m2
4m1m2 +m1 +m2
.
For any given (x, z) ∈ (0, 1)× (0, 1),
√
nh2v1+11 h
2v2+1
2
(
µ˜(v1,v2)(x, z)− µ(v1,v2)(x, z)− µb(x, z)
)
=⇒ N
(
0,
V (x, z)
f(x, z)
)
,
in distribution as n→∞ where µb(x, z) and V (x, z) are defined in (3.13) and (3.14).
The proof uses the following decomposition
√
nhhv11 h
v2
2
(
µ˜(v1,v2)(x, z)− µ(v1,v2)(x, z)− µb(x, z)
)
=
√
nhhv11 h
v2
2
[
µ˜(v1,v2)(x, z)− E
{
µ˜(v1,v2)(x, z)|(x, z)}]
+
√
nhhv11 h
v2
2
[
E
{
µ˜(v1,v2)(x, z)|(x, z)}− µ(v1,v2)(x, z)− µb(x, z)],
(3.19)
where
(
x, z
)
are the design points (xi, zi)1≤i≤n. Then the right-side term in (3.19) is shown
to have a limiting distribution N(0, V (x, z)/f(x, z)), and the second term in (3.19) to have
the small order op(1).
3.3.3 Variance Estimation
The asymptotic variance in Theorem 2 is used to estimate the variance of µ˜(v1,v2)(x, z)
for any (x, z). To estimate σ2(x, z), a penalized BTPB estimator is applied to the data
(˜2i′,j′ , x˜i′ , z˜j′)1≤i′≤S1;1≤j′≤S2 , where ˜i′,j′ is the mean of residuals ˆi’s with (xi, zi) falling into
the (i′, j′)-th bin, and ˆi = yi − µ˜(xi, zi) for i = 1, ..., n. Therefore the estimator σ2(x, z) is
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obtained by
σˆ2(x, z) =
∑
1≤k≤I1
1≤l≤I2
e˜k,lB
1
k,d1(x)B
2
l,d2(z), (3.20)
where e˜k,l is estimated by replacing Y˜ by Ω˜ = {˜2i′,j′}1≤i′≤S1;1≤j′≤S2 in (3.16),
e˜ = argmin
e
||Ω˜− B˜1EB˜T2 ||2F + eTP˜e, (3.21)
where P˜ is defined in (3.17), E = {ek,l}1≤k≤I1;1≤l≤I2 , and e = V ec(E).
The estimator of variance is defined as
V̂ ar[µ˜(v1,v2)(x, z)] =
4
nh2v1+11 h
2v2+1
2
σˆ2(x, z)
fˆ(x, z)
T∑
t=1
{
H(v1)m1
(
tL
T
)}2 T∑
t=1
{
H(v2)m2
(
tL
T
)}2
,
(3.22)
where L and T are integers large enough such that
∑T
t=1H
(vi)
mi
(
tL
T
)
(i = 1, 2) is a good
approximation to
∫∞
0 H
(vi)
mi (u)du, and fˆ(x, z) is the bivariate kernel density estimator for the
joint pdf f(x, z). The standard bivariate Gaussian kernel is used to estimate the joint density
f(x, z), and bandwidth is determined by Sheather-Jones bandwidth selection (Sheather and
Jones, 1991).
3.3.4 Kernel Density Estimation
To get the crop yield density using the kernel density estimator, estimate µ(zi) and σ(zi)
using univariate penalized B-splines according to the following algorithm:
1. µˆ(zi) is estimated using a cubic spline with ten knots and λ determined by generalized
cross validation (GCV) on (wi, zi).
2. σˆ(zi) is then estimating using a cubic spline with ten knots and λ determined by GCV
on (γi, zi) where γi = wi − µˆ(z).
3. A Gaussian smoothing kernel with bandwidth is determined by Sheather-Jones band-
width selection used in Sheather and Jones (1991) is used to estimate fˆ() using ˆi
where ˆi =
wi − µˆ(z)
σˆ(zi)
.
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4. Transform fˆ() to obtain f˜w|z(w|z), where
f˜w|z(w|z) = fˆ
(wi − µˆ(z)
σˆ(zi)
)
∗
1
σˆ(zi)
. (3.23)
5. To calculate V̂ ar
(
f˜w|z(w|z)
)
, the delete one Jackknife method is used where
V̂ ar
(
f˜w|z(w|z)
)
=
n− 1
n
n∑
b=1
[
f˜
[b]
w|z(w|z)− f˜w|z(w|z)
]2
(3.24)
where f˜ [b](w|z) is the estimate of f˜(w|z) with the bth observation removed.
3.4 Simulation Studies
The main objectives of the simulation studies are to validate the conditional crop yield
density estimators and evaluate their variance estimators. The conditional crop yield density
estimator estimated from premium prices, fˆ(w|z) of (3.12), using derivatives of penalized
BTPB in (3.18) and variance estimator defined in (3.25) is in Section 3.4.1. The conditional
crop yield density estimator estimated from historical crop yield, f˜w|z(w|z) of (3.23), using
the kernel density estimation in Section 3.3.4 and variance estimator defined in (3.24) is in
Section 3.4.2.
3.4.1 Penalized BTPB Simulation Study
The simulation set-up is specified as follows. Current year yield, wi, is assumed to follow
a model wi = µ(zi) + |zi|1/5i, where µ(zi) is the mean function and i’s are i.i.d. random
errors. Consider the following two mean functions,
Linear : µ(zi) = −25 + 1.3zi,
Quadratic : µ(zi) = 1.2(zi − 50) +
(zi − 150)2
200
,
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and the following two random error distributions,
Normal : i ∼10 ∗N(0, 1);
Beta : i ∼50 ∗ [Beta(5, 3)− 5/8].
The covariate zi (land quality) are i.i.d. from a truncated normal distributionN(200, 15
2)
on interval [100, 300]. The beta distribution and the non-constant scaling factor |zi|1/5 are
used because corn yields tend to have left skewed distributions (Ker and Goodwin, 2000; Du
et al., 2012, 2015) and increasing yield variation as historical yield increases (Tannura et al.,
2008). Based on this yield model, observed premiums are generated from yi = µ(xi, zi)+ζi,
where ζi ∼ N(0, 0.12) are measurement errors, the covariate xi (coverage rates) are i.i.d.
from a uniform distribution on the discrete numbers (0.55, 0.60, ..., 0.90, 0.95), mimicking
real coverage rates in practice, and the true premium price is µ(x, z) = p
∫ xz
z+|z|1/5 Fw|z(w|z)dw
from (3.2). Here p = 4, the 2009 APH market price which is set by RMA for crop insurance
purposes (Theisse, 2009), and  is −5 and −.375 for the Normal and Beta error distributions
respectively. The conditional cdf Fw|z(w|z) is given as
Fw|z(w|z) =

Φ
(w − µ(z)
|z|1/5 , 0, 1
)
if i ∼ 10 ∗N(0, 1)
I
( 5
5 + 3
+
w − µ(z)
|z|1/5 ; 5, 3
)
if i ∼ 50 ∗ [Beta(5, 3)− 5/8],
where Φ(·) is the cdf function of N(0, 1), and I(·; 5, 3) is the regularized beta function. The
integration in the function µ(x, z) is approximated by a Riemann sum. For each of the four
combinations of mean functions and error distributions, simulate a sample of (xi, zi, yi) for
i = 1, ..., 500, and repeat the procedure to obtain 1, 000 Monte Carlo (MC) samples. For
each MC sample under each scenario, based on the simulated premium data the estimated
conditional density curve fˆ(w|z) of (3.12) is computed using derivatives of penalized BTPB
in (3.18). By (3.12), which was derived for the relationship between the conditional density
and the partial derivative of the premium function, the point-wise standard error ŜE[fˆ(w|z)]
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can be obtained from the equation:
ŜE[fˆ(w|z)] = 1
pz2
√
V̂ ar
[
µ˜(2,0)
(w
z
, z
)]
. (3.25)
The order of spline d = 3 (i.e. cubic) and the degree of penalty m = 3 are popular choices
in practice as suggested by Yoshida (2013). So set mi = 3 (i = 1, 2), d2 = 3 and d1 = 5 to
allow for µ(2,0)(x, z) to be estimated using cubic splines. The number of bins for x (or for z)
is set to be S1 = 9 (or S2 = 200). These values are chosen so there is very little information
loss by binning the data since xi are i.i.d. from the uniform distribution on discrete values
(0.55, 0.60, ..., 0.95) and zi are i.i.d. from N(200, 15
2) truncated on [100, 300]. Ruppert
(2002)’s recommendation for the number of knots Ki is min(Si/4, 35). Thus K1 = 2 is
used for x. Because the fit changes little in test cases when K2 varies from 35 to 10. To
reduce computation time, K2 = 10 was chosen. zi values are normalized to the compact set
[0, 1] by subtracting of the minimum value (100) and dividing by the range (200) to ensure
the asymptotic theory assumptions are met. The smoothing parameter λi’s are determined
using generalized cross validation (GCV) proposed in Golub et al. (1979).
Figure 3.1 plots the MC results of the conditional density estimator fˆ(w|z) using the
penalized BTPB defined in (3.18) for all four scenarios respectively: Linear-Normal, Linear-
Beta, Quadratic-Normal, Quadratic-Beta. Five subplots in each panel give the MC results
for five fixed land quality values at the 10th, 25th, 50th, 75th, and 90th percentiles of zi. In
each subplot under each panel, the solid line is the true function f(w|z), the dashed line is
the mean of the MC estimated fˆ(w|z), and the lower and upper dotted lines are the 2.5th
and 97.5th point-wise percentiles of the MC estimates. Note that in each subplot (a given z
value) only part of the fˆ(w|z) curve is estimated for the restricted range, 0.55z < w < 0.95z,
due to the reason mentioned in Section 3.2.1. The fit around the center of the data (for land
quality z’s that are percentiles ranging from 25th to 75th), appear to fit well with very small
variation. At the data edges, variation tends to increase. This is expected since boundary
effects are one of the limitations of spline functions because they use surrounding data for
estimation and a value on the edge does not have the benefit of this surrounding data.
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In order to evaluate the variance estimator performance in (3.25), the variance function
σˆ2(x, z) and the joint density fˆ(x, z) need to be estimated. The tuning parameters for esti-
mating σˆ2(x, z) are chosen in the same manner as for estimating fˆ(w|z), and the bandwidth
for estimating fˆ(x, z) is chosen by data-based selection used in Sheather and Jones (1991).
The values of L = 1, 000 and T = 1, 000 are used in (3.22) when calculating the variance of
the derivatives of the BTPB estimators.
Figure 3.2 shows coverage probability heat maps of the conditional yield density es-
timator using the derivatives of the BTPB for the four scenarios respectively. Using the
asymptotic normality proved in Theorem 2 and the standard errors proposed in (3.25), a
point-wise 95% confidence band is constructed for each MC replicate and the percentage of
times that the true value is within the band is given on the heat maps. The x-axis repre-
sents the insurance coverage levels xi, while the y-axis represents the land quality zi. To
save computation time, coverage rates were calculated only at a few locations. The values
given on the heat map are the coverage rate at the midpoint of the grid cell. In each panel,
lighter colors represent values close to the nominal probability of 95%, and the darker colors
represent values that are either below or above the 95% nominal rate. Again the variance
estimator performs well around the center of the data with performance dropping off near
the data edges. However the performance on the edges tends to produce a more conserva-
tive result, with the exception being when land quality and coverage levels are high in the
Quadratic-Normal scenario.
In summary, the simulation study results considered in this section confirm the effec-
tiveness of the conditional yield density estimation based on the premium data and the
derivatives of the penalized BTPB method. But it must be recognized that the estima-
tion near the data edges may not be highly accurate due to lack of data information on
boundaries.
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3.4.2 Kernel Density Simulation Study
The model for the current year yield data is given by
wi = µ(zi) + σ(zi)i. (3.26)
Specify the simulation set-up as follows. Current year yield, wi, is assumed to follow a
model wi = µ(zi) + |zi|1/5i, where µ(zi) is the mean function and i’s are i.i.d. random
errors. Consider the following two mean functions,
Linear : µ(zi) = −25 + 1.3z,
Quadratic : µ(zi) = 1.2(zi − 50) +
(zi − 150)2
200
,
and the following two random error distributions,
Normal : i ∼10 ∗N(0, 1);
Beta : i ∼50 ∗ [Beta(5, 3)− 5/8].
The methodology described in Section 3.3.4 is used to estimate the crop yield density
and Jackknife variance for each MC replicate.
Figure 3.3 shows the MC mean of the kernel density estimator for each of the four set
ups at fixed zi values 120, 160, 200, 240, and 280. Dotted lines are the 2.5% and 97.5%
percentile values of the MC estimates with the true value being a solid black line. The
model appears to fit the true yield density well, with the exception being near the edges of
the z value. Overall, however, the results seem reasonable.
Figure 3.4 shows a coverage rate heat map for the kernel density estimator. Using the
Jackknife standard error and fˆ(w|z) estimate, a 95% confidence interval was constructed for
each MC replicate and the percentage of times that the true value was within the confidence
interval is given on the heat map. Lighter colors are values close to the nominal coverage
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rate of 95%. The x-axis run along standardized (mean centered) yield, yi − µ(zi) while the
y-axis run along the simulated land quality (APH) values, zi.
The nominal coverage tends to be around 95% when the linear mean structure is used.
Problems do appear in the quadratic mean structure set ups where undercoverage becomes
prevalent near the outer edges of the land quality values. Univariate penalized B-Spline fits
with a quadratic penalty will tend to enforce linearity beyond boundary knots (Hastie and
Tibshirani, 1990). This is exactly the trend seen in the quadratic mean structure of the heat
maps. However, as seen in figure 3.3, specifically the 10th and 90th percentile graphs,the
overall mean estimate does well even at values close to the data edge. This suggests that
the Jackknife variance estimation of the kernel density estimator may be off.
3.5 Empirical Study
In this section the penalized BTPB is applied to crop insurance data collected in 2009
from Webster County, Iowa to investigate if the premium rates are actuarially fair. In
Section 3.5.1, the penalized BTPB derivative estimators is applied to the premium data
to estimate the 2009 conditional yield density. Then, in Section 3.5.2 the kernel density
estimator is applied to the actual historical yield data, which runs through 2009, to estimate
the corresponding conditional yield density. These two curves are then compared. If the
premium rates are actuarially fair, these two curves inferred from two different data sources
should agree. In Section 3.5.3, implications from the findings is discussed.
3.5.1 Application to Crop Insurance Data
To estimate the conditional density crop yield curve based on premium data, the unit-
level yield insurance record data of corn for Webster County, Iowa in 2009 is used. These
data are maintained by RMA. The individual insurance records contain detailed information
of the insured unit, including land quality (z), coverage rates (x), actual premium prices
(y), and other variables such as location, production practices and insurance choices. While
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multiple coverage level choices are available, typically from 50% to 85% in 5% increments,
premiums and subsidies purchased by the farmer are the only rates observed for the corre-
sponding unit. Therefore, per acre insurance premiums and subsidies are reconstructed for
all coverage levels (50%-85%) for individual insurance units in the sample following the rules
established by the RMA (see Du et al. (2017) for more details). Land quality is determined
by historical yield (APH) which take on values between 130 and 210 bushels per acre. There
are 388 land units with 8 reconstructed per acre insurance premiums and subsides per unit
giving n = 3104. This data was then normalized to the compact set [0, 1] by subtracting
off the minimum value (130) and dividing by the range (80).
To estimate fˆ(w|z), tuning parameters are chosen for the same reasons given in Section
3.4. A B-spline base of degree d1 = 5 with S1 = 8 bins and K1 = 2 knots is used for variable
xi. For variable zi, a B-spline base of degree d2 = 3 with S2 = 80 bins and K2 = 20 knots
is used. The smoothing parameter λi’s are determined by GCV, and m = 3 is used as the
degree of penalty. The value of p = 4 is used and is determined by the 2009 APH market
price (Theisse, 2009).
Figure 3.5 plots the estimated curve fˆ(w|z) for five land quality values at the 10th, 25th,
50th, 75th, and 90th percentiles of zi. In each subplot, the black solid line with black dotted
bands represent the penalized BTPB estimator fˆ(w|z) as well as its 95% confidence band
based on its standard error in (3.25). Again, T = L = 1, 000 is used for the standard error
calculation. A fan effect is observed in all subplots of Figure 3.5. This is because higher
yield w implies a bigger value for coverage rate x, see (3.12) where x = w/z. Additionally
the estimated function σˆ2(x, z) from the real data increases as the coverage rate x goes
up, causing the variance estimator for the derivatives of the penalized BTPB to increase
according to (3.22).
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3.5.2 Application to Historical Yield Data
To estimate the conditional density yield curve based on yield data, crop insurance unit-
level corn yield data for Webster County from 1990 to 2009 are obtained from RMA/USDA.
The yield data contain up to 10 years of yield history for each unit insured under the federal
crop insurance program over the sample period. The yield history is not consecutive for
some units. There are 4318 units with 35, 679 total individual year observations.
Crop yields tend to increase over time due to technological advances and improved
farming practices (Tannura et al., 2008; Xu et al., 2012). Therefore, a slight modification
has to be applied to the current year yield model (3.26) in order to apply the kernel density
estimator. This is done by adding cubic covariates that account for the increasing trend to
the yield model used for estimation. This allows for multiple years of data to be used as
the response variable wit in the kernel density estimation. This means that instead of using
the yield model from 3.26, the working yield model used is
wit = β0 + β1t+ β2t
2 + β3t
3 + µ(zi) + σ(zi)i (3.27)
where wit is the yield for unit i in year t and t˜ = 2009 − t. Note that the years run
backwards because there is a known ending date (2009) but varying starting dates. Different
definitions of t will only affect the β values and not the overall fit of the model. Due to
the addition of the β parameters, the estimation method from Section 3.3.4 needs to be
adjusted and is given as follows.
(i) First, estimate the mean function µ(zi) using univariate penalized B-spline. A cubic
spline base B(z) constructed as
B(zi) = (B−d2+1,d2(z), B−d2,d2(z), · · · , BK2+1,d2(z))T . (3.28)
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is augmented with the base T = [1, t˜, t˜2, t˜3]T for time. Then the coefficients for B(zi)
and βj ’s (j = 0, 1, 2, 3), can be estimated using the univariate penalized spline method by
minimizing the function
[aˆ, βˆ] = argmin
a,b
||Y − (Tβ + B(z)a)||2F + λaTDa, (3.29)
where βˆ are the fitted coefficients for the cubic covariates and aˆ are the fitted coefficients
for the B-spline basic. λaTDa is a penalty that prevents overfitting.
(ii) Then obtain residuals rit = wit − [βˆ0 + βˆ1t˜ + βˆ2t˜2 + βˆ3t˜3 + µˆ(zi)] after estimating
µˆ(zi). A penalized cubic B-spline is used to estimate the variance function σˆ
2(zi) with r
2
it
as the response and zi as the covariate.
In both step (i) and (ii), ten equally spaced knots are used, the degree of penalty m = 3,
and the smoothing parameter λ is prescribed by GCV.
(iii) Standardize the residuals to get ˆit = rit/σˆ(zi), and use a kernel density estimator
with Gaussian kernel to obtain the density function for fˆ(). Then the final estimator for
the current yield density (t=2009) conditional on z is f˜w|z(w|z) = fˆ
(wi − βˆ0 − µˆ(z)
σˆ(z)
)
/σˆ(z).
The bandwidth in step (iii) is determined by Sheather-Jones bandwidth selection (Sheather
and Jones, 1991).
(iv) To calculate V̂ ar
(
f˜w|z(w|z)
)
, the delete one Jackknife method is used where
V̂ ar
(
f˜w|z(w|z)
)
=
n− 1
n
n∑
b=1
[
f˜
[b]
w|z(w|z)− f˜w|z(w|z)
]2
where f˜ [b](w|z) is the estimate of f˜(w|z) with the bth observation removed.
Figure 3.6 reports the estimated kernel density f˜w|z(w|z) for five fixed land quality values
at the 10th, 25th, 50th, 75th, and 90th percentiles of zi. This figure compares favorably with
the results in Zhang (2017), which uses a density ratio estimator of crop yield distributions
on data consisting of annual average county corn yields for all ninety-nine Iowa counties
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from 1950 through 2010. The small confidence bands in the figure are due to the large
sample in the yield data set.
For each subplot of Figure 3.5, the part of the kernel density curve f˜w|z(w|z) correspond-
ing to the restricted range determined by the penalized BTPB method using premium data
and its 95% confidence band is included. See the gray solid lines and gray dashed upper and
lower bands in Figure 3.5. It is noticeable that the two curves inferred from two different
data sources do not match. Moving across the panels Figure 3.5, the yield-inferred density
curve (gray) is higher than the premium-inferred density curve (black) for low quality lands
(135 APH through 145 APH). However, it tends to move lower than the yield-inferred curve
tends to gets lower than the premium-inferred curve when the land quality increases (180
APH and above). According to (3.2), for a given coverage rate x and land quality z, a
higher conditional distribution function leads to a higher premium price. So the statistical
comparison results in Figure 3.5 imply that the premium rate setting favors owners of less
productive land at the expense of those who own higher land quality. This seems to be
true for lower and median coverage rates. For higher coverage rates that correspond to
higher yield values (since w = xz), the gray curves always exceed the black curves. In next
subsection, further discussion takes place about the practical implications we can draw from
our findings on premium rate determination based on this statistical comparison results in
Webster County.
3.5.3 Discussion
As previously mentioned, most crop insurance products offered in the United States
receive generous federal subsidies. The concern here is not with any welfare losses and
redistributions arising from the presence of subsidies, see, e.g., Wright (2014) or Lusk (2016).
Taking subsidies as given, it is of interest to ask what implications might flow from this
analysis of premium rate determination in Webster County. The findings on premium rate
determination mentioned in Section 3.5.1 can be seen more clearly in Figure 3.7, which
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shows the yield densities converted back to premium values for fixed values of land quality
according to (3.2). In Figure 3.7, the gray lines are the premium prices calculated using
(3.2) and the estimated conditional kernel density using yield data, and the dots are the
observed premium prices at the coverage rate value within 2.5 bushels of the given land
quality value. The interval is used in order to produce a reasonable number of data points
in the graphs. Moving across the panels in Figure 3.7, it can be seen that when yield quality
is low (135 APH through 145 APH), then actual premiums set by government actuaries are
lower than yield-inferred premiums whereas when yield quality is high (180 APH and above)
then the reverse is true.
There are several possible implications, even for a good growing region such as Webster
County. Some controversy surrounds the land use response to the availability of crop in-
surance and to product subsidies. Weber et al. (2016) inferred that large-scale expansion
of U.S. crop insurance programs during 2000-2013 had minimal effect on how much United
States land was in cultivation, what was grown or how it was grown. However, most re-
cent studies have discerned impacts. Focusing on grassland-intensive areas of the Northern
Great Plains, both Feng et al. (2013) and Miao et al. (2012) established that crop insur-
ance subsidies have increased cropland acreage. For the Cornbelt region, Claassen et al.
(2017) found evidence that crop revenue insurance has slightly increased the conversion of
non-cropland to cropland in addition to a somewhat larger impact on crop choices. Also
in a U.S. national study, Yu et al. (2017) have estimated a 0.43% acreage response to a
10% change in crop insurance subsidy rates. Most of the additional land would be of low
productivity.
For Webster County, and separate from formal subsidies, an effective ‘subsidy and tax’
that is channeled through premium rate-setting has been identified, where lower productiv-
ity land is ‘subsidized’ and higher productivity land is ‘taxed’. So one implication of the
findings is that, in receiving this implied subsidy through government imposed insurance
rates, corn production is encouraged on lower productivity land within the county. These
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lands tend to be more fragile and erosion-prone. Another implication is that, given the
magnitude of the premium gap, owners of better quality land may choose not to insure
their land. Without them, the pool of insured risks tilts heavily toward those who expect
to receive more indemnities and program costs to the taxpayer may become large. In order
to stabilize the program, premiums may have to increase with the result that intermedi-
ate quality land drop coverage in the manner of Akerlof (1970)’s argument about adverse
selection and insurance market unraveling.
How subsidies affect the findings is the next discussion of interest, in particular the mo-
tivation for these subsidies. It is partly to prevent adverse selection that premium subsidies
are provided in U.S. Federal crop insurance programs. Then the question becomes, are
subsidies sufficient to overcome the actuarial bias?
For the years in question and for yield insurance offered to ‘basic’ and ‘optional’ units,
subsidy rates are found in table 3.9 along the first row, i.e. 67% at the 50% coverage rate
(Shields, 2009). Although the subsidy declines as coverage rate increases, it is generally
true that the product of subsidy fraction and premium increases as coverage increases (Du
et al., 2017). Figure 3.8 presents Figure 3.7 once more, with the exception that premiums
have been subsidy-adjusted. These adjusted premiums, found in Table 3.9 are the ones
that farmers pay, where government subsidies are transferred separately to vendors acting
on the government’s behalf. Under the subsidies, crop insurance becomes an even better
value across all land units, where the gray curve is above all subsidy-adjusted premiums
when land quality equals either 135 or 145 APH. However, the gray curve splits the net-of-
subsidy premium data for intermediate APH land. For the land quality 190 APH, the only
data below the curve are for the highest coverage levels while for 195 APH, no adjusted
premiums are below the curve. As is the case for unsubsidized markets, for these land units
the premium subsidies are insufficient to ensure that expected indemnities to be collected
exceed net premiums paid. These higher productivity lands, which may have deep soils
with high organic matter suitable for water and nutrient storage, are generally resilient to
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weather-related crop stressors (Du et al., 2018) and so have low yield variability. The land
units may be insured if the operator perceives risk to exceed this estimated risk, is very risk
averse, or is required to insure by a creditor. But incentives to insure are lower than would
be the case were the net premium below the gray curve.
Data from Figure 3.8 are summarized in Table 3.1 which reports the percentages of after-
subsidy premiums that fall below the gray line estimate of ‘actuarially fair rate’. Higher
percentages imply higher motivation for taking out insurance. The overall percentage of
50.6% indicates that premium rates are close to the estimates on average. Moving down
each coverage rate column, for any coverage rate as land quality increases then the per-
centages of after-subsidy premiums that fall below the gray line declines almost uniformly.
Moving across coverage rates in the last row, the percentage generally increases on average.
Thus, even after subsidies, the motivation for taking out insurance declines as land quality
increases and increases as coverage rate increases. If crops from more productive land are
to be insured at all then it will only be at higher coverage levels. This is consistent with
what the lower subplots of Figure 3.5, where for higher coverage rates (corresponding to
higher yield values) the gray curves are higher than the black curves in more productive
lands (APH of 180 or above). Du et al. (2013) have shown that operators in more pro-
ductive areas should prefer higher coverage levels even when crop insurance premiums are
subsidized but actuarially fair. While also showing that higher productivity lands do indeed
tend to have higher coverage, they did not address participation.
These findings are notable because land quality in Webster County is quite uniform
when compared with other counties, even in Iowa. So there is evidence of rates-setting
problems in a place that is a poor candidate for manifestation of such problems. It remains
to be seen whether the patterns observed in this county apply more generally.
47
Figure 3.1 Monte Carlo means and the 2.5th and 97.5th percentiles of the MC estimates
for fˆ(w|z) using the penalized BTPB defined in (3.18) for all four scenarios
prescribed by two mean functions and two error distributions respectively: Lin-
ear-Normal, Linear-Beta, Quadratic-Normal, Quadratic-Beta. Five subplots in
each panel give the MC results for five fixed land quality values at the 10th,
25th, 50th, 75th, and 90th percentiles of zi. The black line is the true function
f(w|z), the gray line is the mean of the MC estimated fˆ(w|z), and the lower
and upper dotted lines are the 2.5th and 97.5th point-wise percentiles of the
MC estimates.
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Figure 3.2 Coverage probability heat maps of the 95% confidence intervals for the con-
ditional yield density estimator fˆ(w|z) using the penalized BTPB in the four
scenarios respectively. Using the asymptotic normality proved in Theorem 2
and the standard errors proposed in (3.25), a point-wise 95% confidence band
is constructed for each MC replicate and the percentage of times that the true
value is within the band is given on the heat maps. The x-axis represents the
insurance coverage levels xi, while the y-axis represents the land quality zi.
Lighter colors indicate values close to the nominal coverage rate of 95%.
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Figure 3.3 Monte Carlo means and the 2.5th and 97.5th percentiles of the MC estimates
for f˜(w|z) using kernel density estimation for all four scenarios prescribed by
two mean functions and two error distributions respectively: Linear-Normal,
Linear-Beta, Quadratic-Normal, Quadratic-Beta. Five subplots in each panel
give the MC results for five fixed land quality values at the 10th, 25th, 50th,
75th, and 90th percentiles of zi. The black line is the true function f(w|z),
the gray line is the mean of the MC estimate f˜(w|z), and the lower and upper
dotted lines are the 2.5th and 97.5th point-wise percentiles of the MC estimates.
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Figure 3.4 Coverage probability heat maps of the 95% confidence intervals for our con-
ditional yield density estimator f˜(w|z) using the kernel density estimation
method in the four scenarios respectively. Using the delete one jackknife
method and the proposed standard errors, a point-wise 95% confidence band
is constructed for each MC replicate and the percentage of times that the true
value is within the band is given on the heat maps. The x-axis represents the
insurance coverage levels xi, while the y-axis represents the land quality zi.
Lighter colors indicate values close to the nominal coverage rate of 95%.
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Figure 3.5 Comparison of corn yield densities in Webster County, Iowa for 2009 using
different estimation methods. The black line is the penalized BTPB estimate
using premium data and the black dotted lines are its 95% confidence intervals
based on its asymptotic normality. The gray line represents the kernel density
estimator using yield data and the gray dotted lines are 95% confidence intervals
based on its Jackknife variance estimator.
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Figure 3.6 Corn yield density estimation using kernel density estimator f˜(w|z). Black
solid curve is the kernel density estimator using yield data, and the gray lines
are its 95% confidence intervals using its Jackknife variance estimator. Five
subplots are for five fixed land quality values at the 10th, 25th, 50th, 75th, and
90th percentiles of zi.
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Figure 3.7 Actual Premiums and Estimated Premiums. Dots are the actual premium
values for a given land quality based of coverage rate. The gray lines are the
premium prices calculated using equation (3.2) and the estimated conditional
kernel density f˜(w|z) using yield data.
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Figure 3.8 Subsidy-adjusted Premiums and Estimated Premiums. Dots are the sub-
sidy-adjusted premium values for a given land quality based of coverage rate
according to the subsidy rates in Table 3.9. The gray lines are the premium
prices calculated using equation (3.2) and the estimated conditional kernel den-
sity f˜(w|z) using yield data.
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CHAPTER 4. GENERALIZED METHOD OF MOMENTS
ESTIMATORS FOR MULTIPLE TREATMENT EFFECTS USING
OBSERVATIONAL DATA FROM COMPLEX SURVEYS
In this chapter, a generalized method moments (GMM) estimator is considered to esti-
mate treatment effects defined through estimation equations using an observational data set
from a complex survey. It is demonstrated that the proposed estimator, which incorporates
both sampling probabilities and semiparametrically estimated self-selection probabilities,
gives consistent estimates of treatment effects. The asymptotic normality of the proposed
estimator is established in the finite population framework, and its variance estimation is
discussed. In simulations, our proposed estimator and its variance estimator based on the
asymptotic distribution are evaluated. This method is then used to estimate the effects
of different choices of health insurance types on health care spending using data from the
Chinese General Social Survey. The results from the simulations and the empirical study
show that ignoring the sampling design weights might lead to misleading conclusions.
4.1 Introduction
Observational data from a complex survey has increasingly become useful for causal
inference because they can provide timely results with low cost. Survey data contains in-
formation on the treatment selections, which enables the estimation of treatment effects
that cannot feasibly be evaluated with a randomized trial. In a survey, a treatment can be
broadly defined as one of the survey questions, e.g. whether or not an individual has quit
smoking, how often an individual does a physical exam, or what types of health insurance
an individual has chosen. The existing survey data can be used to estimate effects of those
treatments on health care spending, even if the health behavior or the health insurance
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enrollment of an individual cannot be randomized. Also, because a well-designed survey
sample is often a good representative of the target population, the treatment effect results
can be generalized to the target population level if the survey weights are appropriately
incorporated. Propensity score methods are well-established statistical methods that re-
move treatment selection bias in observational studies if the selection probability model is
correctly specified (Rosenbaum and Rubin, 1983). Many observational data sets have mul-
tiple treatment options. In order to handle the complexity in multiple treatment groups,
theoretical results support using the inverse of the estimated treatment selection probabil-
ities as weights to adjust for selection bias and attain asymptotic efficiency (Hahn, 1998;
Hirano et al., 2003; Cattaneo, 2010). This kind of estimator is called inverse probability
weighted (IPW) estimator, and the estimated selection probabilities are called propensity
scores. IPW estimators are used to address the potential confounding in observational
studies as well. However, it is very common that people ignore survey weights in observa-
tional data when using the IPW estimators, yet claim that the estimated treatment effects
are generalizable to the target population, causing misleading guidance in causal inference.
Failure to properly account for the complex survey design may lead to biased treatment
effect estimates and incorrect variance estimation.
Several authors have emphasized the importance of incorporating survey weights in their
IPW estimators, e.g. DuGoff et al. (2014), Zanutto (2006), Ashmead (2014), and Ridgeway
et al. (2015). The general idea is to multiply the inverse of the estimated propensity
scores by the sampling design weights. Most of the papers, except for Ashmead (2014),
do not provide theoretical justification for such survey adjusted estimators, and variance
estimation is seldom discussed. Yu et al. (2013) proposes a semiparametric two-phase
regression estimator to estimate marginal mean treatment effects in observational data
sets from complex survey designs. This chapter considers a more general set up in which
parameters of interest are defined through estimation equations, and uses the generalized
method of moments (GMM) for parameter estimation. Similarly to Yu et al. (2013), a
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connection is drawn between the two-phase sampling in survey statistics and the estimation
of treatment effects from an observational database. The observational data set, denoted as
A1 (with size n), is considered as a first-phase sample from a finite population, according to
a known sampling probability pi1i for subject i. The second-phase sampling is a partitioning
of the first-phase sample (observational data set) into mutually exclusive and self-selected
treatment groups, A21, ..., A2G, where G is the number of treatments. This partitioning
in the second-phase can be viewed as a multinomial sampling in survey statistics, and its
self-selection probabilities pi2ig for subject i into group g (g = 1, ..., G) can be estimated
using the semiparametric approach in Cattaneo (2010).
The methodology in this chapter is different from DuGoff et al. (2014), Zanutto (2006),
Ashmead (2014), and Ridgeway et al. (2015) in the following ways.
(i) Their papers consider two treatments, as opposed to the multi-level treatment selection
presented here.
(ii) In their work, the propensity scores are estimated using a parametric linear logistic
regression. Here the propensity scores, i.e. pi2ig are estimated through a semiparamet-
ric approach, specifically using P-splines. This setup should provide a more robust
approach to the misspecification of the selection probability model.
(iii) In their work, the parameters of interest are treatment means. This chapter is inter-
ested in estimating treatment specific parameters defined through estimation equa-
tions. In addition to providing generality, defining parameters through estimation
equations can facilitate variance estimation. For example, if a parameter is a func-
tion of means, such as correlation or domain mean (see more details in Section 4.2.1),
the variance estimation of GMM estimators for such parameters can be easily cal-
culated through the sandwich formula associated with the asymptotic variance for a
GMM estimator. Ashmead (2014) also utilizes estimation equations in their weighting
estimator.
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This chapter’s methodology also differs from Yu et al. (2013) in the following aspects. Yu
et al. (2013) only focuses on estimating marginal treatment means, to estimate parameters
defined through estimation equations (see θˆ
(1)
g in Section 4.2.3). This chapter proposes a
second estimator to gain efficiency by incorporating the first phase and second phase means
of covariates into the estimation equations (see θˆ
(2)
g in Section 4.2.3). This is similar to the
effect of calibrating the second phase means of covariates to their first phase means seen
in the optimal two-phase regression estimator discussed in Fuller (2011). Additionally, Yu
et al. (2013) assumes sample missing at random (SMAR), which is commonly used in liter-
ature, while this chapter considers population missing at random (PMAR), the framework
proposed in Berg et al. (2016) (see more details in Section 4.2.1. It makes sense to use
PMAR assumption in the context of casual inference study using observation dataset. It is
shown that when PMAR holds but SMAR fails, survey weights should be included in the
estimation of pi2ig, i.e. the propensity scores.
Theoretical justification for the estimator is provided in a combined framework of a fi-
nite population and a superpopulation. Variance estimators are also proposed. The validity
of the estimator is demonstrated through simulation studies, and it is shown that estima-
tors that ignore design weights might be subject to biases. The feasibility of the method
is explored using data from the Chinese General Social Survey to estimate the effects of
different choices of health insurance types on health care spending. The rest of the chapter
is organized as follows. Section 4.2 introduces the framework and the proposed estimators.
Section 4.3 presents an asymptotic normality and variance estimation. Simulation stud-
ies and an empirical study are reported in Sections 4.4 and 4.5 respectively. Section 4.6
concludes.
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4.2 Proposed Estimators
In this section, the estimators are introduced. Section 4.2.1 discusses the basic set-
up, Section 4.2.2 introduces the semiparametric approach for estimating the self-selection
probabilities, and Section 4.2.3 proposes the estimators.
4.2.1 Basic Set-up
Let U be a finite population with size N containing (Y, Zi), where i = 1, ..., N indexes a
subject, Zi is a covariate variable, and Y = [Yi1, ..., YiG]
T is a vector of potential outcomes
for G different treatments depending on covariate Zi. Let δ1i be the sampling indicator
from the survey design, defined by δ1i = 1 if unit i is selected into A1 and zero otherwise.
Let pi1i and pi1ij be the first and second order inclusion probabilities of the sampling design,
defined as,
[pi1i, pi1ij ] = [Prob(δ1i = 1), P rob(δ1i = 1, δ1j = 1)].
Assume the sampling weights are appropriately adjusted for any non-response. If the
weights are adjusted due to non-response, the method can be used with the provision
that the variation from estimating pˆi1i is not taken into account. Let δ2ig (g = 1, ..., G) be
the self-selection indicator of subject i selecting treatment g, defined by δ2ig = 1 if unit i
selects treatment g and zero otherwise. The self-selection process leads to the partitioning
in the second phase. Assume conditioning on a covariate Xi, the self-selection indicators
δ2i = [δ2i1, ..., δ2iG] follow a multinomial distribution with probabilities,
pi2ig = Prob(δ2ig = 1|Xi), for g = 1, ..., G, (4.1)
i.e. for any subject i,
δ2i = [δ2i1, ..., δ2iG] ∼ multinomial(1;pi2i1, ..., pi2iG),
where
∑G
g=1 pi2ig = 1 for any i, and δ2i is independent of δ2j for any subjects i 6= j. Here
covariates Zi and Xi can be totally different, or can have overlap. Separate notations are
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used in order to emphasize that the outcome response variables Y and the self-selection
indicators δ2i can depend on different sets of covariates. Discussion on how to identify Zi
and Xi practically is in Section 4.4. Both Zi and Xi have compact supports and are observed
in A1. They are written to be univariate forms in order to reduce notation burden. It is
straightforward to extend to multivariate covariates, which are considered in the simulation
studies and the empirical study of this paper. Suppose that (Y, δ1i, δ2i, Xi, Zi); i = 1, ..., N
are i.i.d. generated from a superpopulation ξ.
In the context of simple random sampling, a common missing at random (MAR) as-
sumption is Y⊥δ2i|(Xi, Zi). With this MAR assumption, the selection bias can be removed
by applying the propensity score method (Rosenbaum and Rubin, 1983; Hirano et al., 2003).
However, in the context of a complex survey, unequal probabilities of sampling can compli-
cate the relationship between Y, (Xi, Zi), δ2i and the sample inclusion indicator δ1i. Even
if
Y⊥δ2i|(Xi, Zi), (4.2)
holds for a specific superpopulation model,
Y⊥δ2i|{(Xi, Zi), δ1i = 1}, (4.3)
may not hold. Following Berg et al. (2016), assumption (4.2) is called population missing at
random (PMAR), and assumption (4.3) sample missing at random (SMAR) to emphasize
it depends on the realized sample (i.e. conditional on δ1i = 1). The SMAR has been used
previously (Pfeffermann, 2011; Little, 1982). However, it is natural to consider PMAR in
this context because the mechanisms underlying the selection propensity are conceptualized
as inherent characteristics of the subjects in the population. For example, whether or
not a person decides to stop smoking heavily depends on this person’s perseverance and
personality type; what types of insurance a person has chosen depends on the nature of
this person’s work. In these examples, the self-selection probabilities depend on subjects’
inherent characteristics that have nothing to do with whether or not the subjects were
selected into the survey that was typically designed for other general purposes. Berg et al.
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(2016) also provides examples of situations in which PMAR may be considered reasonable.
They argue that if both PMAR and SMAR hold, weights are not needed in their imputation
model; however if PMAR holds but SMAR fails, it is necessary to include weights to produce
consistent estimators. A situation in which PMAR holds while SMAR does not can arise if a
design variable omitted from the first phase sample is related to both the sampling inclusion
probabilities and the response variable. An example of such a design variable is location in
a situation where design strata are functions of location, the location is correlated with the
response variable, but the specific location is masked from the analyst because of concerns
associated with confidentiality. Using Lemma 1 of Berg et al. (2016), two conditions of the
sampling are identified and the self-selection mechanisms for which PMAR implies SMAR:
(1) δ1i⊥Y|(Xi, Zi), δ2i; or (2) δ2i⊥(Y, δ1i)|(Xi, Zi). The first condition states that the
sampling mechanism is non-informative given covariates (Xi, Zi) within all the second phase
self-selected groups A2g. The second condition states that the self-selection mechanism is
independent of either Y or sample inclusion given (Xi, Zi). Like Berg et al. (2016), it is
suggested to include survey weights into the estimation of the self-selection probabilities
pi2ig when SMAR fails (see Section 4.2.2). In the simulation studies, both non-informative
sampling (Condition (1) above holds), and informative sampling (Condition (1) above fails)
are considered.
The true parameter of interest, θ0g (g = 1, ..., G), is a dθ-dimensional vector satisfying,
E[mg(Yig, Zi;θg)] = 0, (4.4)
in the superpopulation, where mg(Yig, Zi;θg), hereafter denoted as mig(θg) to save space.
In addition to treatment marginal means, people might be interested in estimating treat-
ment correlations or treatment domain means. For example in the empirical study, it is
interesting to understand whether the correlations between annual medical expenditure and
age (or household income) differ significantly across different health insurance type groups;
or whether the means of annual medical expenditure for very sick people (domain means) are
significantly different across health insurance type groups. The parameter defined through
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(4.4) includes treatment correlations and treatment domain means as special cases. More
specifically, if the parameter of interest is θ0g = [Pg, µg, σ
2
g , Rg]
T , where Pg = Prob(Yig ≤ C)
for some C, µg = E(Yig), σ
2
g = V ar(Yig) and Rg = Corr(Yig, Zi), then the estimation
equation can be defined as,
mig(θg)
= [1Yig≤C − Pg, Yig − µg, (Yig − µg)2 − σ2g , (Yig − µg)(Zi − µz)−Rg
√
σ2g
√
σ2z ,
Zi − µz, (Zi − µz)2 − σ2z ]T .
(4.5)
If the parameter of interest is a treatment specific domain mean, θ0g = E(Yig|Zi ≤ C), then
the estimation equation can be written as,
mig(θg) = [Yig1Zi≤C − θgPz, 1Zi≤C − Pz]T . (4.6)
In both examples, µz, σ
2
z or Pz are nuisance parameters.
4.2.2 Semiparametric Estimation of pi2ig
Because of the difficulty in specifying a parametric form for pi2ig and the constraint,∑G
g=1 pi2ig = 1, the semiparametric method in Cattaneo (2010) is used to estimate pi2ig.
Let {rk(Xi)}∞k=1 be a sequence of known approximating functions, and assume that the
generalized logit of pi2ig can be approximated by RK(Xi)
Tγg,K for K = 1, 2, ..., where
RK(Xi) = [r1(Xi), r2(Xi), ..., rK(Xi)]
T and γg,K is a vector of the real-valued coefficients
of RK(Xi) for the g-th treatment selection. Let an estimator of the K × G matrix γK =
[γ1,K ,γ2,K , ...,γG,K ] be,
γ̂K = [γˆ1,K , γˆ2,K , ..., γˆG,K ] = argmax
γK |γ1,K=0K
∑
i∈A1
biw1i
G∑
g=1
δ2iglog
 eRK(Xi)
Tγg,K
G∑
g=1
eRK(Xi)
Tγg,K
 , (4.7)
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where w1i = pi
−1
1i , and 0K represents a K × 1 zero vector used to constrain the sum∑G
g=1 pˆi2ig = 1. The estimated self-selection probabilities are
pˆi2ig =
e
RK (Xi)
T γ̂g,K
1+
G∑
g=2
e
RK (Xi)
T γ̂g,K
for g=2,3,...,G
=
(
1 +
G∑
g=2
eRK(Xi)
T γ̂g,K
)−1
for g=1.
(4.8)
This solution is that of multinomial logistic regression where the probability for each g
is approximated using a linear combination of the series of the approximating functions
RK(Xi). Condition II in Appendix B1 specifies assumptions about RK(Xi), pi2ig and K to
ensure pˆi2ig converges to pi2ig fast enough. Examples of RK(Xi) include a cubic polynomial
basis, RK(Xi) = [1, Xi, X
2
i , X
3
i ]
T , or a quadratic spline basis with q knots RK(Xi) =
[1, Xi, X
2
i , (Xi−κ1)2+, ..., (Xi−κq)2+]T where (t)+ = t if t > 0 and 0 otherwise, and κ1, ..., κq
are knots in the compact support of Xi.
The bi in (4.7) is a user-specified constant that represents the properties of the sampling
and the self-selecting mechanism. As discussed in Section 4.2.1, PMAR assumption does
not necessarily imply SMAR assumption. If one believes SMAR assumption holds, then one
can set bi = w
−1
1i , which leads to unweighted estimation of pˆi2ig. If SMAR is not satisfied,
the unweighted estimator may lead to bias, and setting bi = 1 is one way to attain an
approximately unbiased estimator, see Berg et al. (2016) for further discussion of the choice
of bi. If it is difficult to verify SMAR assumption, so the conservative choice of bi = 1 is
suggested because it leads to consistent estimators under PMAR without requiring SMAR.
4.2.3 Proposed Estimators
Since the true parameter of interest θ0g is defined through an estimation equation in
(4.4), the GMM method with propensity scores is used for estimation. It is common that
people simply ignore the sampling design weights in the first-phase and calculate a naive
estimator as,
θˆ
nw
g = arg min
θg
[
m¯nwg (θg)
]T [
m¯nwg (θg)
]
, (4.9)
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where
m¯nwg (θg) =
1
n
∑
i∈A2g
mig(θg)
pˆi2ig
. (4.10)
Here the superscript ‘nw’ means no weight. The estimator θˆ
nw
g ignores the sampling weights
by applying equal weights to the estimation equations in (4.10). Although it uses the
propensity score pˆi2ig to adjust for selection biases in the second-phase, it does not account
for the survey design in the first-phase, which might lead to biases and incorrect variance
estimation when estimating the treatment effect parameters on the population level. This is
demonstrated in the simulation studies of Section 4.4. Both Ridgeway et al. (2015) and Yu
et al. (2013) analytically quantify biases caused by ignoring the survey weights in complex
survey.
In order to obtain a consistent estimator for θ0g, the first-phase survey weights need to
be included into the estimation equation. The following GMM estimator is proposed,
θˆ
(1)
g = arg min
θg
[m¯2pig(θg)]
T [m¯2pig(θg)] , (4.11)
where
m¯2pig(θg) =
1
N
∑
i∈A2g
w1i
mig(θg)
pˆi2ig
. (4.12)
In order to improve efficiency, one can incorporate the information from covariate Zi that
is potentially correlated with the outcome responses into the estimation equations. For this
situation a second GMM estimator is proposed as,
(θˆ
(2)
g , µˆz) = arg min
(θg ,µz)
[Hng(θg, µz)]
T Σˆ
−1
Hg(θg, µz) [Hng(θg, µz)] , (4.13)
where
Hng(θg, µz) = [m¯2pig(θg), z¯2pig(µz), z¯1pi(µz)]
T , (4.14)
z¯2pig(µz) =
1
N
∑
i∈A2g
w1i
Zi − µz
pˆi2ig
and z¯1pi(µz)
T =
1
N
∑
i∈A1
w1i(Zi − µz). (4.15)
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µˆz is an estimator for the nuisance parameter µ
0
z = E(Zi) and ΣˆHg(θg, µz) is the variance
estimator of Hng(θg, µz), which depends on the joint inclusion probabilities and is defined
in (4.38). The estimator θˆ
(2)
g in (4.13) is connected to a two phase sampling extension of
the design unbiased difference estimator proposed by Sa¨rndal et al. (2003) and Breidt et al.
(2005) when mig(θg) = Yig − µg.
Remark 1 : It can be shown that when mig(θg) = Yig − µg and Xi = Zi, the estimator
θˆ
(1)
g in (4.11) is asymptotically equivalent to the regression estimator proposed in Yu et al.
(2013).
Remark 2 : The estimator θˆ
(2)
g in (4.13) is more efficient than the estimator θˆ
(1)
g in (4.11).
Appendix B3 provides a sketch of proof to show that θˆ
(2)
g is the most efficient estimator
among the class of estimators θˆ
a
g that use any fixed positive definite matrix A in the
quadratic form minimization, i.e. θˆ
a
g is defined as
(θˆ
a
g , µˆ
a
z) = arg min
(θg ,µz)
[Hng(θg, µz)]
T A−1 [Hng(θg, µz)] . (4.16)
If the matrix A is an identity matrix, then θˆ
a
g obtained in (4.16) is equivalent to θˆ
(1)
g .
Therefore θˆ
(1)
g is expected to be less efficient than θˆ
(2)
g , which has been confirmed by the
simulation studies in Section 4.4.
Remark 3 : It can be shown that when mig(θg) = Yig−µg, the estimator θˆ(2)g corresponds to
the optimal two phase regression estimator discussed in Fuller (2011) (Theory 2.2.4). The
optimality in Fuller (2011) is in terms of achieving the minimum variance for the limiting
distribution of design consistent estimators of the form, Y¯2p,reg = Y¯2pi+(Z¯1pi− Z¯2pi)βˆ, where
[Y¯2pi, Z¯2pi] = (
∑
i∈A2 pi
−1
1i pi
−1
2i )
−1∑
i∈A2(pi
−1
1i pi
−1
2i )[Yi, Zi], Z¯1pi = (
∑
i∈Aa pi
−1
1i )
−1∑
i∈Aa pi
−1
1i Zi,
and pi1i (or A1) and pi2i (or A2) are the first phase and the second phase sampling probabili-
ties (or samples). The efficiency gain of Y¯2p,reg over Y¯2pi is similar to the effect of calibrating
the second phase covariate mean Z¯2pig to its first phase mean Z¯1pi.
Remark 4 : It can be shown that when mig(θg) = Yig − µg and Zi ≡ 1, the estimator θˆ(2)g
coincides analytically with the weighting estimator discussed in Ashmead (2014) except
that the propensity scores in Ashmead (2014) are estimated using a parametric logistic
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regression.
Remark 5 : When the population mean of Zi is available, the estimator θˆ
(2)
g can be easily
extended to incorporate this additional information. For example, this case can occur when
there are some demographic variables available on the population level. The extended es-
timator can be obtained by adding one more moment z¯N (µz) = N
−1∑
i∈U (Zi − µz) into
the Hng(θg, µz) in (4.14). Efficiency gain should be expected since this estimator uses more
information on the population level. By viewing the problem as a two-phase sampling prob-
lem, the method can be readily extended to multiple sampling phases. This extension is
useful because the database A1 can come from a larger sample within the database. This
case covers the common situations where detailed treatment and outcome data is available
for only a subsample of the data such as a subsample with medical chart adjudication of
claims records or a subsample constructed by merging multiple sources of claims records
and electronic medical records.
4.3 Asymptotic Normality and Variance Estimation
Since θˆ
(1)
g can be written as a special case of θˆ
(2)
g , in Section 4.3.1 only the asymptotic
normal distribution for θˆ
(2)
g is derived. In Section 4.3.2 a linearized variance estimator for
θˆ
(2)
g is provided. Section 4.3.3 gives a replication variance estimator for θˆ
(1)
g .
4.3.1 Asymptotic Normality of θˆ
(2)
g
The asymptotic normality of θˆ
(2)
g is established in Theorem 1 by combining two ran-
domizations from the finite population level and the superpopulation level. For the finite
population level, consider a sequence of samples and finite populations indexed by N , where
the sample size n → ∞ as N → ∞ (Isaki and Fuller, 1982). To define the regularity con-
ditions, use the notation FN to represent an element of the sequence of finite population
with size N . To distinguish between the two randomizations, “|FN” is used to indicate
that the reference distribution is with respect to repeated sampling conditional on the finite
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population size N . For example, E(·|FN ) and V (·|FN ) denote the conditional mean and
variance with respect to the randomization generated from repeated sampling from FN .
Use Eξ(·) , V arξ(·) and Covξ(·, ·) to denote mean, variance and covariance with respect to
the randomization from the superpopulation ξ. The proof of Theorem 1 uses a result given
in Theorem 1.3.6 of Fuller (2011) that shows how to combine two asymptotic normalities
from the finite population and the superpopulation levels. Because of the importance of
this theorem to the results, it is stated here as Fact 1:
Fact 1 (Theorem 1.3.6 of Fuller (2011)): Suppose θ0 is a true parameter on a superpopu-
lation level, θN is its analogous part on a finite population level, and θˆ is an estimator of
θ0 calculated from a sample. If (θˆ − θN )|FN L→ N(0, V11) a.s., and (θN − θ0) L→ N(0, V22),
then, (θˆ − θ0) L→ N(0, V11 + V22). Here (θˆ − θN )|FN L→ N(0, V11) a.s. means that θˆ − θN
converges in a distribution to a random variable with the distribution of N(0, V11) almost
surely with respect to the process of repeated sampling from the sequence of finite popula-
tions as N → ∞. V11 is the asymptotic variance of θˆ on the finite population level, while
V22 is the asymptotic variance of θN on the superpopulaton level.
The key step in the proof of Theorem 1 is to obtain an asymptotic equivalence of
m¯2pig(θg),
m¯2pig(θg) =
1
N
∑
i∈A2g
mig(θg)
pi1ipˆi2ig
= 1N
∑
i∈U
δ1iδ2igmig(θg)
pi1ipi2ig
− 1N
∑
i∈U
δ1i(δ2ig−pi2ig)
pi1ipi2ig
Eξ(mig(θg)|Xi) + op(n−1/2).
(4.17)
Define
Hig(θg, µz) = [mig(θg), Zi − µz]T , (4.18)
and similarly show that an asymptotic equivalent form of H¯2pig(θg, µz) as,
1
N
∑
i∈A2g
Hig(θg ,µz)
pi1ipˆi2ig
= 1N
∑
i∈U
δ1iδ2igHig(θg ,µz)
pi1ipi2ig
− 1N
∑
i∈U
δ1i(δ2ig−pi2ig)
pi1ipi2ig
Eξ(Hig(θg, µz)|Xi) + op(n−1/2)
= 1N
∑
i∈A1
ηig(θg ,µz)
pi1i
+ op(n
−1/2),
(4.19)
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where
ηig(θg, µz)
= Hig(θg, µz)
δ2ig
pi2ig
+ (1− δ2igpi2ig )µHg(Xi;θg, µz), and µHg(Xi,θg) = Eξ(Hig(θg, µz)|Xi).
(4.20)
Thus Hng(θg, µz) in (4.14) is written as,
Hng(θg, µz) = [
1
N
∑
i∈A2g
Hig(θg ,µz)
pi1ipˆi2ig
, 1N
∑
i∈A1
Zi−µz
pi1i
]T
= [ 1N
∑
i∈A1
ηig(θg ,µz)
pi1i
, 1N
∑
i∈A1
Zi−µz
pi1i
]T + op(n
−1/2).
(4.21)
Then the large sample theory for θˆ
(2)
g is derived based on the asymptotic form of Hng(θg, µz)
in (4.21). Theorem 1 can now be stated as:
Theorem 1: Under the regularity conditions in Appendix B1, for any g = 1, ...G,
√
n

 θˆ(2)g
µˆz
−
 θ0g
µ0z

 L→ N(0, Vg(θ0g, µ0z)),
where
Vg(θg, µz) =
[
ΓTg (θg)Σ
−1
Hg(θg, µz)Γ
T
g (θg)
]−1
, (4.22)
Γg(θg) =
[
Eξ
[
∂Hig(θg, µz)
∂θg
]
Eξ
[
∂Hig(θg, µz)
∂µz
]
; 0 − 1
]
, (4.23)
and ΣHg(θg, µz) =
[
Σ11(θg, µz) Σ12(θg, µz); Σ
T
12(θg, µz) Σ22(µz)
]
. (4.24)
Here the notation [a11,a12; a21,a22] represents a 2 × 2 block matrix with blocks aij. The
term Σ11(θg, µz) in (4.24) is related to the asymptotic variance of the first element in (4.21)
and is defined as,
Σ11(θg, µz) = lim
N→∞
Vηg,N (θg, µz) +
n
N
V arξ(ηig(θg, µz)), (4.25)
where Vηg,N (θg, µz) = nN
−2∑
i∈U
∑
j∈U
pi1ij − pi1ipi1j
pi1ipi1j
ηig(θg, µz)η
T
jg(θg, µz). (4.26)
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The term Σ22(µz) in (4.24) is related to the asymptotic variance of the second element in
(4.21) and is defined as,
Σ22(µz) = lim
N→∞
Vz,N (µz) +
n
N
V arξ(Zi), (4.27)
where Vz,N (µz) = nN
−2∑
i∈U
∑
j∈U
pi1ij − pi1ipi1j
pi1ipi1j
(Zi − µz)(Zj − µz). (4.28)
The term Σ12(θg, µz) in (4.24) is related to the asymptotic covariance between the two
elements in (4.21) and is defined as,
Σ12(θg, µz) = lim
N→∞
Cηz,N (θg, µz) +
n
N
Covξ(ηig(θg, µz), Zi), (4.29)
where Cηz,N (θg, µz) = nN
−2∑
i∈U
∑
j∈U
pi1ij − pi1ipi1j
pi1ipi1j
ηig(θg, µz)(Zj − µz). (4.30)
Equation (4.25) is connected to Fact 1 stated above, where its first term is
nV (N−1
∑
i∈A1
pi−11i ηig(θg)|FN ) (4.31)
on the finite population corresponding to V11 in Fact 1, and its second term is
nVξ(N
−1∑
i∈U
ηig(θg)) (4.32)
on the superpopulation level corresponding to V22 in Fact 1. The limit sign in the first term
of (4.25) indicates this is the limit with respect to the process of repeated sampling from
a sequence of finite population as N → ∞. Similar connections can be seen in (4.27) and
(4.29). The proof of Theorem 1 uses results from Pakes and Pollard (1989) (Theorems 3.2
and 3.3) which provides a general central limit theorem for estimators defined by minimiza-
tion of the length of a vector valued random criterion function. The justification of Theorem
1 takes into account the finite population asymptotic framework and the semiparametric es-
timation of pˆi2ig. The asymptotic equivalence of m¯2pig(θg) in (4.17) is analytically similar to
the mathematical forms of the doubly robust (DR) estimators when mig(θg) = Yig−µg, see
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Kim and Haziza (2014), Haziza and Rao (2006), Tan (2010), and Robins et al. (2007). One
difference is that the consistency of the DB estimators requires one of the response model
and the outcome model to be correctly specified, while our estimators estimate both the
self-selection probabilities pi2ig and the outcome model semiparametrically. The regularity
conditions on the sample design and tuning parameters for the semiparametric estimation
are provided in the Appendix B1, and an outline of the proof for Theorem 1 can be found
in Appendix B2.
4.3.2 Variance Estimation Based on The Asymptotic Normality
We use the asymptotic variance Vg(θ
0
g, µ
0
z) in (4.22) to estimate the variance of θˆ
(2)
g . To
estimate ΣHg(θg, µz), an estimator of ηig(θg, µz) is obtained by,
ηˆig(θg, µz) = Hig(θg, µz)
δ2ig
pˆi2ig
+ (1− δ2ig
pˆi2ig
)µˆHg(Xi;θg, µz), (4.33)
where µHg(Xi,θg) is also estimated semiparametrically using the same bases RK(Xi), i.e.
µˆHg(Xi;θg, µz) = βˆ
T
g (θg, µz)RK(Xi), and (4.34)
βˆg(θg, µz) = (
∑
i∈A2g
pi−11i pˆi
−1
2igRK(Xi)RK(Xi)
T )−1
∑
i∈A2g
pi−11i pˆi
−1
2igRK(Xi)H
T
ig(θg, µz). (4.35)
An estimator of Vg(θ
0
g, µ
0
z) is calculated as follows,
Vˆg(θˆ
(2)
g , µˆz) =
[
ΓˆTg (θˆ
(2)
g )Σˆ
−1
Hg(θˆ
(2)
g , µˆz)Γˆ
T
g (θˆ
(2)
g )
]−1
, (4.36)
where
Γˆg(θg) =
1
N
 ∑
i∈A2g
w1ipˆi
−1
2ig
∂Hig(θg, µz)
∂θg
∑
i∈A2g
w1ipˆi
−1
2ig
∂Hig(θg, µz)
∂µz
; 0 − 1
 ,
(4.37)
and ΣˆHg(θg, µz) =
[
Σˆ11(θg, µz) Σˆ12(θg, µz); Σˆ
T
12(θg, µz) Σˆ22(µz)
]
. (4.38)
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The term Σˆ11(θg, µz) is estimated using
Σˆ11(θg, µz) = Vˆηg,N (θg, µz) +
n
N
ˆV arξ(ηig(θg, µz)), (4.39)
where Vˆηg,N (θg, µz) = nN
−2 ∑
i∈A1
∑
j∈A1
pi1ij − pi1ipi1j
pi1ijpi1ipi1j
ηˆig(θg, µz)ηˆ
T
jg(θg, µz), and
(4.40)
ˆV arξ(ηig(θg, µz))
= 1N
∑
i∈A1 pi
−1
1i ηˆig(θg, µz)ηˆ
T
ig(θg, µz)
− 1
N2
[∑
i∈A1 pi
−1
1i ηˆig(θg, µz)
] [∑
i∈A1 pi
−1
1i ηˆig(θg, µz)
]T
.
(4.41)
The term Σˆ22(µz) is estimated using
Σˆ22(µz) = Vˆz,N (µz) +
n
N
ˆV arξ(Zi), (4.42)
where Vˆz,N (µz) = nN
−2 ∑
i∈A1
∑
j∈A1
pi1ij − pi1ipi1j
pi1ijpi1ipi1j
(Zi − µz)(Zj − µz), and (4.43)
ˆV arξ(Zi) =
1
N
∑
i∈A1
pi−11i (Zi−µz)2−
1
N2
∑
i∈A1
pi−11i (Zi − µz)
∑
i∈A1
pi−11i (Zi − µz)
T . (4.44)
The term Σˆ12(θg, µz) is estimated using
Σˆ12(θg, µz) = Cˆηz,N (θg, µz) +
n
N
ˆCovξ(ηig(θg, µz), Zi), (4.45)
where Cˆηz,N (θg, µz) = nN
−2 ∑
i∈A1
∑
j∈A1
pi1ij − pi1ipi1j
pi1ijpi1ipi1j
ηˆig(θg, µz)(Zj − µz), and (4.46)
ˆCovξ(ηig(θg, µz), Zi)
= 1N
∑
i∈A1 pi
−1
1i ηˆig(θg, µz)(Zi − µz)− 1N2
[∑
i∈A1 pi
−1
1i ηˆig(θg, µz)
] [∑
i∈A1 pi
−1
1i (Zi − µz)
]
.
(4.47)
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To construct a joint estimator for θ = [θ1, ...,θG]
T , one can simply stack Hng(θg, µz) in the
quadratic form of (4.13). Define Hi(θ, µz) as the stacked vector of Hig(θg, µz)
′s in (4.18)
and ηi(θ, µz) as the stacked vector of ηig(θg, µz)
′s in equation (4.20). The asymptotic
theory and the variance estimator for θˆ
(2)
can be derived by simply replacing Hig(θg, µz)
by Hi(θ, µz) and ηig(θg, µz) by ηi(θ, µz). Then an inference for the treatment effects or
any linear combination of treatment parameters, λTθ can be obtained.
4.3.3 Replication Variance Estimation
In surveys conducted on land, for example surveys about natural resources (soil, forest,
water, etc.), non-responses hardly occur. However, in surveys with high non-response rates,
such as surveys conducted on people, the joint inclusion probabilities are typically not
available because sampling weights have to be appropriately adjusted for non-response.
After such adjustments, the joint inclusion probabilities change and are hard to be derived.
In practice, a set of replicate weights are often provided instead, because (1) design weights
are often adjusted due to non-response issues and a set of replicate weights are provided
to account for the weight adjustment; (2) sometimes a few design variables are masked
from users to keep confidentiality. An example of such design variable is location which
is used for defining design strata in a study, but the specific location is omitted from the
analyst because of concerns associated with confidentiality. In this subsection, the replicate
weights for the Jackknife variance estimator are constructed for θˆ
(1)
g . Note that θˆ
(2)
g depends
on the joint inclusion probabilities pi1ij which are typically not available when replicate
weights are provided. The Jackknife variance estimator for a two-phase sampling design
discussed in Fuller (2011) and Kim et al. (2006) is proposed for use here. Assume that
there is a replicate variance estimator that gives a consistent estimator for the variance of
the total estimator based on the first-phase sample. The replication variance estimator is
written as, VˆJK1(θˆ1) =
∑B
b=1 cb(θˆ
[b]
1 − θˆ1)(θˆ
[b]
1 − θˆ1)T , where B is the number of replicates,
θˆ1 =
∑
i∈A1 w1iXi is the total estimator of variable X using the first-phase sample, θˆ
[b]
1 =
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∑
i∈A1 w
[b]
1iXi is the estimated total for the b
th replicate, w
[b]
1i is the b
th replicate weights
in the first-phase, and cb is a factor associated with replicate b such that VˆJK1(θˆ1) is a
consistent estimator for the variance of θˆ1. Suppose the second-phase total estimator is,
θˆ2 =
∑
i∈A2 w1ipi
−1
2i|1iXi, where pi2i|1i is the conditional probability of selecting i for the
phase 2 sample given that i is in the phase 1 sample, and A2 is the phase 2 sample. Define
the bth replicate of θˆ2 as, θˆ
[b]
2 =
∑
i∈A2 w
[b]
1i pi
−1
2i|1iXi. A Jackknife variance estimator for θˆ2
can be calculated as, VˆJK2(θˆ2) =
∑B
b=1 cb(θˆ
[b]
2 − θˆ2)(θˆ
[b]
2 − θˆ2)T . Kim et al. (2006) showed
that VˆJK2(θˆ2) is a consistent estimator for the variance of θˆ2.
Following the idea of Fuller (2009) (Section 4.3.3), let b be the index for the deleted
Jackknife groups and the corresponding replicate version of m¯2pig(θg) be,
m¯
[b]
2pig(θg) =
1
N
∑
i∈A2g
w
[b]
1i (pˆi
[b]
2ig)
−1mig(θg), (4.48)
where pˆi
[b]
2ig is obtained by replacing w1i by w
[b]
1i in (4.7). Then the replicate estimator for
θˆ
(1)
g is,
θˆ
(1)[b]
g = arg min
θg
[
m¯
[b]
2pig(θg)
]T [
m¯
[b]
2pig(θg)
]
, (4.49)
and the replication variance estimator for θˆ
(1)
g is calculated as,
VˆJK(θˆ
(1)
g ) =
B∑
b=1
cb(θˆ
(1)[b]
g − θˆ
(1)
g )(θˆ
(1)[b]
g − θˆ
(1)
g )
T . (4.50)
Examples of w
[b]
1i and cb for a variety of designs are given in Sa¨rndal et al. (2003). For
example, if the first-phase sample is drawn from a multi-stage cluster design, the Jackknife
technique is usually applied at the primary sampling unit (PSU) levels. Assuming there are
B PSUs and Sb is the b
th PSU deleted in the bth replicate sample, the bth replicate weight
for the first-phase is defined as,
w
[b]
1i =
 0 if i ∈ SbB
B−1w1i if i /∈ Sb
, (4.51)
and cb = B
−1(B−1). As mentioned in Sa¨rndal et al. (2003), for stratified sampling designs,
w
[b]
1i and cb need to be defined with care. This situation is discussed in Section 4.5 of the
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empirical study. If the first phase replicate weights are provided in practice, one can directly
use them as w
[b]
1i . One thing to note is that Kim et al. (2006) assume pi2ig are known in
their two phase replication variance estimator. Note that the consistency theorem in Kim
et al. (2006) needs to be modified to account for the variation from estimating pˆi2ig in the
Jackknife variance estimator, which has not been done in this Chapter and is open for future
research.
4.4 Simulation Study
In this section, the performance of the estimators and variance estimators are evaluated
under four different simulation set-ups. Three treatment levels are considered, with a pop-
ulation size of N = 10, 000 and an expected sample size of n = 1000. I.i.d. realizations,
(Y, δ1i, δ2i, Xi, Zi); i = 1, ..., N , are generated according to the following superpopulation
set-ups.
(1) Covariates: simulate covariates Zi = [Z1i, Z2i] where Z1i ∼ N(2, 1) and Z2i ∼ N(10, 1),
and Xi = [X1i, X2i] where X1i = Z1i and X2i ∼ N(0.5, 0.32).
(2) Potential response outcomes: the superpopulation model for potential outcomes is
Yig = µg(Zi) + σg(Zi)ig,
where
µg(Zi) = βg0 + βg1(Z1i − 0.5) + βg2(Z1i − 0.5)2 + βg3Z2i,
ig ∼ N(0, 1), σg(Zi) = |µg(Zi)|, and [βg0, βg1, βg2, βg3] equals to [5, 4, 2, 1] for g = 1,
[0, 1, 0, 0] for g = 2, and [−5,−4,−2,−0.5] for g = 3.
(3) First phase sampling: consider two sampling designs, non-informative stratification
sampling and informative Poisson sampling.
• Stratification (STS): population units are sorted by values of Z1i, and then the popu-
lation is divided into two sub-populations U1 and U2 with equal sizes. Simple random
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sampling is used to draw 80% of the sample from U1 and 20% from U2. For units in
stratum s (s = 1 or 2), pi1i = N
−1
s ns and pi1ij = {Ns(Ns − 1)}−1 ns(ns − 1), where ns
and Ns are the sample size and the population size in stratum s. The joint inclusion
probability for two units in different strata is the product of their first order inclusion
probabilities.
• Informative Poisson (Informative): the first-phase sample design is Poisson sampling
with selection probability,
pi1i =
exp(−1.5− 2.5X2i + 0.07‖Y‖)
1 + exp(−1.5− 2.5X2i + 0.07‖Y‖) ,
where ‖Y‖ =
√
Y 2i1 + Y
2
i2 + Y
2
i3. Modeling pi1i as a function of Y is a common way
(Pfeffermann and Sverchkov, 1999) to represent joint dependence of Y and pi1i on a
design variable that is not contained in (Xi, Zi). In this specification, assume ‖Y‖ is
known at the design stage of the survey, but is unavailable at the analysis stage.
(4) Second phase self-selection probability models: consider two models for pi2ig.
• Logit Linear (LogitLinear):
pi2ig =
exp(φg0 + φg1X1i + φg2X2i)∑G
g=1 exp(φg0 + φg1X1i + φg2X2i)
,
where [φg0, φg1, φg2] equals to [−.5, 0, 0] for g = 1, [0.3,−0.3,−0.3] for g = 2, and
[0,−0.5, 0.5] for g = 3.
• Jump (JUMP):
[pi2i1, pi2i2, pi2i3] = [0.90, 0.05, 0.05] if X1i +X2i ≥ 3
= [1/3, 1/3, 1/3] if 2 ≤ X1i +X2i < 3
= [0.05, 0.05, 0.90] if X1i +X2i < 2.
The JUMP model violates the differentiability assumption of pi2ig in Condition III(1)
in Appendix B1. It is deliberately included in the simulation to see if a semiparametric
approach can estimate non-smooth multiple treatment selection probabilities well.
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For each i ∈ U , δ2i is simulated from multinomial(1;pi2i1, pi2i2, pi2i3). For i 6= j, pi1ij =
pi1ipi1j . For STS design, which is non-informative, SMAR holds and bi = w
−1
1i in (4.7) to
estimate pˆi2ig. For Informative design, SMAR fails and bi = 1 in (4.7) to estimate pˆi2ig.
First simulate a finite population with size N from the superpopulation and then use
indicators generated in (3) and (4) to obtain the first and second phase samples. Repeat
the process to produce 1000 Monte Carlo (MC) samples. 5 parameters of interest are
estimated for each group, θg = [Pg, µg, σ
2
g , Rg, Dg], where Pg = Prob(Yig ≤ 0), µg =
E(Yig), σ
2
g = V ar(Yig) and Rg = Corr(Yig, Z2i), and Dg = E[E(Yig|Z1i ≤ 0.65)]. The
corresponding estimation equations mig(θg) can be found in (4.5) and (4.6). For each MC
sample, calculate the following four estimators:
• θˆ(1)g : the estimator defined in (4.11). When mig(θg) = Yig − µg, θˆ
(1)
g corresponds to
the estimator in Yu et al. (2013) asymptotically.
• θˆ(2)g : the estimator defined in (4.13).
• θˆnwg : the estimator defined in (4.9), and is included to see what happens when the
survey weights are ignored in analyses.
• θˆpg: the estimator calculated the same way as θˆ
(1)
g , except that pˆi2ig are estimated using
a parametric multinomial regression. This estimator is introduced in order to have
plausible comparisons in context of 3 treatments between our estimators and others
that use parametric logistic regression to estimate propensity scores, see DuGoff et al.
(2014), Zanutto (2006), Ashmead (2014), and Ridgeway et al. (2015).
A cubic spline base of X1i is used for RK(X1i), as suggested by Breidt et al. (2005) which
mentions that setting the degree of the spline equal to 3 is a popular choice in practice.
Condition II(4) in Appendix B1 gives a practical guidance for the choice of K, the number
of knots in the spline. Condition II(4) requires K = O(nν), where ν has an upper bound
ν ≤ (4η + 2)−1 with η = 1/2 for spline bases. The sample size used is n = 1000, suggesting
nν = 5.6. The choices of K = 5, 4, 3, 2 are tried and the corresponding pˆi2ig curves are
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plotted. It is found that there is not noticeable change in the pˆi2ig curves until K decreases
to 2. So K = 3 is used and the locations of the three knots correspond to the 25th, 50th,
and 75th quantiles of observed X1i’s. A cubic spline base for RK(X2i) is constructed the
same way. The semiparametric bases are RK(Xi) = [R
T
K(X1i), R
T
K(X2i)]
T .
If the dimension of (Xi,Zi) is big, in practice it is suggested to run a multinomial
regression using δ2i on (Xi,Zi) to select covariates that are most significant, and then use
them for estimation of pˆi2ig. When using θˆ
(2)
g , one can run a multiple linear regression of
Yig on (Xi,Zi) in A2g to identify covariates that are most useful for explaining the outcome
Yig, and then add their first and second phase means in the estimation equations. It is not
impossible to obtain a very small pˆi2ig computationally, which leads to extreme weights. A
solution is to truncate such pˆi2ig’s to a small constant L (which is set to be 0.0001 in this
study), then adjust the truncated pˆi2ig by calibrating the second phase mean of Ui to its
first phase mean, i.e. p˜i2ig = Fgpˆi
t
2ig where Fg = (
∑
i∈A1 w1iUi)
−1∑
i∈A2g w1i(pˆi
t
2ig)
−1Ui, and
pˆit2ig is the truncated propensity score which equals to L if pˆi2ig < L, otherwise remains
unchanged. Here the variable Ui can be an important covariate chosen by users, or a
weighted mean of (Xi,Zi) where weights indicate importance of the covariates. The average
of the covariate Xi is used as Ui in both of the simulation studies and the empirical study.
Figures 4.1-4.4 show side-by-side boxplots of MC estimates of the four estimators for all
treatment effects. Each figure represents one of four simulation set-ups: (STS-LogitLinear),
(STS-JUMP), (Informative-LogitLinear), and (Informative-JUMP). In each subplot, the
first two boxplots are for θˆ
(1)
g and θˆ
(2)
g , and the third and fourth boxplots are for θˆ
p
g and θˆ
nw
g
respectively. When comparing our estimators θˆ
(1)
g and θˆ
(2)
g with θˆ
nw
g , θˆ
nw
g is highly biased
in most of parameters and scenarios, due to ignoring the survey weights. The variances of
θˆ
nw
g in general are smaller than those of θˆ
(1)
g and θˆ
(2)
g , which is expected especially when the
survey weights are very different from each other. The coefficient of variation (CV) of the
weights for the STS design is 0.75, and the CV of weights for the Informative design is 4.77.
When comparing estimators θˆ
(1)
g and θˆ
(2)
g with θˆ
p
g, biases of θˆ
p
g are comparable to those
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of θˆ
(1)
g and θˆ
(2)
g for the LogitLinear model because in this scenario θˆ
p
g correctly assumes
a parametric model for pi2ig. However, in the situation of JUMP models, θˆ
p
g has larger
biases than θˆ
(1)
g and θˆ
(2)
g because pi2ig is misspecified parametrically. When comparing θˆ
(1)
g
with θˆ
(2)
g , both of their biases are comparable in all scenarios. However, the plots show
that θˆ
(2)
g consistently has smaller variances than θˆ
(1)
g . The variance reduction of θˆ
(2)
g over
θˆ
(1)
g indicates that efficiency gain occurs after adding the first and second phase means
of covariates to the estimation equations, which confirms Remark 2. Additionally, it is
promising to see that both θˆ
(1)
g and θˆ
(2)
g have relatively small biases even if the JUMP model
fails to satisfy the differentiability assumption in the theory, indicating the semiparametric
approach of estimating pˆi2ig works well for the non-smooth function considered. The MC
results can also be found in four tables for readers who prefer to see numbers rather than
figures. Tables 4.9-4.12 report biases, MC standard deviations, and the root mean square of
errors of the estimators θˆ
(1)
g , θˆ
(2)
g , θˆ
p
g and θˆ
nw
g for different treatments in the four simulation
scenarios: STS-LogitLinear, STS-JUMP, Informative-LogitLinear and Informative-JUMP.
Tables 4.5 and 4.6 contain the coverage probabilities of the 95% confidence intervals
for θˆ
(2)
g based on its asymptotic normality and its linearized variance estimator in Section
4.3.2, and the coverage probabilities of the 95% confidence intervals for θˆ
(1)
g and θˆ
nw
g based
on the Jackknife approach discussed in Section 4.3.3. The replication variance estimator
for θˆ
nw
g is calculated by replacing w1i by N/n in (4.51). This gives inappropriate variance
estimation for θˆ
nw
g under an unequal probability sampling, but mimics what people do when
they ignore survey weights. To create the Jackknife replicates, B = 1000 and deleting one
unit at a time are used. The coverage probabilities for θˆ
(2)
g using the linearized variance
estimator seem to work well, except for the marginal mean µg under (STS-LogitLinear)
and the marginal proportion Pg under (STS-JUMP). The rest of coverage probabilities
are reasonably close to the nominal size 95%. The Jackknife variance estimator of θˆ
(1)
g
gives very good coverage probabilities. However the coverage probabilities for θˆ
nw
g using
the Jackknife variance estimation are far away from the nominal size, especially under
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the Informative-JUMP model where the coverage probabilities are severely underestimated.
Those under-coverages are due to the biases in θˆ
nw
g , or inappropriate variance estimation,
or both.
The simulation studies demonstrate the validity of the estimators and variance estima-
tors.
4.4.1 Comparison Between This Jackknife Variance Estimator and the Gener-
alized Jackknife Variance Estimator
Berger and Skinner (2005) propose the generalized Jackknife variance estimator that
incorporates the joint inclusion probabilities. The generalized Jackknife that uses pi1ij
(delete 1) given by Berger and Skinner (2005) is defined as,
Vˆ
(G)
JK (θˆg) =
∑
j∈A1
∑
i∈A2
pi1ij − pi1ipi1j
pi1ij
uiuj (4.52)
where
uj =
(
1− w˜1j
)(
θˆg − θˆg(j)
)
(j ∈ A1),
w˜1i =
1
pi1i∑
k∈A1
1
pi1k
(Hajek Weights),
and θˆg(j) is obtained by using θˆ
(1) estimator and defining
w
[j]
1i =
 0 if i = jpi−11i if i 6= j . (4.53)
The results from the Jackknife variance estimator and the results from the generalized
Jackknife method in Berger and Skinner (2005) are compared using the four simulation
set-ups. Under all 4 simulation scenarios considered in this chapter, it was found that both
of the methods give very close coverage probabilities. See Tables 4.1 through 4.4 below.
Only results for the Jackknife variance estimator are discussed in the rest of this chapter.
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Table 4.1 STS-LogitLinear: The coverage probabilities of the 95% constructed intervals
for the 5 estimated parameters using our Jackknife variance estimator (the first
column), and the generalized Jackknife variance estimator (the second column).
Jackknife Generalized Jackknife Generalized Jackknife Generalized
Pg 95.1 95.1 94.0 94.1 94.1 94.2
µg 95.4 95.4 95.0 95.0 94.1 94.1
σ2g 94.7 94.7 94.8 94.8 94.3 94.3
Rg 94.7 94.7 95.1 95.1 94.3 94.4
Dg 94.8 94.8 95.1 95.1 95.9 95.8
Table 4.2 STS-JUMP: The coverage probabilities of the 95% constructed intervals for
the 5 estimated parameters using our Jackknife variance estimator (the first
column), and the generalized Jackknife variance estimator (the second column).
Jackknife Generalized Jackknife Generalized Jackknife Generalized
Pg 92.8 92.7 92.3 92.2 95.4 95.4
µg 95.3 95.3 93.3 93.3 95.3 95.3
σ2g 93.0 92.9 96.6 96.7 96.1 96.1
Rg 94.6 94.6 95.2 95.3 95.8 95.9
Dg 95.0 95.0 93.5 93.4 96.6 96.7
Table 4.3 Informative-LogitLinear: The coverage probabilities of the 95% constructed
intervals for the 5 estimated parameters using our Jackknife variance estimator
(the first column), and the generalize Jackknife variance estimator (the second
column).
Jackknife Generalized Jackknife Generalized Jackknife Generalized
Pg 95.2 95.1 96.4 96.2 94.7 94.7
µg 96.4 96.2 95.4 95.4 95.5 95.4
σ2g 94.1 94.1 95.1 95.1 96.2 96.1
Rg 96.0 95.9 94.8 94.8 95.4 95.4
Dg 96.2 96.1 95.7 95.6 94.9 94.9
Table 4.4 Informative-JUMP: The coverage probabilities of the 95% constructed in-
tervals for the 5 estimated parameters using our Jackknife variance estimator
(the first column), and the generalized Jackknife variance estimator (the second
column).
Jackknife Generalized Jackknife Generalized Jackknife Generalized
Pg 96.3 95.6 94.7 94.8 96.9 95.9
µg 97.2 96.1 97.1 96.0 93.9 94.4
σ2g 97.0 96.0 92.3 93.6 96.5 95.7
Rg 93.2 94.1 95.0 95.0 95.4 95.2
Dg 95.0 95.0 94.3 94.6 96.0 95.5
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4.5 Empirical Study
The feasibility of the estimators discussed in Section 4.2.3 is investigated by estimating
the mean annual medical expenditures under different choices of health insurance types
in China. The data is from the Chinese General Social Survey (CGSS) conducted by
the National Survey Research Center at the Renming University of China in 2010. The
population consisted of all Chinese adults (18+) in mainland China. A sample of 12,000
adults was drawn for the base questionnaire and a subsample of 4,000 adults was drawn
for the health care questionnaire. Data were collected by in-person interviews. The sample
for the CGSS survey was selected using a multi-stage cluster sampling design. In the first
stage, the primary sampling units (PSUs) were districts which were divided into 2 strata.
Stratum 1 contained 67 districts in 5 major cities (Shanghai, Beijing, Guangzhou, Shenzhen
and Tianjin), and stratum 2 contained 2795 districts in the rest of the area of China. In both
strata, a probability proportional to size (PPS) design with the resident population size as
the size variable was used to select the PSUs (40 PSUs were selected in stratum 1, and
100 PSUs were selected in stratum 2). In the second stage, the secondary sampling units
(SSUs) were communities. A PPS design with resident population size as the size variable
was used to select 2 SSUs within each selected PSU in stratum 1 and 4 SSUs within each
selected PSU in stratum 2. In the third stage, the ultimate sampling units (USUs) were
households. In each selected SSU, 25 households were drawn by a systematic sampling
method. Then a respondent was selected randomly within each household. Totally 12,000
households responded to the base questionnaire. Then every third household respondent
in each SSU was selected to answer the health care questionnaire. The subsample of 4,000
was used in our investigation.
The response variable in the study is the annual medical expenditure. The treatment
variable is the health insurance type (public health insurance, private health insurance,
and no health insurance). Public health insurance is sponsored by Chinese government
and is the main health insurance type in China. Six relevant covariates are chosen to
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study from the health care questionnaire: age, household register (urban, rural, other),
annual household income, physical condition (healthy, just so-so/or a little sick, sick, very
sick), chronic disease (yes, no), and treatment to illness (self-treatment, go to hospital, no
treatment). Due to some non-response units, the final data had a sample size of 3,866. The
data weights were adjusted to deal with the non-response issue.
The following parameters of interest are estimated, θ0g = E(Yig) and θ
0
g = E(Yig|Idi = 1)
where Idi is the indicator for the domain of interest that contains respondents who have
sick or very sick physical condition. When estimating pˆi2ig, use bi = 1 in (4.7) to obtain
conservative estimates since it is difficult to verify SMAR assumption. For comparison, the
results using bi = w
−1
1i in (4.7) are also reported.
Estimators θˆ
(1)
g and θˆ
nw
g are calculated and the Jackknife variance estimator discussed
in Section 4.3.3 is used to calculate their standard errors. θˆ
(2)
g is not included into the
empirical study because pi1ij are not available. Since the design is a stratified multi-stage
cluster design, the districts (PSUs) in different strata are used as the deleted Jackknife
groups Sb. The Jackknife variance estimator is,
VˆJK(θˆ
(1)
g ) =
2∑
h=1
Bh − 1
Bh
Bh∑
b=1
(θˆ
(1)[b]
g − θˆ
(1)
g )(θˆ
(1)[b]
g − θˆ
(1)
g )
T , (4.54)
where θˆ
(1)[b]
g is the minimizer of (4.49) and the replicate weight in the first-phase is defined
as,
w
[b]
1i =

0 if i ∈ Sb
pi−11i if i /∈ Sb and h(i) 6= h(b)
Bh
Bh−1pi
−1
1i if i /∈ Sb and h(i) = h(b).
(4.55)
Here h(i) is the stratum to which unit i belongs, h(b) is the stratum where the bth deleted
group Sb belongs, and [B1, B2] = [40, 100]. The replicate estimator θˆ
nw[b]
g for the estimator
θˆ
nw
g without survey weights and the variance estimator VˆJK(θˆ
nw
g ) can be obtained in the
same way by simply replacing pi1i by nN
−1 in (4.55). A spline base of degree 2 with 8
equally spaced knots in the data range is constructed for the two continuous variables (age
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and annual household income). Dummy variables are created for the remaining categorical
variables and added to the model.
Tables 4.7 and 4.8 contain the estimated treatment mean effects and estimated treatment
domain mean effects for physical condition, along with standard errors (in parentheses)
and 95% confidence intervals (in brackets), for bi = 1 and bi = w
−1
1i cases respectively.
The treatment effect estimates in Table 4.7(a) indicate that, when the data weights are
neglected, the estimated mean medical expenditure of the public health insurance group is
not significantly different from that of the no health insurance group. However, when the
data weights are incorporated, the public health group is found to spend significantly more
on the medical expenses than the no health insurance group. This makes sense because
people who have no health insurance might be reluctant to spend money to see doctors.
This trend is also seen in the domain treatment effects estimates in Table 4.7(b). In addition,
when the data weights are neglected for the treatment mean effect estimates, the estimated
mean medical expenditure of the private health insurance group is significantly different
from that of the no insurance group. Incorporating the data weights finds these estimated
means not significantly different. Table 4.8 gives the same story as Table 4.7 when comparing
the public health insurance group versus the private health insurance group, and comparing
the public health insurance group versus the no health insurance group. However, when
comparing the private health group with the no insurance group, there is a significant
difference in the treatment mean effect for both estimators θˆ
(1)
g and θˆ
nw
g as reported in
Table 4.8. Note that the standard errors of the unweighted estimator are not consistently
smaller than those of the weighted estimator because the variation of weights in the real
data is small (the CV = 0.45).
This study demonstrates that the proposed estimators are feasible in real data appli-
cation and suggests that ignoring the weights of an observational data might lead to a
misleading conclusion.
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4.6 Conclusions
GMM estimators θˆ
(1)
g and θˆ
(2)
g were considered to estimate treatment effects defined
through an estimation equation in an observational data set that is a sample drawn by a
complex survey design. The estimators θˆ
(1)
g and θˆ
(2)
g include both the first-phase sampling
probabilities and the estimated second-phase selection probabilities to remove the biases due
to ignoring unequal sampling design in the first-phase and the selection biases in the second-
phase. The self-selection probabilities are estimated using a semiparametric approach in
Cattaneo (2010) to deal with the situation with multiple treatments. Our simulation studies
demonstrate that neglecting the first-phase design and handling only treatment selection
could lead to erroneous treatment effect estimation. The proposed estimator is designed
to handle multiple treatments and do not require strong model assumption of the selection
probability as in a fully parametric solution. The estimators θˆ
(1)
g and θˆ
(2)
g can be readily
extended to multiple sampling phases as well when the data set is a subsample of a larger
survey sample.
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Table 4.5 Stratification: The coverage probabilities of the 95% constructed intervals for
the 5 estimated parameters using the linearized variance estimator VˆL(θˆ
(2)
g ) for
θˆ
(2)
g , and the Jackknife variance estimators VˆJK(θˆ
(1)
g ) and VˆJK(θˆ
nw
g ) for θˆ
(1)
g and
θˆ
nw
g respectively.
(a) STS-LogitLinear
Trt1 Trt 2 Trt 3
VˆL(θˆ
(2)
g ) VˆJK(θˆ
(1)
g ) VˆJK(θˆ
nw
g ) VˆL(θˆ
(2)
g ) VˆJK(θˆ
(1)
g ) VˆJK(θˆ
nw
g ) VˆL(θˆ
(2)
g ) VˆJK(θˆ
(1)
g ) VˆJK(θˆ
nw
g )
Pg 93.6 95.2 59.8 94.3 94.0 57.9 92.4 94.1 56.2
µg 95.4 95.5 58.7 95.2 95.1 57.9 88.1 94.1 62.3
σ2g 92.5 94.7 61.7 94.4 94.9 60.4 92.2 94.3 58.2
Rg 94.2 94.7 57.6 92.1 95.1 60.3 95.9 94.3 59.1
Dg 92.4 94.8 56.7 95.1 95.1 58.8 92.6 95.9 62.2
(b) STS-JUMP
Trt1 Trt 2 Trt 3
VˆL(θˆ
(2)
g ) VˆJK(θˆ
(1)
g ) VˆJK(θˆ
nw
g ) VˆL(θˆ
(2)
g ) VˆJK(θˆ
(1)
g ) VˆJK(θˆ
nw
g ) VˆL(θˆ
(2)
g ) VˆJK(θˆ
(1)
g ) VˆJK(θˆ
nw
g )
Pg 89.2 92.8 71.9 95.2 92.3 80.4 92.5 95.4 50.0
µg 92.2 95.3 73.0 95.6 93.3 76.8 94.5 95.3 79.3
σ2g 94.2 93.0 56.5 93.3 96.6 83.9 95.3 96.1 86.0
Rg 95.3 94.6 60.7 93.8 95.2 81.0 92.3 95.8 61.1
Dg 92.9 95.0 50.0 96.6 93.2 61.7 94.1 96.6 28.2
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Table 4.6 Informative: The coverage probabilities of the 95% constructed intervals for
the 5 estimated parameters using the linearized variance estimator VˆL(θˆ
(2)
g ) for
θˆ
(2)
g , and the Jackknife variance estimators VˆJK(θˆ
(1)
g ) and VˆJK(θˆ
nw
g ) for θˆ
(1)
g and
θˆ
nw
g respectively.
(a) Informative-LogitLinear
Trt1 Trt 2 Trt 3
VˆL(θˆ
(2)
g ) VˆJK(θˆ
(1)
g ) VˆJK(θˆ
nw
g ) VˆL(θˆ
(2)
g ) VˆJK(θˆ
(1)
g ) VˆJK(θˆ
nw
g ) VˆL(θˆ
(2)
g ) VˆJK(θˆ
(1)
g ) VˆJK(θˆ
nw
g )
Pg 94.3 95.2 58.9 94.1 96.4 49.3 95.4 94.7 49.2
µg 95.2 96.4 50.6 92.5 95.4 46.2 95.1 95.5 49.3
σ2g 92.0 94.1 46.2 95.4 95.1 50.6 93.7 96.2 44.4
Rg 94.9 96.0 45.1 90.6 94.8 42.8 93.8 95.4 38.3
Dg 93.4 96.2 59.3 93.8 95.7 48.1 93.1 94.9 45.7
(b) Informative-JUMP
Trt1 Trt 2 Trt 3
VˆL(θˆ
(2)
g ) VˆJK(θˆ
(1)
g ) VˆJK(θˆ
nw
g ) VˆL(θˆ
(2)
g ) VˆJK(θˆ
(1)
g ) VˆJK(θˆ
nw
g ) VˆL(θˆ
(2)
g ) VˆJK(θˆ
(1)
g ) VˆJK(θˆ
nw
g )
Pg 94.4 96.3 6.6 97.7 94.7 72.4 92.9 96.9 0.0
µg 92.5 97.2 0.0 91.1 97.1 2.0 92.2 93.9 0.0
σ2g 94.9 97.0 0.0 95.5 92.3 2.0 94.6 96.5 20.6
Rg 92.7 93.2 41.6 95.2 95.0 71.4 94.3 95.4 48.4
Dg 92.2 95.0 0.0 91.0 94.3 81.9 95.0 96.0 0.0
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Table 4.7 Empirical Study With Weights in Estimation of pˆi2ig: The treatment effect
estimates using estimators θˆ
nw
g and θˆ
(1)
g defined in Section 4.2.3. The parameter of
interests are θ0g = E(Yig) and θ
0
g = E(Yig|Idi = 1) where Idi is the indicator for
the domain of interest that contains respondents who have sick or very sick physical
condition. The standard errors are in parentheses and calculated using the Jackknife
variance estimator, and the 95% confidence intervals are in brackets.
(a) Treatment Mean Effect Estimates for θ0g = E(Yig)
Estimators Public - Private Public - No Insurance Private - No Insurance
θˆ
(1)
g 1349.57 (215.90) 309.408 (28.23) -1040.165 (698.47)
[926.40 1772.74 ] [254.07 364.74] [-2409.17 328.84]
θˆ
nw
g 1210.57 (353.50) -21.45 (29.17) -1232.03 (56.56)
[517.71 1903.44] [-78.61779 35.71] [-1342.88 -1121.18]
(b) Treatment Domain Mean Effect Estimates for θ0g = E(Yig|Idi = 1)
Estimators Public - Private Public - No Insurance Private - No Insurance
θˆ
(1)
g 3214.18 (32.22) 811.56 (38.69) -2402.62 (46.48)
[3151.03 3277.34] [735.73 887.39] [-2493.73 -2311.52]
θˆ
nw
g 3320.93 (9.97) 4.49 (2.69) -3316.43 (240.85)
[3301.39 3340.47] [-0.77 9.76] [-3788.50 -2844.37]
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Table 4.8 Empirical Study Without Weights in Estimation of pˆi2ig: The treatment effect
estimates using estimators θˆ
nw
g and θˆ
(1)
g defined in Section4.2.3. The parameter of
interests are θ0g = E(Yig) and θ
0
g = E(Yig|Idi = 1) where Idi is the indicator for
the domain of interest that contains respondents who have sick or very sick physical
condition. The standard errors are in parentheses and calculated using the Jackknife
variance estimator, and the 95% confidence intervals are in brackets.
(a) Treatment Mean Effect Estimates for θ0g = E(Yig)
Estimators Public - Private Public - No Insurance Private - No Insurance
θˆ
(1)
g 1301.04 (150.81) 298.02 (42.79) -1003.02 (169.31)
[ 1005.45 1596.63] [ 214.15 381.89] [-1334.87 -671.17]
θˆ
nw
g 1205.295 (259.68) -13.23 (55.84) -1218.52 (260.12)
[696.32 1714.27] [ -122.68 96.22] [-1728.36 -708.68]
(b) Treatment Domain Mean Effect Estimates for θ0g = E(Yig|Idi = 1)
Estimators Public - Private Public - No Insurance Private - No Insurance
θˆ
(1)
g 2519.35 (239.67) 829.45 (87.41) -1689.90 (257.46)
[2049.60 2989.10] [658.13 1000.77] [-2194.52 -1185.28]
θˆ
nw
g 3207.10 (17.14) 4.092 (4.30) -2343.00 (180.83)
[ 3173.51 3240.69] [-4.34 12.52] [ -2697.43 -1988.57]
Table 4.9 STS-LogitLinear: Biases, Monte Carlo Standard Deviations, and Root Mean
Square of Errors for estimators θˆ
(1)
g , θˆ
(2)
g , θˆ
p
g and θˆ
nw
g for different treatments.
True Values Bias MC Std. Error RMSE
θˆ
(1)
g θˆ
(2)
g θˆ
p
g θˆ
nw
g θˆ
(1)
g θˆ
(2)
g θˆ
p
g θˆ
nw
g θˆ
(1)
g θˆ
(2)
g θˆ
p
g θˆ
nw
g
Pg 0.1584 0.0021 0.0019 -0.0013 0.0208 0.0247 0.0222 0.0208 0.0162 0.0021 0.0019 0.0013 0.0208
µg 16.0002 -0.0432 -0.0259 -0.1013 1.8214 2.0933 1.2560 1.8165 1.3627 0.0432 0.0259 0.1013 1.8214
Trt 1 σ2g 287.8674 5.3876 3.2325 -5.8530 107.4503 122.7497 73.6498 104.5842 80.4343 5.3876 3.2325 5.8530 107.4503
Rg 0.0287 0.0063 0.0038 -0.0057 0.0692 0.0739 0.0443 0.0669 0.0525 0.0063 0.0038 0.0057 0.0692
Dg 12.8079 0.0084 0.0076 0.1019 2.0162 1.7492 1.5742 2.0998 1.4850 0.0084 0.0076 0.1019 2.0162
Pg 0.2042 0.0014 0.0012 -0.0007 0.0233 0.0273 0.0245 0.0234 0.0173 0.0014 0.0012 0.0007 0.0233
µg 1.4991 0.0027 0.0016 -0.0037 0.1256 0.1434 0.0860 0.1176 0.0940 0.0027 0.0016 0.0037 0.1256
Trt 2 σ2g 4.2514 0.0723 0.0434 -0.0138 0.5336 0.5942 0.3565 0.5419 0.4133 0.0723 0.0434 0.0138 0.5336
Rg -0.0012 0.0026 0.0016 -0.0042 0.0592 0.0718 0.0431 0.0605 0.0453 0.0026 0.0016 0.0042 0.0592
Dg 0.7003 0.0022 0.0020 -0.0045 0.0885 0.0964 0.0868 0.0882 0.0666 0.0022 0.0020 0.0045 0.0885
Pg 0.8415 -0.0010 -0.0009 -0.0016 0.0303 0.0291 0.0262 0.0238 0.0232 0.0010 0.0009 0.0016 0.0303
µg -16.0011 0.0743 0.0446 0.0458 2.3737 2.3841 1.4305 1.8297 1.8205 0.0743 0.0446 0.0458 2.3737
Trt 3 σ2g 288.1261 10.3364 6.2018 -4.9257 134.6220 142.6968 85.6181 109.9074 99.0553 10.3364 6.2018 4.9257 134.6220
Rg -0.0291 -0.0016 -0.0009 0.0000 0.0883 0.0884 0.0530 0.0767 0.0650 0.0016 0.0009 0.0000 0.0883
Dg -12.8001 -0.0782 -0.0704 -0.0333 1.1742 1.3449 1.2104 1.3474 0.9442 0.0782 0.0704 0.0333 1.1742
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Table 4.10 STS-JUMP: Biases, Monte Carlo Standard Deviations, and Root Mean Square
of Errors for estimators θˆ
(1)
g , θˆ
(2)
g , θˆ
p
g and θˆ
nw
g for different treatments.
True Value Bias MC Std. Error RMSE
θˆ
(1)
g θˆ
(2)
g θˆ
p
g θˆ
nw
g θˆ
(1)
g θˆ
(2)
g θˆ
p
g θˆ
nw
g θˆ
(1)
g θˆ
(2)
g θˆ
p
g θˆ
nw
g
Pg 0.1583 0.0039 0.0035 -0.0316 0.0212 0.0358 0.0322 0.0657 0.0263 0.0039 0.0035 0.0316 0.0212
µg 27.4995 -0.0402 -0.0241 -5.0323 1.4714 2.0711 1.2426 4.0882 1.6818 0.0402 0.0241 5.0323 1.4714
Trt 1 σ2g 972.9215 3.6327 2.1796 -337.3423 91.2239 112.2363 67.3418 199.9725 72.2744 3.6327 2.1796 337.3423 91.2239
Rg 0.0312 -0.0001 -0.0000 0.0710 0.0835 0.0816 0.0490 0.1168 0.0631 0.0001 0.0000 0.0710 0.0835
Dg 19.5189 -0.1568 -0.1411 -2.7680 3.2622 2.8777 2.5899 4.4791 2.0695 0.1568 0.1411 2.7680 3.2622
Pg 0.2042 0.0067 0.0060 0.0050 0.0217 0.0594 0.0534 0.0500 0.0420 0.0067 0.0060 0.0050 0.0217
µg 1.4991 0.0292 0.0175 -0.0404 0.1401 0.3245 0.1947 0.2480 0.2105 0.0292 0.0175 0.0404 0.1401
Trt 2 σ2g 4.2514 0.3046 0.1828 -0.4651 0.2893 1.2892 0.7735 1.0852 0.8574 0.3046 0.1828 0.4651 0.2893
Rg -0.0012 0.0174 0.0104 -0.0103 0.0621 0.1657 0.0994 0.1312 0.1139 0.0174 0.0104 0.0103 0.0621
Dg 0.7003 -0.0014 -0.0013 0.1188 0.1204 0.1572 0.1415 0.1920 0.1028 0.0014 0.0013 0.1188 0.1204
Pg 0.8415 -0.0064 -0.0057 0.0305 0.0421 0.0447 0.0403 0.0683 0.0304 0.0064 0.0057 0.0305 0.0421
µg -22.5016 -0.0360 -0.0216 -6.4636 -1.6614 3.9907 2.3944 9.8176 2.7043 0.0360 0.0216 6.4636 1.6614
Trt 3 σ2g 722.1559 10.4905 6.2943 164.8906 2.4137 166.0244 99.6147 452.1543 126.7102 10.4905 6.2943 164.8906 2.4137
Rg -0.0178 0.0046 0.0028 0.0789 0.0917 0.1724 0.1034 0.2320 0.0725 0.0046 0.0028 0.0789 0.0917
Dg -14.5078 0.0191 0.0172 0.3821 1.8477 1.1725 1.0552 1.0119 0.8569 0.0191 0.0172 0.3821 1.8477
Table 4.11 Informative-LogitLinear: Biases, Monte Carlo Standard Deviations, and Root
Mean Square of Errors for estimators θˆ
(1)
g , θˆ
(2)
g , θˆ
p
g and θˆ
nw
g for different treat-
ments.
True Values Bias MC Std. Error RMSE
θˆ
(1)
g θˆ
(2)
g θˆ
p
g θˆ
nw
g θˆ
(1)
g θˆ
(2)
g θˆ
p
g θˆ
nw
g θˆ
(1)
g θˆ
(2)
g θˆ
p
g θˆ
nw
g
Pg 0.1584 0.0356 0.0320 -0.0038 0.0176 0.1018 0.0916 0.0672 0.0126 0.0356 0.0320 0.0038 0.0176
µg 16.0002 1.7118 1.0271 -0.7409 1.8568 17.7836 10.6701 4.7429 1.4249 1.7118 1.0271 0.7409 1.8568
Trt 3 σ2g 287.8674 32.6937 19.6162 0.2747 157.2096 931.2460 558.7476 188.9476 117.0559 32.6937 19.6162 0.2747 157.2096
Rg 0.0287 0.0440 0.0264 -0.0104 0.0599 0.2635 0.1581 0.1180 0.0454 0.0440 0.0264 0.0104 0.0599
Dg 12.8079 0.6684 0.6015 -0.2855 2.4909 6.4879 5.8391 2.5865 1.8438 0.6684 0.6015 0.2855 2.4909
Pg 0.2042 0.0042 0.0038 0.0043 0.0210 0.0832 0.0749 0.0675 0.0158 0.0042 0.0038 0.0043 0.0210
µg 1.4991 0.0545 0.0327 -0.0279 0.1393 0.5712 0.3427 0.3522 0.1030 0.0545 0.0327 0.0279 0.1393
Trt 3 σ2g 4.2514 0.2298 0.1379 -0.0802 0.9065 2.1921 1.3153 0.9470 0.6563 0.2298 0.1379 0.0802 0.9065
Rg -0.0012 0.0047 0.0028 -0.0057 0.0711 0.1773 0.1064 0.1238 0.0515 0.0047 0.0028 0.0057 0.0711
Dg 0.7003 -0.0091 -0.0082 -0.0066 0.0920 0.1770 0.1593 0.1347 0.0691 0.0091 0.0082 0.0066 0.0920
Pg 0.8415 -0.0102 -0.0091 -0.0124 0.0135 0.0713 0.0642 0.0642 0.0105 0.0102 0.0091 0.0124 0.0135
µg -16.0011 -0.8802 -0.5281 -0.6803 1.9857 8.4257 5.0554 5.6402 1.4650 0.8802 0.5281 0.6803 1.9857
Trt 3 σ2g 288.1261 16.3605 9.8163 -9.0152 187.3405 316.0102 189.6061 198.6736 140.2728 16.3605 9.8163 9.0152 187.3405
Rg -0.0291 0.0039 0.0024 -0.0028 0.0995 0.2294 0.1376 0.1413 0.0683 0.0039 0.0024 0.0028 0.0995
Dg -12.8001 -0.4545 -0.4090 -0.1292 1.2369 3.1189 2.8070 2.1273 0.8995 0.4545 0.4090 0.1292 1.2369
Table 4.12 Informative-JUMP: Biases, Monte Carlo Standard Deviations, and Root Mean
Square of Errors for estimators θˆ
(1)
g , θˆ
(2)
g , θˆ
p
g and θˆ
nw
g for different treatments.
True Values Bias MC Std. Error RMSE
θˆ
(1)
g θˆ
(2)
g θˆ
p
g θˆ
nw
g θˆ
(1)
g θˆ
(2)
g θˆ
p
g θˆ
nw
g θˆ
(1)
g θˆ
(2)
g θˆ
p
g θˆ
nw
g
Pg 0.1583 0.0216 0.0194 -0.0377 -0.0866 0.0938 0.0844 0.0947 0.0276 0.0216 0.0194 0.0377 0.0866
µg 27.4995 0.1657 0.0994 -7.7266 25.7351 9.4555 5.6733 6.3092 2.0310 0.1657 0.0994 7.7266 25.7351
Trt 1 σ2g 972.9215 235.7866 141.4720 -530.3687 901.6896 621.9053 373.1432 253.3727 148.6468 235.7866 141.4720 530.3687 901.6896
Rg 0.0312 -0.0111 -0.0067 0.0353 0.1395 0.2412 0.1447 0.1865 0.0929 0.0111 0.0067 0.0353 0.1395
Dg 19.5189 2.2467 2.0221 -3.7765 25.0799 8.7762 7.8986 4.6672 2.7718 2.2467 2.0221 3.7765 25.0799
Pg 0.2042 0.0139 0.0125 0.0253 0.0406 0.1135 0.1021 0.1041 0.0447 0.0139 0.0125 0.0253 0.0406
µg 1.4991 0.5548 0.3329 0.0823 0.7385 2.1396 1.2838 0.5119 0.2124 0.5548 0.3329 0.0823 0.7385
Trt 2 σ2g 4.2514 0.7456 0.4473 0.4392 4.4726 4.1332 2.4799 1.7006 1.3357 0.7456 0.4473 0.4392 4.4726
Rg -0.0012 0.0205 0.0123 0.0169 0.1023 0.3361 0.2017 0.1747 0.1227 0.0205 0.0123 0.0169 0.1023
Dg 0.7003 -0.0368 -0.0331 -0.0476 0.0504 0.3322 0.2989 0.3527 0.1212 0.0368 0.0331 0.0476 0.0504
Pg 0.8415 -0.0016 -0.0014 0.0870 0.1234 0.0592 0.0533 0.0529 0.0084 0.0016 0.0014 0.0870 0.1234
µg -22.5016 0.9339 0.5604 -27.9144 -18.7933 6.7477 4.0486 26.0017 2.5644 0.9339 0.5604 27.9144 18.7933
Trt 3 σ2g 722.1559 17.4960 10.4976 1068.3398 614.4755 253.0702 151.8421 1156.2205 265.7647 17.4960 10.4976 1068.3398 614.4755
Rg -0.0178 0.0063 0.0038 -0.0400 0.1043 0.1875 0.1125 0.2908 0.0729 0.0063 0.0038 0.0400 0.1043
Dg -14.5078 -0.2283 -0.2054 0.1097 -5.3154 2.3139 2.0825 1.4489 0.7884 0.2283 0.2054 0.1097 5.3154
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Figure 4.1 STS-LogitLinear: Boxplots of MC estimates of the four estimators for all
treatments. Each row represents a parameter, and each column represents a
treatment. In each subplot, the four boxplots are for θˆ
(1)
g , θˆ
(2)
g , θˆ
p
g and θˆ
nw
g
respectively in order. The horizontal line is located at the value of the true
treatment effect.
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Figure 4.2 STS-JUMP: Boxplots of MC estimates of the four estimators for all treat-
ments. Each row represents a parameter, and each column represents a treat-
ment. In each subplot, the four boxplots are for θˆ
(1)
g , θˆ
(2)
g , θˆ
p
g and θˆ
nw
g respec-
tively in order. The horizontal line is located at the value of the true treatment
effect.
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Figure 4.3 Informative-LogitLinear: Boxplots of MC estimates of the four estimators
for all treatments. Each row represents a parameter, and each column repre-
sents a treatment. In each subplot, the four boxplots are for θˆ
(1)
g , θˆ
(2)
g , θˆ
p
g and
θˆ
nw
g respectively in order. The horizontal line is located at the value of the true
treatment effect.
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Figure 4.4 Informative-JUMP: Boxplots of MC estimates of the four estimators for all
treatments. Each row represents a parameter, and each column represents a
treatment. In each subplot, the four boxplots are for θˆ
(1)
g , θˆ
(2)
g , θˆ
p
g and θˆ
nw
g
respectively in order. The horizontal line is located at the value of the true
treatment effect.
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CHAPTER 5. SUMMARY AND DISCUSSION
In this work theoretical and practical aspects of penalized b-spline smoothing, a semi-
parametric smoothing technique which gained much popularity over the last two decades,
were considered. In Chapter 2, P-splines were presented as a smoothing technique that
combines different splines basis, penalties and knots to provide a very flexible technique for
fitting data. How these splines were developed and some practical applications of P-splines
and extensions to bivariate smoothing and variance estimation were also discussed.
In Chapter 3, theoretical and empirical contributions were made using the penalized
Bivariate Tensor Product B-spline (BTPB). Theoretically, the asymptotic theory for any
general partial derivatives of penalized BTPB estimators was developed as well as a variance
estimator. The validity and applicability of this estimator was verified through theoretical
proofs and simulations. Empirically, this estimator was used to address the actuarial fairness
question in the premium rates prescribed by the Risk Management Agency. This was done
by applying the estimator to data from Webster County, Iowa, a county in the center of
the corn belt with generally productive land and low intra-county land variance. This
estimated density curve was then compared with the conditional yield density estimated
using the historical yield data estimated through the use of kernel density to determine if
premium prices are actuarially fair.
For all coverage levels, the actual premium rates are close to what was calculated given
historical data. Conditional on historical average yields, however, premiums for poorer land
were too low in general, and those for the best land are too high for the farmer to expect
to recover premium costs, even after accounting for large premium subsidies. However,
as land quality in Webster County is quite uniform when compared with other counties,
even in Iowa, the county is not good candidate for identifying rate discrepancies induced
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by heterogeneity in cropped land productivity. It remains to be seen whether the patterns
observed in this one county apply more generally.
P-splines were applied to the area of observations studies for complex surveys in Chapter
4. The main focus of Chapter 4 was on the inclusion of survey weights in observation data
when using inverse probability weighted (IPW) estimator and not the application of P-
splines. However, P-splines do play a big role in estimating the self-selection probabilities. It
is very common that people ignore survey weights in observational data when using the IPW
estimators, yet claim that the estimated treatment effects are generalizable to the target
population, causing misleading guidance in causal inference. Failure to properly account
for the complex survey design may lead to biased treatment effect estimates and incorrect
variance estimation. The general idea is to multiply the inverse of the estimated propensity
scores by the sampling design weights. Chapter 4 considered a set up in which parameters
of interest are defined through estimation equations, and uses the generalized method of
moments (GMM) for parameter estimation. The observational data set is considered as
a first-phase sample from a finite population and has a known sampling probability. The
second-phase sampling is a partitioning of the first-phase sample (observational data set)
into mutually exclusive and self-selected treatment groups. This partitioning in the second-
phase can be viewed as a multinomial sampling in survey statistics, and its self-selection
probabilities are estimated using P-splines.
The feasibility of the method was investigated by estimating the mean annual medical
expenditures under different choices of health insurance types in China. The data is from
the Chinese General Social Survey (CGSS). The response variable in the study was the
annual medical expenditure, with treatment variables being health insurance type (public
health insurance, private health insurance, and no health insurance). It was found that
when the data weights are neglected, the estimated mean medical expenditure of the public
health insurance group is not significantly different from that of the no health insurance
group. However, when the data weights are incorporated, the public health group is found
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to spend significantly more on the medical expenses than the no health insurance group. In
addition, when the data weights are neglected for the treatment mean effect estimates, the
estimated mean medical expenditure of the private health insurance group is significantly
different from that of the no insurance group, while incorporating the data weights finds
these estimated means not significantly different. This study demonstrates that the estima-
tors presented are feasible in real data application and suggests that ignoring the weights
of an observational data might lead to a misleading conclusion.
While P-splines are by no means near the end of their development cycle, this work
has made significant progress in pushing them towards that end. In doing so, P-splines
practicality has greatly increased, particularly for bivariate uses and variance estimation,
as seen in Chapter 3. In addition, it is plain to see that p-splines have much more to
contribute to this century (Eilers et al., 2015).
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APPENDIX A. CHAPTER 3 APPENDIX
In this appendix, the proofs for Lemma 1, Theorem 1 and Theorem 2 for chapter 3 can
be found in sections A1, A2, and A3 respectively.
A1: Proof of Lemma 1
By the proof of proposition 1 in Xiao et al. (2012),
µˆ(x, z)− µ∗(x, z) =
∑
i,j
bi,j(x, z)yi,j , (A1.1)
where
bi,j(x, z) =
1
n1h1
Hm1
(x− xi
h1
)
di,2(z) +
1
n2h2
Hm2
(z − zi
h2
)
di,1(x) + b˜i,j(x, z),
di,1(x) =
∑
k,r
B1k(x)B
1
r (xi)Sk,r,x −
1
n1h1
Hm1
(x− xi
h1
)
,
di,2(z) =
∑
l,s
B2l (z)B
2
s (zi)Sl,s,z −
1
n2h2
Hm2
(z − zi
h2
)
.
The terms Sk,r,x, Sl,s,z, and b˜i,j(x, z) are defined as follows. Let q1 = max(d1,m1) and
q2 = max(d2,m2). There exist vectors Sk,x and a constant c1 > 0 so that for q1 < j <
I1 − q1, S>k,xΛ1,j = δk,j , and for 1 ≤ j ≤ q1, or I1 − q1 ≤ j ≤ I1, S>k,xΛ1,j = O
[
exp
{ −
c1h
−1
1 min(x, 1−x)
}]
. Here Λ1,j is the j
th column of Λ1 = B
T
1 B1 +λ1D
T
m1Dm1 and δk,j = 1
if j = k and 0 otherwise. Similarly, there exist vector Sl,z and a constant c2 > 0 so that
for q2 < j < I2 − q2, S>l,zΛ2,j = δl,j , and for 1 ≤ j ≤ q2, or I2 − q2 ≤ j ≤ I2, S>l,zΛ2,j =
O
[
exp
{− c2h−12 min(z, 1− z)}].
108
Define a˜k,l =
(
Sl,z⊗Sk,x
)>(
Λ2⊗Λ1
)
aˆ, c = min
{
c1 min(x, 1−x), c2 min(z, 1−z)
}
, and
b˜i,j,k,l such that
a˜k,l − aˆ∗k,l =
∑
i,j
b˜i,j,k,l(x, z)yi,j .
So
µˆ(x, z) =
∑
i,j
yi,j
[{∑
k,r
B1k(x)B
1
r (xi)Sk,r,x
}{∑
l,s
B2l (z)B
2
s (zi)Sl,s,z
}
+ b˜i,j(x, z)
]
,
where
b˜i,j(x, z) =
∑
k,l
b˜i,j,k,lB
1
k(x)B
2
l (z),
and
b˜i,j(x, z) = O
[
exp
{− cmin(h−11 , h−12 )}].
Since h1 = O
(
n−v1
)
and h2 = O
(
n−v2
)
, b˜i,j(x, z) = n
−1o(ζ).
Based on equation (A1.1),
µˆ(v1,v2)(x, z)− µ∗(v1,v2)(x, z) =
∑
i,j
b
(v1,v2)
i,j (x, z)yi,j ,
and
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b
(v1,v2)
i,j (x, z) =
1
n1h1
1
hv11
H(v1)m1
(x− xi
h1
)
d
(v2)
i,2 (z)︸ ︷︷ ︸
=̂Aij
+
1
n2h2
1
hv22
H(v2)m2
(z − zi
h2
)
d
(v1)
i,1 (x)︸ ︷︷ ︸
=̂Bij
+ d
(v1)
i,1 (x)d
(v2)
i,2 (z)︸ ︷︷ ︸
=̂Cij
+ b˜
(v1,v2)
i,j (x, z)︸ ︷︷ ︸
=̂Dij
.
(A1.2)
Hence,
E
{
µˆ(v1,v2)(x, z)− µ∗(v1,v2)(x, z)
}
=
∑
i,j
b
(v1,v2)
i,j (x, z)µ(xi, zi), (A1.3)
and
V ar
{
µˆ(v1,v2)(x, z)− µ∗(v1,v2)(x, z)
}
=
∑
i,j
{
b
(v1,v2)
i,j (x, z)
}2
σ2(xi, zi). (A1.4)
For the term with Dij :
∑
i,j
|Dijµ(xi, zj)| =
∑
i,j
|b˜(v1,v2)i,j (x, z)µ(xi, zj)| = o(ζ), (A1.5)
where the last equality holds because b˜
(v1,v2)
i,j (x, z) = n
−1o(ζ).
For the term with Aij : Begin by showing how to obtain the expression for d
(v2)
i,2 (z). De-
fine λ˜i = λiK
∗
i n
−1
i . By proposition 1 of Xiao et al. (2012), there exist φ1, φ2 < ∞ such
that,
n1h1
∑
k,r
B1k(x)B
1
r (xi)Sk,r,x = Hm1
(x− xi
h1
)
+δd1>m1O11 +exp
(
−φ2
|x− xi|
h1
)
O12 (A1.6)
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where
O11 = O
(
λ˜
−2+ 1
2m1
1
)
+ δ{|x−xi|< φ1K∗1 }O
(
λ˜
− d1
d1−m1 +
1
2m1
1
)
,
O12 = O
(
λ˜
− 1
m1
1
)
+ δ{m1=1}δ{|x−xi|≤(d1+1)λ˜− 12m11 }O
(
λ˜
− 1
2m1
1
)
;
Similarly, there exist φ3, φ4 <∞ such that,
n2h2
∑
l,s
B2l (z)B
2
s (zi)Sl,s,z = Hm2
(z − zi
h2
)
+ δd2>m2O21 + exp
(
− φ4
|z − zi|
h2
)
O22 (A1.7)
where
O21 = O
(
λ˜
−2+ 1
2m2
2
)
+ δ{|z−zi|< φ2K∗2 }O
(
λ˜
− d2
d2−m2 +
1
2m2
1
)
,
O22 = O
(
λ˜
− 1
m2
2
)
+ δ{m2=1}δ{|z−zi|≤(d2+1)λ˜− 12m22 }O
(
λ˜
− 1
2m2
2
)
;
By equation (A1.6),
n2h2
∑
l,s
B
2(v2)
l (z)B
2
s (zi)Sl,s,z =
1
hv22
H(v2)m2
(z − zi
h2
)
+δd2>m2O21+
(−φ4)v2
hv22
exp
(
−φ4
|z − zi|
h2
)
O22
Hence,
d
(v2)
i,2 (z) =
1
n2h2
1
hv22
H(v2)m2
(z − zi
h2
)
+
1
n2h2
δd2>m2O21 +
1
n2h2
(−φ4)v2
hv22
exp
(
− φ4
|z − zi|
h2
)
O22
−
1
n2h2
1
hv22
H(v2)m2
(z − zi
h2
)
.
Then
Aij =
1
n1h1
1
hv11
H(v1)m1
(x− xi
h2
)[ 1
n2h2
δd2>m2O21 +
1
n2h2
(−φ4)v2
hv22
exp
(
− φ4
|z − zi|
h2
)
O22
]
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Using similar arguments in proposition 1 of Xiao et al. (2012), obtain
∑
i,j
∣∣∣ 1
hv11
1
n1h1
1
n2h2
H(v1)m1
(x− xi
h2
)
δd2>m2O21µ(xi, zi)
∣∣∣ = O(ζh−v11 ) = O(ζh−v11 h−v22 )
and
∑
i,j
∣∣∣ 1
hv11
(−φ4)v2
hv22
1
n1h1
1
n2h2
H(v1)m1
(x− xi
h2
)
exp
(
− φ4
|z − zi|
h2
)
O22µ(xi, zi)
∣∣∣ = O(ζh−v11 h−v22 )
Therefore
∑
i,j
∣∣∣Aijµ(xi, zi)∣∣∣ = O(ζh−v11 h−v22 ) (A1.8)
For the term with Bij : First derive
d
(v1)
i,1 (x) =
1
n1h1
1
hv11
H(v1)m1
(x− xi
h1
)
+
1
n1h1
δd1>m1O11 +
1
n1h1
(−φ2)v1
hv11
exp
(
− φ2
|x− xi|
h1
)
O12
−
1
n1h1
1
hv11
H(v1)m1
(x− xi
h1
)
.
Then
Bij =
1
n2h2
1
hv22
H(v2)m2
(z − zi
h2
)[ 1
n1h1
δd1>m1O11 +
1
n1h1
(−φ2)v1
hv11
exp
(
− φ2
|x− xi|
h1
)
O12
]
.
It can be shown that
∑
i,j
∣∣∣ 1
hv22
1
n1h1
1
n2h2
H(v2)m2
(z − zi
h1
)
δd1>m1O21µ(xi, zi)
∣∣∣ = O(ζh−v22 ) = O(ζh−v11 h−v22 ),
and
∑
i,j
∣∣∣ 1
hv22
(−φ2)v1
hv11
1
n1h1
1
n2h2
H(v2)m2
(z − zi
h2
)
exp
(
− φ2
|x− xi|
h1
)
O12µ(xi, zi)
∣∣∣ = O(ζh−v11 h−v22 )
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Therefore
∑
i,j
∣∣∣Bijµ(xi, zi)∣∣∣ = O(ζh−v11 h−v22 ) (A1.9)
For the term with Cij :
d
(v1)
i,1 (x)d
(v2)
i,2 (z) =
[ 1
n1h1
δd1>m1O11 +
1
n1h1
(−φ2)v1
hv11
exp
(
− φ2
|x− xi|
h1
)
O12
]
×
[ 1
n2h2
δd2>m2O21 +
1
n2h2
(−φ4)v2
hv22
exp
(
− φ4
|z − zi|
h2
)
O22
]
.
It is shown that
∑
i,j
∣∣∣ 1
n1h1
1
n2h2
δd1>m1O11δd2>m2O21µ(xi, zi)
∣∣∣ = O(ζ2) = O(ζ) = O(ζh−v11 h−v22 ),
∑
i,j
∣∣∣(−φ4)v2
hv22
1
n1h1
1
n2h2
δd1>m1O11 exp
(
−φ4
|z − zi|
h2
)
O22µ(xi, zi)
∣∣∣ = O(ζ2h−v22 ) = O(ζh−v11 h−v22 ),
∑
i,j
∣∣∣(−φ2)v1
hv11
1
n1h1
1
n2h2
exp
(
−φ2
|x− xi|
h1
)
O12δd2>m2O21µ(xi, zi)
∣∣∣ = O(ζ2h−v11 ) = O(ζh−v11 h−v22 ),
and
∑
i,j
∣∣∣(−φ2)v1
hv12
(−φ4)v2
hv22
1
n1h1
1
n2h2
exp
(
− φ2
|x− xi|
h1
)
O12 exp
(
− φ4
|z − zi|
h2
)
O22µ(xi, zi)
∣∣∣
= O(ζ2h−v11 h
−v2
2 )
= O(ζh−v11 h
−v2
2 ).
Thus
∑
i,j
∣∣∣Cijµ(xi, zi)∣∣∣ = O(ζh−v11 h−v22 ) (A1.10)
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Combining equations (A1.2), (A1.3), (A1.5), (A1.8), (A1.9), (A1.10), it has been showed
that
E
{
µˆ(v1,v2)(x, z)− µ∗(v1,v2)(x, z)
}
=
∑
i,j
b
(v1,v2)
i,j (x, z)µ(xi, zi) = O(ζh
−v1
1 h
−v2
2 ).
Now to show V ar
{
µˆ(v1,v2)(x, z)− µ∗(v1,v2)(x, z)
}
= o
((
nh
)−1
h−2v11 h
−2v2
2
)
:
V ar
{
µˆ(v1,v2)(x, z)− µ∗(v1,v2)(x, z)
}
=
∑
i,j
{
b
(v1,v2)
i,j (x, z)
}2
σ2(xi, zi)
=
∑
i,j
(Aij +Bij + Cij +Dij)
2σ2(xi, zi),
where Aij , Bij , Cij , and Dij are defined in equation (A1.2).
Here only
∑
i,j
A2ijσ
2(xi, zi) = o
((
nh
)−1
h−2v11 h
−2v2
2
)
is shown, the rest of the terms have
the same or smaller orders.
A2ij =
1
(n1h1)2
1
h2v11
{
H(v1)m1
(x− xi
h1
)}2[ 1
n2h2
δd2>m2O21 +
1
n2h2
(−φ4)v2
hv22
exp
(
− φ4
|z − zi|
h2
)
O22
]2
=
1
h2v11
1
(n1h1)2
1
(n2h2)2
{
H(v1)m1
(x− xi
h1
)}2
δd2>m2O
2
21︸ ︷︷ ︸
=̂E1,ij
+
1
h2v11
1
h2v22
1
(n1h1)2
(φ4)
2v2
(n2h2)2
{
H(v1)m1
(x− xi
h1
)}2
exp
(
− 2φ4
|z − zi|
h2
)
O222︸ ︷︷ ︸
=̂E2,ij
+
1
h2v11
1
(n1h1)2
2(−φ4)v2
(n2h2)2
{
H(v1)m1
(x− xi
h1
)}2
δd2>m2O21 exp
(
− φ4
|z − zi|
h2
)
O22︸ ︷︷ ︸
=̂E3,ij
.
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It can be shown that
∑
i,j
∣∣∣E1,ijσ2(xi, zi)∣∣∣ = 1
h2v11
1
nh
o
(
ζ
)
= o
((
nh
)−1
h−2v11 h
−2v2
2
)
,
∑
i,j
∣∣∣E2,ijσ2(xi, zi)∣∣∣ = 1
h2v11
1
h2v22
1
nh
o
(
ζ
)
= o
((
nh
)−1
h−2v11 h
−2v2
2
)
,
∑
i,j
∣∣∣E3,ijσ2(xi, zi)∣∣∣ = 1
h2v11
1
nh
o
(
ζ2
)
= o
((
nh
)−1
h−2v11 h
−2v2
2
)
.
Therefore
∑
i,j
∣∣∣A2ijσ2(xi, zi)∣∣∣ = o((nh)−1h−2v11 h−2v22 ). The similar arguments can be
used to show the orders of the other terms, so they are skipped and it is concluded that
V ar
{
µˆ(v1,v2)(x, z)− µ∗(v1,v2)(x, z)
}
= o
((
nh
)−1
h−2v11 h
−2v2
2
)
.
A2: Proof of Theorem 1
By the results in lemma 1,
µˆ(v1,v2)(x, z)− µ∗(v1,v2)(x, z) = o
( 1
√
nh
1
hv11
1
hv22
)
.
Write
µˆ(v1,v2)(x, z)− µ(v1,v2)(x, z)
=µˆ(v1,v2)(x, z) + µ∗(v1,v2)(x, z)− µ∗(v1,v2)(x, z)− µ(v1,v2)(x, z)
=o
( 1
√
nh
1
hv11
1
hv22
)
+
1
hv11
1
hv22
1
n1h1
1
n2h2
∑
ij
H(v1)m1
(x− xi
h1
)
H(v2)m2
(z − zi
h2
)
εij
+
1
hv11
1
hv22
1
n1h1
1
n2h2
∑
ij
H(v1)m1
(x− xi
h1
)
H(v2)m2
(z − zi
h2
)
µ(xi, zi)− µ(v1,v2)(x, z).
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By Lemma 4 of Xiao et al. (2012), define
µ
(v1,v2)
0 (x, z) =
1
hv11
1
hv22
1
n1h1
1
n2h2
∑
ij
H(v1)m1
(x− xi
h1
)
H(v2)m2
(z − zi
h2
)
µ(xi, zi)
−
1
hv11
1
hv22
1
h1
1
h2
∫ ∫
H(v1)m1
(x− u
h1
)
H(v2)m2
(
v
)
µ(u, v)dudv
=
1
hv11
1
hv22
O
{
max
( 1
n21h
2
1
,
1
n22h
2
2
)}
=
1
hv11
1
hv22
o
(
h2m11
)
= o
( 1
√
nh
1
hv11
1
hv22
)
.
Since proposition 3.4 of Messer and Goldstein (1993) is crucial for the following deriva-
tion, it is stated here.
Proposition 3.4 of Messer and Goldstein (1993):
∞∫
−∞
tgH(v)m (t)dt =

0 0 ≤ g < 2m+ v, g 6= v
(−1)vv! g = v
(−1)m+v+1(2m+ v)! g = 2m+ v
Using Taylor expansion and the above properties of Hm(t), it can be shown
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1
h1
1
h2
∫ ∫
H(v1)m1
(x− u
h1
)
H(v2)m2
(z − v
v
)
µ(u, v)dudv
=
∫ ∫
H(v1)m1
(
u˜
)
H(v2)m2
(
v˜
)
µ(x− h1u˜, z − h2v˜)du˜dv˜
=
∫ ∫
H(v1)m1
(
u˜
)
H(v2)m2
(
v˜
)[ ∞∑
g1=0
∞∑
g2=0
1
g1!g2!
µ(g1,g2)(x, z)(−h1u˜)g1(−h2v˜)g2
]
du˜dv˜
=
µ(v1,v2)(x, z)
v1!v2!
∫ ∫
H(v1)m1
(
u˜
)
H(v2)m2
(
v˜
)
(−h1u˜)v1(−h2v˜)v2du˜dv˜
+
µ(v1,2m2+v2)(x, z)
v1!(2m2 + v2)!
∫ ∫
H(v1)m1
(
u˜
)
H(v2)m2
(
v˜
)
(−h1u˜)v1(−h2v˜)2m2+v2du˜dv˜
+
µ(2m1+v1,v2)(x, z)
(2m1 + v1)!v2!
∫ ∫
H(v1)m1
(
u˜
)
H(v2)m2
(
v˜
)
(−h1u˜)2m1+v1(−h2v˜)v2du˜dv˜
+
µ(2m1+v1,2m2+v2)(x, z)
(2m1 + v1)!(2m2 + v2)!
∫ ∫
H(v1)m1
(
u˜
)
H(v2)m2
(
v˜
)
(−h1u˜)2m1+v1(−h2v˜)2m2+v2du˜dv˜
+o
(
h2m1+v11 h
2m2+v2
2
)
=µ(v1,v2)(x, z)hv11 h
v2
2 + µ
(v1,2m2+v2)(x, z)(−1)m2+1hv11 h2m2+v22
+µ(2m1+v1,v2)(x, z)(−1)m1+1h2m1+v11 hv22
+µ(2m1+v1,v2)(x, z)(−1)m1+1(−1)m2+1h2m1+v11 h2m2+v22 + o
(
h2m1+v11 h
2m2+v2
2
)
.
So
1
hv11
1
hv22
1
h1
1
h2
∫ ∫
H(v1)m1
(x− u
h1
)
H(v2)m2
(z − v
h2
)
µ(u, v)dudv
=µ(v1,v2)(x, z) + (−1)m2+1h2m22 µ(v1,m2+v2)(x, z) + (−1)m1+1h2m11 µ(m1+v1,v2)(x, z)
+o
(
h2m11
)
+ o
(
h2m22
)
.
(A2.1)
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It is easy to verify that o
(
h2m11
)
= o
( 1
√
nh
)
= o
( 1
√
nh
1
hv11
1
hv22
)
, and o
(
h2m22
)
=
o
( 1
√
nh
)
= o
( 1
√
nh
1
hv11
1
hv22
)
.
Thus
µˆ(v1,v2)(x, z)− µ(v1,v2)(x, z) =
1
hv11
1
hv22
1
nh
∑
ij
H(v1)m1
(x− xi
h1
)
H(v2)m2
(z − zi
h2
)
εij
+ µ
(v1,v2)
0 (x, z) + µb(x, z) + o
( 1
√
nh
1
hv11
1
hv22
)
.
where µb(x, z) = (−1)m2+1h2m22 µ(v1,m2+v2)(x, z) + (−1)m1+1h2m11 µ(m1+v1,v2)(x, z).
Therefore,
√
nhhv11 h
v2
2
(
µˆ(v1,v2)(x, z)−µ(v1,v2)(x, z)−µb(x, z)
)
d
=
1
√
nh
∑
ij
H(v1)m1
(x− xi
h1
)
H(v2)m2
(z − zi
h2
)
εij .
By an argument similar to one in the proof of lemma 1,
V ar
( 1
√
nh
∑
ij
H(v1)m1
(x− xi
h1
)
H(v2)m2
(z − zi
h2
)
εij
)
=
1
nh
∑
ij
{
H(v1)m1
(x− xi
h1
)}2{
H(v2)m2
(z − zi
h2
)}2
σ2(xi, zi)
= σ2(x, z)
∫ ∫ {
H(v1)m1
(x− u
h1
)}2{
H(v2)m2
(z − v
h2
)}2
du dv + o(1)
= V (x, z) + o(1)
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A3: Proof of Theorem 2
Denote the design points
{
xi, zi
}n
i=1
by
(
x,z
)
. Apply Theorem 1 to the binned data Y˜
with n1, n2 replaced by S1, S2,
E
{
µ˜(v1,v2)(x, z)|(x, z)} = 1
hv11
1
hv22
1
S1h1
1
S2h2
∑
i′,j′
Gi′,j′E
{
y˜i′,j′ |
(
x, z
)}
V ar
{
µ˜(v1,v2)(x, z)|(x, z)} = 1
h2v11
1
h2v22
1
(S1h1)2
1
(S2h2)2
∑
i′,j′
G2i′,j′V ar
{
y˜i′,j′ |
(
x, z
)}
where Gi′,j′ = H
(v1)
m1
(x− x˜i′
h1
)
H
(v2)
m2
(z − z˜j′
h2
)
+ Shhv11 h
v2
2 b
(v1,v2)
i′,j′ (x, z), S = S1 × S2, and
h = h1 × h2.
By Theorem 2 of Xiao et al. (2012),
sup
k,l
∣∣∣∣nSV ar{y˜i′,j′ |(x, z)}− σ
2(x˜i′ , z˜j′)
f(x˜i′ , z˜j′)
∣∣∣∣ = op(1).
So
V ar
{
µ˜(v1,v2)(x, z)|(x, z)} = 1
h2v11
1
h2v22
1
(Sh)2
S
h
∑
i′,j′
n
S
V ar
{
y˜i′,j′ |
(
x, z
)}
G2i′,j′ ,
and
∣∣∣∣V ar{µ˜(v1,v2)(x, z)|(x, z)}− 1Sh Snh 1h2v11
1
h2v22
∑
i′,j′
σ2(x˜i′ , z˜j′)
f(x˜i′ , z˜j′)
G2k,l
∣∣∣∣ = 1Sh Snh 1h2v11
1
h2v22
∑
k,l
op(1)G
2
i′,j′
= op
( S
nh
1
h2v11
1
h2v22
)
.
And because
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1
S1h1
1
S2h2
∑
i′,j′
σ2(x˜i′ , z˜j′)
f(x˜i′ , z˜j′)
=
σ2(x, z)
f(x, z)
∫ ∫
H(v1)m1
(
u
)
H(v2)m2
(
v
)
dudv + op(1)
=
V (x, z)
f(x, z)
+ op(1),
then
V ar
{
µ˜(v1,v2)(x, z)|(x, z)} = S
nh
1
h2v11
1
h2v22
V (x, z)
f(x, z)
+ op
( S
nh
1
h2v11
1
h2v22
)
. (A3.1)
Similarly, by Theorem 2 of Xiao et al. (2012),
sup
i′,j′
∣∣∣∣E{y˜i′,j′ |(x, z)}− µ(x˜i′ , z˜j′)∣∣∣∣ = Op(S− 12),
then
∣∣∣E{µ˜(v1,v2)(x, z)|(x, z)}− 1
hv11
1
hv22
1
Sh
∑
i′,j′
µ
(
x˜i′ , z˜j′
)∣∣∣ = 1
hv11
1
hv22
1
Sh
∑
i′,j′
Op
(
S−
1
2
)
|Gi′,j′ |
= Op
(
S−
1
2
1
hv11
1
hv22
)
.
(A3.2)
It is easy to show
1
hv11
1
hv22
1
Sh
∑
i′,j′
µ
(
x˜i′ , z˜j′
)
Gi′,j′ = µ
(v1,v2)(x, z) + µb(x, z) + op
( 1
hv11
1
hv22
1
√
nh
)
. (A3.3)
Combining (A3.1) and (A3.2),
E
{
µ˜(v1,v2)(x, z)|(x, z)}− µ(v1,v2)(x, z) = Op(S− 12 1
hv11
1
hv22
)
+ µb(x, z) + op
( 1
hv11
1
hv22
1
√
nh
)
.
Because h1 ∼ n−
m2
m3 , h2 ∼ n−
m1
m3 , and S = nτ where τ >
4m1m2
m3
, it can be shown that
nh = o
(
n
4m1m2
m3
)
, thus Op
( 1
√
S
1
hv11
1
hv22
)
= op
( 1
hv11
1
hv22
1
√
nh
)
.
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Then
√
nhhv11 h
v2
2
(
µ˜(v1,v2)(x, z)− µ(v1,v2)(x, z)− µb(x, z)
)
=
√
nhhv11 h
v2
2
[
µ˜(v1,v2)(x, z)− E
{
µ˜(v1,v2)(x, z)|(x, z)}]
+
√
nhhv11 h
v2
2
[
E
{
µ˜(v1,v2)(x, z)|(x, z)}− µ(v1,v2)(x, z)− µb(x, z)]
d
=
√
nhhv11 h
v2
2
[
µ˜(v1,v2)(x, z)− E
{
µ˜(v1,v2)(x, z)|(x, z)}]
∼N
(
0,
V (x, z)
f(x, z)
)
.
The asymptotic distribution N
(
0,
V (x, z)
f(x, z)
)
is obtained by equation (A3.1).
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APPENDIX B. CHAPTER 4 APPENDIX
The regularity conditions of Theorem 1 in Chapter 4 are presented in B1. The proof
of Theorem 1 is found in B2. B3 provides a sketch of proof to show that θˆ
(2)
g is the most
efficient estimator among the class of estimators θˆ
a
g that use any fixed positive definite
matrix A in the quadratic form minimization
B1: Regularity Conditions of Theorem 1
The notation of | · | represents the norm of a matrix, defined as |A| = √trace(A′A) and
the notation of ‖·‖ denotes the sup-norm in all arguments for functions.
Regular conditions on the sample designs in both phases are given here. The following
notations, Ii, pii and piij , denote the sampling indicator, the first and second inclusion
probabilities either for the first-phase design or for the second-phase design. For example,
Ii = δ1i or Ii = δ2ig for any g, and pii = pi1i or pii = pi2ig for any g, depending on whether
the design if the first-phase design or the second-phase design.
Condition I:
(1) Any variable vi such that E[|vi|2+δ] < ∞, where δ > 0, satisfies
√
n(v¯HT − v¯N )|FN L→
N(0, V∞) a.s. , where (v¯HT , v¯N ) = N−1
∑N
i=1(pi
−1viIi, vi), V∞ = limN→∞VN , and VN =
nV (v¯HT |FN ) is the conditional variance of the Horvitz-Thompson estimator, v¯HT , given
FN .
(2) nN−1 → f∞ ∈ [0, 1].
(3) There exist constant C1, C2 and C3 such that 0 < C1 ≤ nN−1pi−1i < ∞, and |n(piij −
piipij)pi
−1
i pi
−1
j | ≤ C3 <∞ a.s.
Condition I(1) and I(2) are regular conditions assumed for a survey design in a finite
population framework. Condition I(3) is used in Fuller (2009). The part of condition
I(3) related to the joint selection probabilities is used in the proofs to bound sums of
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covariance induced by the sample design. Condition I(3) holds for simple random sampling,
where (piij − piipij)pi−1i pi−1j = n−1(n − 1)(N − 1)−1N − 1, and for Poisson sampling, where
(piij − piipij)pi−1i pi−1j = 0, and can hold for cluster sampling and stratified sampling. Fuller
(2009) explains that a designer has the control to ensure condition I(3). Note that for the
second-phase design in this situation, (pi2ij,g − pi2igpi2jg)pi−12igpi−12jg = 0 for any g because the
second-phase design is a multinomial extension of Poisson sampling.
Next regular conditions on the tuning parameters of the semiparametric basis are given.
For simplicity, consider the special case of power series and spline series.
Condition II:
(1) The smallest eigenvalue of E[RK(Xi)RK(Xi)
′] is bounded away from zero uniformly in
K.
(2) There exists a sequence of constant ζ(K) such that ‖RK(Xi)‖ ≤ ζ(K) for K →∞ and
ζ(K)K1/2n−1/2 → 0.
(3) For all g, pi2ig(Xi) and µmg(Xi,θg) = E[mig(θg)|Xi] are s-time differentiable with
sd−1x ≥ 5η/2 + 1/2, where dx is the dimension of Xi, and η = 1 or η = 1/2 depending on
whether power series or spline series are used as basis function.
(4) K = O(nν) with 4sd−1x − 6η ≥ ν−1 ≥ 4η + 2, where η = 1 or η = 1/2 depending on
whether power series or spline series are used as basis function.
Condition II(1) and II(2) are standard assumptions and are automatically satisfied in
the case of power series or spline series. Condition II(3) and II(4) describe the minimum
smoothness required as a function of the dimension of X and the choice of basis, and the
relationship between the sample size and the number of bases. Under II(3) and II(4), by
Lorentz (1986), there exists a K-vector γ∗g,K for any g such that∥∥∥∥∥log( pi2ig(X)1−∑Gg=2 pi2ig(X))−RTK(X)γ∗g,K
∥∥∥∥∥ = O(K− sν ), (B1.1)
where RTK(X)γ
∗
g,K is the best L∞ approximation for the logarithm of the odds ratio of
treatment g to the base treatment. The property (B1.1) is used to derive the convergence
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rate of pˆi2ig to pi2ig as follows,
‖pˆi2ig − pi2ig‖ = Op(ξ(K)K1/2n−1/2 + ξ(K)K1/2K−s/dx) = op(1). (B1.2)
For details, see Theorem B-1 of Cattaneo (2010).
The regular conditions on the estimation equation function mig(Yig, Zi;θg) are as fol-
lows.
Condition III:
(1) mig(Yig, Zi;θg) is differentiable with respect to θg.
(2) Both mig(Yig, Zi;θg) and its first derivative with respect to θg have bounded 2 + δ
moments. More specifically, E[|h(Yi, Zi;θ)|2+δ] < M, where h(Yi, Zi;θ) denote an element
of mig(Yig, Zi;θg) or an element of its first derivative with respect to θg.
(3) Vξ(Mx,i(θ)) is a positive definite matrix uniformly in θ, where
Mx,i = [Xi,m1(Yi1, Xi;θ1), ...,mG(YiG, Xi;θ1)]
T .
(4) Γg(θ
0
g) is full rank.
(5) Assume that h¯HT (θ)− h¯N (θ) converges to 0 uniformly in θ, where
h¯HT (θ) = N
−1∑N
i=1 Iipi
−1
i hi(Yi, Zi;θ), h¯N (θ) = N
−1∑N
i=1 hi(Yi, Zi;θ), and hi(Yi, Zi;θ)
has the same interpretation as in condition III(2) above. This condition means that for all
 > 0, there exists a δ > 0 such that Pro(|h¯HT (θ)− h¯N (θ)| > ) < δ, for all N greater than
some value M , and for all θ.
B2: Proof of Theorem 1
The proof of Theorem 1 proceeds in two steps. The first step is to show that the
asymptotic equivalence of m¯2pig(θg),
m¯2pig(θg) =
1
N
∑
i∈U
δ1iδ2igmig(θg)
pi1ipi2ig
− 1N
δ1i(δ2ig−pi2ig)
pi1ipi2ig
µmg(Xi;θg) + op(n
−1/2), (B2.1)
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where µmg(Xi;θg) = Eξ((mig(θg)|Xi). In order to show (B2.1), first decompose m¯2pig(θg)
into
1
N
∑
i∈A2g
mig(θg)
pi1ipˆi2ig
= 1N
∑
i∈A1
{
δ2igmig(θg)
pi1ipˆi2ig
− δ2igmig(θg)pi1ipi2ig +
δ2igmig(θg)
pi1ipi22ig
(pˆi2ig − pi2ig)
}
+ 1N
∑
i∈A1
{
− δ2igmig(θg)
pi1ipi22ig
(pˆi2ig − pi2ig) + µmg(Xi;θg)pi1ipi2ig (pˆi2ig − pi2ig)
}
+ 1N
∑
i∈A1
{
−µmg(Xi;θg)pi1ipi2ig (pˆi2ig − pi2ig) +
µmg(Xi;θg)
pi1ipi2ig
(δ2ig − pi2ig)
}
+ 1N
∑
i∈A1
{
δ2igmig(θg)
pi1ipi2ig
− µmg(Xi;θg)pi1ipi2ig (δ2ig − pi2ig)
}
.
(B2.2)
By the result in (B1.2), the first three terms in (B2.2) can be shown to have order op(n
−1/2)
asymptotically, which leads to equation (B2.1). Similar arguments can be used to show
H¯2pig(θg) =
1
N
∑
i∈A1 pi
−1
1i ηig(θg) + op(n
−1/2). The justification of those orders follows Cat-
taneo (2010).
The second step is to show the following two conditions of Pakes and Pollard (1989) hold:
(1) supθg∈Θ|m¯2pig(θg) − E(mig(θg))| = op(1), and (2) for every sequence of real numbers
δn → 0, sup|θg−θ0g |≤δn |m¯2pig(θg)−E(mig(θg))−m¯2pig(θ
0
g)| = op(n−1/2). By equation (B2.1),
it is shown that
E(m¯2pig − E(mg(θg))2 = E( 1N
∑
i∈U
mig(θg)δ1iδ2ig
pi1ipi2ig
− 1N
∑
i∈U
mig(θg)(δ2ig−pi2ig)
pi2ig
− E(mig(θg)))2 + o(n−1/2)
≤ 2T1N + 2T2N + o(n−1/2),
(B2.3)
where
T1N = E(
1
N
∑
i∈U
mig(θg)δ1iδ2ig
pi1ipi2ig
− E(mig(θg)))2
and
T2N = E(
1
N
∑
i∈U
mig(θg)(δ2ig − pi2ig)
pi2ig
)2.
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It is easy to show T1N = O(N
−1) and T2N = O(N−1).
T1N = V ar(
1
N
∑
i∈U
mig(θg)δ1iδ2ig
pi1ipi2ig
)
= 1N V ar(X) + E(
1
N2
∑
i∈U
∑
j∈U ∆1ij
mig(θg)
pi1i
mTjg(θg)
pi1j
)
+ E( 1
N2
∑
i∈U (
1
pi2ig
− 1) δ1imig(θg)m
T
ig(θg)
pi21i
)
= O( 1N )
(B2.4)
T2N = E[
1
N2
∑
i∈U
∑
j∈U
mig(θg)(δ2ig−pi2ig)
pi2ig
mTjg(θg)(δ2jg−pi2jg)
pi2jg
]
= O( 1N ) + E{ 1N2
∑
i 6=j mig(θg)m
T
jg(θg)E[
(δ2ig−pi2ig)(δ2jg−pi2jg)
pi2igpi2jg
|A1]} = O( 1N )
(B2.5)
Then E(m¯2pig(θg)− E(mg(θg)))2 = O( 1N ) =⇒ m¯2pig(θg)− E(mg(θg)) = op(1).
Condition (1) of Pakes and Pollard (1989) holds. Similarly, it can be shown that
sup(θg ,µz)|H¯2pig(θg, µz)− E(Hig(θg, µz))| = op(1).
By equation (B2.1), it can also be shown that
m¯2pig(θg)− E(mg(θg))− m¯2pig(θ0g) = T3N − T4N + op(n−1/2),
where
T3N =
1
N
∑
i∈U
(mig(θg)−mig(θ0g))δ1iδ2ig
pi1ipi2ig
− E(mig(θg)−mig(θ0g)) and
T4N =
1
N
∑
i∈U
E[(mig(θg)−mig(θ0g))|X](δ2ig−pi2ig)
pi2ig
. When |θg − θ0g| ≤ δn,
E(T 23N ) =
1
N V ar(mig(θg)−mig(θ0g))
+ E[ 1
N2
∑
i∈U
∑
j∈U ∆1ij
mig(θg)−mig(θ0g)
pi1i
mjg(θg)−mjg(θ0g)
pi1j
]
+ E[ 2
N2
∑
i∈U (
1
pi2ig
− 1) (mig(θg)−mig(θ
0
g))
2
pi1i
] ≤ 1NO(δ2n) = o( 1N )
(B2.6)
E(T 24N ) ≤ E[ 1N2
∑
i∈U E(mig(θg)−mig(θ0g)|X)2]
≤ E 1NE[(mig(θg)−mig(θ0g))2|X] ≤ 1NO(|θg − θ0g|2) = o( 1N ).
(B2.7)
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Then T3N = op(n
−1/2) and T4N = op(n−1/2) when |θ − θ0| ≤ δn, thus Condition (2) of
Pakes and Pollard (1989) is verified. Similarly, for every sequence of real numbers δn → 0,
sup∣∣∣∣∣∣∣∣∣
 θg
µz
−
 θ
0
g
µ0z

∣∣∣∣∣∣∣∣∣≤δn
|H¯2pig(θg, µz)− E(Hig(θg))− H¯2pig(θ0g, µ0z)| = op(n−1/2). (B2.8)
For a vector c = [c1, c2]
T , it is known |c| ≤ √2(|c1|+ |c2|). Therefore,
sup(θg ,µz)|Hng(θg, µz)− E(Hng(θg, µz))| = op(1), (B2.9)
and
sup∣∣∣∣∣∣∣∣∣
 θg
µz
−
 θ
0
g
µ0z

∣∣∣∣∣∣∣∣∣≤δn
|Hng(θg, µz)−E(Hng(θg, µz))−Hng(θ0g, µ0z)| = op(n−1/2). (B2.10)
Condition (1) and (2) of Pakes and Pollard (1989) in terms of Hng(θg, µz) can be verified.
The details of the proof can be obtained upon request.
B3: Proof that θˆ
(2)
g is the most efficient estimator
Similar proof in Theorem 1 can be used to show that the asymptotic variance of (θˆ
a
g , µˆ
a)
is
V˜g(θ
0
g, µ
0
z) = (Γ
T
g (θ
0
g)A
−1Γg(θ0g))
−1ΓTg (θ
0
g)A
−1Σ−1Hg(θ
0
g, µz)A
−1Γg(θ0g)(Γ
T
g (θ
0
g)A
−1Γg(θ0g))
−1.
(B3.1)
Comparing this asymptotic variance of (θˆ
a
g , µˆ
a) in (B3.1) with Vg(θ
0
g, µ
0
z) in (4.22), gives
V˜g(θ
0
g, µ
0
z)− Vg(θ0g, µ0z) = C · CT ≥ 0, where (B3.2)
C = (ΓTg (θ
0
g)A
−1Γ(θ0g))−1ΓTg (θ
0
g)A
−1Σ1/2Hg (θ
0
g, µz)
×(I− Σ−1/2Hg (θ0g, µz)Γg(θ0g)(ΓTg (θ0g)Σ−1Hg(θ0g, µz)Γg(θ0g))−1Γg(θ0g)Σ−1/2Hg (θ0g, µz)).
Thus the asymptotic variance for θˆ
(2)
should be smaller than the asymptotic variance of
θˆ
(1)
.
