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Abstract
Previous work [Prince, S. J. D, & Eagle, R. A. (1999). Size-disparity correlation in human binocular depth perception.
Proceedings of the Royal Society: Biological Sciences, 266, 1361–1365] has demonstrated that disparity sign discrimination
performance in isolated bandpass patterns is supported at disparities much larger than a phase disparity model might predict. One
possibility is that this extended performance relies on a separate second-order system [Hess, R. F., & Wilcox, L. M. (1994). Linear
and non-linear filtering in stereopsis. Vision Research, 34, 2431–2438]. Here, a ‘weighted directional energy’ model is developed
which explains a large body of crossed versus uncrossed disparity discrimination data with a single mechanism. This model
assumes a population of binocular complex cells at every image point with a range of position disparity shifts. These cells sample
a local energy function which is weighted so that energy at large disparities is relatively attenuated. Disparity sign is determined
by summing and comparing energy at crossed and uncrossed disparities in the presence of noise. The model qualitatively predicts
matching data for one-dimensional Gabor stimuli. This scheme also predicts DMax in Gabor stimuli and filtered noise. Moreover,
a range of ‘non-linear’ phenomena, in which disparity is perceived from contrast envelope information alone, can be explained.
The weighted directional energy model presents a biologically plausible, parsimonious explanation of matching behaviour in
bandpass stimuli for both ‘first-order’ and ‘second-order’ stimuli which obviates the need for multiple mechanisms in stereo
correspondence. © 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction
In order to extract horizontal disparity, the visual
system must identify which feature in one eye’s retinal
image corresponds to which in the other. The difference
between the horizontal positions of the point in the two
eyes’ images can then be used to calculate depth. In a
complex scene there may be many potential matches for
a given feature, and this ‘correspondence problem ’ is
non-trivial.
Psychophysical masking studies show that human
stereoscopic correspondence initially occurs within a
number of independent, parallel channels. Each channel
is tuned for a narrow range of orientations and spatial
frequencies (Julesz & Miller, 1975; Mansfield & Parker,
1993; Prince, Eagle & Rogers, 1998). Current models of
the correspondence problem assume that initial dispar-
ity estimates are made within these channels by measur-
ing the interocular difference in local carrier phase (e.g.
Ohzawa, DeAngelis & Freeman, 1990). The correspon-
dence problem can then be solved by a complex inte-
gration of these measurements across spatial frequency,
orientation and space.
Early evidence supported the notion that initial dis-
parity measurement was well-modelled by a phase dis-
parity calculation. Smallman and MacLeod (1994)
measured the contrast threshold for performing dispar-
ity discrimination between two filtered noise patches
containing equal but opposite disparity. Each patch
was presented in a static window and contained noise
that was narrowband in frequency but isotropic in
orientation. Smallman and MacLeod found that con-
trast thresholds were lowest when the disparity of the
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patches was slightly greater than a 90° phase shift,
and that performance was extinguished by 360° phase
disparity. Smallman and MacLeod demonstrated that
an ideal-observer mechanism did not exhibit this be-
haviour and concluded that the measured perfor-
mance cut-off reflected the distribution of units
encoding disparity. Such a distribution is compatible
with a phase-encoding model.
However, Prince and Eagle (1999) measured DMax
(the largest disparity at which stereo performance is
still present) for isolated Gabor patches. They found
that crossed versus uncrossed disparity discrimination
performance was present at phase disparities consider-
ably beyond 360°. Contrast thresholds over this range
were relatively constant, which demonstrates that this
phenomenon is not due to off-frequency or off-orien-
tation looking. Control experiments also demon-
strated that performance was not attributable to
dichoptic width judgements or monocular cues. The
fact that the range of stereoscopic performance is not
limited to phase disparities of 9180° implies that a
strict size-disparity correlation is not present in hu-
man vision. This also precludes the existence of a
purely phase disparity encoding system as envisaged
by Ohzawa et al. (1990). Hence, disparity processing
within a single channel must be more complex than
was previously assumed.
These studies raise the question of why stereoscopic
performance is absent at large disparities in filtered
noise patterns. One possible explanation for these
phenomena is that initial matching in stereopsis is
primarily mediated by a ‘first-order’ phase disparity
calculation, and that a separate ‘second-order’ system
exists which extracts disparity directly from the con-
trast envelope of stimuli (Hess & Wilcox, 1994).
Hence the extended range of performance in isolated
Gabor stimuli is due to the use of this second-order
system, which itself spans a larger range of dispari-
ties. However, the contrast envelope information in
filtered noise stimuli is weak and cannot be employed
by this second-order system, and hence performance
at large disparities is poor. Thus far, there have been
no detailed proposals about how such a second-order
mechanism might operate, or integrate information
with the first order system. However, several studies
have demonstrated that the carrier must contain the
same frequency and orientation content in each eye in
order to support stereopsis (Wilcox & Hess, 1996;
Schor, Edwards & Pope, 1998; Prince & Eagle, 1999).
A second-order system consisting of an early non-lin-
earity which renders the contrast envelope informa-
tion visible to subsequent filtering and first order
processing cannot easily explain this result.
Similar studies which examine DMax in motion
perception have led to the suggestion that matching
may fail when there are a large number of false
targets present in the stimulus (Eagle, 1996; Eagle &
Rogers, 1997). At phase disparities or displacements
of greater than 180° many of the nearest matches are
in the wrong direction when targets are closely spaced
as in filtered noise stimuli. Hence, perception is dis-
rupted. However, in isolated Gabor stimuli, most of
the nearest matches are in the correct direction even
at large disparities. Eagle (1996) constructed a model
based on such a nearest match constraint to explain
the effects of pattern density on DMax for motion.
Zero crossings (Marr & Hildreth, 1980) are found in
each monocular image. Each zero crossing section is
matched to the nearest section in the other eye. The
perceived direction of motion is then determined by
comparing the number of matches made in each di-
rection. This style of model could potentially also ex-
plain the cut-off in stereo performance at large
disparities in filtered noise. However, the specific type
of mechanism proposed by Eagle (1996) is incompat-
ible with known stereo physiology.
Neither of these suggestions provide an adequate
model of stereopsis. Moreover, Prince and Eagle
(2000) have recently gathered considerably more
quantitative data on stereoscopic matching within
bandpass patterns by manipulating the envelope size
and disparity of one-dimensional Gabor stimuli. They
demonstrated that performance cycled between mostly
correct and mostly incorrect when the envelope size
was large. However, when the envelope size was small
performance was mostly correct over a large disparity
range. At intermediate envelope sizes performance
was cyclical at small disparities but good at large
disparities. Prince and Eagle also measured the envel-
ope size at which depth sign discrimination was at
exactly chance as a function of disparity and found a
complex but systematic pattern. Neither of the afore-
mentioned models is sufficiently well-specified to ex-
plain this data.
1.1. Aims of this paper
The aim of this paper is to present a simple model
of stereoscopic matching which predicts and explains
these results and is also compatible with more general
psychophysical literature on the correspondence prob-
lem. In constructing such a model there are several
concerns which should be borne in mind:
 Parsimony: Several authors have suggested that
stereoscopic perception is mediated by more than
one mechanism. Firstly, Hess and Wilcox (1994)
have proposed that a separate second-order system
exists which responds to contrast envelope informa-
tion. Secondly, a separate system has been proposed
that encodes stimuli at large disparities, in the ab-
sence of fusion, and with short display times. This
has variously been referred to as ‘Coarse Stereopsis’,
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‘Qualitative Stereopsis’, or ‘Transient stereopsis’ (see
Ogle, 1952; reviews in Bishop & Henry, 1971; Tyler,
1991). This division is based on apparent qualitative
differences in depth perception such that objects are
diplopic and do not ‘pop out’ (Ziegler & Hess, 1997).
However, performance in stereoscopic tasks does not
seem to change qualitatively in character as stimuli
become more suited to this system (e.g. Siderov &
Harwerth, 1993). Finally, Mallot, Gillner and Arndt
(1996) have suggested that there may be separate
feature-based and intensity-based mechanisms based
on the contrast response to images with differing
edge information. If all of these divisions are valid,
there may be up to eight separate systems underlying
psychophysical judgements of stereo depth. There
are sufficient free parameters controlling the integra-
tion of these modules to encompass almost any
result, even assuming the properties of each mecha-
nism are well-characterised. The aim of this paper is
to attempt to model as much data as possible with a
single intensity-based system.
 Biological plausibility: Single cell recording studies
suggest that complex cells in macaque V1 and area
17 of the cat perform a binocular energy calculation
(Cumming & Parker, 1997; Ohzawa, DeAngelis &
Freeman, 1997). It is assumed that responses of these
cells ultimately consist the substrate upon which
binocular perception is based. It is not the aim of
this paper to construct detailed models of cell re-
sponses. However, any viable model of human
stereopsis must be based on the general properties of
known single cell physiology.
 Scope: At present, there is insufficient data available
to present a complete theory of stereoscopic match-
ing. The approach of this paper is to attempt to
render the modelling of human correspondence
tractable, by making several simplifications. Firstly,
the model consists of a single spatial frequency and
orientation channel and hence can only make predic-
tions about bandpass stimuli. Secondly, the response
measure that is modelled is limited to % correct
crossed versus uncrossed disparity discrimination
performance. At no point is an explicit disparity
estimate produced. Thirdly, stereoscopic matching is
assumed to be a one-dimensional search problem.
This is equivalent to assuming that human stereopsis
exploits knowledge of the epipolar geometry of a
binocular system. Lastly, it is assumed that eye
position was constant. Marr and Poggio (1979) have
provided an example of how vergence movements
and stereopsis may interact to help solve the corre-
spondence problem. However, much of the data that
is modelled in this paper was gathered with short
presentation times which preclude the use of eye
movements.
2. The model
2.1. O6er6iew of model
In this section a simple model of crossed versus
uncrossed disparity discrimination is described. The
model consists of five stages. Firstly, the disparity struc-
ture of the image for each visual direction is encoded by
a set of binocular complex cells tuned to a range of
position disparities. Secondly, the outputs of these
banks of cells at each image point are used to construct
‘local energy functions’ which represent the binocular
energy as a function of disparity. Thirdly, a weighting is
applied to these functions which attenuates energy at
large disparities. Fourthly, noise is added to the outputs
of these cells. Finally, a decision is made based on
difference between the total energy in the crossed- and
uncrossed-directions. Each of these stages will now be
described in detail.
2.2. Disparity encoding by complex cells
It is assumed that the population of binocular com-
plex cells in V1 encode the information from which the
horizontal disparity is estimated. These are themselves
constructed from binocular simple cells. Simple cells in
V1 have monocular receptive fields that consist of
elongated bright and dark excitatory subregions, and
are well-modelled as half-wave rectified linear operators
with a Gabor profile (Hubel & Wiesel, 1962; Campbell,
Cleland, Cooper & Enroth-Cugell, 1968; Daugman,
1980; Marcelja, 1980). The binocular properties of sim-
ple cells in both the cat (Ferster, 1981; Maske, Yamane
& Bishop, 1986; Ohzawa & Freeman 1986a,b) and the
monkey (Smith, Chino, Ni, Ridder & Crawford, 1997a;
Smith, Chino, Ni & Cheng, 1997b) can be accounted
for by a linear additive combination of differing left-
and right-eye monocular receptive field profiles. Binoc-
ular cells may encode disparity using either a difference
in receptive field position (position disparity) or a dif-
ference in receptive field structure (phase disparity
encoding).
A pure phase disparity encoding system can only
encode disparities of up to 9180° unambiguously and
is constrained to encode disparity orthogonal to the
receptive field structure. Ohzawa, DeAngelis and Free-
man (1996) suggest that 30% of simple cells in area 17
of the cat exhibit an interocular phase difference in
receptive field structure. Anzai, Ohzawa and Freeman
(1997) conclude that phase disparity encoding is pre-
dominant in the cat. However, the cat interocular dis-
tance is small and the modulation transfer function
peaks at lower frequencies than the human visual sys-
tem (Blake, Cool & Crawford, 1974) allowing larger
absolute disparities to be encoded by a phase-based
system. Hence, phase disparity encoding may be better
suited to the cat visual system than to human vision.
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Position disparity encoding has the advantage that
any range of disparities can potentially be encoded by
cells with any orientation preference. Prince and Eagle
(1999) have demonstrated that stereo performance for
disparity sign discrimination in isolated Gabor stimuli
extends to much greater disparities than the 9180°
phase limit suggests. This cannot be explained by a
purely phase-encoding system and implies the existence
of position disparities. Current data from the macaque
visual system is inadequate to characterise disparity
encoding as phase- or position-based. However, Fleet,
Wagner and Heeger (1996b) argue that there is indirect
evidence for position shifts in the monkey based on the
comparisons between estimates of the distribution of
spatial frequency selectivity and disparity preference.
The model presented here attempts to account for
human psychophysical performance with a population
of cells with position disparities alone. This differs from
most current models which rely on phase disparity
encoding (Qian 1994; Qian & Zhu, 1997; Gray, Pouget,
Zemel, Nowlan & Sejnowski, 1998). However, a hybrid
system incorporating both types of encoding (e.g. Ja-
cobsen, Gaska & Pollen, 1993; Fleet, Wagner &
Heeger, 1996a) would produce qualitatively identical
results. The binocular energy model asserts that four
simple cells converge on a single complex cell (Ohzawa
et al., 1990). Each pair of monocular receptive fields
has a position disparity of d. The one dimensional
monocular receptive field profiles of these cells are
Gabor functions and can be written as:
SLevene
k(XLd:2)
2
cos(2p f XL)
SRevene
k(XRd:2)
2
cos(2p f XR)
SLodde
k(XLd:2)
2
sin(2p f XL)
SRodde
k(XRd:2)
2
sin(2p f XR)
(1)
where XL is the position in the left-eye’s receptive field,
XR is the position in the right-eye’s receptive field, k is
a spatial scale factor relating to the size of the receptive
field, and f is the centre frequency. The ‘odd’ and ‘even’
receptive fields respond to luminance structure that is in
sine or cosine phase, respectively. The responses of
these linear monocular receptive fields to the visual
scene are used to construct the responses of four simple
cells:
S1(XL, XR)Pos[SLevenSReven]
S2(XL, XR) Pos[SLevenSReven]
S3(XL, XR)Pos[SLoddSRodd]
S4(XL, XR) Pos[SLoddSRodd] (2)
Here, the operation ‘Pos’ represents half-wave rectifi-
cation. These four cell responses together encode both
the odd- and even-components of the stimulus. The
putative response of a complex cell can be calculated by
squaring and adding the four simple cell subunits.
C(XL, XR)S12S22S32S42
 [SLevenSReven]2 [SLoddSRodd]2 (3)
This can be re-expressed by expanding the squared
terms to give a more intuitive formulation of the com-
plex cell response:
C(XL, XR)S12S22S32S42
 (SLeven)2 (SLodd)2 (SReven)2 (SRodd)2
2SLeven SReven2SLodd SRodd (4)
The first two terms in this equation are the response
to the monocular energy in the left-eye’s receptive fields
alone. The third and fourth terms represent the monoc-
ular energy in the right-eye receptive fields alone. Since
the left- and right-eyes’ images are locally shifted ver-
sions of one another, the last two terms express a local
cross-correlation weighted over the area of the left and
right receptive fields (see Fleet et al., 1996a; Qian &
Zhu, 1997 for a more rigorous treatment).
2.3. Representation of local energy function
This model is constructed from a population of these
complex cells which have a vertical orientation and are
selective for a single spatial frequency. For each cy-
clopean direction, there exist a number of complex cells
tuned to different disparities. These cells can be thought
of as sampling a local binocular energy function (see
Fleet et al., 1996a). This function will have a peak at
the point at which the two images are most similar due
to the cross-correlation component of the complex cell
response. The correspondence problem can be thought
of as the attempt to find this peak within the local
energy function. This is illustrated in Fig. 1. The top
part of the diagram shows multiple copies of the left
and right images of bandpass noise with a whole-field
uncrossed disparity. The left and right receptive field
positions of three complex cells are superimposed on
the three stereopairs. The complex cell receptive fields
in the topmost stereopair sample at a crossed disparity.
The middle stereopair is sampled at zero disparity, and
the bottom stereopair at an uncrossed disparity. The
local energy function is depicted in the bottom of Fig.
1. Each of the cells depicted above samples one point
on this energy function. The correct match is at the
peak in the energy function.
Note that this local binocular energy function is
closely related to a local cross-correlation function due
to the cross term in Eq. (4). This should be distin-
guished from taking the global cross-correlation of an
image. In the local energy function used in this model,
the receptive fields are limited in size and hence cross-
correlation is only calculated over a limited spatial
extent. Hence, false matches which might average to
nothing in a global cross-correlation function (which
examines the whole image at once) are still present in
the local energy function. Whilst the global energy
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function for bandpass noise and the Gabor patches
used by Prince and Eagle (1999) are very similar, the
local energy functions are different.
2.4. Weighting of local energy function
In order to ease the correspondence problem to a
single solution in cases where there are several peaks of
similar strengths in the local energy function, a small
disparity constraint is applied. Several experiments have
suggested that the visual system prefers matches at
small disparities (e.g. McKee & Mitchison, 1988; Mal-
Fig. 2. Weighting of the local energy function. The function is
measured and is then weighted such that energy at large absolute
disparities is attenuated. This distorts the shape of the energy func-
tion and may ultimately change the position of the peak.
Fig. 1. Construction of local energy functions. Complex cells measure
the local binocular energy function. The top part of the diagram
shows three complex cell receptive fields in the left- and right-eyes.
These sample a crossed disparity, zero disparity and an uncrossed
disparity, respectively. Examining the images reveals that the actual
disparity is at the peak tuning of the uncrossed cell. The complex cell
responses can be thought of as three samples of a local energy
function. This function is displayed below the cells. Note that the
peak in the function is at the correct disparity.
lot & Bideau, 1990). This model implements this bias
by weighting detectors at small disparities more heavily
than those encoding large disparities. The weighting
function employed here has the form of an exponential
decay, although many functions which monotonically
decrease as a function of disparity would produce simi-
lar simulation results. This weighting process is illus-
trated in Fig. 2.
2.5. Neural noise
A key feature of biological systems is noise. In this
model it is assumed that each (complex cell) sample of
the local energy function has added to its response a
small error that is drawn from a Gaussian distribution.
This assumption is discussed further in the final section
of this paper.
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2.6. Decision algorithm
It has already been noted that this model predicts
only crossed versus uncrossed disparity discrimination
data. Once the local energy function is measured, the
sign of the disparity must be estimated. Here, the total
energy at crossed disparities is compared with the en-
ergy at uncrossed disparities. The correct match is
chosen to be on the side with the largest quantity of
energy. This is similar to a ‘left minus right’ opponent
process model of motion perception.
2.7. Model summary and parameters
To summarise a set of model complex cells at each
image point sample the local energy as a function of
receptive field disparity. The responses of these cells are
weighted by a negative exponential function in dispar-
ity, so that responses at large disparities are relatively
attenuated. Thirdly, the total energy at crossed dispari-
ties is compared with the total energy at uncrossed
disparities in the presence of noise. In principle, these
calculations should be carried out at every point in the
image to produce a complete depth map. However, in
practice the calculation has only been made at the
central point of the image and no assumptions have
been made about pooling across space.
Prince and Eagle (1999) demonstrated psychophysi-
cally that stereo performance (and hence detectors) are
present at disparities that are considerably larger that
9180° phase disparity. In this model detectors sample
the local energy function at large disparities of up to
93600° phase. This figure was chosen arbitrarily —
the weighting of the local energy function means that
responses from cells tuned to large disparities are effec-
tively attenuated so much that they cannot be distin-
guished from background noise. Hence, the exact
choice of disparity range is unimportant as long as it
spans the range of human stereo performance. The
spatial frequency preference of the model filters was
always matched to the peak frequency of the stimulus
— it is assumed that at low contrasts filters that are
matched closely to the stimulus characteristics will be
almost entirely responsible for performance. The fre-
quency bandwidth of complex cells in the simulations
here is assumed to be 1.75 octaves at half-height based
on the masking measurements of Prince et al. (1998). In
the simulations that follow, the sampling is dense at 30
samples per cycle of the bandpass function. The effect
of these parameter settings is discussed in more detail in
Section 5.
There are two important model parameters which
control the response. The first is the space constant of
the negative exponential disparity weighting function
which defines the speed at which the weighting falls to
zero. This was set to a constant value of 0.57 l where
1:l is the peak spatial frequency of the filter. The
second parameter is the amount of Gaussian noise
which is added to each sample of the local energy
function. This varied between simulations and has a
somewhat arbitrary numerical value which depends
upon the sampling density of the local energy function.
3. Crossed versus uncrossed disparity discrimination in
one-dimensional bandpass stimuli
3.1. DMax in filtered noise and Gabor patches
Several authors have demonstrated that DMax in
filtered noise patches is limited to small phase dispari-
ties (Smallman & MacLeod, 1994; Kovacs & Feher,
1997; Prince & Eagle, 1999). This limit has been used to
argue for a phase disparity encoding system. However,
Prince and Eagle (1999) demonstrated that DMax in
isolated bandpass patches is considerably larger than a
phase-encoding system would predict. Fig. 3(a) shows
simulation results for one-dimensional Gabor patches
with 1.5 octaves half-height bandwidth similar to those
used by Prince and Eagle (1999). The ordinate depicts
the percentage correct disparity discrimination perfor-
mance, and the abscissa represents the phase disparity
tested. It can be seen that performance rises rapidly
from chance, and is maintained at a high level until
large phase disparities. Eventually, all the energy moves
to large disparities and becomes impossible to reliably
distinguish from the background noise because it is
highly attenuated by the weighting function.
Fig. 3(b) shows similar results for one-dimensional
filtered noise stimuli in a fixed 6° window. This is a
one-dimensional version of the noise stimuli employed
by Kovacs and Feher (1997). The plotted results are
from 100 independent noise samples. The simulation
shows that performance initially rises quickly, but
peaks at approximately 90° phase, and falls below 75%
by 180° phase. The disparity discrimination judgement
is then made systematically incorrectly. This is because
the stimulus is spatially repetitive, and hence there are
peaks in the energy function every 360° phase disparity.
When the stimulus has a disparity of between 180 and
360° phase, there is necessarily a false peak between
180 and 0°. This is at a smaller absolute disparity
than the correct match. Hence, it is attenuated less by
the weighting function and dominates the response. At
larger disparities, performance becomes near-chance.
This is because energy from the correct matches is
greatly attenuated and there is no consistent difference
in energy at crossed and uncrossed disparities. Hence,
the model replicates the psychophysical finding that
DMax in filtered noise patterns is considerably smaller
than in isolated bandpass patches.
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3.2. Within-channel matching beha6iour for
one-dimensional Gabor stimuli
Prince and Eagle (2000) investigated crossed versus
uncrossed disparity discrimination in one-dimensional
Gabor patches in more detail. They measured percent-
age correct discrimination performance as a function of
disparity for 1.6 cpd Gabor patches with several differ-
ent envelope sizes (and hence bandwidths). It was
demonstrated that when the standard deviation of the
Gabor envelope was large or infinite, performance is
cyclical with the period of the carrier. In these cases the
disparity match is highly ambiguous but subjects ap-
pear to reliably choose the nearest match.
When the Gabor envelope size, and the number of
visible cycles of the carrier decreases performance re-
mains cyclical at small disparities but becomes unani-
mously correct at larger disparities. When the envelope
size is decreased further, performance is correct at all
disparities. These results are re-plotted together with
the simulation predictions for these stimuli in Fig. 4.
The model predictions have an extremely similar form
to the human psychophysical data.
3.3. Critical en6elope sizes for matching
Prince and Eagle (2000) also examined ‘critical envel-
ope sizes’ for matching behaviour in one-dimensional
Gaussian stimuli. The previous section presented data
in which matches were made in the incorrect direction
at some disparities when the envelope size was large,
but in the correct direction when it was small. Prince
and Eagle measured the exact envelope size at which
the behaviour changed from mostly correct to mostly
incorrect, as a function of stimulus disparity. It was
found that the locus of points at which performance
was at chance could be characterised as a series of
asymmetric ‘u’ shaped curves. In between these curves
performance is always mostly correct.
Here, the weighted directional energy model devel-
oped in the previous section is used to predict the locus
of chance performance in the same one-dimensional
Gabor stimuli. In this simulation the noise variance is
completely unimportant as it can never bias conditions
in which performance is already at chance. These re-
sults were calculated using an algorithm which con-
verged on the Gabor envelope size, where there was an
identical amount of energy at crossed and uncrossed
disparities and hence performance was at chance.
The psychophysical results from Prince and Eagle
(2000) and the simulation results are plotted in Fig. 5.
The locus of points at chance performance takes the
form of a series of asymmetric ‘u’ shapes. Above these
curves performance is mostly incorrect. Below these
curves performance is mostly correct. At small dispari-
ties correct performance is on average present over a
smaller range than at larger disparities. The predicted
curves provide an excellent qualitative fit to the human
psychophysical data and fall somewhere between the
data for the two subjects.
The form of this data can be explained intuitively as
follows. In the sections of the graph where performance
is always correct (e.g. between 0 and 180°), the closest
peak in the energy function to zero disparity is always
in the correct direction. This weighting function attenu-
ates this least and this peak is responsible for the good
performance. In the sections of the graph where perfor-
mance is sometimes wrong (e.g. between 180 and 360°)
the closest peak is in the wrong direction. The true
match (which has the greatest binocular energy peak
Fig. 3. (a) Model simulation results for one-dimensional Gabor patch
stimuli with few visible cycles. Performance is good over a large range
and then reduces to chance. This result was demonstrated psycho-
physically by Prince and Eagle (2000). DMax is defined as the point
where performance crosses the 75% line. The DMax prediction can be
changed trivially by changing the noise or weighting parameters. (b)
Model simulation results for one-dimensional filtered noise stimuli
with one octave rectangular frequency distribution. Performance is
cyclical and falls below the 75% criterion before 180° phase disparity
and is then reversed. After this performance is essentially at chance
level.
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Fig. 4. (a) Simulation results for sinusoidal waveform. Percentage correct performance is cyclical as a function of disparity, with the same period
as the stimulus. Psychophysical results from Prince and Eagle (2000) are also re-plotted and are well fit by the data. (b) Results for Gabor with
large envelope standard deviation. Performance is again cyclical as a function of disparity, with the same period as the stimulus. Note however
that neither the model nor the psychophysical observers fully reverse performance at 630° disparity. (c) As the standard deviation of the envelope
decreases, the performance at large disparities ceases to be cyclical and becomes always correct. (d) When the envelope is relatively small, the
performance is mostly correct at all disparities, and DMax is large. In all cases, the model gives a good qualitative fit to the data.
before attenuation) is in the correct direction. As the
envelope size is increased the relative energies of the
correct and false matches change and performance
changes from correct to incorrect. The asymmetry of
the curves in Fig. 5 is due to the weighting function.
As disparity changes, the relative weighting of the
incorrect nearest match and the correct match
changes. Hence, the task is not hardest in the centre
of these ‘u’ shapes. For example, the relative prefer-
ence for a 60° incorrect nearest match over a 
300° correct match is greater than the preference for
the same incorrect match at 90° to the same cor-
rect match at 270°. The critical envelope size increases
at large disparities (e.g. compare 270 with 630°) sim-
ply because more of the peaks in the weighted energy
function are in the correct direction at these dispari-
ties.
4. Non-linear stereopsis
It has been argued by several authors that contrast
information is explicitly extracted and matched using a
separate ‘non-linear’ or ‘second-order’ stereoscopic
system (e.g. Hess & Wilcox, 1994). In this section it is
argued that the weighted directional energy model makes
use of contrast envelope information without the need for
an explicit ‘non-linear’ system. It is demonstrated that
this model can predict many of the psychophysical results
that are used as evidence for a second-order stereoscopic
system. The contrast envelope limits the range of
disparities over which there is any activity in the local
energy function (note that all terms in Eq. (4) depend on
contrast). When a large disparity is introduced into the
envelope, all the activity in the local energy function may
be at either crossed or uncrossed disparities, allowing
depth sign to be determined by the model.
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Fig. 5. Simulation results for critical envelope size experiment. Again,
psychophysical data is re-plotted from Prince and Eagle (2000). The
plotted curves show the locus of points at which depth discrimination
is at chance performance. Below the ‘u’ shaped curves performance is
mostly correct. Above these curves it is mostly incorrect. In between
the curves performance is always mostly correct. The model predicts
a series of rising asymmetric ‘u’ shaped curves, which agrees well with
the data. The data from Fig. 5 can be thought of as four horizontal
sections of this graph.
1994). In our simulations a one-dimensional Gabor
stimulus is presented with a carrier frequency of 1 cpd
and an envelope standard deviation of 0.5°. Fig. 6(a)
shows the model response when disparity is introduced
into the carrier, but not the envelope. Performance is
cyclical as might be expected, since the stimulus repeats
identically every 360° phase. Fig. 6(b) shows the model
response when only the envelope is disparate. This has
the effect of moving the envelope of the energy function
in the direction of the introduced disparity. This in-
evitably increases the energy in the correct direction,
and it can be seen that performance is good over a large
range of disparities. Fig. 6(c) shows model performance
when disparity is introduced into both the envelope and
the carrier (i.e. the monocular half-images are trans-
lated rigidly). Fig. 6(d) shows simulated performance at
the smallest disparities for all three conditions. These
predictions are in accord with the data of Liu, Tyler,
Schor and Ramachandran (1993) who demonstrated
that DMin was smaller when both the envelope and
carrier of a Gabor were moved than when the carrier
moves alone. Since cells in this model have been shown
to be responsive to both the envelope and carrier (see
Eq. (4)), it is unsurprising that they will overcome
internal noise limitations most quickly when both these
sources of information are present.
One important demonstration of non-linear stereop-
sis is that depth can be perceived in Gabor patches
when the envelope alone is moved (e.g. Sato & Nishida,
Fig. 6. Weighted directional energy model results for Gabor patch. All disparities are expressed in terms of carrier phase. (a) Only the carrier is
disparate. Performance is cyclical with the carrier disparity, always making the nearer match. (b) Only the envelope is disparate. Performance rises
slowly, but is then good over a large range. (c) Both the envelope and the carrier are disparate. Performance is still good over a large range of
disparities. This is the same as the case presented in Fig. 4(d). (d) The rising part of the previous three graphs is magnified. It can be seen that
DMin (the point at which performance rises above 75%) is smallest when both the envelope and the carrier move together.
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Fig. 7. Response of model simulation to contrast modulated sinusoid.
Disparity is introduced into the contrast modulation. However, the
carrier always remains at zero disparity. Performance is present and
is cyclical with the period of the modulation.
A third demonstration of non-linear stereopsis is that
depth can be perceived in uncorrelated noise stimuli
presented in envelopes which have a relative interocular
shift (Wilcox & Hess, 1996). Wilcox and Hess argue
that binocular combination necessarily removes all en-
ergy from an uncorrelated stimulus, leaving no envel-
ope to extract. Hence, they conclude envelope
extraction for non-linear stereopsis must precede binoc-
ular combination. However, within a single bandpass
filter a significant amount of binocular energy remains
after binocular combination. Fig. 8 presents the results
of a simulation in which the stimulus consisted of
binocularly uncorrelated noise with a rectangular fre-
quency profile of 1 octave centred on 1.6 cpd. This was
presented in a disparate Gaussian envelope with a
standard deviation of 0.5°. At each disparity, 100 inde-
pendent noise samples were generated. Fig. 8 demon-
strates that model performance can be sustained over a
large disparity range. It can also be seen that DMin is
larger than for Gabor patches. This is exactly what was
found by Wilcox and Hess (1996). Although the uncor-
related stimulus produces only small random peaks in
the cross-correlation function, the disparity of the con-
trast envelope ensures that these mostly have the cor-
rect disparity sign. Hence, model performance is mostly
correct.
Finally, Wilcox and Hess (1995) have demonstrated
that DMax depends on the envelope size. One might
predict that performance would collapse when the
nearest match moved beyond the range of the last
detector. At very large disparities, each monocular
patch is shifted a considerable distance from the its
cyclopean direction. As the envelope increases in size,
the number of cycles presented to each eye increases.
This effectively brings the nearest cycle closer to the
Fig. 8. Response of model to uncorrelated noise in disparate envel-
ope. DMin is larger than for correlated stimuli, but performance is
good over a large range before reducing below 75% at large dispari-
ties.
Fig. 9. Model results with Gabor patches with three different envel-
ope sizes. DMax is defined as the largest disparity at which 75%
performance is still present. It can be seen that DMax increases with
the envelope size.
A second demonstration of ‘non-linear’ stereopsis is
the response to amplitude modulated (AM) gratings.
Carney and Shadlen (1984) and Wilcox and Hess (1997)
have demonstrated that depth discrimination tasks can
be performed when the carrier has no disparity, but the
contrast modulation is shifted between the eyes. Fig. 7
shows the model response in this case. Here, the carrier
is at 1 cpd, but the modulation frequency is six times
lower. The simulation demonstrates that performance is
cyclical as a function of the modulation disparity.
Again this is unsurprising since the stimulus is physi-
cally identical after a 360° shift of the modulation
phase. However, performance is good until 180° phase
disparity is reached in agreements with previous psy-
chophysical results.
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fixation spot, allowing performance to be maintained.
Fig. 9 shows the results of a simulation of performance
in Gabor patches with an identical carrier spatial fre-
quency of 1.6 cpd and three different envelope standard
deviations. It can be seen that DMax increases with the
envelope size.
5. Discussion
In this paper, it has been demonstrated that a large
number of crossed versus uncrossed disparity discrimi-
nation phenomena can be explained using the weighted
directional energy model. This model employs a popu-
lation of complex cells which detect binocular energy at
a number of position disparities. A weighting function
is applied, which relatively attenuates the response of
cells tuned for large disparities. The total energy at
crossed and uncrossed disparities is then compared in
the presence of noise in order to estimate the disparity
sign.
This model provides a parsimonious and intuitive
account of a large class of matching phenomena within
a single frequency channel, using only two parameters.
In particular, the difference between DMax measure-
ments in filtered noise and isolated Gabor stimuli found
by Prince and Eagle (1999) can be accounted for.
Moreover, the model gives a good qualitative account
of disparity discrimination phenomena in one-dimen-
sional Gabor patches as a function of envelope size and
disparity. Most importantly, this scheme provides a
simple and appealing explanation of’non-linear’ phe-
nomena in which the relationship between the process-
ing of first- and second-order information is
well-defined and does not require the addition of free
parameters.
5.1. Constraints and the correspondence problem
The problem of binocular correspondence is interest-
ing because it is ill-conditioned: in principle, there are
many possible worlds that will produce the same pair of
retinal images. How then, can the brain possibly recon-
struct the three dimensional scene? Previous models of
this process have often attempted to solve the problem
by imposing extra, a priori knowledge about the likely
structure of the world. The weighted directional energy
model incorporates many of these constraints.
A co-operation constraint (Marr & Poggio, 1976) is
implicitly implemented by the finite size of the complex
cell receptive fields. These cells fire maximally to a
constant optimal disparity across the whole receptive
field which effectively favours surfaces that change
slowly in depth. Marr and Poggio (1976) also proposed
a compatibility constraint which favoured matching sim-
ilar objects in each eye. This is implemented here by the
cross-correlation component of the complex cell re-
sponse and the bandpass filtering which restricts
matches to features with similar orientations and spa-
tial scale. It is notable that a uniqueness constraint
which allows a given feature to form only one match, is
not implemented, but many psychophysical studies
have demonstrated that this is not rigorously upheld in
human stereopsis (Westheimer, 1986; Weinshall, 1989,
1991).
One of the major features of the model is a bias for
matches at small disparities. Evidence for this small
disparity constraint comes from McKee and Mitchison
(1988) who presented subjects with the wallpaper illu-
sion and demonstrated that the assignment of stereo
correspondence depends on the vergence state of the
eyes and hence the disparity. Many previous stereo
algorithms have incorporated a small disparity con-
straint. For example, the algorithm of Marr and Poggio
(1979) limits the search for matches to a single cycle of
the bandpass-filtered image, and the phase disparity
model (Ohzawa et al., 1990) is similarly limited to
encoding small disparities of 9180° phase.
5.2. Choice of model parameters
It was asserted in the model description that the
pattern of model performance was not sensitive to the
particular choices of model parameters. There are three
important ways in which this model might be altered.
Firstly, the bandwidth and disparity sampling of the
complex cells might be modified. It can be shown that
the cross-correlation component of the energy response
has the same frequency passband as the filters. Hence,
when the filter bandwidth is small, the cross-correlation
component will be highly cyclical and predictable and
require a lower sampling density. However, as the
bandwidth becomes smaller, the underlying receptive
field size must increase due to the uncertainty principle.
Hence, the local disparity is averaged over a larger
area, which limits the potential resolution of the mea-
sured disparity map. The bandwidth of filters used in
this model was estimated from previous masking data
and strikes a good balance between these factors.
Secondly, the shape of the weighting function, will
affect the exact form of the model predictions. The
weighting function is required to produce reliable re-
sponses in ambiguous sine-wave stimuli, to reduce
DMax in noise stimuli and to produce the asymmetric
pattern of critical envelope sizes presented in Fig. 5.
The notion of the binocular response becoming weaker
or noisier at large disparities would also be required to
describe pedestal stereoacuity performance. Hence, in
this implementation, a negative exponential function
was chosen to represent the relative weighting of differ-
ent disparities based on the discrimination data of
Siderov and Harwerth (1993). However, any monotonic
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decreasing function could produce similar model
predictions.
The third major way in which the model might be
altered is in the addition of noise which was here
arbitrarily added to the complex cell response, regard-
less of firing level, which is highly unrealistic. How-
ever, the source and propagation of noise in the
stereoscopic system is not currently well understood.
In particular, the exponent relating stereoacuity to
stimulus contrast is hard to account for (see Halpern
& Blake, 1988; Legge & Gu, 1989) as is the effect of
interocular contrast differences. In the simulations
presented here, differences in noise type can only
have the effect of bringing performance towards
chance (50%) level and hence cannot drastically affect
the overall pattern of results.
5.3. Scope of model and further de6elopment
This model describes a limited subsection of the
stereoscopic correspondence problem consisting of
one-dimensional stimuli passing through a single spa-
tial frequency and orientation channel. There are two
obvious ways to develop this work. Firstly, further
work is required to examine correspondence within a
single channel. Work must be done to characterise
how model properties change as a function of filter
frequency and orientation, and stimulus contrast.
More crucially, the model described here only at-
tempts to predict performance in crossed versus un-
crossed disparity discrimination tasks. Notably, it
never explicitly estimates the disparity and hence can-
not account for any tasks involving disparity estima-
tion. One simple possibility would be to use the
disparity of the highest point in the weighted energy
function as an estimate of the stimulus disparity.
However, there is currently insufficient psychophysical
data to adequately assess an algorithm that might
make an explicit disparity estimate from the weighted
energy function.
The second major line of development involves in-
tegrating depth information across frequency and ori-
entation channels and over space. Stimuli passing
through one channel may disambiguate information
in other channels either through a complex vergence
interaction (Marr & Poggio, 1979), or by a more sim-
ple pooling across channels (Fleet et al., 1996a). If
pooling of information occurs then there remains
the difficult question of how to integrate the out-
puts of channels with different gains and noise levels.
One possibility is to convert the energy function
within each channel into a probability density func-
tion for matching using a Bayesian framework. The
weighting function discussed here would then take the
form of a Bayesian prior favouring small disparity
matches.
6. Summary
The work presented here constitutes an attempt to
construct a simple, physiological framework for pre-
dicting stereo performance that relies on the mini-
mum number of parameters. The aim of this paper is
not to produce a detailed accurate model of stereo-
scopic vision. There are many more phenomena that
a weighted directional energy model might trivially
predict at the expense of adding further parameters.
The important demonstration of the success of this
work is that a large number of linear and non-linear
matching phenomena can be explained with a single,
simple mechanism.
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