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Four problems at the intersection of optimization and partial differential equa-
tions are presented. First, a problem in remote sensing of the marine atmo-
spheric boundary layer is discussed. A method that exploits the low-rank struc-
ture of the electromagnetic field is used to infer the refractive index profile of the
lower atmosphere. The second problem is concerned with 3D X-ray imaging of
large objects at nanometer scale resolution. A massively parallel optimization
method is used to perform the reconstruction from measurements of an object
outside of the depth of focus. The third problem presents a path planning prob-
lem where an evader is choosing his trajectory to hinder the surveillance of an
observer. An algorithm to compute optimal strategies using ideas from convex
optimization, game theory and optimal control is described. The final chapter
presents a practical framework to apply Krylov subspace methods to differen-
tial operators.
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CHAPTER 1
INTRODUCTION
This dissertation consists of four problems shallowly linked by the fact that
they each contain an optimization problem coupled with a differential equation.
The number of problems that fall into this category is enormous which is why,
despite this link, these four projects are mostly unrelated. However, all of them
involve two aspects that I enjoy about applied mathematics: efficient numerics
and careful algorithmic design.
1.1 Inverse problems
The first two chapters of this dissertation treat inverse problems. An inverse
problem appears when one wants to infer from a set of observations the causal
factor which produced them. These problems arise in a wealth of applications
including remote sensing, computer vision, tomography, and astronomy. In-
verse problems are associated with a forward problem: a model of the process
that produces the data [160]. Often, this forward model takes the form of a
differential equation. For example,
• In chapter 2, the goal is to infer the index of refraction of the environment.
The forward model is a Helmholtz equation, which dictates the propaga-
tion of electromagnetic waves, and the observations are radar measure-
ments.
• In chapter 3, the goal is to infer the material properties and shape of an
object that is being imaged through an X-ray. The forward model is the
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multi-slice propagation model, and the observations are diffractive pat-
terns.
Inverse problems are commonly solved by answering some version of the
question: determine the causal factor that, through the forward model, pro-
duces the measurements which most resemble the data. In mathematical term,
this is written as an optimization problem of the form:
min
x∈S ‖ f (x) − y‖. (1.1)
Here f represents the forward model, x the causal factor, y the observations, S
a set that can be interpreted as the physical bounds on x, and the norm used is
problem dependent. Although the number of inverse problems is gigantic and
each is different from the next, they have some frequent pitfalls:
1. They are typically ill-posed. That is, a small change in the measurements
can induce a large change in the reconstruction. This is particularly wor-
rying given that any physical measurement is contaminated by noise. A
common way to help alleviate this issue is the use of regularization: adding
extra information we have about the desired solution into the optimization
problem.
2. The forward model might be expensive to evaluate. For example, when it
requires the solution of a differential equation or when the forward model
is very high dimensional. This is especially problematic because inverse
problems usually require many evaluations of the forward model, and
thus efficient numerics in the implementation of the forward model is cru-
cial.
2
3. The forward model might be a highly non-linear function of the causal
factor, causing the objective function to have many local minima. This
results in the optimization problem in eq. (1.1) being difficult in the sense
that it requires a lot of computational power.
Hence, when attempting to solve an inverse problem, one typically has to
design an algorithm to carefully balance multiple needs:
1. We would like a forward model that is an accurate model of the real world
but we also need it to be simple enough that it can be cheaply evaluated
many times (see chapter 3).
2. The optimization problem needs to lead to a desirable solution, but we
also want the optimization problem to be easy to solve (see chapter 2).
This can limit the type of regularization that is used.
1.1.1 Remote sensing of the atmosphere
Chapter 2 presents an inverse problem in remote sensing: inferring the refrac-
tive index profile of the atmosphere from radar measurements. The main diffi-
culty in solving this inverse problem comes from the poor behavior of the ob-
jective function. Indeed, the minimization problem in eq. (1.1) is hard to solve
due to the fact that the function has thousands of local minima. Most of these
minima look promising to a typical optimization algorithm, and an exhaus-
tive search of all of them is computationally intractable. The solution proposed
in chapter 2 is to use a different objective function that leverages the observa-
tion that, in the region of interest, vertical slices of the electromagnetic (EM)
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field are of low-rank. This low-rank structure is inherited by solutions of the
Helmholtz equation, which governs the propagation of EM waves. The solution
of the Helmholtz equation may be written as a sum of modes corresponding to
eigenfunctions of a Sturm–Liouville eigenvalue problem associated with a spe-
cific refractive index profile [81]. Most of these modes decay exponentially fast
away from the source of the EM wave, and thus only a few propagate down-
range, giving rise to the low-rank structure. Instead of the typical objective
function that answers the question “find the atmosphere which produces radar
measurements that most resemble the observations”, we employ one which an-
swers ”find the atmosphere whose associated set of eigenfunctions best fits the
observations”. We find that this approach leads to a much better behaved ob-
jective function, allowing us to characterize the atmospheric conditions in real-
time.
1.1.2 Nanoscopic 3D imaging
Chapter 3 presents an inverse problem in 3D imaging: reconstruct a nanometer
scale resolution 3D image of a large, complicated object using X-ray tomogra-
phy. Objects imaged through X-ray typically fit in the “depth of focus” of the
optical system. In this region, the interaction of the X-ray wave with the ob-
ject it traverses can be well approximated as the interaction of the wave with
the projection of the object along the direction of propagation. This physical
assumption is called the “pure projection approximation”. With this assump-
tion, very fine resolution 3D reconstructions can be obtained [175]. However,
the depth of focus shrinks proportionally to the square of the transverse resolu-
tion (for a fixed wavelength). Hence, only minuscule objects can be imaged to
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nanometer scales in the regime where the pure projection approximation holds.
Nevertheless, the pure projection approximation is a computationally crucial
assumption for two reasons:
1. The associated forward model is computationally efficient to evaluate.
2. The 3D reconstruction can be achieved in two distinct steps: multiple 2D
phase retrieval problems are solved from different angles, and then the 2D
reconstructions are merged with a tomography algorithm.
The goal of chapter 3 is to perform 3D reconstruction of objects that do not fit
in the depth of focus. In this case, the multi-slice forward model must be used
to carry out the computation of the propagation of the X-ray wave through the
object [96]. In this regime, the phase retrieval problem and the tomography
problem must be solved jointly, and the forward model becomes exorbitant to
evaluate: the simple fact of computing the forward model for all diffractive
pattern requires hundreds of core hours. Chapter 3 presents a massively paral-
lel algorithm to perform this reconstruction and demonstrates with simulated
experiments how to conduct better physical experiments outside the depth of
focus.
1.2 Adversarial path planning
Another fruitful source of problems between differential equations and opti-
mization is optimal control, where one seeks a control law which achieves some
optimality criterion. Path planning is an example of an optimal control problem
where the task is to find a trajectory from a specified source to a target, and the
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optimality condition is based on minimizing some undesirable quantity: total
time, distance, fuel or threat exposure. A particular application of path planning
problems is surveillance evasion where, in the simplest scenario, an evader is
choosing a path to minimize its exposure to an observer whose surveillance plan
is fixed and fully known to the evader in advance.
Chapter 4 explores a surveillance evasion application where the evader only
knows a finite set of possible surveillance plans but has no way of checking
which of these plans is actually in place. Similarly, we assume that the observer
may not observe or make use of the change of position of the evader in real time
(as would be the case in satellite surveillance, for example). The evader is thus
forced to design an adversarial plan in advance: one that anticipates the strat-
egy of the observer. We discuss two versions of the problem. In the first one, a
completely risk-averse evader seeks a trajectory minimizing his worst-case cu-
mulative observability. In the second, the evader is concerned with minimizing
the average-case cumulative observability, where this average is taken over the
observer’s and the evader’s mixed strategies. That is, instead of committing to a
single observation plan for the observer or trajectory for the evader, the strate-
gies are probability distributions over observation plans or trajectories.
Although we assume neither the observer nor the evader gets to observe the
strategy of their opponent, it is useful to consider the problem posed if one of the
players gets to respond to the other’s strategy. That is, one of the players (say,
the observer) “goes first” (that is, declares his probabilistic mixed strategy) and
that the other player (the evader) gets to observe that strategy and responds. As
a rational agent, the evader will choose the optimal response to the observer’s
plan. The problem of computing the optimal trajectory in response to a fixed
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strategy of the observer is called the best response problem:
Problem (Evader’s best response). For a given mixed strategy of the observer, find
the trajectory that minimizes the observability of the evader.
The best response strategy can be computed by finding the viscosity solu-
tion of a Hamilton–Jacobi–Bellman PDE [25]. If the observer is obligated to play
first, then he would anticipate that the evader always selects the best response.
Thus, the optimal choice for the observer must be to find the strategy that max-
imizes the observability of the best response to that strategy. This version of the
problem is called the max-min problem:
Problem (Max-min). Find the observer’s strategy that maximizes the observability of
the best response of the evader.
This strategy can be computed by solving an optimization problem which
involves computing best responses as a subproblem. If instead, the evader is
obligated to play first, then we get the min-max problem:
Problem (Min-max). Find the evader’s strategy that minimizes the observability of
the best response of the observer.
If a pair of strategies solves both the max-min problem and the min-max
problem, then neither player has an incentive to deviate from these strategies
since any unilateral change from one of the player will make them worse off. In
this sense, the question of who plays first is irrelevant. Such a situation is called
a Nash equilibrium of the game. The goal of chapter 4 is to characterize and
compute these equilibria. The algorithm presented in chapter 4 is designed by
borrowing ideas from convex optimization, multi-objective optimization, and
optimal control.
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1.3 Krylov methods for differential operators
Chapters 2 to 4 use optimization and the solution of differential equations to-
gether to solve a problem. Chapter 5, rather, uses optimization and numerical
linear algebra to solve differential equations. The solution of linear differential
equations is typically a two-step process:
1. The differential equation is turned into a finite dimensional linear system
by a process of discretization. Among the common discretization schemes
are finite difference and finite element methods, which can handle any ge-
ometry, are low accuracy and produce sparse matrices, and spectral meth-
ods that only apply to some geometries and typically produce dense ma-
trices but are highly accurate.
2. The linear system is solved using either a direct or an iterative method.
While discretization is often necessary to obtain an algorithm that finishes in
finite time, it is inconvenient for several reasons:
1. The solution of the discretization may be a poor approximation to the true
solution. This is often resolved by an adaptive discretization: that is, the
linear system is solved, then some criterion is used to determine whether
the solution is sufficiently accurate. If it is not, then the size of the dis-
cretized system is increased and the linear system is solved again.
2. The discretization might destroy some of the computationally attractive
properties of the differential equation. This is particularly true for spec-
tral discretizations, which are typically more ill-conditioned than expected
and not structure-preserving.
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If the discretized linear system is small or dense, a direct method is typically
used to solve the discretized system. If it is large and sparse, an iterative method
is often advantageous. While direct methods are algorithms that, after a finite
number of operations, compute the exact solution in exact arithmetic, iterative
methods compute a sequence of approximate solutions which converge to the
true solution. Krylov subspace methods are iterative methods that generate a
sequence of nested subspaces (called Krylov subspaces) and choose the best ap-
proximate solution in each subspace (where the definition of “best” depends
on the specific Krylov method). Chapter 5 presents analogues of these Krylov
methods applied directly on the differential operators that generate continu-
ous Krylov subspaces as opposed to Krylov subspaces that depend on a fixed
discretization. In this way, they circumvent the need for discretization alto-
gether. The idea of using Krylov methods on differential operators is not novel,
in fact, the first paper which uses Krylov methods on differential operators [27]
appeared only fifteen years after the paper introducing the first Krylov meth-
ods [71] in 1952. However, while previous work on the subject has been mostly
of theoretical interest, the methods in chapter 5 are practical spectral methods
for ordinary differential equations. They are highly efficient and forego the woes
of typical discretizations: they converge to the true solution without the need
for refinement and automatically preserve some structural properties of the dif-
ferential operators.
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CHAPTER 2
A SUBSPACE PURSUIT METHOD TO INFER REFRACTIVITY IN THE
MARINE ATMOSPHERIC BOUNDARY LAYER
2.1 Introduction
The marine atmospheric boundary layer (MABL) is the part of the lower tro-
posphere in direct contact with the ocean. This contact creates a zone of par-
ticularly high inhomogeneity due to the exchanges of heat, moisture, and mo-
mentum between the atmosphere and the ocean [152]. Within the lower MABL,
the index of refraction - the speed of light in the medium relative to that in a
vacuum - may change rapidly with height above the ocean surface; this causes
ducting, i.e., bending of EM waves to the surface. Atmospheric ducting greatly
changes the behavior of EM propagation within the MABL from what is ex-
pected in a “standard” atmosphere [153]. Ducting impacts radio communica-
tion, and it is also detrimental to maritime radars: it creates radar holes where
no EM wave can travel, increases sea surface clutter, and changes the maximal
operating range (illustrated in fig. 2.1). It is therefore of great interest to be able
to identify and characterize the presence of ducts in real time.
A variety of methods have been developed to characterize EM ducts. A few
methods link refractive index profiles and weather conditions [7] to estimate the
This chapter is based on the paper “A subspace pursuit method to infer refractivity in the
marine atmospheric boundary layer” by M.A. Gilles, C. Earls and D. Bindel to appear in IEEE
Transactions on Geoscience and Remote Sensing.
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Figure 2.1: Effects of atmospheric ducting on EM waves [49].
MABL characteristics. Such estimates of meteorological conditions may come
from numerical weather predictions [66,91]. Although these numerical weather
predictions are successful for long-term, general characterization, their accuracy
is unsatisfactory for characterizing ducting in a local sense and in real time.
Another way to estimate meteorological conditions conducive to ducting is by
using radiosondes or rocket sondes [133] but those methods are costly, slow to
deploy and local. Yet another way to estimate ducting conditions is by lidar
[178] but this approach is sensitive to clouds, fog, and aerosols.
Other methods that rely on global positioning system (GPS) satellites have
been proposed which use information about the distortion of the GPS signal to
estimate refractivity profiles [101, 179]. These methods rely on the GPS being
placed over the horizon with respect to the receiver, which renders this method
impractical for other contexts than targets of opportunity.
In the last decade, refractivity from clutter (RFC) methods have received a
lot of attention in the literature. RFC methods use a radar to estimate the refrac-
tivity profile by emitting radiation and measuring the backscattered signal from
the rough ocean surface (also called clutter). RFC methods typically use either a
11
forward model of EM propagation or a database to “predict” the clutter under
some EM condition, and compare the measurements to the prediction to infer
the refractivity profiles. For a review of RFC methods, see [84].
The most popular forward model in RFC applications is the parabolic equa-
tion (PE) specialization of Maxwell’s equations, briefly discussed in section 2.2.
A wealth of inverse solution methods for characterizing MABL refractivity have
been developed that combine the accurate and relatively fast solvers inherited
by the PE with a statistical or machine-learning method. For example, [172]
uses a recursive Bayesian approach, [182] uses Kalman filters, [38] uses a sup-
port vector machine, and [181] uses Bayesian Monte Carlo analysis. An example
of an RFC method that learns from a database is [48]. It uses the proper orthog-
onal bases of collected data to form an approximate forward model to be used
in an inversion aimed at characterizing the EM duct itself.
In the current paper, we are interested in a different sampling approach: the
bistatic case [53, 55, 126, 128, 173, 185, 187, 188]. An example situation could in-
volve two separate phased arrays, one transmitting and one receiving down
range, with the receiver able to sample at different heights. Our method is sim-
ilar to RFC methods in that it uses a forward model to predict clutter, as it also
relies on a forward model of EM propagation. However, the proposed method
does not involve actually solving the associated differential equation to predict
the signal. Instead, we exploit a structure that is present in the partial differen-
tial equation which governs the physics: namely the approximately low-rank
structure of the field within specific parts of the domain. The low-rank struc-
ture arises because only a few eigenvectors are needed to reconstruct the PDE
when it is solved through separation of variables. This allows us to design an
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algorithm that seeks a refractivity profile associated with eigenvectors that best
fit the data. The method presented in this paper is close in spirit to the idea
presented in [48,49]. However, while they used a basis induced by the data, we
use a basis induced by the forward model.
The rest of the paper is organized as follows: in section 2.2 we state some
background on the problem; in section 2.3 we motivate and describe our al-
gorithm; in section 2.4 we give details needed for a fast implementation; and
in section 2.5 we present our numerical results.
2.2 Background
2.2.1 Forward problem: propagation
The physics that govern electromagnetic wave propagation are described by
Maxwell’s equations. Assuming a horizontal polarization and suppressing a
time dependence of the form exp (−iωt), Maxwell’s equation can be transformed
into the Helmholtz equation (cf. eq. (2.1), along with useful boundary condi-
tions eqs. (2.2) to (2.4)), by means of the following exact earth flattening trans-
formation [134]:
∂2 f (x, z)
∂x2
+
∂2 f (x, z)
∂z2
+ k20n(x, z)
2 f (x, z) = 0, (2.1)
∂ f (x, z)
∂z
∣∣∣∣∣
z=0
= −
(
1
2ae
+ ik0
√
s − 1
)
f (x, 0), (2.2)
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f (0, z) = F0(z), (2.3)
lim
r→∞ r
(
∂
∂r
− ik0
)
f (x, z) = 0. (2.4)
These equations are in 2D cartesian coordinates, where x denotes the hor-
izontal range, z denotes the vertical altitude (the direction of invariance), r =
|(x, z)|, k0 = 2pi/λ is the free-space wavenumber, λ is the wavelength, s is the
complex dielectric constant at the ocean free surface, ae is the radius of the earth,
n(x, z) is the index of refraction, and f denotes the electric field in horizontal po-
larization. This Helmholtz equation is equipped with boundary conditions. In
the case of the MABL, this is achieved by imposing continuity of the tangential
field components by modeling the sea surface as a locally homogeneous dielec-
tric and specifying a surface boundary condition [134]. This surface bound-
ary condition is implemented via the Leontovich surface impedance condition,
which for horizontal polarization is expressed as eq. (2.2). Equation (2.3) is the
boundary at x = 0 and represents the source, i.e. the transmitter antenna. The
domain is semi-infinite in both the x- and z- direction, for these boundaries ra-
diating boundary conditions of the form of eq. (2.4) are appropriate [134].
In the particular case of the MABL, the index of refraction is often approx-
imated to be horizontally constant [38, 181]. This assumption seems to be ap-
proximately valid for open-sea for a small region (less than 100 km) [87] but
may not hold within coastal regions. In the argument that follows, we will
make this assumption, and thus fix n(x, z) := n(z). In section 2.5, we relax this
assumption. That is, we allow for some horizontal change in the refractivity and
attempt to characterize the mean refractive index, where the mean is taken over
the downrange distance.
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2.2.2 Index of refraction
The literature suggests that in the MABL the refraction can be well approxi-
mated by employing a modified refractivity M(z), defined as
n = M · 10−6 − z/ae + 1, (2.5)
where ae = 6370 km is the radius of the earth. M(z) is modeled as a tri-linear
function represented by four coefficients [54]: zb is the height of the base of the
duct in meters, th is the thickness of the duct in meters, Md is the M-deficit in
M-units, and s1 is the slope of the lowest linear portion in M-unit/meter. This
parameterization is typically used to represent surface-base ducts [53] for which
the height of the ducts is a few tens of meters. Figure 2.2 displays graphically
the parametrization of M, and eq. (2.6) shows the analytical form. The slope
0.118 M-unit/m of the upper part of the refractivity profile is consistent with
the mean over the whole of the United States and is not a sensitive parameter in
the inversion [53].
M(z) =

M0 + s1z, z ≤ zb,
M(zb) − Mdth (z − zb), zb < z ≤ zb + th,
M(zb + th) + 0.118z, zb + th < z.
(2.6)
For the rest of the paper, we will refer to the parametrization of n, through M
as γ = (s1, zb, th,Md). We note that M0, the modified refractivity at the mean free
surface of the ocean, could be included in the parametrization, but propagation
of EM waves have been found to be insensitive to this parameter [172]; therefore
following the example of the authors in [172], we fix it to a typical value of
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Figure 2.2: Example of a modified refractivity profile of a surface based duct.
The modified refractivity profile is modeled as a tri-linear function represented
by four coefficients: zb is the height of the base of the duct in meters, th is the
thickness of the duct in meters, Md is the M-deficit in M-units, and s1 is the
slope of the lowest linear portion in M-unit/meter.
M0 = 340 . We note that the method described in section 2.3 does not rely on this
parametrization and any other parametrization could be used.
2.2.3 SSFPE
The most used method for solving the PDE in eq. (2.1) together with boundary
conditions of the form of eq. (2.2), eq. (2.3), eq. (2.4) is to use the split step Fourier
transform for the parabolic equation method (SSFPE) [37, 121, 134, 153]. This
method relies on a parabolic equation approximation of the Helmholtz equa-
tion. It is accurate, stable, relatively fast, and fairly easy to implement. Our
surrogate field data is obtained by this method. In particular, our code is based
on the software PETOOL, described in [121].
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2.2.4 Modal solution
For simple boundary conditions and geometries, the Helmholtz equation can
be solved exactly by separation of variables [81]; that is,
f γ(x, z) =
∞∑
m=1
Φγm(x)Ψ
γ
m(z) ,
where the eigenpair (Ψγm(z), k
γ
rm)1 are solutions to a Sturm-Liouville (SL) eigen-
value problem:
d2Ψγm(z)
dz2
+
[
k20n(z)
2 − (kγrm)2] Ψγm(z) = 0
together with the associated boundary conditions. The functions Ψγm(z) are
called eigenfunctions or modes, and the scalars (kγm)2 are the associated eigen-
values (kγm are also called associated wavenumbers). Throughout, we assume
that Ψγm(z) are normalized so that ‖Ψγm(z)‖L2 = 1.
For example, in the case where the source is modeled through a boundary
condition at x = 0 (as a point source at height zs) and the boundary condition is
homogeneous Dirichlet at z = 0 along with homogeneous Neumann at z = D,
the electric field solution is [81]:
f γ(x, z) =
i
4
∞∑
m=1
Ψγm(zs)Ψ
γ
m(z) exp
(
ikγmz
)
.
When we consider an infinite domain and more complicated boundary con-
ditions, such as eq. (2.2) and eq. (2.4), separation of variables does not provide
an exact solution. In this case, we use contour integration to obtain a solution
involving a linear combination of modes from the discrete part of the spectrum
and an integral term from the continuous spectrum. In practice, the integral
1We use γ superscripts to emphasize quantities that depend on the refractivity profile
parametrized by γ.
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term can be neglected if we are sufficiently far from the source [81]. The modes
can be further divided into two categories:
1. Leaky modes which are not observed in range.
2. Trapped modes which propagate in range.
As noted in [81] for most long-range propagation, only the trapped modes
whose wavenumber is within a certain interval of interest are important. In
our case, the interval of interest contains the admissible speeds of propagation
of the modes. These admissible speeds of the propagating modes are bounded
by the minimum and maximum speed induced by the refractivity in the do-
main. In the ducting case, we are concerned primarily with the energy emitted,
propagated, and received in the MABL. Therefore, by restricting our domain of
dependence to the MABL, we get heuristics bounds on the set of relevant eigen-
values. Formally: we say that a solution Ψγm of the SL eigenvalue problem is one
of K propagating modes if Im(kγm) = 0 and
Re(kγm) ∈
[
min
z
{k0n(z)} ,max
z
{k0n(z)}
]
,
where the maximum and minimum are taken over a domain of dependence:
0 < z < zmax. In our case, we define zmax to be the maximal height at which we
consider non-standard refractivity. In our numerical experiments in section 2.5,
we take zmax = 60 m.
Formally, we have for x large (on the order of 50 km) and z < zmax:
f γK(x, z) ≈
K∑
m=1
aγmΨ
γ
m(z) exp
(
ikγmx
)
, (2.7)
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where Ψγm(z) is a propagating mode and a
γ
m =
∫
Ψ¯
γ
m(z)F0(z)dz. In the case
where we use the boundary conditions in eq. (2.2) & eq. (2.4) along with a tri-
linear refractivity profile parametrized with γ = (0.118, 5, 40, 30), the first five
propagating modes are shown in fig. 2.3. Figure 2.4 shows the approximation of
the field with different numbers of modes used, and the field obtained by using
the SSFPE solution. Figure 2.5 shows the norm difference of fK(x, z) and f (x, z)
at x = 50 km and for z ∈ [0; 30]. We observe that after 4 modes, the field is well
reconstructed.
In the rest of the paper, we will assume that the observations are collected
at a fixed range, and at multiple fixed altitudes: that is we fix x = xobs ∈ R and
z = zobs ∈ Rvobs . We denote
F(γ) =

f γK(xobs, zobs,1)
...
f γK(xobs, zobs,vobs)
 ∈ R
vobs , (2.8)
where γ is the parametrization of n(z).
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Figure 2.3: Plots of the first 5 propagating vertical modes induced by a particular
refraction index parametrized by γ = (0.118, 5, 40, 30).
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(f) SSFPE solution
Figure 2.4: Low order approximation of the field: fK(x, z) for increasing numbers
of retained modes ((a) - (e)) and also the true field computed by SSFPE (f)
2.3 Inverse problem: characterizing refractivity
Our problem can be described in the following way: given observations of the
EM response within the MABL in the form of observed data at a fixed range,
xobs, and different heights given by the vector zobs, identify the prevailing ver-
tical profile of the index of refraction n(z). The BVP described in section 2.2
provides a forward model, which given an index of refraction, n(z), lets us com-
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Figure 2.5: Plot of error: ‖ fK(xobs, zobs)− f (xobs, zobs)‖2 as a function of the number
of modes retained K, where xobs = 50 km .
pute the field at any points in the domain. We would like to solve the inverse
problem: find the refractivity profile given some observations of the field. A
natural approach is to seek
γinv = argmin
γ
||F(γ) − Fobs||, (2.9)
where γ is a parametrization of the refractivity profile, and F(γ) is the predicted
observation under the forward model, e.g., as computed by an SSFP solver.
2.3.1 Analysis of the inverse problem properties
The objective function in eq. (2.9) has thousands of local minima, which makes
global minimization very difficult. For demonstration purposes, fig. 2.6 shows a
plot of a two-dimensional cut of the objective function eq. (2.9), with Fobs = F (γˆ)
for a fixed refractivity profile parameterization γˆ = (0.118, 5, 40, 30).
Although the complex function behavior is a property of the solution, and
not of the modal approximation, it is illuminating to reason about this be-
havior in terms of the modal approximation. Using the modal approximation
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Figure 2.6: The 2-dimensional slice of the objective function eq. (2.9). The black
dotted line indicates the value of γ = γˆ, which by definition of the function is
the global minimum.
in eq. (2.8), we see that in the region of interest:
F(γ) ≈

f γK(xobs, zobs,1)
...
f γK(xobs, zobs,vobs)
 =

K∑
m=1
Ψ
γ
m(zobs,1)am exp
(
ikγmxobs
)
,
...
K∑
m=1
Ψ
γ
K(zobs,vobs)aK exp
(
ikγKxobs
)

=:U(γ)c(γ),
where
U(γ) =

Ψ
γ
1(zobs,1) . . . Ψ
γ
K(zobs,1)
...
. . .
...
Ψ
γ
1(zobs,vobs) . . . Ψ
γ
K(zobs,vobs)
 , c(γ) =

aγ1 exp
(
ikγ1xobs
)
...
aγvobs exp
(
ikγvobs xobs
)
 .
The U(γ) matrix spans a basis for a subspace in which the approximation is
expressed and the vector c(γ) represents the coordinates of the approximation
within that subspace. Armed with this representation of the forward model, we
would like to determine which of the two components causes the highly oscilla-
tory behavior observed in fig. 2.6. Figure 2.7 shows how the subspace changes as
we vary the refractivity profile γ from a reference value of γˆ = (0.118, 5, 20, 40)
by plotting the largest principal angle [58] between U(γ) and U(γˆ). Figure 2.8
shows how the coordinate part of the function evolves as we change γ in the
discrete 2-norm, i.e. it is a plot of:
coor(γ) = ‖c(γ) − c(γˆ)‖22.
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Figure 2.7: Principal angle between two subspaces: one constant, and the other
induced by different refractivity profiles. The dotted line indicates the value
where γ = γˆ.
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Figure 2.9: Objective function of the proposed method plotted in a semi-log
scale, defined in equation eq. (2.13). The dotted line indicates the value of the
true refractivity profile.
It is clear from figs. 2.7 and 2.8 that the basis U(γ) changes smoothly, whereas
the coordinate c(γ) of the function causes the oscillatory behavior of the function
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in eq. (2.9). These oscillations are explained by the terms exp
(
kγmixobs
)
. Indeed,
xobs is typically large (here, xobs = 5·104m); hence any small change in eigenvalue
kγm caused by a change in γ are heavily amplified by the multiplication by xobs,
which causes wild oscillations of the term exp
(
kγmixobs
)
.
To avoid the multimodal behavior of the objective function eq. (2.9) caused
by the wild oscillations in coordinates c(γ), we propose an alternative objective:
γinv = argmin
γ
||Fobs − ΠU(γ) (Fobs) ||,
where ΠU(γ) (defined precisely in the next section) is a projector onto the low-
dimensional space spanned by the propagating modes for the refractivity profile
parametrized by γ. In contrast to eq. (2.9), the new objective does not oscillate;
see fig. 2.9.
2.3.2 Proposed inverse solution method
Our algorithm attempts to find a low dimensional subspace that best explains
the measurements. To achieve this goal, we first need a measure of optimality of
a subspace. Let v ∈ Cn, andW be a K dimensional subspace of Cn. It is natural to
define the distance between the vector v and the subspaceW as the minimum
of the distance between the vector v and any vector w ∈ W, as in eq. (2.10). A
graphical representation of the distance between a subspace and a vector in the
case where n = 2 and K = 1 is shown in fig. 2.10. Let the columns of W ∈ Cn×K
spanW, then the squared distance between v andW is defined as:
d2(v,W) = min
w∈W
‖w − v‖22 = min
φ∈CK
‖Wφ − v‖22. (2.10)
Accordingly, we define the distance between W and a collection of m vectors
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vFigure 2.10: Distance between a vector v ∈ R2 and a one-dimensional subspace
W ⊂ R2 (a line).
vi ∈ Cn, which are the columns of V ∈ Cn×m as:
d2(V,W) =
n∑
i=1
d2(vi,W) = min
Φ∈CK×m
||WΦ − V ||2F . (2.11)
Equation (2.11)) provides a way to measure the fit of some collection of mea-
surements V into a subspaceW spanned by the columns of W.
In our case, we have V = Fobs (the EM observations), and W = U(γ) (the
matrix of propagating modes induced by γ sampled at the observation points).
Therefore, to find the subspace which best fits the observation, we seek to per-
form the following minimization:
min
γ
d2 (Fobs,U (γ)) . (2.12)
According to our numerical tests, the crucial consideration to make this
method successful is to characterize the dimension of the subspace properly.
Indeed, it can be observed that the number of modes used, even for a fixed
physical setting (i.e. frequency, boundary values, range) depends heavily on
the actual refractivity profile that produces the modes. Intuitively, this can be
understood in the following way: if the refractivity profile represents a very
strong duct, then the trapping increases and therefore more modes are trapped
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under the duct and propagate in range. In order to automatically choose the
number of modes to consider, we propose two strategies:
Algorithm 1: Minimal subspace dimension
One strategy is to search over increasingly high dimensional subspaces until
we find one that fits enough of the data according to some criterion (see algo-
rithm 1). The specific criterion we use is: the objective function must be lower
than some threshold value of τ, which depends on the noise level2. A drawback
of this method is that it requires a good estimate of the noise level. We include
a regularization term of Φ into the objective function. We choose the regulariza-
tion parameter α by optimizing over a representative training set. We define a
regularized residual function (plotted in fig. 2.9):
res(γ, k) = min
Φ
||Uk(γ)Φ − Fobs||2F + α‖Φ‖2F . (2.13)
Algorithm 1 Minimal subspace dimension
1: Input: EM observations Fobs, threshold τ
2: k ← 1
3: r ← ∞
4: while r > τ do
5: minimize res(γ, k)
6: r ← minγ res(γ, k)
7: γinv ← argminγ res(γ, k)
8: k ← k + 1
9: end while
10: return γinv
2In section 2.5 we set τ = η2 + 0.03 where η is the noise level.
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Algorithm 2: Filtering eigenvalues
Another way to determine the number of eigenvectors to include is to use an a
priori bound on the eigenvalues to be included. As discussed in section 2.2, we
can consider the propagating modes as the eigenvectors associated with eigen-
values which fall within a physically inspired interval and include only such
modes. However, using such a hard threshold for included modes within an
interval has some drawbacks. One is that at all places of the resulting objective
function where a mode is included or excluded, the objective function is dis-
continuous. The other one is that our characterization of a propagating mode
is physically inspired by what we define to be the domain of dependence ac-
cording to zmax, but the true domain of dependence is infinite. Instead of a strict
cut-off, we use soft thresholding by defining a filter, t(σ), in the following way:
tγ(σ) =

1, re(σ) > cγ2,
gγ(σ), cγ1 ≤ re(σ),≤ cγ2
0, re(σ) < cγ1,
(2.14)
where cγ1 and c
γ
2 are constants that relate to the a priori bounds of the eigenvalues
and gγ(σ) is a smooth interpolation. In particular, we set
kγmax = maxz
{k0n(z) | 0 < z < zmax},
kγmin = minz {k0n(z) | 0 < z < zmax},
cγ1 = k
γ
min
cγ2 = 0.9k
γ
min + 0.1kmax
γ,
gγ(σ) = gˆ
(
σ − cγ1
cγ2 − cγ1
)
,
gˆ(σ) = 6σ5 − 15σ4 + 10σ3 .
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The modes which have a filtered eigenvalue of 0 are excluded from the objective
function. The resulting optimization problem is:
γinv = argmin
γ
{
Πˆ(γ)
}
, (2.15)
Πˆ(γ) = min
Φ
{
‖U(γ)Φ − Fobs‖2F + α‖t(Σ(γ))−1Φ||2F + β‖t(Σ(γ))‖1
}
(2.16)
where Σ(γ) is the diagonal matrix of eigenvalues kγm. We describe each individual
term of the objective function:
• ‖U(γ)Φ − F‖2F
This term is the same as defined in eq. (2.12). As discussed earlier, it mod-
els how well the data fits into the subspace spanned by the columns of
U(γ).
• α‖t(Σ(γ))−1Φ‖2F
This is the regularization term of Φ. It penalizes the contribution of Φ
to modes associated with small filtered eigenvalues : that is those that
we think a priori are less likely to be propagating. α is a regularization
parameter is chosen by optimizing over a training set.
• β‖t(Σ(γ))‖1
The norm used in this term is the sum of the absolute values of the matrix
entries. This term is the regularization term on the size of the subspace.
Indeed, the objective function without this term would be naturally biased
towards refractivity profiles that induce a large number of propagating
modes. To give intuition as to why this happens, suppose γ1 and γ2 are
the refractivity profiles with k propagating modes in common, but that γ2
admits an additional (k + 1)st mode that is not propagating for γ1. Then,
almost any data that fits γ1 will fit γ2 even better, even if the extra mode
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only fits the measurement noise. Finally, β is a regularization parameter
chosen by optimizing over a training set.
It is interesting to note that, unlike an objective function such as the one
in eq. (2.9), the algorithm described in section 2.3.2 is agnostic to information
about the source or the range of the transmitter. This may be useful if a good
model of the source is unavailable, or if the receiver wants to be a passive lis-
tener only. The method also combines different observations from different
sources or different ranges at virtually no additional computational expense
which can increase accuracy.
2.4 Implementation
2.4.1 A computational shortcut
As described in section 2.2, the Sturm-Liouville eigenvalue problem that arises
as a result of the separation of variables in the case we are interested in is posed
on an infinite domain:
d2Ψm(z)
dz2
+
[
k20n(z)
2 − k2rm
]
Ψm(z) = 0, 0 < z < ∞, (2.17)
β1
∂Ψm(z)
∂z
∣∣∣∣∣
z=0
+ β2Ψm(0) = 0, (2.18)
lim
z→∞ αˆ1
∂Ψm(z)
∂z
+ αˆ2Ψm(z) = 0 . (2.19)
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In our case, we have β1 = 1, β2 =
(
1/ (2ae) + ik0
√
s − 1
)
, αˆ1 = 1, αˆ2 = −ik0. One
can solve the SL eigenvalue problem with an infinite boundary condition by
solving an equivalent problem on a finite domain, but with a boundary condi-
tion that is a function of the eigenvalues, for an example of a supporting deriva-
tion, see [81]. This new SL eigenvalue problem takes the form:
d2Ψm(z)
dz2
+
[
k20n(z)
2 − k2rm
]
Ψm(z) = 0, 0 < z < D, (2.20)
β1
∂Ψm(z)
∂z
∣∣∣∣∣
z=0
+ β2Ψm(0) = 0, (2.21)
α1(k2m)
∂Ψm(z)
∂z
∣∣∣∣∣
z=D
+ α2(k2m)Ψm(D) = 0 . (2.22)
For the application at hand, n(z) is assumed to be linear above D and there-
fore α1(k2m) and α2(k2m) can be expressed in terms of parabolic cylinder functions.
One can then discretize this new SL eigenvalue problem and attempt to solve it
numerically. This discretized SL eigenvalue problem gives rise to a non-linear
algebraic eigenvalue problem. Nonlinear eigenvalue problems are in general
expensive to solve, but since the nonlinearity is only in the boundary condition
(in other words, in a single entry of the matrix), it is possible to implement fast
solvers. For example, in [86] the author presents an algorithm to solve a simi-
lar problem based on Newton’s method. However, in our case, this computa-
tional expense is unnecessary as we can deal with a standard linear eigenvalue
problem instead. Indeed the modes that we are interested in are the so-called
trapped modes. The trapped modes are those which are “trapped” physically
low within the domain, and therefore their support lie below a threshold. Note
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that if Ψm(z) satisfies eq. (2.20) and eq. (2.21), and ∂Ψm(z)∂z
∣∣∣∣∣
z=D
= 0, Ψm(D) = 0, then
Ψm(z) also satisfies eq. (2.22), and therefore solves the non-linear eigenvalue
problem. This implies that if we solve the linear eigenvalue problem associ-
ated with the SL problem with homogeneous Dirichlet boundary conditions at
z = D, and the eigenvector’s derivative is zero at the upper boundary, then this
solution also solves the nonlinear eigenvalue problem. Otherwise, we can use
this eigenpair as a first guess in Newton’s method for the non-linear problem as
described in [86]. In practice, we find that this step is rarely necessary provided
that D is chosen high enough, and thus we only solve the Dirichlet problem to
do the inference in the numerical experiments in section 2.5 in order to save the
extra computational expense.
2.4.2 Computation of the modes
Implementing the algorithm involves solving the Sturm-Liouville eigenvalue
problem numerically. We solve this continuous problem by discretizing using
finite differences; a treatment and derivation can be found in [81]. This reduces
the problem to one of computing a subset of eigenvectors and eigenvalues of
a tridiagonal symmetric matrix, for which optimized solvers can be used. As
pointed out in [81], one should use 5 to 10 discretization per wavelength in
this type of computation. In our case, this induces a discretized system of size
approximately 5000 × 5000. We have observed the results of the inversion to be
insensitive to the discretization size chosen.
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2.4.3 Inner minimization
Each function evaluation in the algorithm described above involves a minimiza-
tion over Φ. However, in that inner minimization, γ is fixed. Thus the inner
problem is a linear least squares problem which can be solved in closed form.
Furthermore, Φ is a small matrix with a number of rows equal to the number of
non-zero filtered eigenvalues (usually fewer than 10) and a number of columns
equal to the number of vertical slices of sampled taken (on the order of 30).
Therefore the inner minimization may be computed at the cost of a small linear
solve.
2.4.4 Outer minimization
The most computationally expensive part of the evaluation of the objective func-
tion is the computation of a few eigenvectors. However, the computation of first
and second derivatives of the objective function is much cheaper computation-
ally as it only involves matrix multiplications and linear solves of small matri-
ces. This fact, coupled with the small number of local minima of the objective
function, motivated the use of derivative-based local optimization method. We
use MATLAB’s sequential quadratic programming method, described in [116],
and perform multistart. The starting points are chosen by Latin hypercube sam-
pling. Five starting points are used for each subspace dimension in algorithm 1,
and ten starting points are used in algorithm 2.
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2.5 Numerical Experiments
2.5.1 Error measures
Defining an error measure is crucial to perform the optimization over the pa-
rameters α in algorithm 1 and α and β in algorithm 2 over a training set, as well
as to evaluate the performance of our method. The error measure is defined as
the relative normalized `2 (RNL2) error between a trial n(z) and a true ntrue(z).
First we define the normalized `2 error by:
error`2 (n(z), ntrue(z)) =
∫ ξ=60
ξ=0
(n(ξ) − ntrue(ξ))2dξ∫ ξ=60
ξ=0
(ntrue(ξ))2dξ
. (2.23)
We define the RNL2 by dividing the normalized `2 error by the expected value
of the normalized error of two random refractivity profiles coming from a very
large representative set.
RNL2(n(z)) =
error`2 (n(z), ntrue(z))
Eni(z),n j(z)
[
error`2
(
ni(z), n j(z)
)] . (2.24)
The expectation is taken over the parameters for which we perform the op-
timization, and is approximated by averaging 104 trials. For example, a score of
0.1 signifies that the algorithm performs 10 times better than a random guess.
2.5.2 Experiment 1: Simulated data originating from a trilinear,
horizontally constant index of refraction.
We simulate electromagnetic wave propagation by solving the partial differen-
tial equation in eq. (2.1) using the SSFPE method. We set the wavelength λ = 0.1
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m, use a Gaussian antenna pattern as the source, and sample the field at a fixed
range xobs = 50 km and heights of zobs, j = j for j ∈ {1, 2, ..., 30}. Therefore, each
measurement Fobs,i is a vector of length 30, whose entry j corresponds to the
field at range x = xobs and altitude z = j. We simulate 5 such measurements
for each test case, where different measurements are obtained by varying the
height (between 20 m and 30 m) and tilt (between −0.5 and 0.5 degrees off of
horizontal) of the antenna (represented as a Gaussian source):
tilt ∼ U(−0.5, 0.5), height ∼ U(20, 30),
where U(a, b) denotes the uniform distribution on [a, b]. This forms a matrix
of measurements Fobs of dimension 30 × 5. We then contaminate the data with
Gaussian white noise of standard deviation 0.3‖Fobs‖2. The observations are
then normalized to have unit norm in order to keep the different terms of the
objective function scaled relative to each other.
For the test cases, we fix s1 = 0.118 M-unit/m [55], which is consistent with
the mean over the whole of the United States, and has been observed to have
very little variability [132]. In order to produce unbiased test cases, we generate
twenty synthetic refractivity profiles by randomly sampling the parameters in
the following way:
zb ∼ U(0, 30), Md ∼ U(0, 50), th ∼ U(0, 30) .
These parameters are consistent with low altitude surface-based ducts. The re-
alizations are shown in fig. 2.11. In terms of physical domain, this means that
we are observing data from 0 to 30 m in altitude, and are trying to invert param-
eters that define non-standard refractivity profiles from 0 to 60 m. We attempt
the inverse problem of identifying the refractivity profiles from the observa-
tional data. We use the algorithms described in section 2.3.2. For algorithm 1,
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we set α = 10−4. For algorithm 2, we set α = 3 × 10−4, and β = 3 × 10−3. These pa-
rameters were obtained by minimizing the RNL2 score over a separate training
set and were found to be insensitive to the noise level. The result of algorithms 1
and 2 on the twenty refractivity profiles are shown in fig. 2.11.
2.5.3 Experiment 2: Simulated data originating from a trilinear,
horizontally varying index of refraction.
We present results on simulated data originating from a horizontally varying
index of refraction. This experiment violates the assumption that n(x, z) is hor-
izontally constant, thus one cannot expect in general to find an approximate
solution of the form eq. (2.7) which induces the low-rank decomposition of the
solution of eq. (2.1). It is this low-rank structure that is exploited by algorithms 1
and 2 and therefore we expect that their performance would degrade in this ex-
periment.
Aside from the way that the refractivity profiles are generated, the setup is
the same as experiment 1. The horizontal variation in the refractivity profiles
is achieved by interpolating two trilinear refractivity profiles. That is, we set
n(0, z) to some trilinear refractivity profile, and n(80km, z) to some other trilinear
refractivity profile. We then pointwise linearly interpolate the two refractivity
profiles (that is, not the parametrizations) between n(0, z), n(80km, z) to produce
refractivity profiles on n(x, z) for all x ∈ [0, 80] km. As a result, the interpolated
refractivity profiles are not trilinear. We define the “true” refractivity profile
as the average of the refractivity profiles between the transmitter and receiver:
ntrue(z) = 1/r
∫ x=r
x=0
n(x, z)dx where r is the range of the receiver. We set the range
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of the receiver to r = 50 km. Note that this average will also not be trilinear.
We generate twenty synthetic refractivity profiles by randomly sampling the
parameters
(
z0b,M
0
d , t
0
h
)
in the following manner:
z0b ∼ U(0, 30) t0h ∼ U(0, 30) M0d ∼ U(0, 50),
and the parametrization
(
z80b ,M
80
d , t
80
h
)
of n(80, z) by sampling
z80b ∼ U(z0b − 10, z0b + 10),
t80h ∼ U(t0h − 10, t0h + 10),
M80d ∼ U(M0d − 15,M0d + 15) .
This allows for a variation in the refractivity profile on the order of 20% of the
maximal value of each parameter along the propagation path. We then con-
taminate the data with Gaussian white noise of standard deviation 0.3‖Fobs‖2.
The result of algorithms 1 and 2 on these twenty synthetic test cases are shown
in fig. 2.12.
2.6 Discussion
Table 2.1: Error statistics of algorithms 1 and 2 on datasets 1 and 2.
Algorithm Dataset Mean error Median error Standard deviation
1 1 0.331 0.296 0.2808
2 1 0.231 0.1982 0.129
1 2 0.441 0.370 0.2917
2 2 0.274 0.200 0.208
We observe that in all but two cases (algorithm 1 in fig. 2.11k and algorithm
2 in fig. 2.12a) the RNL2 scores are significantly below one, indicating that the
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algorithm performed far better than a random guess. Qualitatively, the height
and structure of the inverted ducts and true ducts are in most cases similar.
Overall, algorithm 2 performs better than algorithm 1 and does not require an
estimate of the noise level, thus algorithm 2 is preferable to algorithm 1. The
median RNL2 score indicates that the output of the algorithm 2. is 5 times more
accurate than a random guess. The addition of horizontal variation does not
seem to greatly affect the quality of the inference (especially for algorithm 2,
where the median RNL2 score is 0.198 and 0.200 for the horizontally constant
and varying case respectively).
The two cases where the algorithms produce a RNL2 score greater than one
are attributed to a failure in the minimization of the objective function and could
be resolved by using more starting points in the local optimization algorithm
at the cost of a higher computational expense. However, we note that the ten
starting points used in algorithm 2 seem sufficient in the vast majority of cases
to allow the use of local optimization algorithms. Thus, we conclude that the
issue of multimodality pointed out in section 2.3.1 is largely resolved.
The timings shown in table 2.2 were performed on a single Intel i7 core pro-
cessor operating at 3.60GHz. We note that the timings should be interpreted as
lower bounds as the algorithms were implemented in MATLAB, and were not
fully optimized.
The most important feature of this method is that it is able to overcome the
highly multimodal behavior associated with the physics of EM wave propa-
gation. This allows the use a local optimization method instead of a global
optimization method which is typically used in the literature (such as genetic
algorithms in, for example, [39, 49, 54, 126, 187]).
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Table 2.2: Average running time on experiments 1 and 2.
Algorithm Experiment Avg. run time
1 1 3 min 15 sec
1 2 2 min 59 sec
2 1 5 min 12 sec
2 2 5 min 19 sec
As this method is able to cheaply find an estimate of the refractivity profile
using local optimization, it could also be used to warm-start a different method
which would typically require a global optimization method. That is, in the first
step, one could use this method to find a good first guess. Then, in the second
step, a local optimization method started at that initial guess could be used to
minimize a multimodal, but perhaps more accurate objective function such as
the ones in [39, 54, 126, 187]. This should allow for more accurate prediction
while still benefiting from the lower computational cost associated with local
optimization algorithms.
2.7 Conclusion
We presented a new method for characterizing the refractivity profile in the
MABL which relies on the low-rank structure of the field within parts of the
domain, inherited by the governing Helmholtz equation. This low-rank struc-
ture allows us to formulate the inverse problem in terms of the minimization
of a new objective function. The objective function performs a projection op-
eration of the data onto the subspace spanned by the eigenvectors that form
the low-rank approximation of an electromagnetic field induced by a particular
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refractivity profile. Performing an optimization on this well behaved objective
function allows us to accurately solve the inverse problem in around five min-
utes, allowing for real-time characterization of the MABL.
We conducted two numerical experiments to demonstrate the efficacy of the
method. The first experiment was conducted on noisy simulated data computed
with horizontally constant refractivity profiles, and the second experiment was
performed on noisy simulated data computed with horizontally varying refrac-
tivity profiles. We observed that in both setups, the method is able to infer the
refractivity profile using local optimization algorithms with few starting points
thanks to the small number of local minima of the objective function.
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Figure 2.11: Results for algorithm 1 and 2 on experiment 1. The solid back lines
are the true profile that generated the data: ntrue(z), the red dashed plot are the
inverted profiles obtained using algorithm 1, and the dotted blue lines are the
inverted profile obtained using algorithm 2. For each case, the RNL2 score is
given below the plots. The first number is the RNL2 score of algorithm 1, and
the second is the score of algorithm 2.
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Figure 2.12: Results for algorithms 1 and 2 on experiment 2. The solid black
lines on the left are n(0, z), the solid black lines the right are n(80, z), the solid
black lines in the middle are ntrue(z), the red dashed plot are the inverted profiles
obtained using algorithm 1, and the dotted blue lines are the inverted profile
obtained using algorithm 2. For each case, the RNL2 score is given below the
plots. The first number is the RNL2 score of algorithm 1, and the second is the
score of algorithm 2.
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CHAPTER 3
3D X-RAY IMAGING BEYOND THE DEPTH OF FOCUS LIMIT
3.1 Introduction
Over the entire span of the electromagnetic spectrum, x-rays offer a unique
combination of nanometer wavelength to enable high spatial resolution imag-
ing, large penetration in millimeter-scale specimens, and low values of plu-
ral and inelastic scattering to enable straightforward image interpretation and
quantization [1, 3]. A variety of lens-based and lensless imaging methods have
demonstrated 2D spatial resolution better than 20 nm [79, 138]. Among these,
ptychography [75, 131] offers a unique combination of having a spatial resolu-
tion determined not by optics but by maximum detected scattering angle, while
displaying robustness in phase retrieval for non-isolated objects [183]. In pty-
chography, a finite-sized x-ray probe (coherent beam spot) is used to illuminate
the specimen at multiple overlapping probe positions, while recording the far-
field diffraction intensity corresponding to each probe position. The resulting
data redundancy allows one to recover both the object and the probe. One can
even reconstruct multiple probe function modes to account for x-ray beam par-
tial coherence [162], sample vibration [20], and continuously moving illumina-
tion [19, 31, 76, 125]. Ptychography has been used to image thin circuit layers
through 300 µm of silicon at 12 nm resolution [30], sub-10 nm resolution has
This chapter is based on the paper “3D X-ray imaging of continuous objects beyond the
depth of focus limit” by M.A. Gilles, Y. Nashed, M. Du, C. Jacobsen and S. Wild, Optica 5.9
(2018): 1078-1086.
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been achieved with thinner specimens [111,147,158], and sub-wavelength reso-
lution has been obtained using EUV light [51].
As the transverse resolution δr of x-ray imaging continues to be improved, a
challenge lies ahead: the invalidity of the pure projection approximation. When
using a circular lens, the depth of focus (DOF) of an image is given by [175]
DOF =
2
0.612
δ2r
λ
' 5.4δr δr
λ
, (3.1)
while DOF = 5.2δ2r/λ has been found to describe the depth of focus of x-ray
ptychographic images [168]. For samples with an overall dimension less than
the equivalent depth of focus of the imaging approach used, each view as the
object is rotated can be treated as representing a pure projection for use in a
standard tomographic reconstruction algorithm. However, 3D x-ray imaging
experiments that are soon within reach will involve conditions where the pure
projection approximation can no longer be applied. Therefore we consider here
the case of near-wavelength resolution imaging of an extended object.
Normally ptychography reconstructs a single plane, which is the exit wave
leaving a 2D object or the pure projection of complex optical modulation by a
3D object. With pure projections of 3D objects, single-slice ptychographic to-
mography (SSPT) allows one to recover the 3D object by first applying phase-
unwrapping [57] to the projection images, and then using these projections in
standard tomographic reconstruction algorithms [34,62]. However, one can deal
with objects located at multiple planes along the x-ray beam direction by apply-
ing the object’s optical modulation at each plane and propagating the result-
ing wavefield to the plane of the next object slice before propagating the final
exit wave to the detector plane [103]. In the reconstruction process, the probe
and object functions are updated at each plane, since the ptychographic update
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steps work to maximize the separability of object and probe. Using this multi-
slice approach, images have been obtained of a few discrete, separated planes
by using a single viewing direction [50,56,122,157,168] or a limited range of tilt
angles [150].
One approach to 3D imaging that builds on the above work was recently
demonstrated [97]. This approach, termed multislice ptychographic tomogra-
phy (MSPT), involved the use of multislice ptychography to reconstruct five
depth planes of a 3D object at each viewing direction (with a span over all planes
sufficient to encompass the 3D object and a spacing of planes fine enough so that
one can ignore to some extent Fresnel diffraction within each plane). Since the
object showed primarily phase contrast, the phase projections of the sample at
each angle were calculated by pixelwise addition of the phases of the five slices.
This again required a phase unwrapping process to yield a pure projection im-
age for standard tomographic reconstruction.
We demonstrate here a different approach to the reconstruction of 3D images
of extended, complex objects. Rather than seeking the solution of several ob-
ject planes from each viewing direction separately before combining calculated
pure projections in a standard tomographic approach, we consider the totality
of the 3D object in each update step. To do so, we simulate the propagation of
probe function illumination waves at various probe positions and incident an-
gles through a present guess of the 3D object so as to produce a set of assumed
intensity patterns to be recorded on a far-field detector; we then adjust the guess
of the object so as to minimize the difference between the actual detector plane
Fourier magnitudes against our present guess of the same. Such an approach
has been used with learning algorithms to guide the object updates [82, 99], as
44
well as with the imposition of a sparsity regularizer [83]. In our case, we use
a proximal alternating linearized minimization algorithm for finding the object,
as will be discussed below. Our algorithmic approach exploits a parallelized im-
plementation that can address the additional nonlinearities and computational
complexity introduced with the fully propagated model, and the capabilities of
high performance computing. Our approach requires no phase unwrapping be-
cause the phase shift per 3D voxel is always small, and because it is based on a
forward model rather than backwards propagation of the wavefield through the
object. We term our approach multislice optimized object recovery, or MOOR.
The use of multislice propagation to carry out the forward model calcula-
tion is well established. First introduced to interpret high-resolution electron
microscopy data [23, 24], the multislice method has been shown [96] to recreate
a wide range of x-ray optical phenomena relevant to nanoscale imaging. These
include grazing incidence reflectivity and wave propagation in arbitrarily thick
transmission gratings that were previously understood only by using coupled-
wave theories for simple, mathematically definable structures [108,139,140,180].
Objects that have refractive index boundaries within gridded voxels can be
treated by filling the voxel with a weighted sum of materials [96]. Thus, mul-
tislice propagation releases one from the limit of considering only those objects
for which the Born approximation applies, or objects that are constrained to be
within the effective depth of focus of the imaging scheme employed.
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Figure 3.1: Depth of focus as a function of x-ray photon energy for a variety of
transverse resolution δr values. Also shown is the exp[−1] penetration depth µ−1
for amorphous ice (for frozen hydrated biological specimens) and silicon (for
microelectronics specimens) as proxies for the thickness range of x-ray imaging
as a function of photon energy. As the transverse resolution δr in x-ray mi-
croscopy is improved to finer values, the DOF decreases with the square of the
resolution improvement (eq. (3.4)), leading to a decrease in the size of a speci-
men that can be imaged within the projection approximation required by stan-
dard tomography.
3.2 Beyond the pure projection approximation
The Rayleigh resolution criterion [11] uses the position of the first minimum of
the Airy intensity distribution as the measure of the transverse resolution δr,
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giving
δr = 0.61
λ
NA
, (3.2)
where λ is the wavelength and NA is the numerical aperture of a circular lens.
We will also describe the angle of maximum scattering from the object by NA.
For a circular lens, the axial intensity distribution I(z) along the focal distance
[100] is
I(z) ∝
sin(u(1 − b2f ))u
2 , (3.3)
with u ≡ pi2 NA
2
z
λ
, and with b f as a central stop fraction. The first minimum of
the longitudinal intensity distribution of eq. (3.3) occurs when u = pi, giving a
suggested longitudinal resolution of 2λ/NA2. In fact, a more realistic criterion
is to define the depth resolution δz as half this value, or δz = λNA2
, so that the
DOF extends by ±δz about the central focus plane, giving DOF = 2δz. When
combined with the Rayleigh resolution of eq. (3.2), the DOF can be written as
DOF = 2δz =
2
0.612
δ2r
λ
' 5.4δr δr
λ
, (3.4)
which agrees well with experimental observations for absorption contrast imag-
ing in a scanning transmission x-ray microscope [175] as well as with multiple-
plane x-ray ptychography observations [168]. That is, as the transverse resolu-
tion approaches the x-ray wavelength, the DOF approaches the transverse reso-
lution. Without an approach to go beyond the DOF limit, the natural combina-
tion of short wavelength (enabling high spatial resolution) and large penetration
(enabling thick specimen tomography) intrinsic to imaging with x-rays cannot
be fully exploited. This situation motivates the development of approaches that
can work beyond the DOF limit.
Ptychography currently allows for the solution of the phase problem from a
thin object or from discrete planes. However, the nature of diffraction (that it is
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jointly contributed to by materials throughout the entire depth of the sample)
implies that the exiting wave contains 3D information about the whole object,
which inspires an iterative optimization-based solution to the object unknowns.
This strategy requires a forward model to propagate the probe wave through
the object in each iteration, which can be implemented by using a multislice
approach. Multislice propagation decomposes the object into a number of thin
layers with thickness ∆z along the beam axis. For the jth layer, the incident
wavefront ψ j is modified by the well-tabulated [69] refractive index n = 1−δ− iβ
of the material in that layer as
ψ′j(x, y) ≈ψ j(x, y) exp
[2pi∆z
λ
(iδ(x, y, z j) − β(x, y, z j))
]
= M j[ψ j(x, y)].
It is then free-space propagated to the next slice. For this step, the Fresnel
diffraction integral can be used and implemented as the convolution between
the wavefront and a Fresnel kernel
h(x, y) = exp
[
− i pi
λ∆z
(x2 + y2)
]
(3.5)
so that the wavefront at the ( j + 1)-th layer can be expressed as
ψ j+1(x, y) =ψ′j(x, y) ~ h(x, y)
=F −1[F (ψ′j(x, y))H(x, y)] (3.6)
=Pz[ψ′j(x, y)], (3.7)
where F denotes the Fourier transform operator and H(x, y) = exp
[
−
i2pi z
λ
√
1 − (λux)2 − (λuy)2
]
is the Fourier transform of h(x, y). Wavefield propaga-
tion from the exit plane to the detector is usually over a long distance L satisfy-
ing L  a/λ, where a is the wavefield extent. In such a scenario, the Fraunhofer
approximation applies, allowing the wavefield at the detector plane to be writ-
ten simply as the Fourier transform of the exit wave. If the object is divided into
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optic
x-ray
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Figure 3.2: Experimental geometry used for our simulated experiment. A lens
was assumed to produce a Gaussian coherent illumination probe of size 14-nm
full width at half maximum (FWHM) through which the object is scanned at
each object rotation angle. A far-field diffraction pattern is then captured in
each scan.
s layers, the detector wavefront ψd will then be
ψd(x, y) = F [ψ′s(x, y)]. (3.8)
Together, the entire forward model is
ψd(x, y) = F
{
Pz
[
Ms
[
· · · Pz[M0[ψ0(x, y)]] · · ·︸                       ︷︷                       ︸
repeated nesting until s−1
]]}
. (3.9)
This converts the inherently nonlinear problem of 3D diffraction into a set of
nonlinear matrix equations. One can carry out multislice propagation with a
layer thickness equal to the transverse pixel size or can reduce computational
steps by increasing the slice thickness to be a fraction of the DOF of eq. (3.4). A
good strategy is to use a voxel size that is a fraction (e.g., a tenth) of the desired
spatial resolution, so as to avoid too coarse a grid, and a slice thickness that is
a fraction (e.g., a tenth) of the DOF of eq. (3.4); these choices have been shown
in simulations [96] to agree well with the asymptotic limit as one goes to finer
voxel sizes and slice thicknesses.
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3.3 Optimization methodology
We discretize the object domain with a 3D regular grid of dimension n × n × n
and discretize the probe domain with a 2D regular grid of dimension l × l; the
real-valued measurements are assumed to lie on a 2D regular grid of size l × l.
For ease of representation, we employ vector notation and denote the object
variable by y ∈ Cn3 , the probe variable by x ∈ Cl2 , and each of m scan data by
d j ∈ Rl2+ . The variable y is related to β and δ by
β = − log(|y|)λ
2pi∆z
, δ =
arg (y) λ
2pi∆z
. (3.10)
We choose to solve for y to avoid unnecessary nonlinear transformation during
the inversion.
We let S q, j ∈ Rn3×l2 denote the linear operator that samples the qth propa-
gation plane in the jth scan of the object. In this notation, the forward model
generating scan j is ∣∣∣∣∣∣∣∣F

 ∏
q=1...s
Cdiag
(
S q, jy
) x

∣∣∣∣∣∣∣∣ = d j, (3.11)
where C denotes the convolution operator and the product is in the order∏
q=1...s aq = asas−1 · · · a1.
We perform the inversion by solving the constrained minimization problem
min
(x,y,z)∈X×Y×M
F(x, y, z) + κTV3(y), (3.12)
where the constraint sets are given by
X = {x ∈ Cl2 : |x| ≤ νx},
Y = {y ∈ Cn3 : |y − 1| ≤ νy}, and (3.13)
M =
{
z ∈ Cl2×m : |F
{
z j
}
| = d j, j = 1, . . . ,m
}
.
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The constants νx and νy are used to define a compact search space and provide
bounds on the magnitudes of the probe and object functions. In practice, we
imagine that these values are set in a way that the minimization of eq. (3.12) is
not expected to result in values of x and y that lie on the boundary of the sets X
and Y, respectively.
The first term of the objective function in eq. (3.12) of
F(x, y, z) =
m∑
j=1
∥∥∥∥∥∥∥
 ∏
q=1...s
C diag
(
S q, jy
) x − z j
∥∥∥∥∥∥∥
2
2
(3.14)
is a generalization of the one used for 2D ptychography [70] and represents the
data mismatch based on the forward model in eq. (3.11). The second term is
composed of a scalar κ > 0 and a 3D total variation regularization term, which
has proven highly effective in 3D image reconstruction [83]. This term is the
1-norm of the finite-difference approximation of the gradient of the variable y.
That is, TV3(y) = |∂hy|1, where ∂h is the finite-difference approximation of the
gradient computed using the difference between neighboring voxels in each of
the three spatial directions. We use the proximal alternating linearized mini-
mization algorithm [10] to solve the minimization problem in eq. (3.12). Our
algorithm is summarized in algorithm 2 and uses projections and proximal op-
erators as in [10, 70]. The jth component of the projection onto X is
[
projX(x)
]
j
=

x j, if |x j| ≤ νx,
x j
|x j |νx, otherwise,
(3.15)
and the jth block (of size l2) of the projection ontoM by
[
projM(z)
]
J j
= F −1 {zˆ} , (3.16)
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where, for w = 1, . . . , l2,
zˆw =

d j,w
[
F
{
zJ j
}]
w∣∣∣∣[F {zJ j }]w∣∣∣∣ if
[
F
{
zJ j
}]
w
, 0
d j,w otherwise.
The computation of the proximal operator
proxτY+κTV3αy (y) = argminyˆ∈Y TV3(yˆ) +
αy
2
‖yˆ − y‖2 (3.17)
can be performed efficiently by fast gradient projection [9]. Because of the
Algorithm 2 A proximal alternating linearized minimization algorithm for solv-
ing eq. (3.12).
1: PALM x0, y0, z0, αx, αy, αz, κ, νx, νy
2: for k = 0 · · ·N do
3: xk+1 ← projX
(
xk − 1
αx
∇xF(xk, yk, zk)
)
4: yk+1 ← proxτY+κTV3(y)αy
(
yk − 1
αy
∇yF(xk+1, yk, zk)
)
5: zk+1 ← projM
(
zk − 1
αz
∇zF(xk+1, yk+1, zk)
)
6: end for
7: return xN , yN , zN
nonlinearity inherent to the forward model in eq. (3.11), updating the stepsize
parameters in each iteration (e.g., by a line search procedure like in our im-
plementation) can significantly benefit overall performance. The convergence
of algorithm 2 can be further accelerated using an inertial version of the prox-
imal alternating linearized minimization (iPALM) [127], which our implemen-
tation exploits. The evaluation of the partial gradients, discussed below, is the
main computational bottleneck of algorithm 2.
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3.4 Derivative computation
The gradient with respect to y of the multi-slice propagation operator in eq. (3.9)
is:
∇y

 ∏
q=1...s
Cdiag
(
S q, jy
) x
 = s∑
l=1
 ∏
q=l+1...s
Cdiag
(
S q, jy
)Cdiag

 ∏
q=1...l−1
Cdiag
(
S q, jy
) x
 S l, j.
Thus, the partial gradient ∇yF is:
∇y
 m∑
j=1
∥∥∥∥∥∥∥∥
 ∏
q=1..s
Cdiag
(
S q, jy
) x − z j
∥∥∥∥∥∥∥∥
2
= 2
m∑
j=1
s∑
l=1
S Tl, jdiag

 ∏
q=1...l−1
Cdiag
(
S q, jy
) x
C∗
 ∏
q=s...l+1
diag
(
S q, jy
)
C∗


 ∏
q=1...s
Cdiag
(
S q, jy
) x − z j
 .
The subsampling matrices S q, j ∈ Rn3×l2 contain only l2 non-zero entries, and
matrix vector-products with discretized convolution matrices C ∈ Cl2×l2 can be
computed in O
(
l2 log(l)
)
thanks to the fast Fourier transform [58]; thus a naı¨ve
computation of ∇yF costs O
(
ms2l2 log(l)
)
operations. However, this cost may be
reduced to O
(
msl2 log(l)
)
operations (a factor of s ≈ 102 less in our demonstra-
tion) at the cost of O(msl2) extra distributed memory using a dynamic program-
ming approach outlined in algorithm 3. The computational cost of both ∇xF and
∇zF is also O
(
msl2 log(l)
)
operations.
Even with these computational savings, the computation of F and its partial
gradients need to be massively parallelized across the independent refractive
patterns in order to enable a large-scale solution such as that considered in our
demonstration.
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Algorithm 3 Algorithm to compute ∇y
(∥∥∥∥(∏q=1..sCdiag (S q, jy)) x − z j∥∥∥∥2)
1: d ← x
2: for l = 1 . . . s do
3: d ← C
((
S l, jy
)
 d
)
4: end for
5: cs ← d
6: for l = s − 1 . . . 2 do
7: cl ← C
((
S l, jy
)
 cl+1
)
8: end for
9: d ← x
10: ∇y, jF ← 2S T1, j
(
d¯ C∗c1
)
11: for l = 2 . . . s do
12: d ← C
((
S l, jy
)
 d
)
13: ∇y, jF ← ∇y, jF + 2S Tl, j
(
d¯  (C∗cl)
)
14: end for
15: return ∇y, jF
3.5 Demonstration
Figure 3.2 illustrates the setup used for our simulated experiment. One can
increase the throughput of x-ray ptychography by using small focused beams
and small-pixel-count detector arrays with high frame rate [80], so this is the
configuration we selected for our simulation. We simulated a Gaussian focus
spot of 5 keV or λ = 0.25 nm X rays with 14 nm FWHM probe size. This was
represented with a l × l = 72 × 72 pixel array with 1 nm pixel size. We consid-
ered an object described below (200 nm in extent, sampled on a 3D grid with
n × n × n = 256 × 256 × 256) that is large enough to go beyond the pure pro-
jection approximation at the chosen spatial resolution (1 nm voxel size, since
sub-wavelength resolution imaging has been demonstrated with ptychogra-
phy [51]), forcing us to account for beam propagation effects within the speci-
men. In other words, the “depth of focus” of diffraction effects within the object
is found from eq. (3.4) to be 5.4(1 nm)2/(0.25 nm) = 22 nm, while the probe has
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10 nm
pi 0
200 
nm
Figure 3.3: Left: an isosurface rendering of the true object with 200 nm length
along the cone’s axis. The simulated object was a conical glass capillary tube
with embedded Ti nanospheres. Right: the as-designed Gaussian probe func-
tion with 14 nm FWHM size, as represented at the midpoint of the object region;
brightness indicates the amplitude of the wave, and hue indicates the phase (see
color wheel inset).
a depth of focus of 4,300 nm. With 1 nm voxel size, we were able to use nearest-
neighbor sampling rather than interpolation for tomographic object rotation.
Assuming Nyquist sampling of discrete Fourier transforms, a l × l = 72 × 72
pixel detector array was assumed to collect scattered signal going out to a max-
imum spatial frequency of 1/(2 · 1 nm) = 500 µm−1.
Figure fig. 3.3 shows the simulated object shape, and the incident illumina-
tion wavefront. The focus spot is considered to be at the center of the object, so
that the 2D illumination function shown in fig. 3.3 is the exit wave of the probe
backpropagated by half of the 3D object size, though this effect is small given
the relatively large DOF of the probe compared to the object size.
The object was designed to resemble the thin capillary tubes that are widely
used in laboratories as a carrier for cryo microscopy of cells in liquid suspen-
sion [90], and for applications such as electrophysiological probing or photo-
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Figure 3.4: Comparisons of two cuts (zonal, top row; and meridonal, bottom
row) of the reconstructed phase-shifting part δ of the x-ray refractive index
n = 1 − δ − iβ for different methods and data collections. These cuts show
the reconstructed value of δ in the voxels at the selected planes. The true ob-
ject is shown at left, followed by the MOOR reconstruction using 360◦ and then
180◦ rotation axes. Finally, a reconstruction from the standard pure projection
approximation (PPA) to ptychographic tomography is shown. As noted in the
text, the pure projection approximation does not properly reproduce the object,
and it also suffers from regular artifacts due to insufficient probe overlap for
the reconstruction method used [78]. For this reason, we also show a column
of “PPA+filtering” images with post-processing. These figures show that 360◦
MOOR gives a reconstructed image that represents the true object with a high
degree of fidelity.
catalysis [85]. Composite structures like these are interesting subjects for x-ray
3D imaging because of the presence of features ranging from nanospheres with
diameters of tens of nanometers, to quantum dots several nanometers in size,
close to the wavelength of soft x-ray probe beam. Further challenges in imag-
ing are contributed from the capillary tube substrate, whose diameter can be
orders of magnitude higher than that of the finer features, rendering the pro-
jection approximation no longer valid. The object was designed by using the
open-source package XDesign [18], using x-ray refractive index data retrieved
from a database within Xraylib [141]. It is composed of the tip region of a cap-
illary tube made of Si (with δ = 1.98 × 10−5 and β = 1.13 × 10−6 at 5 keV in the
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complex refractive index n = 1 − δ − iβ). Nanospheres of TiO2 (δ = 3.01 × 10−5,
β = 3.58 × 10−6 at 5 keV), with the diameter ranging from 8 to 20 nm, were com-
putationally “deposited” on the outer surface. The cone-shaped capillary tip
has a top diameter of 20 nm, a bottom diameter of 160 nm, and a length of 200
nm. The tube wall thickness varies linearly from 5 nm at the top to 15 nm at the
bottom.
True object 360° MOOR 180° MOOR
Figure 3.5: Comparisons of 3D isosurface renderings of the true object, and
MOOR reconstructions using 360◦ and 180◦ object rotation. Rotation over a full
360◦ range gives improved results. The 3D object reconstructed using the pure
projection approximation (PPA) is not shown, as its errors (fig. 3.4) do not make
it possible to obtain a clean isosurface rendering.
This demonstration involved a complex object array with n3 = 2563 voxels,
which implies that we are inverting for approximately 17 million complex vari-
ables. We simulated the data acquisition scans in the following way. First, data
from 232 probe positions from a single large plane were generated. The center
of each probe position on the plane was at
[
12 j, 12k
]
for j, k ∈ 0, . . . , 22. We tested
two rotation sampling schemes: one with 90 specimen rotations at 4◦ increments
about a single axis over an 360◦ range, and another with 180 rotations at 2◦ in-
crements over a 180◦ range. The total number of far-field diffraction patterns
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recorded for both sampling schemes was thus m = 90 · 23 · 23 = 47610. We note
that the 2◦ rotation increment is not fine enough to meet the Crowther criterion
for fine angular spacing in standard tomography [26]. Finally, while our simu-
lation did not include the effects of noise due to finite photon statistics, we note
the following:
• One can arrive at a simple model for the required photon fluence to im-
age a given feature type with a specified spatial resolution and signal-to-
noise ratio [43]. In x-ray ptychography experiments, this estimate has been
found to agree within 20% of what is required for imaging integrated cir-
cuit features [30] and frozen hydrated biological specimens [32] using iter-
ative phase retrieval algorithms. This indicates that the algorithms them-
selves can be robust to noise, and work at the limit of the minimally re-
quired photon exposure.
• Simulation studies of the effects of photon noise in iterative algorithms
for reconstructing coherent diffraction imaging data have shown that the
achievable resolution is no different than conventional imaging with the
same photon fluence [77]. This conclusion is consistent with other studies
of the effects of photon noise on coherent diffraction imaging with X rays
[142, 177].
Therefore we expect that our MOOR approach should work within the limits of
the resolution that is achievable given a particular feature contrast and photon
fluence.
Algorithm 2 was implemented in C and parallelized across m diffraction pat-
terns in eq. (3.12) using the Message Passing Interface (MPI). In particular, the
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reconstructed object defined by 17 million complex variables shown in figs. 3.4
and 3.5 was obtained by running the MOOR algorithm on 2,880 cores for a
total of 350,000 core hours. We set the initial guess of the variables y0 = 0
and z0j = F −1
{
d j
}
; the magnitude of the probe variable x0 is initialized with
|x0| = F −1
{
1
m
∑m
j=1 d j
}
and its phase is set to a Gaussian function. The stepsize
parameters αx and αz were fixed to 4m and 2, respectively, throughout the algo-
rithms. The stepsize αy for the object variable was initialized to 100 and updated
using a line search at each iteration. These parameters were chosen to ensure
the convergence of algorithm 2. The constraint variables νx and νy were both set
to 1, although none of the constraints associated with these variables are active
at the reconstructed image. We set the regularization parameter κ = 0.01 and
ran algorithm 2 for a time budget that corresponded to approximately 600 iter-
ations. This algorithm yielded successful reconstructions that agree well with
the designed object, as shown in the images of figs. 3.4 and 3.5 and also in the
quantitative values of the reconstructed phase δ as shown in the histograms
of fig. 3.6.
For comparison with the (erroneous in this case) assumption that the object
can be described by the pure projection approximation (PPA), we also recon-
structed the simulated experimental dataset using the single slice ptychographic
tomography (SSPT) approach [34, 62] discussed in the introduction. We first re-
constructed a set of 2D complex-valued projections using 2,000 iterations of a
GPU implementation [114] of the ePIE algorithm [105]. To align all phase pro-
jections and account for linear and constant phase terms that typically plague
independent ptychographic reconstructions of the same sample, we subtracted
a best-fit plane from each reconstructed phase [62]. The aligned phase and mag-
nitude projections were then tomographically reconstructed by using 200 itera-
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Figure 3.6: Histograms of the distribution of absolute error in the per-voxel val-
ues of the phase shifting part δ of the x-ray refractive index n = 1 − δ − iβ, for
both our MOOR reconstruction approach and for the filtered pure projection
approximation (PPA, and PPA+filtering) reconstructions. At left are shown the
histogram for object-containing voxels, while at right are shown the histograms
for object-absent voxels. Also indicated are the values of δ for Si (1.98× 10−5 at 5
keV) and TiO2 (3.01×10−5 at 5 keV). As can be seen for the object-containing vox-
els (left), the MOOR reconstruction approach gives results with absolute errors
that are small compared to the actual values of δ, while for PPA the absolute er-
rors are almost as large as the expected values of δ. For the object-absent voxels
(right), again the errors in the MOOR reconstruction are very small compared
to the expected values of δ in the object-present regions, while the PPA recon-
structions have errors in the object-absent voxels that approach the true values
expected in the object-present voxels.
tions of the simultaneous iterative reconstruction tomography (SIRT) method as
implemented in the TomoPy package [65]. We note that the employed ptychog-
raphy and tomography algorithms assume a pure projection forward model, so
their poor performance shown in fig. 3.4 is expected in this case where the pure
projection approximation does not apply. For example, propagation fringes at
the boundaries of the sample are clearly visible, along with periodic artifacts
caused by the relatively low number of projections (which can be suppressed
by Fourier filtering [78]) and ePIE’s inability to retrieve the correct illumination
function in the circumstances of our demonstration. In order to provide a fair
comparison between the pure projection approximation (PPA) and our MOOR
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approach, we post-processed the result of the PPA reconstruction (we empha-
size that no post-processing steps were used for the MOOR algorithm results)
to give a secondary result that we have labeled as “PPA+filtering.” First, we
used median filtering with a window length of 10 in order to suppress the line
artifacts that can be observed in the PPA column of fig. 3.4; we then thresholded
the values of δ of the filtered image with a threshold of 10−5.
3D ptychographic experiments typically only sample 180◦ around the object.
This is a valid procedure under the pure projection approximation: in this setup
two samples taken from symmetrically opposed locations would, in theory, pro-
duce the exact same projection image and corresponding diffraction pattern.
However, situations beyond the pure projection approximation (thus requiring
the multislice approach) break this symmetry, and our numerical results show
that in this case a sampling around all 360◦ is necessary. Figure 3.4 shows the
comparison of four ptychographic reconstructions with the true object: MOOR
using 180◦ sampling, MOOR using 360◦ sampling, a reconstruction from a pure
projection approximation (PPA) and a post-processed PPA reconstruction. In
addition, fig. 3.5 shows isosurface renderings of the true object and the 360◦
and 180◦ MOOR reconstructions. Together these results show that the “hidden”
side of the object is poorly resolved when using MOOR with only 180◦ rotation
sampling.
3.6 Discussion and summary
Single-slice ptychographic tomography (SSPT) is extremely successful [34, 62,
73,74] at obtaining high quality 3D x-ray reconstructions of objects to which the
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pure projection approximation applies. For objects with larger extent, the multi-
slice ptychographic tomography (MSPT) approach [97] has shown promise for
treating the object as being represented by several planes along each viewing
direction, which can be reconstructed and added to yield approximations of a
pure projection. With multislice optimized object recovery (MOOR), we take the
approach of allowing for multiple slice propagation through thick objects along
each viewing direction; an optimization approach is then used to recover a 3D
object that is consistent with all diffraction measurements, and which requires
no phase unwrapping. Although we have not made an explicit comparison
with the MSPT approach, the fact that one obtains an improved reconstruction
with a 360 degree rotation relative to a 180 degree rotation means that a simple
summation of separate reconstruction planes may not be sufficient to accurately
reconstruct objects with increasing sizes beyond that to which the pure projec-
tion approximation applies.
In this first demonstration of the MOOR approach, a proximal alternating
linearized minimization algorithm is used to obtain rapid convergence for the
case of ptychography (where a small coherent probe is scanned across the en-
tire specimen projection field of view at each rotation angle). This approach is
consistent with the expectations of SSPT and MSPT, where the iterative rules
alternate between updates of the object and the probe [105, 161]. However, our
approach employs the capabilities of high-performance computing to carry out
a 3D calculation with isotropic voxel size, and no need for phase unwrapping.
It could also be used for other situations, such as probe overlap during rotation
rather than at each viewing angle [64]. Our approach might also be useful in
situations where the probe is larger than the object and hence the overlapping
probe feature of ptychography is absent [155].
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Although our approach is successful in recovering a computer-synthesized
3D object to which the pure projection approximation does not apply, there is
room for future development. In this first demonstration, data parallelism was
used so that each computing node owned and updated only a subset of the vari-
ables z j (and associated scans d j) but also a copy of the full 3D object, which, in
turn, created a synchronization point in the parallel computation for merging
those copies after every update step. This allowed us to show that the approach
works, but in an inefficient manner where data communication (between all the
nodes with each one calculating a different probe position, and the 3D data)
limited computational throughput. This limitation could be overcome by ex-
ploiting domain decomposition (i.e., parallelism in the object/reconstruction
domain) for partitioning the 3D object based on the scanning pattern and the
associated sparse intersections of localized illumination probes with the over-
all object. One could then have each node hold the probe function, a local
subregion of the object, and the measured Fourier magnitudes for rapid com-
putation with periodic synchronization happening only where the subregions
overlap (we have used such an approach in standard ptychography reconstruc-
tions [114, 115]). In addition, a stochastic asynchronous version of the proximal
alternating linearized minimization algorithm [29] is likely to reduce the com-
putational cost of the algorithm as well as the synchronization cost. We will
also examine the capability of our algorithm with ptychography experiments
for nanoscale objects including nanofabricated devices and subcellular struc-
tures of eukaryons. Technical challenges such as probe alignment (already ad-
dressed in 2D ptychography [63, 104, 184]) could be addressed when applying
the algorithm to experimental results.
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CHAPTER 4
ADVERSARIAL PATH PLANNING
4.1 Introduction
Path planning is a problem of interest for many communities: traffic engineer-
ing, autonomous driving, robotics, and military. In the classical setting, the path
planner is assumed to have full information about the environment and chooses
a path minimizing some undesirable quantity; e.g., time-to-target, distance trav-
eled, fuel consumption, or threat exposure. A particular type of continuous
path planning problems is surveillance-evasion applications. In the simplest
scenario, an evader (E) is choosing a path to minimize its exposure to an ob-
server (O) whose surveillance plan is fixed and fully known to E in advance.
This formulation is conveniently treated in the framework of optimal control the-
ory, reviewed in section 4.2, with the evader’s optimal policy recovered by solv-
ing a Hamilton-Jacobi-Bellman (HJB) partial differential equation (PDE). But the
real focus of this paper is on path planning under uncertainty, where E knows
the full list of different surveillance plans available to O but does not know
which of them is currently in use.
The key assumption of our model is that neither E nor O can change their
respective strategy in real time based on the opponent’s discovered position or
This chapter is based on the paper “Evasive path planning under surveillance uncertainty”
by M.A. Gilles and A. Vladimirsky and was submitted to Dynamic Games and Applications on
December 26, 2018.
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actions. In practical contexts (e.g., in satellite-based surveillance), this restric-
tion might be due to either a delayed analysis of observations or due to logisti-
cal needs of committing to a strategy in advance. As in many other optimiza-
tion under uncertainty situations, it is natural for E to treat this as an adversarial
problem – either because the prior statistics on the frequency of use for specific
surveillance plans are unreliable or because O might be actively adjusting these
frequencies in response to E’s routing choices.
In considering each potential path to its destination, E needs to evaluate the
trade-offs in observability with respect to different surveillance plans. This nat-
urally brings us to the notion of Pareto optimality [107] and the numerical meth-
ods developed for multi-objective optimal control problems [33, 61, 89, 113]. As
we show in section 4.3, the method introduced in [89] can be used to find the de-
terministic optimal policy for a completely risk-averse evader (i.e., minimizing
the worst-case observability). Unfortunately, the computational cost of this ap-
proach grows exponentially with the number of surveillance plans available to
O. But if the goal for both players is to optimize the average-case/expected ob-
servability, we show that this can be accomplished by adopting a much more
computationally affordable method from [113], despite its significant draw-
backs for general multi-objective control problems. Moreover, we show that,
if the evader’s average-case optimal strategy is deterministic, then that same
strategy is also worst-case optimal.
For the rest of the paper, we concentrate on the average-case observability
formulation using a semi-infinite zero-sum game [163] between E and O, each
of them searching for the best randomized/mixed strategy – an optimal prob-
ability distribution over that player’s available deterministic/“pure” options.
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We refer to these as “Surveillance-Evasion Games” (SEGs), although the same
terminology was previously used in the 1960s and 1970s to describe a very dif-
ferent class of problems, where the Evader needs to escape from the Observer’s
surveillance zone as quickly as possible [36,93–95]. Aside from this terminolog-
ical overlap, those earlier papers have little in common with our context since in
them E and O operated with full information on their opponent’s current state,
reacted in real time, and sought optimal feedback policies recovered by solving
Hamilton-Jacobi-Isaacs equations.
In classical (finite zero-sum two-player) strategic games, the Nash equilib-
rium is typically obtained using linear programming [120]. But the fact that E’s
set of pure strategies is uncountably infinite makes this approach unusable in
our SEGs. Instead, we show how to compute the Nash equilibrium in section 4.4
by combining convex optimization with fast numerical methods for HJB equa-
tions. The computational cost of the resulting method scales at most linearly
with the number of surveillance plans. We illustrate this approach on a large
number of examples, with the details of our numerical implementation covered
in section 4.5.
We note that the same ideas are also useful outside of surveillance-evasion
context, whenever the path planner cannot assess the actually incurred running
cost until it reaches the target. In fact, the same PDEs and semi-infinite zero-sum
games can be used to model civilians’ routing choices in war zones and other
dangerous environments, minimizing their exposure to bomb threats.
Our modeling approach is quite general, but to simplify the exposition
we will assume that the evader is moving in a two-dimensional domain with
occluding/impenetrable obstacles, both the observability and E’s speed are
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isotropic (i.e., independent of E’s chosen direction of motion), and all O’s surveil-
lance plans are stationary (i.e., the observer is choosing among possible station-
ary locations). This further simplifies the PDE aspect of our problem from a
general HJB to stationary Eikonal equations, the efficient numerical methods for
which are particularly well-developed in the last 25 years (e.g., [145]).
In section 4.6, we generalize the problem by considering multiple evaders.
We first treat this as a two-player game between a single observer and a central-
ized controller of all evaders. But we also show that the resulting set of strate-
gies is a Nash equilibrium even from the point of view of individual/selfish
evaders. We conclude by discussing further extensions and limitations of our
approach in section 4.7.
4.2 Continuous path planning
The case where the observer’s strategy is fixed and known can be easily han-
dled by methods of classical optimal control theory. The goal is to guide an
evader (E) from its starting position xS to its desired target xT while minimizing
the “cumulative observability” (also called “cumulative cost”) along the way
through its state space represented by some compact set Ω ⊂ Rd. More precisely,
we will suppose that A is a compact set of control values, andA is the set of E’s
admissible controls which are measurable functions a : R 7→ A. The evader’s
dynamics are defined by y′(t) = f (y(t), a(t)), with the initial state y(0) = x ∈ Ω.
(Even though E only cares about the optimal trajectory from xS , the method we
use encodes optimal trajectories to xT from all starting positions x.) In all of our
numerical examples, we will assume that E’s state is simply its position, f is its
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velocity defined on a known map Ω that excludes (impenetrable, occluding) ob-
stacles, and E is allowed to travel along ∂Ω (including the obstacle boundaries).
Suppose Ta = min{t ≥ 0 | y(t) = xT } is the travel-time-through-Ω associated
with this control. A pointwise observability function (also called cost function)
K : Ω × A 7→ R is then defined to reflect O’s surveillance capabilities for dif-
ferent parts of the domain, taking into account all obstacles/occluders and E’s
current position and direction. The cumulative observability is then defined by
integrating K along a trajectory corresponding to a(·) with initial position x
J(x, a(·)) =
∫ Ta
0
K(y(t), a(t)) dt, (4.1)
which we will also denote as J(a(·)) when x is clear from the context. As usual
in dynamic programming, the value function is then defined by minimizing the
cumulative observability: u(x) = infa(·)J(x, a(·)), with the infimum taken over
controls leading to xT without leaving Ω (i.e., Ta < ∞ and y(t) ∈ Ω,∀t ∈ [0,Ta]
along the corresponding trajectory). Under suitable “small-time controllability”
assumptions [6], it is easy to show that u is locally Lipschitz on Ω. If it is also
smooth, a Taylor series expansion can be used to show that u satisfies a static
Hamilton-Jacobi-Bellman PDE:
min
a∈A {K(x, a) + ∇u(x) · f (x, a)} = 0, ∀x ∈ Ω \ {xT }; u(xT ) = 0, (4.2)
with the special treatment at ∂Ω \ {xT } where the minimum is taken over the
subset of control values A that ensure staying inside Ω.
Unfortunately, the value function u is generically non-smooth, and there
usually are starting positions with multiple optimal trajectories – these are the
locations where the characteristics cross and ∇u is undefined. Thus, a classical
solution to eq. (4.2) usually does not exist. The theory of viscosity solutions in-
troduced by Crandall and Lions [25] overcomes this difficulty by selecting the
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unique weak solution coinciding with the value function of the original control
problem. Restricting the process dynamics to Ω is similarly handled by switch-
ing to domain-constrained viscosity solutions [6, 154].
To simplify the exposition, we focus on isotropic problems, where the ob-
servability K and the speed of motion f depend only on x. In this case, we
choose A = {a ∈ Rd | |a| = 1} and interpret a as the direction of motion.
Then K(x, a) = K(x) and f (x, a) = f (x)a, with f encoding the speed of motion
through the point x. In this case, the optimal direction is known analytically:
a∗ = −∇u/|∇u| and eq. (4.2) reduces to an Eikonal equation
|∇u(x)| f (x) = K(x), ∀x ∈ Ω \ {xT }; u(xT ) = 0. (4.3)
The characteristics of these static PDEs are precisely the optimal trajectories,
which define the direction of “information flow”. This is quite useful once (4.3)
is discretized on a grid (e.g., substituting upwind divided differences for par-
tial derivatives, while taking u = +∞ for all gridpoints outside of Ω to enforce
the state constraints). The discretization yields a large coupled system of non-
linear equations. Knowing the characteristic direction for every gridpoint, one
could, in principle, re-order the equations, effectively decoupling this system.
But since the PDE is nonlinear, its characteristic directions are not known in ad-
vance. One path1 to computational efficiency is to determine those characteris-
tic directions simultaneously with solving the discretized system, in the spirit of
Dijkstra’s classical algorithm for finding shortest paths on graphs [35]. Two such
non-iterative methods (Tsitsiklis’ Algorithm [170] and Sethian’s Fast Marching
1 Fast Sweeping [186] is another popular approach for gaining efficiency in solving Eikonal
equations. We refer readers to [16,17] for a review of many other “fast” techniques, including the
hybrid marching/sweeping methods that aim to combine the best features of both approaches.
Even though our own implementation is based on Fast Marching, any of these methods can be
used to solve isotropic control problems arising in subsequent sections. Which one will be faster
depends on the domain geometry and the particular pointwise observability functions.
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Method [144]) are applicable to this special isotropic case. Once eq. (4.3) is
solved, the optimal trajectory may be recovered by finding the path orthogo-
nal to the level curves of u(x). This can be achieved numerically by the steepest
descent method on u(x). An example of the solution of eq. (4.3) is shown in 4.1.
(a) (b)
Figure 4.1: (a) The observability function K(x) for an observer position (0.5, 0.5). The gray
rectangle is an obstacle, which obstructs the vision of the observer. The shadow zones created
by the obstacle can be computed using the solution of the Eikonal equation (see section 4.5.1).
(b) A contour plot of the solution of eq. (4.3) for f (x) = 1 and the cost function in (a). The red
diamond is the starting position, the red circle is the target position, and the green curve is
the optimal trajectory, which is orthogonal to the level curves of u(x) and follows a part of the
obstacle boundary. See section 4.5 for additional information and parameters used.
4.3 Multiple observer locations and different notions of opti-
mality
We now transition to the setting where the observer has a choice of multiple
surveillance plans. Assuming that the observer remains stationary, this is equiv-
alent to choosing its position from a fixed set of r locations X = {xˆ1, · · · , xˆr}
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known to the evader. Each location is associated with a pointwise observability
function Ki(x) for an evader moving through x ∈ Ω and an observer stationed
at xˆi. (Typically, Ki is a decreasing function of |x − xˆi| when x is visible from xˆi
or a small constant σ > 0 if x is in a “shadow zone”; see section 4.5 for fur-
ther details.) This results in r different definitions of the cumulative observabil-
ity J = [J1, . . . ,Jr]T for a particular control. Ideally, a rational evader would
prefer a path that minimizes its exposure to all possible observer locations xˆi.
Unfortunately, there usually does not exist a single control minimizing all Ji’s
simultaneously. This naturally leads us to a notion of Pareto optimal trajectories
and the methods for computing them efficiently. We review two such methods2
in section 4.3.1 and explain how they can be used for planning by an evader
optimizing either the worst-case or average-case observability in section 4.3.2.
4.3.1 Multiobjective path planning
For a fixed starting position x ∈ Ω, a control a(·) is dominated by a control aˆ(·)
if Ji(x, aˆ(·)) ≤ Ji(x, a(·)) for all i and the inequality is strict for at least one of
them. We call a(·) Pareto optimal if it is not dominated by any other control. In
other words, Pareto optimal controls are the ones that cannot be improved with
respect to any one criterion without making them worse with respect to another.
The vector of costs associated with each Pareto optimal control defines a point
in Rr and the set of all such points is the Pareto Front (PF). In path planning
applications, the PF is typically used to carefully evaluate all tradeoffs. (E.g.,
what is the smallest attainable J1 given the desired upper bounds on J2, . . . ,Jr
2 Here we describe these methods in terms of exposure to different observer’s positions, but
both of them were introduced for much more general multi-objective control problems. In many
applications it is necessary to balance completely different criteria; e.g., time vs fuel vs money
vs threat, etc. Other methods for approximating the full PF can be found in [61] and [33].
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Mitchell and Sastry developed a method for multiobjective path planning
[113] based on the usual scalarization approach to multiobjective optimization
[107]. Let ∆r = {λ = (λ1, . . . λr) | ∑ri=1 λi = 1, and all λi ≥ 0}. For each λ ∈ ∆r
one can define a new pointwise observability function Kλ =
∑r
i=1 λiKi and a new
cumulative observability functionJλ = ∑iJi. A weighted cost Eikonal equation
|∇uλ(x)| f (x) = Kλ(x) (4.4)
is then solved for a fixed λ, providing a control function aλ(·) satisfying aλ(·) ∈
argmina(·)∈AJλ(xS , a(·)). We call such a control function λ-optimal. If λi > 0 for
all i, the obtained λ-optimal control is also guaranteed to be Pareto optimal; see
fig. 4.2. However, if at least one λi = 0 and multiple λ-optimal strategies exist
for a specific λ, then some of the λ-optimal strategies may not be Pareto optimal.
Such corner cases (illustrated in fig. 4.5) might require additional pruning; alter-
natively, one can rule out such non-Pareto trajectories by perturbing λ to ensure
that all components are positive.
Additional linear PDEs can be solved simultaneously to compute the indi-
vidual costs (J1, . . .Jr) incurred along any λ-optimal trajectory; e.g., when f
and all Ki’s are isotropic, the corresponding linear equations are
∇vλi · ∇uλ = KiKλ/ f 2, (4.5)
where vλi (x) = Ji
(
x, aλ(·)
)
.
To approximate the PF, this procedure is repeated for a large number of
λ ∈ ∆r. Unfortunately, as shown in fig. 4.2, scalarization-based methods can
only recover the convex portion of PF [28]. This is an important drawback since
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Figure 4.2: (A) Convex smooth Pareto Front with a point Q corresponding to the worst case
optimal λ = (λ1, λ2) ∈ [0, 1]2. The line perpendicular to λ is tangent to PF at Q. If any part of PF
fell below it, the path corresponding to Q would not be λ-optimal. The dotted line is the central
ray (where J1 = J2)). (B) Non-convex smooth Pareto Front. Points P and R correspond to 2
different λ-optimal paths. The portion of PF between P and R (including the worst-case optimal
point Q) cannot be found by scalarization. Point S , found as a convex combination of P and R,
is average-case optimal.
in many optimal control problems the non-convex parts of PF are very com-
mon and equally important. An alternative approach was developed in [89] to
address this limitation and produce the entire PF for all x ∈ Ω simultaneously.
The method is applicable for any number of observer positions, but to simplify
the notation we explain it here for r = 2 only. We expand the state space to
Ωe = Ω × [0, B] and define the new value function w(x, b) = infJ1(x, a(·)), with
the infimum taken over all controls satisfying J2(x, a(·)) ≤ b. Thus, b is natu-
rally interpreted as the current “budget” for the secondary criterion. The value
function is then recovered by solving an augmented PDE
min
a∈A
{
K1(x, a) + ∇xw · f (x, a) − K2(x, a)∂w
∂b
}
= 0. (4.6)
The method in [89] uses a first-order accurate semi-Lagrangian discretization
[45] to compute the discontinuous viscosity solution of (4.6) for a range of prob-
lems in multi-criterion path planning. The method was later generalized to treat
constraints on reset-renewable resources [159]. The same approach was also
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adapted to Probabilistic RoadMap graphs and field-tested on robotic platforms
at the United Technologies Research Center [22].
Aside from approximating the entire PF, the key computational advantage
is the explicit causality: since K2 is positive, all characteristics are monotone in b
and methods similar to the explicit “forward marching” in b-direction are ap-
plicable. (I.e., the system of discretized equations is trivially de-coupled.) Of
course, the main drawback of the above idea is the higher dimensionality of Ωe.
For r observer locations, the scalarization approach [113] requires solving (r+ 1)
PDEs on Ω ⊂ Rd, but the parameter space Λr is (r − 1)-dimensional. In contrast,
with w(x, b) there are no parameters, but the computational domain is (d+ r−1)-
dimensional. Several techniques for restricting the computations to a relevant
part of Ωe were developed in [89], but the computational cost and memory re-
quirements are still significantly higher than for any (single) HJB-solve in Ω.
4.3.2 Different notions of adversarial optimality
The Pareto Front allows us to answer one version of the surveillance-evasion
problem: if the evader is completely risk-averse, he may choose the worst-case
optimal strategy. That is, E will pick a control aW(·) that minimizes the observ-
ability from its “worst” observer position xˆi:
max
xˆi∈X
Ji(aW(·)) ≤ max
xˆi∈X
Ji(a(·)), ∀a(·) ∈ A.
This corresponds to the version of the problem where E is forced to “go first”,
with O selecting the maximizing xˆi ∈ X in response. The following result shows
that the intersection of Pareto Front with the “central ray” (i.e., the line where
J1 = J2 · · · = Jr) yields the worst-case optimal strategy for E:
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Theorem 4.3.1. If a=(·) is a Pareto-optimal control satisfying Ji(a=(·)) = J j(a=(·)) for
all i, j ∈ {1, · · · r}, then a=(·) is also worst-case optimal.
Proof. Suppose there exists a′(·) s.t.
max
xˆi∈X
Ji(a′(·)) < max
xˆi∈X
Ji(a=(·))
then for all j we have:
J j(a′(·)) ≤ max
xˆi∈X
Ji(a′(·)) < max
xˆi∈X
Ji(a=(·)) = J j(a=(·)),
which contradicts the Pareto-optimality of a=(·).
The corresponding vector of costs J (a=(·)) may lie on the convex portion
of PF, as in Figures 4.2(A) and 4.3, in which case aW = a= can be found by
scalarization [113]. But if J (a=(·)) lies on the non-convex portion of PF, as in
Figures 4.2(B) and 4.4, the computational cost of finding the evader’s worst-case
optimal strategy grows exponentially with r as it involves solving a non-linear
differential equation in (r+d−1) dimensions [89]. As it will be shown in sections
4.4-4.6, the latter scenario is particularly common on domains with obstacles.
Luckily, another interpretation of evader’s objectives proves much more
computationally tractable. Even though a=(·) yields the lowest worst-case ob-
servability that E can achieve if he must choose a single control function deter-
ministically, E might be able to attain an even lower expected (or average-case)
observability if he switches to “mixed policies”, choosing a probability distri-
bution over a set of Pareto optimal controls. This is illustrated in fig. 4.2(B):
by choosing probabilistically a path corresponding to the point P and another
corresponding to point R, E obtains a new point S on the central ray, whose ex-
pected observability is lower than for the worst-case optimal Q regardless of O’s
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Figure 4.3: (a) Two observer positions and the corresponding observability
maps Ki. (b) The λ∗-optimal path corresponding to λ∗ ≈ (0.30, 0.70) is shown
in yellow over the level sets of uλ∗ . The radii of black disks centered at xˆ′is are
proportional to the corresponding components of λ∗. The two best response tra-
jectories used when O chooses xˆ1 or xˆ2 are shown in blue and pink respectively.
The trajectory in yellow is worst-case optimal for the evader as it is equally ob-
servable from both locations. (c) The convex part of Pareto Front (computed
using the scalarization approach) intersects the “central ray” (J1 = J2, shown
in red). The worst-case optimal vector λ∗ is orthogonal to PF at the point of in-
tersection (in yellow), whose coordinates correspond to the partial costs of the
optimal path. The probability distribution λ∗, together with the yellow trajec-
tory form a Nash equilibrium of the strategic game between the evader and the
observer described in section 4.4. See section 4.5 for additional information and
parameters used.
selected location. This, of course, assumes that O’s location is selected without
knowing in advance which of the two paths will be used by E. Indeed, for any
single run from xS to xT , the worst-case observability of this probabilistic pol-
icy is based on the worst cases for P and R, which (from the point of view of
a completely risk-averse evader) would make the average-case optimal S infe-
rior to the worst-case optimal Q. This scenario is fully realized in fig. 4.4, where
J1(a=(·)) = J2(a=(·)) ≈ 4.94, the expected observability corresponding to the opti-
mal “probabilistic mix” of yellow and green trajectories is ≈ 4.83, but the worst
case associated with this mixed policy is J1(yellow) ≈ 6.03.
76
(a) (b)
0 2 4 6 8
0
2
4
6
8
λ∗
J 2
J1
(c)
Figure 4.4: (a) Two observer positions and the corresponding observability
maps Ki. (b) Two λ∗-optimal trajectories corresponding to λ∗ ≈ (0.29, 0.71) are
shown in yellow and green over the level sets of uλ∗ . The two best response
trajectories used when O chooses xˆ1 or xˆ2 are shown in blue and pink respec-
tively. The worst-case optimal trajectory is plotted in gray. (c) The convex part
of the Pareto Front (in cyan) computed using the scalarization approach, and the
whole Pareto Front (in black) computed using the method in [89]. The convex
part of the Pareto Front does not intersect the central ray (shown in red). The
worst-case optimal strategy (in gray) lies on the non-convex part of the Pareto
Front and thus cannot be computed using scalarization. The Nash equilibrium
pair of strategies consists of using positions xˆ1 and xˆ2 with probabilities λ∗ for
O and using the yellow and green trajectories (both of which lie on the convex
part of the PF) with probability
[
p(yellow), p(green)
]
= [0.29, 0.71] for E (see sec-
tion 4.4). The latter mixed strategy is average-case optimal for E. See section 4.5
for additional information and parameters used.
We note that O could also consider using a mixed strategy. In this case,
Kλ can be interpreted as the expected pointwise observability when using the
probability density λ ∈ ∆r over the positions X. Similarly Jλ(a(·)) is the ex-
pected cumulative observability when using the control function a(·). fig. 4.2
shows that when we are interested in the average-case optimal behavior for
both O and E, we only need to consider a convex hull of PF (denoted co(PF)),
and the scalarization is thus adequate. Note that in figs. 4.3, 4.4 and 4.6, the
set co(PF) was approximated by imposing a fine grid on ∆r and re-solving
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eq. (4.4) for each sampled λ. Since we only care about the intersection of co(PF)
with the central ray, this procedure is wasteful – and prohibitively expensive
for high r. In the next section, we consider the case where both E and O
optimize the expected/average-case performance by reformulating this as a
semi-infinite strategic zero-sum game. We show that such Surveillance-Evasion
Games (SEGs) can be solved through scalarization combined with convex opti-
mization, without approximating the (convex hull of the) entire Pareto Front.
Remark 1. Up till now, our geometric interpretation in figs. 4.3, 4.4 and 4.6 assumed
that either PF or at least the co(PF) must intersect the central ray. If this is not the
case, O will avoid using some of his positions. E.g., fig. 4.5 shows the pink and yellow
trajectories corresponding to a1(·) and a2(·), which are optimal with respect to the ob-
server positions xˆ1 and xˆ2. Since J1(a2(·)) ≤ J2(a2(·)), the E’s worst-case for a2(·) is
actually the observer location xˆ2. A generalization of this scenario for r > 2 is covered
in theorem 4.4.2.
4.4 Surveillance-Evasion Games (SEGs)
In this section, we reformulate the problem of evasive path planning under
surveillance uncertainty as a strategic game. This can model either the ac-
tual adversarial interactions between two players or the risk-averse logic of the
evader even if the surveillance patterns are not likely to change in response to
that evader’s strategy. (The latter case is typically interpreted as a “game against
nature”.)
We assume that the evader is attempting to minimize (while the observer is
attempting to maximize) the total expected observability integrated over E’s tra-
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Figure 4.5: (a) Two observer positions and the corresponding observability maps Ki plotted
in logarithmic scale. (b) The value function uλ
∗
at λ∗ = (0, 1). The worst-case optimal strategy
for O is the yellow trajectory, but both the yellow trajectory and the light blue trajectories are
λ∗-optimal. The pink trajectory is the best response when the observer uses position xˆ1. (c)
The Pareto Front does not intersect the central ray. The worst-case optimal trajectory is the one
point on the Pareto Front that is closest to the central ray: the yellow point. The blue point is
λ∗-optimal but it is not Pareto optimal as it is dominated by the yellow point. The Nash equilib-
rium strategy consists of the position xˆ2 for O, and the yellow trajectory for E (see section 4.4).
See section 4.5 for additional information and parameters used.
jectories and dependent on O’s positions. We further assume that O is aware of
E’s initial location xS and its target location xT but not of the trajectories chosen
by E. Similarly, E is aware of the predefined locations of O, but not of the realized
positions chosen by O. This game may be stated deterministically or stochasti-
cally. In the deterministic case, each player chooses a single pure strategy. That
is, the observer chooses a single location xˆi ∈ X and the evader chooses a sin-
gle control function a(·) ∈ A. In the probabilistic setting, each player chooses a
mixed strategy, i.e., a probability distribution over the pure strategies. In other
words, O chooses a probability distribution λ ∈ ∆r over positions and E chooses
a probability distribution θ ∈ ∆A over control functions. The mixed strategy λ
of the observer can be interpreted in several different ways:
1. O chooses a single position xˆi according to the probability distribution λ
before E starts moving, and remains at that position until the end of the
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round (that is, until E reaches the target).
2. O can randomly teleport between its positions at any time, and each λi
reflects the proportion of time spent at the corresponding position xˆi.
3. O has a budget of “observation resources”, and λ reflects the fraction of
these resources spent at each location. In this case, Ki reflects the pointwise
observability corresponding to 100% of resources allocated to the position
xˆi.
Since we assume that neither player has access to the realization of the op-
ponent’s strategy in real time, these three interpretation are equivalent (and
lead to the same optimal strategies) in our context. The payoff function of
the game is the cumulative expected observability, and can be expressed as
P(λ, θ) = Eθ
[
Jλ(a(·))
]
where Eθ [·] denotes the expectation over the mixed strat-
egy θ.
This SEG is a two-player zero-sum game [120], as each player’s gains or losses
are exactly balanced by the losses or gains of the opponent. Furthermore, it is
semi-infinite as the set of pure strategies for O is a finite number r, whereas the set
of pure strategies for E is uncountably infinite. A central notion of solution for
strategic games is a Nash equilibrium [120], a pair of strategies for which neither
player can improve his payoff by unilaterally changing his strategy. That is, a
pair of strategies (λ∗, θ∗) is a Nash equilibrium if both of the following conditions
hold:
P(λ∗, θ∗) ≤ P(λ∗, θ) for all θ ∈ ∆A ,
P(λ∗, θ∗) ≥ P(λ, θ∗) for all λ ∈ ∆r .
(4.7)
A pure strategy Nash equilibrium does not always exist, therefore we fo-
cus on finding a mixed strategy Nash equilibrium. In our setting, the minimax
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theorem for semi-infinite games [130] assures that a mixed strategy Nash equi-
librium (λ∗, θ∗) exists, that all Nash equilibria have the same payoff, and that
they are attained at the minimax (which is also equal to the maximin):
P(λ∗, θ∗) = min
θ∈∆A
max
λ∈∆r
Eθ
[
Jλ(a(·))
]
= max
λ∈∆r
min
θ∈∆A
Eθ
[
Jλ(a(·))
]
. (4.8)
Although θ is a probability distribution over the uncountable set ∆A, there al-
ways exists an optimal mixed strategy θ∗ which is a mixture of at most r pure
strategies, where r is the maximum number of positions for the observer [130].
In fact, it is easy to show that there will always exist a Nash equilibrium (λ∗, θ∗)
with the number of pure strategies used in θ∗ not exceeding the number of non-
zero components in λ∗.
In the case of finite two-player zero-sum games, computing the Nash equi-
librium is easily achieved by linear programming. For our SEGs, the challenge
in computing a Nash equilibrium arises from enumerating the control functions
a(·) ∈ A which are part of E’s mixed strategy. Indeed, we do not possess a
useful parametrization of the set of control functions A, and our only compu-
tational kernel to generate a single λ-optimal control function aλ(·) is to solve
the weighted-cost Eikonal equation in eq. (4.4). For that reason, our solution
strategy to compute the Nash Equilibrium involves two steps:
1. Find an approximate optimal strategy of the observer λ∗ using convex op-
timization (see section 4.4.1).
2. Find an approximate optimal strategy of the evader θ∗ by generating near-
optimal control functions (see section 4.4.2).
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4.4.1 Optimal strategy of the Observer
In order to compute an optimal strategy λ∗ of the observer, we consider the
following problem:
max
λ∈∆r
min
a(·)∈A
Jλ (xS , a(·)) = max
λ∈∆r
uλ(xS ) . (4.9)
For any fixed strategy λ for O, the inner minimization represents the optimal
response of player E to that fixed strategy. Therefore, the maximin problem
answers the question: what is the optimal strategy for O given that E gets to
observe that strategy and respond? We call this problem the E-response problem.
Note that although E could use a mixed strategy, there always exists a pure
strategy which is optimal. That is:
min
θ∈∆A
Eθ
[
Jλ(a(·))
]
= min
a(·)∈A
Jλ (a(·)) . (4.10)
This implies that any optimal λ for eq. (4.9) is also an optimal λ for eq. (4.8).
Consequently, the optimal λ for eq. (4.9) is one half of a Nash equilibrium pair.
However, the optimal pair (λ, a(·)) of eq. (4.9) is not a Nash equilibrium, except
in a specific situation described in the following theorem.
Theorem 4.4.1. Suppose there exists λ= ∈ ∆r with associated λ=-optimal control func-
tion aλ=(·) which satisfies Ji(aλ=(·)) = J j(aλ=(·)) for all i, j ∈ {1, . . . , r}, then (λ=, aλ=(·))
is a Nash equilibrium.
Proof. The fact that E cannot improve his payoff follows from the definition of
aλ= ∈ argmina(·)Jλ=(a(·)). O may not improve his payoff either as for all λ,
Jλ(aλ=(·)) =
∑
λiJi(aλ=(·)) =
∑
λ=,iJi(aλ=(·)) = Jλ=(aλ=(·)) .
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This situation corresponds to the case when the convex part of the Pareto
Front intersects the central ray, such as in the example in fig. 4.3. Theorem 4.3.1
implies that in this case, the worst-case optimal strategy for E coincides with
E’s half of the Nash equilibrium. Note that in general such a λ= does not have
to exist; e.g., in fig. 4.4 and fig. 4.6 the convex part of the Pareto Front does not
intersect the central ray. In such situations, the worst-case optimal strategy for
E and the Nash Equilibrium are different. Moreover, the latter involves a mixed
strategy for E covered in section 4.4.2.
We now direct our attention to solving the E-response problem numeri-
cally. Equation (4.9) may be stated as the following optimization problem:
max
λ
G(λ) (4.11)
s.t. λi ≥ 0,
r∑
i=1
λi = 1 .
The objective function G(λ) = mina(·)∈A
∑r
i=1 λiJi(a(·)) is concave as it is the
pointwise minimum of linear functions. Furthermore, the vector of individual
cumulative costs J (aλ(·)), where aλ(·) ∈ argmina(·)∈AJλ(a(·)), is a supergradient
ofG (denoted asJ (aλ(·)) ∈ ∂G(λ)). A supergradient provides an ascent direction
of a concave function, i.e., w ∈ ∂G(λ) if for all λˆ ∈ ∆r,
G(λˆ) −G(λ) ≤ wT (λˆ − λ) .
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The fact thatJ (aλ(·)) ∈ ∂G(λ) is seen from the following computation: for any λˆ,
G(λˆ) −G(λ) =
mina∈A r∑
i=1
λˆiJi(a(·))
 − r∑
i=1
λiJi(aλ(·))
≤
r∑
i=1
λˆiJi(aλ(·)) −
r∑
i=1
λiJi(aλ(·))
= J (aλ(·))T (λˆ − λ) .
Evaluating the vector J (aλ(·)) can be challenging computationally; we show
how this can be done in section 4.5.2. Once this ascent direction is known, one
still needs to ensure that λ remains a feasible probability distribution over X,
and we use the orthogonal projection operator Π : Rr → ∆r. The operator Π can
be computed inO(r log r) operations [12,174] as summarized in algorithm 4. The
resulting projected supergradient method [8, Chap. 8] is shown in algorithm 5.
The iterates of algorithm 5 for the example from fig. 4.6 are illustrated in fig. 4.7.
Algorithm 4 Orthogonal projection onto the probability simplex
1: Input λ ∈ Rr
2: Sort λ into u: u1 ≥ u2 ≥ · · · ≥ ur
3: Find ρ = max{1 ≤ j ≤ r : u j + 1j
(
1 −∑ ji=1 ui) > 0}
4: τ← 1
ρ
(
1 −∑ρi=1 ui)
5: return x s.t. xi = max{λi + τ, 0}, i = 1, . . . r.
Algorithm 5 Projected supergradient method for finding the maximum of
G over the set ∆r
1: Input Initial guess λ0, stepsizes αk, number of iterations n
2: for k = 0 : (n − 1) do
3: Compute G(λk) = uλk(xS ) and find some g ∈ ∂G(λk)
4: λk+1 ← Π (λk + αk g)
5: end for
6: return argmax
λ∈{λ0,...,λn}
G(λ)
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Figure 4.6: (a) Two observer positions and the corresponding observability
maps Ki on a domain with a single obstacle (shown in gray). (b) Two λ∗-optimal
trajectories corresponding to λ∗ ≈ (0.39, 0.61) are shown in yellow and green
over the level sets of uλ∗ . The two best response trajectories used when O chooses
xˆ1 or xˆ2 are shown in blue and pink respectively. The trajectories in yellow and
green are not worst-case optimal for the evader but are used in E’s mixed Nash
equilibrium strategy. (c) The convex part of the Pareto Front does not inter-
sect the central ray (shown in red). This is the same situation already observed
in fig. 4.4, but it is even more common on domains with obstacles. The Nash
equilibrium pair of strategies consists of using positions xˆ1 and xˆ2 with prob-
abilities λ∗ for O, and using the yellow and green trajectories with probability[
p(yellow), p(green)
]
= [0.65, 0.35] for E. See section 4.5 for additional informa-
tion and parameters used.
4.4.2 Optimal strategy of the Evader
Computing the evader’s half of the Nash equilibrium is more challenging due
to the fact that the set of E’s pure strategies, i.e., the set of control functions a(·)
leading from the source xS to the target xT , is uncountably infinite. We propose a
heuristic strategy to approximate θ∗ which relies on two properties of the Nash
equilibrium in semi-infinite games:
1. There exists a Nash mixed strategy for E which uses only r pure strate-
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Figure 4.7: (a) Convex part of PF, and the individual costs of the first 6 iterates λk of algorithm 5
(with stepsizes αk = 3
/
k) for the problem shown in fig. 4.6. (b) The λk-optimal trajectories of the
first 6 iterates. We note that only a few iterates are needed to obtain trajectories which are close
to the central ray. Thus, it does not require computing the whole PF which saves computational
time.
gies3 [130].
2. All pure strategies employed with positive probability in the Nash equi-
librium have the same expected payoff, with the expectation taken over
the other half of the Nash. In particular, all control functions used with
positive probability in the Nash equilibrium are λ∗-optimal.
The following characterization of the Nash equilibrium helps us generate a
good candidate set of λ∗-optimal trajectories.
Theorem 4.4.2. Let (λ∗, θ∗) ∈ ∆r × ∆A and I = {i | λ∗i , 0}. (λ∗, θ∗) is a Nash
equilibrium if and only if the following three conditions hold:
1. λ∗ is a constrained maximizer of G(λ) in eq. (4.11),
3This result assumes that the set S = {(s1, s2, . . . sr) | si = P(xˆi, a(·)); i = 1, 2, . . . , r; a(·) ∈ A} ⊂ Rr
is bounded and co(S ) is closed. In our case, S is not bounded for the full set of control functions
inA but becomes bounded if we restrict our attention to Pareto optimal control functions.
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2. if i ∈ I then Eθ∗ [Ji(a(·))] = G(λ∗), and
3. if i < I, then Eθ∗ [Ji(a(·))] ≤ G(λ∗).
Proof. (⇒)
Suppose (λ∗, θ∗) is a Nash equilibrium. Item 1 follows from the minimax
theorem for semi-infinite game and eq. (4.10). Assume item 2 does not hold,
then there must exist i, j ∈ I s.t. Eθ∗ [Ji(a(·))] > Eθ∗
[
J j(a(·))
]
. Consider the
strategy λˆ ∈ ∆r:
λˆk =

λ∗i + λ
∗
j if k = i
0 if k = j
λ∗k otherwise
.
Then we have that:
P(λ∗, θ∗) =
r∑
i=1
λ∗iEθ∗ [Ji(a(·))] <
r∑
i=1
λˆiEθ∗ [Ji(a(·))] = P(λˆ, θ∗) .
This contradicts that (λ∗, θ∗) is a Nash equilibrium, thus item 2 must hold. A
similar argument can be used to demonstrate item 3: assume there exists i < I
with Eθ∗ [Ji(a(·))] > G(λ∗). Let j ∈ I and consider the strategy λˆ:
λˆk =

λ∗j if k = i
0 if k = j
λ∗k otherwise
Once again, this implies that P(λ∗, θ∗) < P(λˆ, θ∗) which contradicts that (λ∗, θ∗) is
a Nash equilibrium.
(⇐) Assume items 1 to 3 hold and suppose there exists θ s.t. P(λ∗, θ) <
P(λ∗, θ∗), then there must exist a(·), used with non-zero probability in θ such
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that:
Jλ∗(a(·)) < P(λ∗, θ∗) = G(λ∗) .
This contradicts the definition of G(λ∗) = argmina(·)∈AJλ∗(a(·)). Thus, for all θ ∈
∆A we have that:
P(λ∗, θ∗) ≤ P(λ∗, θ) . (4.12)
From items 2 and 3 it follows that for all λ ∈ ∆r:
P(λ∗, θ∗) =
r∑
i=1
λ∗iEθ∗ [Ji(a(·))] ≥
r∑
i=1
λiEθ∗ [Ji(a(·))] = P(λ, θ∗) . (4.13)
Equations (4.12) and (4.13) imply that (λ∗, θ∗) is a Nash equilibrium.
Any mix of λ∗-optimal trajectories forms a λ∗-optimal strategy for the evader.
However, that mix is part of a Nash equilibrium only if the observer has no in-
centive to change his strategy in response. Theorem 4.4.2 says that this is the
case when the θ∗ defining the mix of individual observability of λ∗-optimal tra-
jectories lies on the central ray of the Pareto Front for a reduced problem. I.e.,
the PF for the SEG where the observer has a potentially smaller number of po-
sitions (the ones which are used with positive probability in λ∗). This PF is in
an s dimensional criterion space, where s = |I| ≤ r. In fig. 4.3, the number of
observer positions is r = 2, and the dimension of the “reduced” problem is also
s = 2 since both positions are used with positive probability. In this example, a
single λ∗-optimal trajectory exists and corresponds to the intersection of the cen-
tral ray and the convex part of the PF. In the examples from fig. 4.4 and fig. 4.6,
we still have r = 2 and s = 2, however there are two λ∗-optimal trajectories.
The Nash mixed strategy for E is thus obtained by finding a probability dis-
tribution (ω1, ω2) ∈ ∆2 over these two trajectories (a1(·), a2(·)) such that the lin-
ear combination of their individual costs lies on the central ray, i.e., such that
ω1J1(a1(·))+ω2J1(a2(·)) = ω1J2(a1(·))+ω2J2(a2(·)). In the example from fig. 4.5,
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r = 2 and s = 1. The PF of the reduced problem is a single point, and thus
trivially lies on the “central ray”, yielding a pure Nash equilibrium strategy for
E. In section 4.5, we show additional examples with r = 3, s = 3, and r = 6,
s = 4. Computationally, Theorem 4.4.2 means that if we are able to find a set
of g λ∗-optimal control functions A(λ∗) = {a j(·)} j=gj=1, such that items 2 and 3 hold
for some probability distribution ω ∈ ∆g, then λ∗ is O’s optimal response to ω
and we have found a Nash equilibrium pair. Note that the minimum number
of trajectories g needed to form a Nash equilibrium is bounded above by s.
One remaining task is finding such a set A(λ∗). Multiple λ∗-optimal con-
trols only exist if xS lies on a shockline of uλ
∗ , where the gradient is undefined
(e.g., the limxi→xS ∇u(xi) can be different depending on the sequence {xi}i). Nu-
merically, our approximation of uλ∗ will yield a single upwind approximation
of ∇uλ∗ , yielding a single λ∗-optimal trajectory. As we show in fig. 4.8, multiple
optimal trajectories might lie in the same upwind quadrant and any numerical
implementation of gradient descent will find only one of them. (In theory, one
can approximate the other by perturbing xS , but the direction of perturbation
is unobvious, particularly when xS lies on an intersection of multiple shock-
lines, which is surprisingly common in this application as we show in further
sections.)
This challenge is even more pronounced because 5 yields an approximate
value of λ∗, since xS will now be only near a shockline for some perturbed
λ∗δ = λ
∗ + δλ. The resulting single λ∗δ-optimal control will be a reasonable ap-
proximate solution for the max-min problem, but can be arbitrarily far from
the solution to a min-max problem (where O has a chance to switch to another
strategy).
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(a) (b) (c)
Figure 4.8: (a) Two λ∗-optimal trajectories in pink and blue plotted over the level sets of uλ∗ (x).
The source location xS is on a shockline of uλ
∗
(x), the two trajectories have the same expected
cumulative observability, but different individual cumulative observability. (b) The individual
cost function vλ
∗
1 (x) is discontinuous at the source xS . The black square is the region displayed
on (c). (c) The individual cost function vλ
∗
1 (x) zoomed in around the source and a depiction of
the upwind stencil. The stencil (displayed larger for the sake of visualization) contains a point
on either side of the line of discontinuity of vλ
∗
1 (x).
In view of these challenges, we opt for a different approach, where an ap-
proximation toA(λ∗) is computed iteratively, by adaptively growing a collection
of λ∗δ-optimal controls corresponding to different δλ’s. In some degenerate cases,
generating even the first a1(·) ∈ A(λ∗) may not be trivial since some λ∗-optimal
control computed by solving the Eikonal will not be necessarily Pareto-optimal.
E.g., in fig. 4.5 two control functions are λ∗-optimal, but only one of them is used
in the Nash strategy of E as the blue trajectory violates item 3. However, both
trajectories are indistinguishable from the point of view of the Eikonal solver
since the position xˆ1 has zero weight in the weighted observability function Kλ
∗ .
To address this issue whenever s < r, we set the weight of the pointwise observ-
ability of each unused position i < I to some small value  (our implementation
uses  = 10−6). This is equivalent to seeking the solution of the weighted cost
Eikonal equation for some perturbed λ∗δ = (1− )λ∗ + r−s IIc , where IIc is the char-
acteristic function of the complement of I. We now turn our attention to find-
ing further perturbations needed to generate λ∗δ-optimal trajectories in order to
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make item 2 approximately hold. Our goal is to have
g∑
j=1
ω jJi(a j(·)) = G(λ∗) (4.14)
approximately hold for all i ∈ I = {i | λ∗i > 0}. Unless this is already true
with g = 1 (based on the previously found a1(·)), we will need to find more
λ∗δ-optimal controls. Without loss of generality assume that I = {1, . . . , s}, and
suppose we have already generated a set of k λ∗δ-optimal trajectories Ak =
{a1(·), a2(·), . . . , ak(·)}, for some k < g . In order for eq. (4.14) to approximately
hold, we will be increasing k until the norm of residual
R(ω) =

G(λ∗)
G(λ∗)
...
G(λ∗)

−

J1(a1(·)) J1(a2(·)) . . . J1(ak(·))
J2(a1(·)) J2(a2(·)) . . . J2(ak(·))
...
...
. . .
...
Js(a1(·)) Js(a2(·)) . . . Js(ak(·))


ω1
ω2
...
ωk

(4.15)
falls under a threshold tolR. Assuming the set of trajectories Ak has already
been computed, the probability distribution ωk ∈ ∆k minimizing the norm of
this residual ‖R(ωk)‖2 can be found by quadratic programming. The residual
vector R(ωk) provides information about which control functions are missing.
For example, consider the case where we observe that a single entry of R(ωk) is
large and positive, i.e., that for some i ∈ I:
k∑
j=1
ωkjJi(a j(·)) << G(λ∗) .
The characterization in theorem 4.4.2 implies that A(λ∗) should include at least
one trajectory much more observable from position xˆi. A λ∗δ-optimal trajectory
with that property can be found by perturbing λ to slightly decrease the role of
xˆi in O’s chosen strategy. This is equivalent to re-solving the Eikonal with Kλ
∗
δ
corresponding to λ∗δ = ΠI (λ
∗ − δei) where δ << 1 is chosen adaptively (see algo-
rithm 7), ei is the i-th standard basis vector, and ΠI is the orthogonal projection
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onto the simplex defined only with elements of I. Once a new λ∗δ-optimal con-
trol function has been found, we may solve the quadratic program in eq. (4.15)
again with an additional column, and repeat the process until the norm of the
residual is sufficiently small. More generally, a large ‖R(ω)‖ implies that some
control functions in A(λ∗) (or some mix of control functions) not in the current
setAk has a high observability with respect to the positive entries of R(ω) while
having a low observability with respect to the negative entries of R(ω). Thus, we
set the perturbation direction to −R(ω) instead of −ei. Throughout this perturba-
tion step, the entries of λ∗ associated with the complement I are held fixed. Our
full method for computing an approximate Nash equilibrium is summarized
in algorithm 6.
This method also has a geometric interpretation in terms of the Pareto Front.
Whenever θ∗ is not a pure strategy, a hyperplane normal to λ∗ supports PF at
multiple points (corresponding to all controls in A(λ∗)). However, any generic
perturbation of λ∗ would result in a hyperplane supporting PF near only one of
these points, and the approximation to λ∗ found by algorithm 5, will correspond
to a single optimal trajectory. For example, if we start with a1(·) corresponding
to the yellow point in fig. 4.6c (and associated yellow trajectory in fig. 4.6b),
then a small tilt (decreasing the role of position xˆ1 in O’s plan) will yield a hy-
perplane supporting PF near the green point, allowing us to approximate the
green trajectory in fig. 4.6b by solving the weighted cost Eikonal equation with
observability function Kλ∗δ .
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Algorithm 6 Computing an approximate Nash equilibrium of the SEG.
1: Find λ∗ using algorithm 5
2: I ← {i | λ∗i > tolλ}
3: λ∗δ ← (1 − )λ∗ + r−s IIc
4: Find λ∗δ-optimal control a1(·) and compute Ji(a1(·)) for all i ∈ I
5: k ← 1,A1 ← {a1(·)}, ω1 ← 1
6: while ‖R(ωk)‖ > tolR do
7: λ∗δ ← (1 − )ΠI
(
λ∗ − δR(ωk)
)
+ r−s IIc
8: Find λ∗δ-optimal control ak+1(·) and compute Ji(ak+1(·)) for all i ∈ I
9: Ak+1 ← Ak ∪ {ak(·)}
10: ωk+1 ← argminωk+1∈∆k+1 ‖R(ωk+1)‖2
11: k ← k + 1
12: end while
13: return λ∗,Ak, ωk
4.5 Numerical matters
In this section, we detail the implementation of our algorithm and present
additional numerical results. All algorithms were implemented in C++ and
compiled with icpc version 16.0 on a MacBook Pro (16 GB RAM and an Intel
Core i7 processor with four 2.5 GHz cores). The code is available online at
https://github.com/eikonal-equation/Stationary_SEG. Our im-
plementation relies on data structures and methods from Boost, Eigen and
QuadProg++ libraries.
4.5.1 Functions, parameters, methods
All of our examples are posed on the domain Ω = [0, 1]2 with the possible exclu-
sion of obstacles. All figures are based on computations on a uniform cartesian
grid of size n × n = 501 × 501 (with the grid spacing h = 1/500). To simplify
the discussion, we always use a constant speed function f (x) = 1 though any
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inhomogeneous speed can be similarly handled by solving the Eikonal equa-
tion eq. (4.3).
The pointwise observability functions are defined as
Ki(x) =

σ, if x is in a shadow zone of xˆi;
Kˆ(|x − xˆi|) + σ, otherwise.
We set σ = 0.1 and Kˆ(r) = (ρr2+0.1)−1 with ρ = 1 in all examples except in fig. 4.5
(where we set ρ = 30 simply to improve the visualization). The visibility of each
gridpoint with respect to each observer position is precomputed and stored, but
the Ki values are computed on the fly as needed.
The shadow zones for each observer are precomputed as follows. For each
observer location xˆi, two distance functions are computed: Di0(x) and D
i(x). The
first is the distance between xˆi and x when the obstacles are absent, while the
second is that distance when obstacles are present. These distance functions can
be computed by imposing the boundary conditions Di0(xˆi) = D
i(xˆi) = 0 and then
solving two Eikonal equations [145]:
∣∣∣∇Di0(x)∣∣∣ = 1, ∣∣∣∇Di(x)∣∣∣ = Obs(x), (4.16)
with Obs(x) set to∞ inside the obstacles and 1 otherwise. The shadow zone of xˆi
is characterized by Di > Di0. But due to numerical errors in their approximation,
we use a threshold value τ = 10−3h (where h is the grid spacing) and specify that
x is in this shadow zone whenever Di(x) > Di0(x) + τ.
The perturbation stepsize δ in algorithm 6 is chosen adaptively using algo-
rithm 7. The goal of the adaptive strategy is to find the smallest perturbation δ
necessary to obtain an additional λ∗δ-optimal control function ak+1(·).
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Algorithm 7 Adaptive strategy for choosing δ to generate ak+1(·)
1: δ← δ0
2: λ∗δ ← (1 − )ΠI
(
λ∗ − δR(ωk)
)
+ r−s IIc
3: Compute a λ∗δ-optimal control function aˆ(·)
4: while ‖J (aˆ(·)) −J (a j(·))‖2 < tolδ for any j ∈ {1, . . . k} do
5: δ← 2δ
6: λ∗δ ← (1 − )ΠI
(
λ∗ − δR(ωk)
)
+ r−s IIc
7: Compute λ∗δ-optimal control function aˆ(·)
8: end while
9: ak+1(·)← aˆ(·)
The initialization used in our implementation is δ0 = 10−4, and the tolerance
is set to tolδ = 10−2‖J (aˆ(·))‖2. The stepsize rule used in the supergradient it-
eration in algorithm 5 is αk = 1
/
(k‖J (aλ0(·))‖), the initial guess λ0 is a uniform
distribution on A and the tolerance criteria on the residual and the near 0 en-
tries used in algorithm 6 are tolR = 10−3G(λ∗) and tolλ = 5 · 10−3 respectively.
The quadratic programming problem in eq. (4.15) is solved using the library
QuadProg++.
4.5.2 Computation of individual costs
Running algorithm 5 requires computing the vector of individual observability
J (xS , aλ(·)). This problem is exactly the one solved by the scalarization approach
described in section 4.3.1. Therefore, it can in principle be done by solving the
Eikonal equation in eq. (4.3) with cost function Kλ and associated linear equa-
tions in eq. (4.5); i.e.: G(λ) = uλ(xS ) and Ji(xS , aλ(·)) = vλi (xS ). However, this
technique has a severe drawback for this particular application: at the opti-
mal λ∗, vλ∗i is often discontinuous at xS . E.g., in fig. 4.8b, the upwind stencil
containing the two λ∗-optimal trajectories contains a point on either side of the
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discontinuity line of vλ∗1 (which is the shockline of u
λ∗). As a result, the value of
vλ
∗
1 (xS ) is updated by interpolating the discontinuous function v
λ∗
1 across the line
of discontinuity.
This effect happens when multiple trajectories are λ∗-optimal. Each of these
trajectories has the same expected cumulative observability Jλ∗ = ∑i λ∗iJi, but
different individual observability Ji. This issue leads to a large numerical error
when using vλi (xS ) to estimate the supergradient in algorithm 5, causing poor
convergence of the method. Instead, we use the following process to compute
the individual costs: first we solve the weighted cost Eikonal equation eq. (4.4)
to obtain uλ for a fixed λ, then we trace the path y(t) using a gradient descent
method on the value function uλ and numerically estimate the integrals:
Ji(xS , aλ(·)) =
∫ Taλ
0
Ki(y(t), aλ(t)) dt, i = 1, . . . , r.
4.5.3 Additional experiments and error metrics
We present two additional examples that include a higher number of observer
plans. In fig. 4.9, we show an example where the mixed strategy Nash equi-
librium consists of a distribution over three strategies for both the evader and
the observer. Figure 4.9 shows the value function uλ∗ at the optimal λ∗. We
observe that three shocklines of the value function uλ∗ meet at the source loca-
tion xS , which implies that four trajectories are optimal starting from this loca-
tion. However, the minimax theorem for infinite games assures that only 3 pure
strategies are necessary to form a Nash equilibrium. Using algorithm 6, we find
an approximate Nash equilibrium which uses a mix of such three trajectories.
In Figure 4.10, we show a maze-like example where the observer may choose
96
Figure 4.9: Computed Nash equilibrium for a situation where a mix of three
pure strategies are necessary for each player. The value function uλ∗ with
three near-λ∗-optimal trajectories in pink, blue and yellow. Part of the pink
is obstructed by the blue and green path. The optimal strategy for O is λ∗ =[
p(x1), p(x2), p(x3)
]
= [0.34, 0.32, 0.34], and the optimal strategy for E consists
of three trajectories used with probability ω∗ =
[
p(blue), p(yellow), p(pink)
]
=
[0.40, 0.20, 0.40]. In this example, the pink and yellow λ∗-optimal trajectories ini-
tially coincide near xS , hence one cannot find both of them by perturbing the
initial position xS .
among six possible positions. Using algorithm 6, we determine that at the ap-
proximate Nash equilibrium, only four positions are used with positive proba-
bility by O, and E uses four different trajectories which are displayed in fig. 4.10.
In order to test the performance of algorithm 6, we consider three error met-
rics:
1. The optimization error in G(λ) arises from several effects: the discretization
error of the Eikonal solver, the discretization error of the path tracing and
path integral evaluation, and the early stopping of the supergradient iter-
ations. To generate the “ground truth”, we performed the same compu-
tation on a finer grid of size of n = 2001 × 2001 (i.e. we consider a grid
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Figure 4.10: Computed Nash equilibrium for a maze-like example. The
value function uλ∗ and four near-λ∗-optimal trajectories in pink, blue, yel-
low and green. The approximate Nash equilibrium strategy for O is
λ∗ =
[
p(xˆi)
]i=6
i=1 = [0.174, 0.301, 0.452, 0.073, 0, 0]. The approximate Nash
equilibrium strategy for E uses four trajectories with probability ω∗ =[
p(pink), p(yellow), p(blue), p(green)
]
= [0.246, 0.461, 0.144, 0.149].
with 16 times more unknowns) and run the supergradient iteration until
we observe stagnation in the objective function value of the iterates. We
approximate the relative error in our computations on a 501 × 501 grid as:
Erel [G(λ∗)] =
∣∣∣G501(λ∗501) −G2001(λ∗2001)∣∣∣ /G501(λ∗501) .
2. The Observer’s regret estimates how much the observer could improve his
payoff by unilaterally deviating from our approximate Nash equilibrium.
(Recall that, if the approximate Nash equilibrium were exact, the observer
would not be able to increase his payoff at all). We quantify this error
using the normalized residual in eq. (4.15), i.e.:
Observer’s regret = ‖R(ω)‖2 / (|I|G(λ∗)) .
3. The Evader’s regret estimates how much the evader could improve his pay-
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off by unilaterally deviating from our approximate Nash equilibrium. This
corresponds to how far from λ∗-optimal are the controls produced by al-
gorithm 6. Recall that the control function a1(·) is (up to numerical errors)
λ∗-optimal, whereas ak(·) for k ≥ 2 are (λ∗+δλ)-optimal. We report the max-
imum relative error in λ∗ cumulative observability of the (λ∗ + δλ)-optimal
trajectories, that is:
Evader’s regret = max
k
∣∣∣Jλ∗(a1(·)) − Jλ∗(ak(·))∣∣∣ /Jλ∗(a1(·))
These error metrics are reported in table 4.1 along with timing metrics for
each example presented in the paper.
Table 4.1: Table of timing and error metrics. The error metrics are described in
the main body of the text.
fig. 4.3 fig. 4.5 fig. 4.6 fig. 4.9 fig. 4.10
Number of it. of algorithm 5 100 100 100 300 400
Total CPU time (seconds) 61 61 69 198 321
Erel [G(λ∗)] 1 · 10−3 1 · 10−3 9 · 10−4 1 · 10−3 3 · 10−4
Observer’s regret 1 · 10−4 0 3 · 10−4 4 · 10−6 1 · 10−4
Evader’s regret 0 0 2 · 10−3 2 · 10−3 2 · 10−2
4.6 Extension to groups of evaders
We now consider an extension of the surveillance-evasion game to a game
which involves a team of q evaders. Each evader El chooses a trajectory lead-
ing him from his own source location xlS to a target location x
l
T , according to his
own speed function f l(x). The pointwise observability function Kλ is shared for
all evaders and depends only on the strategy λ of the observer. This induces q
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different cumulative observability functions J l,λ(xlS , al(·)) defined as in eq. (4.1),
and q different value functions ul,λ which are solutions of Eikonal equations with
q different boundary conditions.
In this version of the game, we assume that a central organizer for evaders
faces off against the observer. The goal of that central organizer is to minimize
the weighted sum of evaders’ cumulative expected observabilities. The weights
{wl}l=ql=1 in the sum reflect the relative importance of each evader. We further as-
sume that the central organizer and the observer agree on that relative impor-
tance, making this a two player zero-sum game with a payoff function defined
by:
P(λ, {θl}ql=1) =
l=q∑
l=1
wlEθl
[
J l,λ(xlS , al(·))
]
. (4.17)
Although we focus on a zero-sum two player game, we note that its Nash
equilibrium
(
λ∗, {θl}l=ql=1
)
must also be among Nash equilibria of a different (q+1)-
player game: the one, where each of the q evaders is selfishly minimizing their
own cumulative observability J l,λ(xlS , al(·)), while the observer still attempts to
maximize the crowd-wide observability in eq. (4.17). This property follows from
two simple facts:
1. The Observer’s payoff is the same in both versions of the game and thus
cannot be improved unilaterally in a (q + 1) player game.
2. In the Nash equilibrium for the two-player game, the central organizer
would only ask each evader to assign positive probabilities to their λ∗-
optimal trajectories. (Otherwise, the weighted sum in eq. (4.17) could be
improved). Thus, they would also be maximizing their individual payoffs.
In this new setting, theorem 4.4.2 holds and the observer’s half of the Nash
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equilibrium may be found by maximizing the concave function:
Gq(λ) = min
al(·)
l=q∑
l=1
wlJλ(xlS , al(·)) . (4.18)
The function Gq(λ) and its supergradients may be evaluated in a similar way
to section 4.5.2, but require q solves of the Eikonal equation with different
boundary conditions and speed functions, and the numerical evaluation of q× r
path integrals. However, we note that if all evaders have the same speed func-
tion and share the same target location (or, alternatively, share the same source
location), only a single Eikonal equation solve is in fact required. With minor
modifications, algorithm 6 may be also applied to solve this version of the prob-
lem. For each perturbation of λ∗ a set of q control functions is generated on line 8
of algorithm 6, with one control function found for each evader. Although we
obtain a new set of q control functions for each perturbation, some of the con-
trol functions for specific evaders may be essentially the same as those already
obtained from previous perturbations. We address this in post-processing, by
pruning the output of modified algorithm 6 to identify distinct trajectories for
each evader.
We show numerical results for two test problems with q = 2 equally impor-
tant evaders (i.e., w1 = w2) in each of them. An example presented in fig. 4.11
uses the same obstacle and the same r = 2 possible observer locations already
used in fig. 4.6. At the approximate Nash equilibrium found using algorithm 6,
the observer uses these two locations with probabilities λ∗ = (0.35, 0.65) and
the central controller directs both evaders to use pure policies: deterministically
choose pink and blue trajectories to their respective targets. Even though the
first evader’s starting position and destination are also the same as in fig. 4.6,
his (and the Observer’s) optimal strategies are quite different here due to the
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second evader’s participation.
(a) (b)
Figure 4.11: Computed approximate Nash equilibrium for a group of two evaders. The ap-
proximate Nash equilibrium pair of strategies is λ∗ for O, and a single λ∗-optimal trajectory for
each evader. (a) The value function u1,λ
∗
for λ∗ = [0.35, 0.65] of evader 1, and the λ∗-optimal
trajectories for evader 1 shown in pink. (b) The value function u2,λ
∗
for the same λ∗ of evader 2,
and his λ∗-optimal trajectory shown in blue.
In a maze-like example presented in fig. 4.12, O can choose among six pos-
sible locations, but his optimal mixed strategy λ∗ uses only four of them. al-
gorithm 6 yields three sets of two near-λ∗-optimal trajectories which form an
approximate Nash equilibrium, but they only contain two distinct trajectories
for each of the evaders. We report timing and error metrics for these two exam-
ples in table 4.2.
Table 4.2: Table of running times and errors for examples with multiple evaders.
fig. 4.11 fig. 4.12
Number of it. of algorithm 5 353 300
Total CPU time (seconds) 631 594
Erel [G(λ∗)] 5 · 10−4 7 · 10−3
Observer’s regret 5 · 10−4 1 · 10−3
Evader’s regret 5 · 10−3 1 · 10−2
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(a) (b)
Figure 4.12: Computed approximate Nash equilibrium for a maze-like example with two
evaders. (a) The value function u1,λ
∗
of evader 1, and two near-λ∗-optimal trajectories for evader
plotted in pink and blue. (b) The value function u2,λ
∗
of evader 2, and two near-λ∗-optimal
trajectories for evader 2 plotted in yellow and green. The approximate Nash equilibrium (λ∗, θ∗)
is λ∗ =
[
p(xˆi)
]
= [0.168, 0.0455, 0.364, 0, 0, 0.422], and θ∗ consists of a mixed strategy for the group
of evaders. The mixed strategy of evader 1 is
[
p(pink), p(blue)
]
= [0.85, 0.15], and the mixed
strategy for evader 2 is
[
p(yellow), p(green)
]
= [0.89, 0.11] .
4.7 Conclusion
We have considered an adversarial path planning problem, where the goal is to
minimize the cumulative exposure/observability to a hostile observer. The cur-
rent position of the latter is unknown, but the full list of possible positions is as-
sumed to be available in advance. The key assumption of our model is that nei-
ther the Evader (E) nor the enemy Observer (O) can adjust their plan in real time
based on the opponent’s state and actions. Instead, both of them are required
to choose their (possibly randomized) strategies in advance. We discussed two
versions of this problem; in the first one, a completely risk-averse evader at-
tempts to minimize his worst-case cumulative observability. We showed that
this version can be solved using previously developed methods for multiob-
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jective path planning. However, the solution is prohibitively computationally
expensive when O has a large number of surveillance plans to choose from.
In the second version, the subject of optimization is the E’s expected cumu-
lative observability on its way to the target. We modeled this as a zero-sum
Surveillance-Evasion Game (SEG) between two players: E (the minimizer) and
O (the maximizer). We then presented an algorithm combining ideas from con-
tinuous optimal control, the scalarization approach for multiobjective optimiza-
tion, and convex optimization which allows us to quickly compute an approxi-
mate Nash equilibrium of this semi-infinite strategic game. Finally, we showed
that this algorithm extends to solve a similar problem involving a group of mul-
tiple evaders controlled by a central planner. The presented algorithm displays
at most linear scaling in the number of observation plans, but further speed
up techniques would be desirable; the computational bottleneck (numerically
solving the Eikonal equation) could be alleviated with domain restriction meth-
ods [21] and factoring approaches [129].
Although this paper focused on isotropic problems, the anisotropic observer
case could be treated in a similar fashion. (In practice, the pointwise observ-
ability might depend on the angle between the evader’s direction of motion
and the observer’s line of sight.) This generalization will have to rely on fast
numerical methods developed for anisotropic HJB PDEs; e.g., [2, 112, 146, 169].
In a follow-up paper [15], we show that time-dependent observation plans (e.g.,
different patrol routes) can be similarly treated by solving λ-parametrized finite-
horizon optimal control problems with numerical methods for time-dependent
HJB equations; e.g., [45, 151].
We note that the computational cost of our algorithm increases quickly with
104
the number of evaders considered. The case involving a large number of self-
ish evaders could be covered by considering the evolution of a time-dependent
density of observers, and treating the problem using mean field games [14, 60].
Another possible extension would be to consider a group of observers choos-
ing among a larger set of surveillance plans. In that situation, the set of pure
strategies of the observers could increase exponentially, but we anticipate that
the computational cost will grow much slower since the number of required
Eikonal solves would not increase.
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CHAPTER 5
CONTINUOUS ANALOGUES OF KRYLOV-SUBSPACE METHODS FOR
DIFFERENTIAL OPERATORS
5.1 Introduction
Krylov subspace methods, such as the conjugate gradient (CG) method, MIN-
RES, and GMRES, are iterative algorithms that solve Ax = b using matrix-vector
products [171]. After k iterations, they typically compute an approximate solu-
tion to Ax = b from the Krylov subspace Kk(A, b) = Span{b, Ab, . . . , Ak−1b}. They
provide a toolkit for solving large sparse or structured linear systems, which
are omnipresent in computational mathematics. Krylov subspace methods are
particularly prevalent in the context of solving differential equations; where a
differential equation Lu = f associated with a set of boundary conditions is
discretized into a typically large sparse linear system Ax = b, and a Krylov sub-
space method is used to solve the resulting linear system.
During a discussion at the Chebfun and Beyond conference in September
2012 attended by about 150 numerical analysts,1 the question was raised: can
we design operator Krylov methods to solve differential equations without the
need for discretization? In other words, can we build a Krylov-like method
This chapter is based on the paper “Continuous analogues of Krylov methods for differen-
tial operators” by M.A. Gilles and A. Townsend to appear in SIAM Journal of Numerical Anal-
ysis. The software based on this chapter is part of the Chebfun package, and is available at
http://www.chebfun.org/.
1The session was chaired by Nick Higham. Alex Townsend scribed the discussion, following
Nick Trefethen’s advice.
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for solving differential equations by building up a Krylov subspace through
operator-function products? This is of particular interest for the spectral com-
munity as spectral discretizations are often dense, ill-conditioned, and do not
always inherit the structure of the continuous problem (e.g., spectral discretiza-
tions of self-adjoint operators and not necessarily symmetric).
For these reasons, Krylov methods are not ubiquitously employed in the
spectral method community [46, 165], despite n × n Chebyshev-based spectral
discretization matrices of eq. (5.1) having a fast O(n log n) matrix-vector product
based on the FFT [109]. In this paper, we describe the first practical implementa-
tion of operator analogues of Krylov methods for solving two-point boundary
value problems (BVPs) [44, Chap. 6]. Although the presented method do not
directly extend to partial differential equations, we discuss possible ways for-
ward in section 5.6. In order to simplify the exposition, we proceed with the
assumption that L is a second-order operator, but we extend the methods to all
even-ordered ODEs in section 5.5. Thus, we focus on a simple problem of the
form:
Lu = f on Ω = (−1, 1), u(±1) = 0, (5.1)
whereLu = −(a(x)u′(x))′ + b(x)u′(x) + c(x)u,L : H10 (Ω) ∩H2(Ω)→ L2(Ω)2, a, b, c ∈
L∞(Ω) and f ∈ L2(Ω).
If there are no additional assumptions on L, then we propose an analogue
of GMRES to solve eq. (5.1) (see section 5.4.1). If b(x) = 0, then L is self-adjoint,
which is analogous to a symmetric matrix, and we propose an analogue of MIN-
RES (see section 5.4.2). When a(x) > 0, b(x) = 0, and c(x) ≥ 0, L is self-adjoint
2 This is a slight restriction from the more typical L : H10 (Ω) → H−1(Ω) setup. However, this
restriction is natural in the present context where we develop practical algorithms which apply
L to functions by weak differentiation operations and function products instead of having to
revert to a bilinear form interpretation of the function product (see section 5.3).
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with real positive eigenvalues [44, Sec. 6.5, Thm. 1], which is analogous to a sym-
metric positive definite matrix, and we propose an analogue of the CG method
(see section 5.2).
To see the difficulties in developing a Krylov-based method for differential
operators, consider solving −u′′(x) = 1 − x2 on Ω = (−1, 1) with u(±1) = 0. The
exact solution is u(x) = (x4−6x2+5)/12. A naive generalization of the Krylov sub-
space isKk(L, f ) = Span{ f ,L f ,L (L f ) , . . . ,Lk−1 f }with f = 1−x2. SinceLu = −u′′,
this leads toKk(L, f ) = Span{1−x2, 2} for k ≥ 2. This example illustrates that such
an approach is flawed, as Kk(L, f ) does not contain a good approximation to
the exact solution. Moreover, the boundary conditions are not imposed because
Kk(L, f ) 1 H10 (Ω) for k ≥ 2. There are at least three major theoretical issues to
overcome:
Problem 5.1.1. Since f < H10 (Ω) and Range(L) 1 H10 (Ω), how does one con-
struct a Krylov subspace that satisfies the boundary conditions? Our answer
involves using orthogonal projection operators to ensure that each term in the
Krylov subspace is inH10 (Ω) (see section 5.2.1), and solving an ancillary problem
(see section 5.2.5).
Problem 5.1.2. SinceL : H10 (Ω) ∩H2(Ω)→ L2(Ω), how does one repeatedly ap-
ply operator-function products that are necessary to build up a Krylov subspace?
To achieve this, we use an orthogonal projection operator and a preconditioner
that acts as a “smoother” (see section 5.2.2).
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Problem 5.1.3. Since L is an unbounded operator, how does one construct a
Krylov method that rapidly converges to the solution of eq. (5.1)? Our answer
is to use operator preconditioners that allow for our Krylov iterations to be ter-
minated after a finite number of iterations with an approximate solution (see sec-
tion 5.2.4).
The Krylov methods that we develop solve eq. (5.1) by directly applyingL to
functions, and we prove that the iterates from our preconditioned CG method
geometrically converge to the solution (see corollary 5.2.2). Our operator Krylov
methods are not equivalent to matrix Krylov methods applied to a standard
discretization of eq. (5.1), and offer several advantages: (1) Operator precondi-
tioners are motivated by the differential operator as opposed to the properties
of a discretization scheme, (2) The resulting CG method can always be applied
to eq. (5.1) with a(x) > 0, b(x) = 0, and c(x) ≥ 0 without the need for structure-
preserving discretizations [149, Chap. 4], (3) The iterates converge to the desired
solution of eq. (5.1), as opposed to the solution of a discretization, and (4) The
method is fully adaptive: it automatically chooses the complexity needed to
represent each of the iterates.
Several attempts to develop operator Krylov methods for differential equa-
tions have been proposed that we believe date back to 1967 [27], where it was
shown that an operator CG method can be reduced to a sequence of Poisson
problems with Dirichlet boundary conditions. In 2009, a promising differential
GMRES method for computing oscillatory integrals [117] was developed in the
context of spectral methods, but it has remained unclear how to successfully
incorporate boundary conditions. A theoretical foundation for a CG method on
ordinary and partial differential operators [106] was introduced in 2015. The
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Figure 5.1: Spectra of 50 × 50 discretizations of Lu = −u′′ with zero Dirichlet
boundary conditions. Similar figures appear in [176, Fig. 1]. Spectral colloca-
tion (blue dots) [165], and Chebyshev tau (red dots) [119] discretizations typ-
ically have spectra that grow asymptotically faster than the spectra of the un-
derlying differential operator (black dots), while the spectra of finite difference
(yellow dots) [92] discretizations grow asymptotically slower. Most popular
spectral discretizations are more ill-conditioned than expected, leading to poor
convergence properties of Krylov subspace solvers. Our operator Krylov meth-
ods avoid discretizing BVPs and employs preconditioners that are motivated
from the differential operator (see section 5.2.2).
authors use a Riesz map τ : H−1(Ω) → H10 (Ω) to precondition a differential op-
erator [106, Chap. 4] and successfully construct a Krylov subspace of the form
Span{τ f , τLτ f , (τL)2τ f , . . . , }. This work is an insightful theoretical framework
and our paper expands on their contribution in order to develop a collection of
practical Krylov methods for solving eq. (5.1).
Though we do not discretize the differential operator itself, for our operator
Krylov methods to be of practical interest, one must employ an approximation
space for the solution and right-hand side (see section 5.3). Unlike most BVP
solvers, the approximation space can be all of H10 (Ω) or an infinite dimensional
dense subspace ofH10 (Ω). This allows one to implement highly adaptive Krylov
subspace methods that automatically resolve the solution to machine precision
(see section 5.3).
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Intuitively, our main idea is to modify the operator-function products with
L while preserving the weak form of eq. (5.1). That is, we respect the bilinear
form [44, p. 316] associated with eq. (5.1), i.e.,
B[φ, ψ] =
∫ 1
−1
a(x)φ′(x)ψ′(x) + b(x)φ′(x)ψ(x) + c(x)φ(x)ψ(x)dx, φ, ψ ∈ H10 (Ω)
(5.2)
as well as the weak form of the solution as B[u, ψ] = 〈 f , ψ〉 for all ψ ∈ H10 (Ω).
Here, and throughout the paper, we use 〈·, ·〉 to denote the standard L2 inner-
product and ‖ψ‖2 = 〈ψ, ψ〉.
The paper is structured as follows. In section 5.2 we derive an unprecon-
ditioned and preconditioned CG method for solving eq. (5.1) when L is a self-
adjoint second-order differential operator with a(x) > 0, b(x) = 0, and c(x) ≥ 0.
In section 5.3 we use our CG theory to develop practical iterative BVP solvers
for eq. (5.1). In section 5.4, we extend our CG method to operator analogues of
MINRES and GMRES. In section 5.5 we show how our ideas can be applied to
higher-order BVPs, and in section 5.6 we tentatively consider PDEs.
5.2 The CG method for differential operators
The CG method for matrices is an iterative algorithm for solving Ax = b,
where A is a symmetric positive definite matrix [71]. It constructs iterates
x0 = 0, x1, x2, . . . , such that xk is the best approximate from Kk(A, b) as measured
by the energy norm. That is,
xk = argmin
y∈Kk(A,b)
‖x − y‖A, Kk(A, b) = Span
{
b, Ab, . . . , Ak−1b
}
,
where ‖y‖2A = yTAy and x = A−1b is the exact solution. The fact that ‖ · ‖A de-
fines a norm is central to the development and analysis of the CG method for
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matrices [98, Sec. 5.6].
Just like symmetric positive definite matrices, self-adjoint differential opera-
tors with a(x) > 0 and c(x) ≥ 0 have real positive eigenvalues and an orthogonal
basis of eigenfunctions [44, Sec. 6.5, Thm. 1]. The analogue of the energy norm
in this setting is ‖φ‖2L = B[φ, φ] for φ ∈ H10 (Ω), where B is the bilinear form asso-
ciated to L in eq. (5.2). The fact that ‖ · ‖L defines a norm is equally important
for the development and analysis of a CG method for eq. (5.1).
If p0, p1, . . . , form a complete basis forH10 (Ω) so that B[pi, p j] = 0 for i , j ≥ 0,
then since f ∈ L2(Ω), we may formally write the solution to eq. (5.1) as
u =
∞∑
j=0
〈
f , p j
〉
B[p j, p j] p j.
Our CG method carefully constructs functions p0, p1, . . . , sequentially, such that
B[pi, p j] = 0 for i , j, in the hope that we may not need all of them to obtain a
good approximation to u.
5.2.1 The unpreconditioned CGmethod with a restricted right-
hand side
In order to tackle the first major issue highlighted in the introduction (see Prob-
lem 5.1.1), we compose L with a projection operator3 to ensure that any solu-
tion from the constructed Krylov subspace satisfies the zero Dirichlet conditions
of eq. (5.1).
Let V0 be an approximation space for the solution of eq. (5.1). We wish to
3The idea of composing a matrix with a projection operator to generate a Krylov subspace is
also used for solving saddle-point problems [59].
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construct a projection ontoV0 and apply it after each operator-function product
so that the constructed Krylov subspace is a subspace of V0. We temporarily
make the following assumptions:
Assumption 1. V0 is a closed (potentially infinite-dimensional) subspace of the
solution spaceH10 (Ω) ∩H2(Ω), and
Assumption 2. f ∈ V0.
In section 5.2.2, we introduce a preconditioner that acts as a “smoother” to elim-
inate the need for Assumption 1 and allows us to setV0 = H10 (Ω). We avoid As-
sumption 2 by solving an ancillary problem (see section 5.2.5).
Proceeding under Assumptions 1 and 2, we define an orthogonal projection
operator ontoV0 (becauseV0 is a closed subspace of L2(Ω)) as
ΠV0φ = argmin
p∈V0
‖φ − p‖, ΠV0 : L2(Ω)→V0.
We work with the modified operator Π∗V0LΠV0 : L2(Ω) → V0, where Π∗V0 :
L2(Ω) → V0 is the adjoint of ΠV0 over the L2 inner-product. Since ΠV0 is an
orthogonal projection, it is self-adjoint, i.e., Π∗V0 = ΠV0 [135, Chap. 5]. This is
important as it implies that the range of Π∗V0LΠV0 is V0, and that the operator
Π∗V0LΠV0 is self-adjoint. Consequently, it is reasonable to imagine applying a
CG method with Π∗V0LΠV0 .
The operator Π∗V0LΠV0 : L2(Ω) → V0 is well-defined since V0 ⊂
H10 (Ω) ∩H2(Ω), and we are interested in Krylov subspaces of the form
Kk(Π∗V0LΠV0 , f ) = Span
{
f ,Π∗V0LΠV0 f , . . . , (Π∗V0LΠV0)k−1 f
}
, k ≥ 1. (5.3)
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Since f ∈ V0, we know that Kk(Π∗V0LΠV0 , f ) ⊆ V0 so that the boundary con-
ditions are successfully incorporated into the Krylov subspace. Therefore, any
iterative method that constructs iterates from the Krylov subspace in eq. (5.3)
automatically imposes zero Dirichlet boundary conditions.
An unpreconditioned CG method can now be derived that generates iterates
u0 = 0, u1, u2, . . . , such that
uk = argmin
v∈Kk(Π∗V0LΠV0 , f )
‖u − v‖L,
where u is the exact solution to eq. (5.1)4. The derivation of this method follows
almost immediately from the CG method for matrices [167, Alg. 38.1], where
in the derivation terms of the form xTAy are replaced by B[φ, ψ], xTy by 〈φ, ψ〉,
and Ax by Π∗V0LΠV0φ. The resulting unpreconditioned CG method for eq. (5.1)
is given in algorithm 9. We also give the matrix CG method in algorithm 8
for comparison, and we emphasize that the two algorithms are essentially the
same except the operations algorithm 8 are with vectors and matrices while the
operations in algorithm 9 are with functions and operators.
4 This follows from the fact that the discretization error is B-orthogonal to the algebraic error
in a Galerkin method [98, Thm. 2.5.2].
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Algorithm 8 The CG method for
solving Ax = b, where A ∈ Rn×n is
a symmetric positive definite matrix
and b ∈ Rn×1.
1: Set x0 = 0, r0 = b, and p0 = b
2: for k = 0, 1, . . . (until converged)
do
3: αk = rTk rk
/
(pTk Apk)
4: xk+1 = xk + αkpk
5: rk+1 = rk − αkApk
6: βk = rTk+1rk+1
/
rTk rk
7: pk+1 = rk+1 + βkpk
8: end for
Algorithm 9 The CG method
for eq. (5.1), where L is self-adjoint
with a(x) > 0 and c(x) ≥ 0, and
f ∈ V0.
1: Set u0 = 0, r0 = f , and p0 = f
2: for k = 0, 1, . . . (until converged)
do
3: αk = 〈rk, rk〉 /B[pk, pk]
4: uk+1 = uk + αkpk
5: rk+1 = rk − αkΠ∗V0LΠV0 pk
6: βk = 〈rk+1, rk+1〉 / 〈rk, rk〉
7: pk+1 = rk+1 + βkpk
8: end for
For algorithm 9 to be well-defined we must check that: (1) r0, r1, . . . , are in
L2(Ω) so that 〈rk, rk〉 is valid, (2) p0, p1, . . . , are in L2(Ω) so that Π∗V0LΠV0 pk is well-
defined, and (3) p0, p1, . . . , are inH10 (Ω) so that B[pk, pk] is valid. All these state-
ments hold when f ∈ V0 ⊂ H10 (Ω) ∩H2(Ω) and can be verified by mathematical
induction.
The CG method in algorithm 9 is theoretically justified for any V0 that is a
closed subspace of H10 (Ω) ∩H2(Ω). In particular, this includes the space V0 =
{v ∈ Pn : v(±1) = 0} for some integer n, where Pn is the space of polynomials
of degree ≤ n. Furthermore, if the basis for Pn is selected to be the Legendre
polynomials, then the CG method in algorithm 9 is closely related to applying
the CG method to a Legendre–Galerkin discretization of eq. (5.1) [149, Sec. 4.1].
The advantage of algorithm 9 is that it provides important insights into how to
derive a preconditioned CG method (see section 5.2.3).
The convergence of the unpreconditioned CG method in algorithm 9 is
generically poor (see fig. 5.2). The unboundedness of the differential operator
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Figure 5.2: Convergence of the unpreconditioned CG method when V0 = {v ∈
Pn : v(±1) = 0} and 10 ≤ n ≤ 50, where Pn is the space of polynomials of degree
≤ n. Left: The CG error when solving −u′′ = 1 − x2 on (−1, 1) and u(±1) = 0.
Right: The CG error when solving −((2 + cos(pix))u′)′ = 1 − x2 on (−1, 1) and
u(±1) = 0. The unpreconditioned CG method here is rarely useful because dif-
ferential operators are unbounded and the number of required CG iterations
is generically dim(V0). To overcome this, we develop operator preconditioners
(see section 5.2.2).
means that k = dim(V0) iterations are typically necessary (see fig. 5.2) and, in
our setting,V0 could potentially be an infinite dimensional subspace.
5.2.2 Operator preconditioning
Improving the convergence of algorithm 9 requires the development of precon-
ditioners. The preconditioned CG method for solving Ax = b is equivalent to
applying the CG method to RTARy = RTb, where x = Ry and R is a square ma-
trix [110, Sec. 8.1]. Motivated by this, we consider solving
R∗LRv = R∗ f on Ω = (−1, 1), (Rv)(±1) = 0, (5.4)
where R : L2(Ω) → L2(Ω) is a linear operator and R∗ is the adjoint of R, i.e.,
〈R∗φ, ψ〉 = 〈φ,Rψ〉 for all φ, ψ ∈ L2(Ω). We call R an operator preconditioner.5
5In the Petrov–Galerkin literature, the concept of “operator preconditioning” is similar and
refers to a recipe for constructing preconditioners so that they are robust with respect to the
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We make the following requirements on the operator preconditioner R :
L2(Ω)→ L2(Ω), which appear to be necessary in our framework to overcome the
remaining two major issues highlighted in the introduction (see Problems 5.1.2
and 5.1.3):
Bounded: The preconditioner R : L2(Ω) → L2(Ω) is a bounded linear operator.
That is, ‖R‖op = supφ∈L2(Ω),‖φ‖=1 ‖Rφ‖ < ∞.
Smoother: The preconditioner and its adjoint over L2(Ω) are smoothers, i.e.,
R : L2(Ω) → H1(Ω), R : H1(Ω) → H2(Ω), R∗ : L2(Ω) → H1(Ω), and R∗ :
H1(Ω)→ H2(Ω).6
Preconditioner for the Laplacian: There are constants 0 < γ0 ≤ γ1 < ∞ such
that γ0‖φ‖2 ≤ ‖(Rφ)′‖2 ≤ γ1‖φ‖2 for all φ ∈ L2(Ω).
A natural operator preconditioner for eq. (5.1), and our canonical choice, is the
indefinite integration operator R : L2(Ω)→ L2(Ω), defined as
(Rφ)(x) =
∫ x
−1
φ(s)ds, (R∗φ)(x) =
∫ 1
x
φ(s)ds, φ ∈ L2(Ω). (5.5)
The preconditioner and its adjoint act as “smoothers” and ‖R‖op = 4/pi < ∞ [68,
Prob. 188]. If Lu = −u′′, then the associated bilinear form of the operator R∗LR
is
B[Rφ,Rψ] =
∫ 1
−1
(∫ x
−1
φ(s)ds
)′(∫ x
−1
ψ(s)ds
)′
dx =
∫ 1
−1
φ(x)ψ(x)dx = 〈φ, ψ〉 ,
where φ, ψ ∈ L2(Ω). Therefore, R is a preconditioner for the Laplacian with
γ0 = γ1 = 1 so that the R in eq. (5.5) satisfies all of our requirements.
choice of trial and test basis [72]. A related concept is “equivalent preconditioners”, where one
constructs a preconditioner by simplifying the given differential operator [5].
6Note that if f ∈ L2(Ω) this implies that R∗ f ∈ H1(Ω) and R∗LR : H1(Ω)→ H1(Ω).
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The integral preconditioner in eq. (5.5) appears throughout the literature and
is exploited to construct preconditioners for finite element discretizations [88] as
well as for spectral Galerkin discretizations [13, Chap. 4].
5.2.3 The preconditioned CG method
With an operator preconditioner in hand, we are able to derive a satisfying
operator CG method. In order for H10 (Ω) to be the solution space for u = Rv
in eq. (5.4), the spaceW0 = {φ ∈ L2(Ω) : Rφ ∈ H10 (Ω)}must be the approximation
space for v in eq. (5.4). Moreover, instead of assuming that f ∈ V0, we must now
work under the the following assumption:
Assumption 3. R∗ f ∈ W0.
We no longer need Assumption 1 and we remove Assumption 3 in section 5.2.5.
Since we are using a preconditioner and the approximation space for the solu-
tion of eq. (5.4) isW0, we first need to design an orthogonal projection operator
ΠW0 : L
2(Ω) → W0. This task appears challenging for general precondition-
ers R. However, when R is the indefinite integral preconditioner in eq. (5.5),
we note that W0 is the space of L2(Ω) functions with zero mean. Moreover,
(Rφ)(−1) = 0 for all φ ∈ L2(Ω), and hence we find that the orthogonal projection
ΠW0 : L
2(Ω)→W0 is given by
ΠW0φ = φ −
1
2
∫ 1
−1
φ(s)ds.
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It is easy to verify that this projection operator is self-adjoint, and thus orthogo-
nal:
〈
ΠW0φ, ψ
〉
= 〈φ, ψ〉 − 1
2
∫ 1
−1
φ(s)ds
∫ 1
−1
ψ(s)ds =
〈
φ,ΠW0ψ
〉
, φ, ψ ∈ L2(Ω).
Given an orthogonal projection operator ΠW0 : L
2(Ω) → W0, we can derive
a preconditioned CG method that constructs iterates v0 = 0, v1, v2, . . . , so that
uk = Rvk approximates the solution to eq. (5.1). The Krylov subspace of interest
is now
Kk(T ,R∗ f ) = Span
{
R∗ f ,T (R∗ f ), . . . ,T k−1R∗ f
}
, T = Π∗W0R∗LRΠW0 , (5.6)
where Kk(T ,R∗ f ) ⊂ W0 because Assumption 3 ensures that R∗ f ∈ W0. The
associated preconditioned CG method is given in algorithm 10.
Algorithm 10 The preconditioned CG method for eq. (5.1), where L is self-
adjoint with a(x) > 0 and c(x) ≥ 0, and R∗ f ∈ W0.
1: Set v0 = 0, r0 = R∗ f , and p0 = R∗ f
2: for k = 0, 1, . . . , (until converged) do
3: αk = 〈rk, rk〉 /B[Rpk,Rpk]
4: vk+1 = vk + αkpk
5: rk+1 = rk − αkT pk
6: βk = 〈rk+1, rk+1〉 / 〈rk, rk〉
7: pk+1 = rk+1 + βkpk
8: uk+1 = Rvk+1
9: end for
To verify that algorithm 10 is well-defined we check that: (1) r0, r1, . . . , are
in L2(Ω) so that 〈rk, rk〉 is valid, (2) p0, p1, . . . , are in L2(Ω) so that T pk and
B[Rpk,Rpk] are valid operations. All these statements hold when R∗ f ∈ W0
and can be proved by mathematical induction.
The preconditioned CG method in algorithm 10 immediately inherits many
of the theoretical properties from the CG method for matrices [110]. Here are
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two immediate facts that are analogous to familiar results for the matrix CG
method:
Lemma 5.2.1. The functions r0, r1, . . . , in algorithm 10 satisfy
〈
ri, r j
〉
= 0 for i , j.
Moreover, the functions p0, p1, . . . , satisfy B[Rpi,Rp j] = 0 for i , j.
Proof. The constant αk is selected so that 〈rk+1, rk〉 = 0 for k ≥ 0. This gives the
formula αk = 〈rk, rk〉 /B[Rrk,Rpk], which can be simplified to the formula in algo-
rithm 10 since rk+1 = pk+1−βkpk. The constant βk is selected so thatB[Rpk+1,Rpk] =
0 for k ≥ 0. This gives the formula βk = −B[Rrk+1,Rpk]/B[Rpk,Rpk], which can
be simplified to the formula in algorithm 10 since rk+1 = rk − αkT pk. The result
immediately follows.
Lemma 5.2.1 also shows that algorithm 10 is solving a best approximation
problem.
Theorem 5.2.1. Let u0 = 0, u1, . . . , be the CG iterates from algorithm 10 and u the
solution to eq. (5.1). Then,
uk = argmin
p∈Xk
‖u − p‖L, k ≥ 1,
where Xk = {p ∈ H10 (Ω) : p = Rq, q ∈ Kk(T ,R∗ f )}.
Proof. From lemma 5.2.1, we find that B[R(v − vk),Rp j] = 0 for j ≥ k + 1, where
u = Rv. In other words, we have
vk = argmin
q∈Kk(T ,R∗ f )
‖v − q‖T .
Since ‖v−q‖2T = B[R(v−q),R(v−q)] = B[u−Rq, u−Rq] = ‖u−Rq‖2L, this is equivalent
to vk = argminq∈Kk(T ,R∗ f ) ‖u − Rq‖L. Finally, we note that uk = Rvk and therefore,
uk = argminp∈Xk ‖u − p‖L, where Xk = {p ∈ H10 (Ω) : p = Rq, q ∈ Kk(T ,R∗ f )}.
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Theorem 5.2.1 shows that algorithm 10 is calculating the best approximation
from Xk to u in the ‖ · ‖L norm and also guarantees that the error ek = ‖u − uk‖L is
monotonically non-increasing, i.e.,
‖u − uk+1‖L ≤ ‖u − uk‖L, k ≥ 0.
In practice, designing good preconditioners is paramount for an efficient
BVP solver. One could imagine being confronted with the same dilemma as
preconditioning the CG method for matrices. On the one hand, we want to se-
lect R so that Rφ can be computed efficiently for any φ ∈ W0. On the other hand,
we want T to be a well-conditioned operator overW0 (see eq. (5.7)). Here, we
have an additional desire that is not present for matrices: we would like an ef-
ficient algorithm to compute ΠW0ψ for any ψ ∈ L2(Ω), where ΠW0 : L2(Ω) →W0
is an orthogonal projection operator (see section 5.3). In this paper, we always
select R to be the indefinite integral operator in eq. (5.5).
5.2.4 Convergence theory for the preconditioned CG method
In this section, we show that the preconditioned CG method converges at a
geometric rate when the operator preconditioner is bounded, is a smoother, and
is a preconditioner for the Laplacian (see section 5.2.2). The standard bound on
the convergence of the CG method for Ax = b involves the condition number of
A [110, Chap. 2]. Though this bound is not always descriptive, it is explicit and is
the first canonical convergence result. Similarly, the convergence of our operator
CG method can be bounded using the condition number of the operator R∗LR
from a restricted subspace of L2(Ω).
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The condition number of R∗LR :W0 → L2(Ω) is given by [88]:
κW0(R∗LR) =
supφ∈W0,‖φ‖=1B[Rφ,Rφ]
infφ∈W0,‖φ‖=1B[Rφ,Rφ]
, (5.7)
where W0 = {φ ∈ L2(Ω) : Rφ ∈ H10 (Ω)}. The following theorem bounds
κW0(R∗LR) and is used in corollary 5.2.2 to derive a CG convergence bound.
Theorem 5.2.2. Let Ω = (−1, 1), a, c ∈ L∞(Ω), a(x) > 0 for x ∈ Ω, c(x) ≥ 0 for x ∈ Ω,
and Lu = −(a(x)u′(x))′ + c(x)u with bilinear form B : H10 (Ω) × H10 (Ω) → R. Given
an operator preconditioner R that is bounded, is a smoother, and is a preconditioner for
the Laplacian (see section 5.2.2), the (restricted) condition number of R∗LR is bounded.
Furthermore,
κW0(R∗LR) ≤
γ1‖a‖∞ + ‖c‖∞‖R‖2op
γ0 infx∈Ω |a(x)| ,
whereW0 = {φ ∈ L2(Ω) : Rφ ∈ H10 (Ω)} and ‖R‖op = supφ∈W0,‖φ‖=1 ‖Rφ‖.
Proof. If φ ∈ W0, then Rφ ∈ H10 (Ω) and we have
B[Rφ,Rφ] =
∫ 1
−1
a(x)(Rφ)′(x)(Rφ)′(x)dx +
∫ 1
−1
c(x)(Rφ(x))2dx. (5.8)
The first term in eq. (5.8) can be bounded as follows:∫ 1
−1
a(x)(Rφ)′(x)(Rφ)′(x)dx ≤ ‖a‖∞‖(Rφ)′‖2 ≤ γ1‖a‖∞‖φ‖2,
where the last inequality uses the fact that R is a preconditioner for the
Laplacian (see section 5.2.2). We also find that
∫ 1
−1 a(x)(Rφ)′(x)(Rφ)′(x)dx ≥
γ0 infx∈Ω |a(x)|‖φ‖2. For the second term in eq. (5.8), we simply have
0 ≤
∫ 1
−1
c(x)(Rφ(x))2dx ≤ ‖c‖∞‖Rφ‖2 ≤ ‖c‖∞‖R‖2op‖φ‖2.
The bound on κW0(R∗LR) immediately follows.
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Similar statements to theorem 5.2.2 appear in the literature on operator pre-
conditioners for Galerkin discretizations [72, 88]. Theorem 5.2.2 has a slightly
different flavor because R and L are operators.
In eq. (5.6), the Krylov space is based on the operator T = Π∗W0R∗LRΠW0 and
the (restricted) condition number of T immediately follows from theorem 5.2.2.
Corollary 5.2.1. With the same assumptions as theorem 5.2.2, we have
κW0(T ) = κW0(R∗LR), T = Π∗W0R∗LRΠW0 ,
where ΠW0 : L2(Ω)→W0 is the orthogonal projection operator ontoW0.
The bound on κW0(T ) allows us to prove that ‖u − uk‖L geometrically decays
to zero as k → ∞.
Corollary 5.2.2. With the same assumptions as theorem 5.2.2, let u0 = 0, u1, . . . , be the
CG iterates from algorithm 10. Then,
‖u − uk‖L ≤ 2
 √κW0(T ) − 1√
κW0(T ) + 1
k ‖u‖L, , k ≥ 0, (5.9)
where T = Π∗W0R∗LRΠW0 and u is the exact solution to eq. (5.1).
Proof. Corollary 5.2.1 shows that κW0(T ) is bounded. By copying the proof of
the convergence bound for the CG method for matrices [110], we find that the
iterates v0 = 0, v1, v2, . . . , satisfy
‖v − vk‖T ≤ 2
 √κW0(T ) − 1√
κW0(T ) + 1
k ‖v‖T , k ≥ 0,
where u = Rv. The result follows since ‖v‖2T = B[Rv,Rv] = ‖Rv‖2L, and uk =
Rvk.
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Figure 5.3: Convergence of the preconditioned CG method for three BVPs with
zero Dirichlet boundary conditions. (E1): −((2 + cos(pix))u′)′ = f (blue line),
(E2): −((1 + x2)u′)′ + (pi4 cos(pix))2u = f (red line), and (E3): −u′′ + 2(pi4 )2u = f (yel-
low line) with f = (1 + x2)−1. Corollary 5.2.2 gives the same bound for these
three examples (black dashed line). Note that R∗ f <W0 so an ancillary problem
is solved before applying the CG method for these three BVPs (see section 5.2.5).
Corollary 5.2.2 implies that the preconditioned CG method in algorithm 10
constructs iterates u0 = 0, u1, u2, . . . , that converge geometrically to u in the ‖ · ‖L
norm. In other words, for an accuracy goal of 0 <  < 1 we require
k ≥
⌈
log (2/)
log
( √
κW0(T ) + 1
)
− log
( √
κW0(T ) − 1
)⌉,
iterations to guarantee that ‖u − uk‖L ≤ ‖u‖L. Here, dxe denotes the smallest
integer greater than or equal to x. Since κW0(T ) is bounded, the preconditioned
CG method can be terminated after a finite number of iterations.
Figure 5.3 shows the convergence of the preconditioned CG method com-
pared to the error bound in eq. (5.9) when solving three BVPs using the in-
definite integration preconditioner Rv = ∫ x−1 v(s)ds. The convergence behavior
of the preconditioned CG method comes with theoretical guarantees, and is a
vast improvement over the convergence of the unpreconditioned CG method
(see fig. 5.2 (right)).
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5.2.5 General right-hand sides
Here, we remove the assumption that R∗ f ∈ W0 by solving an ancillary prob-
lem that converts f into a right-hand side that is amenable to our operator CG
method.7
Write the solution to eq. (5.4) as v = v1 + v2, where v2 is any solution fromW0
that solves the following ancillary problem:
[RR∗LRv2](±1) = [RR∗ f ](±1). (5.10)
The remaining part of the solution, i.e., v1, then satisfies
R∗LRv1 = R∗g, g = ( f − R∗LRv2).
By construction,
[RR∗g](±1) = 0 and since g ∈ L2(Ω), we find that R∗g ∈ W0.
Therefore, we can solve
R∗LRv1 = R∗g
via the preconditioned CG method in algorithm 10.
When R is the indefinite integral preconditioner in eq. (5.5), the condition at
−1 in eq. (5.10) is trivially satisfied and the ancillary problem reduces to solving∫ 1
−1
a(s)v2(s)ds+
∫ 1
−1
(∫ 1
s
c(t)(t + 1)dt
)
v2(s)ds =
∫ 1
−1
(s+ 1) f (s)ds, v2 ∈ W0. (5.11)
This problem can be solved efficiently by picking any w ∈ W0 such that the
lefthand side of eq. (5.11), with v2 replaced by w, is a scalar η , 0 and setting
v2 = (1η
∫ 1
−1(s + 1) f (s)ds)w. Usually, w(s) = s is an adequate choice.
7In the standard Galerkin framework, one seeks to find a solution to eq. (5.1) via the weak
formulation B[u, ψ] = 〈 f , ψ〉 for all ψ ∈ H10 (Ω), even when f < H10 (Ω). This is theoretically
justified because H10 (Ω) is a dense subspace of L2(Ω). In our setup, the test space W0 is not a
dense subset of L2(Ω) so solving an ancillary problem is necessary.
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5.3 Practical realizations of the operator CG method
We now describe two realizations of the theoretical framework in section 5.2 for
solving eq. (5.1). While the theory in section 5.2 works for the solution space
H10 (Ω), in practice, we usually first define a dense subspace V of H1(Ω) and
associated subspace W = {w ∈ L2(Ω) : Rw ∈ V} on which the operations per-
formed by the CG method can be efficiently computed. Provided that the oper-
ations performed by the CG method map functions fromW toW and the right-
hand side of eq. (5.1) and its variable coefficients are inW, the preconditioned
CG method in section 5.2 is unaware of the subspaceV. In this section, we con-
sider: (1) V being the space of analytic functions and (2) V being the space of
continuous piecewise analytic functions (with a finite number of fixed break-
points). In these two cases the approximation space for the solution to eq. (5.1)
isV0 = {φ ∈ V : φ(±1) = 0} ⊂ H10 (Ω).
We have implemented (1) and (2) in Chebfun [42] in the pcg command,
which follows the syntax of the standard MATLAB pcg command for matrices.
Fortunately, object-oriented programming allows us to only have one imple-
mentation of the operator CG method for (1) and (2) as Chebfun automatically
calls the appropriate underlying algorithms to compute inner-products, inte-
grals, and derivatives via operator overloading. This is one of the advantages of
developing a Krylov-based solver that works independently from the underly-
ing discretization of the solution and right-hand side. Unlike most BVP solvers,
our Krylov-based solvers have no fixed discretization. Instead, we let Chebfun
automatically resolve the functions that appear during the operator CG method
to machine precision [4]. A summary of the main operations that the precondi-
tioned CG method requires is given in table 5.1, along with the corresponding
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Table 5.1: Summary of the main operations that are required by the precondi-
tioned CG method. The Chebfun commands that execute these mathematical
operations are also given. Objected-oriented programming and operator over-
loading allows the same Chebfun command to employ different underlying al-
gorithms depending on whether p and q are analytic or piecewise analytic.
Operation Mathematical operation Chebfun command
Preconditioner
∫ x
−1 p(s)ds,
∫ 1
x
p(s)ds cumsum(p), sum(p)-cumsum(p)
Differentiation p′(x) diff(p)
Product p(x)q(x) p*q
Inner-product
∫ 1
−1 p(s)q(s)ds p’*q
Projector p − 12
∫ 1
−1 p(s)ds p - mean(p)
Chebfun commands.
5.3.1 Analytic functions
Let V be the space of functions that are analytic in an open neighborhood
of [−1, 1] and consider the preconditioner Rφ = ∫ x−1 φ(s)ds. Note that the as-
sociated space W is closed under indefinite integration, differentiation, and
function product, and that R is bounded, is a smoother, and preconditions
the Laplacian. The choice of V and R completely determine a realization of
the preconditioned CG method with the approximation space for the solution
V0 = {φ ∈ V : φ(±1) = 0}. Here, we are implicitly assuming that the variable
coefficients in eq. (5.1) are analytic functions or have been approximated by an-
alytic functions.
In order to implement an efficient practical algorithm, we approximate ana-
lytic functions to within machine precision mach by Chebyshev expansions. That
is, for some integer n ≥ 0 that is adaptively determined [4], we approximate an
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analytic function φ ∈ V by
φ(x) ≈ p(x) =
n∑
k=0
αkTk(x), ‖φ − p‖∞ < mach‖φ‖∞, (5.12)
where Tk(x) is the degree k Chebyshev polynomial and ‖ · ‖∞ is the absolute maxi-
mum norm on [−1, 1]. If p is the Chebyshev interpolant of an analytic function φ,
then the Chebyshev expansion coefficients in eq. (5.12) converge geometrically
to zero [166, Chap. 8]. Moreover, the expansion coefficients {αk} in eq. (5.12) can
be computed in O(n log n) via the discrete Chebyshev transform [52]. To auto-
matically resolve a function φ ∈ V to machine precision, we call the Chebfun
command p = chebfun(phi).
There are a number of operations that the CG method must perform on the
adaptively determined Chebyshev expansions:
Applying the preconditioner and its adjoint: For p(x) =
∑n
k=0 αkTk(x), we need
to compute Rp = ∫ x−1 p(s)ds. The Chebyshev expansion coefficients for
Rp can be computed by using a simple recurrence relation [109, Sec. 8.1],
costing O(n) operations. This is implemented in the Chebfun command
cumsum(p). Similarly, R∗p can be computed with the Chebfun command
sum(p)-cumsum(p) in O(n) operations.
Applying the differential operator: For p(x) =
∑n
k=0 αkTk(x), we need to com-
pute Lp. If Lp = −(a(x)p′(x))′ + c(x)p(x) and a(x) and c(x) are an-
alytic functions and represented by adaptively determined Chebyshev
expansions, then we can compute L via the Chebun commands Lp =
-diff(a*diff(p))+c*p. Computing the Chebyshev expansions of
p′(x) can be computed in O(n) operations via a recurrence relation [109,
p. 34] and the coefficients for a(x)p(x) can be computed in O(N logN) oper-
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ations with a discrete Chebyshev transform [52]. Here, N is the maximum
polynomial degree required to resolve a and p.
Inner-products: Given p(x) =
∑n
k=0 αkTk(x) and q(x) =
∑n
k=0 βkTk(x), we need to
be able to compute
〈p, q〉 =
∫ 1
−1
p(s)q(s)ds.
We compute this by Clenshaw–Curtis quadrature [166, Chap. 19], costing
O(n log n) operations. The integral is computed by the Chebfun command
p’*q.
Applying the projection operator: For p(x) =
∑n
k=0 αkTk(x), we need to compute
the projection
ΠW0 p = p −
1
2
∫ 1
−1
p(s)ds.
This can be achieved in O(n log n) operations by using Clenshaw–Curtis
quadrature for definite integration [166, Chap. 19]. The projection operator
is computed by Chebfun with the command p-mean(p).
Since this realization of the preconditioned CG method employs adaptively
selected polynomials to resolve the solution of eq. (5.1), we compare our pre-
conditioned CG method against adaptive implementations of the spectral collo-
cation method8 and the ultraspherical discretization [118]. Both these adaptive
spectral methods are implemented in Chebfun.
To do the comparison, we consider the family of BVPs parametrized by ω1
and ω2 such that
−((2 + cos(ω1pix))u′(x))′ = f (x) on Ω = (−1, 1), u(±1) = 0,
8More precisely, we compare against rectangular spectral collocation [41], which performs a
projection of the range of the matrices to automatically deal with boundary conditions of BVPs.
Rectangular spectral collocation is employed by default in the chebop class of Chebfun [40].
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where the right-hand side f (x) is chosen so that u(x) = sin(ω2pix) is the exact solu-
tion. We investigate two regimes: (a) ω1 fixed, ω2 → ∞ and (b) ω2 fixed, ω1 → ∞.
In the first regime, a high degree polynomial is required to resolve the solu-
tion to machine precision while the variable coefficients of the BVP can be re-
solved by a low degree polynomial. This is a setting in which the ultraspherical
spectral method is competitive with the preconditioned CG method (see fig. 5.4
(left)). In the second regime, the variable coefficients of the BVP require high
degree polynomials to resolve, leading to dense spectral discretization matrices
for both spectral collocation and the ultraspherical spectral method. In this set-
ting, we find that it is computationally beneficial to employ our preconditioned
CG method.
From these experiments and others, we learn that the preconditioned CG
method is computationally beneficial compared to standard spectral methods
employing direct solvers when spectral methods generate linear systems that
are large and dense. A similar comparison can be made between direct and
iterative solvers for linear systems.
5.3.2 Continuous functions that are piecewise analytic
LetV ⊂ H1(Ω) be the space of continuous functions that are piecewise analytic
with a finite number of fixed breakpoints −1 = x0 < x1 < · · · < xM+1 = 1. That
is, the space of continuous functions φ such that φ|[xi,xi+1] is analytic in a neigh-
borhood of [xi, xi+1] for 0 ≤ i ≤ M. Again, we take the preconditioner to be
Rφ = ∫ x−1 φ(s)ds. The induced spaceW = {v ∈ L2(Ω) : Rv ∈ V} does not have a
continuity requirement. The approximation spaceW is closed under indefinite
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Figure 5.4: Comparison of execution timings of our preconditioned CG method
(blue line), spectral collocation (red line), and the ultraspherical spectral method
(yellow line) for the BVP −((2 + cos(ω1pix))u′)′ = f (x), u(±1) = 0, where f is cho-
sen so that u(x) = sin(ω2pix) is the solution. All spectral methods are imple-
mented in an adaptive manner to automatically resolve the BVP solution to
essentially machine precision. The spectral collocation method and the ultra-
spherical spectral method discretizes the BVP and then solves the resulting lin-
ear system. Left: The parameter ω2 is increased while ω1 = 10, which defines a
family of BVPs for which the solution requires a high polynomial degree to re-
solve to machine precision. Right: The parameter ω1 is increased while ω2 = 10,
which defines a family of BVPs for which the variable coefficients require a high
polynomial degree to resolve to machine precision. The polynomial degree re-
quired to resolve cos(ω1pix) and sin(ω2pix) on [−1, 1] to machine precision is O(ω1)
and O(ω2), respectively.
.
integration and multiplication and weak differentiation. This implies that all
the functions that appear in the preconditioned CG method are inW.
Given a function that is piecewise analytic, we represent it by subdivid-
ing the interval [−1, 1] into M + 1 subintervals, i.e., [−1, x1] ∪ [x1, x2] ∪ · · · ∪
[xM, 1], and representing the function by a Chebyshev expansion on each
subinterval [123]. The Chebfun command that automatically determines the
breakpoint locations and the polynomial degree to use on each subinterval is
p=chebfun(phi,’splitting’,’on’). Any function that is computed dur-
ing the CG method is automatically resolved in a piecewise fashion by Chebfun.
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To solve for a piecewise smooth solution using spectral collocation or the
ultraspherical spectral method, one has to construct a matrix that imposes the
BVP operator on each subinterval along with continuity conditions at xi for 1 ≤
i ≤ M [41]. In our preconditioned CG method the iterates vk belong toW0, which
is a space that contains functions that are not continuous. However, continuity
on the approximate solutions uk = Rvk is implicitly imposed because R acts as a
smoother.
The algorithms to compute the tasks of applying the preconditioner, the dif-
ferential operator, and the projection operator are almost immediate from the
algorithms in section 5.3.1. For example, if φ ∈ V and x ∈ [xm, xm+1] for some
0 ≤ m ≤ M, then
Rφ =
∫ x
−1
φ(s)ds =
m−1∑
i=0
∫ xi+1
xi
φ(s)ds +
∫ x
xm
φ(s)ds.
Therefore, to calculate the piecewise analytic function of Rφ on [xm, xm+1] one
performs indefinite integration on [xm, xm+1] using a recurrence relation [109,
Sec. 8.1] and adds to that the constant
∫ xm
−1 v(s)ds computed by applying
Clenshaw–Curtis quadrature to each subinterval [166, Chap. 19].
Figure 5.5 demonstrates the preconditioned CG method on three BVPs with
piecewise smooth variable coefficients. The solutions of which have the same
breakpoints as the variable coefficients. Since Chebfun automatically deter-
mines breakpoint locations for piecewise smooth functions [123], our BVP
solver automatically inherits this adaptivity. For piecewise continuous solutions
we execute the same pcg command as in section 5.3.1 without modification. As
can be seen from the convergence theory in section 5.2 and fig. 5.5 (right), the
convergence rate of the CG method is independent of the smoothness of the
solution.
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Figure 5.5: The preconditioned CG method for continuous functions that are
piecewise analytic. Left: Solution to −((1 + 2|cos(pix)|)u′)′ = sign(cos(30pix)) with
u(±1) = 0. Right: The convergence of the preconditioned CG method for three
BVPS with zero Dirichlet boundary conditions. (E1): −((1 + 2|cos(pix)|)u′)′ = f
(blue line), (E2): −((1 + |sin(pix2)|)u′)′ + (pi4 )2| cos(2pix)|u = f (red line), and (E3):−u′′ + 2(pi4 )2|cos(20pix)|u = f (yellow line), where f = (1 + x2)−1. Corollary 5.2.2
gives the same convergence bound for these three BVPs (black dashed line).
In fig. 5.6 we demonstrate the scaling of the PCG method on the family of
BVPs with non-smooth coefficients:
−((2 + cos(ω2pix))u′(x))′ + (2 + | cos(ω1pix2)|)u(x) = f (x) on Ω = (−1, 1), u(±1) = 0,
where f (x) is chosen so that u(x) = sin(10pix) is the exact solution. We investigate
two regimes: (1) ω1 = ω2, and (2) ω2 = ω21. In the first regime, the number of
intervals increases but the degree of the polynomial on each subinterval stays
roughly constant. In the second regime, both the number of intervals and the
polynomial degree required to resolve the coefficients on each subinterval in-
creases.
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Figure 5.6: Comparison of execution timings of our preconditioned PCG
method (blue line) and spectral collocation (red line) for the BVP −((2 +
cos(ω2pix))u′(x))′ + (2 + | cos(ω1pix2)|)u(x) = f (x), u(±1) = 0, where f is chosen
so that u(x) = sin(10pix) is the solution. All spectral methods are implemented in
an adaptive manner to automatically resolve the BVP solution to essentially ma-
chine precision. Spectral collocation discretizes the BVP and then solves the re-
sulting linear system. Left: The parameter ω1 is increased and ω2 = 10ω1, which
defines a family of BVPs for which the variable coefficients requires a high num-
ber of subintervals but a low polynomial degree on each subinterval to resolve
to machine accuracy. Right: The parameter ω1 is increased while ω2 = ω21, which
defines a family of BVPs for which the variable coefficients require a high num-
ber of subintervals and a high polynomial degree on each subinterval to resolve
the variable coefficients to machine accuracy. The number of subintervals re-
quired to resolve | cos(ω1pix2)| to machine precision is O(ω1).
.
5.4 Other Krylov-based methods
The preconditioned CG method in section 5.2 has provided us with an operator
analogue of a Krylov subspace for solving eq. (5.1) (see eq. (5.6)). Two additional
Krylov subspace methods for solving Ax = b are MINRES (for symmetric linear
systems) [124] and GMRES (for general linear systems) [137]. In the matrix set-
ting, MINRES and GMRES generate iterates by computing the best solution to
Ax = b from a Krylov subspace, as measured by the Euclidean norm of the
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residual, i.e.,
xk = argmin
y∈Kk(A,b)
‖b − Ay‖2, Kk(A, b) = Span
{
b, Ab, . . . , Ak−1b
}
, (5.13)
where ‖ · ‖2 denotes the Euclidean norm of a vector.
Motivated by eq. (5.13), we set out to derive a MINRES and GMRES method
for solving eq. (5.1) that constructs iterates so that
vk = argmin
p∈Kk(T ,R∗ f )
‖R∗ f − T p‖, (5.14)
where R is given in eq. (5.5), and T and Kk(T ,R∗ f ) are given in eq. (5.6).
The hope is that the iterates uk = Rvk converge to the solution u of eq. (5.1).
In eq. (5.14), we assume that R∗ f ∈ W0 = {v ∈ L2(Ω) : Rv ∈ H10 (Ω)}; otherwise,
the ancillary problem in section 5.2.5 is used to modify the right-hand side. In
the case where L is self-adjoint with positive eigenvalues, a convergence bound
analogous to eq. (5.9) holds for GMRES and MINRES. However, even though
the preconditioned operator R∗LR is always bounded for the choice of the inte-
gration preconditioner, little can be said about the convergence of the methods
in a general case.
5.4.1 The GMRES method for differential operators
The kth step of the GMRES method for solving Ax = b computes an orthogo-
nal basis for Kk(A, b) and then solves the least squares problem in eq. (5.13) for
xk. Analogously, our operator GMRES method computes an orthogonal basis
for the Krylov subspace Kk(T ,R∗ f ). The orthogonal basis is computed via the
decomposition
TQk = Qk+1H˜k, (5.15)
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where H˜k is a (k+ 1)× k upper Hessenberg matrix and Qk is a quasimatrix with k
orthonormal columns.9 The decomposition is computed by an Arnoldi iteration
on functions in L2(Ω) using modified Gram–Schmidt (see algorithm 11).
Algorithm 11 Arnoldi iteration. Here, T is the operator in eq. (5.6) and
R∗ f ∈ W0.
1: q1 = R∗ f /‖R∗ f ‖
2: for k = 2, . . . ,m do
3: qk = T qk−1
4: for j = 1, . . . , k − 1 do
5: h j,k−1 =
〈
q j, qk
〉
, qk = qk − h j,k−1q j
6: end for
7: hk,k−1 = ‖qk‖, qk = qk/hk,k−1
8: end for
Once an orthogonal basis for Kk(T ,R∗ f ) is computed by algorithm 11, the
iterates from eq. (5.14) can be computed as follows:
argmin
p∈Kk(T ,R∗ f )
‖R∗ f − T p‖ = argmin
y∈Rk
‖R∗ f − TQky‖ = argmin
y∈Rk
∥∥∥‖R∗ f ‖e1 − H˜ky∥∥∥2 ,
which is a standard least squares problem that is typically solved by updating a
QR factorization of H˜k at each iteration using Givens rotations [171]. We derive
the following operator GMRES method for eq. (5.1).
9A quasimatrix is a matrix whose columns are functions [156]. The quasimatrix has orthonor-
mal columns if the columns are orthonormal with respect to the L2 inner-product.
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Algorithm 12 The preconditioned GMRES method for eq. (5.1), where T is the
operator in eq. (5.6), R∗ f ∈ W0 and 0 <  < 1 is a tolerance on the norm of the
residual.
1: for k = 1, 2, . . . , do
2: Compute Qk+1 and H˜k in eq. (5.15) using one step of algorithm 11
3: Compute the QR factorization of H˜k
4: Solve ρ = miny
∥∥∥‖R∗ f ‖e1 − H˜ky∥∥∥
5: if ρ <  then
6: v = Qky
7: u = Rv
8: stop iteration
9: end if
10: end for
Unlike CG, the computational and storage costs of GMRES grows with the
number of iterations. To avoid excessive storage costs, the GMRES method is
usually restarted after m iterations for some integer m, i.e., vm becomes an initial
guess for a new GMRES method. The convergence behavior of the GMRES
method is difficult to fully characterize and the statements that can be presented
for convergence are analogous to those for the matrix GMRES method [171,
Chap. 6]. Figure 5.7 (left) shows the convergence of the preconditioned GMRES
on the BVP
−(exu′)′ + u′ − 10u = sin(30pix), u(±1) = 0
for different restarts. As observed in the matrix case the convergence can dete-
riorate with too frequent restarts, though iterates after restarting are computed
more efficiently.
To study the scaling of the GMRES algorithm against other adaptive spectral
methods, we consider the family of BVPs parametrized by ω1 and ω2 such that
−((2 + cos(ω1pix))u′)′ + (2 + sin(ω1pix))u′ + u = f (x) on Ω = (−1, 1), u(±1) = 0,
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Figure 5.7: Left: Convergence of the restarted GMRES method with restarts
every m iterations for m = 5 (blue line), m = 10 (red line), m = 20 (yellow line),
and m = 100 (purple line). Right: Convergence of the MINRES method for
−(exu′)′ − λu = sin(30pix) with u(±1) = 0 with λ = 1 (blue line), λ = 10 (red line),
λ = 100 (yellow line), and λ = 1000 (purple line). The quality of the indefinite
integral preconditioner in eq. (5.5) is reduced as λ increases.
where the right-hand side f (x) is chosen so that u(x) = sin(ω2pix) is the exact
solution. Similarly to section 5.3.1, we investigate two regimes: (a) ω1 fixed,
ω2 → ∞ and (b) ω2 fixed, ω1 → ∞. In the first regime, a high degree polynomial
is required to resolve the solution to machine precision while the variable coeffi-
cients of the BVP can be resolved by a low degree polynomial. Figure 5.8 shows
the result of the scaling study. We conclude that the GMRES method displays a
similar scaling to the CG method and thus GMRES is also particularly beneficial
over typical spectral methods when the variable coefficients of the BVP require
high degree polynomials to resolve.
The operator GMRES method is implemented in Chebfun in the gmres com-
mand and has precisely the same realizations as the operator CG method (see
section 5.3).
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Figure 5.8: Comparison of execution timings of our preconditioned unrestarted
GMRES method (blue line), spectral collocation (red line), and the ultraspherical
spectral method (yellow line) for the BVP −((2+cos(ω1pix))u′)′+(2+sin(ω1pix))u′+
u = f (x), u(±1) = 0, where f is chosen so that u(x) = sin(ω2pix) is the solution. All
spectral methods are implemented in an adaptive manner to automatically re-
solve the BVP solution to essentially machine precision. Spectral collocation
and the ultraspherical spectral method discretize the BVP and then solve the re-
sulting linear system. Left: The parameter ω2 is increased while ω1 = 10, which
defines a family of BVPs for which the solution requires a high polynomial de-
gree to resolve to machine precision. Right: The parameter ω1 is increased while
ω2 = 10, which defines a family of BVPs for which the variable coefficients re-
quire a high polynomial degree to resolve to machine precision. The polynomial
degree required to resolve cos(ω1pix) and sin(ω2pix) on [−1, 1] to machine preci-
sion is O(ω1) and O(ω2), respectively.
.
5.4.2 The MINRES method for differential operators
MINRES can be described as a special case of GMRES that applies when the lin-
ear system is symmetric. In that situation, the matrix H˜k reduces to a tridiagonal
matrix and a Lanczos procedure is used instead of an Arnoldi iteration [124].
For self-adjoint second-order differential operators, it is analogous. Thus, our
operator MINRES method is a GMRES method without restarts that exploits the
fact that the operator is self-adjoint. An optimized implementation of MINRES
notes that Qk andHk in eq. (5.15) do not need to be stored and that the solution
y can be efficiently updated from previous iterates. The convergence properties
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of operator MINRES are analogous to the convergence behavior of MINRES for
solving linear systems.
We have implemented MINRES in Chebfun in the minres command, which
has the same practical realizations as the CG method (see section 5.3). Figure 5.7
(right) shows the convergence of the preconditioned MINRES method on the
family of BVPs −(exu′)′ − λu = sin(30pix) with u(±1) = 0 for different values of λ.
5.5 An extension to even-order BVPs
In this section, we describe the extension of continuous Krylov methods to even-
order BVPs of the form:
Lu = f , Ω = (−1, 1), d
iu
dxi
(±1) = 0, 0 ≤ i ≤ K − 1, (5.16)
where L : HK0 (Ω) ∩H2K(Ω)→ L2(Ω) and
Lu =
2K∑
i=0
ai(x)
diu
dxi
, a2K(x) > 0. (5.17)
Similarly to before, if L is self-adjoint with positive eigenvalues, then the CG
method can be used whereas MINRES is for general self-adjoint operator and
GMRES is for general operators. In this setting, our canonical preconditioner R
is the integration preconditioner repeated K times, i.e.,
Ru(x) =
∫ x
−1
∫ x1
−1
. . .
∫ xK−1
−1
u(xK)dxK · · · dx1, (5.18)
R∗u(x) =
∫ 1
x
∫ 1
x1
. . .
∫ 1
xK−1
u(xK)dxK · · · dx1. (5.19)
If L can be written in the form Lu = ∑Ki=0(−1)i didxi (aˆi(x) diudxi ) with aˆi(x) ≥ 0 for
0 ≤ i ≤ K, then L is self-adjoint and has positive eigenvalues. In this case,
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the continuous CG method described in Algorithm 10 can be employed with-
out change and converges after a finite number of iteration. In particular, the
condition number of the preconditioned operator can be bounded from above:
κ(R∗LR) ≤
K∑
i=0
‖aˆi‖∞
(
pi
4
)2(K−i)
infx∈Ω |aˆK(x)| . (5.20)
The orthogonal projection ΠW0 onto the space W0 = {φ ∈ L2(Ω) : Rφ ∈
HK0 (Ω)} can also be easily expressed as
ΠW0u = u − pbestK , (5.21)
where pbestK is the best polynomial of degree ≤ K to u in L2([−1, 1]). The polyno-
mial pbestK can also be simply computed by performing inner-products between
u and the Legendre polynomials Pi(x) for 0 ≤ i ≤ K.
An auxiliary problem similar to the one in section 5.2.5 needs to be solved to
ensure that the modified right-hand side g satisfies R∗g ∈ W0. In this case, the
auxiliary problem is to find a function find v2 such that[
di
dxi
(RR∗LRv2)
]
(±1) =
[
di
dxi
(RR∗ f )
]
(±1) (5.22)[
di
dxi
(Rv2)
]
(±1) = 0 (5.23)
holds for 0 ≤ i ≤ K − 1. These equations represent 4K discrete constraints and
are solved via an 4K × 4K linear system, finding that v2 can be selected to be a
polynomial of degree ≤ 4K − 1.
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5.6 Extension to PDEs
Although the theory presented in section 5.2 extends to high dimensional prob-
lems, an implementation like the one presented in sections 5.3 and 5.4 is not
straightforward. Indeed, in two dimensions, the solution of a differential equa-
tion with smooth coefficients is not necessarily smooth. For example, the solu-
tion to ∇2u = 1 on [−1, 1]2 with zero Dirichlet conditions has weak corner sin-
gularities. This means that even if we are able to approximate the coefficients
of a PDE with a low degree polynomial, we may not be able to approximate the
solution with a low degree polynomial. Therefore, looking for a practical iter-
ation based on polynomial expansions which converges to the true solution in
2D is misguided as it would necessarily require the degree of iterates to explode
as the number of iterations increases. In the face of this challenge, there are two
possible ways forward:
• Look for the optimal solution over a finite-dimensional subspace by set-
tingV0 to a finite dimensional subset ofH10 (Ω). This is similar to a typical
spectral-Galerkin method [148].
• Choose a different basis to represent functions that are able to resolve
weak corner singularities. For example, one could enrich the basis em-
ployed by a spectral method so that the output of a preconditioner built
from the Laplacian can be adequately resolved (see, for example, [143]).
In what follows, we describe an implementation of the former. We highlight
that this option is unsatisfying in this context, as we are giving up several at-
tractive properties of the one-dimensional case: it does not converge to the true
solution, and it is not adaptive. However, we show that this approach leads to
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a competitive iterative solver for spectral discretization of PDEs.
We consider a partial differential equation
Lu(x, y) = f (x, y) (x, y) ∈ [−1, 1]2
u(±1, y) = u(x,±1) = 0
where L is a self-adjoint uniformly elliptic operator, i.e.:
Lu = −∇ · (A(x, y)∇u(x, y)) + c(x, y)u(x, y)
with [A(x, y)]i, j = ai j(x, y) ∈ L∞ for i, j ∈ {1, 2}, c(x, y) ∈ L∞, and c(x, y) ≥ 0. The
ellipticity assumptions implies that the spectrum of A is uniformly bounded [44]
over [−1, 1]2 by, say, 0 < λmin(A) ≤ λmax(A) < ∞. We restrict ourselves to a finite
dimensional subspace ofH10 (Ω) and setV0,n = P2n,0 where
P2n,0 := {φ(x, y) =
n∑
i=0
n∑
j=0
αi, jxiy j | φ(±1, y) = φ(x,±1) = 0} .
In order to implement an iteration similar to the 1D case, we need a precondi-
tioner which is bounded, a smoother, and preconditions the Laplacian (see sec-
tion 5.2.2). For this reason, we define the “square root” of the Laplacian (the
analogue of the integration preconditioner for the one-dimensional case) with
the formal relation:
−uxx − uyy =
(
∂
∂x
− i ∂
∂y
)∗ (
∂
∂x
− i ∂
∂y
)
u
and set Ru =
(
∂
∂x − i ∂∂y
)−1
u. This preconditioner defines a preconditioned set
W0,n = {φ | Rφ ∈ P2n,0}. In order to run a 2D CG method similar to the one
in section 5.3, we need to be able to apply the composition of the operators R
and ΠW0,n , where ΠW0,n is the L
2 orthogonal projector onto W0,n. The operator
ΠW0,nRmay be written as:(
ΠW0R
)
u = argmin
v∈V0,n
∥∥∥∥∥∥
(
∂
∂x
− i ∂
∂y
)
v − u
∥∥∥∥∥∥2
L2
. (5.24)
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In section 5.6.1, we describe an algorithm to compute eq. (5.24) in O(n2 log(n))
operations based on a Legendre polynomial basis and the technique presented
in [47].
5.6.1 Computation of the 2D preconditioner
First, we write v ∈ P2n,0 as v = (1 − x2)(1 − y2)w, where w ∈ P2n−2. With this
substitution, eq. (5.24) is equivalent to:
min
w∈Pn−2
∥∥∥∥∥∥
(
∂
∂x
− i ∂
∂y
)
(1 − x2)(1 − y2)w − u
∥∥∥∥∥∥2
L2
.
The main idea of the algorithm is to compute a preconditioner by expanding
the right-hand side w in an ultraspherical basis with parameter λ = 3/2 (de-
noted by C(3/2)) [102, Tab. 18.3.1] and the solution u in a Legendre basis (denoted
by P), and use recurrence relations between these two bases to obtain a sparse
and structured representation of the operator that can be solved fast using the
alternating direction implicit (ADI) method.
First, we use the relationship [102, (18.9.20)]:
d
dx
((
1 − x2
)
C(3/2)n (x)
)
= − (n + 1) (n + 2) Pn+1(x) . (5.25)
This relationship implies that the matrix representation of the operation u 7→
((1 − x2)u)′′ when the domain is represented in an C(3/2) basis and the output is
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represented in a P basis is:
Dˆ :=

0
−2
−6
. . .
−(n + 1) (n + 2) 0

.
Next, we use recurrence relation [102, (18.9.8)]:
(2n + 3)
(
1 − x2
)
C3/2n (x) = − (n + 1) (n + 2) Pn+2 (x) + (n + 1) (n + 2) Pn (x) , (5.26)
which implies that the matrix representation of the operation u 7→ (1− x2)u when
the domain is represented in an C(3/2) basis and the output is represented in a P
basis has the form:
Mˆ :=

1
3
0 65
−13 0 127
. . .
. . .
. . .
(n−1)n
2n−1 0
(n+1)(n+2)
2n+3

.
Using the normalized Legendre polynomials Pˆn :=
√
2n+1
2 Pn, which are orthonor-
mal with respect to the standard L2 inner product, we find that the continuous
minimization problem in eq. (5.24) reduces to a classical linear discrete least
square problem. Thus, we diagonally scale the matrices D := S Dˆ and M := S Mˆ
where S is the diagonal matrix of scaling factors [S ]i+1,i+1 =
√
2/(2i + 1). Using
this notation, and denoting the matrix of C(3/2) coefficients of w by W ∈ Cn−2×n−2
and the matrix of Pˆ coefficients by u ∈ Cn×n, eq. (5.24) is reduced to the following
matrix linear equation:
min
W∈Cn−2×n−2
‖DUMT − iMUDT −W‖2F = min
W∈Cn−2×n−2
‖Avec(U) − vec(W)‖22 .
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Here, vec(X) ∈ Cn2 denotes the vector obtained by stacking the columns of X ∈
Cn×n, and A := (D ⊗ M) − i (M ⊗ D). The normal equations of this least squares
problem are:
A∗Avec(U) = A∗vec(W) .
Noting that D∗M is a skew-adjoint matrix, we find that
A∗A = (D∗D ⊗ M∗M) + (M∗M ⊗ D∗D) .
Let R ∈ R(n−2)×(n−2) be the square diagonal matrix that satisfies RR = D∗D, then
A∗A = (R ⊗ R) [(I ⊗ K) + (K ⊗ I)] (R ⊗ R) .
Here, R ⊗ R is a (n − 2)2 × (n − 2)2 diagonal matrix. Therefore, it is trivial to
solve linear systems involving R ⊗ R in O(n2). The matrix K is positive definite,
banded, and κ(K) = O(n4), which means [(I ⊗ K) + (K ⊗ I)] x = b can be solved
in O(n2 log(n) log(1/)) operations using the ADI method with an accuracy tol-
erance of 0 <  < 1 [47]. Thus, the total cost of solving eq. (5.24) is O(n2 log(n))
operations.
The remaining operations necessary to run the CG method can also be com-
puted fast: differentiation in a Legendre basis costs O(n2) operations thanks to
the sparse recurrence relations in [102, (18.9.19)] and products of Legendre series
can be computed in O(n2 log(n)2) operations via a fast Legendre-to-Chebyshev
transform [67]. A summary of all of the operations required to implement the
2D algorithm based on Legendre polynomials is given in table 5.2. The cost of
one CG iteration is O(n2 log(n)2) operations.
The same argument as found in theorem 5.2.2 shows that
κW0,n(R∗LR) ≤
λmax(A) + ‖c‖∞‖R‖2op
λmin(A)
.
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This implies that the number of iterations required to solve the system to some
prescribed accuracy is independent of n. Consequently, the computational com-
plexity of this spectral solver is O(n2 log(n)2) operations.
Table 5.2: Implementation and complexity of all operations required to imple-
ment the PCG method in 2D based on a Legendre basis.
Operations Implementation Complexity
Product
Legendre–Chebyshev transform [67]
& fast Chebyshev product using FFT O(n
2 log(n)2)
Differentiation recurrence [102, (18.9.19)] O(n2)
Transform between C(3/2) and P recurrence [102, (18.9.7)] O(n2)
Inner product standard Rn inner product O(n2)
Preconditioner & projector ADI [47] O(n2 log(n))
We demonstrate the scaling of the algorithm and compare its running time
to the two-dimensional extension of the ultraspherical spectral method [164].
We study two regimes: (1) The variable coefficients can be approximated with
low degree polynomials, and (2) The variable coefficients require a high degree
polynomials to be approximated. In the first regime, the ultraspherical spec-
tral method produces sparse matrices and the resulting linear system can be
solved by a direct solver in O(n4) operations. We also compare against a GM-
RES method preconditioned with an incomplete LU factorization (ILU(0)) [136,
Chap. 10]. The execution time of the preconditioned GMRES method is ob-
served to have complexity O(n2.3). In the second regime, the matrix produced
by the ultraspherical spectral method is dense and a direct solver requires O(n6)
operations. In this case, we did not consider an iterative solver as the matrix is
dense.
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Figure 5.9: Numerical experiment on a PDE with variable co-
efficients that require high degree polynomials to approximate:
− ∂
∂x ((2 + sin(5xypi))
∂
∂xu) − ∂∂y ((2 + cos(50pix) sin(10piy)) ∂∂yu) = −100x sin(20pix2y) cos(4pi(x + y))
with zero Dirichlet conditions. Right: plot of the solution for n = 1000. Left:
Comparison of execution timings of our PCG method and the ultrapsherical
spectral method [164] for different values of n. The CG iteration was stopped
when ‖r‖2 < 10−13.
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Figure 5.10: Numerical experiment on a PDE with variable co-
efficients that can be resolved with low degree polynomials:
− ∂
∂x ((2 + sin(pix)y
2) ∂
∂xu) − ∂∂y ((2 + cos(pix) sin(piy)) ∂∂yu) = 10y2 sin(20pix2y) cos(4pi(x + y))
with zero Dirichlet conditions. Left: plot of the solution for n = 1000. Right:
Comparison of execution timings of our preconditioned CG method (blue line),
the ultrapsherical spectral method using a sparse direct solver (the red line),
and the ultrapsherical spectral method using GMRES preconditioned with
ILU(0). The iterative methods were stopped when ‖r‖2 < 10−13.
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Conclusion
Operator analogues of the CG method, MINRES, and GMRES are derived for
solving BVPs on (−1, 1) that employ operator-function products. An operator
preconditioner ensures that only a finite number of Krylov iterations are nec-
essary to compute an approximate solution, and an orthogonal projection op-
erator guarantees that the computed Krylov subspace imposes the boundary
conditions of the BVP. The resulting iterative solvers are able to compute solu-
tions fromH10 (Ω) and are competitive BVP solvers when a fast operator-function
product is available.
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