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Abstract
Recent value-based multi-agent deep reinforce-
ment learning methods employ optimism by limit-
ing underestimation updates of the value function
estimator through a carefully controlled learning
rate (Omidshafiei et al., 2017) or a reduced up-
date probability (Palmer et al., 2018). This value
overestimation is meant to counteract negative ef-
fects caused by sub-optimal (but unobservable)
teammate policies and exploration. This paper in-
troduces a decentralized quantile estimator, which
aims to improve performance through automatic
scheduling. Our experiments show the method is
more stable, sample efficient and more likely to
converge to a joint optimal policy than previous
methods.
1. Introduction
In fully cooperative multi-agent reinforcement learning
(MARL) settings, it is common to consider Independent
Learners which learn and execute in a distributed manner.
This decentralization can be more scalable, but poses issues
not associated with centralized or joint learning where ac-
tions are shared across agents (Claus & Boutilier, 1998).
In particular, with high probability, the agents will not con-
verge to an optimal joint policy, but optimal independent
policies under the effect of environment non-stationarity
caused by other agents’ optimal independent policies (Fulda
& Ventura, 2007). In other words, each agent must be robust
to non-effective explorations by the other agents in order to
achieve high performance.
Recent attempts on mitigating this non-stationarity based
on hysteretic Q-Learning (Matignon et al., 2007) and le-
niency (Panait et al., 2006) have shown success in Deep
RL (Omidshafiei et al., 2017; Palmer et al., 2018). Both
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approaches limit negative value updates, either proportion-
ally or probabilistically, aiming to partly ignore the effect
of locally non-Markovian teammate policies. The trade-off,
between environment stochasticity and value overestima-
tion, is considered inevitable since domain stochasticity and
teammate policy shifts are traditionally indistinguishable.
Empirically, leniency shows higher stability compared to
hysteretic learning, primarily due to a temperature-enabled
leniency at different stages of estimation maturity (Palmer
et al., 2018). The leniency decay allows for a more faith-
ful representation of domain dynamics during later stages
of training, where it is probable that teammate policies be-
come stable and near-optimal, assuming the rate of decay
is appropriate and value maturity is synchronized across all
states. Nevertheless, both hysteresis and leniency show only
limited performance improvements and leniency introduces
hyper-parameters that are hard to tune.
Our method aims not only to automatically identify transi-
tions involving sub-optimal teammate policies, especially
explorations, but also automatically schedule the amount
of optimism applied to each training sample based on es-
timated value maturity, achieving improved performance
without hyper-parameter interventions. In our work, we
extend deep distributional reinforcement learning (Dabney
et al., 2018) to multi-agent settings to improve training sta-
bility, and discuss how the auxiliary distributional informa-
tion can be further used to identify exploratory teammates
through what we call Time Difference Likelihood (TDL).
In particular, we extend Implicit Quantile Networks (IQN)
(Dabney et al., 2018) to multi-agent settings, as learning
state-action distributions is a more robust learning task and
captures auxiliary expectations. The proposed extension,
TDL, utilizes distribution information to identify individual
sub-par teammate explorations, and guides the amount of
optimism injected into the Q distribution; we call the ex-
tended architecture Likelihood IQN. We show empirically
our method is more robust even where we observe difficul-
ties in previous methods. In addition, we show that, using
what we call a Dynamic Risk Distortion operator, risk dis-
tortion techniques can be applied in a scheduled fashion to
produce optimistic policies that are robust to environment
non-stationarity.
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2. Background
2.1. MDPs and Deep Q-Networks
A Markov Decision Process (MDP) is defined with tuple
〈S,A, T ,R〉, where S is a state space, A an action space,
T (s, a, s′) the probability of transitioning from state s∈S
to s′∈S by taking action a∈A, andR(s, a, s′) is the imme-
diate reward for such a transition. The problem is to find an
optimal policy pi? : S → A which maximizes the expected
sum of rewards.
Q-Learning (Watkins & Dayan, 1992) is a popular model-
free method, which iterates on a set of Q values or approx-
imators to approach optimal Q values or estimates, where
Q(s, a) is the expected maximum sum of rewards achiev-
able in the future given state s and action a.
Deep Q-Networks (Mnih et al., 2015) consider a common
practice where a function approximator is used for estimat-
ing Q values by parameterizing the Q function Qθ(s, a)
with parameters θ using a deep (convolutional) neural net-
work. DQN uses experience replay (Lin, 1993) where each
transition (st, at, rt, st+1) is stored in a fix-sized experience
buffer Dt = {(s1, a1, r1, s2), ..., (st, at, rt, st+1)} from
which all training batches for the network are uniformly
sampled to balance the network’s tendency to bias towards
more recent samples. The update of the network follows the
following loss function:
Li(θi) = E
s,a,r,s′∼U(D)
[(r+γmax
a′
Qθ
−
i (s′, a′)−Qθi(s, a))2]
(1)
where θ−i is the parameters for target network, a target
network is an identical network whose parameters are not
updated but copied from the main network every C steps as
to maintain value stability.
2.2. Decentralized POMDPs (Dec-POMDPs)
Inspired by real-world tasks, partial observable problems are
often formalized as Partially Observable MDPs (POMDPs)
(Kaelbling et al., 1998). POMDPs are a generalization of
MDPs in which agents see observations O instead of ob-
serving the true states. Furthermore, Dec-POMDPs general-
ize POMDPs to decentralized settings (Oliehoek & Amato,
2016) with multiple cooperative agents. In a Dec-POMDP,
each agent has a set of actions and observations, but there
is a joint reward function and agents must choose actions
based solely on their local observations. A Dec-POMDP is
formally defined as: 〈I,S,AI ,Z, T ,OI ,R〉 where I is a
finite set of agents, Ai is the action space for agent i ∈ I,
andOi is observation space of agent i. At every time step,
a joint action a = 〈a1, ..., a|I|〉 is taken, and agents receive
joint immediate rewards based on the joint actionR(s,a).
Earlier work has extended deep RL methods to POMDPs
and Dec-POMDPs. Extending DQN to accommodate par-
tially observable (single-agent) tasks, (Hausknecht & Stone,
2015) proposed a model called Deep Recurrent Q-Networks
(DRQN), where a recurrent layer (LSTM) (Hochreiter &
Schmidhuber, 1997) was used to replace the first post-
convolutional fully-connected layer of DQN. Hausknecht
and Stone argue that the recurrent layer is able to integrate
an arbitrarily long history which can be used to infer the
underlying state. Empirically, DRQN out-performed DQN
on partially-observable tasks and is on par with DQN on
fully-observable tasks. DQN and DRQN form the basis of
many deep MARL algorithms. Our work’s basis is IQN
(which we discuss later), and the recurrent version that we
call IRQN.
Multi-Agent Reinforcement Learning (MARL) learns val-
ues or policies for agents in multi-agent environments.
MARL is usually classified into two classes: Independent
Learners (ILs) and Joint Action Learners (JALs) (Claus &
Boutilier, 1998). ILs observe only local actions ai for agent
i, whereas JALs have access to joint action a. Our work is
in line with ILs, which may be more difficult, but resemble
numerous real-world challenges and may be more scalable.
2.3. Challenges of ILs
Even with perfect observability, ILs are non-Markovian
due to unpredictable and unobservable teammates’ actions,
hence the environment non-stationary problem (Bowling &
Veloso, 2002). Previous work has highlighted prominent
challenges when attempt to apply Markovian methods, such
as Q-Learning, to ILs: shadowed equilibria (Fulda & Ven-
tura, 2007), stochasticity, and alter-exploration (Matignon
et al., 2012).
Shadowed Equilibria is the main issue we are addressing
with our work, which must be balanced with the stochastic-
ity problem. Without communication, independent learners
who are maximizing their expected return optimally are
known to be susceptible to sub-optimal Nash equilibrium
where the sub-optimal joint policy can only be improved by
changing all agents’ policies simultaneously. Methods de-
veloped to battle this issue typically put more focus on high
rewarded episodes, with the hope that all agents will be able
to pursue the maximum reward possible, hence forgoing the
objective of maximizing the average return.
Those optimistic methods, as mentioned above, although
often robust to shadowed equilibria, gives up the attempt
to precisely estimate transitional stochasticity. Therefore,
these methods can mistake a high reward resulting from
environment stochasticity as a successful cooperation (Wei
& Luke, 2016). This challenge is called stochasticity. In
environments where high reward exists at low probability,
the agents will then fail to approach a joint optimal policy.
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The Alter-Exploration problem arises from unpredictable
teammate exploration. In order to estimate mean state val-
ues under stochasticity, ILs have to consider the exploration-
exploitation trade-off. For learners with an -greedy explo-
ration strategy, the probability of at least 1 out of n agent
exploring at an arbitrary time step is 1 − (1 − )n. The
alter-exploration problem amplifies the issue of shadowed
equilibria (Matignon et al., 2012).
3. Related Work
In a Dec-POMDP, the reward for each agent depends on
actions chosen by the entire team; so an agent will likely
be punished for an optimal action due to actions from non-
optimal teammates. Teammates’ policies are not only unob-
servable and non-stationary, but are often sub-optimal due
to exploration strategies. As a result, vanilla Q-Learning
would be forced to estimate the exploratory dynamics which
is less than ideal. We first discuss related work for adapt-
ing independent learners for multi-agent domains, and then
discuss Implicit Quantile Networks, which we will extend.
3.1. Hysteretic Q-Learning (HQL)
Hysteretic Q-Learning (HQL) (Matignon et al., 2007) at-
tempts to mitigate this issue by injecting overestimation into
the value estimation by reducing the learning rate for nega-
tive updates. Two learning rates α and β, named increase
rate and decrease rate, are respectively used for updating
overestimated and underestimated TD error δ:
Q(x, a)←
{
Q(x, a) + βδ if δ ≤ 0
Q(x, a) + αδ otherwise
(2)
Hysteretic Deep Q-Network (HDQN) (Omidshafiei et al.,
2017) applies HQL to DQN. Using DQN as basis, TD error
is given by δt := Qθi(st, at)− (r+ γmax
a′
Qθ
−
i (st+1, a
′)).
For simplicity, HDQN first sets a base learning rate µ suit-
able for the network (e.g. µ = 0.001), and scales the learn-
ing rate into αµ and βµ. In practice, HDQN usually fixes
α at 1 and tunes µ and β instead. Thus, in the following
discussions, we only discuss the choice and effect of β (the
decrease rate) under the assumption that α = 1.
In order to reason under partial observability, Hysteretic
Deep Recurrent Q-Network (HDRQN), introduced by
Omidshafiei et al., utilizes a recurrent layer (LSTM) and is
trained using experience traces sampled from an experience
buffer. Decentralized buffers (called CERTs) featuring sam-
ple synchronization was adopted to stabilize training. When
using CERTs (Concurrent Experience Replay Trajectories),
every agent has their own experience buffer with a deter-
ministic seed. Thus, at each sampling operation, traces of
the same time steps are sampled across agents. Concurrent
sampling during training has the motivation of stabilizing
coordination despite shadowed equilibria, avoiding diverg-
ing policies. Earlier attempts disabled experience reply due
to non-concurrent evolving across agents’ policies (Foerster
et al., 2016).
3.2. Lenient Deep Q-Network (LDQN)
Lenient Learning (Panait et al., 2006) schedules the decrease
of leniency applied to individual state-action pairs using
decaying temperatures, where leniency is the probability of
ignoring a negative Q value update.
Lenient Deep Q-Network (LDQN) (Palmer et al., 2018)
combines leniency learning with DQN by encoding the high-
dimensional state space into a lower dimension (clusters) on
which temperature values are then feasible to be stored and
updated. Leniency is obtained from exponentially decaying
temperature values for each state encoding and action pair
using a decay schedule with a step limit n, the schedule β
is given by:
βt = e
ρ×dt (3)
for each t, 0 ≤ t < n, where ρ is a decay exponent which
is decayed using a decay rate d. The decay schedule aims
to prevent the temperature from premature cooling. Given
the schedule, the temperature T is folded and updated as
follows:
Tt+1(φ(st), at)
= βt
(
(1− υ)Tt(φ(st), at) + υ E
a∈A
Tt(φ(st+1), a)
) (4)
where υ is a fold-in constant. Then, the leniency of a state-
action pair is calculated by look up in the temperature table
and given by:
leniency(s, a) = 1− e−K×T (φ(s),a) (5)
where K is a leniency moderation constant to control the
degree to which leniency is affected by temperature.
LDQN schedules injected optimism in state-action space,
mitigating shadowed equilibria by ignoring less than ideal
rewards, and is eventually robust to overly optimistic prob-
lem as leniency decreases over time. On the other hand,
successfully applying LDQN requires careful consideration
for decay and moderation parameters, whereas our approach
requires fewer hyper-parameters and is robust to different
parameter values, yet yields higher performance with im-
proved sample efficiency.
3.3. Implicit Quantile Network (IQN)
IQN (Dabney et al., 2018) is a single-agent Deep RL method
which we extend to multi-agent partially observable settings.
As a distributional RL method, quantile networks represent
a distribution over returns, denoted Zpi, where E(Zpi) =
Qpi, by estimating the inverse c.d.f. of Zpi, denoted F−1pi .
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Implicit Quantile Networks estimate F−1pi,τ (s, a) for a given
state-action pair, s, a, from samples drawn from some base
distribution ranging from 0 to 1: τ ∼ U([0, 1]), where τ is
the quantile value that the network aims to estimate. The
estimated expected return can be obtained by averaging over
multiple quantile estimates:
Qω(s, a) := E
τ∼U([0,1])
[F−1pi,ω(τ)(s, a)] (6)
where ω : [0, 1] −→ [0, 1] distorts risk sensitivity. Risk
neutrality is achieved when ω = 1. In Section 4.3 we will
discuss how we distort risk in multi-agent domains and do
so in a dynamic fashion where risk approaches neutral as
exploration probability approaches 0.
To force interaction between quantile values and observa-
tion features extracted by convolutional layers, τ is em-
bedded to match the dimension of features φ(τ) and the
Hadamard (point-wise) product of thus two vectors is used
as features for subsequent fully connected layers. The em-
bedding method Dabney et al. proposed is given by:
φ(τ) = ReLU(
n−1∑
i=0
cos(piiτ)wi + b) (7)
The quantile regression loss (Koenker & Hallock, 2001) for
estimating quantile at τ and error δ is defined using Huber
lossHκ with threshold κ
ρτ (δ) = (τ − I{e ≤ 0})Hκ(δ)
κ
(8)
which weighs overestimation by 1− τ and underestimation
by τ , κ = 1 is used for linear loss.
Given two sampled τ, τ ′ ∼ ω(U([0, 1])) and policy piω,
the sampled TD error for time step t follows distributional
bellmen operator:
δτ,τ
′
t = F
−1
τ (st, at)− (rt + γF−1τ ′ (st+1, piβ(st+1))) (9)
Thus, with τ1:N , τ1:N ′ , the loss is given by:
L =
1
N ′
N∑
i=1
N ′∑
j=1
ρτi(δ
τi,τ
′
j ) (10)
Distributional learning have long been considered a promis-
ing approach in approximate reinforcement learning due
to reduced chattering (Gordon, 1995; Kakade & Langford,
2002). Furthermore, distributional RL methods have shown,
in single agent settings, robustness to hyperparameter vari-
ation and to have superior sample complexity and perfor-
mance (Barth-Maron et al., 2018).
4. Approach
We extend IQN to multi-agent partial-observable domains.
We use IQN as the basis of our method not only because it
is a state-of-the-art single-agent method, but also because
we believe that learning a distribution over returns provides
a richer representation of transitional stochasticity and ex-
ploratory teammates in MARL. Consequently, the distribu-
tional information can be utilized to encourage coordination,
but also properly distribute blames among agents, which
has historically been difficult to balance. We propose two
such methods in this section: Time Difference Likelihood
and Dynamic Risk Distortion.
More specifically, we propose a granular approach for con-
trolling the learning rate in state-action specific fashion but
without an explicit encoder. Time Difference Likelihood
(TDL), measures the likelihood of a return distribution pro-
duced by the target network given the distribution produced
by the main network. The motivation is twofold: first, for
similar distribution estimations, even with drastic difference
in specific quantile location, the learning rate should remain
relatively high to capture local differences and improve sam-
ple efficiency; second, for teammate explorations, TDL will
more likely to be low, hence applying more hysteresis on
non-Markovian dynamics. Also, as we show from empirical
evaluations, TDL acts as a state-specific scheduler which
causes the learning rate to increase over time for states which
have received enough training, resulting in more recognition
of environment stochasticity, thus converging more robustly
towards a joint optimal policy.
Dynamic Risk Distortion (DRD), on the other hand, does not
impose value overestimation like hysteresis and leniency;
instead, DRD controls the policy, which is derived from
value distribution estimations, by distorting the base distri-
bution from which quantile estimation points τ are sampled.
DRD is robust to different scheduling hyper-parameters, and
allows for faster learning.
4.1. Time Difference Likelihood (TDL)
We first discuss TDL, a measure which we propose to guide
the magnitude of the network’s learning rate dynamically
for each update. Motivated to reduce the learning rate when
encountering exploratory teammates, but properly updating
for local mistakes, we would like to find an indicator value
distinguishing the two scenarios. TDL is such an indicator
that we found to be performance-effective and computa-
tionally efficient. We scale the learning rate using TDL as
discussed later in section 4.2.
To calculate the TDL, we first sample from estimated return
distributions (using both the main network and the target
network) for given observation-action pairs. For simplicity,
we denote these as d1:M := F−1τ1:M (st, at) and t1:M ′ :=
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rt + γmax
a′
F−1τ ′
1:M′
(st, a
′), where M and M ′ are the number
of samples drawn from the base distribution. We call them
distribution samples and target samples. Obtaining these
samples does not add computational complexity, since we
can reuse the samples that were used for calculating losses.
Next, we formalize an approximation method for estimat-
ing the likelihood of a set of samples, given a distribution
constituted by another set of samples. TDL, in particular,
is the likelihood of target samples given the distribution
constituted by distribution samples. We denote the proba-
bility density function given by the distribution samples as
P(X) := P (X | d1:M ). The intuition of calculating TDL
is to treat the discrete distribution samples as a continuous
p.d.f. on which the proximity intervals of target samples are
calculated for their likelihoods. More specifically, if given
P , we estimate the likelihood of target samples as follows:
lt1:M′ ,d1:M =
∑
j∈1:M ′
P
(
E(tj−1, tj) ≤ X ≤ E(tj+1, tj)
)
.
(11)
Now we only need an approximation of the continuous
p.d.f. P which is represented by discrete samples. Our
continuous representation is constructed by assuming the
density between neighboring samples di and di+1 is lin-
ear for generalizability and implementation simplicity. We
therefore obtain a set of continuous functions Fi(X) each
with domain (di, di+1], where Fi linearly fits (di, τi) and
(di+1, τi+1).
Let F(X) = Fi(X) iff X ∈ (di, di+1]. In other words, F
is obtained by connecting all the distribution samples lin-
early into a continuous monotonically increasing probability
density function, which consists of M − 1 connected linear
segments. UsingF as the c.d.f approximation for P , by defi-
nition, for arbitrary a and b: P(a < X ≤ b) = F(b)−F(a),
which can be obtained using the linearity property we de-
fined for F :
P(a < X ≤ b) =
M−1∑
i=1
|(a, b] ∩ (di, di+1]|
di+1 − di (τi+1 − τi).
(12)
Note that intervals (−∞, d1] and (di,∞] have no probabil-
ity density, hence are omitted. TDL can be calculated using
an arbitrary number of samples for all M > 1 and M ′ > 0.
We view TDL as not only a noisy consistency measurement
between the main and target networks, but also an indicator
of information sufficiency in the return distribution estima-
tion. The later is important for MARL because it aims to
differentiate stochasticity from non-stationary.
4.2. Likelihood Hysteretic IQN (LH-IQN)
Distributed Q-Learning (Lauer & Riedmiller, 2000) is an
overly optimistic method which completely ignores negative
updates and is considered a maximization approach. Dis-
tributed Q-Learning yields policies that pursue maximum
possible reward and is robust in fostering cooperation, but
gullible to domain stochasticity (e.g. high reward at low
probability). Hysteretic Learning (Matignon et al., 2007)
acknowledges low returns in a delayed fashion, by updating
value estimations at a slower rate when decreasing. Hys-
teretic approaches show strong performance in both tabular
and deep learning evaluations, yet fail to delay value esti-
mations synchronously across state-action space. Leniency
(Panait et al., 2006) address this issue by recording tem-
perature values in the state-action space. Temperature val-
ues control the negative update probability, which decrease
when update happens to the corresponding state-action pair.
However, when applied in large or continuous state and
action spaces, not only is state-action encoding required for
computational tractability, extra care is required for schedul-
ing the temperature (Palmer et al., 2018); Palmer et al. found
it necessary to apply temperature folding techniques to pre-
vent the temperature from prematurely extinguishing.
To combat these issues, we introduce Likelihood Hysteretic
IQN (LH-IQN) which incorporates TDL with hysteretic
learning. Theoretically, LH-IQN is able to automatically
schedule the amount of leniency applied in the state-action
space without careful tuning of temperature values thanks
to state-action specific TDL measurements. While deep
hysteretic learning uses 0 < β < α ≤ 1 to scale learning
rates, LH-IQN uses the max of β and TDL as the decrease
rate. More specifically, the learning rate µt is given by:
µt =
{
max(β, lt1:M′ ,d1:M )µ¯, if δ
τ,τ ′
t ≤ 0
µ¯, otherwise
. (13)
where µ¯ is a base learning rate suitable for learning the
task and network architecture assuming stationary environ-
ment (e.g. 0.001). To explore the effect of likelihood and
hysteresis during evaluation, we also define L-IQN as an
IQN architecture which only uses TDL lt1:M′ ,d1:M as the
decrease rate, and H-IQN which only uses β as the decrease
rate. Empirically, β ranging from 0.2 to 0.4 yields high
performance.
Since TDL generally increases as the network trains toward
consistency, the amount of optimism/overestimation added
by hysteretic updates is reduced over time, which is anal-
ogous to leniency. The key difference is that for domain
non-stationarity (caused by stochasticity and/or shifts in
teammate policies), which remains unpredictable forever,
TDL remains small, effectively employing a low learning
rate toward such transitions.
4.3. Dynamic Risk Sensitive IQN
Distributional RL has also been studied for designing risk
sensitive algorithms (Morimura et al., 2010). We introduce
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dynamic risk sensitive IQN which utilizes what we call dy-
namic risk distortion operators. IQN has shown to be able to
easily produce risk-averse and risk-seeking policies by inte-
grating different risk distortion measures ω : [0, 1]→ [0, 1]
(Yaari, 1987; Dabney et al., 2018). In single agent positive-
sum games, risk-averse policies are sometimes preferred
to actively avoid terminal states for more efficient explo-
ration. In MARL, however, agents benefit from risk-seeking
policies as seeking highest possible utility helps the team
break out of sub-optimal shadowed equilibria. As we are
not boosting the value estimations directly, we say this ap-
proach injects hope instead of optimism. In our work, we
let IQN learn to reflect the true perceived domain dynamics
(no learning rate adjustments), but consider generally higher
quantile locations (larger values) when making decisions,
producing optimistic policies without raising value estima-
tions. Again, to be robust to environment stochasticity, we
anneal the amount of distortion we apply so that in the
end we produce policies based on realistic (non-optimistic)
value estimations. We discuss two such distortion operators:
CVnaR and Wang.
CVnaR, Conditional Value-not-at-Risk, is inspired by
well studied risk-averse operator Conditional Value-at-Risk
(CVaR(η, τ) = ητ ) (Chow & Ghavamzadeh, 2014). Our
CVnaR is defined as follows:
CVnaR(η, τ) = 1− ητ. (14)
CVnaR simply maps τ ∼ U([0, 1]) to CVnaR(η, τ) ∼
U([η, 1]), and as η reduces, CVnaR become less risk-
seeking.
Wang (Wang, 2000) is a distortion operator whose range
always remains [0, 1], but becomes exponentially increasing
(probability density shifted towards 1) when given positive
bias parameter η. Wang is defined as:
Wang(η, τ) = Φ(Φ−1(τ) + η) (15)
where Φ is the standard Normal cumulative distribution
function. Observe that when η → 1, Wang almost always
returns 1, becoming the most risk-seeking distortion opera-
tor possible. Also, like CVnaR, as η → 0, risk-neutrality is
observed.
We found it suitable to linearly anneal η (for both Wang
and CVnaR) during training to achieve better stability as the
agent becomes more and more risk-neutral, but behaves like
a maximization approach in the beginning. The aim is that
during the initial risk-seeking period when η is high, agents
are encouraged to explore highly rewarding spaces, which
supports them to better break out of shadowed equilibra;
whereas in the end, the risk-neutral distortion produces an
unbiased policy which is unlikely to fall for domain stochas-
ticity.
5. Evaluation
In this section, we compare our method (LH-IQN) with pre-
vious works, HDRQN and LDQN in various environments,
and analyze the effect of TDL. We also discuss Dynamic
Risk Distortion and tuning of its hyper-parameter. Results
shown in all Figures are aggregated of 20 seeds, each trained
decentralized.
5.1. Evaluation on meeting-in-a-grid
We first conduct experiments using recurrent versions of the
methods. We label the architecture with added Recurrency
as LH-IRQN. The network starts with 2 fully connected
layers of 32 and 64 neurons respectively, then has an LSTM
layer with 64 memory cells and a fully connected layer with
32 neurons which then maps onto value estimates for each
action. We use β = 0.4, γ = 0.95 and Adam optimizer
(Kingma & Ba, 2014) for training. For quantile estimators,
we sample 16 of τ and τ ′ to approximate return distributions,
and τ embeddings are combined with the LSTM output.
We use a partially observable meeting-in-a-grid domain
(Amato et al., 2009) to be consistent with previous work
(Omidshafiei et al., 2017). The meeting-in-a-grid task con-
sists of one moving target and two agents in a grid world.
Agents get reward 1 for simultaneously landing on the target
location, 0 otherwise. Episodes terminate after 40 transi-
tions or upon successful meeting-at-target. Observations
include flickering locations of the agents themselves and the
target, and actions result in stochastic transitions.
We first evaluate LH-IRQN’s performance against HDRQN
(Omidshafiei et al., 2017) and H-IRQN on a 4×4 grid
(Fig. 1(a)). H-IRQN is a version of LH-IRQN that does not
use TDL, but uses IRQN with hysteresis (Eq 13). Note that
HDRQN has a large variance because it does not robustly
solve the task—only a portion of seeds reached near-optimal
policies. Our IRQN-based methods show more stability con-
cerning reaching optimality, but not utilizing TDL makes
agents susceptible to environment stochasticity, producing
lesser joint policies over time. We find similar results for
higher dimensional (5×5, 6×6) variations of the benchmark
(found in Supplementary Material), except for 3× 3 which
is too simple to differentiate the methods. Directly applying
LDQN, with convolution layers replaced by fully-connected
layers to better suit the observations, on meeting-in-a-grid
failed to solve the tasks due to the high flickering probability
and efficient observation encoding. Additional comparisons
with LDQN are given in section 5.3 and 5.4.
As shown in Fig. 1(b), TDL increases over time during
training, while maintaining a high variance which resulted
from domain non-stationary as expected. Overall, the usage
of TDL verses hysteretic β increase significantly as shown
in Fig. 1(c); as TDL is used when it is larger than β, the
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Figure 1. (a) Evaluation on meeting-in-a-grid 4×4 benchmark. Both IRQN models performs better than HDRQN, especially with TDL
updates. (b) TDL during training of LH-IRQN on meeting-in-a-grid 4×4 benchmark. (c) Percentage of lt > β where TDL is used as
decrease rate instead of hysteresis. Same setup as 1(b), where β = 0.4.
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Figure 2. Performance of various Risk Distortion applied to L-
IRQN with and without Hysteretic on meeting-in-a-grid 4×4
benchmark; shows that likelihood update works well only in con-
junction with either distortion operator or hysteresis.
overall decrease rate is increased over time, thus adding
less hysteresis and optimism to experiences deemed pre-
dictable by TDL. While one would expect methods with
less optimism to be susceptible to action shadowing, our
Likelihood method nonetheless achieves better stability and
performance as shown in Fig. 1(a), which implies that TDL
is able to distinguish domain non-stationary from stochas-
ticity as we theorized. The spike (and dip) at the beginning
seen in Fig 1(b) and 1(c) is due to immature quantile es-
timations being used to calculate TDL; during the start of
training, these quantile values are guaranteed to represent
a valid distribution—they may be aggregated together or
even reversed depending on the network initialization. As
a result, it is unstable to solely use TDL as a decrease rate,
a problem which we solved with maximizing with hystere-
sis parameter β, but it can can be mitigated using Dynamic
Risk Distortion which has an incredibly optimistic distortion
during the beginning phase of training.
5.2. Risk Distortion
We also evaluate the use of dynamic risk distortion operators.
As shown in Fig. 2, TDL alone performs sub-par when used
without hysteresis (L-IRQN), since of TDL is initially un-
stable due to immature quantile estimations (Fig. 1(b)). We
already see that when combined with hysteresis (LH-IRQN),
the method is stable (Fig. 1(a)). We observe that it is also
effective, although not as stable, to use risk distortion oper-
ators instead of hysteresis, where no optimism is injected
into the value estimations. The performance of combining
risk distortion and hysteresis is negligible compared to LH-
IRQN on our benchmark (found in Supplementary Material).
Since TDL is unstable, often taking on extreme values such
as 0 or 1, we reason that the agents would fall for environ-
ment stochasticity more easily as value estimations across
states are not in the same learning stage. Furthermore, we
believe the aggressive policy improvement in the beginning
is also due to this unstable nature—extremely low TDL
value in early stages of training, making the method nearly
a maximization based approach. Future work carefully ana-
lyzing the effect of combining TDL with risk distortion is
required to verify our reasoning.
We also found that L-DRQN is robust to different η values
when using both Wang and CVnaR. We simply used the
exploration parameter  as the value for η for our dynamic
distortion operator in our evaluation. Our  is annealed
from 1 to 0.1 in the first 200K steps. A separate scheduling
can be adapted for η. We found annealing from 1 to 0.05
during first 300K steps gives best performance, but the
improvement is small (0.893 vs. 0.864).
5.3. High dimensional meeting-in-a-grid task
Motivated to most fairly compare the performance of our
approach with LDQN, we modify the existing 4×4 meeting-
in-a-grid benchmark to produce graphical observations
(16× 16) with added noise, a type of task on which LDQN
is originally evaluated. Due to difficulty of grid searching
numerous hyper-parameters for LDQN, the parameters used
were linearly searched individually while fixating others
based on the original work. Based on the parameters the au-
thors used, we found reducing temperature schedule decay
rate d from 0.9 to 0.8 helps with convergence in our task,
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Figure 3. Evaluation of LH-IQN compared with previous LDQN
on high-dimensional meeting-in-a-grid 4×4 benchmark. Showing
the number of steps taken to complete task (small values preferred).
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Figure 4. CMOTP benchmark, aggregated three CMOTP variances
maybe due to meeting-in-a-grid’s shorter scenarios. We
used: K = 3.0, d = 0.8, ξ = 0.25 and µ = 0.9995 along
with autoencoder, where ξ is exponent for temperature-
based exploration, and µ is the decrease rate for maximum
temperature.
As seen in Fig. 3, our method shows higher sample effi-
ciency and overall performance compared to LDQN. Notic-
ing the y-axis is the average number of steps needed to
complete the task, we see that LDQN was able to solve the
task in the end, however it is not as stable and has worse
performance than LH-IQN. As the task becomes reliably
solvable, LDQN slows down approaching the absolute opti-
mal policy, whereas LH-IQN achieves the optimal on every
run. We notice that the temperature values of LDQN are
low during the final stages of training, suggesting minimal
leniency is applied. Therefore, it appears the joint policy
is stuck in a shadowed equilibrum as exploration is still
happening at a low probability ( = 0.1).
5.4. Multi-Agent Object Transportation Problems
(CMOTPs)
We also evaluate LH-IQN on three variations of CMOTPs
(Palmer et al., 2018), consistent with Palmer et al.’s work
on LDQN. CMOTPs require two agents carrying a box to
a desired location where agents get a terminal reward; the
box only moves when agents are by its side and moving in
the same direction. Different variations of the task include
added obstacles and stochastic terminal rewards. CMOTPs
have 16× 16 observations with added noise.
Our network architecture is mostly the same as LDQN for
comparability: two convolutional layers with 32 and 64
kernels, a fully connected layers with 1024 neurons which
combines quantile embedding, followed by another fully
connected layer with 1024 neurons which then maps onto
value estimates for each action. Hyper-parameters remain
the same as original work which were found suitable for
CMOTPs.
As seen in Fig. 4, although both methods converge to a
joint optimal policy, our method shows an improved sample
efficiency. We hypothesize that the temperature is decaying
less aggressively than it should be, which is likely due to
temperature folding techniques and/or that the hashing space
of the autoencoder is larger than the theoretical minimum.
On the other hand, our method utilizes TDL to scale negative
updates and shows better sample efficiency. Initially the
value estimations do not seem optimistic enough to perform
coordinated actions or to propagate to an earlier-stage state,
but the likelihood estimation has the added benefit of being
able to produce small values in under-explored state-action
space, while hesitating less to update negatively in explored
spaces. TDL also helps to synchronize optimism across
state-action space; in other words, the ability to estimate a
distribution consistency adds less optimism to state-action
pairs which have received enough training to be able to
produce consistent distributions.
6. Conclusion
This paper describes a new method, based on distributional
RL, for improving performance in cooperative multi-agent
settings. In particular, we propose a likelihood, TDL, to
be used for comparing return distributions that is com-
bined with hysteresis philosophy. With this approach, we
demonstrate improved stability, performance and sample
efficiency over previous methods. Furthermore, through
inspecting TDL value and usage trends and performance,
we conclude that TDL successfully distinguished between
domain non-stationary and domain stochasticity. We also
demonstrate the effectiveness and adaptiveness (no complex
hyper-parameter tuning) of our method, especially when
incorporating a dynamic risk distortion operator.
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