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ABSTRACT
This paper reports a new structural approach for automated
classification of histopathological tissue images. It has two
main contributions: First, unlike previous structural ap-
proaches that use a single graph for representing a tissue
image, it proposes to obtain a set of subgraphs through graph
walking and use these subgraphs in representing the image.
Second, it proposes to characterize subgraphs by directly us-
ing distribution of their edges, instead of employing conven-
tional global graph features, and use these characterizations
in classification. Our experiments on colon tissue images
reveal that the proposed structural approach is effective to
obtain high accuracies in tissue image classification.
Index Terms— Graphs, graph walks, subgraphs, auto-
mated cancer diagnosis, histopathological image analysis.
1. INTRODUCTION
Histopathological examination is a routine practice for can-
cer diagnosis and grading. This practice includes examining
a tissue under a microscope to detect visual changes observed
in its appearance as a consequence of cancer. Although it is
the gold standard in the current practice of medicine, this ex-
amination is time-consuming and may contain a considerable
amount of subjectivity. Automated histopathological image
classification systems have been proposed to mitigate these
problems. These systems model visual changes by extract-
ing mathematical features from tissue images and use the ex-
tracted features in their classification. Majority of the studies
use one of the two approaches for feature extraction: textu-
ral and structural. Textural studies assume that changes oc-
curred as a consequence of cancer can be modeled as texture
changes in histopathological tissue images. Thus, they use
texture features defined by various techniques including color
histograms [1], cooccurrence matrices [2], multiwavelet coef-
ficients [3], local binary patterns [4], and fractal geometry [5].
However, since these techniques define their textures on im-
age pixels, they are susceptible to image variations and noise
that are typically observed at the pixel-level.
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(a) Normal tissue (b) Cancerous tissue
Fig. 1. A colon tissue image contains glandular and nonglan-
dular regions. For colon adenocarcinoma diagnosis, glandu-
lar regions provide more important information. This figure
shows boundaries of glandular and nonglandular regions in
black and nonglandular regions by gray shading.
To alleviate negative effects of pixel-level variations and
noise, structural studies define features at the component-
level. These studies rely on the fact that visual changes
arise from changes occurred in the distribution of histological
tissue components. Thus, they model this distribution by rep-
resenting images with graphs. There exist many studies that
construct their graphs on nuclear tissue components [6, 7, 8].
In our recent study, we introduce color graphs constructed
on multiple types of tissue components instead of only the
nuclear ones [9]. All these studies extract global features
(e.g., average degree, diameter, average edge length) from
their constructed graphs to quantify tissue images.
Global features defined on entire graph structures are typ-
ically aggregates of the properties of graph nodes and edges.
Thus, these features may lead to incorrect representations
especially when the image that a graph corresponds to is
relatively large and contains nonuniform regions in terms of
their importance in classification. For example, a colon tissue
image contains glandular and nonglandular regions (Fig. 1).
Colon adenocarcinomas, which account for 90-95 percent of
all colorectal cancers, cause changes in glandular regions.
Thus, these regions are more important in the diagnosis of
this cancer type. On the other hand, when global features are
extracted from the entire graph, nodes/edges located in both
glandular and nonglandular regions affect the features in the
same way. This may, however, weaken the representation
power of the extracted global graph features.
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Fig. 2. Graph node definition: (a) original images, (b) quantized image pixels [purple, pink, and white pixels are shown in
black, pink, and cyan, respectively], (c) three circle types defined on the quantized pixels, and (d) nine circle types defined
based on the previous three circle types and the circles’ radii. Here the first row corresponds to a normal tissue and the second
one corresponds to a cancerous tissue.
To address this problem, we introduce a new structural ap-
proach. In this approach, we propose to represent a tissue im-
age with a set of subgraphs that are obtained by making use of
graph walks, characterize the subgraphs with the distribution
of their edges, and use these characterizations for classifying
the image. The proposed approach differs from the previous
studies in the following aspects. First, it represents an image
with a set of smaller subgraphs instead of representing it with
a single large graph. This subgraph representation gives the
potential to extract more distinctive features that locally char-
acterize important regions in an image. Second, it quantifies
a subgraph by directly using the distribution of its edges, in-
stead of using conventional global graph features. Working
with 3236 microscopic images of colon tissues, the experi-
ments show that our proposed approach leads to high accura-
cies for all classes in histopathological image classification.
2. METHODOLOGY
The proposed approach obtains multiple subgraphs by graph
walking, characterizes them with the distribution of their
edges, and uses these characterizations in tissue classifica-
tion. The details are given in the following subsections.
2.1. Subgraph generation and characterization
We first construct graph G for entire tissue image I and then
sample this graph to obtain subgraphs S = {S1, ..., SN}. We
construct graph G by defining a group of circular nodes of
different types and assigning edges in between these nodes
using Delaunay triangulation.
In this work, circular nodes are defined using the fol-
lowing algorithm. First, we quantize image pixels into three
groups that correspond to the main colors (purple, pink, and
white) in tissues stained with hematoxylin-and-eosin. For
that, we separate the hematoxylin and eosin components of
the image using the deconvolution method proposed in [10].
Let hi and ei be the hematoxylin and eosin component values
of pixel pi, and havg and eavg be the average of these values
over all pixels. We assign pixel pi to a group as follows:
pi =
 purple if hi ≤ havgpink else if ei ≤ eavgwhite otherwise
Then, we separately locate a set of circles on the pixels of
each group using the circle-fit algorithm [11]. In this algo-
rithm, we consider only the circles whose radii are greater
than 3. After that, we divide the circles of each group into
three further subgroups based on their radii, and thus, obtain
a total of nine different circle types. Here the first subgroup
contains the circles with radii of 4 and 5, the second subgroup
contains those with radii of 6 and 7, and the last one contains
the remaining circles. At the end of this algorithm, we take
these circles as the graph nodes. In Fig. 2, this algorithm is
illustrated on two example tissue images.
After defining graph G on entire tissue image I , we obtain
subgraphs S = {S1, ..., SN} by walking over graph G us-
ing the breadth first search (BFS) algorithm, which traverses
graph nodes level-by-level starting from an initial node. Par-
ticularly, after traversing a node, the BFS algorithm puts all
unvisited neighbors of this node into a queue and repeats this
procedure for the next node in the queue. In our method,
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we start the BFS algorithm from each of the N largest white
circles in graph G and obtain a subgraph Sk for each of these
starting nodes. In subgraph generation, we terminate the BFS
algorithm after it traverses L nodes in the graph. Subse-
quently, we take the visited L nodes and the edges in between
these nodes to generate the subgraph.
Here it is worth to noting that the number L of visited
nodes is less than the number of nodes in graph G. Thus, a
generated subgraph is expected to cover a smaller local region
in tissue image I that graph G represents. Thus, one can con-
sider that entire subgraph set S corresponds to different local
regions in the image. This, in turn, increases the likelihood
of representing an image with more distinctive features that
focus on its local regions.
After obtaining subgraphs, we characterize each of them
by extracting features based on the distribution of its edges.
For that, we assign each edge of a subgraph to an edge type
based on the node types of its end points. (Here an edge is
assigned to one of the 45 types as there are nine node types in
the graph.) Then, we quantify the edge distribution based on
the edge types. We calculate the frequency of every edge type
in the subgraph and use these frequencies as the subgraph’s
features. In our method, we directly use the distribution fre-
quencies instead of extracting aggregate features (such as av-
erage and standard deviation) from the distribution because
we do not want to lose any information due to aggregating
and because the number of features (which corresponds to
the number of edge types) is relatively low. However, it is
possible to use different aggregate features or extract the sub-
graph’s global features. Exploring these possibilities could be
considered as a future research direction for this work.
2.2. Tissue classification
We classify tissue image I using its subgraphs. To this end,
we first classify each subgraph Sk ∈ S using its extracted
features. Then, we combine the class of every subgraph in a
voting scheme to find the class of image I . In this work, we
use a linear kernel support vector machine (SVM) classifier
for learning. Here we generate three subgraphs from each
training image, as explained in the previous subsection, and
learn a model on these subgraphs.
3. EXPERIMENTS
3.1. Dataset
The dataset contains 3236 microscopic images of colon tis-
sues stained with hematoxylin and eosin. The images are ac-
quired using a 20× microscope objective lens and 480× 640
pixel resolution. We label each of these images with a normal,
low-grade cancerous, or high-grade cancerous class. We ran-
domly divide these images into the training and test sets. The
training set includes 510 normal, 859 low-grade cancerous,
and 275 high-grade cancerous tissues. The test set includes
491 normal, 844 low-grade cancerous, and 257 high-grade
cancerous tissues. Note that the training and test sets do not
contain any tissue images taken from the same patient.
3.2. Comparisons
We empirically compare our proposed approach (GraphWalk)
against three previous algorithms. The first one is the Delau-
nayTriangulation algorithm that quantifies an image by con-
structing a Delaunay triangulation on its nuclear components
and extracts features on the constructed graph. The second
algorithm is the ColorGraph approach that constructs a graph
on components of three different types (the three circle types
that we also employed in the first phase of node type defini-
tion), colors graph edges based on the types of its end nodes,
and extracts global features on this color graph [9]. These two
algorithms also use linear kernel SVM classifiers. The third
algorithm is the resampling-based Markovian model (RMM)
that also employs a sampling approach [12]. In the RMM, a
set of sequences are generated on a tissue image. In sequence
generation, it selects random points on the image, character-
izes these points using their nearby pixels, and orders them
based on proximity. Later, it uses Markov models to classify
each sequence and then combines the classes of sequences in
a voting scheme. For the details of these three algorithms, the
reader is referred to our previous work [12].
The RMM is similar to the proposed GraphWalk approach
in the sense that they both use multiple samples representing
a tissue image and combine the decisions made on these sam-
ples in a voting scheme. On the other hand, the RMM uses
sequences of points randomly selected in the image whereas
the GraphWalk algorithm uses subgraphs generated by walk-
ing over the graph that represents the image.
To further explore the effectiveness of the proposed ap-
proach, we implement two more algorithms. The BagOfN-
odes algorithm uses the distribution of the nine node types in
an image. We implement it to understand the importance of
constructing a graph instead of directly using the nodes. The
BagOfAllEdges algorithm considers all graph edges and uses
the distribution of their types. This algorithm uses frequency
features that are same with those used by our GraphWalk ap-
proach. However, it extracts these features on the entire sin-
gle graph whereas the GraphWalk approach extracts them on
multiple subgraphs. Both of the BagOfNodes and BagOfAll-
Edges algorithms use linear kernel SVM classifiers.
3.3. Results
The proposed GraphWalk approach has two model parame-
ters: the number N of subgraphs and the number L of visited
nodes in each subgraph. The number N determines the size of
the subgraph set S, and hence the number of decisions to be
voted for classification. Selecting too small values decreases
the number of decisions to be voted, which may yield worse
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Table 1. Test set accuracies obtained by the proposed Graph-
Walk approach and the comparison algorithms.
Normal Low High Avg
GraphWalk 93.48 90.40 92.61 92.17
ColorGraph 92.67 82.46 86.38 87.17
DelaunayTri 89.61 71.56 87.55 82.91
RMM 95.64 87.77 88.56 90.66
BagOfNodes 87.58 89.81 85.60 87.66
BagOfAllEdges 94.50 90.64 89.49 91.54
accuracies. Selecting too large values only slightly affect ac-
curacies, but increases computational time. The number L
determines the locality of a generated subgraph. When it is
selected too small, only a few nodes are visited and the sub-
graph covers a very local region. When it is selected too large,
too many nodes are visited and the subgraph converges to the
entire graph, which results in losing locality. Both of these
conditions lower accuracies. In our experiments, we select
N = 50 and L = 600, considering these trade-offs.
In Table 1, we present the test set results obtained by the
GraphWalk approach and the comparison algorithms. Here
we report the accuracies obtained for each class as well as the
average accuracy obtained over the three classes. This table
shows that the proposed GraphWalk approach leads to high
accuracies (> 90%) for all of the three classes.
When we compare our approach with the DelaunayTri-
angulation and ColorGraph algorithms, which extract global
features on their graphs, we observe that our features ex-
tracted on the new graph type are more effective for tissue
image classification. The results also show that the direct use
of the node type distribution without constructing a graph (the
BagOfNodes algorithm) yields lower accuracies. Moreover,
the comparison between the proposed GraphWalk approach
and the RMM shows that the use of a set of subgraphs (sam-
ples) in tissue image representation gives better results than
using a set of sequences made up random points. This indi-
cates the effectiveness of graph walking to obtain the multiple
samples. Finally, when we compare our approach with the
BagOfAllEdges algorithm, we observe that the use of multiple
smaller subgraphs instead of using a single large graph leads
to better accuracies, especially for the high-grade cancerous
class. This is attributed to the observation that these smaller
subgraphs might better represent local regions in the image.
4. CONCLUSION
This paper presents a new structural approach, in which sub-
graphs are generated and used for histopathological tissue im-
age representation and classification. This approach obtains a
set of subgraphs through graph walking, characterizes these
subgraphs using the distribution of their edges, and uses them
in classification. The experiments on 3236 colon tissue im-
ages show that the proposed approach is effective to obtain
high accuracies for colon adenocarcinoma classification.
As a future work, one could explore using different graph
walks to generate subgraphs. As another future work, it is
possible to generate and use sequences obtained from these
walks instead of constructing subgraphs. In that case, one can
consider applying other classifiers defined on sequences.
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