Abstract. We investigate the module theory of a certain class of semilocal rings connected with nearly simple uniserial domains. For instance, we classify finitely presented and pure-projective modules over these rings and calculate their projective dimension.
Introduction
A ring R is said to be semilocal if its factor modulo the Jacobson radical J(R) is a semisimple artinian ring. For instance, every semilocal ring has only finitely many simple modules S 1 , . . . , S n . If M is an R-module, then
M/M J(R) is a direct sum of copies of the S
, where α i are cardinals. We call the tuple (α 1 , . . . , α n ) the dimension vector of M , dim(M ). If P is a finitely generated projective, then P is the projective cover of P/ J(P ), hence P is uniquely determined by its dimension vector. The set of all tuples dim(P ), where P runs over finitely generated projective R-modules, is a subsemigroup of N n called the finite projective spectrum of R. Facchini and Herbera F-H [6] proved that finite projective spectra of semilocal rings can be described as semigroups with order units of the form G ∩ N n , where G is a subgroup of Z n . It may be difficult to calculate the finite projective spectrum of a particular semilocal ring, but as soon as this task is completed, we know all the finitely generated projective modules and their decomposition theory.
A similar problem for infinite projective spectra (that is, for dimension vectors of non-finitely generated projective modules) of semilocal rings is very much open. But there has been a recent breakthrough in this area due to Příhoda projective module (finitely generated or not) is uniquely determined by its dimension. Thus to classify projective modules over semilocal rings is the same as to describe their (finite and infinite) projective spectra, that is, the collection of all possible dimension vectors of projective modules.
Of course the problem reduces to the finitely generated case if every projective module over a semilocal ring R is a direct sum of finitely generated (projective) modules. For instance, this is the case when R is commutative (see
Hin
[10]) or semiperfect (see
Lam2
[14, Cor. 24.14]). A more detailed treatment of this situation can be found in MPR [16] . Although this is not true in general, examples of semilocal rings, for which not every projective is a direct sum of finitely generated modules, are quite rare, and the calculations of projective spectra for these examples is usually an arduous task.
For instance, using universal localizations Gerasimov and Sakhaev G-S [8] gave an example of a semilocal ring with two simples and a non-finitely generated projective module P whose dimension is (1, 0) , hence P/ J(P ) is cyclic. Even for this example the classification of projective modules has not been completed yet.
In

Pun1
[20] Puninski constructed an example of a semilocal ring S with two maximal ideals and classified all projective modules over S. Namely, every finitely generated projective S-module is free (of dimension (n, n)), but the projective spectrum of S is a cone {(α, β) | α ≥ β}. For instance (as in the aforementioned Gerasimov-Sakhaev example) there exists a non-finitely generated projective S-module V of dimension (1, 0) , and every projective S-module is a direct sum of copies of S and V .
A lot of information about the ring theoretic properties of S can be derived from Pun2 [21]. For instance, S is (left and right) distributive, uniform, and the lattice of one-sided ideals of S is also known. The ultimate goal of this paper is to classify pure-projective modules over S. As we will see below this amounts to a classification of projective modules over a semilocal ring S ′ = End(S ⊕I), where I is the ideal of S consisting of non-monomorphisms.
We will show that S ′ has exactly three maximal two-sided ideals and prove that every projective S ′ -module is a direct sum of copies of 4 indecomposable projectives (two of them are finitely generated and two are not). For instance, the projective spectrum of S ′ consists of vectors (α+β, γ +δ, α+γ), where α, β, γ and δ are cardinals. The proof of this result demonstrates the extreme effectiveness of Příhoda's theorem. Namely, after some (quite ingenious) calculations we arrive at a list of indecomposable projective S ′ -modules which is apparently complete. An application of Příhoda's result reduces the proof of completeness to some cardinal arithmetic.
The ring S was constructed in
Pun1
[20] as the endomorphism ring of a (finitely presented) module R/rR, where R is a nearly simple uniserial domain, and r is (any) nonzero element of J(R). Here a uniserial domain is said to be nearly simple if J(R) is the only nonzero two-sided ideal of R. From the point of view of finitely presented modules, nearly simple uniserial domains are very similar to rings of finite representation type. Indeed (see Punb [19, Ch. 14]) every finitely presented R-module is a direct sum of copies of R and R/rR, 0 ̸ = r ∈ J(R), and all the modules R/rR are isomorphic.
If T is a ring of finite representation type, let N be the sum of all indecomposable T -modules (one for each isomorphism type) and U = End (N ) .
A result of Auslander (see ARS [1, Sect. VI.5] ) says that U is itself of finite representation type. We prove that S inherits a similar property from its predecessor R: every finitely presented (right) S-module is a direct sum of copies of S, S/I and I.
Note that the examples of nearly simple uniserial domains are also rare.
The one we know was constructed by Dubrovin
Dub
[4] to give a concise example of a simple radical ring. The elements of this example are highly noncommutative fractions of elements of a group ring, and the calculations with them is a nontrivial task. However, as it was pointed out to the second author by Ivo Herzog, the ring S behaves like a category of functors, or as the shrinking of a tensor ring (see Wisbauer
Wis
[22, Ch. 10]). To confirm this point of view we prove that S is coherent and has global dimension 2.
Furthermore if R is the aforementioned example of a nearly simple uniserial domain, then every ideal of S is countably generated. Thus this is a good illustration of some results of Jensen
Note that the results of this paper has been recently used by Herzog and Rothmaler H-R [9] to discover some interesting examples of preenveloping classes. Furthermore, S clearly resembles the Gerasimov-Sakhaev example R Σ . Thus there is hope to use S to aid the calculations in the universal localization R Σ , but this is beyond the scope of this paper.
The first author is indebted to Ivo Herzog for many stimulating discussions.
Uniserial domains
Unis
A module M is said to be uniserial if the lattice of submodules of M is
R is a uniserial ring if R is right and left uniserial.
Thus if R is a (right) uniserial ring and a, b ∈ R, then there are s, t ∈ R such that either as = b or b = at. For instance, the localization of the ring of integers Z with respect to the prime ideal p Z is a uniserial ring. This ring is commutative and noetherian. However the examples we consider below are far from having these properties. Every uniserial ring is local: the Jacobson radical J(R) of R is the unique maximal right and left ideal of R. It follows that every element of R \ J(R) is invertible, hence U(R) = R \ J(R) is the group of units of R. Thus if a, b are elements of a (right) uniserial ring R and a / ∈ bR, then b = as for some s ∈ J(R). Furthermore R/ J(R) is a skew field, and R is a skew field iff J(R) = 0.
A ring R is a domain if R has no zero divisors. If R is a uniserial domain, it is Ore, hence has a classical quotient (skew) field D. Since R is a uniserial
Let R be a uniserial domain, 0 ̸ = r ∈ J(R), M = R/rR, and S = End(M ) acting on M on the left. Clearly M is a uniserial right R-module. 
2.1.
If f is an endomorphism of M such that f (1) =ā, a ∈ R, then f = a× is a left multiplication by a, and a is unique modulo rR. From f (r) = f (0) =0 it follows that ar = ra ′ for some a ′ ∈ R. Since R is a domain, a ′ is uniquely determined by a.
In particular, we may identify S with the 'idealizer' ring R ′ /rR, where
We say that a ring T is right (left) Proof. Every factor of a Bezout ring is clearly Bezout. Furthermore, it is easily seen that the factor of a distributive ∩-Bezout ring is ∩-Bezout.
In the following lemma we determine the ideals I and K of Fact IK 2.1.
consists of the endomorphisms f = a× such that ar = ra ′ for some a ′ ∈ J(R).
Proof. 1) Suppose that f = a× ∈ I, i.e., f is not mono. Then ab = rt for
it follows that r = bg for some g ∈ J(R). Multiplying ab = rt by g on the right we obtain ar = rtg. But also ar = ra ′ , hence a ′ = tg ∈ J(R). Now suppose that a ′ ∈ J(R). We may assume that a× is non-zero, that is, a / ∈ rR. Then, by uniseriality, r = as for some s ∈ R. We prove that s ̸ = 0. This would imply f (s) = as =r = 0, hence f is not mono. 2.4 we obtain the following.
The following proposition allows us to transfer left properties of S to the right. Proof. We check only that α preserves multiplication. Let f be a×, and let exam Example 3.1. Let G be the following group of affine linear transformations of Q considered as a linearly ordered set:
By Lemmas
We use pairs (a, b) 
Choose an irrational number ε. Then P = {g ∈ G | g(ε) ≥ ε} is a cone in G, that is, P · P ⊆ P and P ∪ P −1 = G, whose positive cone is
for the terminology on cones and right ordered groups). If F is a field, then M = F P + is a two-sided ideal of the semigroup ring F P . Furthermore, F P \ M is a (right and left) Ore set such that the corresponding localization R is a nearly simple uniserial domain. For example, from (t + 2)(ε) > ε it follows that (1, 2) ∈ P + , hence (1, 0) + (1, 2) is a unit of R. Every principal right ideal of R is of the form gR, g ∈ P + , and gR ⊆ hR iff g(ε) ≥ h(ε). Thus the chain of (nontrivial) principal right ideals of R is a countable dense linear ordering without endpoints, therefore it is isomorphic to (Q, ≤). The same is true for principal left ideals, but as the following fact shows, right and left principal ideals of R are in 'generic' position.
The following fact describes the structure of finitely presented modules over a nearly simple uniserial domain.
Punb
[19, Prop. 14.17] Let R be a nearly simple uniserial domain.
2) Every finitely presented right R-module is a direct sum of (finitely many) copies of R R and R/rR, 0 ̸ = r ∈ J(R), and this decomposition is unique.
In particular, the isomorphism type of R/rR does not depend on the
A positive primitive formula (pp-formula) φ(x) over a ring T is a formula If φ and ψ are pp-formulae, we set
We say that pp-formulae φ and ψ are equivalent (written φ ↔ ψ) if
The set of equivalence classes of all pp-formulae over T ordered by implication forms a modular lattice L(T ). The operations in this lattice are as follows: the meet is the conjunction φ ∧ ψ, and the sum is given by
to the formula ab | xb. For more on pp-formulae see
With these definitions in mind, one can describe the lattice of pp-formulae over a nearly simple uniserial domain. Let n be an element of a module N . The pp-type of n in N , pp N (n), is the set of all pp-formulae φ(x) such that N |= φ(n). A pp-type p is said to be finitely generated if there is a pp-formula φ ∈ p such that φ → ψ for any ψ ∈ p. In this case we say that φ generates p. Note that M = R/rR is a finitely (even cyclically) presented module. In particular, by Preb [17, Prop. 8.4] , the pp-type of any element of M is finitely generated, hence generated by one pp-formula, which can be read off from Figure   fig1 1. For instance, the pp-type of1 ∈ M is given by the formula xr = 0.
Furthermore if r = ab for some a, b ∈ R, then the pp-type of m =ā ∈ M is generated by a | x ∧ xb = 0.
Recall that an ideal of a lattice L is a subset of L that is downward directed and closed with respect to sums.
is the ideal of L generated by a. The following remark is crucial in the upcoming calculations.
2) This map induces an isomorphism of the lattice of left principal ideals
of S onto the ideal of the lattice L generated by xr = 0.
Proof. 1) For every right R-module N , the evaluation map provides an isomorphism of left End(N )-modules Hom
in M is generated by a pp-formula ψ such that ψ → φ. Thus ev is well defined and preserves the ordering.
We check that ev reflects the ordering. Suppose that ev(Sg) = ψ is such
finitely presented, and ψ → φ, by
It is easily checked that every pp-formula below xr = 0 generates the pp-type of some element of M , hence ev is onto.
Now we are able to sketch the lattice of left principal ideals of S.
Pun1
[20, Prop. 6.4] Figure   fig2 2 represents the ideal of the lattice L generated by xr = 0. Similarly Figure   fig3 3 represents the lattice of left principal ideals of S,
and h ∈ J(S).
Lfg Corollary 3.6. Furthermore Figure   fig4 4 shows the position of the ideals I and K in this lattice. In particular, S K is cyclic and uniserial, and S I is not finitely generated. 
3.
Since M is finitely presented, (1)). Furthermore, the pp-formulae that imply a non-trivial divisibility formula, form a chain in Figure   fig2 2.
Thus S K is uniserial and generated by any f ∈ K \ I.
Similarly, g ∈ I iff a new annihilator formula (stronger than xr = 0) appears in pp M (g (1)). These pp-formulae are not necessarily comparable in Figure   fig2 2, hence S I is not uniserial.
Most of the results of this paper are valid for any nearly simple uniserial domain R. However sometimes we need to put some extra condition on R. The most common one will be that J(R) is countably generated as a 
ε} defines a cone on G. If F is a field, then, as in the same example, we can localize the semigroup ring F P at the two-sided ideal F P + to obtain a nearly simple uniserial domain R such that every (nontrivial) principal right ideal of R is generated by some g ∈ P + .
However in this case the cone P is not pure, that is,
= ε} is a nontrivial (non-normal) subgroup of G, therefore the right principal ideals of R correspond to right cosets of H in G. Namely, for
Thus the chain of (nonzero) principal right ideals of R is naturally isomorphic to (R, ≤).
Some preliminaries
S-prel
If f / ∈ K (that is, if f is an epimorphism), then the left annihilator of f , ann(S)(f ), is zero. Otherwise f is non-epi, and we calculate the left annihilator of f in the following lemma.
ann-nepi Lemma 4.1.
is a nonzero finitely presented uniserial module.
Clearly g is the cokernel of f in the category of all R-modules. Then every
If g / ∈ I (that is, if g is a monomorphism), then the right annihilator of g, ann(g)(S), is zero.
The following lemma is dual to Lemma ann-nepi 4.1. 
In what follows we calculate in D, the quotient (skew) field of R. As we Let f be given by left multiplication by s. We claim that f defines a monomorphism of M which is not epi. Since s ∈ J(R), by Lemma 
Similarly, since (t/5 + 3/5)(ε) > ε, we conclude that (1/5, 3/5) ∈ J(R), 
It remains to check that im(f ) = ker(g). Clearly the kernel of g is 
2) If g ∈ I \K (i.e., if g is non-mono and epi), then the double annihilator
of Sg is equal to Sg. In particular, Sg = ann(S)(f ) for some f ∈ K \ I such that ker(g) = im(f ).
Proof. We prove only 2). The arguments for 1) are similar.
By Lemma
ann-nmono 4.2, ann(g)(S) = f S for some f ∈ K \ I such that ker(g) = im(f ). Furthermore, by Lemma
By Remark annih'
4.5, the pp-types of g (1) and g ′ (1) in M contain the same annihilator formulae. Since g, g ′ / ∈ K, these pp-types contain no non-trivial divisibility formula. Looking at the lattice of pp-formulae over R ( Figure   fig1 1),
we conclude that g (1) and g ′ (1) have the same pp-type. Since M is finitely presented, it follows readily that Sg = Sg ′ .
Finitely presented modules
FP
In this section we describe the finitely presented S-modules. As a first approximation we prove the following. Proof. Suppose that A is an n × n matrix over S, and apply induction on n.
Step 1. Suppose that some entry a ij of A is a unit.
Then, by elementary operations of rows and columns, we can kill all the elements, but a ij , in the ith row and the jth column. After that apply induction to the minor A ij .
Step 2. Suppose that the ith row of A contains an element a ij ∈ K \ I, and also contains an element a ik ∈ I \ K.
Then, adding the jth column to the kth, we obtain the unit a ij + a ik on the ik position. Similarly, we may reduce to Step 1 if some column of A contains an element from K \ I and an element from I \ K.
Step 3. Suppose that A contains elements from K \ I and from I \ K, say, a ij ∈ K \ I and a kl ∈ I \ K. If i = k (that is, these elements are in the same row), or j = l (that is, these elements are in the same column), we reduce to Step 2.
Thus, we may assume that i ̸ = k and j ̸ = l. Consider a il . If a il is invertible, we proceed as in Step 1.
If a il ∈ K \ I then, since a kl ∈ I \ K, we follow Step 2 again. Similarly if a il ∈ I \ K, we can use a ij ∈ K \ I to obtain a unit in the ith row of A.
Thus we may assume that a il ∈ J(S). By similar arguments we may suppose that a kj ∈ J(S). Then, adding the kth row to the ith, we obtain a ij + a kj ∈ K \ I as the ij-entry; and a il + a kl ∈ I \ K as the il-entry. Thus we may proceed as in Step 2 again.
Step 4 Otherwise we may assume that a 1 = a 11 ∈ K \ I. Then Sa 1 = K, hence, using the first row, we can kill all the elements, but a 1 , in the first column.
Applying induction to the minor A 11 , we may further suppose that A has the following form:
Adding the first column, if necessary, we may assume that a i ∈ K \ I for every i. Then the right ideals a i S are linearly ordered by inclusion (since the left ideals Sg, g ∈ I \ K are linearly ordered by inclusion, and apply the
If a i ∈ Sb i for some i ≥ 2, we can kill a i using the ith row, and then apply induction to the minor A ii . Therefore, since S K is uniserial, we may
Now if a i ∈ a 1 S for some i ≥ 2, we can kill this a i using the first column, and apply induction to the minor A ii . Otherwise we may assume that a i ∈ a 2 S for every i. Then (since b 2 = c 2 a 2 ) we can kill b 2 , using the first row, and after that kill all the a i , i ̸ = 2, using the second column.
It remains to apply induction to the minor A 12 .
The following conclusion is standard.
RD Corollary 5.2. Every finitely presented left S-module is isomorphic to a finite direct sum of modules S/Ss i , s i ∈ S.
Recall that S has two simple modules: S/K and S/I. The following lemma shows that one of them is injective.
siminj Lemma 5.3. S/K is a simple injective left S-module, and S/I is a simple injective right S-module.
Proof. S/K is a simple module over its endomorphism ring S/K. It follows easily that S/K is pure-injective. By
J-L
[12, Prop. 7.23], a pure-injective module is injective iff it is injective with respect to finitely generated ideals.
Since S is Bezout, it suffices to check that S/K is injective with respect to principal ideals of S.
Thus, let h ∈ S,s ∈ S/K be such that ann(S)(h) ⊆ ann(S)(s) (i.e., s is divided by h in some extension of S/K), and we have to prove that s ∈ h(S/K). We may assume thats ̸ = 0, hence ann(S)(s) = K.
From Lemma
ann-nepi 4.1 it follows that h / ∈ K. Since S/K is a simple right S-module, there is t ∈ S such thatht =s. Then ht =s, which shows divisibility.
That S/I S is injective follows by symmetric arguments.
Proof. As in Corollary dann
we have ann(h)(S) =
and ann(S)(f ′ ) = Sg ′ , where g ′ ∈ I \ K is such that ker(h) = ker(g ′ ).
Let p = pp M (h (1)) and q = pp M (g ′ (1)). These pp-types have the same annihilator formulae. From h ∈ J(S) it follows that p contains a nontrivial divisibility formula, but q does not. Looking at the lattice of pp-formulae ( Figure   fig1 1), we see that q ⊂ p.
Then there exists f ∈ S which sends g ′ (1) to h(1), therefore f g ′ = h.
Since f adds a new divisibility formula to q, we conclude that f ∈ K.
Furthermore, f does not change the annihilator part of p, hence f / ∈ I. Now we are in a position to describe the structure of finitely presented left S-modules.
fpS Theorem 5.5. Every finitely presented left S-module is isomorphic to a finite direct sum of modules S S, S S/K, and S K. Furthermore, this decomposition is unique.
Proof. By Corollary 
5.2, every finitely presented left S-module is a finite direct sum of modules S/Ss, s ∈ S.
If s = 0, then S/Ss = S, and, if s is invertible, then S/Ss is a zero module. Thus we may assume that s ̸ = 0, and s is not a unit.
S-module.
Suppose that s = g ∈ I \ K. Then, by Corollary dann 4.6, Sg = ann(S)(f ) for
Otherwise s = h ∈ J(S). We prove that S/Sh ∼ = S/K ⊕ K. It remains to prove the uniqueness of this decomposition. Suppose that
is simple, it has the exchange property (for the definition of the exchange property see
Facb [5, p. 33] ). It readily follows that n = n ′ . After cancellation, we may assume that n = n ′ = 0.
Since S is a semilocal ring, by By symmetry, we obtain the following.
Sfp Corollary 5.6. Every finitely presented right S-module is isomorphic to a finite direct sum of modules S S , S/I S , and I S , and this decomposition is
unique.
Projective dimension
S-pdim
In this section we calculate the projective dimension of S. We choose f ∈ K \ I, in particular, Sf = K and S/K = S/Sf . By Lemma ann-nepi 4.1, ann(S)(f ) = Sg for some g ∈ I \ K such that im(f ) = ker(g). Then
In all statements of this section we keep this notation.
prdim Lemma 6.1. 1) The flat and projective dimension of S K is equal to 1.
2) The flat and projective dimension of S S/K is equal to 2.
Proof. 1) Since g is a left non-zero divisor, Sg ∼ = S is a free module. Then the short exact sequence 0 → Sg → S → Sf = K → 0 shows that both flat and projective dimension of S K does not exceed 1. It remains to check that K is not flat as a left S-module. Indeed, otherwise the above short exact sequence would be pure, hence split (since every pure embedding of finitely presented modules splits). But S has no nontrivial idempotents, a contradiction.
2) follows from 1) by standard shift arguments. 2) Arguing as in the proof of 1) we may assume that M ̸ = K is not contained in J(S), and we have to prove that M has projective dimension one. Looking at Figure   fig4 4 we conclude that M has a countable system of generators y 1 , y 2 , . . . ∈ I \ K and relations y 1 = g 2 y 2 , y 2 = g 3 y 3 , . . . , where
generator of S (ω) ) to y i . The kernel of this map is generated by the following elements:
, . . . . It follows easily that this kernel is free, hence M has projective dimension (at most) 1, as desired.
We have already seen that K is not flat as a left S-module. To prove that K S is a projective module, we need an auxiliary lemma.
Proof. Let m =ā, where a ∈ J(R). We may assume that m ̸ = 0, i.e. a / ∈ rR.
Then ag = r for some g ∈ J(R). Take any 0 ̸ = w ∈ J(R). By Fact Thus, left multiplication by sw defines an endomorphism f ∈ S. Since sw ∈ J(R), f is not epi. Since 1 + tg is a unit, by Lemma
Now we prove the promised result. 
, and so on.
Now K is projective using standard arguments (see
For instance, the proof of this lemma shows that K is an idempotent ideal.
Projective modules
S-proj
First we recall the following important fact.
Pri
[18, Thm. 2.3] If P and Q are projective modules over an arbitrary ring,
For semilocal rings this fact has a very simple reformulation. Suppose T is a semilocal ring with simples S 1 , . . . , S n . If P is a projective T -module, then the factor P/ J(P ) = P/P J(T ) is a direct sum of the S i : P/ J(P ) =
, where α i are cardinals. We call the vector (α 1 , . . . , α n ) the dimension vector of P , dim(P ). For instance, if P is a finitely generated projective module, then each coordinate in the dimension vector of P is finite; and each coordinate in the dimension vector of T is nonzero.
Over a semilocal ring projective modules are determined by their dimension vectors. If T is a semilocal ring, then the finite projective spectrum of T is the collection of the dimension vectors of all finitely generated projective Tmodules. For the purposes of this paper only we will define the infinite projective spectrum of T as the set of all dimension vectors of projective Tmodules without finitely generated direct summands. Finally, the spectrum of T is the collection of the dimension vectors of all projective T -modules.
In this short section we recall the classification of projective S-modules, hence give an example of the spectrum of a semilocal ring. The result is already known from
Pun1
[20] (see also 
Proof. Since S has only two maximal ideals, the dimension vector of every projective S-module P has only two coordinates: dim(P ) = (α, β). Furthermore, since S/I and S/K are skew fields, dim(S) = (1, 1).
By Kaplansky's theorem (see
, P is a direct sum of countably generated modules. Thus we may assume that P is countably generated,
If dim(P ) = (ω, ω) = dim(S (ω) ), then P is free by Fact pri-loc
It is also known (see
Pun2
[21, L. 2.6]), that α(P ) ≥ β(P ). Thus we may assume that
'Subtracting' k copies of S (that is, using projectives covers), it is easily
By Lemma Kproj 6.4, K S is a projective module, and it is easily shown that (or see
[21, L. 2.6]) that every finitely generated projective S-module P is free, hence dim(P ) = (n, n) for some n < ω. [5, Prop. 1.24] ) N is pureprojective iff N is a direct summand of a direct sum of finitely presented modules. In particular, every finitely presented module is pure-projective.
If N is a right T -module, add(N ) will denote the full subcategory of the category of right T -modules consisting of direct summands of finite direct sums of copies of N . Similarly if we allow to take arbitrary direct sums in this definition, we obtain the category Add(N ).
descr Remark 8.
A right S-module N is pure-projective if and only if N is in
Proof. By Corollary Sfp 5.6, every finitely presented right S-module is a finite direct sum of modules S S , I S , and S/I S ; then apply Warfield's result.
The objective of the next two sections is to give a complete classification of pure-projective right S-modules.
We begin with the following general lemma. Clearly if A ∈ Add(N ) and
is a direct sum of its submodules A ∈ Add(N ) and B ∈ Add(L).
Proof. Let U = End(N ⊕L). Then (see Facb [5, Thm. 4.7] ), the functor Hom(N ⊕ L, −) gives an equivalence between add(N ⊕ L), and the category of finitely generated projective right U -modules.
If N and L are finitely generated, this gives rise to an equivalence between Add(N ⊕ L), and the category of all projective right U -modules. We give the proof only in this case.
Since Hom(L, N ) = 0, we conclude that U =
by multiplication on the left. If e 1 = e 11 and e 2 = e 22 are matrix units, then U 12 = e 1 U e 2 = 0.
Note that N goes to Hom (N ⊕ L, N ) , that is, to e 1 U under this equivalence, and L goes to e 2 U . Thus, it suffices to prove that every projective right U -module is a direct sum of modules in Add(e 1 U ) and Add(e 2 U ).
Since U 12 = 0, it follows that X = e 2 U is a two-sided ideal in U such that U/e 2 U = e 1 U = e 1 U e 1 = U 1 is a ring. Thus every U 1 -module is a U -module (with respect to the projection U → U 1 ).
Since U 1 is a projective right U -module isomorphic to e 1 U , every projective right U 1 -module is a projective right U -module in Add(e 1 U ).
Let P be a projective right U -module. Then P/P X is a projective U/X = U 1 -module, hence P/P X is a projective right U -module in Add(e 1 U ). Then the short exact sequence 0 → P X → P → P/P X → 0 splits:
where Q ∼ = P/P X ∈ Add(e 1 U ), hence QX = 0. Multiplying this decomposition by X on the right, we obtain P X = P X 2 , i.e. P ′ = P ′ X, where
It remains to prove that P ′ ∈ Add(e 2 U ). Since P ′ is projective, there are morphisms α : P ′ → U (I) and β : U (I) → P ′ such that βα = 1 P ′ . Since
, hence the restriction of β to e 2 U (I) splits α. Thus it remains to investigate the category Add(S⊕I), which is equivalent to the category of projective right modules over S ′ = End(S ⊕ I). In the following lemma we show that this ring is semilocal. Proof. I S is a uniserial module, hence its Goldie dimension and its dual
Recall that S/I is a simple injective right S-module (by Lemma
Goldie dimension are equal to 1. Furthermore the Goldie dimension of S S is 1, and the dual Goldie dimension of S S is 2. It follows that the right Smodule S ⊕ I has finite Goldie dimension, and finite dual Goldie dimension.
Then its endomorphism ring is semilocal by Facb [5, Thm. 4.3] .
We need the following auxiliary lemma.
Proof. Since K is an S-S-bimodule, S acts on S K by multiplication on the right. This action is faithful. Indeed, if f ∈ K \ I and 0 ̸ = h ∈ S, then (since
Thus S is a subring of End( S K). By Corollary dann 4.6, ann(S)(f ) = Sg for some g ∈ I \ K such that ann(g)(S) = f S.
From gf = 0 it follows that g(f α) = (gf )α = 0. Thus f α ∈ ann(g)(S) = f S,
Then α is given by right multiplication by
The proof that End(I S ) ∼ = S is similar. Now we reveal the matrix structure of S ′ .
endSI Lemma 8.
S ′ = End(S S ⊕ I S ) is isomorphic to the ring ( S S I S
) .
Proof. Clearly End(S ⊕ I) is isomorphic to the ring It is readily checked that these identifications respect matrix multiplication.
Let e 1 = e 11 , e 2 = e 22 be matrix units in S ′ . In particular, 
any element of I \ K). It follows that a + bg ∈ aS + bI is invertible, hence 
From this we derive a description of the simple S ′ -modules.
Jac Proposition 8.8. The following is a complete list of simple right S ′ -modules:
Proof. By Lemma It is easily checked that S 2 ∼ = T 2 , but all the remaining simples are not isomorphic. Indeed, to prove that S 2 ∼ = T 2 choose any g ∈ I \ K and let
, this morphism is nonzero, hence an isomorphism.
Since End(S 1 ) = End(T 1 ) ∼ = S/I and End(S 2 ) = End(
Since S ′ is semilocal, the annihilators of simple S ′ -modules are exactly the maximal two-sided ideals of S ′ . In the following lemma we calculate them. Proof. By inspection.
Note that, apart from the finitely presented modules, we know by Lemma (at least if J(R) R is countably generated) that K S is a projective, hence pureprojective module. The following remark shows that J S is pure-projective.
Proof. Since I + K = S and S is projective, the short exact sequence 0 → Let P be a projective right S ′ -module. Define α(P ) to be the dimension of the vector space P/P A over the skew field S ′ /A ∼ = S/I. Note that this is just the multiplicity of the simple S ′ -module S 1 in the (homogeneous semisimple) module P/P A.
Similarly, let β(P ) denote the dimension of the vector space P/P B over the skew field S ′ /B ∼ = S/I. This is equal to the multiplicity of the simple
Finally, let us consider the module P/P C over the (semisimple artinian)
ring S ′ /C = M 2 (S/K). Then P/P C is a direct sum of copies of the unique simple M 2 (S/K)-module S 2 . Let γ(P ) be the multiplicity of this simple in P/P C.
Thus the dimension of P , dim(P ), is a triple of cardinals (α(P ), β(P ), γ(P )).
Now we are in a position to calculate the dimensions of known indecomposable pure-projective S-modules. We we will use the same letter to denote a pure-projective right S-module N , and its image Hom(S ⊕ I, N ) which is a projective right S ′ -module. The remaining part of the proof is just matrix calculations.
Thus dim(S) = (1, 0, 1).
2) Note that K goes to Hom(S ⊕ I, K), which can be identified with (
.
5.4 for the equality KI = J).
see a remark after Lemma Kproj 6.4).
Thus dim(K) = (1, 0, 0).
To make the above identification more transparent, note that (
, hence β(I) = 1.
Thus dim(I) = (0, 1, 1).
4) J goes to Hom(S ⊕ I, J) which can be identified with
Thus dim(J) = (0, 1, 0).
Concerning the above identification, note that
are generators for We observe some properties of the two-sided ideal C.
Note that C S ′ is a direct sum of projective right S ′ -modules: ( In particular, we may consider P as a projective S ′ -module.
By Kaplansky's theorem we may assume that P is countably generated, hence α(P ), β(P ), γ(P ) ≤ ω. First we eliminate the case when α(P ) = β(P ) = γ(P ) = ω. Indeed, by Proposition Otherwise we may assume that one of the dimensions, α(P ), β(P ), or γ(P ), is finite. Now we reduce the classification to the case when one of coordinates is zero. is the projective cover of S 2 ⊕ T 1 ∼ = T 2 ⊕ T 1 .
Suppose that α(P ) = k > 0 is the minimal finite number among α(P ), β(P ), and γ(P ). Using projective covers, it is easily seen that P = P ′ ⊕e 1 S ′k , hence (calculating dimensions) α(P ′ ) = 0.
Similarly if β(P ) = k > 0 is minimal finite number between α(P ), β(P ), and γ(P ), then P = P ′ ⊕ e 2 S ′k , where β(P ′ ) = 0.
Finally if γ(P ) > 0 is minimal and finite, then we can use either e 1 S ′ or e 2 S ′ to guarantee γ(P ′ ) = 0.
Thus we may assume that one of the coordinates, α(P ), β(P ), or γ(P ) is zero.
Below we give an easy structure theory for P in the case when α(P ) = 0, or β(P ) = 0. For the following lemma note that any countably generated pure right ideal of any ring is projective.
PQ Lemma 8.15. Let P be a pure right ideal of a ring T , and let Q be a projective right T -module. Then Q ∈ Add(P ) if and only if Q = QP .
Proof. Suppose that Q ∈ Add(P ), and take any m ∈ Q. Then there is a morphism f = ∑ i f i : P k → Q such that m ∈ im(f ), i.e. 2) If α(P ) = 0, then P ∈ Add(e 2 S ′ ), hence P ∼ = e 2 S ′(λ) ⊕ J (µ) .
Proof. 1) β(P ) = 0 means that P = P B. To prove P ∈ Add(e 1 S ′ ), it suffices by Remark . Now S goes to e 1 S ′ via the above equivalence, and we use K to denote the image of K.
2) α(P ) = 0 means P = P A. To prove P ∈ Add(e 2 S ′ ), it suffices by Thus P ∈ Add(e 2 S ′ ). Now the category Add(e 2 S ′ ) is equivalent to the category of projective right End(e 2 S ′ )-modules, and End(e 2 S ′ ) = e 2 S ′ e 2 =
S.
By Theorem proj-class 7.3, every projective right S-module is of the form S (λ) ⊕ K (µ) . Now S corresponds to e 2 S ′ (i.e., I) via the above equivalence, and K corresponds to J.
Thus it remains to consider the case dim(P ) = (α, β, 0), where 0 < α, β ≤ ω. By Proposition 
