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Abstract
We generalize Brudno’s theorem of 1-dimensional shift dynamical
system to Zd (or Zd+) subshifts. That is to say, in Z
d (or Zd+) sub-
shift, the Kolmogorov-Sinai entropy is equivalent to the Kolmogorov
complexity density almost everywhere for an ergodic shift-invariant
measure.
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1 Introduction
In a topological dynamical system, A. A. Brudno defined a complexity of
the trajectory of a point in the space by using the notion of Kolmogorov
complexity, and showed the relationship between this quantity and the
Kolmogorov-Sinai entropy [2]. As a preliminary step, Brudno considered
the 1-dimensional shift dynamical system and showed that, for an ergodic
shift-invariant measure, the Kolmogorov complexity density is equal to the
Kolmogorov-Sinai entropy almost everywhere [2, Theorem 1.1].
∗Corresponding author. E-mail: t-fuda@math.sci.hokudai.ac.jp
†Present affiliation: NEC Corporation, 5-7-2, Shiba, Minato, Tokyo, Japan.
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A partial approach to generalize this theorem to a d-dimensional case is
found in [7]. S. G. Simpson showed that, in Zd (or Zd+) subshifts, there exists
a point such that its Kolmogorov complexity density is coincident with the
topological entropy [7]. Examining Simpson’s proof, we see that what he
showed substantively is that the Kolmogorov complexity density is equal
to the Kolmogorov-Sinai entropy almost everywhere only for a measure of
maximal entropy.
The purpose of this paper is to generalize the Brudno’s theorem of the
Z1+-action shift dynamical system to Z
d (or Zd+) subshifts. The main theorem
is the following:
Theorem 3.1 (Brudno’s theorem for Zd (or Zd+) subshifts) If µ ∈ EM(S, ς),
then
K(ω) = hς(µ), µ-a.e.ω ∈ S. (3.1)
Here S denotes Zd (or Zd+) subshift, ς denotes the shift action on S,
EM(S, ς) denotes the set of all ergodic shift-invariant measures on the topo-
logical dynamical system (S, ς), K(ω) denotes the Kolmogorov complexity
density of ω, and hς(µ) denotes the Kolmogorov-Sinai entropy of the measure
preserving dynamical system (S,B(S), µ, ς). We give the rigorous definition
of these terms in Section 2.
In Section 2, we introduce some basic mathematical notions in ergodic
theory, Kolmogorov complexity and shift dynamical systems. We used [3]
and [4] as main references for this section. Using these basic notions, we
define the Kolmogorov complexity density of each point of ΣZ
d
(or ΣZ
d
+)
naturally.
In Section 3, we prove the main theorem. The proof directly uses an
idea of Brudno’s original paper, i.e., Shannon-McMillan-Breimann theorem
and the notion of frequency set.
In the last section, as an application of the main theorem, we show a
variational principle using the Kolmogorov complexity density.
2 Some Mathematical Preliminaries
We first give quick reviews for some mathematical results related to the
main theorem. Descriptions of this section are restricted to a minimum and
all the contents in this section are well known. We write
N = {1, 2, · · · }, Z = {· · · ,−2,−1, 0, 1, 2, · · · }, Z+ = {0, 1, 2, · · · }.
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For an arbitrary fixed d ∈ N, we set G := Zd or G := Zd+. For all n ∈ N, let
Λn := {g = (gi)
d
i=1 ∈ G : ∀i ∈ {1, · · · , d}, |gi| < n}.
Then we have
|Λn| =
{
(2n− 1)d (G = Zd),
nd (G = Zd+),
where we denote by |A| the cardinality of a set A.
2.1 Ergodic theory
2.1.1 Measure preserving dynamical system
First, let us define Kolmogorov-Sinai entropy, also known as measure-theoretic
entropy.
Definition 2.1 (Measure preserving dynamical system) Let (X,B, µ)
be a probability space and T = (T g)g∈G be a family of maps on X such that
(1) µ is T-invariant, i.e., ∀g ∈ G,∀A ∈ B, µ(T−gA) = µ(A) (where
T−g := (T g)−1);
(2) T is a measurable action of G on X, i.e., T g : X → X is measurable for
all g ∈ G, T 0 = IX (the identity map on X) and ∀g, g
′ ∈ G,T g+g
′
=
T g ◦ T g
′
(if G = Zd, then (T g)−1 = T−g holds).
We call such a quadruple (X,B, µ,T) a measure preserving dynamical sys-
tem (m.p.d.s.).
Definition 2.2 Let (X,B, µ,T) be a m.p.d.s.. A B-measurable function f
on X is said to be T-invariant mod µ if and only if ∀g ∈ G, f ◦ T g = f
(µ-a.s.). A set A ∈ B is said to be T-invariant mod µ if and only if 1A
is T-invariant mod µ, where we denote the characteristic function of A by
1A. We write Iµ(T) := {A ∈ B : A is T-invariant mod µ} = {A ∈ B : ∀g ∈
G,µ(T−gA△A) = 0}, where △ denotes the symmetric difference.
Theorem 2.3 (Birkhoff’s ergodic theorem) Let (X,B, µ,T) be a m.p.d.s..
Then, for all f ∈ L1(X,µ), there exists the limit
f¯(x) := lim
n→∞
1
|Λn|
∑
g∈Λn
f(T gx), µ-a.s. x,
3
and f¯ ∈ L1(X,µ). Moreover, f¯ is T-invariant mod µ and
∀A ∈ Iµ(T),
∫
A
f¯ dµ =
∫
A
fdµ.
Proof. See [3]. 
Definition 2.4 (Ergodicity) Let (X,B, µ,T) be a m.p.d.s. If for all f ∈
L1(X,µ)
f¯ =
∫
X
fdµ, µ-a.s. x
holds, then the m.p.d.s. (X,B, µ,T) is said to be ergodic. In this case, µ
is called an ergodic T-invariant probability measure on the measurable space
(X,B).
Although there are several equivalent conditions of ergodicity, only the
above-mentioned condition is used in this paper.
Definition 2.5 (µ-partition) Let (X,B, µ) be a probability space. A fam-
ily of measurable sets α = {Ai : i ∈ I} ⊂ B is called a µ-partition of X if
the following conditions hold:
µ(Ai ∩Aj) = 0 (i 6= j), µ
(
X \
⋃
i∈I
Ai
)
= 0 and µ(Ai) > 0 (∀i ∈ I).
Accordingly, α is at most countable. If |I| < ∞ is holds, then α is called a
finite µ-partition.
Let α and β be µ-partitions of X. The common refinement of α and β
α ∨ β := {A ∩B : A ∈ α,B ∈ β, µ(A ∩B) > 0}
is a µ-partition of X.
Definition 2.6 (Information and entropy of a µ-partion) Let (X,B, µ)
be a probability space, and α be a µ-partition of X. The information of α is
the measurable function Iα on X defined by
Iα(x) := −
∑
A∈α
log2 µ(A) · 1A(x), x ∈ X.
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The entropy of α is defined by the average information, i.e.,
H(α) :=
∫
X
I(α)dµ =
∑
A∈α
ϕ(µ(A)),
where we define the function ϕ : [0,∞)→ R by
ϕ(t) :=
{
−t log2 t (t > 0),
0 (t = 0).
From Kolmogorov complexity’s point of view, we choose the binary log-
arithm log2 instead of loge.
Definition 2.7 (Dynamical entropy relative to a partition) Let (X,B, µ,T)
be a m.p.d.s. and α be a µ-partition of X. We set T−gα := {T−gA : A ∈ α}
for each g ∈ G and αΛ :=
∨
g∈Λ T
−gα for a finite subset Λ ⊂ G. The dy-
namical entropy of the m.p.d.s. (X,B, µ,T) relative to the partition α is
defined by
h(µ, α,T) := inf
n>0
1
|Λn|
H(αΛn).
Theorem 2.8 Let (X,B, µ,T) be a m.p.d.s. and α be a µ-partition of X.
Then
h(µ, α,T) = lim
n→∞
1
|Λn|
H(αΛn).
Proof. See [3]. 
Theorem 2.9 (Shannon-McMillan-Breiman) Let (X,B, µ,T) be an er-
godic m.p.d.s. and α be a µ-partition of X with H(α) <∞. Then
h(µ, α,T) = lim
n→∞
1
|Λn|
IαΛn in L
1(X,µ).
Moreover, if α is finite, then this convergence holds also for µ-a.s.
Proof. See [3, 5]. 
Definition 2.10 (Kolmogorov-Sinai entropy) The Kolmogorov-Sinai en-
tropy (KS entropy) of the m.p.d.s (X,B, µ,T) is defined by
hT(µ) := sup{h(µ, α,T) : α is a µ-partition with H(α) <∞}.
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Definition 2.11 (µ-generator) Let (X,B, µ,T) be a m.p.d.s.. A µ-partition
α is called a µ-generator if αG = B mod µ, where this equation means that
∀A ∈ B,∃B ∈ αG, µ(A△B) = 0.
Theorem 2.12 (Kolmogorov-Sinai) Let (X,B, µ,T) be a m.p.d.s. and
α be a µ-generator such that H(α) <∞. Then hT(µ) = h(µ, α,T).
Proof. See [3]. 
2.1.2 Topological dynamical system
We give the definition of topological dynamical system and its entropy via
a variational principle of KS entropy.
Definition 2.13 (Topological dynamical system) The pair (X,T) is called
a topological dynamical system (t.d.s.) if the following conditions hold:
(1) X is a compact metrizable space;
(2) T = (T g)g∈G is a continuous action of G on X, i.e., for all g ∈ G,
T g : X → X is continuous.
In this setting we denote by B(X) the Borel σ-algebra of X. By (2), T is a
measurable action of G on X.
Let (X,T) be a t.d.s.. We denote by M(X) the set of all probability
measures on the Borel measurable space (X,B(X)), by M(X,T) the set of
all T-invariant probability measures on (X,B(X)) and by EM(X,T) the set
of all ergodic members in M(X,T), respectively.
Theorem 2.14 (Krylov-Bogolubov) If X 6= ∅ and (X,T) is a t.d.s.,
then M(X,T) 6= ∅.
Proof. See [3]. 
Obviously, if µ ∈M(X,T) then (X,B(X), µ,T) is a m.p.d.s.. We define
a concept of topological entropy of a t.d.s. (X,T) as follows.
Definition 2.15 (upper semicontinuous function) Let Y be a topolog-
ical space. We set
USC(Y ) := {f : Y → [−∞,∞) : ∀c ∈ R, {y ∈ Y : f(y) < c} is open} ,
and an element of USC(Y ) is called an upper semicontinuous function on
Y .
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Definition 2.16 (Pressure, topological entropy, equilibrium state)
Let (X,T) be a t.d.s. and let ψ ∈ USC(X), inf ψ > −∞. The pressure of
ψ is defined by
p(ψ) := sup
µ∈M(X,T)
(hT(µ) + µ(ψ))
where µ(ψ) :=
∫
X
ψ(x)dµ(x). A measure ν ∈ M(X,T) is called an equilib-
rium state for ψ ∈ USC(X) if
p(ψ) = hT(ν) + ν(ψ).
In particular, p(0) = supµ∈M(X,T) hT(µ) is called the topological entropy of
(X,T), and the equilibrium state for ψ = 0 is called a measure of maximal
entropy for T.
Theorem 2.17 (Ergodic decomposition) Let (X,T) be a t.d.s.. Then,
for each µ ∈ M(X,T), there uniquely exists a measure ρ on the space
M(X,T) (with respect to the Borel σ-algebra associated to the weak-∗ topol-
ogy) such that
(1) for any bounded measurable function f : X → R we have∫
X
f(x)dµ(x) =
∫
EM(X,T)
{∫
X
f(x)dν(x)
}
dρ(ν).
(2) ρ(EM(X,T)) = 1.
Proof. See [3, 6, 8]. 
Since µ(A) =
∫
EM(X,T) ν(A)dρ(ν) for a measurable set A ∈ B(X), we
write µ =
∫
EM(X,T) νdρ(ν) which is called the ergodic decomposition of µ.
Theorem 2.18 (Jacobs’s theorem) Let (X,T) be a t.d.s.. If µ ∈M(X,T)
and µ =
∫
EM(X,T) νdρ(ν) is the ergodic decomposition of µ, then we have
hT(µ) =
∫
EM(X,T)
hT(ν)dρ(ν).
Proof. See [3, 8]. 
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2.2 Kolmogorov complexity
Let A be a nonempty finite set. Without loss of generality, we set A :=
{0, 1, · · · , N} where N ∈ Z+.
We define the set of all finite strings over A as follows.
A∗ :=
∞⋃
n=0
An = {λ, 0, 1, · · · , N, 00, 01, · · · , 0N, 10, · · · , 1N, · · · , NN, 000, · · · }
where A0 = {λ} and λ denote the empty string.
We often identify A∗ with Z+ or Z by using the bijective map IA∗→♯ :
A∗ → ♯ (♯ ∈ {Z+,Z}) defined by the following.
IA∗→Z+(x) :=

n−1∑
k=0
(N + 1)k +
n∑
k=1
ak(N + 1)
n−k, x = a1a2 · · · an ∈ A
n (n ∈ N),
0, x = λ,
IA∗→Z(x) := α
(
IA∗→Z+(x)
)
where α(n) := (−1)n+1⌊n+12 ⌋ for all n ∈ Z+.
For example, the case of A = {0, 1} is as follows:
x λ 0 1 00 01 10 11 000 001 · · ·
I{0,1}∗→Z+(x) 0 1 2 3 4 5 6 7 8 · · ·
x λ 0 1 00 01 10 11 000 001 · · ·
I{0,1}∗→Z(x) 0 1 −1 2 −2 3 −3 4 −4 · · ·
For convenience, we define I♯→A∗ := I
−1
A∗→♯.
The map A∗ × A∗ ∋ (x, y) 7→ xy ∈ A∗ is called the concatenation. The
set A∗ with the concatenation is a monoid with identity element λ, i.e.,
(xy)z = x(yz) for all x, y, z ∈ A∗ and λx = xλ = x for all x ∈ A∗.
The length of x ∈ A∗ is denoted by l(x) which is defined by l(x) = n
def
⇔
x ∈ An. Obviously, we have for all x, y ∈ A∗, l(xy) = l(x) + l(y).
For all x, y ∈ A∗, we call x a prefix of y if there exists z ∈ A∗ such that
y = xz. A set A ⊂ A∗ is said to be prefix-free if, for all x ∈ A, the elements
of A \ {x} is not a prefix of x. We set for all x ∈ A∗
x¯ := 1 · · · 1︸ ︷︷ ︸
l(x)
0x
then we have l(x¯) = 2l(x) + 1.
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Let A1,A2 be a nonempty finite set. Let D be a subset of A
∗
1 and let f
be a function from D to A∗2. If D ( A
∗
1, we call such a function f a partial
function and write f : A∗1  A
∗
2, and if D = A
∗
1 then we call f a total
function.
A partial function φ : A∗  A∗ is said to be partial recursive if and only
if there exists a Turing machine M such that φ is computed by M , i.e., for
all x ∈ A∗, M halts if and only if x ∈ dom(φ), in that case, M outputs φ(x).
A partial function φ : A∗1  A
∗
2 is partial recursive if there exists a
partial recursive function ψ : A∗1  A
∗
1 such that φ = IZ+→A∗2 ◦ IA∗1→Z+ ◦ ψ.
A partial recursive prefix function φ : A∗1  A
∗
2 is a partial recursive
function such that dom(φ) is prefix-free.
Let φ : {0, 1}∗  A∗ be a partial recursive prefix function. For all
x ∈ A∗, the complexity of x with respect to φ is defined by
Kφ(x) :=
{
min{l(p) : p ∈ φ−1(x)}, (φ−1(x) 6= ∅),
∞ (φ−1(x) = ∅).
A partial recursive prefix function φ : {0, 1}∗  A∗ is said to be additively
optimal if for all partial recursive prefix function ψ : {0, 1}∗  A∗, there
exists a constant cφ,ψ ∈ R such that
∀x ∈ A∗, Kφ(x) ≤ Kψ(x) + cφ,ψ.
Theorem 2.19 There exists an additively optimal partial recursive prefix
function.
Proof. See [4]. 
For each pair (φ,ψ) of additively optimal partial recursive prefix func-
tions from {0, 1}∗ to A∗, there exists a constant cφ,ψ > 0 such that for all
x ∈ A∗, |Kφ(x)−Kψ(x)| ≤ cφ,ψ.
It is easily seen that any additively optimal partial recursive prefix func-
tion is surjective.
Definition 2.20 We fix one additively optimal partial recursive prefix func-
tion φ : {0, 1}∗  A∗. We define the prefix Kolmogorov complexity of x ∈ A∗
by
K(x) := Kφ(x).
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2.3 Shift dynamical system
Let Σ be a nonempty finite set, and we set Ω := ΣG. By Tychonoff’s
theorem, Ω endowed with the product topology of the discrete topology on
Σ is a compact topological space. It is well-known that this topology is also
generated by the metric d(ω, ω′) = 2−n(ω,ω
′) where n(ω, ω′) = sup{n ∈ N :
∀g ∈ Λn, ωg = ω
′
g} for all ω = (ωg)g∈G, ω
′ = (ω′g)g∈G ∈ Ω. For all n ∈ N and
for all s ∈ ΣΛn , we define the cylinder set of s by [[s]] := {ω ∈ Ω : ω ↾ Λn = s}
where ω ↾ Λn denotes the restriction of ω to Λn. Note that [[s]] is a clopen
set. For all n ∈ N, let Cn be the family of cylinder sets on Σ
Λn , i.e.,
Cn := {[[s]] : s ∈ Σ
Λn},
and set C :=
⋃
n Cn. The set C generates the Borel σ-algebra B(Ω).
We set
ΣΛ∗ :=
∞⋃
n=0
ΣΛn
where ΣΛ0 := {λ} and for all n ∈ N,ΣΛn := {(ωg)g∈Λn : ∀g ∈ Λn, ωg ∈ Σ},
and write [[V ]] :=
⋃
s∈V [[s]] for all V ⊂ Σ
Λ∗ .
Let σg : Ω → Ω denote the shift by g ∈ G, i.e., (σgω)i := ωi+g for all
ω = (ωg)g∈G, and we write σ := (σ
g)g∈G. Then σ is a continuous action of
G on Ω. Hence (Ω, σ) is a t.d.s.. Note that σ is a map from G × Ω to Ω,
i.e., σ : G× Ω ∋ (g, ω) 7→ σg(ω) ∈ Ω.
A nonempty subset S ⊂ Ω is called a subshift if and only if S is shift-
invariant (i.e. ∀g ∈ G,σg(S) = S) and S is closed. If S ⊂ Ω is a subshift,
then (S, σ ↾ (G× S)) is a t.d.s.. There exists a measure of maximal entropy
measure for σ ↾ (G× S) (see [3]).
We call f : G → Z+ a computable function if there exists a partial
recursive prefix function φ : {0, 1}∗ → {0, 1}∗ such that for all (x1, · · · , xd) ∈
G,
f(x1, · · · , xd) = (I{0,1}∗→Z+◦φ)
(
I♯→{0,1}∗(x1) · · · I♯→{0,1}∗(xd−1)I♯→{0,1}∗(xd)
)
where
♯ =
{
Z, G = Zd,
Z+, G = Z
d
+.
We fix an arbitrary bijective computable function f : G→ Z+ such that
for all n ∈ N,
f(Λn) = {0, 1, · · · , |Λn| − 1}
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and define G : ΣΛ∗ → Σ∗ as follows.
G(s) :=
{
sf−1(0) · · · sf−1(|Λn|−1), s = (sg)g∈Λn ∈ Σ
Λn (n ∈ N),
λ, s = λ.
We define the prefix Kolmogorov complexity of s ∈ ΣΛ∗ by
K(s) := K(G(s)).
Lemma 2.21 For all n ∈ N and k ∈ R≥0, we define
Dn,k := {s ∈ Σ
Λn : K(s) < k}.
Then
|Dn,k| ≤ 2
k+1.
Proof. Note that for all s ∈ ΣΛn (n ∈ N), K(s) = Kφ(G(s)) 6=∞ . We define
ψ : ΣΛn → {0, 1}∗ such that the following condition holds.
ψ(s) = ps ⇐⇒ φ(ps) = G(s) and K(s) = l(ps).
For all s, t ∈ ΣΛn , we have
s 6= t =⇒ φ(ps) 6= φ(pt) =⇒ ps 6= pt
then ψ is injective. Therefore
|Dn,k| = |{s ∈ Σ
Λn : ∃ps ∈ {0, 1}
∗, ψ(s) = ps, l(ps) < k}|
≤ |{p ∈ {0, 1}∗ : l(p) < k}|
≤ 1 + 2 + · · ·+ 2⌊k⌋ = 2⌊k⌋+1 − 1 ≤ 2k+1.

Definition 2.22 (Kolmogorov complexity density) The upper and lower
Kolmogorov complexity density of ω ∈ Ω are defined by
K(ω) := lim sup
n→∞
K(ω ↾ Λn)
|Λn|
, K(ω) := lim inf
n→∞
K(ω ↾ Λn)
|Λn|
.
If K(ω) = K(ω), we simply denote them by K(ω), i.e.,
K(ω) := lim
n→∞
K(ω ↾ Λn)
|Λn|
.
Remark 2.23 The quantities K(ω) and K(ω) are independent of the choice
of additively optimal partial recursive prefix function φ and G and uniquely
defined.
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3 Relation between KS entropy and Kolmogorov
complexity
Let d ∈ N, G = Zd or G = Zd+, Σ be a nonempty finite set, and S ⊂
Ω (:= ΣG) be a subshift. Other notations are the same as before. We set
ς := σ ↾ (G× S). Note that (S, ς) is a t.d.s. We now state the main result.
Theorem 3.1 (Brudno’s theorem for Zd (or Zd+) subshifts) If µ ∈ EM(S, ς),
then
K(ω) = hς(µ), µ-a.e.ω ∈ S. (3.1)
Remark 3.2 Brudno’s original result is on the case G = Z+ only [2]. In
the case G = Zd or G = Zd+, Simpson showed that if µ is a measure of
maximal entropy, then (3.1) holds [7]. Our theorem is a generalization of
them.
We prove Theorem 3.1 by giving two lemmas.
Lemma 3.3 If µ ∈ EM(S, ς), then
K(ω) ≥ hς(µ), µ-a.e.ω ∈ S. (3.2)
Proof. If hς(µ) = 0, then (3.2) is obvious.
Let hς(µ) > 0 and fix an arbitrary k ∈ N such that
1
k
< hς(µ). For all
n ∈ N, we set
D˜n,k :=
{
s ∈ ΣΛn :
K(s)
|Λn|
≤ hς(µ)−
1
k
}
.
By Lemma 2.21, we have
|D˜n,k| ≤ 2
|Λn|(hς(µ)−
1
k
)+1. (3.3)
We fix an arbitrary ǫ ∈
(
0, 1
k
)
and set
Tn,k,ǫ :=
{
s ∈ ΣΛn : µ([[s]] ∩ S) < 2−|Λn|(hς(µ)−
1
k
+ǫ)
}
.
By Shannon-McMillan-Breiman theorem (Theorem 2.9), the following holds
for µ-a.e. ω ∈ S
∃Nω,∀n ≥ Nω,
∣∣∣∣hς(µ)− − log2 µ([[ω ↾ Λn]] ∩ S)|Λn|
∣∣∣∣ < 1k − ǫ.
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Note that∣∣∣∣hς(µ)− − log2 µ([[ω ↾ Λn]] ∩ S)|Λn|
∣∣∣∣ < 1k − ǫ =⇒ − log2 µ([[ω ↾ Λn]] ∩ S)|Λn| > hς(µ)− 1k + ǫ
⇐⇒ 2−|Λn|(hς(µ)−
1
k
+ǫ) > µ([[ω ↾ Λn]] ∩ S)
⇐⇒ ω ↾ Λn ∈ Tn,k,ǫ
⇐⇒ ω ∈ [[Tn,k,ǫ]] ∩ S.
Hence we have for µ-a.e. ω ∈ S
∃Nω,∀n ≥ Nω, ω ∈ [[Tn,k,ǫ]] ∩ S. (3.4)
On the other hand, by (3.3) and the definition of Tn,k,ǫ, we have
µ([[D˜n,k]] ∩ [[Tn,k,ǫ]] ∩ S) = µ
 ⋃
s∈D˜n,k∩Tn,k,ǫ
[[s]] ∩ S

≤
∑
s∈D˜n,k∩Tn,k,ǫ
µ([[s]] ∩ S)
≤ 2|Λn|(hς(µ)−
1
k
)+1 · 2−|Λn|(hς(µ)−
1
k
+ǫ) = 2−|Λn|ǫ+1.
Hence
∞∑
n=1
µ([[D˜n,k]] ∩ [[Tn,k,ǫ]] ∩ S) <∞.
Therefore, by the Borel-Cantelli lemma, for µ-a.e. ω ∈ S,
∃N ′ω ∈ N,∀n ≥ N
′
ω, ω /∈ [[D˜n,k]] ∩ [[Tn,k,ǫ]] ∩ S. (3.5)
By (3.4) and (3.5), for µ-a.e. ω ∈ S, we have
∃N ′′ω ∈ N,∀n ≥ N
′′
ω , ω /∈ [[D˜n,k]]. (3.6)
Since ω /∈ [[D˜n,k]] means
K(ω↾Λn)
|Λn|
> hς(µ)−
1
k
, for all k ∈ N, we have
K(ω) ≥ hς(µ)−
1
k
, µ-a.e.ω ∈ S. (3.7)
Thus (3.2) holds. 
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Lemma 3.4 If µ ∈ EM(S, ς), then
K(ω) ≤ hς(µ), µ-a.e.ω ∈ S. (3.8)
Proof. Fix an arbitrarym ∈ N and let Lm be the side length of the hypercube
Λm, i.e.,
Lm :=
{
m if G = Zd+,
2m− 1 if G = Zd.
For each n ∈ N>m, let us consider a covering of Λn by shifted Λm. In
particular, there uniquely exists k ∈ N such that⊔
g∈Λk
(Lmg + Λm) ( Λn ⊂
⊔
g∈Λk+1
(Lmg +Λm),
where Lmg+Λm := {Lmg + h : h ∈ Λm} and
⊔
denotes disjoint union. We
set Λˇn :=
⊔
g∈Λk
(Lmg+Λm) andM := |Σ
Λm |. Let us consider bijective map
r : {1, · · · , |ΣΛm |} → ΣΛm , and let rj := r(j) (1 ≤ j ≤M). For an arbitrary
ω ∈ S, we define
frj(ω) := |{g ∈ Λk : ς
−Lmgω ∈ [[rj ]] ∩ S}|,
fr(ω) := (fr1(ω), · · · , frM (ω)) ∈ Z
M
+ .
By definition, fr1(ω) + · · · + frM (ω) = |Λk| holds for all ω ∈ S. Since for
all s ∈ ΣΛˇn and for all ω1, ω2 ∈ [[s]] ∩ S, we have frj (ω1) = frj (ω2). We set
frj (s) := frj (ω) (ω ∈ [[s]] ∩ S). We endow Σ
Λˇn with an equivalence relation
as follows:
∀s1, s2 ∈ Σ
Λˇn , s1 ∼fr s2
def
⇐⇒ fr(s1) = fr(s2).
For s ∈ ΣΛˇn , let [s]fr := {t ∈ Σ
Λˇn : s ∼fr t} be an equivalence class of s by
∼fr . Then we have
|[s]fr | =
|Λk|!
fr1(s)!fr2(s)! · · · frM (s)!
.
By the above mentioned preparations, we take the following procedures:
(1) We fix a bijective map F from ΣΛˇn/ ∼fr to V
M
k := {(x1, · · · , xM ) ∈
ZM+ : x1 + · · · + xM = |Λk|} such that
F : [s]fr 7→ (fr1(s), · · · , frM (s)),
and identify ΣΛˇn/ ∼fr with V
M
k .
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(2) We fix the arbitrary bijective maps N[s]fr and RΛn\Λˇn such that for
each [s]fr ∈ Σ
Λˇn/ ∼fr ,
N[s]fr
: [s]fr → {1, · · · , |[s]fr |}
and
RΛn\Λˇn : Σ
Λn\Λˇn → {1, 2, · · · , |ΣΛn\Λˇn |}.
Then we can uniquely identify each t ∈ ΣΛn with (x, y, z) where x ∈ VMk ,
y ∈ NF−1(x)(F
−1(x)) and z ∈ {1, 2, · · · , |ΣΛn\Λˇn |}. Hence there exists a
partial recursive prefix function φ : {0, 1}∗ → Σ∗ such that
∀ω ∈ S,∃x = (x1, · · · , xM ) ∈ V
M
k ,∃y ∈ NF−1(x)(F
−1(x)),∃z ∈ {1, 2, · · · , |ΣΛn\Λˇn |},
φ
(
IZ+→{0,1}∗(x1) · · · IZ+→{0,1}∗(xM ) IZ+→{0,1}∗(y) IZ+→{0,1}∗(z)
)
= G(ω ↾ Λn).
Obviously, xj = frj(ω) (j ∈ {1, · · · ,M}). By the definition of Kφ, we have
Kφ(G(ω ↾ Λn)) ≤ l
(
IZ+→{0,1}∗(x1) · · · IZ+→{0,1}∗(xM ) IZ+→{0,1}∗(z) IZ+→{0,1}∗(y)
)
≤ 2
 M∑
j=1
l(IZ+→{0,1}∗(xj)) + l(IZ+→{0,1}∗(z))

+M + 1 + l(IZ+→{0,1}∗(y)). (3.9)
The following inequalities can be easily seen:
M∑
j=1
l(IZ+→{0,1}∗(xj)) ≤
M∑
j=1
log2(xj + 1) ≤M log2(|Λk|+ 1),
l(IZ+→{0,1}∗(z)) ≤ log2(|Σ
Λn\Λˇn |+ 1) ≤ (|Λn| − |Λˇn|) log2 |Σ|+ 1,
l(IZ+→{0,1}∗(y)) ≤ log2 y + 1 ≤ log2
|Λk|!
x1! · · · xM !
+ 1.
By these inequalities and (3.9), we have
Kφ(G(ω ↾ Λn))
|Λn|
≤
1
|Λn|
log2
|Λk|!
x1! · · · xM !
+
2(|Λn| − |Λˇn|)
|Λn|
log2 |Σ|+o(1), (n→∞).
(3.10)
Let us estimate the right hand side of (3.10). By direct computations using
Stirling’s formula, we can see that
1
|Λn|
log2
|Λk|!
x1! · · · xM !
=
|Λk|
|Λn|
M∑
j=1
ϕ
(
xj
|Λk|
)
+ o(1), (n→∞). (3.11)
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Since xj = frj (ω) and µ ∈ EM(S, ς), for µ-a.e.ω ∈ S, we have the following.
lim
k→∞
xj
|Λk|
= lim
k→∞
1
|Λk|
|{g ∈ Λk : ς
−Lmgω ∈ [[rj ]] ∩ S}|
= lim
k→∞
1
|Λk|
∑
g∈Λk
1[[rj ]]∩S(ς
−Lmgω) = µ([[rj ]] ∩ S). (3.12)
The last equality is derived from the Birkhoff’s ergodic theorem.
By Λn−Lm ⊂ Λˇn ( Λn and |Λˇn| = |Λm| · |Λk|, we have |Λn−Lm | ≤
|Λm| · |Λk| ≤ |Λn|. Then
1
|Λm|
·
|Λn−Lm |
|Λn|
≤
|Λk|
|Λn|
≤
1
|Λm|
and we have
|Λn−Lm |
|Λn|
=
{
(n−Lm)d
nd
→ 1 if G = Zd+,
{2(n−Lm)−1}d
(2n−1)d
→ 1 if G = Zd,
(n→∞).
Hence the following hold:
lim
n→∞
|Λk|
|Λn|
=
1
|Λm|
, lim
n→∞
|Λˇn|
|Λn|
= 1. (3.13)
Obviously, if n → ∞, then k → ∞. By (3.10), (3.11), (3.12), (3.13) and
Kolmogorov complexity’s definition, for µ-a.e.ω ∈ S and for all m ∈ N, we
have
K(ω) ≤ lim sup
n→∞
Kφ(G(ω ↾ Λn))
|Λn|
≤ lim sup
n→∞
 |Λk||Λn|
M∑
j=1
ϕ
(
xj
|Λk|
)
+
2(|Λn| − |Λˇn|)
|Λn|
log2 |Σ|

=
1
|Λm|
M∑
j=1
ϕ(µ([[rj ]] ∩ S)).
Hence we have the following inequality:
K(ω) ≤ lim inf
m→∞
1
|Λm|
M∑
j=1
ϕ(µ([[rj ]] ∩ S)), for µ-a.e. ω ∈ S. (3.14)
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Note that α := {[[ω ↾ Λ1]] ∩ S}ω∈S is a µ-generator and
αΛm =
∨
g∈Λm
ς−gα = {[[rj ]] ∩ S}
M
j=1.
Therefore, by Kolmogorov-Sinai theorem, we have the following equation.
lim
m→∞
1
|Λm|
M∑
j=1
ϕ(µ([[rj ]] ∩ S)) = lim
m→∞
1
|Λm|
Hµ(α
Λm) = hς(µ). (3.15)
(3.14) and (3.15) complete the proof. 
Theorem 3.1 follows from Lemma 3.3 and Lemma 3.4.
Example 3.5 (d-dimensional Bernoulli shifts) Let (Ω, σ) be the d-dimensional
shift space as before. We fix a probability vector q = (qi : i ∈ Σ) on Σ and
denote the corresponding Bernoulli measure on B(Ω) by µ := q×G. Then,
by Kolmogorov-Sinai theorem, we can show that hσ(µ) =
∑
i∈Σ ϕ(qi). By
Theorem 3.1, we have for µ-a.e. ω ∈ Ω
K(ω) =
∑
i∈Σ
ϕ(qi).
4 Representation of the pressure by using Kol-
mogorov complexity density
Let us consider some applications of Theorem 3.1. Notations are the same
as in Section 3.
Theorem 4.1 If µ ∈M(S, ς), then we have
hς(µ) = µ(K) = lim
n→∞
1
|Λn|
∑
s∈Λn
K(s)µ([[s]] ∩ S). (4.1)
Proof. Let µ =
∫
EM(S,ς) νdρ(ν) be the ergodic decomposition. By Theorem
2.17, Jacobs’s theorem (Theorem 2.18) and the main theorem (Theorem
3.1), we have∫
S
K(ω)dµ(ω) =
∫
EM(S,ς)
{∫
S
K(ω)dν(ω)
}
dρ(ν) =
∫
EM(S,ς)
hς(ν)dρ(ν) = hς(µ).
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On the other hand, by Lebesgue’s convergence theorem, we have
lim
n→∞
1
|Λn|
∑
s∈Λn
K(s)µ([[s]] ∩ S) = lim
n→∞
∫
S
K(ω ↾ Λn)
|Λn|
dµ(ω)
=
∫
S
lim
n→∞
K(ω ↾ Λn)
|Λn|
dµ(ω) =
∫
S
K(ω)dµ(ω).

Remark 4.2 In the case G = Z+, Theorem 4.1 can be found in [1].
Theorem 4.1 immediately leads one to the following theorem.
Theorem 4.3 (Variational principle) Let ψ ∈ USC(S), inf ψ > −∞.
Then the pressure of ψ is given by
p(ψ) = sup
µ∈M(S,ς)
µ(K+ ψ).
In particular, the topological entropy is supµ∈M(S,ς) µ(K). If µ ∈M(S, ς) is
an equilibrium state for ψ, then we have
p(ψ) = µ(K+ ψ).
Theorem 4.3 shows that, in an equilibrium state, the pressure means the
expectation value of the sum of Kolmogorov complexity density and local
energy. For example, this theorem is directly applicable to the d-dimensional
Ising model.
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