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Abstract
Keywords: minimum modulus, essential minimum modulus, minimum attain-
ing operator, absolutely minimum attaining operator, diagonalizable operator, com-
pact operator, spectral theorem, spectrum, essential spectrum, compact perturba-
tion.
In this thesis our primary goal is to study the structure of absolutely minimum
attaining operators. First we begin with studying spectral properties of absolutely
minimum attaining positive operators and with the help of them we prove a spec-
tral theorem for this class. Using the polar decomposition theorem we try to give a
structure for general absolutely minimum attaining operators. Apart from this we
also consider the minimum attaining operators and investigate for their perturba-
tion properties.
This thesis contains three chapters. In Chapter 1, we discuss about the class
of minimum attaining operators and some of their basic properties. Using this
we define absolutely minimum attaining operators, discuss some examples and
list out some important basic properties of this class. We motivate our study of
the structure of absolutely minimum attaining positive operators by the classical
spectral theory of compact operators. We record some of the basic results and
terminology from operator theory which will be useful for the further chapters.
In Chapter 2, we study the spectral properties of absolutely minimum attaining
positive operators defined on infinite dimensional complex Hilbert spaces. Using
this we derive a spectral theorem for this class. We construct several examples and
establish some important basic properties of this class such as the closed range
property and finite dimensionality of the null space or the range space etc. More-
over, with the help of the polar decomposition theorem we give a possible struc-
ture for absolutely minimum attaining operators.
Chapter 3 deals with the perturbation properties of minimum attaining oper-
ators. First we focus on the compact perturbations and prove that the minimum
attaining property of a bounded operator whose minimum modulus lies in the
discrete spectrum is stable under small compact perturbations. We observe that
given a bounded operator with strictly positive essential minimum modulus, the
set of compact perturbations which fail to produce a minimum attaining opera-
tor is a very small set, in fact a porous set in the ideal of all compact operators
on the given Hilbert space. Finally, we discuss the stability of minimum attaining
viii
property under perturbations by all bounded operators with small norm and ob-
tain related results. At the end of the chapter we list a few problems based on our
work.
Mathematics Subject Classification: 47A10, 47A53, 47A55, 47A65, 47A75,
47B07.
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Chapter 1
Introduction
The Spectral theorem is a milestone in the theory of Hilbert space operators. It
is well known that every self-adjoint matrix can be diagonalized. More precisely,
every self-adjoint matrix is unitarily equivalent to a real diagonal matrix. In other
words, all the eigenvalues of a self-adjoint matrix are real and there is an orthonor-
mal basis for Cn entirely consisting of eigenvectors of that matrix.
Eigenvalues and diagonalization were introduced by Augustine Louis Cauchy
in 1826, while he was working on finding the normal forms for quadratic functions.
Cauchy proved the finite dimensional spectral theorem which says that every her-
mitian matrix is diagonalizable [30]. The generalizations of this basic result to the
operators on infinite dimensional Hilbert spaces are called the Spectral theorems.
A bounded linear operator on an infinite dimensional separable Hilbert space is
said to be diagonalizable if there exists an infinite diagonal matrix that represents
the operator with respect to some orthonormal basis. More generally, a bounded
linear operator on a Hilbert space (not necessarily separable) is said to be diagonal-
izable if the Hilbert space has an orthonormal basis which is made up of all eigen-
vectors of that operator [15, page 54, Proposition 7.4]. Diagonalizable operators are
of interest because they are easy to handle, their eigenvalues and eigenvectors are
completely known, spectrum is just the closure of the set of all its diagonal entries.
Thus the task of finding the classes of diagonalizable operators on a Hilbert space
is an extremely important one. The spectral theorem for self-adjoint compact op-
erators says that every such operator is diagonalizable. There are several versions
of the spectral theorem depending on the kind of operator considered for instance
positive, self-adjoint, normal, etc [42, 17, 55, 6] and the form of the statement for
instance spectral measure version or integral form, multiplication operator form,
functional calculus version (For details see, [7]). More detailed information on
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spectral theorems can be found in the Lecture Notes by Henry Helson [33].
A bounded linear operator T on a Banach space is said to be norm attaining
if there exists a unit vector x such that ‖Tx‖ = ‖T‖. Investigation for the prop-
erties of norm attaining operators began by Lindenstrauss in 1963 [44], where
he proved that the set of norm attaining operators defined on a reflexive Banach
space is dense in the operator norm. Recently, Carvajal and Neves studied some of
the properties of norm attaining operators defined between Hilbert spaces in [13],
where they have introduced a special class of norm attaining operators, namely the
class of absolutely norm attaining operators. A norm attaining operator is called
absolutely norm attaining if it remains norm attaining on every nonzero closed
subspace of the given Hilbert space. Absolutely norm attaining operators behave
in a similar fashion with that of the compact operators. Spectral characterization
of this class of operators is discussed in [46, 50].
A related idea to norm attaining operators is the minimum attaining opera-
tors. These operators are studied by Xavier Carvajal and Wladimir Neves in [14].
Though the properties of minimum attaining operators have some similarities with
that of norm attaining operators, they differ in characteristics, for instance the in-
jectivity and closed range properties play an important role for the class of mini-
mum attaining operators which leads to significant changes in their study.
Absolutely minimum attaining operators are a special kind of minimum attain-
ing operators. More precisely, an operator on a Hilbert space is called absolutely
minimum attaining if it is minimum attaining on the whole space and also it re-
mains minimum attaining on every nonzero closed subspace of it.
The primary goal of this thesis is to study the spectral properties of the abso-
lutely minimum attaining operators and derive a spectral theorem for this class.
Apart from this we also discuss the perturbation properties of minimum attaining
operators. This thesis is based on the published/preprint articles [20, 21, 22].
This chapter contains four sections. In the first section, we record some of the
basic results and terminology from operator theory which will be useful for the
chapters that come later. In the second section we discuss about compact and
Fredholm operators, mention some of their basic properties. In the third section
we define the absolutely norm attaining operators and give some examples. In the
fourth section we define the absolutely minimum attaining operators and list out
some examples.
2
1.1 Basic terminology
In this section, we list out some basic terminology and notations that we will use
later. More details can be found in [7, 15, 24, 40, 48].
Throughout the thesis we will assume all the Hilbert spaces under considera-
tion are complex and infinite dimensional, which we denote by H , H1, H2 etc., the
inner product and the norm induced by this inner product are denoted by 〈, 〉 and
‖.‖ respectively. The unit sphere of a closed subspace M of H is denoted by SM
that is SM := {x ∈ M : ‖x‖ = 1} and the open unit ball is denoted by BM that is
BM := {x ∈ M : ‖x‖ < 1} . If N is a subset of H , then the closed linear span of
N is denoted by [N ]. If M is a subspace of a Hilbert space, the closure of M in
H and the orthogonal complement of M in H are denoted by M and M⊥ respec-
tively. The direct sum and the orthogonal direct sum of subspaces M,N of H are
denoted by M ⊕ N and M ⊥⊕ N respectively. Throughout the thesis we consider
linear operators from H1 to H2 and we call a linear operator shortly as an operator.
If T : H1 → H2 is an operator then N(T ) and R(T ) denote the null space and range
space of T respectively. Let M be a subspace of H then T |M denotes the restriction
map of T to M . We write I to denote the identity operator on a Hilbert space. The
sequence {en}n≥1 denotes the standard orthonormal basis of the Hilbert space `2.
Definition 1.1.1. [24, page 51] An operator T : H1 → H2 is said to be bounded if
there exists a positive scalar α such that ‖T (x)‖ ≤ α ‖x‖ , for allx ∈ H1. The quantity
‖T‖ = sup{‖T (x)‖ : x ∈ SH1} is called the the norm of T.
Notation 1.1.2. We denote the set of all bounded operators from H1 to H2 by B(H1, H2)
and B(H,H) = B(H).
A simple example of a bounded operator is given below.
Example 1.1.3. Let R : `2 → `2 be defined as R(x1, x2, x3...) = (0, x1, x2, x3, ...), for all
(x1, x2, x3...) ∈ `2. Then R ∈ B(`2) and ‖R‖ = 1. The operator R is called the right shift
operator.
Definition 1.1.4. [1, Definition 2.1, page 69] An operator T : H1 → H2 is said to be
bounded below if there exists a positive scalar γ such that ‖T (x)‖ ≥ γ ‖x‖ , for allx ∈ H1.
For example, the right shift operator is bounded below. Note that a bounded
operator need not be bounded below.
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Note 1.1.5. Let T ∈ B(H). Then it is easy to prove that T is bounded below if and only if
it is one to one and R(T ) is closed (For details see, [1, Theorem 2.5, page 70]).
Definition 1.1.6. [48, page 32] Let T ∈ B(H). The unique element S ∈ B(H) which
satisfies
〈T (x), y〉 = 〈x, S(y)〉, for allx, y ∈ H
is called the adjoint of T and we denote it by T ∗.
Remark 1.1.7. 1. Note that (T ∗)∗ = T .
2. Note that N(T )⊥ = R(T ∗) and R(T )⊥ = N(T ∗).
Below is an example of a bounded operator and its adjoint.
Example 1.1.8. Let R be the right shift operator and let L : `2 → `2 be defined by
L(x1, x2, x3, ...) = (x2, x3, x4, ...), for all (x1, x2, x3, ...) ∈ `2.
The operator L is called the left shift operator. It is easy to observe that R∗ = L
Definition 1.1.9. [36, page 103] Let T ∈ B(H). Then T is said to be,
1. normal if T ∗T = TT ∗.
2. unitary if T ∗T = TT ∗ = I .
3. self-adjoint if T ∗ = T .
4. positive if T ∗ = T and 〈T (x), x〉 ≥ 0, for allx ∈ H .
Notation 1.1.10. We denote the set of all self-adjoint operators and the set of all positive
operators on a Hilbert space H by Bs(H) and B+(H) respectively.
Example 1.1.11. (Multiplication operator) [40, Problem 6.4, page 497]) For a given ϕ ∈
L∞[0, 1], let Mϕ : L2[0, 1]→ L2[0, 1] be defined as,
Mϕf(t) = ϕ(t)f(t), for all t ∈ [0, 1] and f ∈ L2[0, 1].
The operator Mϕ is called the multiplication operator.
1. Mϕ is always normal.
2. Mϕ is unitary if we take ϕ(t) = e2piit, for all t ∈ [0, 1].
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3. Mϕ is self-adjoint if we take ϕ(t) = −t, for all t ∈ [0, 1]
4. Mϕ is positive if we take ϕ(t) = t, for all t ∈ [0, 1].
Definition 1.1.12. [49, Theorem 12.14, page 314] Let T ∈ B(H). Then T is said to be a
projection if T 2 = T . A projection is said to be an orthogonal projection if N(T )⊥ = R(T )
or T ∗ = T .
Notation 1.1.13. We usually denote the orthogonal projection onto a closed subspace M
of H by PM , that is PM is an orthogonal projection and R(PM) = M .
Example 1.1.14. Let P : `2 → `2 be defined as,
P (x1, x2, x3, . . . ) = (x1, x2, x3, x4, x5, 0, 0, 0, . . . ), for all (x1, x2, x3, ...) ∈ `2.
Clearly, N(P ) = [e6, e7, . . . ], R(P ) = [e1, e2, . . . , e5] and N(P )
⊥ = R(P ). Therefore P
is an orthogonal projection onto [e1, e2, . . . , e5].
Definition 1.1.15. [40, page 404] Let T ∈ B(H1, H2). Then,
1. T is said to be an isometry if ‖T (x)‖ = ‖x‖, for all x ∈ H1.
2. partial isometry if T |N(T )⊥ is an isometry. Here T |M is the restriction of the operator
T to the closed subspace M of H1.
3. It is said to be co-isometry if T ∗ is an isometry.
Note 1.1.16. 1. Let T ∈ B(H1, H2). Then T is an isometry if and only if T ∗T = IH1 .
2. Let T ∈ B(H1, H2). Then T is a partial isometry if and only if T ∗T = PN(T )⊥ .
3. Let T ∈ B(H1, H2). Then T is an co-isometry if and only if TT ∗ = IH2 .
Example 1.1.17. 1. The operator R in Example 1.1.8 is an isometry.
2. The operator P in Example 1.1.14 is a partial isometry.
3. The operator L in Example 1.1.8 is a co-isometry.
Definition 1.1.18. (Diagonalizable operator) [15, Proposition 7.4, page 54] Let T ∈
B(H). Then T is said to be diagonalizable if there exists an orthonormal basis for H
consisting entirely of eigenvectors of T .
Example 1.1.19. The operator P defined in Example 1.1.14 is a diagonalizable operator.
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We use the following theorem frequently in the later part of this thesis.
Theorem 1.1.20. (Projection theorem)[40, page 339, Theorem 5.20] If M is a closed sub-
space of the Hilbert space H , we have the direct sum decomposition of H , H = M ⊕M⊥.
The concept of the spectrum of a bounded operator is a generalization of the
concept of the set of eigenvalues of a matrix. Most of the important properties
related to the behaviour and the internal structure of a bounded operator can be
investigated by studying its spectrum.The term ”spectrum” was first introduced
by David Hilbert, who made major contributions to functional analysis, while he
was developing a theory of finitely many variables without having any idea that it
would later find applications in the real spectra of Physics. Later it was found that
there is a close relation between the spectrum in Mathematics with that of Physics
[31, page 297].
Definition 1.1.21. (Spectrum) Let T ∈ B(H). Then the set
σ(T ) = {λ ∈ C : T − λI is not invertible in B(H)}
is called the spectrum of T .
We list out below some important basic properties of the spectrum.
1. The spectrum of every bounded operator on a complex Hilbert space is non
empty [43, Theorem 2.8, page 209] and compact [43, Theorem 12.6, page 202].
2. Let T ∈ B(H) and λ ∈ C, then σ(T ∗) = {λ : λ ∈ σ(T )}.
According to various conditions which affects the invertibility of an operator
the spectrum can be subdivided into different subsets.
Definition 1.1.22. [18, page 580] Let T ∈ B(H). Then, the point spectrum σp(T ), the
continuous spectrum σc(T ) and the residual spectrum σr(T ) of T are defined by
1. σp(T ) = {λ ∈ C : T − λI is not injective}.
2. σc(T ) = {λ ∈ C : T − λI is injective, R(T − λI) = H andR(T − λI) 6= H}.
3. σr(T ) = {λ ∈ C : T − λI is injective, R(T − λI) 6= H}.
Note 1.1.23. Note that the sets σp(T ), σc(T ) andσr(T ) are mutually disjoint. Moreover,
σ(T ) = σp(T ) ∪ σc(T ) ∪ σr(T ).
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It is important to note that many of the basic properties of the spectrum do not
hold true for the point spectrum, continuous spectrum and residual spectrum. We
will illustrate it in the following examples.
Example 1.1.24. Let Mt : L2[0, 1] → L2[0, 1] be defined as, Mtf(t) = tf(t), for all t ∈
[0, 1] and f ∈ L2[0, 1]. Next, λ ∈ C and Mtf(t) = λf(t) implies f(t) = 0 for almost all
t ∈ [0, 1], that is f = 0. Consequently, λ is not an eigenvalue. It is easy to observe that
Mt − λI is not onto for all λ ∈ [0, 1] and it is invertible for all complex scalars λ /∈ [0, 1].
Therefore we have the following.
1. σp(Mt) = ∅.
2. σc(Mt) = [0, 1].
3. σr(Mt) = ∅.
4. σ(Mt) = [0, 1].
Example 1.1.25. Consider the left shift, right shift operators L and R on `2. Let D :=
{z ∈ C : |z| < 1} and T := {z ∈ C : |z| = 1}. By direct calculations we can prove
that σp(L) = D, σp(R) = ∅ and σ(L) = σ(R) = D. Using the equality, σr(T ) = {λ ∈
C : R(T − λI)⊥ 6= 0} \ σp(T ) and Note 1.1.23, it is easy to prove that,
1. σr(L) = ∅ and σc(L) = T.
2. σr(R) = D and σc(R) = T.
Definition 1.1.26. [53, page 275] Let T ∈ B(H). A closed linear subspace M of H is
said to be invariant under T if T (M) ⊆M and reducing if both M and M⊥ are invariant
under T .
Example 1.1.27. Let P ∈ B(`2) be the operator in Example 1.1.14. Then,
1. The closed subspaces both N(P ) and R(P ) are invariant under P .
2. Since N(P )⊥ = R(P ), we have both N(P ) and R(P ) are reducing subspace for P .
Remark 1.1.28. Note that M is reducing for T if and only if M⊥ is reducing for T .
Theorem 1.1.29. Let PM be the projection on a closed linear subspace M of H . Then,
1. M is invariant under T if and only if TPM = PMTPM . [53, page 275, Theorem D].
2. M reduces T if and only if TPM = PMT . [53, page 275, Theorem E].
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Definition 1.1.30. (Completely reducing pair)[54, page 287] Let T ∈ B(H). Then a pair
of closed subspaces M1,M2 is said to be completely reducing for T if both M1 and M2
are reducing subspaces for T and H = M1 ⊕M2.
Definition 1.1.31. (Direct sum of operators)[15, page 30] Let {Hi}∞i=1 be a family of
Hilbert spaces such that H =
∞⊕
i=1
Hi. Let {Ti}∞i=1 be a family of bounded operators such
that Ti ∈ B(Hi), for all i = 1, 2, 3, . . . . Then their direct sum, T =
∞⊕
i=1
Ti is a bounded
operator from H to H defined as,(
∞⊕
i=1
Ti
)
(x1, x2, x3, . . . ) = (T1x1, T2x2, T3x3, . . . ), for all (x1, x2, x3, . . . ) ∈ H.
Remark 1.1.32. In the above definition, we can observe that Ti = T |Hi , for all i = 1, 2, . . .
and ‖T‖ = sup{‖Ti‖}∞i=1.
Definition 1.1.33. (Square root of a positive operator). [40, Theorem 5.85, page 402] Let
T ∈ B+(H). Then there exists a unique operator S ∈ B(H) such that S ≥ 0 and T = S2.
The operator T
1
2 := S is called the square root of T . The operator S commutes with every
operator in B(H) that commutes with T .
Definition 1.1.34. (Modulus). [16, page 306] Let T ∈ B(H1, H2). Then we have T ∗T ∈
B+(H1) and the operator |T | := (T ∗T )
1
2 is called the modulus of T .
Example 1.1.35. Let R ∈ B(`2) be the operator in Example 1.1.8. Then R∗R = I and
|R| = (R∗R) 12 = I .
We use the Polar decomposition theorem stated below frequently in the next
coming chapters.
Theorem 1.1.36. (Polar decomposition )[40, Theorem 5.89, page 406] If T ∈ B(H1, H2),
then there exists a partial isometry V ∈ B(H1, H2) such that T = V |T | and N(V ) =
N(|T |). Moreover, this decomposition is unique. That is, if W ∈ B(H1, H2) is a partial
isometry and Q ∈ B(H1) is a positive operator such that T = WQ and N(W ) = N(Q),
then W = V and Q = |T |.
Example 1.1.37. 1. Let R be the right shift operator. Then |R| = I . Clearly, R = RI
is the polar decomposition of R. Note that N(R) = N(I) = {0}.
2. Let L be the left shift operator. Then |L| = P[e1]⊥ . Clearly, L = LP[e1]⊥ is the polar
decomposition of L. Note that N(L) = N(P[e1]⊥) = [e1].
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We will also use the following version of the spectral mapping theorem in the
forthcoming sections.
Theorem 1.1.38. ([28, page 42]) Let T ∈ B(H) be an operator and ‘p’ be a polynomial
with complex coefficients. Then,
σ (p(T )) = p (σ(T )) = {p(λ) : λ ∈ σ(T )}.
1.2 Compact and Fredholm operators
1.2.1 Spectral theorem
The compact operators are originated while studying the integral equations. Typ-
ical examples of compact operators come from integral equations. They are the
natural generalization of finite rank operators to infinite dimensional setting. Ev-
ery compact operator on a Hilbert space can be expressed as a norm limit of a
sequence of finite rank operators [15, Theorem 4.4, page 41].
Definition 1.2.1. A bounded operator T : H1 → H2 is said to be compact if T (BH1) is
compact in H2.
Notation 1.2.2. We denote the set of all compact operators from H1 to H2 by K(H1, H2)
and K(H,H) = K(H). Similarly, Ks(H) and K+(H) denotes the set of all self-adjoint
compact and positive compact operators on H respectively.
It is easy to observe that all bounded finite rank operators are compact. A non
trivial example is given below.
Example 1.2.3. Let D : `2 → `2 be defined by
D(x1, x2, x3, ...) =
(
x1,
x2
2
,
x3
3
, . . . ,
xn
n
, . . .
)
, for all (x1, x2, x3, ...) ∈ `2.
Since the Hilbert cube is compact it follows that D(B`2) is compact. This is an example of
a diagonal operator. (For details see, [35, Example 9.19, page 230]).
We list out some of the basic properties of the compact operators below.
1. Sum and product of two compact operators is always compact.
2. Range of a compact operator is closed if and only if it is of finite rank.
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3. An operator is compact if and only if its adjoint is compact.
Following version of the spectral theorem will be used frequently in the forth-
coming sections.
Theorem 1.2.4. ([32, 24]) Let K be a self-adjoint compact operator on H . Then there
exists an orthonormal sequence {en}kn=1 (k <∞ or k =∞) of eigenvectors of K and cor-
responding sequence of eigenvalues {λn}kn=1 such that the following are true;
1. Kx =
k∑
n=1
λn〈x, en〉en, for all x ∈ H .
2. |λ1| ≥ |λ2| ≥ |λ3| ≥ . . . .
3. If k = ∞, then lim
n→∞
λn = 0. Moreover, the above series converges in the strong
operator topology of B(H).
1.2.2 Fredholm operators
We know that the class of compact operators is a natural generalization of the class
of finite-rank operators in an infinite-dimensional setting. A property of finite rank
operators that does not generalize to this setting is the following :
If T : X → Y is a linear transformation whereX, Y are finite dimensional vector
spaces, then
dim (N(T ))− dim (Y/R(T )) = dim(X)− dim(Y ).
Here dim M denotes the dimension of the vector space M .
In case if X or Y is infinite dimensional then the right hand side of the above
equality does not make sense. However, the property that the equality implies
could be generalized. The abstract idea of Fredholm operator is derived from this
connection. It turns out that many of the operators arising naturally in geometry,
the Laplacian, the Dirac operator etc give rise to Fredholm operators. Fredholm
operators appear in a natural way in the theory of Toeplitz operators[25, page 347].
A good amount of theory and related results of Fredholm operators can be
found in [51] and also in some recent books [15, 25].
We list out below two different kinds of definitions for a Fredholm operator.
By Atkinson’s Theorem [2, Theorem 3.3.2, page 93] both of these definitions are
equivalent.
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Definition 1.2.5. (Fredholm operator)[25, page 184] A bounded linear operator T : H1 →
H2, is called a Fredholm operator if its range, R(T ), is closed and the numbers
n(T ) = dim N(T ), d(T ) = dimR(T )⊥
are finite. In this case ind (T ) = n(T )− d(T ) is said to be the index of T .
Definition 1.2.6. [15, page 349] Let T ∈ B(H1, H2). Then T is called right semi-
Fredholm , if there exists a A ∈ B(H2, H1) and K ′ ∈ K(H2) such that TA = I + K ′
and left semi-Fredholm , if there exists a B ∈ B(H2, H1) and K ∈ K(H1) such that
BT = I +K.
If T is both left semi-Fredholm and right semi-Fredholm, then T is called Fredholm.
Here we give some examples of Fredholm operators.
Example 1.2.7. 1. All invertible operators in B(H) are Fredholm.
2. An example of a noninvertible Fredholm operator is the right shift operator.
3. λI +K is Fredholm for all λ ∈ C \ {0} and K ∈ K(H).
Below we list out some basic properties of Fredholm operators that directly
follow from its definition.
1. If T ∈ B(H) is Fredholm then T + K is also Fredholm for all K ∈ K(H) that
is, Fredholm property of an operator is stable under compact perturbations.
2. T ∈ B(H) is Fredholm if and only if T ∗ is Fredholm.
3. The product of two Fredholm operators is Fredholm.
Below we have an example to show that the sum of two Fredholm operators
need not be Fredholm.
Example 1.2.8. Let T ∈ B(H) be a Fredholm operator. Then, −T is also Fredholm but
their sum is ‘0′, which is not a Fredholm operator because H is infinite dimensional.
An extension of a Fredholm operator into a bijective operator is defined in [25].
Let T : H1 → H2 be a Fredholm operator. Then the N(T ) and R(T ) are comple-
mented in H1 and H2 by subspaces W1 and W2, respectively, where W2 is finite
dimensional. Then we can define a bijection T˜ : W1 ×W2 → H2 = R(T )×W2 by
T˜ (x0, y0) = (Tx0, y0).
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This is called the bijection associated with the Fredholm operator T .
Theorem 1.2.9. [25] Suppose T : H1 → H2 is a Fredholm operator, and let T˜ be the
bijection associated with T . If S : H1 → H2 is a bounded linear operator with ‖S‖ <
‖T˜−1‖−1, then S + T is Fredholm and
1. n(S + T ) ≤ n(T )
2. d(S + T ) ≤ d(T )
3. ind (S + T ) = indT.
1.2.3 Essential and Weyl spectrum
Definition 1.2.10. (Essential spectrum) [45, page 30] Let T ∈ B(H). Then the essential
spectrum σess(T ) of T is defined as,
σess(T ) = {λ ∈ C : T − λI is not a Fredholm operator}.
Below we list out some important basic properties of the essential spectrum.
1. Since every invertible operator is Fredholm, it follows that σess(T ) ⊆ σ(T ).
2. The essential spectrum of T ∈ B(H) is invariant under all compact perturba-
tion of T .
3. In case of finite dimensional Hilbert spaces all the operators are Fredholm
and hence σess(T ) = ∅.
4. In infinite dimensional Hilbert space case, let C(H) denote the quotient al-
gebra B(H)/K(H). This algebra is called the Calkin algebra on H . If pi is the
quotient map from B(H) toC(H). It follows from the Atkinson’s theorem [45,
Theorem 1.4.6, page 28] that σess(T ) = σ (pi(T )). Therefore σess(T ) is always a
non empty compact set.
As an example we calculate the essential spectrum of a diagonal operator be-
low.
Example 1.2.11. Let D be the operator defined in Example 1.2.3 and n ∈ N. Since (D −
1
n
I)en = 0, we have D − 1nI is not one-one. Hence it is not invertible in B(`2). Next, we
have D − 1
n
I is self-adjoint and N(D − 1
n
I)= R(D − 1
n
I)
⊥
= [en]. Also, R(D − 1nI) is
closed because D is compact. Hence D − 1
n
I is a Fredholm operator.
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Since D is self-adjoint, we have R(D) = N(D)⊥ = H . Next, we observe that
(1, 1
2
, 1
3
, . . . 1
n
, . . . ) ∈ `2 but (1, 1
2
, 1
3
, . . . 1
n
, . . . ) /∈ R(D). Hence R(D) is not closed. There-
fore D is not invertible and also not Fredholm.
Suppose λ /∈ { 1
n
: n ∈ N} ∪ {0}, then it is easy to observe that D − λI is invertible in
B(`2) (For details see, [24, page 111]). Consequently, it is Fredholm.
Using all the above details, we can conclude the following.
1. σ(T ) = { 1
n
: n ∈ N} ∪ {0}.
2. σess(T ) = {0}.
The following theorem is a summary of the results present in Reed and Simon
[47, page 236]. It gives an alternative description of the essential spectrum and also
provides a definition for the discrete spectrum of an operator.
Theorem 1.2.12. Let T ∈ B(H) be self-adjoint. Then the spectrum σ(T ) of T decomposes
as the disjoint union of the discrete spectrum σdisc(T ) of T and the essential spectrum
σess(T ) of T , where,
The discrete spectrum is the set of all eigenvalues with finite multiplicity which are
isolated from the rest of the spectrum of T .
The essential spectrum is the set of all λ ∈ σ(T ) that satisfy at least one of the
following.
1. λ is an eigenvalue with infinite multiplicity,
2. λ is a limit point of σp(T ),
3. λ ∈ σc(T ), the continuous spectrum of T . That is T − λI is one to one but not onto.
We know that for the case of operators on infinite dimensional Hilbert space
the essential spectrum is non empty but this is not true with the discrete spectrum.
We illustrate this in the following example.
Example 1.2.13. LetMt be the multiplication operator defined in Example 1.1.24. Then by
using Theorem 1.2.12, we can conclude that σess(Mt) = [0, 1] = σ(Mt) and σdisc(Mt) = ∅.
The following version of the Weyl’s theorem will be used frequently in the se-
quel.
Theorem 1.2.14 (Weyl’s theorem). [38, Theorem 2] Let S, T ∈ B(H) be self-adjoint.
Then
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1. σess(S) = σess(T ) if and only if S − T is compact.
2. λ ∈ σ(T ) if and only if there exists a sequence of unit vectors {un}∞n=1 such that ‖(T −
λI)un‖ → 0 as n→∞.
3. λ ∈ σess(T ) if and only if there exists an orthonormal sequence of vectors {un}∞n=1 such
that ‖(T − λI)un‖ → 0 as n→∞.
Definition 1.2.15. (Weyl spectrum).[5, page 530] Let T ∈ B(H). Then the Weyl spec-
trum σw(T ) of T is defined as,
σw(T ) = {λ ∈ C : T − λI is not a Fredholm operator of index 0}.
Remark 1.2.16. Let T ∈ B(H). Then, we have σess(T ) ⊆ σw(T ). We already know that
σess(T ) 6= ∅. Hence σw(T ) 6= ∅.
Note that the index of a self-adjoint Fredholm operator is always zero. But this
is not true in general. We illustrate it in the examples below.
Example 1.2.17. LetW : `2(Z)→ `2(Z) be defined asW (. . . , x−2, x−1, (x0), x1, x2, . . . ) =
(. . . , x−2, (x−1), x0, x1, x2, . . . ), for all (. . . , x−2, x−1, (x0), x1, x2, . . . ) ∈ `2(Z). This op-
erator is called the bilateral forward shift on `2(Z). Note that W ∗ is the bilateral backward
shift on `2(Z) and W is not self-adjoint. Since W ∗W = WW ∗ = I , W is unitary (see [24,
page 56], for details). Hence it is a non self-adjoint Fredholm operator of index zero.
Example 1.2.18. Let R be the right shift operator. Then, we have R∗ = L, the left shift
operator. Since R is an isometry R is one one and range of R is closed. We have N(R) = 0
and N(R∗) = N(L) = [e1]. Therefore, R is a non self-adjoint Fredholm operator of index
’-1’.
The Weyl spectrum of a linear operator is the set of elements in the spectrum
which are not eigenvalues of finite multiplicity. For self-adjoint operators the Weyl
spectrum is the remainder of the spectrum once the isolated eigenvalues of finite
multiplicity are removed (see [39], for details).
Remark 1.2.19. For a self-adjoint operator the Weyl spectrum and the essential spectrum
are the same.
Remark 1.2.19 is not valid in general for all operators on H . For instance we
have an example below.
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Example 1.2.20. Let R be the right shift operator. Consider the operator Rλ := R − λI ,
for all λ ∈ D := {z ∈ C : |z| < 1}. Then we have
‖Rλx‖ ≥ ‖Rx‖ − |λ|‖x‖ ≥ (1− |λ|) ‖x‖, for allx ∈ `2.
Suppose λ ∈ D. Then, we have Rλ is bounded below and hence its range is closed.
By direct calculations we can prove that N(Rλ) = {0} and N(R∗λ) = N(L − λI) = [eλ]
where eλ = (1, λ, λ
2
, λ
3
, . . . ). So Rλ is a Fredholm operator of index −1.
Let λ ∈ T := {z ∈ C : |z| = 1}. In this case, we have N(Rλ) = {0} and N(R∗λ) =
N(L − λI) = {0}. Suppose, R(Rλ) is closed. Then, we have R(Rλ) = N(R∗λ)⊥ = H .
Consequently, Rλ is bijective. So it has to be invertible. But this is not possible because
T ⊆ σ(R). Therefore R(Tλ) is not closed. So Tλ is not a Fredholm operator.
Now we can conclude the following.
1. σess(R) = T.
2. σw(R) = D.
1.3 AN -operators
1.3.1 Norm attaining operators
The study of norm attaining operators began by Lindenstrauss in 1963. He proved
that the set of norm attaining operators defined on a reflexive Banach space is
dense in the operator norm [44]. Recently, Carvajal and Neves studied the prop-
erties of norm attaining operators in [13], where they have introduced the class of
absolutely norm attaining operators.
Definition 1.3.1. (norm attaining operator)) [13, Definition 1.1, page 181] Let T ∈
B(H1, H2). Then, T is said to be norm attaining if there exists an element x0 ∈ SH
such that
‖Tx0‖ = ‖T‖.
Notation 1.3.2. We denote the set of all norm attaining operators from H1 to H2 by
N (H1, H2) and N (H,H) = N (H).
We list out some basic examples of norm attaining operators below.
Example 1.3.3. 1. The Identity operator.
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2. Every compact operator.
3. Every isometry.
1.3.2 AN -operators
The restriction of a compact operator to a subspace is a compact operator. There-
fore a compact operator remains norm attaining on every closed subspace. This
suggests the following definition.
Definition 1.3.4. (Absolutely norm attaining operator) [13, Definition 1.2, page 181] Let
T ∈ B(H1, H2). Then, T is said to be absolutely norm attaining if for every non zero closed
subspace M of H1, T |M1 is norm attaining.
Notation 1.3.5. We denote the set of all absolutely norm attaining operators from H1 to
H2 by AN (H1, H2) and AN (H,H) = AN (H). Similarly, AN+(H) denotes the set of
all absolutely norm attaining positive operators on H .
We list out some basic examples of absolutely norm attaining operators below.
Example 1.3.6. 1. Every compact operator.
2. Every isometry.
Not every norm attaining operator is absolutely norm attaining. For instance,
we have an example below.
Example 1.3.7. Let T : `2 → `2 be defined as
T (x1, x2, x3, ...) =
(
x1,
x2
2
,
2x3
3
,
3x4
4
, . . . ,
(n− 1)xn
n
, . . .
)
, for all (x1, x2, x3...) ∈ `2.
Then T ∈ N (`2) but T |M /∈ N (M) where M = [e1]⊥ and hence T /∈ AN (`2).
The following characterization of absolutely norm attaining operators is proved
in [50].
Theorem 1.3.8. [50, Theorem 5.1, page 19] Let T ∈ B+(H). Then T ∈ AN+(H) if and
only if T := αI + K + F , where α ≥ 0, K ∈ K+(H) and F ∈ Bs(H) is a finite rank
operator.
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1.3.3 Minimum modulus
The term minimum modulus is first introduced by Gindler and Taylor in [23]. They
mention that minimum modulus of an operator is a useful tool in studying the
spectrum of that operator. It is a non negative quantity which is analogous to
the norm of a bounded linear operator on a Hilbert space. We give the formal
definition below.
Definition 1.3.9. (minimum modulus)[37, page 542] Let T ∈ B(H1, H2). Then the quan-
tity,
m(T ) := inf{‖Tx‖ : x ∈ SH1},
is called the minimum modulus of T .
The following basic properties can be easily verified using the definition of min-
imum modulus .
Note 1.3.10. 1. Let T ∈ B(H). Then T is bounded below if and only if m(T ) > 0
[40, Definition 4.19, page 223].
2. Let T ∈ B(H) be invertible. Then ‖T−1‖ = 1
m(T )
[23, Lemma 2.1].
3. Let T1, T2 ∈ B(H). Then m(T1T2) ≥ m(T1)m(T2) [23, page 21].
The following inequality regarding the minimum modulus will be used fre-
quently later.
Lemma 1.3.11. [23, Lemma 2.2] Let T1, T2 ∈ B(H). Then,
|m(T1)−m(T2)| ≤ ‖T1 − T2‖.
The next proposition provides a formula to compute the minimum modulus of
a positive operator using inner product.
Proposition 1.3.12. [14, Proposition 2.2] Let T ∈ B+(H). Then,
m(T ) = inf {〈Tx, x〉 : x ∈ SH}.
Note 1.3.13. Let T ∈ B(H). Then by Proposition 1.3.12, we have m(T ) = m(T ∗T ) 12 .
We know that the operator norm satisfies the triangle inequality for the class of
all bounded linear operators on a Hilbert space. So it is natural to ask whether the
same inequality is also satisfied by minimum modulus.
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First, we observe that the triangle inequality is not valid for the minimum mod-
ulus, not even for the sub class of positive operators.
Example 1.3.14. LetH = `2(N). Consider the subspacesM1 = [e2n−1 : n ∈ N] andM2 =
[e2n : n ∈ N]. Now, define T1 := PM1 and T2 := PM2 . Note that m(T1) = 0 = m(T2) but
m(T1 + T2) = m(I) = 1.
But the following inequality is true for the class of positive operators B+(H).
Proposition 1.3.15. Let T1, T2 ∈ B+(H). Then,
m(T1 + T2) ≥ m(T1) +m(T2).
Proof. Since T1, T2 ≥ 0, we have T1 + T2 ≥ 0. Now the proof follows directly from
Proposition 1.3.12.
Remark 1.3.16. The above Proposition is not valid in general for the class of all bounded
operators B(H), for instance consider T1 = I and T2 = −I where I is the Identity operator
on `2.
Given T ∈ Bs(H), it is well known that, ‖T‖ = sup {|〈Tx, x〉| : x ∈ SH}. Along
the similar lines it is natural to expect, m(T ) = inf {|〈Tx, x〉| : x ∈ SH}. But this is
not the case. We have the following example.
Example 1.3.17. Let us consider the operator T : `2 → `2 defined by
T (x1, x2, x3, ...) = (−x1, x2,−x3, x4,−x5, x6, . . . ), for all (x1, x2, x3...) ∈ `2.
Clearly, T ∈ Bs(`2) and T is an isometry. By the definition m(T ) = 1. On the other side,
we have 〈Te1, e1〉 = 1 and 〈Te2, e2〉 = −1 and by the Toeplitz-Hausdorff Theorem [26,
Theorem 1.1-2, page 4], it follows that inf {|〈Tx, x〉| : x ∈ SH} = 0.
Remark 1.3.18. Let T ∈ B(H). Then, we have ‖T‖ = sup {|〈Tx, y〉| : x, y ∈ SH}. By
Example 1.3.17, m(T ) 6= inf {|〈Tx, y〉| : x, y ∈ SH}.
Proposition 1.3.19. [46, Proposition 2.2(1)] Let T ∈ B(H) be normal. Then,
m(T ) = d(0, σ(T )) = inf {|λ| : λ ∈ σ(T )}.
Remark 1.3.20. Let T ∈ B(H) be normal. It is easy to verify that m(T ∗) = m(T ).
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The Remark 1.3.20 is not valid in general for all operators on H . Below is an
example.
Example 1.3.21. Let L and R be the left and right shift operators. Then we have L∗ = R
and m(L) = 0 but m(R) = 1.
Remark 1.3.22. If T ∈ B+(H) then by the compactness of σ(T ) we have,
m(T ) = min {λ : λ ∈ σ(T )}.
1.3.4 Minimum attaining operators
The class of minimum attaining operators is studied by Carvajal and Neves in [14]
where they have introduced the class of absolutely minimum attaining operators.
We begin with the following definition.
Definition 1.3.23. (minimum attaining operator)[14, Definition 1.1, page 294]
Let T ∈ B(H1, H2) and let m(T ) be the minimum modulus of T . Then, T is said to be
minimum attaining if there exists an element x0 ∈ SH such that
‖Tx0‖ = m(T ).
Notation 1.3.24. We denote the set of all minimum attaining operators from H1 to H2
by M(H1, H2) and M(H,H) = M(H). Similarly, Ms(H) and M+(H) denotes the
set of self-adjoint minimum attaining operators and positive minimum attaining operators
respectively.
We list out some basic examples of minimum attaining operators below.
Example 1.3.25. 1. Every non injective operator.
2. Every finite rank operator.
3. Every isometry and in particular every unitary operator.
Every compact operator is norm attaining but it need not be minimum attain-
ing. We have that only the non injective compact operators are minimum attaining,
the following result provides a complete characterization for minimum attaining
compact operators on infinite dimensional spaces.
Proposition 1.3.26. [14, Proposition 1.3, page 295] Let T ∈ B(H) be a compact operator.
Then T ∈M(H) iff T is non injective.
19
The sum of two minimum attaining operators need not be minimum attaining.
Below example illustrates this.
Example 1.3.27. Let U : `2 → `2 be defined as,
U(x1, x2, x3, ...) = (x1,
(√
1
2
+ i
√
1− 1
2
)
x2,
(√
1
3
+ i
√
1− 1
3
)
x3, . . . )
for all (x1, x2, x3...) ∈ `2. Then U ∈ M(`2) because it is unitary. Obviously, the identity
operator I ∈M(`2). But I + U /∈M(`2). In fact, for each x ∈ S`2 we have,
‖(I + U)x‖2 =
∞∑
n=1
(1 +√ 1
n
)2
+
(
1− 1
n
) |xn|2 = ∞∑
n=1
(
2 + 2
√
1
n
)
|xn|2 > 2.
On the other hand, we have inf ‖(I + U)en‖ =
√
2. Therefore, m(I + U) =
√
2. But
‖(I + U)x‖ > √2, for allx ∈ S`2 . Hence I + U /∈M(`2).
Remark 1.3.28. 1. The set of minimum attaining operators on H ,M(H) is not a vec-
tor space because it is not closed under addition.
2. Consider I, U as in the above example. Then, we have I, U ∈M but I+U
2
/∈M(`2).
We can conclude that the convex combination of two minimum attaining operators
need not be minimum attaining.
1.3.5 AM-operators
The absolutely minimum attaining operators are a special kind of minimum attain-
ing operators. This class of operators was first introduced and studied by Carvajal
and Neves in [14]. We give the formal definition of for an absolutely minimum
attaining operator below.
Definition 1.3.29. (Absolutely minimum attaining operator)[14, Definition 1.4, page
296] Let T ∈ B(H1, H2). Then, T is said to be an absolutely minimum attaining oper-
ator if for every non zero closed subspace M of H1, T |M is minimum attaining. Shortly,
we say that T is an AM-operator.
Notation 1.3.30. We denote the set of all absolutely minimum attaining operators from
H1 to H2 by AM(H1, H2) and AM(H,H) = AM(H). Similarly, AMs(H),AM+(H)
denotes the set of all absolutely minimum attaining self-adjoint operators and absolutely
minimum attaining positive operators on H , respectively.
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Some basic examples of absolutely minimum attaining operators are listed be-
low.
Example 1.3.31. 1. Every isometry.
2. Every finite rank operator.
Not every minimum attaining operator is absolutely minimum attaining. For
instance, we have an example below.
Example 1.3.32. Let T : `2 → `2 be defined as
T (x1, x2, x3, ...) = (x1, (1 +
1
2
)x2, (1 +
1
3
)x3, . . . ), for all (x1, x2, x3...) ∈ `2.
Then T ∈M(`2) but T |M /∈M(M) where M = [e1]⊥ and hence T /∈ AM(`2).
The sum of two absolutely minimum attaining operators need not be absolutely
minimum attaining. Below example illustrates this.
Example 1.3.33. Let U : `2 → `2 be defined as,
U(x1, x2, x3, ...) = (x1,
(√
1
2
+ i
√
1− 1
2
)
x2,
(√
1
3
+ i
√
1− 1
3
)
x3, . . . )
for all (x1, x2, x3...) ∈ `2. Then U ∈ AM(`2) because it is unitary. Obviously, the identity
operator I ∈ AM(`2). But I + U /∈M(`2). In fact, for each x ∈ S`2 we have,
‖(I + U)x‖2 =
∞∑
n=1
(1 +√ 1
n
)2
+
(
1− 1
n
) |xn|2 = ∞∑
n=1
(
2 + 2
√
1
n
)
|xn|2 > 2.
On the other hand, we have inf ‖(I + U)en‖ =
√
2. Therefore, m(I + U) =
√
2. But
‖(I+U)x‖ > √2, for allx ∈ S`2 . Hence I+U /∈M(`2). Consequently, I+U /∈ AM(`2).
Remark 1.3.34. 1. The set of absolutely minimum attaining operators on H ,AM(H)
is not a vector space because it is not closed under addition.
2. Consider I, U as in the above example. Then, we have I, U ∈ AM but I+U
2
/∈
AM(`2). We can conclude that the convex combination of two absolutely minimum
attaining operators need not be absolutely minimum attaining.
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Chapter 2
Structure of absolutely minimum
attaining operators
The spectral theorem for positive compact operators assures its diagonalizability.
The class of absolutely norm attaining operators (shortly AN - operators) is intro-
duced by Carvajal and Neves [14]. The spectral theory or diagonalizability of posi-
tiveAN -operators is discussed in [46, 50]. This class includes the set of all positive
operators as a subclass. Analogously, absolutely minimum attaining operators (or
AM operators) are introduced by Carvajal and Neves in [14].
The main goal of this chapter is to prove a characterization of absolutely mini-
mum attaining operators. For this purpose we first study a few spectral properties
of positive minimum attaining operators in detail and using these we deduce a
characterization theorem for positive AM-operators. Finally, we prove a charac-
terization of AM-operators without assuming positivity.
This chapter contains four sections. In the first section we prove a few ba-
sic properties of minimum attaining operators. The second section is devoted for
the study of the necessary conditions of positive AM-operators and in the third
section we present some sufficient conditions to be satisfied by this class of opera-
tors. In the final section we prove the main theorem. All these results appeared in
[20, 21].
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2.1 Properties of minimum attaining operators
Recall that T ∈ B(H1, H2) is said to be minimum attaining if there exists a x0 ∈ SH1
such that
‖Tx0‖ = m(T ) = inf{‖Tx‖ : x ∈ SH1}.
[14, Definition 1.1, page 294].
We prove an important property regarding the self-adjoint minimum attaining
operators in the following proposition.
Proposition 2.1.1. Let T ∈ Bs(H). Then T ∈ M(H) iff m(T ) or −m(T ) is an eigen-
value of T .
Proof. Suppose T ∈ M(H). Then there exists a x0 ∈ SH such that ‖Tx0‖ = m(T ).
So we get
‖Tx0‖2 = m(T )2 =⇒
〈
T 2x0, x0
〉
= m(T )2 = m(T )2〈x0, x0〉
=⇒ 〈(T 2 −m(T )2I) (x0) , x0〉 = 0
=⇒ (T 2 −m(T )2I) (x0) = 0 [∵ (T 2 −m(T )2I) ≥ 0]
=⇒ (T +m(T )I) (T −m(T )I) (x0) = 0.
Now if (T −m(T )) (x0) = 0, then Tx0 = m(T )x0, which means m(T ) is an eigen-
value of T . In the other case, if z = (T −m (T )) (x0) 6= 0, then z0 = z‖z‖ satisfies
Tz0 = −m(T )z0, which means −m(T ) is an eigenvalue of T .
Conversely, let m(T ) be an eigenvalue of T . Then there exists a x0 ∈ SH such
that Tx0 = m(T )x0. This implies m(T ) = ‖Tx0‖ and hence T ∈ Ms(H). Similarly,
if −m(T ) is an eigenvalue of T , then T ∈Ms(H).
Corollary 2.1.2. Let T ∈ B+(H). Then T ∈M+(H) if and only ifm(T ) is an eigenvalue
of T .
Proof. The proof follows immediately from Proposition 2.1.1.
Proposition 2.1.3. Let T ∈ B(H1, H2). Then the following statements are equivalent:
1. T ∈M(H1, H2)
2. |T | ∈ M+(H1)
3. T ∗T ∈M+(H1).
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Proof. (1)⇔ (2):
We have, ‖Tx‖2H2 = 〈Tx, Tx〉H2 = 〈|T |x, |T |x〉H1 = ‖|T |x‖
2
H1
, for allx ∈ H1. So it
follows that T ∈M(H1, H2) iff |T | ∈ M+(H1).
Note that T ∗T ≥ 0. By [14, Proposition 2.2], we have the following;
m(T ∗T ) = inf {〈T ∗Tx, x〉 : x ∈ SH1}
= inf
{〈|T |2x, x〉 : x ∈ SH1}
= inf
{‖|Tx|‖2 : x ∈ SH1}
= [m(|T |)]2.
(2) ⇒ (3): Let |T | ∈ M+(H1). We have |T | ≥ 0, so by Proposition 2.1.1,
∃x0 ∈ SH1 such that |T |x0 = m(|T |)x0. This implies, |T |2x0 = [m(|T |)]2x0 and
so T ∗Tx0 = m(T ∗T )x0. Consequently, T ∗T ∈M+(H1).
(3)⇒ (2): Let T ∗T ∈M+(H1). Then by Proposition 2.1.1, ∃x0 ∈ SH1 such that
T ∗Tx0 = m(T ∗T )x0. (2.1)
We have the following two cases,
Case(I): m(T ∗T ) = 0
By (2.1), T ∗Tx0 = 0. Since N(T ∗T ) = N(T ) = N(|T |), we get |T |x0 = 0 and so
|T | ∈ M+(H1).
Case(II): m(T ∗T ) = [m(|T |)]2 > 0
By (2.1), we have |T |2x0 = [m(|T |)]2x0. Consequently,
[(|T |+m(|T |)I) (|T | −m(|T |)I)] (x0) = 0.
Since |T |+m(|T |)I is invertible, we get |T |x0 = m(|T |)x0 and so |T | ∈ M+(H1).
Corollary 2.1.4. Let T ∈ B(H) be normal. Then T ∈M(H) if and only if T ∗ ∈M(H).
Proof. We have T is normal and so |T ∗| = |T |. Now the proof is immediate from
Proposition 2.1.3.
Remark 2.1.5. Note that Corollary 2.1.4 is not valid in general for all minimum attaining
operators. We have the following example.
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Example 2.1.6. Let T : `2 → `2 be defined by,
T (x1, x2, x3, ...) = (0, x1,
x2
2
,
x3
3
, . . . ), for all (x1, x2, x3...) ∈ `2.
Then m(T ) = 0 = ‖Te1‖, where e1 = (1, 0, 0, 0, . . . ) ∈ S`2 . Hence T ∈ M(`2). The
adjoint of T is given by T ∗ : `2 → `2 which satisfies,
T ∗(x1, x2, x3, ...) = (x2,
x3
2
,
x4
3
, . . . ), for all (x1, x2, x3...) ∈ `2.
We have,
0 ≤ m(T ∗) ≤ ‖T ∗en‖ = 1
n
, for alln ∈ N,
consequently, m(T ∗) = 0. But ‖T ∗x‖ = 0 implies that x = 0. Hence T ∗ /∈ M(`2). Here
we notice that T is not normal.
2.2 Necessary conditions for AM-operators
2.2.1 Basic properties of AM-operators
Below we discuss some important basic properties of AM-operators.
Lemma 2.2.1. Let T ∈ AMs(H). Then R(T ) is closed.
Proof. Using the projection theorem and self-adjointness of T we decompose H
as H = N(T ) ⊕ R(T ). Note that N(T ) is a reducing subspace for T . Let T1 =
T |R(T ). Suppose m(T1) = 0. We know that T ∈ AMs(H) and so T1 ∈ Ms(R(T )).
By Proposition 2.1.1, there exists x1 ∈ R(T ) such that T1x1 = m(T1)x1 or T1x1 =
−m(T1)x1 and x1 6= 0. Then x1 ∈ N(T ) ∩ R(T ) and we get x1 = 0, which is a
contradiction. Therefore we must have m(T1) > 0. Now self-adjointness of T1
implies that it is invertible and so R(T1) = R(T ). But R(T1) ⊆ R(T ) as T1 is a
restriction map of T . This implies R(T ) ⊆ R(T ) and hence R(T ) is closed.
Next we can drop the self-adjointness of T in Lemma 2.2.1 and prove the fol-
lowing.
Proposition 2.2.2. Let T ∈ AM(H). Then R(T ) is closed.
Proof. Let T = V |T | be the polar decomposition of T . We have ‖Tx‖ = ‖ |T |x‖,
for all x ∈ H and so |T | ∈ AM(H). Since |T | is positive, by Lemma 2.2.1, R(|T |)
is closed. Then R(T ) = V (R(|T |)) = R (V |N(|T |)⊥) is closed because V |N(|T |)⊥ is an
isometry and its domain R(|T |) is closed.
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Remark 2.2.3. Let T ∈ AM(H) be a compact operator. Then T must be a finite rank
operator.
Proposition 2.2.4. Let M be a closed subspace of H and λ, µ ∈ C such that |λ| 6= |µ|.
Then the following are equivalent:
1. λPM + µPM⊥ ∈ AM(H)
2. either M or M⊥ is finite dimensional
3. PM ∈ AM+(H)
4. PM⊥ ∈ AM+(H).
Proof. (1)⇐⇒ (2) :
We have the following two cases.
Case(1) :|λ| > |µ|
Since PM⊥ = I − PM , we have λPM + µPM⊥ = (λ − µ)PM + µI . Now for all
x ∈ H , we get
‖(λPM + µPM⊥) (x)‖2 = ‖((λ− µ)PM + µI) (x)‖2
=
〈
((λ− µ)PM + µI)(x), ((λ− µ)PM + µI)(x)
〉
= |µ|2 ‖x‖2 + (|λ|2 − |µ|2) ‖PMx‖2 .
Let N be a non zero closed subspace of H . Taking infimum over all x ∈ SN both
sides we get that,
m ((λPM + PM⊥)|N)2 = |µ|2 +
(|λ|2 − |µ|2)m(PM |N)2.
Moreover, there exists x0 ∈ SN such thatm ((λPM + PM⊥)|N) = ‖(λPM + PM⊥)|N(x0)‖
iff m (PM |N) = ‖PM |N(x0)‖. Hence λPM + µPM⊥ ∈ AM(H) iff PM ∈ AM(H).
Case(2) : |µ| > |λ|
The result follows by interchanging the roles of λ and µ in case(1).
By the above two observations and by [13, Theorem 3.10], we have λPM +
µPM⊥ ∈ AM(H) iff either M or M⊥ is finite dimensional. The equivalence of
(2), (3) and (4) follows directly from [13, Theorem 3.10].
Remark 2.2.5. If |µ| = |λ|, then λPM +µPM⊥ ∈ AM(H) , because it is a scalar multiple
of an isometry. But it is not necessary that M or M⊥ is finite dimensional. For example,
let H = `2 and M = [e2n−1 : n ∈ N] . Then M⊥ = [e2n : n ∈ N] and T = PM − PM⊥ ∈
AM(`2) because it is an isometry. But both M and M⊥ are infinite dimensional.
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2.2.2 Spectral properties of positive AM-operators
In this subsection we investigate some of the important properties satisfied by the
spectrum of positive AM-operators. Recall that T ∈ B(H1, H2) is said to be ab-
solutely minimum attaining if T |M is minimum attaining for any non zero closed
subspace M of H1 [14, Definition 1.4, page 296].
Theorem 2.2.6. Let T ∈ AM+(H). Then T is diagonalizable.
Proof. The proof follows in the similar lines to that of [50, Theorem 3.8]. Let B
be the collection of all orthonormal sets of eigenvectors of T . Since T ≥ 0 and
T ∈M(H), by Proposition 2.1.1, we have m(T ) is an eigenvalue of T and there ex-
ists a corresponding eigenvector for T , so B 6= ∅. The elements of B can be ordered
by inclusion, and every chain C in B has an upper bound, given by the union of
all elements of C. Thus, Zorns Lemma [24, page 267] assures the existence of a
maximal element B in B. Let B = {uλ : λ ∈ Λ} be a maximal orthonormal set of
eigenvectors of T . We claim that B is an orthonormal basis for H .
Let H0 := [B]. We claim that H0 = H . It is enough to prove that H0⊥ = {0}.
Firstly, we observe that H0⊥ is invariant under T . Let F := {F ⊆ Λ: F is finite}.
Then given x ∈ H0, we have
x =
∑
λ∈Λ
〈x, uλ〉uλ = lim
F∈F
∑
λ∈F
〈x, uλ〉uλ.
Since the above net converges in the norm topology and T is bounded, it follows
that
Tx = T
(
lim
F∈F
∑
λ∈F
〈x, uλ〉uλ
)
= lim
F∈F
T
(∑
λ∈F
〈x, uλ〉uλ
)
= lim
F∈F
∑
λ∈F
〈x, uλ〉Tuλ =
∑
λ∈Λ
〈x, uλ〉αλuλ ∈ H0,
considering Tuλ = αλuλ, where αλ ≥ 0 for every λ ∈ Λ. This shows that H0 is an
invariant subspace for T . Since T ∗ = T , it follows thatH⊥0 is also invariant under T .
It remains to show that H0⊥ = {0}. Suppose, on the contrary that H0⊥ 6= {0}.
Then H0⊥ is a nontrivial closed subspace of H . As T ∈ AM+(H), T |H0⊥ is also
positive and attains its minimum onH0⊥. Consequently,m(T |H0⊥) is an eigenvalue
of T |H0⊥ . Let u be a unit eigenvector of T |H0⊥ corresponding to the eigenvalue
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m(T |H0⊥). Clearly, u ∈ H0⊥ and so u ∈ B⊥, a contradiction to the maximality of
B and we conclude that H0⊥ = {0}. This shows that H has an orthonormal basis
consisting of eigenvectors of T . Hence T is diagonalizable.
Corollary 2.2.7. Let T ∈ AM+(H). Then we have,
Tx =
∑
λ∈Λ
αλ〈x, uλ〉uλ, for allx ∈ H,
where {uλ : λ ∈ Λ} is an orthonormal basis for H such that Tuλ = αλuλ, for allλ ∈ Λ.
Moreover, for every nonempty subset Γ of Λ, we have inf{αλ : λ ∈ Γ} = min{αλ : λ ∈
Γ}.
Proof. By Theorem 2.2.6, there exists an orthonormal basis {uλ : λ ∈ Λ} for H such
that Tuλ = αλuλ, for allλ ∈ Λ with αλ ≥ 0. Consequently, we have
Tx =
∑
λ∈Λ
αλ〈x, uλ〉uλ, for allx ∈ H.
To prove the next part, assume the contrary. That is for some nonempty subset Γ0
of Λ,
inf{αλ : λ ∈ Γ0} 6= min{αλ : λ ∈ Γ0}.
Let α := inf{αλ : λ ∈ Γ0} and H0 := [uλ : λ ∈ Γ0]. Then for every x ∈ SH0 , we have
‖T |H0x‖2 =
∥∥∥∥∥∑
λ∈Γ0
αλ〈x, uλ〉uλ
∥∥∥∥∥
2
=
∑
λ∈Γ0
|αλ|2|〈x, uλ〉uλ|2
>
∑
λ∈Γ0
|α|2|〈x, uλ〉uλ|2
= |α|2
∑
λ∈Γ0
|〈x, uλ〉uλ|2
= |α|2‖x‖2
= |α|2
= (inf{αλ : λ ∈ Γ0})2
= [m(T |H0)]2.
This implies that ‖T |H0x‖ > m(T |H0) for every x ∈ SH0 , which means that T is
not minimum attaining on H0, a contradiction to T ∈ AM(H). This proves the
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assertion.
Using techniques from [50], we prove the following lemma.
Lemma 2.2.8. Let T ∈ AM+(H). Suppose there exists two increasing sequences of eigen-
values {an}n∈N , {bn}n∈N of T with corresponding orthonormal sequences of eigenvectors
{fn}n∈N , {gn}n∈N such that an → a and bn → b. Then we must have a = b.
Proof. Suppose a 6= b, then we have either a < b or b < a. Let us consider the
case a < b and the other case can be dealt similarly. Without loss of generality
we may assume that a < b1 so that an < bn for each n ∈ N (otherwise, we can
choose a natural number m such that a < bm, redefine the sequence (bn)∞n=m by
(˜bn)
∞
n=1 and proceed). Note that Tfn = anfn and Tgn = bngn for each n ∈ N.
DefineH0 :=
[
tnfn +
√
1− t2ngn : n ∈ N
]
, where tn ∈ [0, 1] are yet to be determined.
Observe that H0 is a closed subspace of H and hence a Hilbert space by itself.
Moreover, the set en := tnfn +
√
1− t2ngn serves to be an orthonormal basis of H0.
Now let us define a sequence (cn)n∈N by cn = a +
(b1−a)
2n
for each n ∈ N. Then
(cn)n∈N is a strictly decreasing sequence such that for every n ∈ N, an2 < cn2 < bn2
and limn→∞ cn = a. Notice that tn2an2 + (1− tn2)bn2 is a convex combination of an2
and bn2, and hence it follows that tn2an2 + (1 − tn2)bn2 ∈ [an2, bn2] for each n ∈ N.
In fact, by choosing the right value of tn2 ∈ [0, 1], tn2an2 + (1 − tn2)bn2 can give
any point in the interval [an2, bn2]. Let us then choose a sequence (tn)n∈N such that
tn
2an
2 + (1− tn2)bn2 = cn2. Now H0 = [en : n ∈ N] gives that,
[m(T |H0)]2 = inf{‖Tx‖2 : x ∈ H0, ‖x‖ = 1}
≤ inf{‖Ten‖2 : n ∈ N}
≤ inf{tn2an2 + (1− t2n)bn2 : n ∈ N}
≤ inf{cn2 : n ∈ N}
≤ a2.
However, any x ∈ H0 with ‖x‖ = 1, can be written as,
x =
∞∑
n=1
snen,where
∞∑
n=1
|sn|2 = 1.
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Consequently,
‖T |H0x‖2 =
∥∥∥∥∥T
( ∞∑
n=1
snen)
)∥∥∥∥∥
2
=
∞∑
n=1
|sn|2
(
tn
2an
2 + (1− tn2)bn2
)
>
∞∑
n=1
|sn|2cn2
> a2.
This implies that for every element x ∈ H0 with ‖x‖ = 1 we have ‖T |H0x‖ > a ≥
m(T |H0). Which means that T is not minimum attaining on H0, a contradiction to
T ∈ AM(H). Hence our assumption a < b is wrong. Similarly, by changing the
roles of a and b, we prove that b < a cannot be true. So we must have a = b. This
completes the proof.
Proposition 2.2.9. Let T ∈ AM+(H). Then σ(T ) has at most one limit point. Moreover,
this unique limit point (if it exists) can only be the limit of an increasing sequence in the
spectrum.
Proof. Since T ∈ AM+(H), by Corollary 2.2.7, we have,
Tx =
∑
λ∈Λ
αλ〈x, uλ〉uλ, for allx ∈ H,
where {uλ : λ ∈ Λ} is an orthonormal basis for H such that Tuλ = αλuλ, for all
λ ∈ Λ. Hence the spectrum σ(T ) of T , is the closure of {αλ}λ∈Λ, (see [28, Problem
63, page 34]).
Let a be a limit point of σ(T ). We prove that there exists an increasing sequence
(an)n∈N ⊆ {αλ : λ ∈ Λ} such that an → a. It is enough to prove that there are at
most only finitely many terms of the sequence (an)n∈N that are strictly greater than
a. Suppose not, for a moment, let us assume that there are infinitely many such
terms. This implies, there exists a decreasing subsequence (ank) such that ank → a
and for each nk ∈ N, ank > a. Let H0 := [unk ], where {unk} ⊆ {uλ : λ ∈ Λ}. Then
H0 is a closed subspace of H and hence a Hilbert space by itself. We have T |H0 is
positive and by [46, Proposition 2.1] we get m(T |H0) = inf{|ank |} = a. However,
30
for every x =
∑
nk
snkunk ∈ H0 with ‖x‖2 =
∑
k
|snk |2 = 1, we have
‖T |H0x‖2 =
∥∥∥∥∥∑
nk
snkankunk
∥∥∥∥∥
2
=
∑
nk
|snk |2|ank |2 > a2
∑
nk
|snk |2 = a2.
This implies that ‖T |H0x‖ > m(T |H0) = a for every x ∈ SH0 , which means that T
is not minimum attaining on H0, a contradiction to T ∈ AM(H). This proves our
claim.
Next, let a and b be any two limit points (if exist) of the spectrum σ(T ). By the
discussion in the above paragraph, there exist two increasing sequences (an)n∈N ⊆
{αλ}λ∈Λ, (bn)n∈N ⊆ {αλ}λ∈Λ with corresponding orthonormal sequences of eigen-
vectors {fn}n∈N ⊆ {uλ}λ∈Λ , {gn}n∈N ⊆ {uλ}λ∈Λ respectively, such that an → a and
bn → b. Then by applying Lemma 2.2.8, we get a = b. This shows that the limit
point (if it exists) of the spectrum σ(T ) of T is unique.
Corollary 2.2.10. Let T ∈ AM+(H). Then σp(T ) is a countable set.
Proof. Suppose our claim is not true. Then σ(T ) will be an uncountable subset of
R . So by the fact that every uncountable subset of real numbers must have at
least two limit points, σ(T ) will have two limit points, which is a contradiction to
Proposition 2.2.9. Therefore σp(T ) must be countable.
Corollary 2.2.11. Let T ∈ AM+(H). Then T can have at most one eigenvalue with
infinite multiplicity.
Proof. Let a and b be two eigenvalues(if exist) of T with infinite multiplicity. Let
{fn}n∈N and {gn}n∈N be two infinite sequences of orthonormal eigenvectors cor-
responding to the eigenvalues a and b, respectively. Consider the two sequences
{an}n∈N and {bn}n∈N such that an = a, for alln ∈ N and bn = b, for alln ∈ N.
Then {an}n∈N increases to a and {bn}n∈N increases to b. By applying Lemma 2.2.8,
we must have a = b. Therefore T can have at most one eigenvalue with infinite
multiplicity.
Corollary 2.2.12. Let T ∈ AM+(H). If σ(T ) = {αλ}λ∈Λ has a limit point α and an
eigenvalue with infinite multiplicity αˆ then, α = αˆ.
Proof. Since α is a limit point of σ(T ), by Proposition 2.2.9, there exists an increas-
ing sequence {an}n∈N ⊆ {αλ}λ∈Λ such that an → α. Let {bn}n∈N ⊆ {αλ}λ∈Λ be the
constant sequence such that bn = αˆ, for alln ∈ N. Let us denote by {fn}n∈N and
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{gn}n∈N the orthonormal sequence of eigenvectors corresponding to the eigenval-
ues {an}n∈N and {bn}n∈N respectively. Clearly, bn is increasing to αˆ. Now, by apply-
ing Lemma 2.2.8, we get α = αˆ.
All the results discussed above concerning the spectrum of a positive AM-
operators can be summarized as follows.
Theorem 2.2.13. (compare with [50, Theorem 3.8]) Let T ∈ AM+(H). Then we have,
Tx =
∑
λ∈Λ
αλ〈x, uλ〉uλ, for allx ∈ H,
where {uλ : λ ∈ Λ} is an orthonormal basis for H such that Tuλ = αλuλ, for allλ ∈ Λ
and the following hold true:
1. for every nonempty subset Γ of Λ, we have inf{αλ : λ ∈ Γ} = min{αλ : λ ∈ Γ};
2. σ(T ) = {αλ}λ∈Λ has at most one limit point. Moreover, this unique limit point (if it
exists) can only be the limit of an increasing sequence in σ(T );
3. σp(T ) is countable and there can exist at most one eigenvalue for T with infinite
multiplicity;
4. if σ(T ) has both, a limit point α and an eigenvalue αˆ with infinite multiplicity, then
α = αˆ.
Remark 2.2.14. The result (3) of Theorem 2.2.13 is not valid for self-adjoint operators that
are absolutely minimum attaining. For example, let T : `2 → `2 be defined by
T (x1, x2, x3, ...) = (−x1, x2,−x3, x4,−x5, . . . ), for all (x1, x2, x3, ...) ∈ `2.
Then T = T ∗ and T ∈ AM(H), since it is an isometry. Moreover, we have σp(T ) =
{1,−1} and both eigenvalues have infinite multiplicity.
The following is a necessary condition that has to be satisfied by a positive
AM-operator.
Theorem 2.2.15. Let T ∈ AM+(H). Then there exists a positive scalar α, a positive
compact operator K and a positive finite rank operator F such that the following is true:
1. T = αI −K + F ;
2. ‖K‖ ≤ α and KF = FK = 0.
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Proof. We have T ∈ AM+(H). Then by Theorem 2.2.13(3), there can exist at most
one eigenvalue for T with infinite multiplicity. We prove the theorem in the fol-
lowing two cases separately.
Case(I): T has no eigenvalue with infinite multiplicity.
To prove this case, we follow the approach used in [20]. Let H1 := H and
T1 := T . Since T ∈ AM(H) and T ≥ 0 we get T1 ∈ M(H1) and T1 ≥ 0. Then by
Proposition 2.1.1, there exists a u1 ∈ SH1 such that T1u1 = m(T1)u1. Let α1 = m(T1).
Then α1 ≥ 0.
Let H2 := [u1]
⊥. Note that H1 ⊇ H2 and H2 reduces T . Let T2 := T |H2 . Since
T ∈ AM(H) and T ≥ 0, we get T2 ∈M(H2) and T2 ≥ 0. Then by Proposition 2.1.1,
there exists a u2 ∈ SH2 such that T2u2 = m(T2)u2. Let α2 = m(T2). Then α2 ≥ α1 ≥ 0
and u1 ⊥ u2.
Let H3 := [u1, u2]
⊥. Note that H1 ⊇ H2 ⊇ H3 and H3 reduces T . Let T3 := T |H3 .
Since T ∈ AM(H) and T ≥ 0 we get T3 ∈M(H3) and T3 ≥ 0. Then by Proposition
2.1.1, there exists a u3 ∈ SH3 such that T3u3 = m(T3)u3. Let α3 = m(T3). Then
α3 ≥ α2 ≥ α1 ≥ 0 and u3 ⊥ ui, i = 1, 2.
Proceeding this way after n steps we get a sequence of subspaces {Hi}ni=1 of H
such thatH1 ⊇ H2 ⊇ H3 · · · ⊇ Hn whereHi = [u1, u2, u3, . . . , ui−1]⊥, for all 1 ≤ i ≤ n
and also a sequence of scalars {αi}ni=1 such that 0 ≤ α1 ≤ α2 ≤ α3 ≤ · · · ≤ αn,
where αi = m(Ti), for all 1 ≤ i ≤ n.
Next, we claim that Hn 6= {0}, for all n ∈ N. If not, then there exists a n ∈ N
such that Hn = {0}. By the projection theorem we have,
H = Hn ⊕Hn⊥ = Hn⊥ = [u1, u2, u3, . . . , un−1] ,
a contradiction to H is infinite dimensional. Therefore Hn 6= {0}, for all n ∈ N. So
there exists an infinite sequence of scalars {αn}n∈N such that 0 ≤ αn ≤ αn+1 ≤ ‖T‖,
for all n ∈ N. By the monotonic convergence theorem αn → α for some α ≤ ‖T‖.
Let M1 = [un : n ∈ N]. Denote by M2 = M⊥1 . We must have dim M2 <∞, if not
then by applying the same procedure as above, we can find an increasing sequence
of eigenvalues of T that converges to a scalar which is greater than α, but this is a
contradiction to Theorem 2.2.13(2), that is σ(T ) can have at most one limit point.
Denote by,K := αPM1−TPM1 . Then we have,Kx :=
∞∑
n=1
(α−αn)〈x, un〉un, for allx ∈
H . Now the converse of spectral theorem [24, Theorem 6.2, page 181] gives that K
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is a positive compact operator. Clearly, ‖K‖ ≤ α and R(K) = M1.
Denote by, F := TPM2 − αPM2 . Note that F is a finite rank operator and
R(F ) ⊆ M2. Next, M2 is a reducing subspace for T implies that TPM2 = PM2T [15,
Proposition 3.7, page 39] and so F is self-adjoint. Now,m (T |M2) ≥ αn, for alln ∈ N
implies that m (T |M2) ≥ α. Therefore σp(F ) = {λ − α : λ ∈ σp (T |M2)} ⊆ [0,∞).
Consequently, F is positive.
Clearly, H = M1 ⊕M2. Then T = TPM1 + TPM2 = (αPM1 −K) + (F + αPM2) =
αI −K + F . Obviously, KF = FK = 0.
Case(II): T has exactly one eigenvalue with infinite multiplicity α (say).
Let M1 := N(T − αI). By the Projection theorem, we have H = M1 ⊕M⊥1 .
Suppose dim M⊥1 < ∞. Since M1 is a reducing subspace for T , T |M⊥1 is a pos-
itive finite rank operator. By the Spectral theorem, there exists an orthonormal
eigenbasis for M⊥1 . We have α /∈ σp (T |M⊥) since T ≥ 0. Let M2 be the subspace of
M⊥1 which is spanned by all eigenvectors corresponding to the eigenvalues of T |M⊥1
that are less than α (if no eigenvalues is smaller than α then we take M2 = {0}).
Similarly, define M3 to be the subspace of M⊥1 that is spanned by all eigenvec-
tors corresponding to the eigenvalues of T |M⊥1 that are greater than α (if no eigen-
values is greater than α then we take M3 = {0}). Clearly, M⊥1 = M2 ⊕ M3 and
H = M1 ⊕M2 ⊕M3. Then we have,
T = TPM1 + TPM2 + TPM3
= αPM1 + TPM2 + TPM3
= αI − (αPM2 − TPM2) + (TPM3 − αPM3) [∵ I = PM1 + PM2 + PM3 ] .
This implies that T = αI −K +F where K = αPM2 − TPM2 and F = TPM3 −αPM3
are both positive finite rank operators such that KF = FK = 0 and ‖K‖ ≤ α.
In case dim M⊥1 = ∞, let H1 := M⊥1 . Note that H1 reduces T . Denote by
T1 = T |H1 . Since T ∈ AM(H) and T ≥ 0, we get T1 ∈ AM(H1) and T1 ≥ 0.
Moreover, T1 has no eigenvalue with infinite multiplicity. Then by applying same
procedure to T1, like in Case(I), we can get an infinite orthonormal sequence of
eigenvectors {un}∞n=1 and a corresponding sequence of eigenvalues {αn}∞n=1 of T
such that 0 ≤ α1 ≤ α2 ≤ α3 ≤ · · · ≤ ‖T1‖ ≤ ‖T‖ and αn → β. From Theorem
2.2.13(4), we must have α = β. Let us denote by, M2 = [un : n ∈ N]. Let M3 be the
orthogonal compliment of M2 in H1. Then we must have dim M3 < ∞, otherwise
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σ(T ) will have two distinct limit points, which is not possible by Theorem 2.2.13(2).
Denote by,K := αPM2−TPM2 . Then we have,Kx :=
∞∑
n=1
(α−αn)〈x, un〉un, for allx ∈
H . Now the converse of spectral theorem [24, Theorem 6.2, page 181] gives that K
is a positive compact operator. Clearly, ‖K‖ ≤ α and R(K) = M2.
Denote by, F := TPM3 − αPM3 . Note that F is a finite rank operator and
R(F ) ⊆ M3. Next, M3 is a reducing subspace for T implies that TPM3 = PM3T [15,
Proposition 3.7, page 39] and so F is self-adjoint. Now,m (T |M3) ≥ αn, for alln ∈ N
implies that m (T |M3) ≥ α. Therefore σp(F ) = {λ − α : λ ∈ σp (T |M3)} ⊆ [0,∞).
Consequently, F is positive.
Finally, we have, T = TPM1 + TPM2 + TPM3 = αI − (αPM2 − TPM2) + (TPM3 −
αPM3). It follows that T = αI −K + F .
2.3 Sufficient conditions for AM-operators
In this section we discuss some sufficient conditions to be satisfied byAM-operators.
Lemma 2.3.1. Let F ∈ Bs(H) be a finite rank operator. Then for every α ≥ 0, we have
αI − F ∈Ms(H).
Proof. Let the range of F be k-dimensional. Since F is self-adjoint, by the spectral
theorem there exists an orthonormal basis B = {uλ : λ ∈ Λ} for H corresponding
to which the matrix of F is diagonal with k non zero real diagonal entries, say
{α1, α2, . . . , αk}. This implies that the matrix of T := αI − F with respect to B is
also diagonal and consequently, σ(T ) = {α−α1, α−α2, α−α3, . . . , α−αk, α}. Note
that T is self-adjoint. Now by using [46, Proposition 2.1] we get,
m(T ) = d (0, σ(T ))
= inf{|α− α1|, |α− α2|, |α− α3|, . . . , |α− αk|, α}
= min{|α− α1|, |α− α2|, |α− α3|, . . . , |α− αk|, α}.
It immediately follows that T attains its minimum at uλ0 for some λ0 ∈ Λ.
Let M be any closed subspace of H and iM : M → H be the inclusion map from
M to H , which is defined as iMx = x, for allx ∈ M . Then it is easy to observe that
the adjoint of iM is the map i∗M : H →M , which is defined as,
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i∗M(x) =
x , if x ∈M,0 , if x ∈M⊥.
Proposition 2.3.2. Let T ∈ B(H). Then the following are equivalent;
1. T ∈ AM(H)
2. TiM ∈M(M,H) for every nonzero closed subspace M of H
3. i∗M(T ∗T )iM ∈M(M) for every nonzero closed subspace M of H .
Proof. (1) ⇔ (2) : The proof is direct from the definition of absolutely minimum
attaining operator, if we observe that T |M = TiM for every closed subspace of M
of H .
(2)⇔ (3) : It is a direct consequence of Proposition 2.1.3
Theorem 2.3.3. Let F ∈ B(H) be a finite rank operator. Then for every α ≥ 0 we have
αI − F ∈ AM(H).
Proof. Let T := αI−F . Then we have T ∗ = αI−F ∗ and T ∗T = βI−F˜ where β = α2
and F˜ = α(F + F ∗)− F ∗F is a self-adjoint finite rank operator. Using Proposition
2.3.2, it suffices to show that for every closed subspace M of H , i∗M(βI − F˜ )iM ∈
M(M). But i∗M(βI − F˜ )iM is a operator from the Hilbert space M to itself and
i∗M(βI − F˜ )iM = β(i∗MIiM) − i∗M F˜ iM = βIM − F˜M , where β ≥ 0, IM is the identity
operator on M and i∗M F˜ iM = F˜M is a self-adjoint finite rank operator on M . Now,
Lemma 2.3.1 implies that βIM − F˜M ∈M(M). Hence the theorem.
Remark 2.3.4. As a particular case of the above theorem, it follows that αI−F ∈M(H),
where α ≥ 0 and F is any finite rank operator not necessarily self-adjoint.
We know that finite rank operators, unitary operators and isometries are abso-
lutely minimum attaining and the modulus of these operators is either a positive
finite rank operator or the identity operator. In the first case, 0 is the eigenvalue
with infinite multiplicity and in the second case, 1 is the eigenvalue with infinite
multiplicity. Let T ∈ AM+(H) and λ be the eigenvalue of T with infinite multi-
plicity. In general it is not true that, always either λ = m(T ) or λ = ‖T‖. We have
the following example to illustrate this.
Example 2.3.5. Let F : `2 → `2 be defined by
F (x1, x2, x3, ...) = (x1,−x2, x3,−x4, x5, 0, 0, 0, . . . ), for all (x1, x2, x3, ...) ∈ `2.
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Consider the operator T := I − F . Then we have T ≥ 0 and T ∈ AM(H) by Theorem
2.3.3. In this case, 1 is the eigenvalue for T with infinite multiplicity, which is different
from m(T ) = 0 and ‖T‖ = 2.
Lemma 2.3.6. Let K ∈ K+(H) and F ∈ Bs(H) be a finite rank operator. Then for every
α > 0, we have αI −K + F ∈Ms(H).
Proof. Firstly, if K is of finite rank then from Lemma 2.3.1, T := αI − K + F ∈
Ms(H).
Next, assume that K is of infinite rank. By the spectral theorem, there exists
an orthonormal system of eigenvectors {un}n≥1 and corresponding eigenvalues
{αn}n≥1 such that for all x ∈ H ,
(K − F )x =
∞∑
n=1
αn〈x, un〉un. (2.2)
Moreover, αn ∈ R, for alln ∈ N and {|αn|}n≥1 is decreasing to 0. Therefore for each
x ∈ H , we have
〈(K − F )x, x〉 =
∞∑
n=1
αn|〈x, un〉|2. (2.3)
We claim that, there exists a n1 such that αn1 > 0. Suppose not, then by (2.3),
we have 0 ≤ K ≤ F . But F is of finite rank and K is positive, so it follows
that K is also of finite rank. In fact, for every x ∈ R(F )⊥ = N(F ) we have
0 ≤ 〈Kx, x〉 ≤ 〈Fx, x〉 = 0 and so 〈Kx, x〉 = 0. Next, K ≥ 0 implies that Kx =
0, for allx ∈ R(F )⊥ = N(F ). Therefore we have N(F ) ⊆ N(K) and consequently
R(K) ⊆ R(F ), which is a contradiction because R(K) is infinite dimensional.
Hence our claim is true. From Equation(2.2), we have σ(K − F ) = {αn}∞n=1 ∪ {0}
and the spectral mapping theorem gives that σ(T ) = {α − αn}∞n=1 ∪ {α}. Now,
[46, Proposition 2.1] implies that m(T ) = d (0, σ(T )) = inf{α, |α − αn|}∞n=1. But we
know that {|αn|}n≥1 is decreasing and αn1 ≥ 0. This implies that α − αn1 ≤ α −
αn, for alln ≥ n1. Next, |αn| → 0 implies that there exists a n2 such that |αn| ≤ α,
for alln ≥ n2. Consequently, α−αn ≥ 0, for alln ≥ n2. Let n3 = max{n1, n2}. Then
we have |α − αn| ≥ |α − αn3|, for alln ≥ n3 and so m(T ) = min{α, |α − αn|}n3n=1.
Clearly, T attains its minimum either at uk for some k ∈ {1, 2, 3, . . . , n3} or at a unit
vector in N(K − F ).
Theorem 2.3.7. Let K ∈ K+(H) and F ∈ B(H) be a finite rank operator. Then for every
α ≥ ‖K‖
2
we have αI −K + F ∈ AM(H).
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Proof. Let T := αI −K + F . We prove the theorem in two cases as below.
Case(I): α = 0
In this case, α ≥ ‖K‖
2
implies that K = 0 and so T is a finite rank operator.
Therefore T ∈ AM(H).
Case(II): α > 0
We have T ∗T = βI − K˜ + F˜ where β = α2, K˜ = 2αK − K2 is a compact
operator which is positive because α ≥ ‖K‖
2
and F˜ = α(F + F ∗) − (KF + F ∗K) +
F ∗F is a self-adjoint finite rank operator. Using Proposition 2.3.2, it suffices to
show that for every closed subspace M of H , iM ∗(βI − K˜ + F˜ )iM ∈ M(M). But
iM
∗(βI − K˜ + F˜ )iM is an operator from the Hilbert space M to itself and i∗M(βI −
K˜ + F˜ )iM = β(i
∗
MIiM) − i∗MK˜iM + i∗M F˜ iM = βIM − K˜M + F˜M , where, β > 0, IM
is the identity operator on M , K˜M = i∗MK˜iM is a positive compact operator on M
and F˜M = i∗M F˜ iM is a self-adjoint finite rank operator on M . Now, Lemma 2.3.6
implies that βIM − K˜M + F˜M ∈M(M). Hence the theorem.
2.4 Characterization of AM-operators
Using the necessary and sufficient conditions that we have proved in the previous
sections, we prove a characterization theorem for positive AM-operators.
Theorem 2.4.1. The following are equivalent:
1. T ∈ AM+(H)
2. There exists a decomposition for T of the form T := αI−K+F whereK is a positive
compact operator with ‖K‖ ≤ α and F is a positive finite rank operator satisfying
KF = FK = 0. Moreover, this decomposition is unique.
Proof. (1) ⇒ (2): We have T ∈ AM+(H). Then from Theorem 2.2.15, T is of the
form, T = αI −K + F where K is a positive compact operator with ‖K‖ ≤ α and
F is a positive finite rank operator satisfying KF = FK = 0.
It remains to prove the uniqueness part:
Suppose, if possible T has another decomposition of the form T := αˆI − Kˆ + Fˆ
where Kˆ is a positive compact operator with ‖Kˆ‖ ≤ α and Fˆ is a positive finite
rank operator satisfying KˆFˆ = Fˆ Kˆ = 0.
By the spectral mapping theorem, we have σ(T ) = α−σ(K−F ). SinceK−F is
a self-adjoint compact operator and dim H =∞, by applying the spectral theorem
we get that α is either the limit point of σ(T ) or the eigenvalue of T with infinite
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multiplicity. By the similar arguments, we get αˆ is also, either the limit point of
σ(T ) or the eigenvalue of T with infinite multiplicity. Now, Theorem 2.2.13 implies
that α = αˆ. Next, αI −K + F = αˆI − Kˆ + Fˆ implies that,
K − F = Kˆ − Fˆ . (2.4)
We also have, (K + F )2 = (Kˆ + Fˆ )2 because KF = FK = KˆFˆ = Fˆ Kˆ = 0, but
every positive operator has a unique positive square root[47, Theorem VI.9, page
196], so we must have,
K + F = Kˆ + Fˆ . (2.5)
Now, combining the Equations (2.4) and (2.5), we get K = Kˆ and F = Fˆ .
(2)⇒ (1): We have T ∈ B(H) and T is of the form T := αI − K + F where K
is a positive compact operator such that ‖K‖ ≤ α and F is a finite rank operator.
Then, T ≥ 0 because αI − K ≥ 0 and F ≥ 0. From Theorem 2.3.7, it follows that
T ∈ AM+(H).
Let T ∈ AM+(H). Then, according to [20, Definition 3.9], T is said to be of first
type if it has no eigenvalue of infinite multiplicity, otherwise it is of second type.
The next theorem completely characterizes the absolutely minimum attaining
positive operators of both the types.
Theorem 2.4.2. The following are equivalent:
1. T ∈ AM+(H)
2. There exists a unique decomposition for T of the form T := αI −K + F where K
is a positive compact operator with ‖K‖ ≤ α and F is a positive finite rank operator
satisfying KF = FK = 0. Moreover,
(a) T is of first type whenever N(K − F ) is finite dimensional,
(b) T is of second type whenever N(K − F ) is infinite dimensional.
Proof. First part of the proof follows directly from Theorem 2.4.1. Next, by spectral
mapping theorem, we have σ(T ) = α − σ(K − F ). Clearly, T has an eigenvalue
of infinite multiplicity if and only if N(K − F ) is infinite dimensional. Hence the
theorem.
Remark 2.4.3. If F = 0, in Theorem 2.4.2 2(a), then T = αI −K. In this case, α = ‖T‖.
This is exactly the structure theorem obtained for first type absolutely minimum attaining
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positive operators [20, Theorem 4.6] . But this is not the case always, for instance, we have
an example below.
Example 2.4.4. Let D : `2 → `2 be defined by,
D(x1, x2, x3, ...) = (0,
x2
2
,
x3
3
,
x4
4
, . . . ), for all (x1, x2, x3, ...) ∈ `2.
Let P be the orthogonal projection onto [e1]. Consider the operator, T := I −D + P . We
have T ∈ AM+(`2) by Theorem 2.3.7. Clearly, α = 1, ‖T‖ = 2 and α < ‖T‖.
Corollary 2.4.5. The class, AM+(H) is closed under addition. In fact, AM+(H) is a
cone in the real Banach space of self-adjoint operators.
Proof. Let T1, T2 ∈ AM+(H). Then T1+T2 is positive. Next, by Theorem 2.4.1, there
exists positive scalars α1, α2, positive compact operators K1, K2 and positive finite
rank operators F1, F2 such that T1 = α1I −K1 + F1 and T2 = α2I −K2 + F2 where
‖K1‖ ≤ α1 and ‖K2‖ ≤ α2 . Moreover, K1F1 = F1K1 = 0 and K2F2 = F2K2 = 0.
Then T1 +T2 = (α1 +α2)I− (K1 +K2)+(F1 +F2). Now, by Theorem 2.3.7, T1 +T2 ∈
AM+(H). Suppose T and −T both are in AM+(H), then T = 0. This shows that
AM+(H) is a proper cone in the real Banach space of self-adjoint operators.
Unlike the minimum attaining operators, the direct sum of two absolutely min-
imum attaining operators need not be absolutely minimum attaining. Below ex-
ample illustrates this.
Example 2.4.6. Let H = `2 and denote by M1 = [e2n−1 : n ∈ N] and M2 = [e2n : n ∈ N.
Clearly, H = M1 ⊕M2. Let 0M1 ∈ B(M1) be the zero operator on M1 and IM2 be the
identity operator on M2. Obviously, 0M1 ∈ AM(M1) and IM2 ∈ AM(M2). We will
prove that 0M1 ⊕ IM2 /∈ AM(`2).
Let us denote by T := 0M1 ⊕ IM2 . Then, we have Te2n−1 = 0 and Te2n = e2n for each
n ∈ N. Define H0 :=
[√
n2−1
n
e2n−1 + 1ne2n : n ∈ N
]
. Observe that H0 is a closed subspace
of H and hence a Hilbert space by itself. Moreover, the set fn =
√
n2−1
n
e2n−1 + 1ne2n serves
to be an orthonormal basis of H0. By the definition of minimum modulus, we have
[m(T |H0)]2 = inf{‖Tx‖2 : x ∈ H0, ‖x‖ = 1}
≤ inf{‖Te2n‖2 : n ∈ N}
≤ inf{ 1
n2
: n ∈ N}
≤ 0.
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It follows that, m(T |H0) = 0. However, any x ∈ H0 with ‖x‖ = 1, can be written as,
x =
∞∑
n=1
sn
(√
n2 − 1
n
e2n−1 +
1
n
e2n
)
,where
∞∑
n=1
|sn|2 = 1.
Consequently,
‖T |H0x‖2 =
∥∥∥∥∥T
( ∞∑
n=1
sn
(√
n2 − 1
n
e2n−1 +
1
n
e2n
))∥∥∥∥∥
2
=
∞∑
n=1
|sn|2( 1
n2
)
> 0.
This implies that for every element x ∈ H0 with ‖x‖ = 1 we have ‖T |H0x‖ > 0 =
m(T |H0). Which means that T is not minimum attaining on H0, a contradiction to T ∈
AM(`2).
Theorem 2.4.7. Let T ∈ B(H1, H2). Then the following statements are equivalent:
1. T ∈ AM(H1, H2)
2. |T | ∈ AM+(H1)
3. T ∗T ∈ AM+(H1).
Proof. (1)⇔ (2): We have, ‖Tx‖2H2 = 〈Tx, Tx〉H2 = 〈|T |x, |T |x〉H1 = ‖|T |x‖
2
H1
, for allx ∈
H1. Clearly, T ≥ 0. It follows that T ∈ AM(H1, H2) iff |T | ∈ AM+(H1).
(2)⇒ (3): Let |T | ∈ AM+(H1). Then by Theorem 2.4.1, there exists a decompo-
sition for |T | of the form |T | := αI−K+F where K is a positive compact operator
with ‖K‖ ≤ α and F is a positive finite rank operator satisfying KF = FK = 0.
This implies, T ∗T = |T |2 = βI − K˜ + F˜ , where β = α2, K˜ = 2αK −K2 is a com-
pact operator which is positive because α ≥ ‖K‖ and F˜ = 2αF + F 2 is a positive
finite rank operator. Next, by the Spectral radius formula for normal operators [6,
Theorem 1] , ‖K˜‖ = sup{2αλ − λ2 : λ ∈ σ(K)} ≤ α2 = β. Since R(K˜) ⊆ R(K)
and R(F˜ ) ⊆ R(F ), we have K˜F˜ = F˜ K˜ = 0. Then by applying Theorem 2.4.1 once
again, we conclude that T ∗T ∈ AM+(H).
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(3) ⇒ (2): Let T ∗T ∈ AM+(H1). Then by Theorem 2.4.1, there exists a de-
composition for T ∗T of the form T ∗T := αI − K + F where K is a positive com-
pact operator with ‖K‖ ≤ α and F is a positive finite rank operator satisfying
KF = FK = 0.
By the spectral theorem, there exists an finite or infinite orthonormal sequence
of eigenvectors {un}n≥1 corresponding to the eigenvalues {αn}n≥1 of K such that,
Kx =
∑
n≥1
αn〈x, un〉un, for allx ∈ H.
Moreover, αn ≥ αn+1 ≥ 0, for alln ≥ 1 and in case if, {un}n≥1 is an infinite se-
quence then αn → 0. Let us denote by M1 = [un : n ≥ 1]. Similarly, by applying
the spectral theorem to F , we get a finite orthonormal sequence of eigenvectors
{vn}kn=1 corresponding to the eigenvalues {βn}kn=1 of F such that,
Fx =
k∑
n=1
βn〈x, vn〉vn, for allx ∈ H.
Moreover, βk ≥ βk−1 ≥ . . . β2 ≥ β1 ≥ 0. Let us denote by M2 = [vn : 1 ≤ n ≤ k]. We
have, M1 ⊥ M2. Let M3 be the orthogonal compliment of M1 ⊕M2 in H . Clearly,
H = M1 ⊕ M2 ⊕ M3. Let {wλ}λ∈Λ be an orthonormal basis for M3. Using the
decomposition for T ∗T , we have,
T ∗Tx = α
∑
λ∈Λ
〈x,wλ〉wλ +
∑
n≥1
(α− αn)〈x, un〉un +
k∑
n=1
(α+ βn)〈x, vn〉vn, for allx ∈ H.
Let us consider the operator S : H → H defined as,
Sx = α
1
2
∑
λ∈Λ
〈x,wλ〉wλ+
∑
n≥1
(α− αn)
1
2 〈x, un〉un+
k∑
n=1
(α + βn)
1
2 〈x, vn〉vn, for allx ∈ H.
Then S ≥ 0 because we have αn ≤ α, for alln ≥ 1. By the definition, S is positive
square root of T ∗T = |T |2, but positive square root is unique. Therefore we must
have S = |T |. Let us define K1 : H → H by,
K1x :=
∑
n≥1
(
(α− αn)
1
2 − α 12
)
〈x, un〉un, for allx ∈ H.
If the set,{un}n≥1 is finite then K1 is a positive finite rank operator. In case if the
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set,{un}n≥1 is infinite, we have the sequence {(α− αn)
1
2 − α 12}n≥1 is monotonically
decreasing to 0. Now, the converse of Spectral theorem [24, Theorem 6.2, page 181]
gives that K1 is a positive compact operator. Clearly, ‖K1‖ ≤ α 12 and R(K1) = M1.
Let us define F1 : H → H by,
Fx =
k∑
n=1
(
(α + βn)
1
2 − α 12
)
〈x, vn〉vn, for allx ∈ H.
Clearly, F1 is a positive finite rank operator and R(F1) = M2. Moreover, we have
K1F1 = F1K1 = 0. Now, it is easy to observe that |T | = α 12 I − K1 + F1. Then by
Theorem 2.4.1, we have |T | ∈ AM+(H).
Corollary 2.4.8. Let T ∈ B(H) be positive. Then T ∈ AM+(H) if and only if T 12 ∈
AM+(H).
Proof. Since T ≥ 0, Theorem 2.4.7 implies that T ∈ AM+(H) if and only if T 2 ∈
AM+(H). Consequently, T ∈ AM+(H) if and only if T 12 ∈ AM+(H).
Corollary 2.4.9. Let T ∈ B(H) be normal. Then T ∈ AM(H) if and only if T ∗ ∈
AM(H).
Proof. We have T is normal and so |T ∗| = |T |. Now the proof is immediate from
Theorem 2.4.7.
Remark 2.4.10. Note that Corollary 2.4.9 is not valid in general for all absolutely mini-
mum attaining operators. We have the following example.
Example 2.4.11. Let V : `2 → `2 be defined by,
V (x1, x2, x3, ...) = (0, x1, 0, x2, 0, x3, . . . ), for all (x1, x2, x3, ...) ∈ `2.
Then, we have V ∈ AM(`2) because it is an isometry. Now, the adjoint V ∗ : `2 → `2 is
given by,
V ∗(x1, x2, x3, ...) = (x2, x4, x6, . . . ), for all (x1, x2, x3, ...) ∈ `2.
Then V ∗ is a partial isometry such that both N(V ∗) and R(V ∗) are infinite dimensional,
hence by Proposition 2.4.14(which is proved later), V ∗ /∈ AM(`2). Notice that V is not
normal.
Proposition 2.4.12. Let T ∈ AM(H). Then either N(T ) or R(T ) is finite dimensional.
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Proof. From Theorem 2.4.7, T ∈ AM(H) implies that T ∗T ∈ AM+(H). Then by
Theorem 2.4.1, T ∗T has a decomposition of the form,
T ∗T = αI −K + F
where K is a positive compact operator with ‖K‖ ≤ α and F is a positive finite
rank operator such that KF = FK = 0.
Next, σ(T ∗T ) = α − σ(K − F ) implies that if there exists an eigenvalue with
infinite multiplicity for T ∗T then it must be ‘α’. We have the following two cases,
Case(I): α = 0
Since ‖K‖ ≤ α, we have K = 0 and T ∗T = F is a finite rank operator. Now,
R(T ∗T ) = R(T ∗) implies that dim R(T ∗) < ∞. From the singular value decompo-
sition theorem [24, Theorem 4.1, page 248], it is easy to observe that an operator
is of finite rank if and only if its adjoint is of finite rank. So we must have dim
R(T ) <∞.
Case(II): α > 0
In this case, we have dim N(T )= dim N(T ∗T ) <∞. Otherwise, ‘0’ has to be the
eigenvalue for T ∗T with infinite multiplicity and α = 0, which is not true.
Proposition 2.4.13. Let P ∈ B(H) be an orthogonal projection. Then P ∈ AM+(H) iff
either N(P ) or R(P ) is finite dimensional.
Proof. We have P ≥ 0. Suppose R(P ) is finite dimensional. Then obviously, P ∈
AM+(H). In case N(P ) is finite dimensional, then P = I − PN(P ) and PN(P ) ≥ 0.
Therefore by Theorem 2.4.1, P ∈ AM+(H).
Proposition 2.4.14. Let V ∈ B(H) be partial isometry. Then V ∈ AM(H) iff either
N(V ) or R(V ) is finite dimensional.
Proof. The proof is immediate from Theorem 2.4.7 and Proposition 2.4.13, if we
observe that |V | = PR(V ∗).
Proposition 2.4.15. Let V ∈ AM(H) be a partial isometry and F be a finite rank opera-
tor. Then for all α ≥ 0, we have αV − F ∈ AM(H).
Proof. Let us denote by T := αV − F . Since V ∈ AM(H), we have either N(V )
or R(V ) is finite dimensional. Firstly, if R(V ) is finite dimensional, we are already
done because T is a finite rank operator. In the other case, let N(V ) be finite di-
mensional. Then we have T ∗T = α2PR(V ∗) − [αV ∗F + αF ∗V + F ∗F ] = α2I − F˜
where F˜ = α2PN(V ) +αV ∗F +αF ∗V +F ∗F is a finite rank operator. Now, the proof
follows directly from Theorem 2.3.3 and Theorem 2.4.7.
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Remark 2.4.16. The above Proposition is valid, in particular if we allow V to be an isom-
etry, projection or a co-isometry.
Using the polar decomposition theorem, Theorem 2.4.1 can be extended to a
more general case, as below.
Theorem 2.4.17. The following are equivalent:
1. T ∈ AM(H1, H2);
2. There exists a decomposition for T of the form T := V (αI −K + F ) where K ∈
B(H1) is a positive compact operator with ‖K‖ ≤ α, F ∈ B(H1) is a positive finite
rank operator satisfying KF = FK = 0 and V ∈ B(H1, H2) is a partial isometry
such that N(V ) = N(αI −K + F ). Moreover, this decomposition is unique.
Proof. (1)⇒ (2):
We have T ∈ B(H1, H2), then by the polar decomposition theorem there exists
a unique partial isometry V ∈ B(H1, H2) such that T = V |T | and N(V ) = N(|T |).
From Theorem 2.4.7, T ∈ AM(H1, H2) implies that |T | ∈ AM+(H1). Next, by
Theorem 2.4.1, there exists a decomposition for |T | of the form T := αI − K + F
where K ∈ B(H1) is a positive compact operator with ‖K‖ ≤ α and F ∈ B(H1)
is a positive finite rank operator satisfying KF = FK = 0. Clearly, we have
N(V ) = N(|T |) = N(αI −K + F ). Next, the uniqueness of the V is clear and the
uniqueness of α,K, F comes from the uniqueness of the decomposition for |T |.
(2)⇒ (1):
Let T ∈ B(H1, H2) and has the decomposition of the form given in (2). Let us,
denote by P := αI −K +F . Since αI −K ≥ 0 and F ≥ 0, we have P ≥ 0. We also,
have V is a partial isometry with N(V ) = N(αI − K + F ) = N(P ). Therefore by
the uniqueness of the polar decomposition theorem, we must have |T | = P . That
is, |T | = αI −K +F . By applying Theorem 2.4.7 and Theorem 2.4.1, it follows that
T ∈ AM(H1, H2).
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Chapter 3
Perturbation of minimum attaining
operators
In this chapter we are concerned with the perturbation theory of minimum at-
taining operators. The perturbation properties of norm attaining operators are
discussed by J. Kover in [38, 39]. Analogous to the norm attaining bounded oper-
ators on H , minimum attaining operators are defined and studied by Carvajal and
Neves in [14].
This chapter has two sections. In the first one we discuss the compact per-
turbations of minimum attaining operators and in the second one we discuss the
stability results for minimum attaining operators. All the results in this chapter are
written based on the published article [22].
3.1 Compact perturbations
Our goal in this section is to study stability of the minimum attaining property
under compact perturbations. In other words, we try to answer the question that
which compact perturbations of minimum attaining operators on a Hilbert space
are again minimum attaining. We also observe that for any fixed bounded linear
operator T on H with m(T ) > 0, the set of compact perturbations of T that fail to
produce a minimum attaining operator is very small in size, in fact it is a porous
set.
Lemma 3.1.1. [38, Lemma 3] Let T ∈ B(H). Then,
λ ∈ σess(|T |) if and only ifλ2 ∈ σess(|T |2).
46
Let H be a complex separable Hilbert space and T ∈ B(H). For n ∈ N ∪ {0,∞}
we define,
ρn(T ) := inf{‖T − S‖ : S ∈ B(H),dimN(S) = n}.
Theorem 3.1.2. [9, Theorem 2] Assume that n < dimN(T ). We have,
1. If n ≥ indT then ρn(T ) = 0
2. If n < indT then ρn(T ) = m(T ∗)
The following theorem is crucial in proving the stability of minimum attaining
property under small compact perturbations.
Theorem 3.1.3. Let T ∈ B(H) and K ∈ K(H) be such that m(T +K) /∈ σess(|T |). Then
m(T +K) ∈ σdisc(|T +K|) and T +K ∈M(H).
Proof. Let us consider the operator,
|T +K|2 = (T +K)∗(T +K) = T ∗T + T ∗K +K∗T +K∗K = |T |2 + C,
where C = T ∗K +K∗T +K∗K ∈ K(H). Since |T +K|2 and |T |2 are self-adjoint, by
Theorem 1.2.14 it follows that,
σess(|T +K|2) = σess(|T |2).
Now, Lemma 3.1.1 gives that, σess(|T+K|) = σess(|T |). Hence,m(T+K) /∈ σess(|T+
K|). As |T +K| ≥ 0, by Lemma 1.3.22, we can conclude that m(T +K) ∈ σdisc(|T +
K|). Consequently, T +K ∈M(H), by Proposition 2.1.1.
The above theorem yields the following stability result.
Corollary 3.1.4. Let T ∈ B(H) and m(T ) ∈ σdisc(|T |). Then there exists an  > 0 such
that for all K ∈ K(H) with ‖K‖ < , we have T +K ∈M(H).
Proof. By the definition of the discrete spectrum,
d = d (m(T ), σess(|T |)) = inf {|λ−m(T )| : λ ∈ σess (|T |)} > 0.
Now choose an  ∈ (0, d). By Lemma 1.3.11, for any K ∈ K(H) with ‖K‖ <  we
have,
|m(T +K)−m(T )| ≤ ‖T +K − T‖ = ‖K‖ < .
This implies thatm(T+K) /∈ σess (|T |) = σess (|T +K|). By Theorem 3.1.3, we have
T +K ∈M(H).
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Remark 3.1.5. Note that the condition m(T ) ∈ σdisc(|T |) cannot be dropped in Corollary
3.1.4 , by the following example.
Example 3.1.6. For every n ∈ N, let Dn : `2 → `2 be defined by,
Dn(x1, x2, x3, ...) = (
x1
n
,
x2
n+ 1
,
x3
n+ 2
, . . . ), for all (x1, x2, x3, ...) ∈ `2.
Clearly, Dn ∈ K(`2) and ‖Dn‖ = 1n , for all n ∈ N. Next, we have I + Dn ≥ 0 and
I +Dn /∈M(`2), for all n ∈ N. Note that m(I) = 1 ∈ σess(I).
We denote by,Md(H) := {T ∈ B(H) : m(T ) ∈ σdisc(|T |)}. Similarly,Msd(H) :=
{T ∈ Bs(H) : m(T ) ∈ σdisc(|T |)} andM+d (H) := {T ∈ B+(H) : m(T ) ∈ σdisc(|T |)}.
The following corollary will be used frequently in proving many compact per-
turbation results that are coming later.
Corollary 3.1.7. Let T ∈ B(H) andK ∈ K(H). Ifm(T+K) < m(T ), thenm(T+K) ∈
σdisc(|T +K|) and T +K ∈Md(H).
Proof. Lemma 1.3.22 and the spectral radius formula [6, Theorem1] implies that
σ(|T |) ⊆ [m(T ), ‖T‖] and so m(T + K) /∈ σess(|T |) = σess(|T + K|). Consequently,
m(T +K) ∈ σdisc(|T +K|) and T +K ∈Md(H).
Remark 3.1.8. Note that Corollary 3.1.7 is meaningful only for all T ∈ B(H) with
m(T ) > 0 because m(T +K) < 0 does not hold true for any K ∈ K(H).
Remark 3.1.9. Let T ∈ B(H) and K ∈ K(H). Suppose, m(T +K) ≥ m(T ) then T +K
may or may not be minimum attaining. The following example illustrates this.
Example 3.1.10. Let T : `2 → `2 be defined by,
T (x1, x2, x3, ...) = (0,
2x1
3
,
3x2
2
,
4x3
3
, . . . ), for all (x1, x2, x3, ...) ∈ `2.
Clearly, m(T ) = 0. Let P[e1] be the orthogonal projection onto [e1]. Then, P[e1] ∈ K(`2).
For every µ ∈ C, consider the operator, T + µP[e1] ∈ B(H). We have always, m(T +
µP[e1]) ≥ m(T ). But, T + µP[e1] ∈ M(`2) whenever |µ| ≤ 1 and in the other case,
T + µP[e1] /∈M(`2).
The following lemma will be used frequently in proving the Theorems coming
later and the proof is essentially contained in the proof of [41, Theorem 3.4]. We
provide the details for the sake of completeness.
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Lemma 3.1.11. Let T ∈ B+(H) and m(T ) > 0. Then there exists a sequence of positive
finite rank operators {Rn}n≥1 with ‖Rn‖ = 1n such that Tn := T − Rn ∈ M+d (H), for all
n ∈ N and Tn := T −Rn → T in norm as n→∞.
Proof. We prove the Lemma in the following two cases separately.
Case(I) T ∈ M+d (H): In this case, the result follows trivially by taking Tn = T
and Rn = 0, for all n ∈ N.
Case(II) T /∈ M+d (H): We have me(T ) = m(T ) > 0. By Proposition 1.3.12, for
every n ∈ N, there exists a xn ∈ SH such that,
m(T ) ≤ 〈Txn, xn〉 < m(T ) + 1
2n
. (3.1)
For a fixed n ∈ N, denote by, Rnx := 1n〈x, xn〉xn, for all x ∈ H . Clearly, Rn is a
positive rank one operator for all n ∈ N and ‖Rn‖ = 1n . Without loss of generality,
we can assume that 1
n
< m(T ), for all n ∈ N. Let Tn := T − Rn, for all n ∈ N. Then
for every x ∈ SH , we have,
〈Tnx, x〉 = 〈Tx, x〉 − 1
n
|〈x, xn〉|2
≥ 〈Tx, x〉 − 1
n
(by Cauchy-Schwarz inequality)
≥ m(T )− 1
n
.
Consequently, Tn ∈ B+(H), for all n ∈ N. Again by Proposition 1.3.12, we have,
m(Tn) ≤ 〈Tnxn, xn〉
≤ 〈Txn, xn〉 − 1
n
<
(
m(T ) +
1
2n
)
− 1
n
(by Equation 3.1)
< m(T )− 1
2n
< m(T ).
Next, by Corollary 3.1.7, we have Tn ∈ M+d (H), for all n ∈ N. Clearly, Tn → T
in norm as n→∞.
Definition 3.1.12. (Essential minimum modulus)[8, 10] Let T ∈ B(H). Then the quan-
tity,
me(T ) = inf{λ : λ ∈ σess(|T |)},
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is called the essential minimum modulus of T .
For a fixed T ∈ B(H), let us define, AT = {K ∈ K(H) : T + K /∈ M(H)} and
ST = {K ∈ K(H) : m(T + K) = me(T )}. Now we prove a relation among these
sets.
Lemma 3.1.13. Let T ∈ B(H). Then, AT ⊆ ST .
Proof. First, note that σess(|T +K|) = σess(|T |). Therefore,
me(T ) = inf{λ : λ ∈ σess(|T +K|)}, for allK ∈ K(H).
That is, for a fixed T , me(T ) is constant under all compact perturbations of T .
Suppose AT = ∅, the result is trivial. Assume AT 6= ∅. Let K ∈ AT . Since
T + K /∈ M(H) we know that m(T + K) /∈ σdisc(|T + K|). Since, m(|T + K|) =
m(T + K) and |T + K| ≥ 0, we have m(T + K) ∈ σ(|T + K|). It follows that,
m(T + K) ∈ σess(|T + K|) = σess(|T |). By Remark 1.3.22, we can conclude that
me(T ) = m(T +K) and AT ⊆ ST .
Remark 3.1.14. Note that for T ∈ B(H) such that m(T ) ∈ σess(|T |), we have, AT ⊆ ST .
Recall that a subset of a topological space is nowhere dense if its closure has
empty interior. Equivalently, a subset is nowhere dense if and only if the comple-
ment of its closure is dense (see, [12, page 132]).
We are now ready to prove a theorem, which is one of our main goals of this
chapter. We use the previous lemma to characterize the size of AT .
Theorem 3.1.15. Let T ∈ B(H) and me(T ) > 0. Then AT is nowhere dense in K(H).
Proof. By Lemma 3.1.13, we have AT ⊆ ST . To conclude that AT is nowhere dense,
it is sufficient to show that ST is nowhere dense or equivalently it suffices to prove
that ST
c
= K(H) \ ST is dense in K(H). Using Lemma 1.3.11, it is easy to observe
that ST = ST .
Suppose ST = ∅, the result is trivial. Assume ST 6= ∅. Let K ∈ ST . Then
m(T + K) = me(T ). Let T + K = V |T + K| be the Polar decomposition of T + K.
Note that V is an isometry because m(T + K) > 0. Since, |T + K| ∈ B+(H) and
m(|T + K|) = m(T + K) > 0, by Lemma 3.1.11, there exists a sequence of positive
rank one operators {Rn}n≥1 such that Sn := |T + K| − Rn ∈ M+d (H), for all n ∈ N
and Sn → |T+K| in norm as n→∞. Denote by Tn := V Sn andKn := K−V Rn, for
all n ∈ N. Then, we have Tn = T + Kn and |Tn| = (SnV ∗V Sn)
1
2 = Sn, for all n ∈ N.
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Consequently, Tn ∈ Md(H) and m(T + Kn) /∈ σess(|T + Kn|), for all n ∈ N. By
Lemma 3.1.1, we have σess(|T +Kn|) = σess(|T |). Therefore, m(T +Kn) /∈ σess(|T |)
and m(T + Kn) < me(T ), for all n ∈ N. Consequently, Kn /∈ ST , for all n ∈ N.
Next, we have Kn → K, since Rn → 0 as n → ∞. Therefore, we can conclude that
ScT = K(H) \ ST is dense and ST is nowhere dense in K(H).
Remark 3.1.16. In case me(T ) = 0, we have ST = K(H) and it cannot be nowhere dense.
But AT may be nowhere dense or may not be. Below we illustrate this.
Firstly, by the Spectral theorem it is easy to observe that every compact operator
on a non separable Hilbert space has non trivial kernel and hence not injective.
Example 3.1.17. Let H be a non separable complex Hilbert space and T ≡ 0. Then,
A0 = {K ∈ K(H) : K is injective} = ∅ and hence nowhere dense in K(H).
We need to prove the following basic tools to provide an example for T ∈ B(H)
such that me(T ) = 0 and AT is not nowhere dense.
Lemma 3.1.18. Let H be separable and F ∈ K+(H) be a finite rank operator. Then there
exists a sequence {Kn} ⊆ K(H) such that Kn is injective for all n ∈ N and Kn → F in
norm as n→∞.
Proof. Note that N(F ) is an infinite dimensional Hilbert space. Let {ei : i ∈ N} be
an orthonormal set such that N(F ) = [ej : j ∈ N]. Let {fj : 1 ≤ j ≤ n} be another
orthormal set such that R(F ) = [fj : 1 ≤ j ≤ n]. Since, F is positive, by Projection
theorem we have, H = N(F ) ⊕ R(F ). Define a linear map D : H → H such that
Dei :=
ei
i
, for all i ∈ N and Dfj = 0, for all 1 ≤ j ≤ n. Now, it is easy to verify that
Kn := F +
D
n
is an injective compact operator for all n ∈ N and Kn → F as n→∞
in norm.
The above lemma leads to the following result on the denseness of injective
compact operators.
Theorem 3.1.19. Let H be separable. Then the set of all injective compact operators is
dense in K(H).
Proof. Since the set of finite rank operators is dense in K(H), it is enough to prove
that given any finite rank operator F , there exists a sequence {Cn} ⊆ K(H) such
that Cn is injective for all n ∈ N and Cn → F in norm as n→∞.
Both the subspaces N(F ) and N(F ∗) are infinite dimensional and separable.
Therefore, dim N(F )= dim N(F ∗). Consequently, there exists an isometry V such
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that F = V |F | (For details, see [28, Problem 135]). Since |F | is a positive finite rank
operator, by Lemma 3.1.18, there exists a sequence {Kn} ⊆ K(H) such that Kn is
injective for all n ∈ N and Kn → |F | in norm as n→∞. Now, consider Cn := V Kn,
for all n ∈ N. Since V is an isometry, Cn is injective for all n ∈ N and Cn → F in
norm as n→∞.
Now, we are in a position to construct many examples of T such that the set AT
is not nowhere dense.
Example 3.1.20. Let H be separable and T ≡ 0. Then, from Theorem 3.1.19, A0 = {K ∈
K(H)/Kis injective} is a dense set and so it cannot be a nowhere dense set. In fact, for
every C ∈ K(H), we have AC = {K ∈ K(H)/C + Kis injective} is a dense set and so it
cannot be a nowhere dense set. This is because −C + A0 ⊆ AC . Note that me(C) = 0 for
every C ∈ K(H).
From many equivalent definitions of porosity that can be found in the literature
(See, [56, 38, 29]), we choose the following one which is used by J. Kover in [38].
Let X be a Banach space. An open ball with center x and radius r will be
denoted by B(x, r). That is B(x, r) = {y ∈ X : ‖y − x‖ < r}.
Definition 3.1.21. (Porous set)[38, Definition 11] A set E in a Banach space X is called
porous if there is a number 0 < λ < 1 with the following property: For every x ∈ E and
for every r > 0 there is a y ∈ B(x, r) such that B(y, λ‖x− y‖) ∩ E = ∅.
It is easy to observe that every porous set is nowhere dense. In [56], Zajı´cˇek,
showed that a porous set is smaller than a nowhere dense set. He proved that
even in Rn there exists a closed nowhere dense set which is not porous.
Next we prove that the set AT is porous in K(H).
Theorem 3.1.22. Let T ∈ B(H) and me(T ) > 0. Then, AT is porous in K(H).
Proof. Let X = K(H) and E = AT be as in the definition of porous set. We prove
that λ = 1
2
is one such scalar that satisfies all the requirements for AT to be porous.
Let K ∈ AT . From Lemma 3.1.1, we have m(T + K) = me(T ). Let T + K =
V |T +K| be the Polar decomposition of T +K. Note that V is an isometry because
m(T +K) > 0.
Let r > 0 be arbitrary. We can choose n ∈ N such that 1
n
< min {me(T ), r2}.
Since |T +K| ∈ B+(H) and m(|T +K|) > 0, by proceeding similarly like in Lemma
3.1.11, we can find a positive rank one operator Rn with ‖Rn‖ = 1n such that,
m(|T +K| −Rn) ≤ me(T )− 1
2n
. (3.2)
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Let Kn := K − V Rn. Then, ‖K −Kn‖ = 1n . Hence, Kn ∈ B(K, r). Next, it remains
to prove that B(Kn, 12n) ∩ AT = ∅. Let C ∈ B(Kn, 12n). Then, by Lemma 1.3.11, we
have, |m(T + C)−m(T +Kn)| ≤ ‖T + C − T −Kn‖ < 12n . Next, it follows that,
m(T + C) < m(T +Kn) +
1
2n
< m(V |T +K| − V Rn)) + 1
2n
< m(|T +K| −Rn) + 1
2n
(∵ V is an isometry)
< me(T )− 1
2n
+
1
2n
(From Equation 3.2)
< me(T ).
Therefore, C /∈ ST . It follows that C /∈ AT because AT ⊆ ST . Consequently,
B(Kn,
1
2n
) ∩ AT = ∅.
3.2 Stability
After proving the compact perturbation results in the previous section, it is natural
to ask to what extent those results can be generalized. In this section answering
this question will be our main concern. For this purpose, we build upon the ideas
of compact perturbations used in the last section.
Firstly, we will try to extend the stability results for minimum attaining opera-
tors under compact perturbations to a more general setting, by making use of the
connection between Fredholm operators and the essential spectrum.
Theorem 3.2.1. Let m(T ) ∈ σdisc(|T |). Then there exists an  > 0 such that for all
S ∈ B(H) if ‖S − T‖ <  then m(S) ∈ σdisc(|S|). In particular, if A ∈ B(H) with
‖A‖ <  then m(A+ T ) ∈ σdisc(|A+ T |).
Proof. Suppose this is not true. Then there exists {Tn} ⊆ B(H) such that Tn → T
and m(Tn) /∈ σdisc(|Tn|), for all n ∈ N. Now m(T ) ∈ σdisc(|T |), so m(T )I − |T |must
be a Fredholm operator of index 0, by the definition of the Weyl spectrum. Let T˜ be
the bijection associated with the Fredholm operator m(T )I − |T |. Let  = ‖T˜−1‖−1.
Since Tn → T we know that |Tn| → |T | [47, Problem 15(a), page 217]. Fix n0 large
enough so that ‖|Tn| − |T |‖ < 2 and ‖Tn − T‖ < 2 , for all n ≥ n0. By using Lemma
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1.3.11 ,
‖(m(Tn)I − |Tn|)− (m(T )I − |T |)‖ ≤ |m(Tn)−m(T )|+ ‖|Tn| − |T |‖
≤ ‖Tn − T‖+ ‖|Tn| − |T |‖
<

2
+

2
< .
Now, by Theorem 1.2.9, it follows that m(Tn)I − |Tn| is a Fredholm operator of
index 0, for all n ≥ n0. Since, Weyl’s spectrum and essential spectrum are same
for the case of self-adjoint operators, we have m(Tn) /∈ σess(|Tn|), for all n ≥ n0.
Consequently, m(Tn) ∈ σdisc(|Tn|), for all n ≥ n0. This contradicts our assumption
and hence the theorem. The particular case holds true if we consider S := A+T in
the main theorem.
Remark 3.2.2. Note that for T ∈ B(H) and  as above in the Theorem 3.2.1, we have
B(T, ) ∩ K(H) = ∅.
The following result extends the Corollary 3.1.4 from small compact perturba-
tions to perturbations by all bounded linear operators of small norm.
Corollary 3.2.3. Let m(T ) ∈ σdisc(|T |). Then there exists an  > 0 such that for all
S ∈ B(H) if ‖S−T‖ <  then S ∈M(H). In particular, if ‖A‖ <  then T+A ∈M(H).
Proof. The proof follows directly from Theorem 3.2.1, once we observe that for any
S ∈ B(H) we have σdisc(|S|) ⊆ σpt(|S|) and |S| ∈ M(H) implies S ∈M(H).
Next, we measure the size of the setM+d (H) in B+(H).
Theorem 3.2.4. Let T ∈ B+(H). Then there exists a sequence {Tn}n≥1 such that Tn ∈
M+d (H), for all n ∈ N and Tn → T in norm as n→∞. In particular,M+d (H) = B+(H).
Proof. We prove the result in two cases separately.
Case(I) m(T ) > 0: In this case, the result follows directly from Lemma 3.1.11.
Case(II) m(T ) = 0: For each n ∈ N, let us consider Sn = T + 1nI . Clearly,
m(Sn) > 0, for all n ∈ N. Then by Lemma 3.1.11, there exists a Tn ∈ M+d (H) such
that ‖Sn − Tn‖ < 1n . Next, for every n ∈ N, we have,
‖Tn − T‖ ≤ ‖Tn − Sn‖+ ‖Sn − T‖ ≤ 2
n
.
Therefore, Tn → T in norm as n→∞.
Combining both the cases, we can conclude thatM+d (H) = B+(H).
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The following result is an easy consequence of the above theorem.
Corollary 3.2.5. Let T ∈ B+(H). Then, the set of positive minimum attaining operators
is dense in B+(H). That is,M+(H) = B+(H).
Proof. SinceM+d (H) ⊆M+(H), the proof follows directly from Theorem 3.2.4.
To prove similar results for the class of self-adjoint operators, we need the fol-
lowing lemma.
Lemma 3.2.6. Let (M1,M2) be a completely reducing pair for T ∈ B(H). Let T1 = T |M1
and T2 = T |M2 and m(T1) < m(T2). Then, T ∈Md(H) iff T1 ∈Md(M1).
Proof. We have, T = T1 ⊕ T2. Then, T ∗ = T ∗1 ⊕ T ∗2 . It follows that |T | = |T1| ⊕ |T2|.
From [54, Theorem 5.4, page 289], we have,
σ(|T |) = σ(|T1|) ∪ σ(|T2|). (3.3)
Using Remark 1.3.22, we can conclude that,
m(T ) = min{m(T1),m(T2)}. (3.4)
Therefore, m(T ) = m(T1). Let T ∈ Md(H). Then, m(T ) ∈ σdisc(|T |). That means,
m(T ) is an eigenvalue for |T |with finite multiplicity, which is also an isolated point
of σ(|T |). By Remark 1.3.22, m(T ) /∈ σ(|T2|). From [54, Theorem 5.4, page 289], we
have,
σp(|T |) = σp(|T1|) ∪ σp(|T2|). (3.5)
Therefore, we can conclude that m(T1) = m(T ) ∈ σp(|T1|). Clearly, m(T1) is an
isolated point of σ(|T1|), since it is isolated in a bigger set σ(|T |). Next, the multi-
plicity ofm(T1) is finite becauseM2 does not contribute anything to the multiplicity
of m(T1) as m(T1) /∈ σp(|T2|). So, we can conclude that m(T1) ∈ σdisc(|T1|). Conse-
quently, T1 ∈Md(M1).
Conversely, let T1 ∈ Md(M1). Then, m(T1) is an eigenvalue for |T1| with finite
multiplicity, which is also an isolated point of σ(|T1|). Now, Equation 3.4 implies
that m(T ) = m(T1). From Equation 3.5, we have m(T ) ∈ σp(|T |). By Remark 1.3.22,
m(T ) /∈ σ(|T2|). Now, σ(|T2|) is a closed set implies that m(T ) is not a limit point
of σ(|T2|). Already, it is not a limit point of σ(|T1|). Consequently, it is an isolated
point of σ(|T |). Its multiplicity is finite, becausem(T ) /∈ σp(|T2|). Therefore,m(T ) ∈
σdisc(|T |) and T ∈Md(H).
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Remark 3.2.7. Suppose m(T2) < m(T1) in Lemma 3.2.6, then it still holds true with the
roles of T1 and T2 interchanged.
Remark 3.2.8. Suppose m(T1) = m(T2) in Lemma 3.2.6, then it need not hold true. For
instance, we have an example below.
Example 3.2.9. Let M1 = [en : 1 ≤ n ≤ 5, n ∈ N] and M2 = [en : n > 5, n ∈ N]. Let
T ∈ B(`2) be defined by,
T (x1, x2, x3, ...) = (0, x2, 2x3, 3x4, 4x5,
x6
6
,
x7
7
, . . . ), for all (x1, x2, x3, ...) ∈ `2.
Clearly, (M1,M2) is a completely reducing pair for T . Let T1 = T |M1 and T2 = T |M2 . We
have T1 ∈Md(M1) but T /∈Md(H). Notice that m(T1) = m(T2) = 0.
The following theorem proves thatMsd(H) is a very large set in Bs(H), in fact it
is dense.
Theorem 3.2.10. Let T ∈ Bs(H). Then there exists a sequence {Tn}n≥1 such that Tn ∈
Msd(H), for all n ∈ N and Tn → T in norm as n→∞. In particular,Msd(H) = Bs(H).
Proof. We prove the result in two cases separately.
Case(I):m(T ) > 0: Let T = V |T | be the polar decomposition of T . Since T ∗ = T ,
we have V ∗ = V . Next, H has the decomposition
H = H+ ⊕H−,
where H+ = N(I − V ) and H− = N(I + V ). Also, (H+, H−) is an completely
reducing pair for T and |T |. Let T1 = T |H+ = |T |
∣∣
H+
and T2 = T |H− = −|T |
∣∣
H−
.
Then we have,
T = T1 ⊕ T2. (3.6)
Moreover, T1 is strictly positive and T2 is strictly negative (for details, see [52, Ex-
ample 7.1, page 139]).
First we consider, the case m(T1) ≤ m(T2). Then, the Equation 3.4, gives that
m(T ) = m(T1). So, m(T1) > 0. Since T1 ∈ B+(H), from Lemma 3.1.11, there exists
a sequence {Sn}n≥1 such that Sn ∈ M+d (H), for all n ∈ N and Sn → T1 in norm as
n → ∞. Moreover, m(Sn) < m(T1), for all n ∈ N. Next, consider the sequence of
operators {Tn}n≥1 where Tn := Sn ⊕ T2, for all n ∈ N. Being the direct sum of two
self-adjoint operators, Tn is self-adjoint for all n ∈ N. By applying Lemma 3.2.6, we
can conclude that Tn ∈M+d (H), for all n ∈ N. Clearly, Tn → T in norm as n→∞.
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Next consider, the case m(T2) < m(T1). Then, m(T ) = m(T2) > 0. Now, T2 is
strictly negative implies, −T2 is strictly positive. Also, we have m(−T2) = m(T2) >
0. From Lemma 3.1.11, there exists a sequence {Sn}n≥1 such that Sn ∈ M+d (H), for
all n ∈ N and Sn → −T2 in norm as n → ∞. Moreover, m(Sn) < m(−T2), for all
n ∈ N. Next, consider the sequence of operators {Tn}n≥1 where Tn := T1⊕−Sn, for
all n ∈ N. Rest of the proof is same as above.
Case(II) m(T ) = 0: For each n ∈ N, let us consider Sn = T + 1nPN(T ). Then,
m(Sn) > 0, for all n ∈ N. By the Case (I) above, there exists a Tn ∈ Msd(H) such
that ‖Sn − Tn‖ < 1n . Next, for every n ∈ N, we have,
‖Tn − T‖ ≤ ‖Tn − Sn‖+ ‖Sn − T‖ ≤ 2
n
.
Therefore, Tn → T in norm as n→∞.
Combining both the cases, we can conclude thatMsd(H) = Bs(H).
Corollary 3.2.11. Let T ∈ Bs(H). Then, the set of self-adjoint minimum attaining oper-
ators is dense in Bs(H). That is,Ms(H) = Bs(H).
Proof. SinceMsd(H) ⊆Ms(H), the proof follows directly from Theorem 3.2.10.
It follows from [41, Theorem 3.5] thatM(H) is dense in B(H). Along the similar
lines, one expectsMd(H) = B(H). But it is not the case, we will observe this in the
following results.
First we prove that specific operators in B(H) can be approximated by the op-
erators inMd(H).
Theorem 3.2.12. Let T ∈ B(H) and me(T ) > 0. Then there exists a sequence {Tn}n≥1
such that Tn ∈Md(H), for all n ∈ N and Tn → T in norm as n→∞.
Proof. We prove the theorem in the following two cases separately.
Case(I) m(T ) = 0: Since me(T ) > 0, we have m(T ) = m(|T |) = 0 ∈ σdisc(|T |)
and T ∈Md(H). Now, the result follows trivially by taking Tn = T , for all n ∈ N.
Case (II) m(T ) > 0: Let T = V |T | be the Polar decomposition of T . Since
m(T ) > 0, we have T is injective and V is an isometry. We have |T | ∈ B+(H) and
m(|T |) = m(T ) > 0. By Lemma 3.1.11, there exists a sequence {Sn}n≥1 such that
Sn ∈ M+d (H), for all n ∈ N and Sn → |T | in norm as n → ∞. Let us denote by
Tn := V Sn, for all n ∈ N. Next, |Tn| = (SnV ∗V Sn)
1
2 = Sn implies that Tn ∈ Md(H),
for all n ∈ N. Clearly, Tn → T in norm as n→∞.
The lemma below is an important tool in proving the next theorem.
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Lemma 3.2.13. Let T ∈ B(H). Then there exists a sequence of closed range operators
{Tn}n≥1 ⊆ B(H) such that N(Tn) = N(T ), for all n ∈ N and Tn → T in norm as
n→∞. In particular, the set of all closed range operators are dense in B(H).
Proof. Let T = V |T | be the Polar decomposition of T . Next, let us denote by Tn :=
V (|T |+ 1
n
PR(|T |)), for all n ∈ N. Then, for every x ∈ H we have,
‖Tnx‖2 =
∥∥∥∥V (|T |+ 1nPR(T )
)
x
∥∥∥∥2
=
〈
V
(
|T |x+ 1
n
PR(|T |)
)
x, V
(
|T |x+ 1
n
PR(|T |)x
)〉
=
〈(
|T |x+ 1
n
PR(|T |)
)
x,
(
|T |x+ 1
n
PR(|T |)x
)〉
(∵ V ∗V = I)
= ‖Tx‖2 + 2
n
〈|T |x, x〉+ 1
n2
∥∥∥PR(|T |)x∥∥∥2.
From this equation it follows that N(Tn) = N(T ), for all n ∈ N. Next, for every
x ∈ N(Tn)⊥ = N(T )⊥ = N(|T |)⊥ = R(|T |), we have,
‖Tnx‖ ≥ 1
n
‖x‖. (3.7)
Therefore, the reduced minimum modulus, γ(Tn) = inf{‖Tnx‖ : x ∈ N(Tn)⊥} > 0
and hence R(Tn) is closed[15, page 363, Proposition 6.1], for all n ∈ N.
The next result is again about approximation of specific kind of operators on a
separable Hilbert space by the operators inMd(H).
Theorem 3.2.14. Let H be a separable infinite dimensional complex Hilbert space and
T ∈ B(H) be such that me(T ) = me(T ∗) = 0. Then there exists a sequence {Tn}n≥1 such
that Tn ∈Md(H), for all n ∈ N and Tn → T in norm as n→∞.
Proof. We prove the theorem in the following three cases separately.
Case(I) dim N(T ) = 0: Since, me(T ) = 0, we have m(T ) = 0 and T is injective.
Let T = V |T | be the Polar decomposition of T . Now, T is injective implies V is an
isometry. We have |T | ∈ B+(H) and m(|T |) = m(T ) = 0. By Case(II) of Theorem
3.2.4, there exists a sequence {Sn}n≥1 such that Sn ∈ M+d (H), for all n ∈ N and
Sn → |T | in norm as n → ∞. Let us denote by Tn := V Sn, for all n ∈ N. Next,
|Tn| = (SnV ∗V Sn)
1
2 = Sn implies that Tn ∈ Md(H), for all n ∈ N. Clearly, Tn → T
in norm as n→∞.
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Case(II) 0 < dimN(T ) < ∞: We have N(T ) 6= 0. Since me(T ) = 0, R(|T |) is
not closed. From Lemma 3.2.13, there exists a sequence of closed range operators
{Tn}n≥1 ⊆ B(H) such thatN(Tn) = N(T ) 6= 0 and Tn → T in norm as n→∞. Now,
R(Tn) is closed implies that R(|Tn|) is closed and dim N(|Tn|)= dim N(Tn) < ∞.
Therefore, |Tn| is a Fredholm operator of index ‘0’. By Remark 1.2.19, 0 /∈ σess(|Tn|).
But 0 ∈ σp(|Tn|) ⊆ σ(|Tn|). So, 0 ∈ σdisc(|Tn|). Since m(|Tn|) = 0, we have Tn ∈
Md(H), for all n ∈ N.
Case(III) dimN(T ) =∞: Suppose, dimN(T ∗) =∞. Then, Ind T = dimN(T )−
dimN(T ∗) = 0. From Theorem 3.1.2(i), we have ρ1(T ) = inf{‖T − S‖ : S ∈
B(H) and dimN(S) = 1} = 0. Then for every n ∈ N, we can find a Sn with
dim N(Sn) = 1 such that ‖T − Sn‖ ≤ 1n and using Lemma 3.2.13, there exists a
Tn such that ‖Sn − Tn‖ ≤ 1n . We have, dim N(|Tn|) = dim N(Sn) = 1 and R(|Tn|)
is closed. Therefore, |Tn| is a Fredholm operator of index ’0’. By Remark 1.2.19,
0 /∈ σess(|Tn|). But 0 ∈ σp(|Tn|) ⊆ σ(|Tn|). So, 0 ∈ σdisc(|Tn|). Since m(|Tn|) = 0, we
have Tn ∈Md(H), for all n ∈ N. Obviously, Tn → T in norm as n→∞.
In the case, if dim N(T ∗) < ∞. Then, ind T = dimN(T ) − dimN(T ∗) = ∞.
From Theorem 3.1.2(ii), we have ρ1(T ) = inf{‖T − S‖ : S ∈ B(H) and dimN(S) =
1} = 0. Rest of the proof is same as above, when dim N(T ∗) =∞.
Now, we observe that the setMd(H) is not dense in B(H), for the case of sepa-
rable infinite dimensional complex Hilbert spaces H .
Remark 3.2.15. Let H be a separable infinite dimensional complex Hilbert space and T ∈
B(H) be such that me(T ) = 0 and me(T ∗) > 0. Then, R(T ) is closed and dim N(T ) =
∞. Denote by, r := m(T ∗). From Theorem 3.1.2(ii), we have dim N(S) = ∞, for all
S ∈ B(T, r) andMd(H) ∩ B(T, r) = ∅. Therefore, Theorem 3.2.12 is not valid in this
case.
For a fixed T ∈ B(H), define
BdT = {S ∈Md(H) : S + T ∈M(H)}.
Next theorem measures the size of the set BdT inMd(H).
Theorem 3.2.16. Let T ∈ B(H). Then BdT is dense inMd(H).
Proof. Let S ∈ Md(H) and S /∈ BdT . From Theorem 3.5 of [41], there exists a se-
quence of bounded operators {Rn}n≥1 such that Tn := S + T +Rn ∈M(H), for all
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n ∈ N and Tn := S+T +Rn → S+T in norm as n→∞. Since S ∈Md(H), by The-
orem 3.2.1, it follows that S +Rn ∈Md(H), for all large n. Therefore, S +Rn ∈ BdT
and BdT is dense inMd(H).
We know that the set of minimum attaining operators is dense in B(H). On the
other hand we observe that the set of non minimum attaining operators is very
small in B(H).
Theorem 3.2.17. Let H be a separable Hilbert space. Then the set of all non minimum
attaining operators is nowhere dense in B(H).
Proof. Let E = {T ∈ B(H) : T /∈ M(H)} and let S := {T ∈ B(H) : m(T ) ∈
σess(|T |)}. Let {An} be a Cauchy sequence in S. Then by the completeness of B(H),
there exists a A ∈ B(H) such that An → A in norm. Suppose m(A) /∈ σess(|A|).
Then m(A) ∈ σdisc(|A|). Now, by Theorem 3.2.1, m(An) ∈ σdisc(|A|) for large n.
This contradicts {An} ⊆ S. Therefore, A ∈ S and S is a closed set.
To prove E is nowhere dense, it is enough to prove that E
{
is dense in B(H). If
m(T ) = m(|T |) /∈ σess(|T |)}. Then, m(T ) ∈ σdisc(|T |)} and Proposition 2.1.3 implies
that T ∈M(H). Consequently, E ⊆ S and so E ⊆ S. In the view of Remark 3.2.15,
we also have E ⊆ B(H) \ {T ∈ B(H) : m(T ) = 0 andm(T ∗) > 0}. It follows that,
Md(H)∪{T ∈ B(H) : m(T ) = 0 andm(T ∗) > 0} ⊆ E{. Next, by applying Theorem
3.2.12 and Theorem 3.2.14, we can conclude that E
{
is dense in B(H). Hence the
result.
For a fixed T ∈ B(H), define
CdT = {S ∈Md(H) : S + T /∈M(H)}.
Next theorem measures the size of the set CdT inMd(H).
Theorem 3.2.18. Let T ∈ B(H). Then CdT is nowhere dense inMd(H).
Proof. Let us define the set F by F := {S ∈ B(H) : S + T /∈ M(H)} and the set R
by R := {S ∈ B(H) : m(S + T ) ∈ σess(|S + T |)}. Note that we can prove R is closed
by the similar arguments as given in Theorem 3.2.17.
Next, we observe that F ⊆ R. Let m(S + T ) = m(|S + T |) /∈ σess(|S + T |)}.
Then, m(S+T ) ∈ σdisc(|S+T |)} and Proposition 2.1.3 implies that S+T ∈M(H).
Consequently, F ⊆ R and so F ⊆ R. From Theorem 3.2.16, we have R{ = BdT is
dense inMd(H). It follows that R is nowhere dense inMd(H). Since F ⊆ R, we
can conclude that F is also nowhere dense inMd(H).
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Questions and future work :
The perturbations results discussed in the previous sections gives rise to the fol-
lowing questions that we want to focus in our future work.
Question 3.2.19. Are Theorem 3.2.14 and Remark 3.2.15 still valid, if H is a non separa-
ble complex Hilbert space ?
Question 3.2.20. Is Theorem 3.2.17 still valid, if H is a non separable complex Hilbert
space ?
Question 3.2.21. Let T ∈ B(H). Then, is the set CdT porous inMd(H) ?
After having studied the perturbation properties of minimum attaining oper-
ators, we are also interested to investigate for the similar results concerning the
absolutely minimum attaining operators.
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