In 1998, Paturi, Pudlák, Saks, and Zane presented PPSZ, an elegant randomized algorithm for k-SAT. Fourteen years on, this algorithm is still the fastest known worst-case algorithm. They proved that its expected running time on k-CNF formulas with n variables is at most 2
Introduction
In 1998, Paturi, Pudlák, Saks, and Zane [PPSZ98, PPSZ05] presented an elegant randomized algorithm for the satisfiability problem of k-CNF formulas with n variables. Their algorithm, henceforth called PPSZ, is conceptually extremely simple to state: Pick a variable x randomly from the variables of F . Try to determine the correct value of x using some heuristic. If that fails, choose the value of x randomly. Fix it to this value. Repeat and good luck.
The heuristic they use checks whether the correct value can be determined by resolution of bounded width: that is, it builds all possible resolvents from the clauses of the formula, but throws away those resolvents whose size exceeds some parameter w. If at some point this leads to the unit clause {x}, the algorithm knows that it must set x to 1. If the unit clause {x} appears, surely x must be 0. This procedure runs in time 2 o(n) as long as w ∈ o(n). Let us call this heuristic the strong heuristic, denoted by P strong .
We also consider a weaker heuristic, P weak . Instead of trying to derive {x} or {x} using small-width resolution, it iterates over all subformulas G of F containing up to w clauses, and checks whether G implies x orx in the logical meaning: G implies x if all satisfying assignments of G set x to 1. By completeness of resolution, {x} (or {x}) follows from G by a resolution proof as well in which all clauses have size at most wk, simply because G cannot contain more than wk variables. This means that P strong with clauses up to width wk is at least as strong as P weak , considering subformulas up to size w. This justifies the terms weak and strong.
In general, a heuristic P takes as input a formula F and a variable x, and returns 0, 1, or "don't know". We require that P be correct: if P (F, x) = 1, then F implies x. If P (F, x) = 0, then F impliesx. Note that both P weak and P strong fullfil this requirement.
PPSZ as Encoding Satisfying Assignments
Now we discuss PPSZ from a particular perspective. The function encode below takes a satisfiable CNF formula F , a satisfying assignment b of it, a permutation π of the variables of F , and a heuristic P and outputs an encoding c of b. F [xi →bi] is F simplified by replacing x i by b i (will be defined more formally later). It is not hard to see that one can reverse this procedure; that is, given c, F , and π, one can reconstruct the original b. The encoding c is never longer than the original b. It might be much shorter. Algorithm 1.1. encode(b, π, F , P ) 1: c := the empty string 2: for x i ∈ vbl(F ) in the order according to π do 3:
if P (F, x i ) ="don't know" then 7: end for 8: return c
During a call to encode(b, π, F, P ), some variables of F are encoded into the result c, whereas some others are skipped, because the heuristic P was able to deduce their correct values. Let EncVbl(b, π, F, P ) denote the set of variables that have been encoded. So the length of the string encode(b, π, F, P ) equals the size of the set EncVbl(b, π, F, P ). From c, we can reconstruct b: there is a procedure decode such that decode(c, π, F, P ) = b.
If we do not know c, we might just take a random bit string and hope that c is a prefix of it. This happens with probability 2 −|c| . This suggests the following probabilistic algorithm for SAT: let c be a random bit string, try to decode it, and hope that it works. Algorithm 1.2. ppsz(F , π, P ) 1: c ← {0, 1} n , uniformly at random 2: b := decode(c, π, F, P ) 3: return b
In most cases the algorithm will return junk, but if we are lucky, it will return a satisfying assignment b. The following lemma is not difficult to prove:
We see that short encodings imply high success probability. We do not know, however, which permutation π leads to a short codelength. Our algorithm will simply choose a random permutation. Since x → 2 x is convex, Jensen's inequality implies that
The main theorem of Paturi, Pudlák, Saks, and Zane is:
) Let F be a satisfiable k-CNF formula and b be a satisfying assignment. Then
For a 3-CNF formula F that has a unique satisfying assignment b, they show that E π [encode(b, π, F, P )] ≤ (2 ln 2 − 1)n + o(1) ≈ 0.38n; this gives a randomized algorithm of running time 1.308 n for 3-SAT. Recently, Timon Hertli [Her11] proved that this algorithm achieves the same running time bound even if the 3-CNF formula has many satisfying assignments.
In Paturi, Pudlák, Saks, and Zane [PPSZ05] and Hertli [Her11] , it suffices to consider the weak heuristic (even if [PPSZ05] formulates the algorithm using the strong heuristic). In fact, it suffices to check implication by subformulas of up to D clauses, where D = w(n) can be an arbitrarily slowly growing function of n.
Results
All known positive results about PPSZ, i.e., upper bounds on its expected running time, also hold for a very weak heuristic. We complement this with a lower bound on the running time that holds for the strong heuristic P strong . This heuristic checks implication by resolution of width bounded by w for w ≤ ln(k)n/k. Theorem 1.2. (Lower Bound for PPSZ) For every sufficiently large k ∈ N, there exists a family F n of satisfiable k-CNF formulas over n variables such that
In other words, the "savings" are O(log 2 k/k). Contrast this with the upper bound in [PPSZ05] , stating that the savings are at least Ω(1/k).
Relation to ETH and Strong ETH Most complexity theorists believe that there is no polynomial time algorithm for k-SAT. But this does not rule out the possibility of a 2 √ n time algorithm on formulas with n variables. Such an algorithm does not run in polynomial time, but it is far better than everything that is known. In fact, most researchers do not believe in such an algorithm either: The Exponential Time Hypothesis (ETH), a conjecture formulated by Impagliazzo, Paturi, and Zane [IPZ01] states that no algorithm solves 3-SAT in time 2 o(n) . In fact, they prove that if 3-SAT can be solved in subexponential time, then so can k-SAT for every k ≥ 3.
Far from being subexponential, the best known algorithms for k-SAT exhibit a running time of the form 2
(1− k )n , where k → 0 as k grows. In words, for large k they are not much better than exhaustive search. The conjecture that this is necessarily so is known as Strong ETH.
Looking into the running time in even more detail, we see that several k-SAT algorithms exhibit savings k of order Ω(1/k): this is true for PPZ [PPZ99] and Schöning's algorithm [Sch99] . In fact, no algorithm, deterministic or randomized, of running time 2
(1−ω(1/k))n is known. This means that when constructing hard instances, one should not only strive for exponential lower bounds: one should try to obtain bounds of the form 2
(1− k )n , where the savings k are not much larger than 1/k. Providing such lower bounds for the PPSZ algorithm is the contribution of this paper.
It is also interesting to investigate the performance of PPSZ on well-structured instances, e.g. instances with small tree-widths. It is shown in [ACL + 12] that satisfiability of a formula φ with tree-width tw(φ) can be determined in O * (2 tw(φ) ) time by a specially tailored algorithm, and this is essentially optimal assuming ETH. Here we assume that tw(φ) is asymptotically smaller than n, e.g. log O(1) n. Based on our hard instances for PPSZ, we can construct an instance with tree-width tw(φ) on which PPSZ performs poorly: joining n/tw(φ) disjointed hard instances for PPSZ on tw(φ) variables. The success probability of PPSZ on this instance is the product of the success probabilities of PPSZ on the disjointed hard instances. It is not difficult to see, on this instance, PPSZ needs O(2 Ω(n) ) time to answer with a constant success probability, which is worse than O * (2 tw(φ) ). prove exponential lower bounds for DPLL algorithms on satisfiable formulas, using methods from resolution lower bounds. Unfortunately, the PPSZ algorithm does not fit into the framework of Alekhnovich, Hirsch, and Itsykson: it is not a DPLL algorithm. Therefore, resolution methods do not directly apply. Our proof is, however, to some extent inspired by their work.
Methods and Challenges
A second challenge is to prove lower bounds of the form 2
(1− k )n for k → 0. Existence of such lower bounds for DPLL algorithms is shown in [PI00] . In resolution lower bounds, a central notion is the width of a resolution derivation, which is the size of the largest clause appearing in it. Though there are linear lower bounds on the resolution width for k-CNF formulas (see again Ben-Sasson and Wigderson [BSW01] ), no lower bound beyond n/2 + o(n) is known. In fact, if the k-CNF formula is derived from a system A·x = b of linear equations, where A has at most k 1's in each row, then the resolution width is at most n/2 + o(n): Ben-Sasson and Impagliazzo [BSI10] show that such formulas always have resolution refutations of width at most n/2 + o(n) and size at most 2 n/2+o(n) . Our hard instances are based on linear systems too; we therefore cannot use resolution width lower bounds directly if we want to prove bounds above 2 n/2 . Following the framework of Ben-Sasson and Wigderson [BSW01] , one proves width lower bounds by (i) defining a certain notion of boundary expansion on the formula, (ii) showing that a small-width resolution proof leads to a poorly expanding subformula, and (iii) showing that this contradicts the expansion properties of the formula. Unfortunately, this expansion method will not give us any width lower bounds close to n. Instead, we show that from a successful run of PPSZ, we obtain many subformulas F 1 , F 2 , . . . that are poorly expanding in a very particular way: there is a set S such that the "boundary" of each F i falls almost completely into S. We can show that for a formula with good expansion properties, this is not possible, even if |S| is very close to n.
Another challenge is more specific for PPSZ. Paturi, Pudlák, Saks, and Zane [PPSZ05] and Timon Hertli [Her11] use Jensen's inequality to bound
. The latter expression is much more accessible. For us, the inequality goes in the wrong direction. If |encode(b, π, F, P )| is o(n) for even a single permutation π, then PPSZ's success probability is at least 2 −o(n) . We need to make sure that |encode(b, π, F, P )| is large for every b and every π. We define
where the minimum is taken over all satisfying assignments b.
Theorem 1.3. For every sufficiently large k ∈ N, there is a family F n of satisfiable k-CNF formulas over n variables such that
, and F n has at most 2 k n satisfying assignments.
By Lemma 1.1, this means that the success probability of PPSZ on such a formula is at most
Thus, Theorem 1.3 implies Theorem 1.2.
Notation
Here we introduce some notation that will be used throughout the remaining part of the paper. For a vector v over F 2 , we denote by supp(v) the set {i | v i = 1}. For a matrix M , supp(M ) is the union of supp(r) over all rows r of M . For a CNF formula F , vbl(F ) denotes the set of variables occurring there. For a literal u, vbl(u) denotes the one underlying variable. For a formula F , a variable x ∈ vbl(F ) and b ∈ {0, 1},
denotes the simplied F after setting the value of x to the constant b. Furthermore, for a subset S of variables and an assigment b, F [x S →b S ] is the simplified formula F after setting the value of variables in S according to b. The binomial distribution of n experiments with success probability p will be denoted by Bin(n, p).
The Hard Instances
We base our construction of hard instances on linear equations of the form M · x = 0. Form M ∈ F n×n 2 by setting each entry to 1 with probability k/n. One can write the system M · x = 0 as a CNF formula by writing each constraint m·x = 0 as an equivalent CNF formula. The following theorem holds.
Theorem 2.1. Let F denote the CNF formula encoding the system M · x = 0. Then with high probability over the choice of M ,
Transformation into a k-CNF formula
The bulk of the work is to prove Theorem 2.1. In addition, we have to show (i) that M · x = 0 does not have too many solutions and (ii) how to transform M · x = 0 into a k-CNF formula. Both (i) and (ii) are rather straightforward. We state the needed key lemmas and give the proofs in the appendix.
Proposition 2.1. With high probability over the choice of M , the system M · x = 0 has at most 2
Proposition 2.2. Let F be a CNF formula over n variables, T ⊆ [n] a set of variables, and b * be a satisfying assignment. Set
by setting every entry to 1 with probability k/n. Call a row excessive if it has more than 2ek 1's. The expected total number of 1's in the excessive rows is O(nk/2 k ).
Combining these two lemmas, we take our formula F , which is not a k-CNF formula, and set to 0 all the variables that occur in clauses of size bigger than 2ek. The resulting formula F is a 2ek-CNF formula, and by Lemma ??,
for all satisfying assignments b of F . Thus, Theorem 1.3 follows from Theorem 2.1.
3 Proof of Theorem 2.1
by setting every entry to 1 with probability k/n. Let F denote the CNF formula encoding the system M · x = 0. Suppose the conclusion of Theorem 2.1 does not hold. That is, there is a satisfying assignment b and a permutation π such that the set S = EncVbl(b, π, F, P strong ) is too small: |S| ≤ (1−c ln 2 k/k)n for some c to be determined later. We show that with high probability, this does not happen.
In words, each new row introduces at least s and at most 4s new 1's.
We need some parameters. Define τ := 129 ln 2 k/k, := 4 ln k and w := ln(k)n/k. (3) an ( × τ n)-matrix Z in which every row has at most w 1's such that
where M U is the n × |U |-matrix M restricted to the variables in U .
This lemma is the main technical challenge in the proof of Theorem 2.1, and its detailed proof will be given in Section 3.3. From the lemma and next propositions, the theorem follows immediately: 
where the probability is taken over the choice of M .
We combine these two propositions:
Proposition 3.3. The probability that there exists a set U and matrices L and Z as described in Lemma 3.1 is at most
For our choice of parameters, this is o(1).
Thus, it is very unlikely that there exists a satisfying assignment b and a permutation π such that |EncVbl(b, π, F, P strong )| ≤ (1 − 2τ )n. This finishes the proof of Theorem 2.1.
The Connection Between PPSZ and Linear
Algebra Since our formula F is derived from a system of linear equations, there is a connection between resolution proofs and Gaussian row operations. Ben-Sasson and Impagliazzo [BSI10] 
where each C i is either a clause of F or the resolvent of two clauses C i1 , C i2 for i 1 , i 2 < i. Then there exist linear constraints of the form
where each constraint is either a row of the system M · x = b, or c i = c i1 + c i2 and z i = z i1 + z i2 for some i 1 , i 2 < i. In particular, all c i are linear combinations of rows of M . Furthermore, for all 1 ≤ i ≤ m it holds that
3.3 Proof of Lemma 3.1 In this section we prove Lemma 3.1. A proof of this lemma for P weak (namely, replacing P strong with P weak in the statement), which is similar in structure but technically simpler, is given in the appendix.
Consider a run of PPSZ. Suppose there is a satisfying assignment b and a permutation π such that S := EncVbl(b, π, F, P weak ) has size s :
, one can successively derive all the remaining variables by resolution of width at most w. For simplicity, assume that S = {1, . . . , s} and π = (1, . . . , n). For each variable x j , s + 1 ≤ j ≤ n, there exists a resolution proof
This follows from the fact that one can derive x j = b j from
F
[x<j =b<j ] using width-w-resolution. Note that the literal x j = b j is critical in the clause C (j) : the satisfying assignment b does not satisfy (x <j = b <j ). We apply Lemma 3.2 to the sequence (3.3) and obtain a sequence of vectors:
The right side has full rank n − s(≥ 2τ n), and so does R. Take the τ n first rows of R to be R and let U be the last τ n variables. Let M U be the restriction of M to these variables. This gives:
Matrix R has full rank τ n, so |supp(R )| ≥ τ n. For general S and π, we can do the same: Let T be the first τ n variables of [n] \ S processed by PPSZ, and U the last τ n variables. Form R by restricting R to the rows corresponding to T and restrict M to the columns corresponding to U . i be a row vector occurring in the Gaussian resolution derivation (3.4) for some j ∈ T . Then |supp(c
This is because all but w variables occurring in each clause in the resolution proof must come before j; however, the variables of U come after T in the permutation π.
We build an ×n-matrix L as follows by successively adding rows to it until |supp(L)| > τ n − 2n/k. Start with L being a 0 × n-matrix, i.e., not containing any rows. We build a temporary matrix A, starting with A being 0 × n-matrix and iteratively adding rows of R to it. Since R is full rank, |supp(R )| ≥ τ n. of some variable x j with j ∈ T . We need the following proposition:
Proposition 3.4. Let U ⊆ [n] and a ∈ N, a ≥ 1. Let r 1 , . . . , r t ∈ F n 2 be a sequence of vectors as in (3.5). Then either |supp(r t ) \ U | ≤ a, or there is an r i in the sequence for which |supp(r i ) \ U | ∈ [a/2, a].
Proof. Assume |supp(r t ) \ U | > a. Note that the sequence r 1 , . . . , r t is obtained from a resolution proof and thus it follows from Lemma 3.2 that for each 1 ≤ i ≤ t, |supp(r i )| = 1 or r i = r i1 + r i2 for some i 1 , i 2 < i which implies supp(r i ) ⊆ supp(r i1 )∪supp(r i2 ). But this gives supp(r i ) \ U ⊆ (supp(r i1 ) \ U ) ∪ (supp(r i2 ) \ U ) and consequently |supp(r i ) \ U | ≤ |supp(r i1 ) \ U | + |supp(r i2 ) \ U |. Combining this sub-additivity with the fact that |supp(r 1 ) \ U | = 1 and |supp(r t ) \ U | > a, it follows that there must be some r i satisfying |supp(r i ) \ U | ∈ [a/2, a].
By Proposition 3.4, there is some r in the sequence such |supp(r ) \ supp(L)| ∈ [n/k, 2n/k]. We add r to L. Note that r · M =: c is a row vector in the sequence (3.6). By Observation 3.1, this means that |supp(c) ∩ U | ≤ w. Consequently, r · M U has at most w 1's.
Let us summarize: Every row in L introduces at least n/k and at most 4n/k 1's. This means, we can repeat this process at least τ n 4n/k − 1 = τ k/4 − 1 ≥ 4 ln k times. This finishes the proof of Lemma 3.1.
In this appendix we state the proofs that are missing in the main part of the paper. For convenience, we do not only give the proofs, but also repeat the statements of the propositions and lemmas. Therefore, we also repeat the original numbering.
A Remaining Proofs
Proposition A.1. (Proposition 2.1) With high probability over the choice of M , the system M · x = 0 has at most 2 k n solutions, where k ∈ O(ln 2 (k)/k).
Proof. We compute the expected number of solutions to M · x = 0. This is We divide this sum into two parts: for w above a certain threshold, Bin(w, k/n) is even with probability close to 1/2. For w below this threshold, that p w might be close to 1. But there are few such x in the first place. We can compute p w as follows.
Proof. Set a = k/n. We write p w explicitely:
Define and observe:
In A + B, all terms for odd i cancel out:
Therefore, p w = 
Below the threshold, there are at most
Thus both above and below the threshold the expected number of x such that M ·x = 0 is at most 2 O(ln
Proposition A.2. (Proposition 2.2) Let F be a CNF formula over n variables, T ⊆ [n] a set of variables, and b * be a satisfying assignment. Set
Proof. Let b be a satisfying assignment of F and π be a permutation of vbl(F ) achieving |S| = codelength(F , P strong ), where S = encode(b , π , F , P strong ). Let b be the assignment to the variables vbl(F ) that agrees with b on vbl(F ) and with b * on the rest. Note that b satisfies F . Define a permutation π of vbl(F ) as follows: first take the variables of T , in an arbitrary order, then the variables of vbl(F ), according to their order in π . Should there be leftover variables, insert them at any point. What is |encode(b, π, F, P strong )|? Note that encode first processes the variables in T . Thus, it will arrive at the formula F after that. From then on, it will encode exactly |encode(b , π , F , P strong )| variables.
Therefore, |encode(b, π, F,
by setting every entry to 1 with probability k/n. Call a row excessive if it has more than 2ek 1's. The total number of 1's in the excessive rows is O(nk/2 k ).
Proof. Fix w ≥ 2ek. What is the probability that a row has at least w 1's? This is at most
Note that M has n rows. The expected total number of 1's in excessive rows is at most
This completes the proof. Proof. U is a set of τ n variables, so there are n τ n ways to choose U . As for L, it is an n/k-step matrix of dimensions × n. This means that every row introduces at most 4n/k new 1's. Thus, every row has at most 4 n/k 1's. There are n 4 n/k ways to choose such a row, and such rows to choose. Finally, Z is an ×τ n-matrix in which each row contains at most w 1's. Thus, there are τ n ≤w such matrices.
Proof. M U has τ n columns, each of which is chosen independently. Thus, it suffices to show that
for every column m of M and the corresponding column z of Z. Let r 1 , . . . , r be the rows of L. We prove that for 1 ≤ i ≤ it holds that
From here, (A.2) follows by the chain rule of conditional probabilities.
To show (A.3), write r i = r old + r new , where r new contains exactly those 1's that are not in r 1 , . . . , r i−1 . Since L is an n/k-step matrix, |supp(r new )| ≥ n/k. Denote by E the condition that r i · m = z i for all i < i. Then The probability that Bin(m, p) is even is:
The probability that Bin(m, p) is odd is at most 1/2. Thus, we see that Pr[r new · m = y] ≤ e −1/2 , no matter what y is. This concludes the proof.
Proposition A.6. (Proposition 3.
3) The probability that there exists a set U and matrices L and Z as described in Lemma 3.1 is at most
For our choice of parameters this is o(1).
Proof. The expression in (A.5) follows from the two previous propositions via a union bound. Let us evaluate it for our choice of parameters. Recall that τ = 129 ln 2 (k)/k, w = ln(k)n/k and = 4 ln(k). Thus, 4 n/k = 16w.
Focus on the exponent: 32w − τ n = 128 ln
In fact, it is exponentially small.
B Gaussian Resolution
Lemma B.1. (Gaussian Resolution, Lemma 3.2) Let F be a CNF formula encoding the system of linear
where each constraint is either a row of the system M · x = b, or c i = c i1 + c i2 and z i = z i1 + z i+2 for some i 1 , i 2 < i. In particular, all c i are linear combinations of rows of M . Furthermore, for all
Proof. We apply induction over the length of the sequence. It suffices to prove the lemma for i = m. 
, by induction. This shows (i). For (ii), suppose x does not satisfy C m . We show that c m · x = z m + 1. Since x does not satisfy C m , it satisfies neither C k nor C . Without loss of generality, x j = 0. So x does not satisfy C k and x + e j does not satisfy C . By induction, this means that
Adding these two equations gives
The last equation follows since c has a 1 at position j: by assumption j ∈ supp(c ). This shows (ii).
Case 2. j ∈ supp(c k ) or j ∈ supp(c ): Without loss of generality, j ∈ c k . In this case, simply set c m := c k and z m = z k . Obviously, (i) holds. For (ii) suppose x does not satisfy C m . If x j = 0 then x does not satisfy C k either, so c k · x = z k + 1 by induction, and we are done. If x j = 1, define y = x + e j . Note that y does not satisfy C k , and therefore c k · y = z k + 1. But c k has a 0 at position j, therefore c k · y = c k · x and c k · x = z k + 1. Again, we are done.
It remains to prove (iii). Let u ∈ C m be a critical literal. We have to show that vbl(u) ∈ supp(c m ). Since u is critical, F does not imply C m := C m \ {u}, thus there is an assignment x satisfying F but not C m . Since F implies C m , x satisfies C m . Thus, u is the unique satisfied literal in C m . Let x j be the underlying variable of u. Define y := x + e j . Observe that y does not satisfy u, and thus does not satisfy C either. By (ii), this means that c m · y = z m + 1. However, x is a satisfying assignment, thus M · x = b and c m · x = z m , since every constraint is a linear combination of constraints of the original system. We summarize:
This means that c m has a 1 at position j, i.e., j ∈ supp(c m ). This shows (iii) and concludes the proof.
C Proof of Lemma 3.1 for P weak Recall that P weak is the heuristic checking implication by small subformulas. Here, small means at most w := n/k. We will prove Lemma 3.1 for P weak (namely, replacing P strong with P weak in the statement). We do this because the proof is much simpler and clearer than for P strong , especially for a reader who is unfamiliar with resolution.
Let b be a satisfying assignment of F and π a permutation such that S := EncVbl(b, π, F, P weak ) has size s := |S| ≤ (1 − 2τ )n. By the assumption of Lemma 3.1, such b, π and S exist. For the moment suppose S = {1, . . . , s} and π = (1, 2, . . . , n). From F [x S →b S ] , ppsz can successively infer x s+1 , x s+2 , . . . , x n . This means, there are subformulas G s+1 , . . . , G n of F from which P strong infers the variables x s+1 , . . . , x n : ∀j, |G j | ≤ w, and every satisfying assignment x of G j with x <j = b <j also satisfies x j = b j . Every clause of F comes from a row of M . Thus, the subformulas G s+1 , . . . , G n correspond to sets R s+1 , . . . , R n of rows of M where |R j | ≤ w = n/k, and every x with R j · x = 0 and x <j = b <j satisfies x j = b j .
Lemma C.1. Let M be a matrix. The unit vector e j is in the row span of M if and only all solutions x of M · x = 0 satisfy x j = 0.
Proof. The "only if" direction is easy: If e j ∈ rowspan(M ), then there exists a row vector r such that r · M = e j . Now x j = e j · x = r · M · x = 0. For the other direction, note that the set of solutions x is the kernel of M , which in turn is rowspan(M ) ⊥ . Every x ∈ rowspan(M )
⊥ satisfying x j = 0 means that e j ⊥ rowspan(M )
⊥ , which in turn means e j ∈ rowspan(M ) ⊥ ⊥ = rowspan(M ). The corollary implies that there are sets R s+1 , . . . , R n of rows of M such that |R j | ≤ w and i∈Rj m i = ( * , . . . , * , 1, 0, . . . , 0) , ∀j : s + 1 ≤ j ≤ n where the 1 is at the j th position. Here, m i is the i th row of M . If we let r i denote the characteristic vector of R j , then i∈Rj m i = r j · M . Let R denote the (n − s) × n-matrix with rows r j , s + 1 ≤ j ≤ n. We see that the matrix M satisfies the following equation:
Every row of R contains at most w 1's. Note that the upper triangle at the end of R · M implies that R · M is full rank, and R has full rank n − s ≥ 2τ n, too. Let us look at the "upper half" of that equation, that is, let R consist of the τ n first rows of R. R has rank τ n and satisfies the following equation:
Finally, let U ⊆ [n] be the last τ n variables, and M U the matrix M restricted to the variables in U . We get:
Of course, we can come up with these matrices for any π and S. Simply let T be the first τ n variables of [n] \ S processed by PPSZ, and U the last τ n variables. Form R by restricting R to the rows corresponding to T and restrict M to the columns corresponding to U .
A naïve union bound. We would like to proceed as follows: first, estimate the probability for given R that R · M U = 0. Second, perform a union bound over (i) all choices of R , (ii) all choices of S, (iii) all choices of T . A direct union bound is bound to fail, though: note that with probability (1 − k/n) τ n 2 , M U is all-0 and thus satisfies the equation. This probability is small, but only singly exponentially small. How many choices of R are there? There are τ n rows, and in each row we choose w entries to be 1. Thus, there are n w τ n choices, which is of order 2 Ω(n log n) . There is no way of surviving this union bound.
A cleverer union bound. Instead of performing a union bound over all R , we argue as follows. If R · M U = 0, then there is a very structured matrix L, the step matrix, such that L · M U = 0, too. Indeed L is so structured that there are only exponentially many choices of L. This is the reason why we want to prove the existence of such a step matrix.
We are now ready to explain how to construct the step matrix L.
Proof. [Proof of Lemma 3.1 for P weak ] We successively build L by adding rows to it. Each such row will be a linear combination of rows of R . This makes sure that L · M U = 0. Suppose we have built up parts of L and want to find a new row we can add to it. For this we build a temporary matrix A.
Grow a matrix A with n columns by adding rows of R to it. Note that R has full rank, therefore |supp(R )| ≥ τ n. steps. This final matrix L satisfies L · M U = 0, since every row of L is a linear combination of rows of R . This is even better then required: Lemma 3.1 just states that L · M U has at most ln k k n 1's per row. The dimensions of L are 4 ln(k) × n, and it is an n/k-step matrix. This finishes the proof of the Lemma 3.1 for P weak .
