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We have conducted experiments to probe how the dynamics of nanocontact vortex oscillators can be mod-
ulated by an external signal. We explore the phase-locking properties in both the commensurate and chaotic
regimes, where chaos appears to impede phase-locking while a more standard behavior is seen in the commen-
surate phase. These different regimes correspond to how the periodicity of the vortex core reversal relates to the
frequency of core gyration around the nanocontact; a commensurate phase appears when the reversal rate is an
integer fraction of the gyration frequency, while a chaotic state appears when this ratio is irrational. External
modulation where the power spectral density exhibits rich features, appears due to the modulation between the
external source frequency, gyration frequency, and core reversal frequency. We explain these features with first-
or second-order modulation between the three frequencies. Phase-locking is also visible between the external
source frequency and internal vortex modes (gyration and core reversal modes).
I. INTRODUCTION
Spin-torque nano-oscillators [1–4] (STNO) have strong po-
tential for applications such as rf communications, microwave
generation [5], field sensing [6], and neuro-inspired com-
puting [7–9]. An important aspect involves phase-locking
[10–12] and modulation [13–17] with an external signals,
which have been studied extensively in vortex-based sys-
tems [18, 19]. However, the role of vortex core reversal [20]
in this context has remained largely unexplored. Indeed, in
nanocontact-based systems, core reversal can give rise to more
complex states such as rich modulation patterns but also a
chaotic dynamic [21–26]. Because of the sensitivity to ini-
tial conditions, chaos is potentially useful for information
processing as a large number of patterns can be generated
rapidly [27], and therefore be used as random number gener-
ator, in symbolic dynamics or even neuromorphic computing.
The difference between nanopillar [28] and nanocon-
tact [29] systems in term of modulation and phase-locking
originates mainly in the geometry. For vortex-based oscilla-
tors, the geometry is important because different spin-torque
components are at play. In the nanopillar geometry, the
primary contribution to dynamics arises from spin-transfer
torques of the Slonczewski form due to the current flowing
perpendicular to the film plane (CPP) [1, 2], where the out-of-
plane component of the spin torque determines which sense
of gyration is possible relative to the core polarity, p [30].
In other words, self-gyration of the vortex core is only pos-
sible for certain combinations of the current density J, the
polarity p and the spin polarization direction pz. The con-
dition for oscillations is Jppz > 0. This is in stark contrast to
the nanocontact system, where the primary driving torques in
a steady state are of the Zhang-Li form [31] due to currents
flowing in the film plane (CIP). As such, there is no condition
on the core polarity for self-sustained gyration, which allows
for phenomena such as periodic core reversal to occur [21].
In this article, we present an experimental and theoretical
study in which we investigated how modulation and phase-
locking due to the injection of an external current affect the
vortex dynamics in a nanocontact oscillator. Particular focus
is given to the core reversal regime, where periodic core rever-
sal occurs in addition to the usual vortex gyration around the
nanocontact [21]. A notable feature is the existence of both
commensurate states, where the ratio between the core rever-
sal and gyration frequencies is an integer fraction, and incom-
mensurate or chaotic states, where this ratio is irrational. We
find that external modulation affects these two periodic pro-
cesses differently, which offers insight into how chaos may be
induced and controlled in such oscillators.
This article is organized as follows. In Sec. II, we describe
the materials and sample fabrication, the experimental setup
for the electrical measurements, and the simulation methods
employed. In Sec. III, an overview is given of the three
oscillator regimes studied. In Sec. IV, the response of the
nanocontact vortex oscillator to alternating currents in the dif-
ferent regimes is presented. In Sec. V, we describe the effects
of current modulation on the periodic core reversal. A discus-
sion and concluding remarks are given in Sec. VI.
II. EXPERIMENTAL SETUP AND SIMULATION
METHODS
A. Materials and sample fabrication
The oscillator comprises a metallic nanocontact adjacent
to a pseudo spin valve, as illustrated in Fig. 1. The multi-
layer is deposited using sputtering and has the composition
Ta(5)/Cu(40)/Co(20)/Cu(10)/NiFe(20)/Au(5), where the fig-
ures in parentheses denote the film thickness in nm. An in-
sulating resist layer is then deposited on top of the Au cap
layer, through which a nanocontact is formed using an nano-
indentation technique involving the conductive tip of atomic
force microscope [32]. The nanocontact has the shape of a
truncated pyramid, with a lateral size of approximately 20 nm
in contact with the spin valve 40 nm thick. Electrical measure-
ments are made possible via gold electrodes to the nanocon-
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FIG. 1. Experimental set up and device geometry. The current flows
from the top electrode into the multilayer stack, until the other elec-
trode. (a) Spectrum as read on the spectrum analyzer for a dc current
of 14.2 mA. After treatment, spectra are aggregated to give (b) a PSD
map.
tact. Further details on the fabrication technique can be found
in previous work [21, 33].
The NiFe layer is the free layer in which the vortex dynam-
ics takes place, while the Co layer is the reference magnetic
layer allowing the giant magnetoresistance signal. The mag-
netic properties of the films before patterning were determined
with vector network analyzer ferromagnetic resonance before
patterning. The NiFe layer is found to have a coercivity of
1 mT, a saturation magnetization of 1.05 T, a spectroscopic
splitting factor (g-factor) of 2.07, and a Gilbert damping con-
stant of 0.007 ± 0.001. The Co layer is also relatively soft with
a coercivity of 2 mT, a saturation magnetization of 1.77 T, a
g-factor of 2.16, and a Gilbert constant of 0.009 ± 0.001 with-
out any inhomogeneous broadening of the ferromagnetic res-
onance line. These parameters correspond to a polycrystaline
cobalt film with an fcc structure.
B. Electrical measurements
The electrical measurements of the nanocontact device have
been performed at 77 K. The main contribution to the signal
arises from the gyrotropic dynamics of the magnetic vortex
that is induced by the applied dc currents. The gyration leads
to a resistance variation that translates into voltage oscilla-
tions in the sub-GHz range. These oscillations were gener-
ally measured with a spectrum analyzer in the range of 100 to
1000 MHz. The spectrum analyzer was mainly used with a
resolution bandwidth of 50 kHz, a video bandwidth of 5 kHz.
The signal is amplified with a 50 dB broadband amplifier be-
fore being fed into the spectrum analyzer. In addition to the
dc current, we also apply a radiofrequency current with a syn-
thesizer as an additional modulation. The circuit is illustrated
in Fig. 1. For the majority of the measurements here, we fix
either the dc current or the frequency of the modulation signal,
with the other parameter being varied.
An example is given in Fig. 1(b), where the power spec-
tral density (PSD) is shown as a color map as a function of
the dc current Idc at a fixed value of external modulation fre-
quency (white line in Fig. 1(b)). The PSD at each current is
represented using a color code, which allows features in the
power spectrum to be followed as Idc is varied. For the sake
of brevity, such plots are referred to as maps in this article.
C. Electrical and micromagnetics simulations
It has previously been shown that an accurate description
of the electrical current and associated Ørsted-Ampe`re field
profiles in the nanocontact geometry is necessary to provide
a good quantitative agreement with experimental observa-
tions [34–36]. To this end, we have employed the finite-
element code Comsol to compute the current and Ørsted-
Ampe`re field profiles in the nanocontact devices studied us-
ing the method described in [35]. By assuming cylindrical
symmetry, we model the multilayer cross section as a 2 µm
× 100 nm rectangle with the nanocontact at one end. The
full multilayer stack is simulated with the bulk values of the
conductivity used for each material. The nanocontact itself is
taken to be a right trapezium whose 13.5 nm smaller parallel
side is in contact with the multilayer stack [36]. Temperature
and electrical wave propagation effects have been neglected
in this calculation. The simulations give the dependence of
the perpendicular-to-plane and in-plane current densities as
a function of radial distance from the nanocontact and film
thickness in the ferromagnetic free layer. Since we neglect
the thickness dependence when considering the magnetization
dynamics, the current and Ørsted-Ampe`re field profiles are
averaged over the film thickness of the free layer. With Com-
sol, we have calculated that Ørsted-Ampe`re field is around
800 A/m for a dc current of 1 mA, which corresponds to an
increase of 1 mT for every 1 mA.
The magnetization dynamics is studied with the micromag-
netics code Mumax3 [37], which performs a numerical time
integration of the Landau-Lifshitz-Gilbert equation with spin
3transfer torques [38–40],
dm
dt
= −γ0m ×Heff + αm × dmdt + ΓST. (1)
γ0 is the gyromagnetic ratio, m(r, t) is a unit vector repre-
senting the magnetization field, Heff is the effective magnetic
field, α is the Gilbert damping constant, and ΓST represents
nonconservative spin transfer torques. The effective field is
given by the variational derivative of the total magnetic en-
ergy density U with respect to the magnetization unit vec-
tor, Heff = −(1/µ0Ms)δU/δm, and comprises contributions
from the exchange, dipole-dipole, and the Zeeman interac-
tions, where the latter includes contributions from the static
external applied field and the Ørsted-Ampe`re field generated
by the current flow through the nanocontact.
The simulation geometry comprises a 1280× 1280× 20 nm
system that is discretized using 512× 512× 1 finite difference
cells. We use micromagnetic parameters suitable for Permal-
loy; we take the saturation magnetization to be Ms = 800
kA/m, the exchange stiffness Aex = 10 pJ/m, and the Gilbert
damping constant α = 0.013 (a standard value for NiFe). For
the spin-transfer torques, the dominant contribution comes
from the current in-plane terms, so we use
ΓST = − [u(r) · ∇]m, (2)
where u = J(r)PµB/(eMs) represents an effective spin drift
velocity, where J is the in-plane current density, µB is the Bohr
magneton, e is the electron charge, with the spin polarization
taken to be P = 0.5. We have neglected the nonadiabatic term
for simplicity. The spatial profiles for J(r) and the Ørsted-
Ampe`re field it generates, HOe(r), determined using the Com-
sol simulations described above, are used as inputs into the
micromagnetics simulations.
The initial magnetic state in the free layer is obtained by
mimicking the experimental procedure, which is described in
[21] and later in Sec. III. In this procedure, once the tran-
sient dynamics has died out, we obtain a self-gyrating vortex
around the nanocontact, with a remnant antivortex structure
pinned to one edge of the simulation box [21]. This serves
as the initial condition for subsequent simulations. For cal-
culations that involve sweeping the applied current, we use
the final state of the simulation at a given current value as the
initial state for the subsequent value.
The current dependence of the power spectral density of
vortex oscillations is computed as follows. For each value of
the applied current we conduct the simulation over an inter-
val of 100 ns, from which we extract the spatially-averaged
mx component, which is representative of the giant magne-
toresistance signal, and the core polarity, which is a measure
of the core polarity, p. Since an adaptative time step is used
in the numerical time integration, this data is resampled using
cubic interpolation to recreate a time series with equal time
steps. Fast Fourier transforms are then applied to this time se-
ries data, from which we compute the power spectral density
(PSD). In what follows, the PSD under modulation is studied
either as a function of dc current, where current steps of 0.1
mA are used, or as a function of the modulation frequency,
where frequency steps of 15 MHz are used.
III. OVERVIEW OF OSCILLATOR REGIMES
Experimentally, the ground state of the magnetic free layer
is the uniformly-magnetized state. As such, a nucleation pro-
cedure is required before measurements to generate the vortex
state for self-oscillations. To achieve this, a 10 mT in-plane
magnetic field is applied to saturate the magnetization along
one direction. A large dc current is then applied (around 16 or
17 mA), which generates a strong Ørsted-Ampe`re field around
the nanocontact with a circulating profile that favors one vor-
tex chirality. The applied field is then swept quasi-statically
to -10 mT, during which the magnetization in the free layer
reverses through domain wall nucleation and propagation. As
the domain wall sweeps through the nanocontact region a vor-
tex is nucleated [41], which results in the well-defined features
in the power spectrum [Fig. 1(b)].
This nucleation procedure strongly depends of the initial
conditions, so the ease with which nucleation occurs can fluc-
tuate between experiments. In order to preserve the overall
topology of the magnetization state, it is conjectured that the
vortex nucleation is always accompanied by the nucleation of
an antivortex [41, 42]; while the former is attracted to the Zee-
man potential associated with the Ørsted-Ampe`re field, the
latter is repelled by this potential [43]. The presence of an
antivortex is supported by the observation of a large number
of harmonics [21] in the experimental power spectrum at low
currents and by simulations. The need for such nucleation
processes means that the measured power spectra can exhibit
small quantitative differences between successive nucleation
events [44], however the power spectra remains unchanged
between measurements after a given nucleation event. The
measurements are typically done by decreasing the dc current
from nucleation current, down to a critical value, where the
vortex can be annihilated. If the dc current is kept above this
critical value (around 10 mA), vortex annihilation is unlikely
and measurements can be performed for both increasing and
de- creasing current sweeps. Vortex annihilation is certain un-
der 4 mA.
An example of the experimental power spectra is shown in
Fig. 2. The current dependence of the power spectral density
is presented in Fig. 2(d). Peaks in the sub-GHz range appear
above a threshold around 7 mA, where the power is concen-
trated in the fundamental frequency which is indicated by the
blue line. This first oscillation mode corresponds to vortex gy-
ration around the nanocontact. The trajectory of the vortex is
conjectured to be noncircular, since a number of higher order
harmonics are clearly visible in the power spectrum. An ex-
ample of the PSD is this regime is shown in Fig. 2(a), where
these harmonics can be clearly seen. This steady-state gy-
ration regime extends from 7 to 11 mA, though this interval
may vary between nucleation events (e.g., from 5 to 13 mA in
a different experiment not shown here).
As the current is increased, a second threshold is reached
above which periodic core reversal takes place[21]. This
corresponds to the appearance of additional sidebands in the
PSD, which can be observed in Fig. 2(b) for an applied current
of 12 mA. In this figure, the fundamental frequency is labelled
by f0 and the core reversal frequency is labelled by fcr (note
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FIG. 2. Spectra of PSD (in nV2/Hz) vs frequency (in MHz), at 8.5
mA (steady gyration regime) (a), at 12 mA (modulated regime) (b)
and at 16 mA (chaotic regime) (c). Aggregated spectra measure-
ments with DC current varying give PSD map (d). Red triangles give
above spectra correspondance. Upper (blue) dots correspond to gy-
ration frequency. Lower (green) dots correspond to f0 - fcr. (e) gives
ratio between fcr and f0 versus DC current.
that fcr is below the measurement range for a few current val-
ues). This example represents a commensurate state because
the ratio between the core reversal and gyration frequencies is
an rationnal fraction, as shown in Fig. 2(e). These ratios vary
as the current is increased and the presence of plateaus is in-
dicative of a self phase-locked state, whereby an integer mul-
tiple of the core reversal frequency is locked to the gyration
frequency. Physically, this means that core reversal occurs af-
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ter integer revolutions around the nanocontact.
In between the plateaus, we can observe instances in which
the ratio fcr/ f0 is irrational. A clear example can be seen be-
tween the 1/3 and 1/2 plateaus in Fig. 2(e), where this ra-
tio appears to vary linearly with current. An example of the
power spectral density is shown in Fig. 2(c) at a current of 16
mA. In contrast to the commensurate state, the PSD in this
regime is characterized by broad peaks with no obvious re-
lationship between fcr and f0. This regime is termed the in-
commensurate state and corresponds to temporal chaos; while
core reversal occurs after an integer number of revolutions
around the nanocontact, this number itself is characterized by
a chaotic sequence [21, 44]. In other words, the dynamics in
this regime is characterized by vortex gyration that is modu-
lated by chaotic vortex core reversal. However, this behavior
contrasts with other results [45–48] where two modes coexist
without chaos. This is due to two weakly coupled parameters,
such as two layers [45, 46] or two nanocontacts [47, 48].
The main features of the experimental spectra are repro-
duced in the micromagnetics simulations. The simulated cur-
rent dependence of the PSD is presented in Fig. 3(a). We ob-
serve a finite lower threshold current for oscillations at 7.9
5mA. Below this threshold, the vortex core is immobile and lo-
calized at a distance of around 160 nm from the center of the
nanocontact, as shown on Fig. 3(a). This position results from
a competition between the attractive central potential of the
Zeeman interaction associated with the Ørsted-Ampe`re field,
and the attractive interaction between the vortex and the an-
tivortex, where the latter is pinned at the edge of the simula-
tion box [21]. Once this lower threshold is overcome, we ob-
serve a steady-state gyration of the vortex around the nanocon-
tact [Fig. 3(c)], where the trajectory represents a limit cycle
with an egglike form that results from the balance between
the asymmetric potential landscape, as discussed above, with
the radial symmetry of the spin torques due to the in-plane
currents flowing from the nanocontact [36]. The absence of a
radial symmetry of this trajectory gives rises to the rich har-
monic content of the power spectra [Fig. 2(a)].
Core reversal does not occur at arbitrary points along the
trajectory, but takes place close to the nanocontact, where the
vortex velocity is higher, as shown in Figs. 3(d)-3(f). The core
reversal process involves the strong deformation of the vortex
core, where a ‘dip’ in the mz component is generated in the
direction opposite to the core polarity [49, 50]. Once a critical
deformation is reached, the dip transforms into the nucleation
of a vortex-antivortex pair with an opposite polarity, and the
original vortex annihilates with the antivortex [20] leading to
a burst of spin waves [51]. Because the core reversal process
is actually mediated by the annihilation and nucleation of a
vortex with an opposite polarity, a discontinuity appears in
the core position and is represented by the sharp near-vertical
lines in Figs. 3(d)-3(f) above the nanocontact. The periodic
core reversal is analogous to relaxation oscillations; after a re-
versal, the core spirals outwards from the nanocontact center,
gaining in energy, until the critical deformation is reached and
energy is released at the subsequent reversal [21]. We also
observe that the trajectories shrink as the current is increased,
which results in f0 increasing faster than a linear function in
the current, as observed experimentally [Fig. 2(d)] and in sim-
ulation [Fig. 3(a)]. We note also that reversals in the core po-
larity results in a change in the sense of the gyration around
the nanocontact (i.e., clockwise or counter-clockwise). This
leads to the modulation sidebands seen in the power spectra.
For the commensurate states, the trajectories have a clear
overlap where the core reversal events occur at near-identical
positions, as can be seen for the 1/4 and 1/2 states in Figs. 3(d)
and 3(f), respectively. In the chaotic regime, on the other
hand, the point at which the core reverses can vary greatly
between revolutions around the nanocontact [Fig. 3(e)]. This
results in a set of trajectories that cover a greater area around
the nanocontact, which translates into the broad spectral peaks
as seen in Fig. 2(c). Because of the large qualitative differ-
ences in the trajectories between the steady-state, commen-
surate, and chaotic regimes, we can anticipate that external
forcing with ac currents will have different effects on the core
dynamics.
(a)
NC
vortex
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FIG. 4. Schematic representation of circular vortex gyration around
the nanocontact. (a) Vortex gyration in a counterclockwise direction
with velocity X˙0. u indicates the direction of the effect spin drift
velocity. (b) Force diagram for the four terms in the Thiele equation
[Eq. (3)]. The current-dependent terms are outlined by a box.
IV. MODULATION DUE TO ALTERNATING CURRENTS
In this section, we describe the effects of external forc-
ing due to ac currents on the different oscillatory regimes of
the nanocontact vortex oscillator. Ac currents lead to peri-
odic modulations in the Zeeman potential, associated with the
Ørsted-Ampe`re field, and to periodic modulations in the spin
torques exerted on the vortex core. To see how these terms
might influence the core dynamics, consider the Thiele equa-
tion which provides a good description of the gyration far be-
low the threshold for core reversal [52–54],
G ×
(
X˙0 − u(X0, I)
)
+D · X˙0 = −∂U(I)
∂X0
. (3)
X0 the position of the vortex core in the film plane, X˙0 ≡ ∂tX0,
G is the gyrovector,D is the Gilbert dissipation tensor, u is the
effective spin drift velocity that measures the strength of the
spin torques, U is the total energy of the vortex system, and I
is the applied current. This equation of motion can be derived
from the Landau-Lifshitz equation [Eq. (1)] by assuming a
rigid core for the vortex. As such, it captures the gyrotropic
dynamics but it cannot account for vortex core reversal.
There are two current-dependent terms, the spin current u
and the potential energy density U; modulations in the current,
I = Idc + iac, will therefore result in modulations in these two
terms. To see how these enter the dynamics, consider the cir-
cular motion around the nanocontact as a result of a pure cen-
tral potential, U(‖X0‖), i.e., we neglect contributions from ex-
change interactions with the antivortex. We will also assume
a counterclockwise gyration (when viewed from above, +z),
which corresponds to a gyrovector G = 2piMsdp/γ where d is
the film thickness and p is the core polarization. A schematic
of this motion is given in Fig. 4(a). A pictorial representation
of the four force terms in Eq. (3) is given in Fig. 4(b). This
figure gives a clear interpretation of how the four forces coun-
terbalance each other. The restoring force due to the Zeeman
potential is directed radially inwards, which favors the vortex
core centered on the nanocontact, while the gyrotropic term is
directed radially outward. The equilibrium orbit is therefore
determined by a balance not only between these two forces,
but from all forces as two of them share a common term, X˙0.
Modulations in the strength of the Zeeman potential, due to
6the ac current, amounts to a modulation of the radial force
and therefore acts to modulate the gyrovector, therefore the
radius of the vortex gyration. Moreover, since the potential
also determines the gyration frequency [30, 54], this modu-
lation is akin to a parametric excitation. Let us now discuss
the two other forces: damping and spin torque. Both of these
act tangentially to the circular orbit, where the damping acts
like friction in the direction opposite to the motion, while the
adiabatic spin torque term acts in the direction of the motion
as a velocity “boost”. Compensation between these two is re-
quired for the vortex to maintain steady state gyration around
the nanocontact. Modulations in the current lead to a mod-
ulation in the adiabatic torque, which acts to modulate the
“boost” of the vortex core along its trajectory. This is akin to
a phase modulation of the vortex oscillator. In the following,
we will discuss how these two contributions affect the vortex
dynamics in the three regimes.
A. Forcing in the steady gyration regime
We first examine the effects of current modulation in the
low current regime in which no core reversal is present. The
experimental power spectra are presented in Fig. 5(a), which
correspond to the following operating conditions: a dc current
of 12.8 mA in Fig. 5(a) resulting in a gyration frequency of
200 MHz. An ac modulation of iac = 0.3 mA (peak to peak)
is applied whose frequency fext is swept between 180 and 620
MHz, which is clearly present in the experimental spectra as a
narrow line with unity slope, f = fext. We note that harmonics
in the external forcing can also be seen (i.e., fainter lines with
f = 2 fext and f = 3 fext). We attribute this to nonlinearities in
the gain of the amplifiers we used, which means the sample
does not receive those harmonics.
Phase locking to the external signal can be seen in Fig. 5(a)
as fext crosses fgyr at around 200 MHz, which is evidenced by
a vacant horizontal segment in the power spectrum at which
the oscillator frequency is entrained by the external signal.
Because of the elliptical trajectory of the vortex core around
the nanocontact, this entrainment also manifests itself in the
higher harmonics, notably at 2 fgyr. We also note that frac-
tional synchronization is seen in Fig. 5(a), whereby phase
locking occurs at integer multiples or integer fractions of the
gyration frequency. Phase-locking is perceptible at fext = fgyr,
fext = 2 fgyr and fext = 3 fgyr. Overall, this behavior is simi-
lar to the phase-locking phenomenon observed in nanopillar
vortex oscillators[18, 19], though it semms we do not have
fractionnal phase-locking in this regime like in nanopillar os-
cillators [55].
To understand the modulation process in this pure gyration
case, we can use a simple model of r(t) the resistance of the
system and i(t) the current flowing through the system
r(t) = R0 + ∆R cos(ωgyrt),
i(t) = Idc + iac cos(ωextt),
(4)
where R0 is the mean resistance of the device, ∆R is the re-
sistance variation due to gyration, and ωgyr = 2pi fgyr and
ωext = 2pi fext. The spectrum analyzer measures the power
given by
P(t) = R0I2dc + p0 cos(ωextt) + p1 cos(2ωextt) + p2 cos(ωgyrt)
+ p3 cos[(ωgyr + ωext)t] + p3 cos[(ωgyr − ωext)t])
+ p4 cos[(ωgyr + 2ωext)t] + p4 cos[(ωgyr − 2ωext)t],
(5)
where p0 = R0Idciac, p1 = R0i2ac/2, p2 = ∆RI
2
dc, p3 = ∆RIdciac,
and p4 = ∆Ri2ac/2. A number of these frequencies are visible
experimentally, namely fext, 2 fext, fgyr, and fgyr + fext. Some
of the other frequencies are not clearly visible experimentally,
due to their low intensity. However, they are much more visi-
ble on the simulation data, which can be seen on Fig. 5(d).
For the micromagnetics simulations presented in Fig. 5(d),
we considered a dc current of Idc = 10 mA which leads to
a gyration frequency of 200 MHz. In order to study higher
ac currents than those attainable experimentally, and to better
visualize the modulation sidebands, we considered an ac cur-
rent iac = 1 mA that was swept from 100 to 900 MHz. For
fext < fgyr, we can clearly observe modulation effects in the
power spectra, where the f = fext signal is accompanied by
sidebands not only at f = fgyr + fext and f = fgyr − fext, but
also at f = 2 fgyr − fext and to a lesser extent at f = 3 fgyr − fext.
We can also slightly see 2 fext − fgyr or fgyr − 2 fext sidebands.
As fext enters the locking window, frequency entrainement can
clearly be observed over a range of 25 MHz in which the gy-
ration frequency is controlled by the frequency of iac. This
entrainment is also visible in the first harmonic, where a seg-
ment with f = 2 fext is visible in the locking window. Phase
locking is also observable at fext = 3 fgyr and fext = 4 fgyr,
where at each harmonic the entrainement of the gyration fre-
quency varies like fgyr = fext/(n + 1) with n denoting the nth
harmonic. This is accompanied by clear modulation signals
at f = (n + 1) fgyr − fext, which are most visible in the fre-
quency range below the gyration frequency f < fext. While
most of these frequencies correspond to those predicted by
the simple model, we see additional contributions in the ex-
perimental spectra. These can be understood as higher order
modulation effects. The simulations results are similar to the
phase-locking phenomena observed in nanopillar vortex os-
cillators.
B. Forcing in the commensurate regime
We now examine the effects of current modulation in the
commensurate regime, where periodic core reversal occurs at
a rate that is an integer fraction of the gyration frequency. The
experimental spectra are presented in Fig. 5(b). The operating
conditions consist of a dc current of Idc = 15 mA, which in
one experiment leads to a gyration frequency of fgyr = 410
MHz, as shown in Fig. 5(b). In Fig. 5(b) we can see that the
phase-locking and modulation patterns are similar to the pre-
vious case in which the dynamics comprises pure gyration,
though these phenomena are more visible and modulation oc-
curs on a larger range in commensurate regime. The important
difference here is that the external signal now modulates two
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FIG. 5. Map of the power spectral density as a function of modulation frequency. Parts (a)-(c) correspond to experimental measurements,
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distinct processes, the gyration and the periodic core reversal,
where the frequency for the latter is denoted by fcr.
Besides phase-locking at fext = fgyr, we also find evidence
of entrainment when the external signal crosses one of the
modulation sidebands due to vortex core reversal, namely at
fext = fgyr ± fcr, as shown in Fig. 5(b). Phase-locking of
modulation sidebands and fractional synchronization are phe-
nomena that have already been reported in previous studies on
STNOs [56], though it is in a feedback loop, and not related
to core reversal.
The spectral features with constant frequencies in Fig. 5(b),
i.e., which are independent of fext, can be expressed as linear
combinations of the gyration frequency fgyr and the core re-
versal frequency fcr. These are the natural frequencies of the
vortex dynamics. A similar spectrum with natural frequen-
cies is given in Fig. 2(b), without any external forcing. For
instance, when fgyr = 4 fcr, one of the natural frequencies can
be the sum of the first sideband of the gyration frequency (i.e.,
fgyr + fcr) and of the third sideband of the second harmonic of
the gyration frequency (i.e., 2 fgyr − 3 fcr). Since the dynamics
are in the commensurate regime, we can write fgyr = a fcr with
integer a, the commensurate ratio between these two frequen-
cies [a = 4 in Figs. 5(b) and 5(e)], which allows us to express
the ith natural frequency fk simply as
fk = k fcr, (6)
with i being an integer constant. Therefore we can write f1 =
fcr, f2 = 2 fcr, f3 = 3 fcr = fgyr − fcr, f4 = 4 fcr = fgyr, etc. We
observe then that the external signal modulates all the natural
frequencies fk to a certain degree. This simpler description of
the system enables us to reuse the simple model, previously
discussed for the pure gyration regime, for the commensurate
regime,
r(t) = R0 +
∑
k
∆Rk cos(ωkt),
i(t) = Idc + iac cos(ωextt),
(7)
where R0, ∆R, ωext, and ωk are defined as in the previous sec-
tion. Here, ω1 = 2pi fcr, ω2 = 2pi2 fcr, ω3 = 2pi3 fcr, ω4 = fgyr
[due to the 1/4 ratio between fcr and fgyr on Fig. 5(b)]. The
measured power is therefore
P(t) = R0I2dc + p0 cos(ωextt) + p1 cos(2ωextt) +
∑
k
p2,k cos(ωkt)
+
∑
k
p3,k cos[(ωk + ωext)t] +
∑
k
p3,k cos[(ωk − ωext)t]
+
∑
k
p4,k cos[(ωk + 2ωext)t] +
∑
k
p4,k cos[(ωk − 2ωext)t],
(8)
where p0 = R0Idciac, p1 = R0i2ac/2, p2,k = ∆RkI
2
dc, p3,k =
∆RkIdciac, and p4,k = ∆Rki2ac/2. We can now compare this
simple model to the frequencies exhibited in Fig. 5(b). As-
cending branches correspond to the f = fk + fext frequencies,
while descending branches correspond to the f = fk − fext
8sidebands. Only the first order of modulation is visible, such
that no sidebands f = fk ± n fext, with n denoting the nth order,
appear. No signals collinear to the harmonics of the external
signal appear.
Phase-locking, like in pure gyration regime, occurs when
fext is equal to a multiple of fgyr. But in this commensurate
regime, it can occurs also for any natural frequency of the vor-
tex. When such a phase-locking occurs, it is also visible on the
other natural frequencies of the vortex, at a higher or smaller
frequency. Here, fractional synchronization is possible. How-
ever, fext can cross some natural frequency fk without induc-
ing phase-locking. The reason why some natural frequencies
are more likely to be phase-locked remains unknown, though
we can at least say that frequencies like fgyr, fcr and their har-
monics are more likely to respond to external excitation than
any other fk. It should be noticed that core reversal corre-
sponds to a square signal that contains only odd harmonics.
Therefore we see phase-locking at fcr, 3 fcr, 5 fcr but not at 2 fcr
for instance.
Simulation on Fig. 5(e) exhibits a similar behaviors than
experimental curves, showing nonetheless a regime change
which we did not observe in our measurements, but which
have been shown on a different device [57]. This effect is
slightly visible in Fig. 5(d), but is wider on Fig. 5(e): the
system changes from a commensurate to an incommensurate
regime, mainly around the phase-locking region. Indeed, be-
tween 260 and 310 MHz, and between 350 and 460 MHz,
there are no phase-locking or commensurate regimes: we
don’t see any sharp peaks but rather a diffuse signal, which
is caracteristic of the incommensurate regime. Such a regime
modification will be described with more details in Sec. V and
Fig. 6.
Over a frequency range of approximatively 700 MHz, fext
signal appears stronger on Fig. 5(e) (indeed, it is also the
case for Fig. 5(d) and 5(f)). This seems to indicate that for
fext = fgyr, the influence of fext over the vortex decreases, and
therefore less energy is transferred to it, leading to a more in-
tense fext.
C. Incommensurate states
When the vortex exhibits a chaotic behavior, the appear-
ance of the PSD map changes in terms of phase-locking and
modulation. Indeed, in Fig. 5(c), we apply a dc current of
Idc = 16.7 mA, leading to a gyration frequency of fgyr = 520
MHz. We still apply an ac current of iac = 0.3 mA. We can
see that there is no phase-locking and modulation when the
external and a vortex frequencies are commensurate. This
indicates that a chaotic behavior prevents phase-locking and
modulation of such oscillators. Such a result is a consequence
of the Kolmogorov-Arnold-Moser theory on dynamical sys-
tems [58–60]: an incommensurate regime is more robust to
small perturbations. Indeed, a chaotic oscillator emits wider
band frequencies, and therefore cannot be synchronized to
a single frequency. Incommensurate states, which appear in
chaotic regimes in vortex nano-contact oscillators [21], are
less subject to phase-locking. Core reversal is aperiodic in
10 mA 11.5 mA 13 mA 15 mA
 + 160 MHz
modulation
+ 250 MHz
modulation
+ 300 MHz
modulation
+ 500 MHz
modulation
100 nm
(a) (d)(c)(b)
FIG. 6. Role of current modulation on vortex core reversal. Simu-
lated trajectories, top ones correspond to the motion under dc cur-
rents alone, while bottom ones correspond to the addition of current
modulation (at the frequencies indicated). (a,b,c,d) corresponds to
different operating conditions, with a given dc current.
a chaotic incommensurate regime. Therefore, a periodic ex-
ternal forcing barely induces locking of vortex frequencies.
However, it might be possible that increasing the coupling
strength between the chaotic oscillator and the external sig-
nal, in other terms, a higher ac current, induces phase-locking
and modulation, making chaotic regime oscillators to have a
similar behavior to steady oscillation or core reversal regimes
oscillators.
Indeed, in Fig. 5(f), where is simulated a higher ac current
sent into the device, we can see a 30 MHz phase-locking range
between fext and fgyr. Modulation sidebands are also visible
at low frequency.
V. IMPACT OF CURRENT MODULATION ON CORE
REVERSAL
To better understand the simulated spectra presented in
Figs. 5(d), 5(e), and 5(f), we examine how the trajectories of
the vortex core change when the current modulation is present.
The trajectories can be classified into four categories: a fixed
point (no gyration), a limit cycle representing steady state gy-
ration, a limit cycle with core reversal, and a chaotic attrac-
tor [44]. In Fig. 6 we illustrate examples of trajectories in
the steady state gyration regime [Fig. 6(a)], the commensurate
state [Figs. 6(b) and 6(c)], and the incommensurate or chaotic
regime [Fig. 6(d)].
Current modulation can change the oscillation regime.
Fig. 6(a) shows transitions between the steady-state gyration
toward a core-reversal state (Idc = 10 mA, fext = 160 MHz),
and the opposite transition from a commensurate state toward
steady-state gyration (Idc = 11.5 mA, fext = 250 MHz) can be
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FIG. 7. PSD maps of magnetoresistance signal ((a) and (c)) and
polarity frequencies ((b) and (d)) while a dc current sweep without
external signal ((a) and (b)) or while an external frequency sweep
with 13 mA DC current ((c) and (d)).
seen in Fig. 6(b). We also observe modulation-induced tran-
sitions back and forth between the commensurate and incom-
mensurate states, which are shown in Fig. 6(c) for Idc = 13
mA, fext = 300 MHz and in Fig. 6(d) for Idc = 15 mA,
fext = 500 MHz. This indicates that the conditions for core
reversal can be suppressed or delayed as a result of the current
modulation.
Let us now discuss these modulation-induced transitions in
more detail. Fig. 7 illustrates the simulated power spectra of
the magnetoresistance signal and the vortex core polarity, p, as
a function of the dc current Idc and the modulation frequency
fext. In the absence of forcing, we can observe two clear
thresholds for oscillations as the current is increased, one for
the onset of steady state gyration at around 8 mA [Fig. 7(a)]
and the other for the onset of periodic core reversal at around
10.5 mA [Fig. 7(b)]. These figures clearly demonstrate that
core reversal is at the origin of the intrinsic modulation that
appears above 10.5 mA. Moreover, we can see that in modu-
lation regime, the spectra for the magnetoresistance and core
polarization oscillations differ: only odd harmonics of fcr are
visible in the PSD of the core polarization, whereas all har-
monics of fcr are visible in the PSD of the magnetoresistance
variations. Because the core polarity signal closely resembles
a square wave, its Fourier series only contains odd harmonics.
If there is jitter in the reversal events, even harmonics also
might appear. On the other hand the power spectrum of the
magnetoresistance comprises the vortex gyration, which pro-
vides the dominant term in the PSD, along with the core rever-
sal and the different orders of modulation between these two
frequencies. This indicates that spectral lines such as f = 2 fcr
at Idc ≈ 15 mA originates from second order modulation pro-
cesses between the gyration and core reversal frequencies be-
cause the core reversal signal on its own cannot produce an
even fcr harmonic.
We now present a similar analysis for a fixed current of 13
mA, where the modulation frequency is swept from 100 to
850 MHz [Figs. 7(c) and 7(d)]. Similar modulation effects
as those described previously are observed, except around the
phase locking region where the core reversal frequency fcr de-
creases [Fig. 7(d)]. This is a consequence of the core rever-
sal being impeded by the modulation, which leads to longer
intervals between reversal events. As such, we can observe
that the modulation frequencies disappear around the 1:1 lock-
ing in the power spectrum of the magnetoresistance variations
[Fig. 7(c)].
VI. DISCUSSION AND CONCLUDING REMARKS
We have performed a detailed experimental and numerical
study of the role of current modulation on the vortex dynam-
ics in magnetic nanocontact oscillators. These oscillators can
possess two intrinsic modes, which can coexist: steady-state
gyration around the nanocontact and periodic core reversal,
which are characterized by the frequencies fgyr and fcr, re-
spectively. We have shown how modulation in the applied
current, which affects both the Zeeman potential and the spin
transfer torques, influence these regimes. In particular, the
modulation of both fgyr and fcr by the external frequency fext
can lead to rich intermodulation spectra. External modula-
tion can also lead to transitions between the natural oscillation
regimes, namely simple gyration, commensurate, and chaotic
states.
Beyond phase-locking applications such as spectrum anal-
ysis [61], we suggest that the nanocontact vortex oscillator
might also be suitable for neuro-inspired applications [8, 9]
since it offers a rich variety of oscillatory modes that can be
harnessed with external modulation. In terms of chaos-based
information processing, this study sheds light on how unstable
periodic orbits might be target using external modulation. It is
indeed a first step in chaos control in nanocontact vortex os-
cillators. Another step would be to prove experimentally what
have been seen in simulation, namely the regime charge and
phase-locking of chaos at higher forcing strength.
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