Over the last decade, the rapid growth and adoption of the World Wide Web has further exacerbated the user need for efficient mechanisms for information and knowledge location, selection and retrieval. Much research in the area of semantic web is already underway, adopting information retrieval tools and techniques. However, much work is required to address knowledge retrieval; for instance, users' information needs could be better interpreted, leading to accurate information retrieval. In this paper, a novel computational model is proposed for solving retrieval problems by constructing and mining a personalized ontology based on world knowledge and a user's Local Instance Repository. The proposed model is evaluated by applying to a Web information gathering system, and the result is promising. * X. Tao, Y. Li, and R. Nayak are with the
deliver the user more useful and meaningful information. Thus, the current IR models need to be enhanced in order to better satisfy user information needs.
The information diagram of data-information-knowledge-wisdom in information science suggests the enhancement route for IR models [39] . The diagram describes the information abstraction levels. Information is the abstraction of data, and knowledge is the abstraction of information. The data retrieval systems focus on the structured data stored in a database, and attempt to solve problems on the data level [39] . Consequently, although the data retrieval systems perform sufficiently on well-structured databases, they cannot achieve the same performance on the Web, as Web information is not well-structured. Enhanced from the data retrieval systems, the IR systems focus on the semi-structured or unstructured text documents, and attempt to solve problems on the information level. However, the IR systems still suffer from the aforementioned information mismatching and overloading problems [16] [17] [18] [19] [20] 41] , and cannot capture user information needs well [20, 33] . Therefore, if the IR systems can be enhanced from solving problems on the information level to the knowledge level, better results can be expected to be retrieved for Web users.
Many concept-match approaches have been proposed to promote the IR techniques from solving problems on the information level to the knowledge level. Owei [26] developed a concept-based natural language query system to handle and resolve the problem of keyword-match. Andreasen et al. [1] used a domain ontology for conceptual content-based querying in IR. Some works [7, 9, 31] proposed concept-based methods to refine and expand queries. These developments, however, are concentrated on the context of a submitted query but not a user's background knowledge, in order to capture an information need.
In this paper, we propose a computational model for knowledge retrieval using a world knowledge base and a user's Local Instance Repository (LIR). World knowledge is "the kind of knowledge that humans acquire through experience and education" [40] . A world knowledge base is a frame of world knowledge. While generating a search query, a user usually holds a concept model implicitly. The concept model comes from a user's background knowledge and focuses on a particular topic. A user's LIR is a personal collection of Web documents that were recently visited by the user. These documents implicitly cite the knowledge specified in the world knowledge base. In the proposed model, we attempt to learn what a user wants from the user's LIR and the world knowledge base, where the world knowledge possessed by a user is described by a subject ontology. A two-dimensional ontology mining method, Specificity and Exhaustivity, is presented for the knowledge discovery in the subject ontology and the LIR.
In the conducted experiments, the proposed computational model is evaluated by comparing the retrieved knowledge to the knowledge generated manually by linguists and the knowledge retrieved from the Web, and the results are promising. The proposed knowledge retrieval model is a novel attempt to conduct retrieval tasks at knowledge level instead of information level.
The paper is organized as follows. After Introduction, Section 2 presents related work. Section 3 introduces related definitions used in this paper, and Section 4 presents how to discover a user's background knowledge. Section 5 summarizes the proposed knowledge retrieval model. Section 6 describes the experiments, and the experimental results are discussed in Section 7. Finally, Section 8 makes conclusions.
Related Work
Information retrieval (IR) systems search in a corpus to fulfil user information needs [2] . A widely used strategy in IR is keyword-matching, which computes the similarity of relevant documents to an information need, and ranks the retrieved documents according to the weights calculated based on the frequency of important terms appearing in the documents, e.g. Euclidean distance, Cosine similarity, and the use of feature vectors [30] . There are three groups of IR models [12] : Statistical models that capture the relationships between the keywords from the probability of their co-occurrence in a collection; Taxonomical models that use the content and relations of a hierarchy of terms to derive a quantitative value of similarity between terms; and Hybrid models that combine both statistical and taxonomical techniques. However, these models all suffer from the common problems of information mismatching and overloading [16] [17] [18] [19] [20] 41] .
Yao [39] pointed out that knowledge retrieval will be the importance feature of IR systems in the future. Recently, many concept-matching approaches have been proposed. Owei [26] developed a concept-based natural language query model to handle and resolve problems that occur with keyword-matching. Andreasen et al. [1] proposed a method using domain ontology for conceptual content-based querying in IR. Some works [7, 9, 31] proposed concept-based methods to refine and expand queries in order to improve search performance.
These models, however, are concentrated on reformulation of given queries but not users' background knowledge.
User profiles are used by many IR systems for personalized Web search and recommendations [8, 10, 20, 37, 42] . A user profile is defined by Li & Zhong [20] as the topics of interests relating to user information needs. They further categorized user profiles into two diagrams: the data diagram for the discovery of interesting registration data, and the information diagram for the discovery of the topics of interests related to information needs. The data diagram profiles are usually generated by analyzing a database or a set of transactions; for example, user logs [8, 20, 23, 24, 27, 32] . The information diagram profiles are generated by using manual techniques such as questionnaires and interviews [24, 37] , or by using the IR techniques and machine-learning methods [27] . In order to generate a user profile, Chirita et al. [4] and Teevan et al. [36] used a collection of the user's desktop text documents, emails, and cached Web pages for query expansion and exploration of user interests. Makris et al. [22] comprised user profiles by a ranked local set of categories and then utilized Web page categories to personalize search results.
Ontologies have been utilized by many models to improve the performance of personalized Web information gathering systems. Some reports [8, 37] demonstrate that ontologies can provide a basis for the match of initial behavior information and the existing concepts and relations. Li & Zhong [19, 20] used ontology mining techniques to discover interesting patterns from positive documents, and ontologized the meaningful information to generate a user profile. Navigli et al. built an ontology called OntoLearn [25] to mine the semantic relations among the concepts from Web documents. Gauch et al. [8] used a reference ontology based on the categorization systems of online portals and learned a personalized ontology for users. Such categorizations were also used by Chirita et al. [5] to generate user profiles for Web search. Liu et al. [21] proposed a model to map a user's query to a set of categories in order to discover the user's search intention. Sieg et al. [29] modelled a user's context as an ontological profile and assigned interest scores to the existing concepts in a profile. Middleton et al. [24] used ontologies to represent a user profile for online recommendation systems. Developed by King et al. [13] , IntelliOnto uses the Dewey Decimal Code system to describe world knowledge and generate user profiles. Unfortunately, these works cover only a small number of concepts and do not specify the semantic relationships of partOf and kindOf existing in the concepts, but only "super-class" and "sub-class".
In summary, the existing IR models need to be enhanced from the current information level to knowledge level. The enhancement can be achieved by using user profiles to capture the semantic context of a user's information needs. A user profile can be better generated using an ontology to formally describe and specify a user's background knowledge. According to the related work, however, how to use ontologies to specify a user's background knowledge still remains a research gap in the IR development. Filling this gap motivates our research work presented in this paper.
Definitions

World Knowledge Base
A world knowledge base is a knowledge frame describing and specifying world knowledge. In a knowledge base, knowledge is formalized in a structure and the relationships between the knowledge units are specified. The Library of Congress Subject Headings 1 (LCSH), a taxonomic classification system originally developed for organizing and retrieving information from the large volumes of library collections, suits the requirements of constructing a world knowledge base. The LCSH system is comprised of a thesaurus containing about 400,000 subject headings that cover an exhaustive range of topics. The LCSH aims to facilitate users' perspectives in accessing the information items stored in a library, and has proved excellent for the study of world knowledge [3] . In this paper, we build a world knowledge base using the LCSH system.
We transform each subject heading in the LCSH into a knowledge unit in the world knowledge base, and name a primitive knowledge unit as a subject in this paper. The LCSH structure is transformed into the taxonomic backbone of the knowledge base. The backbone specifies the semantic relationships of subjects. Three types of semantic relations are specified in the world knowledge base. KindOf is a directed relationship for two subjects describing the same entity on different levels of abstraction (or concretion); e.g. "Professional Ethic"
is a kind of "Ethics", etc. The kindOf relationships are transformed from the BT (Broader Term) and NT (Narrower PartOf is a directed relationship used to describe the relationships for a compound subject and its component subjects or a subject subdivided by others.
A component subject forms a part of a compound subject; e.g. "Economic
Espionage" is part of "Business Intelligence". The partOf relationships are transformed from the UF (Used-For ) references specified in the LCSH. The partOf relationships also hold the transitivity and asymmetry properties. The taxonomic knowledge base constructed in our knowledge retrieval model is formalized as follows.
Definition 1 Let KB be a taxonomic world knowledge base. It is formally defined as a 2-tuple KB :=< S, R >, where
• S is a set of subjects S := {s 1 , s 2 , · · · , s m }, in which each element is a 2-tuple s :=< label, σ >, where label is a label assigned by linguists to a subject s and is denoted by label(s), and σ(s) is a signature mapping defining a set of subjects that hold direct relationship like partOf , kindOf , or relatedT o with s, and σ(s) ⊆ S;
• R is a set of relations R := {r 1 , r 2 , · · · , r n }, in which each element is a 2-tuple r := < type, r ν >, where type is a relation type of kindOf, partOf , or relatedT o and r ν ⊆ S × S. For each (s x , s y ) ∈ r ν , s y is the subject that holds the type of relation to s x , e.g. s x is kindOf s y .
Subject Ontology
A personalized subject ontology formally describes a user's background knowledge focusing on an individual need of information. While searching for information online, a user can easily determine if a Web page is interesting or not by scanning through the content. The rationale behind this is that users implicitly possess a concept model based on their background knowledge [20] . A user's personalized subject ontology aims to rebuild his (or her) concept model.
A subject ontology may be built based on a user's feedback and the world knowledge base. In IR, a query Q is usually a set of terms generated by a user as a brief description of an information need. After receiving a query from a user, some potentially relevant subjects can be extracted from the world knowledge base using the syntax-matching mechanism. A subject s and its ancestor subjects in the world knowledge taxonomy are extracted if the label(s) matches (or partially matches) the terms in the query. The extracted subjects are displayed to the user in a fashion of taxonomy, and the user then selects positive and negative subjects considering the information need [33, 35] . With the user identified subjects, we can extract the semantic relationships existing between the subjects and then construct a subject ontology to simulate the user's implicit concept model.
A subject ontology is formalized by the following definition:
Definition 2 The structure of a subject ontology that formally describes and specifies query Q is a 4-tuple O(Q) := {S, R, tax S , rel}, where
• S is a set of subjects (S ⊆ S) which includes a subset of positive subjects S + ⊆ S relevant to Q, a subset of negative subjects S − ⊆ S non-relevant to Q, and a subset of unlabelled subjects S ⊆ S that have no evidence of appreciating any site of positive or negative;
• R is a set of relations and R ⊆ R;
• tax S : tax S ⊆ S × S is called the backbone of the ontology, which is con- structed by two directed relationships kindOf and partOf ;
• rel is a relation between subjects, where rel(s 1 , s 2 ) = T rue means s 1 is relatedT o s 2 and s 2 is relatedT o s 1 as well.
One assumption of a constructed subject ontology is that no any loop or cycle exists in the ontology. Fig. 1 presents a partial subject ontology constructed for query "Economic espionage", where the white nodes are positive subjects, the black are the negative, and the gray are the unlabelled subjects. The unlabelled subjects are those subjects extracted by the syntax-matching mechanism but not selected by the user for either positive or negative. We call this subject ontology "personalize", since the knowledge related to an information need is identified by a user personally. A constructed subject ontology could have multiple roots, depending on the domains that a user's given query covers.
Discovering User Information Needs
In this section, we present how a user's information needs are discovered from the constructed subject ontology and the user's Local Instance Repository (LIR).
Local Instance Repository
An LIR is a collection of information items (instances) that are recently visited by a user, e.g. a set of Web documents. The information items cite the knowledge specified in a subject ontology. To evaluate the proposed model in this paper, we use the information summarized in a library catalogue to represent a user's LIR, since the catalogue information is assigned with subject headings and cites the knowledge specified in the LCSH. The catalogue information of an item stored in a library and recently visited by a user is collected as an instance in the user's LIR. Such catalogue information includes title, table of contents, summary, and a list of subject headings. Each instance is represented by a vector of terms i = {t 1 , t 2 , . . . , t n } after text pre-processing including stopword removal and word stemming.
A semantic matrix can be formed from the relations held by the instances in a user's LIR and the subjects in the user's personalized subject ontology. By using the subject headings assigned to an instance, each instance in an LIR can map to some subjects in the world knowledge base. Let 2 S be the space referred to by S in a subject ontology O(Q), and 2 I be the space referred by I in an
The mapping of an i to the subjects in S can be described as follows:
and the reverse mapping η −1 of η, specifying the mappings of a s ∈ S to the instances in the LIR:
Figure 2 displays a sample of the mappings. The "Business intelligence" subject maps to a set of instances, "{intellig, competitor }", "{busi, secret, protect}", "{busi, competit, intellig, improv, plan}", "{monitor, competit, find }", and so on. Whilst, the "{busi, competit, intellig, improv, plan}" instance maps to a set of subjects of "Business intelligence", "Corporate planning", and "Strategic planning". These mappings aim to explore the semantic matrix existing between the subjects and instances. Each i is relevant to one or more subjects in S, and each s refers to one or more instances in I.
The referring belief of an instance to the cited subjects (see Fig. 2 ) may be at different levels of strength. Belief is affected by many things. Usually, the subject headings assigned to an instance are in the fashion of a sequence, e.g.
"Business intelligence -Data processing". The tail, "Data processing", is to further restrict the semantic extent referred to by the head, "Business intelligence". While extracting the referred subject classes from the world knowledge base, we treat each sequence as one subject heading. It is perfect if a subject class in the world knowledge base matches the entire subject heading sequence.
There is no information lost in the process of knowledge extraction. However, sometimes we cannot have such a perfect match and have to cut the tail in order to find a matching subject in the world knowledge base. In that case, some information is lost. As a consequence, the instance's belief to the extracted subject class is weakened.
In many cases, multiple subject headings are assigned to one instance, for example, the subject headings:
Business intelligence -Management;
Business intelligence -Data processing;
Telecommunication -Management;
are assigned to an instance titled "Business intelligence for telecommunications"
in the catalogue of the Queensland University of Technology (QUT) library 3 .
These subjects headings are indexed by their importance to the instance. Thus, if a subject referred by the top subject heading, we can assume that it receives stronger belief from the instance than a subject referred by the bottom heading, e.g. Business intelligence -Management vs. TelecommunicationManagement. Moreover, more subject headings assigned to an instance will weaken the belief shared by each subject.
We denote (s) as the level of information lost in matching a subject heading sequence to a subject class in the world knowledge base. For a perfect match, we set (s) = 1. Each time the tail is cut, (s) increases by 1. Thus, the greater (s) value indicates more information lost. We also denote ξ(i) as the number of subject headings assigned to an instance i and ι(s) as the index (starting with 1) of an assigned s. By counting the best belief an instance could deliver as 1, we can have the belief of an i to a s calculated by:
In the aforementioned example and case of s referring to "Business intelligenceData processing", we can have ξ(i) = 3, ι(s) = 2, (s) = 2 and bel(i, s) = 0.083.
User Information Needs Analysis
An LIR is a set of documents describing and referring to the knowledge related to a user's interests. An instance in an LIR may support a user's information need (represented by a query) at different levels. In Section 3.2, we have discussed that a user's background knowledge is formally specified by a subject ontology.
The ontology is constructed by focusing on a specific information need, and contains a subject set consisting of a subset of positive and a subset of negative subjects. Therefore, the support level of an instance to a user's information need depends on its referring positive and negative subjects. If an instance refers to more positive subjects than negative, it supports the information need.
Otherwise, it is against the need. Based on these, we can calculate the belief of an instance i to a query Q in an ontology O(Q) by:
The instances associated to an unlabelled subject count nothing to the query because there is no evidence that they appreciate positive or negative.
With the beliefs of instances to a query calculated, the belief of a subject to a query can also be determined by:
For a subject s ∈ S + , if bel(s, Q) > 0, the subject supporting the query is confirmed. Greater bel(s, Q) value indicates stronger support. If bel(s, Q) < 0, using that subject to interpret the semantic meaning of a given query is actually confusing, and the subject should be moved from S + to S − . For a subject s ∈ S − , bel(s, Q) < 0 confirms its negative. If bel(s, Q) > 0, it makes the interpretation confusing, and should be removed from the S − . The unlabelled subjects again hold belief value of 0 to the query because their beliefs are not clarified.
Exhaustivity and Specificity of Subjects
Ontology mining means discovering knowledge from the backbone and the concepts that construct and populate an ontology. Two schemes are introduced here for mining an ontology: Specificity (spe for short) describes the semantic focus of a subject corresponding to a query, whereas Exhaustivity (exh for short) restricts the semantic extent covered by a subject. The terms of specificity and exhaustivity were used by information science originally to describe the relationship of an index term with the retrieved documents [11] . They are assigned new meanings in this paper in order to measure how a subject covering
or focusing on what a user wants.
input : the ontology O(Q); a subject s ∈ S; a parameter θ between (0,1). output: the specificity value spe(s) of s.
If s is a leaf then let spe(s) = 1 and then return;
1 Let S 1 be the set of direct child subjects of s such that 2 ∀s 1 ∈ S 1 ⇒ type(s 1 , s) = kindOf ; Let S 2 be the set of direct child subjects of s such that
spe(s) = min{spe 1 , spe 2 }.
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Algorithm 1: spe(s): Assigning Specificity Value to a Subject
The specificity of a subject increases if the subject is located on a lower level of an ontology's taxonomic backbone. Algorithm 1 presents a recursive method spe(s) for assigning the specificity value to a subject in an ontology. We assign the leaf subjects the highest spe value of 1, since they are primitive and cannot be further decomposed. From the leaf subjects bottom-up, if a subject is decomposed into a set of child subjects and holds the kindOf relationship with them, the subject takes the least spe value from its child subjects, as a parent subject is the abstractive refinement of the child subjects. If a parent subject holds the partOf relationship with a set of child subjects, it is assigned the average spe value of its component subjects, because its referring semantic space is the combination of sematic meanings referred by the component subjects and all the component subjects should be considered. If the child subjects are mixed by kindOf and partOf relationships to their parent subject, the least specificity value of kindOf or partOf child subjects should take place for the parent subject.
By concentrating on specificity, the support value of a subject, being the knowledge referring to and supporting a user's information need, can be measured by:
where i∈η −1 (s) sup(i, Q) refers to the total support from other related subjects, and is calculated by:
By concentrating on exhaustivity and modifying Eq. (7), we can also determine the certainty level of a subject being the knowledge related to a user information need. The extent of knowledge is extended if more relevant subjects appear in its volume. Based on this assumption, the sup exh (s, Q) concentrating on exhaustivity is determined by the number of relevant subjects covered in the volume of s (vol(s)):
A subject with higher exhaustivity value covers more relevant knowledge referring to a user's information need.
The knowledge to interpret the user information need Q can finally be represented by a set of subjects:
A subject in RK(Q) needs to satisfy both of the conditions of greater than min spe , the minimum value of sup spe , and min exh , the minimum value of sup exh .
The min spe and min exh are used to prune the weak subjects representing a user's background knowledge focusing on a given query.
Framework
The knowledge retrieval model proposed in this paper aims to acquire and analyze a Web user's background knowledge so that his (her) information need can be better captured and satisfied.
Two knowledge resources are used in the model: (i)World Knowledge Base, which provides a frame of world knowledge for a user to identify the positive and negative knowledge corresponding to an information need. The world knowledge Local Instance Repository, which provides a resource to discover a user's real information need.
The framework of the knowledge retrieval model is presented in Fig. 3 . The model takes a query from a user, say, "Economic espionage", extracts a set of potentially relevant subjects from the world knowledge base, and displays the subjects to the user, as described in Section 3.2. The user identifies the related knowledge including positive and negative subjects from the present subjects.
Finally, based on the user identified knowledge, the model constructs a subject ontology, as the partial ontology illustrated in Fig. 1 . Once a user's subject ontology is constructed, the knowledge for user information needs can then be mined from the user's LIR and the constructed ontology. The knowledge mining methods are discussed in Section 4. The proposed model produces a set of subjects related to a user's interests and helping to interpret the user's information need.
Our proposed knowledge retrieval model uses ontologies to specify a user's background knowledge and to capture a user's information need. This model attempts to enhance existing IR techniques by solving problems on the knowledge level, and to fill the related research gap in the IR development as specified in Section 2.
Evaluation
The proposed model aims to discover knowledge to what a user wants, in response to a given query. Such knowledge is also commonly called a user profile in IR [20] . The evaluation of the proposed model is then concentrated on the quality of its generated user profiles.
Experiment Design
The techniques of generating a user profile can be categorized into three groups of interviewing, non-interviewing, and pseudo-relevance feedback. The interviewing mechanism usually involves user efforts. The profiles generated by interviewing techniques can be technically called "perfect", as they are generated manually and reflect a user's interests perfectly. One example is the training sets in TREC-11 Filtering Track 4 . Linguists read each document in the TREC training sets and provide a judgement of positive or negative to the document against a given query [28] .
The techniques using non-interviewing mechanisms do not involve user efforts directly. Instead, they observe and mine knowledge from a user's activity and behavior in order to generate a training set to describe a user's interests [37] .
One representative of these implicit techniques is the OBIWAN model proposed by Gauch et al [8] .
Different from the interviewing and non-interviewing mechanisms, pseudorelevance feedback profiles are generated by semi-manual techniques. The pseudorelevance feedback techniques assume a certain number of top documents on an initially extracted list as the positive information feedback from a user. One of these techniques is the Web training set acquisition method [34] , which analyzes the retrieved Web documents using a belief based method. For a given query, e.g. the aforementioned "Economic espionage", the KRM model extracts a set of potentially relevant subjects from the world knowledge base and displays to a user, as described in Section 3.2. The user identifies the positive and negative subjects from the present subjects. Based on the identified knowledge, the KRM model constructs a subject ontology, as the partial ontology illustrated in Fig. 1 . The knowledge for user information need is mined from the user's LIR and the constructed ontology, as discussed in Section 4. The discovered knowledge is represented by a set of subjects RK(Q),
as described in Eq. (9).
The training set documents are generated from a user's LIR based on the
RK(Q). By treating each instance as a document and representing it by a
vector of terms after text pre-processing including stopword removal and word stemming, we can have a set of positive documents generated by:
A support value sup is assigned to a document d i ∈ D + Q , indicating the support level of d i containing the relevant knowledge corresponding to an information need referred by Q. The support value is calculated by:
The experimental model appreciates specificity more than exhaustivity. We assume that specificity contributions to the precision performance of a model, whereas exhaustivity contributes to the recall. Thus, using the semantic focus of a subject may make the model having better precision performance than using the semantic extent of a subject.
A negative document set D − is generated by:
The support value of these documents set as 0.
Goal Model: TREC Model
The training sets are manually generated by the TREC linguists. For a coming query, the TREC linguists read a set of documents and marked either positive or negative against each document [28] . Since the queries are also generated by these linguists, the TREC training sets perfectly reflect a user's background knowledge and concept model, and the support value of each positive document is assigned with 1, and negative with 0. These training sets are thus deemed as "perfect" training sets.
The "perfect" model marks the research goal that our proposed model attempts to achieve. A successful retrieval of user background knowledge can be confirmed if the performance achieved by the proposed model can match or is close to the performance of the "perfect" TREC model.
Baseline Model: Category Model
This experimental model represents a typical model using the non-interviewing techniques to generate user profiles. In this model, a user profile is a set of topics related to the user's interests. Each topic is represented by a vector of terms trained from a user's browsing history using the tf · idf method. While searching, the cosine similarity value of an incoming document to a user profile is calculated, and higher similarity value indicates that the document is more interesting to the user.
In the experiments, we used the same LIRs in the KRM model as the collection of a user's Web browsing history in this model in order to make the comparison fair.
Baseline Model: Web Model
This model represents a typical model using the pseudo-relevance feedback mechanism to generate a user's profile. As with the KRM model, a user profile is represented by a training set, including a sub-set of positive and a sub-set of negative documents. In this experimental model, the training sets (user profiles) are automatically retrieved from the Web by employing a Web search engine.
For each incoming query, a set of positive concepts and a set of negative concepts are identified manually. By using Google, we retrieved a set of positive and a set of negative documents (100 documents in each set) using the identified concepts. The support value of a document in a training set is defined based on (i) the precision of the chosen search engine; (ii) the index of a document on the result list, and (iii) the belief of a subject supporting or against a given query.
This model attempts to use Web resources to benefit information retrieval. The technical details can be found in [34] .
Web Information Gathering System
The common information gathering system is implemented, based on a model that tends to effectively gather information by using user profiles [20] . This model uses patterns to represent positive documents, where each document is viewed as a pattern P which consists of a set of terms (T ) and the distribution of term frequencies w in the document (β(P )).
Let P N be the set of discovered patterns. Using these patterns, we can have a probability function:
for all t ∈ T , where support(P ) is used to describe the percentage of positive documents that can be represented by the pattern.
In the end, for an incoming document d, its relevance can be evaluated as
Testbed and Queries
The Reuters Corpus Volume 1 (RCV1) [15] is used as the test data set in the 
Performance Assessment Methods
The performance of the system by applying the four models is compared and analyzed to find out if the KRM model outperforms other models. The performance is assessed by two methods: the precision averages at eleven standard recall levels, and F 1 Measure. The former is used in TREC evaluation as the standard for performance comparison of different information filtering models [38] . A recall-precision average is computed by summing the interpolated precisions at the specified recall cutoff and then dividing by the number of queries:
N denotes the number of experimental queries, and λ = {0.0, 0.1, 0.2, . . . , 1.0}
indicates the cutoff points where the precisions are interpolated. At each λ point, an average precision value over N queries is calculated. These average precisions then link to a curve describing the precision-recall performance. The other method, F 1 Measure [14] , is well accepted by the community of information retrieval and Web information gathering. F 1 Measure is calculated by: 7 Results and Discussions
Experimental Results
The experiments attempt to compare the knowledge retrieved and specified by the KRM model to the goal and baseline models. Some experimental results are displayed in the Fig. 5 , which is the chart for the precision averages at eleven standard recall levels. As shown on the figure, the TREC model has better precision than the KRM model before recall cutoff 0.5, and the KRM has better precision after that point. Both the TREC and KRM models outperform the Web model and Category model in terms of precision and recall results.
In terms of F 1 measure, 
where F denotes the average 
Discussions
The experiments for the KRM and TREC model is to compare the knowl- Based on the discussions, the proposed knowledge retrieval model is evaluated and the results are promising.
Conclusions
In this paper, a computational model for knowledge retrieval is proposed. Two 
