In this paper we establish the Bahadur-Kiefer representation for sample quantiles for a class of weakly dependent linear processes. The rate of approximation is the same as for i.i.d. sequences and thus it is optimal. Our results extend recent results by Wu, [24] . Also, we apply the Bahadur-Kiefer type result to strong asymptotics for Vervaat error processes.
Introduction
Let {X i , i ≥ 1} be a stationary sequence with a marginal distribution function F (x) = P (X 1 ≤ x) and a density f = F ′ . Given the sample X 1 , . . . , X n , let F n (x) = 1 n n i=1 1 {X i ≤x} be its corresponding empirical distribution function. Let X 1:n ≤ · · · ≤ X n:n be the order statistics. The empirical quantile function Q n (y), y ∈ (0, 1) is defined as Q n (y) = X k:n if k−1 n < p ≤ k n . Further, let β n (x) = n 1/2 (F n (x) − F (x)), x ∈ IR , q n (y) = n 1/2 (Q(y) − Q n (y)), y ∈ (0, 1) , be the general empirical and the general quantile processes, respectively. IF F is continuous, define U i = F (X i ), i ≥ 1. Let E n (x) = 1 n n i=1 1 {U i ≤x} = F n (Q(x)) and U n (y) be the corresponding uniform empirical distribution and uniform empirical quantile functions. Let α n (x) = n 1/2 (E n (x) − x), x ∈ (0, 1) , u n (y) = n 1/2 (y − U n (y)), y ∈ (0, 1) , be the corresponding uniform empirical and uniform quantile processes.
Our main purpose of this paper is to obtain Bahadur-Kiefer type representations for sample quantiles of weakly dependent random variables with the optimal rate. Assume for a while that X i , i ≥ 1 are i.i.d. Fix y ∈ (0, 1). Let I p be a neighborhood of Q(y). Assuming that inf x∈Ip f (x) > 0 and sup x∈Ip |f ′ (x)| < ∞ Bahadur in [3] obtained the following Bahadur representation f (Q(y))q n (y) − α n (y) =: R n (y),
where R n (y) = O a.s (n −1/4 (log n) 1/2 (log log n) 1/4 ).
The process {R n (y), y ∈ (0, 1)} is called the Bahadur-Kiefer process. Later, Kiefer proved in [18] that (2) can be strengthened to R n (y) = O a.s (n −1/4 (log log n) 3/4 ),
which is the optimal rate. Continuing his study, Kiefer obtained in [19] the uniform version of (1), referred later as the Bahadur-Kiefer representation:
|f (Q(y))q n (y) − α n (y)| =: R n (4) and R n = O a.s (n −1/4 (log n) 1/2 (log log n) 1/4 ).
Once again, the above rate is optimal. Kiefer obtained his result assuming (K1) sup y∈(0,1) |F ′′ (Q(y))| < ∞, (K2) inf y∈(0,1) f (Q(y)) > 0.
We shall refer to (K1)-(K2) as to the Kiefer conditions. Additionally, he assumed that a support of F is finite. Further, Csörgő and Révész [8] Precisely, they showed (among others) that under (CsR1), (CsR2), (CsR3) and with δ n = n −1 log log n, sup δn≤y≤1−δn |f (Q(y))q n (y) − u n (y)| = O a.s (n −1/2 log log n).
Additionally, if (CsR4) holds, then sup 0<p<1 |f (Q(y))q n (y) − u n (y)| = O a.s (n −1/2 ℓ(n)),
where ℓ(n) is slowly varying at infinity. This, via sup y∈(0, 1) |q n (y) − α n (y)| = O a.s (n −1/4 (log n) 1/2 (log log n) 1/4 ) yields the Bahadur-Kiefer representation (5) under less restrictive conditions compared to Kiefer's assumptions. In particular, Csörgő-Révész conditions are fulfilled if F is exponential or normal. We note that (CsR3) can be replaced by the following two conditions:
(CsR3(i)) f (Q(y)) ∼ y γ 1 L 1 (y −1 ) as y ↓ 0;
(CsR3(ii)) f (Q(1 − y)) ∼ (1 − y) γ 2 L 2 ((1 − y) −1 ) as y ↑ 1;
hold for some numbers γ 1 , γ 2 > 0 and some slowly varying functions L 1 , L 2 . Constants in (CsR3(i)), (CsR3(ii)) and (CsR3) are related as follows: γ = max{γ 1 , γ 2 }. We refer to [7] , [8] , [9] and [10] for more discussion. For weakly dependent random variables some results are available. For mixing random variables the best possible (in terms of the rates for R n ) results are included in [2] . In particular, for a class of φ-mixing sequences, under Kiefer conditions, they obtained (4) with the optimal rate (5). Those results were improved in [13] and [26] in terms of less restrictive mixing rates and Csörgő-Révész-type conditions. However, the rate was R n = O a.s ((log n) −λ ) with some λ > 0. This rate is much worse compared to the optimal one in (5), on the other hand, however, sufficient for weak convergence purposes.
However, mixing is rather hard (if possible at all) to verify and requires some additional regularity assumptions. In particular, for linear processes
in order to obtain strong mixing both regularity assumptions on a density of ǫ 1 and some constrains on c k 's are required (cf. [23] or [12] ). If c k decay exponentially fast, then we are able to establish the strong with geometric rates. However, even in this case we do not attain the optimal rate in the Bahadur-Kiefer representation, see [2] . Another way of looking at linear processes is to approximate the sequence {X i , i ≥ 1} by a sequence with finite memory and then use the classical Bernstein blocking technique. This method avoids some assumptions on a density of ǫ 1 , but it leads to some constrains on c k 's and does not lead to the optimal rates. To be more specific, Hesse [15] obtained the Bahadur representation (1) with rate R n (y) = O a.s (n −1/4+λ ) for some λ > 0.
Generally speaking, the blocking technique or mixing require some strong assumptions on the model (8) , not only in the case of the Bahadur-Kiefer representation. To overcome such problems, Ho, Hsing, Mielniczuk and Wu (see [16] , [17] , [24] , [25] ) developed martingale based methods, which lead to optimal or almost optimal results, especially in the context of weak convergence. Based on these methods, Wu [24] obtained for a class of linear processes the exact rate (3) in the Bahadur representation (1). Also, he studied the Bahadur-Kiefer representation. However, he was not able to attain the optimal rate (5) due to a lack of an appropriate version of the law of iterated logarithm for empirical processes.
Wu [24] studied also the Bahadur-Kiefer representation for a class of weakly dependent sequences satisfying a geometric moment contraction assumption. However, also in this case his rate is not optimal.
In this paper we shall combine the Bernstein's blocking technique together with Wu's method to obtain the optimal rate in the Bahadur-Kiefer representation (4) under quite mild conditions on c k 's, as less restrictive as possible. Thus, in this case, both methods complement each other and lead to optimal rates. An appropriate result is stated in Theorem 2.1 and extends directly Kiefer's result (5) . The methodology involves the recent strong approximation result of Berkes and Horváth [4] . Since the part of our computations follows exactly their proof, we include that part in the Appendix. Further, we shall obtain the optimal rate under general conditions on F , on the whole interval (0, 1). A typical approach is to start with the distance between uniform empirical and uniform quantile processes (as Kiefer did) and then to obtain the distance between the normalized quantile process f (Q(y))q n (y) and the uniform quantile process, as in Csörgő and Révész [8] . However, we shall point out that there are some technical problems when dealing with increments of the uniform empirical processes: to exploit fully the linear structure of the model, we must deal with the behavior of the quantile function Q(y) (see the proof of Lemma 3.6). To overcome such problem, we shall consider an appropriately weighted process f (Q(y))q n (y) − α n (y) as in Theorem 2.3.
Assuming much stronger conditions on c k 's and instead of approach of Lemma 3.6 we may use an exponential inequality (see Lemma 3.1) to obtain the optimal rates for the distance between uniform empirical and quantile processes. Further, one could hope to obtain a Csáki-type law of the iterated logarithm and proceed exactly as in the proof in [8] . However, as mentioned before, our focus is on optimal rates together with optimal conditions on coefficients. Thus, we shall not follow this path.
The result of Theorem 2.1 will be applied to establish strong asymptotics of a Vervaat error processes. To be more specific, for t ∈ (0, 1), let V n (y) = 2n 1/2 y 0 (u n (t) − α n (t))dt. In i.i.d. case it is known that sup y∈(0,1) |V n (y) − α 2 n (y)| → 0 in probability. Thus, in the same way as studying u n (y) − α n (y) we may study the process {I n (y) = V n (y) − α 2 n (y)}, which is called the Vervaat error process. We shall refer to [6] and references therein for more details. In particular, in the i.i.d. case, one has sup t∈(0,1)
and the above rate is optimal. We shall show that this result is still valid for the model (8) .
Finally, in Section 6 we shall compare our constrains on parameters of the model with those required when one wants to use other methods.
Summarizing, in order to obtain optimal rates in the Bahadur-Kiefer representation we combined the classical blocking method with the martingale approximation. It seems that this kind of approach should be helpful when one wants to prove almost sure results. As for weak convergence, the martingale approximation works sufficiently well.
In what follows C will denote a generic constant which may be different at each appearance. Also, we write a n ∼ b n if lim n→∞ a n /b n = 1. For any stationary sequence {Z i , i ≥ 1} of random variables, Z will be a random variables with the same distribution as Z 1 .
Throughout the paper we shall use:
For any function h(x) defined on IR we write for x < y, h(x, y) := h(y)−h(x).
Results
Consider the class of linear processes
where {ǫ i , i ∈ Z Z} is an i.i.d. sequence and
Suppose that for some ρ ∈ (0,
The first result deals with the Bahadur-Kiefer representation in terms of the distance between the normalized sample quantile and uniform empirical processes.
Theorem 2.1 Assume that (10) and (11) hold. Furthermore, assume that for f ǫ , a density of ǫ, one has
Then, under Kiefer conditions,
2 ).
and (11) is fulfilled if τ > (11) holds. In particular, if X 1 has all moments finite then τ > 2 provides the optimal bound. In such the case in [24] , summability assumption
+η ), η > 0. Generally speaking, our constrains (11) are more restrictive, but provide the better (optimal) rates compared to [24] .
To obtain the bound without Kiefer conditions, note first that if F is arbitrary such that (K1), (K2) hold on (a, b), then the result of Theorem 2.1 remains valid if one replaces sup y∈(0,1) with sup y∈(a,b) . In general, we shall consider a weighted distance between the uniform empirical and normalized quantile processes.
Theorem 2.3 Assume (CsR1), (CsR2), (CsR3(i)) and (CsR(ii)
) with min{γ 1 , γ 2 } ≥ 1. As in Theorem 2.1, assume (10) , (11) and (12) . Let µ > 0 be arbitrary. Then for arbitrary ν > max{2γ + µ, 3γ − 2},
Remark 2.4 Let us discuss the meaning and conditions of Theorem 2.3.
To obtain the result on the whole interval we need to put the weight function h(y) = (y(1 − y)) ν . Note first that h(y) may be replaced with f 2+µ (Q(y)). Thus, in particular, one would obtain for example lim sup
Moreover, if one wants to apply (14) to construct direct simultaneous confidence intervals for the quantile function Q(y) like in [7] , one needs to estimate f 3+µ (Q(y)) instead of f (Q(y)). Thus, for most practical purposes the additional weight function does not increase complexity of a (estimation) problem, but makes proof work. IT should be pointed out that the additional weight s required to study the distance between the uniform quantile and uniform empirical processes, not the distance between the normalized quantile and uniform quantile processes. The restriction min{γ 1 , γ 2 } ≥ 1 is in fact relevant, since essentially the only distributions with either γ 1 < 1 or γ 2 < 1 are those with finite support from the left or from the right, respectively, see [20] . Such cases are covered by Theorem 2.1.
Further, it should be noted that (CsR4) is not needed. Therefore, we may apply Theorem 2.3 to densities like
From Theorem 2.1 we may derive the bound on the Vervaat error process.
Corollary 2.5 Under conditions of Theorem 2.1 we have
sup y∈(0,1) I n (y) = O a.s (n −1/4 (log n) 1/2 (log log n) 3/4 ).
Proof of Theorem 2.1
Before giving the proof, we need some preliminary notations and results. With ρ from (11), definê
Without loss of generality we may assume that c 0 = 1. Let
This estimate is very well true for E|X i,i−1 −X i,i−1 | α as well. Thus, replacing i with i δ in (11),
and the same estimate is valid for
a conditional empirical distribution function, and
its corresponding version based on the truncated random variables.
Then nM n (x), n ≥ 1, is a martingale. Further, denotê
Now, the plan of the proof is following. First we shall obtain an uniform law of the iterated logarithm (ULIL) for the differentiable part N n , which together with ULIL for the martingale part M n will imply ULIL for the empirical process β n . To achieve this, we will use a strong approximation method from [4] , which is refinement of the method from [5] . Specifically, we will show first
with a specific constant C 0 . Then we will apply a blocking technique tô N n , which together with (18) will provide a strong approximation of N n by an appropriate Gaussian process. ULIL for β n as well as for the uniform quantile process will easily follow. Then using [24, Lemma 13] we will be able to control increments of the empirical processes β n and α n , which together with ULIL will imply the result.
Approximation of the differentiable part by a Gaussian process
To follow our plan, we show first that we are able to replace the original sequence with its truncated version, i.e. we will establish (18) . Then, we will compute variances of N n (x, y) andN n (x, y). With help of this and the method from [4] we will obtain the approximation result.
With the help of differentiability and the comment following (16),
Further,
Consequently,
Thus,
Therefore, like in (17), the estimate (18) is achieved with
Next, we obtain a bound on the variance of nN n (x, y) and its truncated version nN (x, y). We have for any −∞ < x < y < ∞,
by Lemma 9 in [24] . Next,
The second part is O(n −1 ) as in (23) . As for the first one we have
in view of α > 2 and the comment following (17) . Also,
Putting together (24), (25), (26) we arrive at
with some D 0 > 0.
Next, we derive an exponential inequality for nN n (x, y).
Lemma 3.1 Assume (10), (11) and (12) . Then for any z > 0
where C 1 , C 2 , C 3 , C 4 , C 5 are positive constants.
Proof. From (18) and Markov inequality one gets
To obtain the bound for the second part, divide [1, n] into blocks I 1 , J 1 , I 2 , J 2 , . . . , I M , J M with the same length n ρ , ρ from (11). Thus, M ∼ n 1−ρ . LetÛ k = i∈I kŶ i (x, y),V k = i∈J kŶ i (x, y) and nN 
The same applies to P (|nN (2) n | > z) and hence the result follows. ⊙ Remark 3.2 Note that the proof of Lemma 2.8 in [4] has a gap. The result from [21] is applied to a non-centered sequence.
To state an approximation result, note that Y 0 (x) andŶ i (x), i ≥ 1 are independent. Thus, we obtain
Then, clearly,
is absolutely convergent for all x, y ∈ IR. Having Lemma 3.1, (28) and α > 2 we may proceed in the very same way as in [4] to obtain the following approximation result (see also Appendix). (10), (11) and (12) . Then there exists a centered Gaussian process K(x, t) with EK(x, t)K(y, t ′ ) = t ∧ t ′ Γ(x, y) such that
with some λ > 0.
Remark 3.4 It should be pointed out that the process K(x, t) in Proposition 3.3 approximates N n , not β n . We use this as a technical tool to achieve ULIL only. 
Laws of the iterated logarithm
The law of iterated logarithm follows from Proposition 3.3 and the ULIL for K. We have lim sup n→∞ n 1/2 (2 log log n) 1/2 sup 
Proof. Given X 1 , . . . , X n define U i = F (X i ), i = 1, . . . , n. Let U 1:n ≤ · · · ≤ U n:n . With ∆ n,y = Q n (y) − Q(y), we have lim sup 
Now, if Kiefer conditions hold, then sup
y∈(0,1) |Q ′′ (y)| < ∞. Using Taylor's expansion one obtains Q( k n ) = Q(y) + Q ′ (y)( k n − p) + O 1 n and Q(F (X k:n )) = Q(U k:n ) = Q k n +Q ′ k n U k:n − k n +O a.s U k:n − k nn 1/2 ∆ n,y (log log n) 1/2 ≤ sup y∈(0,1) |Q ′ (y)| lim sup n→∞ sup 1≤k≤n n 1/2 |U k:n − k n | (log log n) 1/2 ≤ C.
Controlling increments
Let l q (n) = (log n) 1/q (log log n) 2/q and recall that 
Proof. Define U i = F (X i ). Clearly, in order to show (32) it suffices to prove sup |u−v|≤dn,u,v∈(0,1)
(33) Let y ∈ (0, 1). Decompose
and
(35) Define the projection operator P k ξ = E(ξ|F k ) − E(ξ|F k−1 ). Let g y (F i ) = f ǫ (Q(y) − X i,i−1 ). As in the proof of Lemma 3 in [24] , with α = q,
uniformly in y ∈ (0, 1). The same holds for g y (F i ) = f 
This, together, with appropriate estimates for the martingale part yields (33). ⊙
Conclusion of the proof
We apply Lemma 3.6 with d n = λ n . Then the second part in (32) is negligible. Thus, we have
On account of (31) it yields sup y∈(0,1)
Equivalently,
Since |F n (Q n (y)) − F (Q(y))| ≤ 1/n one obtains
n,y ) we finish the proof of Theorem 2.1. ⊙
Proof of Theorem 2.3
Note that
Thus, in view of (34), we need h ′ (y) and h(y)Q ′ (y) to be uniformly bounded, which is achieved by ν > 1 and ν > γ + µ, respectively. Moreover,
Thus, in view of (34), (35) we need h ′′ (y), h ′ (y)Q ′ (y) and h(y)Q ′′ (y) to be uniformly bounded. The first claim is achieved by ν > 2, the second by ν − 1 > γ + µ, respectively. As for the third one we have
Since (CsR3) is fulfilled, the first part is O(1) uniformly in y ∈ (0, 1). The second part is O(1)
Let g(y) = h(y)Ñ n (y). Thus, proceeding exactly as in Lemma 3.6 we obtain E max
Further, by differentiability of h,
Therefore, taking into account the martingale part and
Consequently, by (37) and (30) sup
Further, let δ n = 2C * n −1/2 (log log n) 1/2 , C * = C, C from (30). As in [8] ,
In view of [8, Lemma 1] one has
Further on, if y ≥ 2δ n ,
Consequently, by (CsR3), (39), (40) one has
Let (k − 1)/n < y ≤ k/n. If 1 ≥ U k:n ≥ y then as in [8, (3.14) ]
and for γ 1 = 1,
Now,
Consequently, via the Borel-Cantelli lemma, U k:n = o a.s (n 2 (log n) 3/2 ). Therefore, the bound in (43) is O a.s (n −1/2 log log n) and the bound in (42) is of the same order provided ν > 3γ 1 − 2. The upper tail is treated in the similar way. Consequently, the result follows. ⊙
Proof of Corollary 2.5
The proof follows the similar lines as in [6] . Let A n (y) = 2n 1/2 y Qn(y) (α n (u)− α n (y))du. Then like in [6, Lemma 3.1]
and it suffices to show that sup y∈(0,1) A n (y) = O a.s (n −1/4 (log n) 1/2 (log log n) 3/4 ). Since
and sup y∈(0,1) |α n (y)| = O a.s ((log log n) 1/2 ), it suffices to prove that the integral in (44) is O a.s (n −1/4 (log n) 1/2 (log log n) 1/4 ). This can be justified in the same way as in (36). ⊙ 6 Remarks Remark 6.1 As mentioned before, the strong mixing, even with geometric rates, does not yield the optimal rates in the bahadur-Kiefer representation. However, the part of this paper is devoted to the law of the iterated logarithm for the empirical process. One may ask, whether imposing (11), one could obtain an uniform law of the iterated logarithm for empirical processes via strong mixing. From [23] one knows that if
, where λ = (τ α−max{α, 1})/(1+α)−1 > 0 and α(n) is the strong mixing coefficients. In particular, if α > 2, then his condition yields τ > 2 + ). In view of [22] to obtain LIL for partial sums of bounded strongly mixing random variables one needs α(n) to be summable, which would require τ > 3 + Remark 6.2 Assuming α > 8 and τ > 4 + 1 α we may use the exponential inequality (see Lemma 3.1) instead of Lemma 3.6 and its modification at the beginning of Section 4 to obtain the optimal rates for the distance between uniform empirical and quantile processes without additional weight function. Then, coupling this with [26, Theorem 2.1] we may obtain under (CsR1), (CsR2)
where δ n = n −1/4 (log n) −1/2 (log log n) 3/4 . Further, under somehow stronger conditions than (CsR3), (CsR4) one may obtain in (45) a bound on the whole interval, but with worse rates, see [26] for details.
Remark 6.3
As mentioned before, we obtain the strong approximation for the differentiable part N n only in order to have as less restrictive conditions on c k as possible. Of course, one could think about blocking technique and strong approximation applied to the original sequence.
Assume for simplicity c k = O(k −τ ) and E|ǫ| α , α > 0. Then, as in
Next, for any κ > 0
Then, κ would replace α in the exponential inequality of Lemma 6.6. Thus, we would require κ > 2. Consequently, to have both sums convergent we would require µ > κ > 2 and τ > α . This condition is much worse than ours, however, there is no restriction α > 2. Thus, in this case we may state the result of Proposition 3.3 in terms of β n . Additionally, we do not require assumptions (10), (11) and (12) .
Here, we re-prove strong approximation of Proposition 3.3 following the lines of [4] .
We are keeping notation from Section 3.1.
We shall use the following implication which is valid for any vectors ξ i ,
(46) Also, we will use the following bound: for
Lemma 6.4 Under conditions of Proposition 3.3, for all
Proof. Let β = ρ(ατ − 1)/τ . From (20) we have
and (47) implies
This implies P (||ξ i −ξ i || > d 1/2 ) ≤ Ci −β which together with the BorelCantelli lemma yields
Therefore,
This, together with (46) implies the result. ⊙
Proposition 6.5 Under conditions of Theorem 3.3, for all
with some δ 1 > 0.
Proof. Divide the interval [1, n] into consecutive long and short blocks
Note thatÛ k , k = 1, . . . , M are independent. Thus, we can construct independent random vectorsŨ 1 , . . . ,
By (48) and
which implies by independence
We have
Thus, by (49), (50)
(51) Also, by [4, Lemma 2.9] and the same argument as at the end of Lemma 2.10 in the latter paper one obtains
By (51) and (52) the result follows. ⊙
Approximation
Let ψ P L be the Prokhorov-Levy distance. Choose T := exp(k ε ); for sufficiently large k, T > 10 8 d k . By [5, Lemma 2.2] we obtain
Sinceη k , k = 1, . . . , M are independent, we can define independent random vectors ζ 1 , . . . , ζ M such that M
This yields
and then by Borel-Cantelli lemma
Since Z k − η k is the sum of p k random vectors in IR d k with coordinates bounded by 1 and since
Thus, the skeleton process {Z k , k ≥ 1} can be approximated by the sequence {ζ k , k ≥ 1}. The latter can be extended to a centered Gaussian process {K(x, t), x ∈ IR, t ≥ 0} with covariance
Define now
by the last inequality on p. 807 in [4] . Thus, by (54)
Oscillations
The next lemma will be used to control oscillations of R(x, y) as well as in the proof of the Bahadur-Kiefer representation.
Lemma 6.6 Under conditions of Theorem 3.3, for n ≥ 1, λ ≥ n 1 2 and any −∞ < a < b < ∞ we have
where η > 0.
Proof. Define
Then for any integer L ≥ 1,
for some constant C 12 to be specified later. Since n 1/2 ≤ λ, u, v ≤ L we have by Lemma 3.1 
Choose L so that n 1/2 < 2 L 2n 1/2 , then 2n 2 L ≤ 2 L ≤ 2λ and by (57) the second part in the latter expression is equal to n −η with some η > 0. Therefore,
Thus, the result follows. ⊙
|R(x, y) − R(x i , t k )| and φ(k) = log k((t k+1 − t k ) 1/2 + t 
Then by Lemma 6.6
(1−2r)/2 + C exp(−Ck 1−ε ) and the bound is summable by (58). The result follows by Borel-Cantelli Lemma. ⊙
Conclusion of the proof
For s ∈ [x , x i+1 ), t ∈ [t k , t k+1 ] write |R(x, y)−K(x, t)| ≤ |R(x, y)−R(x i , t k )|+|K(x, t)−K(x i , t k )|+|R(x i , t k )−K(x i , t k )|.
Both the first and the second part are bounded almost surely by Ct 1/2 k (log k) −ε * , the first one by Lemma 6.7, the second one by (2.55) in [4] . The second part is bounded in the same way as (2.56) in [4] .
