Abstract-Energy consumption of a vehicle is a factor of several environmental and driving conditions, such as air flow density, road grade, and vehicle weight. Accurate estimation of these factors influences the control performance, diagnostics, and the vehicle's overall energy consumption. Individual vehicle dynamics, as part of a large convoy governing principles, will expand to include the states that are shared between vehicles. The controller performance relies on the estimated parameters to minimize energy consumption. The estimation of environmental and driving conditions for individual vehicles as part of a convoy is a challenging task. This paper introduces an adaptive model-based energy factor estimation in large-scale convoys. These factors are influenced by vehicle parameters and driving condition uncertainties. These uncertainties, if not estimated correctly, shift the predicted energy consumption and result in low control performance. Mathematical formulation of the proposed estimator in the context of large-scale system is studied through several case study scenarios, and their effectiveness is demonstrated.
convoy system under perturbations of weight, road-grade and wind (as an external disturbance).
Existing intelligent transportation systems can obtain data from cloud communications [37] . Individual vehicle parameter estimators can also broadcast the energy factors [28] . The existing techniques are highly dependent on accuracy of vehicle sensors and communication tools. Onboard vehicle parameter estimators are often designed based on lookup tables that may be determined under nominal driving conditions. These beneficial factors may also be obtained from complicated nonlinear models [25] . However, since platoon of vehicles form highly integrated large-scale systems, more advanced techniques are required to estimate the parameters of a multi-vehicle convoy.
Large-scale vehicle convoys with interconnected dynamics, require decentralized estimation and control techniques that consider the strong coupling among subsystems. Overlapping decomposition is a decoupling technique used in large scale systems in which the overall system is expanded into a large space with decoupled subsystems [33] . Decoupling of the system using overlapping decomposition accounts for both local and shared subsystem state parameters [30] [31] [32] [33] . The overlapping state vectors are shared and repeated in the decoupled subsystems [33] . When the system exhibits perturbations, subsystems of a large-scale interconnected system experience operating conditions that can be modeled in mathematical forms. These dynamics may involve several structural or parametric variations and be influenced by system noise and measurement noise.
This paper presents an adaptive model based technique to estimate the driving condition and vehicle dynamics in an intelligent convoy of vehicles. The system is mathematically modeled to demonstrate the interrelated dynamics and largescale nature of the model. Using several expanded-model estimations and large-scale theories, the driving conditions and energy factors can be estimated accurately. Several case studies demonstrate the capability of this technique to dynamically detect hard-to-sense changes including air flow density, road grade and vehicle weight. This paper is organized as follows. Section II focuses on energy-factor-based vehicle convoy models. Section III is focused on theory development for model based estimation of large-scale overlapping systems. Section IV is focused on adaptive estimation case studies, evaluation of the designed estimator and discussions. Finally, conclusion is presented in Section V.
II. ENERGY FACTORS AND MODEL OF CONVOY
Dynamics of an intelligent convoy of vehicles under influence of noise and the energy factors are considered in this section. 
A. Energy Factors
Changes in environmental operating conditions in addition to nominal parameters, directly influence the vehicle's energy consumption and performance of operation. Energy factors, influence the system state variables and the overall system dynamics.
Effect of Air Density: Standard Federal Highway Driving Cycle (FHDS) and Federal Urban Driving Cycle (FUDS) were utilized to evaluate the overall vehicle's energy consumption at two extreme temperature scenarios. Summary of this analysis is presented in Table I [4] .
As the table demonstrates, 5.4% energy change in FUDS and 13.7% in FHDS is observed when the temperature shifts from −25 to 50
• C. Effect of Road Grade: road grade causes massive change in energy required by the vehicle. For example, a 4% grade can triple the energy consumption compared to UDDS and double compared to FHDS [4] .
Effect of Vehicle Weight: In weight change a minimum case of 90 kg and a maximum case of 362 kg were added to the base weight of the vehicle. This resulted in energy consumption for the two driving cycles to vary from 2.84% to 11.36% respectively [4] . In the FHDS driving cycle the same vehicle weight change will result in 1.76 to 7.06% energy consumption variation. Table II illustrates the effect of weight change on  energy consumption of the test vehicle. As these evaluations demonstrate, energy factors can significantly influence the overall energy consumption of vehicles in the convoy. Therefore, an estimator capable of identifying these factors may become critical in improving the energy consumption of platoon of vehicles.
B. Model of Convoy
System dynamics can be modeled in a state space form as explained in [4] , [20] , [21] , [23] . The dynamics of a vehicle moving on a road with grade θ can be expressed as [4] , [17] , [20] , [21] , [23] , [28] :
where m i is the vehicle weight, θ is the road grade, ρ is the air mass density, C di is the aerodynamic drag, d mi is the mechanical drag, F i is the force applied to ith vehicle at time t, and μ is the coefficient of rolling resistance. Consider k di to represent (ρA i C di )/2 denoting the mechanical drag. Taking the coefficient of rolling resistance as μ = (C ro + C rvẋi 2 ), the rolling resistance can be expressed as [4] . Hence, vehicle dynamics are written as:
where P o is the manufacturer recommended tire pressure and P is the actual tire pressure. This equation is further simplified to:
Linearization of the model around the system's operating point Δv i = Δẋ i + ΔV wind , [21] , results in:
where 
where w is the zero-mean system noise. State variables express the energy variation of the system. According to (1), parameter variations directly influence vehicle's fuel consumption. For simplicity, the system of n vehicle convoy is split to two subsystems of total three vehicles. The final state space equations for a platoon of three vehicles considering energy factors can be presented as follows:
The state variable of vehicle x can be defined as:
where Δv is the velocity variation of vehicles and d is the distance between adjacent vehicles. The vehicle convoy system is considered under the influence of vehicle weight, air density and road grade variations. The goal is to design an estimator to determine the changes in convoy system dynamics as a result of energy factor variations.
III. OVERLAPPING LARGE-SCALE MODEL
Overlapping decomposition technique is utilized to model a system with multiple models that represent the dynamics with a large number of state variables. The proposed overlapping estimation method for vehicle intelligent convoys is obtained through the extension principle. The extension principle [30] [31] [32] is a special case of the inclusion principle [33] focusing on the expansion and contraction of the state space, the input space, and the output space. A multiple expanded-model adaptive estimation technique is used in this paper.
Considering the extension principle, the extension of input space and state space are obtained for multi expanded-model estimation scheme. A continuous-time large-scale system S, subjected to system and measurement noise, can be represented as follows:
where x ∈ R n , u ∈ R m , and y ∈ R l are respectively the vectors of state variables, input and output. L is the input noise matrix (n × s), wherein s < n, and w is the zero-mean system noise, and v is zero-mean output measurement noise. The system noise variance, Q c , and measurement noise variance, R c , have zero correlation.
The expanded format of system S,S, can be obtained using the extension principle in large-scale control systems and is represented as follows:
ẋ =Ãx +Bũ +Lw
where all (~) terms represent expanded equivalent of their original variables. Each expanded subsystem experiences several variations which result in distinct behavior. Therefore, each of N expanded subsystemsS i |i = 1, . . . , N can be represented as follows:S :
The expanded systemS is defined onx ∈ Rñ,ũ ∈ Rm, andỹ ∈ Rĩ which are the state space, input, and output vectors, respectively. Systems S andS are represented as triplets (A, B, C) and (Ã,B,C), respectively. It is assumed that the size of the expanded system is no less than the size of the original system such that n ≤ñ, m ≤m, and l ≤l. The extension transformations can be found in details in [30] , [31] .
Kalman filters are utilized to represent the models with system and measurement noise.
A. Multi Expanded-Model Representation
The Kalman filter is designed for the extended system utilizing the extension principle. As shown in the literature [30] , any estimator designed in the extended space can be contracted to the original space. In this section, a multi model adaptive estimation scheme using Kalman filter banks and a probability evaluation center is developed for a large-scale interconnected system.
B. Kalman Filter
The Kalman filter can both be expressed in continuous time (also known as Kalman-Bucy filter) and in discrete time [36] .
Since the large-scale interconnected system is expressed in continuous time, the continuous time Kalman filter is utilized.
The Kalman filter minimizes the estimation error covariance, defined as follows:
where P is a posteriori error covariance matrix. Algebraic Riccati equation generates the optimum covariance matrix as follows:Ṗ
Observable time invariant or slowly time-varying systems generate a steady state (finite) covariance matrix [34] , [36] .
C. Two-Subsystem Network Expansion
Without loss of generality, a two-subsystem network is considered for presentation purposes in this section. Consider the system S defined in (9) with state vector x as:
where x 1 and x 3 are the state vectors of subsystems 1 and 2, respectively, and x 2 is the overlapping state vector shared between the two subsystems. The inputs to subsystems follows the same pattern (u 1 and u 3 are inputs to subsystems 1 and 2, respectively, and u 2 is the shared input) and can be expressed as follows:
System matrices can also be presented using individual subsystems (A ij , B ij , C ij ) for all i's and j's except for the shared subsystem matrices (A 22 , B 22 , C 22 ) as follows:
Considering L 22 as the overlapping element, the system noise matrix can be defined as:
The state and input transformation matrices for this system are presented as:
where I n1 , I n2 , and I n3 are Identity matrices with dimensions corresponding to x 1 , x 2 , and x 3 , respectively. I m1 , I m2 , and I m3 are Identity matrices with dimensions corresponding to u 1 , u 2 , and u 3 , respectively [32] . State variables can be grouped into two overlapping subgroups asx
Utilizing the transformation matrices and the new state vectors, the expanded system matrices can be presented as: 
where triplets (Ã 1 ,B 1 ,B 1 ) and (Ã 2 ,B 2 ,C 2 ) represent the first and second disjoint subsystems in the expanded space, respectively.
In design of the model based adaptive estimation system, it is assumed that each subsystem in the expanded space contains M Kalman filters to estimate the multi parameter variations or operating conditions representing models (subject to noise or uncertainties such as fault) [34] . For example, in a multi expanded-model representation, three sub-models for each subsystem can be considered (also shown in Fig. 3) . Each of these three subsystems represent an operating scenario of the system.
D. Design of Kalman Filters for Expanded Subsystem
Steady state continuous time Kalman filter gains for the first and second subsystems require Ricatti equations in the expanded space. Considering M = 3 (for three estimated models of each subsystem) the Ricatti equations can be formulated as: (24) where {•} i,j is a parameter from model of expanded subsystem i with (i = 1, 2). The Riccati equation for the expanded system can then be used in finding the steady state Kalman gains of all sub-models in two subsystems of the expanded space. The steady state Kalman gainsΓ i,j can be found as follows:
Therefore, the estimators for each subsystem in the expanded space are expressed as follows:
. (26) Fig . 4 illustrates the overall expanded system estimation configuration using multi model adaptive estimation blocks.
E. Expanded System's Hypothetical Probability Evaluation
The hypothetical probability evaluation center generates the probability of each model in subsystems 1 and 2 at each time instant. The weighted states of each disjoint subsystem in the expanded space (S 1 ,S 2 ) are added to generate the state estimation of each subsystem. Details on development of the probability evaluator for the expanded system are discussed and shown in Fig. 5 .
Residual signals, r 1,j (t) and r 2,j (t), illustrate the difference between the actual measurement in expanded system and the estimated output at time t. The residuals can be obtained from open loop system dynamics, sensors, and statistical characterization of noise as follows:
Considering l as the number of sensors, the scalars, s, β and m for two subsystems can be obtained as follows: Considering a system in its original space [36] , the conditional probability rules can be used for the expanded system to obtain weight factors for estimated models. For system,S i expressed in (11), the probabilities p 1,j (t)&p 2,j (t) ∈ [0, 1] are recursively obtained from p 1,j (t − 1)&p 2,j (t − 1), and β and m as follows [36] :
Probabilities of the expanded subsystemsS 1 andS 2 can be initialized such that the following conditions are satisfied:
IV. ESTIMATION RESULTS AND DISCUSSION
The model based adaptive estimation method developed earlier in this paper is utilized in this section for estimation of large-scale convoy of intelligent vehicles. Consider the benchmark problem of three vehicles [7] , [35] convoying with capability of Vehicle to Vehicle (V2V) communication shown in Fig. 1 . In Design of automated highway systems (AHSs) [38] , one of the main challenges is control of platoon of vehicles in the context of intelligent vehicle/highway system (IVHS). Platoons of vehicles, or intelligent convoy of vehicles, represent groups of vehicles following a lead vehicle with a small distance between successive vehicles.
In the benchmark example [39] , [22] , three vehicles are required to be controlled to maintain a constant distance between the vehicles. The overall large-scale overlapping system repre- senting these vehicle convoy dynamics is expanded and then decoupled into two subsystems. In the system presented earlier in (10), two subsystemsS 1 andS 2 with shared information Δv 2 are created as follows:
The velocity of the second vehicle Δv 2 is shared in each system dynamic. The shared system state variables are repeated in both system dynamics. The same process is required at the input signals. Therefore, the input to the system can be defined [32] as u T = [u 1 , u 2 , u 3 ]. In this configuration, each subsystem has access to only the local measurements. A centralized system defined in (7) has access to all states of all subsystems. It means subsystemS 1 does not have access to Δv 3 and subsystemS 2 does not have access to Δv 1 . The vehicle convoy system is considered under the influence of vehicle weight, air density and road grade variations. The goal is to design an observer to detect changes in convoy system dynamics as a result of energy factor variations.
A. Vehicle Weight Estimation
The first parameter variation studied in this section is the vehicle weight. Three scenarios of weight variations for the first subsystem (composed of vehicles 1 and 2) and the second subsystem (composed of vehicles 2 and 3) are considered. The weight variations of ±200 kg and ±250 kg are also considered.
In the first scenario (for the first 3000 samples at sampling rate of 0.1 seconds), it is assumed that the vehicles are lighter than the desired vehicle weight by 200 kg. In the second scenario (data samples 3000-6000), it is assumed that the vehicles have exactly the same weight as the desired weight by the manufacturer (zero variation), and in the third scenario (data samples 6000-9000) an additional weight of 200 kg is considered on vehicles. The probability of the three case detections for the two expanded subsystems are shown in Figs. 6 and 7. As shown in Figs. 6 and 7, the MMAC algorithm is capable of detecting all three different weight variation scenarios in both expanded subsystems. An approximate transition of 500 samples is observed in the detection of the correct scenario. This delay might also be resulted from models that use similar parameters, except for weight. Therefore, a nominal delay in system detection is expected. As Figs. 6 and 7 demonstrate, there are no significant transients in detection of the correct model in each scenario. Results of weight variation detection in case of ±250 kg for subsystems 1 and 2 are shown in Figs. 8 and 9 . Results in both cases demonstrate an accurate probability evaluation in each scenario suggestion a successful model detection based vehicle weight estimator.
B. Air Density Estimation
As stated earlier, ambient temperature directly influences air density. Three values of 1.067, 1.2, and 1.5 were considered for air density in this study (Table I) . Figs. 10 and 11 show prob- ability results of the right model detection in air density variation scenarios in expanded subsystems 1 and 2. Figs. 10 and 11 demonstrate a correct model detection sequence and slightly larger delay compared to the previous case study of weight detection. Compared to vehicle weight variation, changes in air density have a smaller impact on the overall vehicle energy consumption. Therefore, insignificant differences between the multi expanded-model dynamics in this case makes detection of these variations a challenging task. This limitation could be mitigated by designing the multi expanded-model strategy.
In addition, physics of air density variation depends on the air temperature which may slowly change over time. This gives the algorithm more time to estimate an accurate air density.
C. Road Grade Estimation
In the last case study, three scenarios representing various road grades were considered. In the first scenario (for the first 3000 samples), it was assumed that the vehicles were traveling on a road with 1% grade (0.57
• ). In the second and third scenarios between samples 3000-6000 and samples 6000-10000, respectively, the road grade was considered to be 2% (1.14 • ) and 3% (1.71
• ). Figs. 12 and 13 show the system detection probabilities in each case. The transition from each scenario seems to generate chattering which is resulted from the effect of grade change and its effect in vehicle performance and energy consumption. However, the proposed algorithm is powerful to shift the probabilities to the right model. In addition, probabilities were also compared to speed up the estimation process. The highest probability of all three values at each time instant was mapped to 1 and the rest to zero.
In all three case studies, the developed algorithm was applied to the expanded subsystems which were modeled from the intelligent convoy of vehicles. The energy factors of vehicle weight, air density, and road grade were successfully estimated on the fly. Results showed successful estimation and model identification of the true multi expanded-model. Short delay was observed in probability calculation in air density and weight variation scenarios while the high transients were observed for the case study with varying road grade. Results in all cases show that the energy factors have been successfully estimated using the adaptive estimation techniques.
V. CONCLUSION
In this paper, a multi expanded-model based adaptive estimation method was presented for estimation of large-scale intelligent convoy of vehicles under influence of energy factors. The model for the vehicle convoy system with energy factors was developed and the mathematical representation for estimator design was presented. Proposed estimation technique was applied to the expanded subsystems of the overlapping system. The three parameters of interest were vehicle weight, air density, and road grade. Results showed successful estimation and selection of the true multi expanded-model dynamics according to a scenario. Estimation carried a delay in smaller factors and chattering in larger energy factors. However, the transients and chattering were small and the algorithm reached true estimation in a short time.
