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Abstract
The upper Minkowski–Bouligand dimension of the graph of continuous solutions, denoted
by dimMy; is studied for a class of nonlinear one-dimensional p-Laplacian. Some sufﬁcient
conditions on the nonlinearities are given such that dimMy takes the prescribed fractional
values. Next, a relation between dimMy and the order of growth for singular behaviour of L
p
norm of derivatives of solutions is given. Finally, the change and stability of dimMy are
considered by means of a double-parametric problem.
r 2002 Elsevier Science (USA). All rights reserved.
Keywords: Quasilinear equations; Nonlinear p-Laplacian; Qualitative properties; Graph; Fractal
dimension; Order of growth of singularity; Change of dimension
1. Introduction
We consider a class of the second-order nonlinear ordinary differential
equations:
ðjy0jp2y0Þ0 ¼ f ðt; y; y0Þ in ða; bÞ;
yðaÞ ¼ yðbÞ ¼ 0;
(
ð1Þ
where 1opoN; and NoaoboN; and f ðt; Z; xÞ is a Carathe´odory function. The
basic functional space of solutions is W
1;p
loc ðða; bÞ-Cð½a; bÞ: When we write
yAW 1;ploc ðða; bÞ it means that yAW 1;pða þ e; bÞ for each positive e40:
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The main object of the paper is the upper Minkowski–Bouligand dimension of the
graph Gy of a continuous function y from ½a; b into R; denoted by dimMy: It is
deﬁned by
dimMy ¼ lim sup
e-0
2 log jGyðeÞj
log e
 
; ð2Þ
where, as usual, AðeÞ denotes the e-neighbourhood of a set A and jAj denotes the
Lebesgue measure of a set A: About the fractal dimensions and their properties we
refer the reader to [1,3,4,7,10,14,18–21].
The ﬁrst purpose of the paper is the following. For arbitrarily given real
number d0Að1; 2Þ; one can ﬁnd a class of the Carathe´odory functions f ðt; Z; xÞ
such that for each solution y of (1) satisfying yAW 1;ploc ðða; bÞ-Cð½a; bÞ there
holds true
dimMyXd0; ð3Þ
yeW 1;pða; bÞ: ð4Þ
Under such a nonlinearity f ðt; Z; xÞ it will be shown also that the graph of derivative
y0 of any solution yAW 1;ploc ðða; bÞ-C1ða; bÞ-Cð½a; bÞ satisﬁes
dimMy
041: ð5Þ
Because d041; statement (3) shows that the upper Minkowski–Bouligand dimension
of the graph of each continuous solution y of (1) takes a fractional value
bounded from below by a prescribed number d0: By means of dimMðA,BÞ ¼
maxfdimMA; dimMBg together with the fact that the functions from W 1;pðIÞ are
absolutely continuous on I ; statements (3) and (4) imply that the graph of any
solution y of (1) is (in a certain sense) rapidly concentrated at the boundary point a:
Moreover, in (3) and (5) the order of growth for such a kind of concentration
is given too.
The second purpose of the paper is to ﬁnd some additional hypotheses on the
function f ðt; Z; xÞ such that the inequality in (3) will be replaced by the corresponding
equality. Moreover, besides (4), the behaviour into inﬁnity of the jjy0jjLpðaþe;bÞ; when e
tends to 0 will be described. Thus, we are interested in such more complete
statements than (3) and (4). That will be possible in particular when the solutions y
of (1) are sufﬁciently smooth. That is to say, under certain additional hypotheses on
the Carathe´odory function, f ðt; Z; xÞ; we will prove that for each solution y of (1)
such that yAC2ðða; bÞ-Cð½a; bÞ; there holds true
dimMy ¼ d0; ð6Þ
dimMlocðy; tÞ ¼ 1 for each tAða; b; ð7Þ
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lim sup
e-0
logðR b
aþe jy0jp dtÞ1=p
log 1=e
XdimMy  1: ð8Þ
In (7) the number dimMlocðy; tÞ denotes the locally upper Minkowski–
Bouligand dimension of Gy at a point tA½a; b; that is: dimMlocðy; tÞ ¼
lim supe-0 dimMGy-Beðt; yðtÞÞ; where Beðt; yÞ is a ball in R2 centred at the point
ðt; yÞ with radius e40: Statements (6) and (7) altogether show that the total
dimension of the graph of each sufﬁciently smooth solution y of (1) is concentrated
at the boundary point a taking the prescribed fractional value d0: Next, statement (8)
gives us the order of growth for the boundary singularity of the Lp norm of y0: It can
be read as meaning that
Z b
aþe
jy0jp dt
 1=p
X
1
e
 q
for some qXdimMy  1 and eE0:
It is useful to compare this inequality with some known facts about the local
behaviour of jjy0jjLp in the regular case. See for instance Rakotoson’s paper [15].
Finally, we study a kind of the stability of dimMy: More precisely, we want to
describe how the fractional dimension of the graph of solutions of the main equation
(1) may (or not) be changed in the dependence of a positive real parameter l; placed
on an appropriate way on the right-hand side of (1). In this direction, we associate to
(1) the following two-parametric problem:
ðjy0l;njp2y0l;nÞ0 ¼ lpf ðtl=n; yl;n; y0l;nÞ in ð0; n1=lÞ;
yl;nð0Þ ¼ yl;nðn1=lÞ ¼ 0;
yl;nAW
1;p
loc ðð0; n1=lÞ-Cð½0; n1=lÞ;
8><
>>: ð9Þ
where lAR; lX1; and nAR; nX1: It is shown that for l ¼ 1 the Minkowski–
Bouligand dimension of any solution yl;n of Eq. (9) does not depend on the
parameter n: However, for l41 we prove that dimMyl;n4d0 for any nX1:
Moreover, it is shown that there is a l041 depending only on d0 such that for each
l4l0 we have
dimMyl;n4
l2d0 þ lðd0  1Þ þ 1
l2 þ 1 for any nX1: ð10Þ
In order to prove the previous inequality, we study a class of degenerate equations
associated to the main equation (1):
ðgðtÞjy0jp2y0Þ0 ¼ gðt; y; y0Þ in ð0; 1Þ;
yð0Þ ¼ yð1Þ ¼ 0;
yAW 1;ploc ðð0; 1Þ-Cð½0; 1Þ;
8><
>: ð11Þ
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where gð0Þ ¼ 0; gð1Þp1 and gðtÞ is increasing. Supposing that the Carathe´odory
function gðt; Z; xÞ satisﬁes the same hypotheses as the function f ðt; Z; xÞ in particular
for a ¼ 0 and b ¼ 1; we will be able to prove statements (3) and (4) in particular for
continuous solutions of Eq. (11). It will allow us to verify inequality (10).
The methods which are developed to prove the preceding main results will be
exposed in the ﬁrst part of the paper: in Section 2, in the spirit of the techniques from
Tricot’s book [20] we give two elementary geometric lemmas concerning the
fractional dimension of the graph of continuous functions; in Section 3, we give some
pointwise comparison principles for continuous solutions of Eq. (1), as well as of
Eq. (11); in Section 4, the so-called full control of essential inﬁmum and supremum
for continuous solutions of (1), and (11) is shown. It improves a method recently
introduced in [5]. The second part of the paper contains all statements and proofs of
the main results: in Section 5, statements (3) and (4) will be shown; in Section 6,
inequality (5) will be veriﬁed; in Section 7, statements (6) and (7) will be shown; in
Section 8, the most interesting statement (8) will be proved; in Section (9), inequality
(10) will be derived. And, in the appendix of the paper, we discuss some technical
results concerning the convexity as well as the existence of at least one solution of (1)
satisfying the main properties (3)–(8).
In order to make the basic hypotheses on the nonlinearity f ðt; Z; xÞ more
transparent, we give at the end of the Sections 3–7, some examples for the
Carathe´odory function f ðt; Z; xÞ considered in the paper.
2. Fractional dimension of continuous functions
Adopting very useful techniques from Tricot’s book [20], we are able to formulate
and prove some easy geometric principles to estimate the fractional dimension of the
graphs of continuous functions. They will be used in the further considerations.
They form the subject of the following two lemmas.
Lemma 2.1. Let yðtÞ be a decreasing, and oðtÞ be an increasing function both
continuous from ½a; b into R; satisfying yðaÞ ¼ oðaÞ: Let ak be a decreasing sequence
of real numbers from interval ða; bÞ satisfying akra and let
there is an e040 such that for each eAð0; e0Þ there is a kðeÞAN
such that aj1  ajpe=2 for each jXkðeÞ:
(
ð12Þ
Let yACð½a; bÞ be a function and let there be a sequence of real numbers sjAðaj; aj1Þ;
j41; such that
yðs2jþ1Þpyða2jÞ and yðs2jÞXoða2j1Þ; for each jX1: ð13Þ
Then we have
dimMyXlim sup
e-0
2 log
R akðeÞ
a
ðoðtÞ  yðtÞÞ dt
log e
 
:
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Proof. Let y be a continuous function satisfying (13) and let G be its graph. For any
ﬁxed eAð0; e0Þ let De be a set deﬁned by
De ¼ fðt; yÞAR2: tA½a; akðeÞ; yA½yðtÞ;oðtÞg:
We claim that the following holds
jDejpjGðeÞj for each eAð0; e0Þ: ð14Þ
Here and in the sequel jAj; as usually denoted, the Lebesgue measure of a set A; and
AðeÞ is the e-neighbourhood of a set A:
In order to prove (14) we need to introduce some notations:
Oj ¼ ½aj; aj1  ½yðaj1Þ;oðaj1Þ for all jXkðeÞ þ 1;
Gj is the graph of the function yj½sj ;sj1 for all jXkðeÞ þ 1; and
GkðeÞ is the graph of the function yj½skðeÞ;b;
8><
>:
where yjI denotes the restriction of the function y on the interval I ; and sj is deﬁned
in (13). Obviously, we have the following elementary facts:
G ¼
[N
j¼kðeÞ
Gj and DeD
[N
j¼kðeÞþ1
Oj: ð15Þ
The main point of (14) is that assumptions (12) and (13) as well as the deﬁnition of
kðeÞ lead us to
OjDGjðeÞ for all jXkðeÞ þ 1 and eAð0; e0Þ: ð16Þ
Indeed, let T0 ¼ ðt0; y0ÞAOj and let Tj;0 be any point of the set Gj-fðt; y0Þ:
tAðsj; sj1Þga|; where jXkðeÞ þ 1: Then we have
dðT0;GjÞp dðT0; Tj;0Þpdððaj; y0Þ; ðsj1; y0ÞÞ
¼ sj1  ajpaj2  aj ¼ aj1  aj þ aj2  aj1pe
2
þ e
2
¼ e
for all jXkðeÞ þ 1:
So, statement (16) is shown. Next, for any two sets A and B; AðeÞ,BðeÞDðA,BÞðeÞ
is true. By reason of (15) and (16) we obtain
DeD
[N
j¼kðeÞþ1
OjD
[N
j¼kðeÞþ1
GjðeÞD
[N
j¼kðe
GjðeÞD
[N
j¼kðeÞ
Gj
0
@
1
AðeÞ ¼ GðeÞ;
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which proves (14). Now, by an easy calculation we deduce
dimMy ¼ lim sup
e-0
2 log jGðeÞj
log e
 
Xlim sup
e-0
2 log jDej
log e
 
¼ lim sup
e-0
2 log
R akðeÞ
a
ðoðtÞ  yðtÞÞ dt
log e
 
:
This completes the proof of the lemma. &
It is clear that many points from Lemma 2.1 can be relaxed, so the previous proof
is still valid (see [13]). For instance
* the case as yACðða; bÞ can also be considered, where the condition yðaÞ ¼ oðaÞ is
replaced by the corresponding one yðaÞpoðaÞ;
* the continuity and monotonicity of the functions y; and o can be avoided using a
weaker condition: let y and o be two measurable and bounded functions
satisfying ypo on ½a; b and
ess inf ða2kþ2;a2kþ1Þ yX ess inf ða2kþ1;a2kÞ y;
ess supða2kþ1;a2kÞ op ess supða2k ;a2k1Þ o for each kX1:
(
In the sequel, we give an explicit upper bound for the fractional dimension of such
continuous functions that possess some concave and convex properties.
Lemma 2.2. Let ak be a decreasing sequence of real numbers from interval ða; bÞ
satisfying akra and let
there is an e140 such that for each eAð0; e1Þ there is a mðeÞAN
such that aj1  aj44e for each jpmðeÞ:
(
ð17Þ
Let *yðtÞ and *oðtÞ be two continuous functions from ½a; b to R satisfying *yðaÞ ¼
*oðaÞ ¼ 0 and
*y is decreasing; and *o is increasing in ½a; b: ð18Þ
Let yAC2ðða; bÞ-Cð½a; bÞ be a function satisfying the following hypotheses:
*yðtÞpyðtÞp *oðtÞ for each tA½a; b; ð19Þ
y is a concave function in ða2k; a2k1Þ and
y is a convex function in ða2kþ1; a2kÞ for each kX1:
(
ð20Þ
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Then we have
dimMyplim sup
e-0
2 logðL1;e þ L2;eÞ
log e
 
; ð21Þ
where L1;e and L2;e are two positive numbers defined by
L1;e ¼ ðamðeÞ  a þ 2eÞ½ *oðamðeÞÞ þ j*yðamðeÞÞj þ 2e; ð22Þ
L2;e ¼ e
XmðeÞ
j¼2
½ *oðaj1Þ þ j*yðaj1Þj þ aj1  aj þ e2mðeÞ for each eAð0; e1Þ: ð23Þ
Proof. Let y be an arbitrarily given function satisfying all assumptions of the lemma.
Let Gy be the graph of y; and let eAð0; e1Þ; where e1 was deﬁned in (17). Since
aoa1ob; and yAW 1;ploc ðða; bÞ; where a1 is the ﬁrst member of ak; it implies that
yAW 1;pða1; bÞ: So, y is an absolutely continuous function on ½a1; b and
dimMyj½a1;b ¼ 1 , where yj½a1;b is the restriction of y on the interval ½a1; b: Therefore,
it is enough to calculate the dimension of the left part of the set Gy which will be
denoted by G ¼ fðt; yðtÞÞ: tA½a; a1g: Simply stated, G is the graph of the function
yj½a;a1: We ﬁrst divide G into two parts as follows:
G ¼ G1;e,G2;e; where
G1;e ¼ fðt; yðtÞÞ: tA½a; amðeÞg and G2;e ¼
SmðeÞ
j¼2 Gj;
Gj ¼ fðt; yðtÞÞ: tA½aj ; aj1g; j ¼ 2;y; mðeÞ:
8>><
>: ð24Þ
From (19) we obviously have that
G1;eD½a; amðeÞ  ½*yðamðeÞÞ; *oðamðeÞÞ:
Since ADB implies AðeÞDBðeÞ we obtain
G1;eðeÞD½a  e; amðeÞ þ e  ½*yðamðeÞÞ  e; *oðamðeÞÞ þ e;
and so
jG1;eðeÞjpðamðeÞ  a þ 2eÞ½ *oðamðeÞÞ  *yðamðeÞÞ þ 2e ¼ L1;e: ð25Þ
Let us remark that in the proof of (25) we have only used assumption (19). But in
order to estimate jG2;eðeÞj assumption (20) will be necessary.
In the sequel, we ﬁrst observe that the boundary of the set GjðeÞ; where Gj is
deﬁned in (24), is composed of the following four parts: the left semi-circle with the
centre at the point ðaj; yðajÞÞ and of the radius e; the right semi-circle with the center
at the point ðaj1; yðaj1ÞÞ and of the radius e; the graph Y2;e of the upper function
y2;eðtÞ that satisﬁes dðT ; GjÞ ¼ e; for each TAY2;e; the graph Y1;e of the lower
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function y1;eðtÞ that satisﬁes dðT ; GjÞ ¼ e; for each TAY1;e: It is clear that for each
j ¼ 2; 3;y; mðeÞ we have
GjðeÞDLj;e,Mj;e,Rj;e where
Lj;e ¼ ½aj  e; aj þ e  ½*yðaj1Þ  e; *oðaj1Þ þ e;
Mj;e ¼ fðt; yÞ : aj þ eptpaj1  e and y1;eðtÞpypy2;eðtÞg;
Rj;e ¼ ½aj1  e; aj1 þ e  ½*yðaj1Þ  e; *oðaj1Þ þ e:
8>><
>>>:
ð26Þ
The set Mj;ea| because of the deﬁnition of mðeÞ: By means of (24) and (26) instead
of deriving the upper bound for jG2;eðeÞj; it is enough to estimate jGjðeÞj; that is jLj;ej;
jRj;ej; and jMj;ej: As the ﬁrst we can obviously conclude
jLj;ej ¼ jRj;ej ¼ 2e½ *oðaj1Þ þ j*yðaj1Þj þ 2e;
jMj;ej ¼
R aj1e
ajþe ðy2;eðtÞ  y1;eðtÞÞ dt:
(
ð27Þ
The main point of (27) is to calculate the integral on the right-hand side. Let us
remark that by means of (20) at most one extremum-point tex of y lies in the interval
Ij;e ¼ ðaj þ e; aj1  eÞ: Also, if there is such a point tex we can avoid it, that is we can
separate Ij;e into two parts ðaj þ e; texÞ and ðtex; aj1  eÞ; where there are no such
points. In this direction and by reason of the simplicity we may assume that y is a
monotone function on Ij;e: For example, let y be increasing and concave on Ij;e; that
is y040 and y
00o0 on Ij;e: For the other cases of y0 and y00 the following observation is
still valid.
In order to ﬁnd the parametric equations of the both graphs of the functions y1;e
and y2;e we can formulate the following problem: for a point ðt; y1;eðtÞÞ from the
graph of the function y1;e let ﬁnd corresponding point ðs; yðsÞÞ from the graph of the
solution y such that the distance between these two points is equal to e: It leads us
that the graph of the function y1;eðtÞ; for tA½aj þ e; aj1  e; has the parametric
equations:
t ¼ s þ y0ðsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þy0ðsÞ2
p e;
y1;eðtÞ ¼ yðsÞ  1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þy0ðsÞ2
p e; sA½s1;j; s1;j1
8><
>:
for some s1;j and s1;j1 such that ½s1;j; s1;j1D½aj; aj1  e: Analogously, we derive
that the graph of the function y2;eðtÞ; for tA½aj þ e; aj1  e; has the parametric
equations:
t ¼ s  y0ðsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þy0ðsÞ2
p e;
y2;eðtÞ ¼ yðsÞ þ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þy0ðsÞ2
p e; sA½s2;j; s2;j1
8><
>:
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for some s2;j and s2;j1 such that ½s2;j; s2;j1D½aj þ e; aj1: According to the
deﬁnition of the number mðeÞ we have that ½s1;j; s1;j1a| and ½s2;j; s2;j1a|: Also
it is clear that
dt ¼ 17 y
00 ðsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ y0ðsÞ2Þ3
q e
0
B@
1
CA ds:
Putting the preceding equalities to (27) we calculate,
jMj;ej ¼
Z aj1e
ajþe
y2;eðtÞ dt 
Z aj1e
ajþe
y1;eðtÞ dt
¼
Z s2;j1
s2;j
yðsÞ þ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ y0ðsÞ2
q e
0
B@
1
CA 1 y00 ðsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ y0ðsÞ2Þ3
q e
0
B@
1
CA ds

Z s1;j1
s1;j
yðsÞ  1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ y0ðsÞ2
q e
0
B@
1
CA 1þ y00 ðsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ y0ðsÞ2Þ3
q e
0
B@
1
CA ds
p
Z ajþ2e
aj
þ
Z aj1
aj12e
 !
jyðsÞj ds þ 2e
Z aj1
aj
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ y0ðsÞ2
q 1 yðsÞy00 ðsÞ
1þ y0ðsÞ2
 !
ds
 e2
Z ajþ2e
aj
þ
Z aj1
aj12e
 !
y
00 ðsÞ
ð1þ y0ðsÞ2Þ2 dsp2eð *oðaj1Þ þ j
*yðaj1ÞjÞ
þ 2eðaj1  ajÞ þ e *oðaj1Þ þ j*yðaj1Þj
  Z aj1
aj
dy0
1þ y0ðsÞ2
 e2
Z ajþ2e
aj
þ
Z aj1
aj12e
 !
y
00
1þ y0ðsÞ2 dspeð2þ pÞð *oðaj1Þ þ j
*yðaj1ÞjÞ
þ 2eðaj1  ajÞ  e2
Z ajþ2e
aj
þ
Z aj1
aj12e
 !
dy0
1þ y0ðsÞ2
p eð2þ pÞð *oðaj1Þ þ j*yðaj1ÞjÞ þ 2eðaj1  ajÞ þ e22p: ð28Þ
Thus, from (26)–(28) we have
jGjðeÞjpjLj;ej þ jMj;ej þ jRj;ejpc½eð *oðaj1Þ þ j*yðaj1ÞjÞ þ eðaj1  ajÞ þ e2;
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where the constant c does not depend on e: This inequality and the deﬁnition of G2;e
give us the desired estimation:
jG2;eðeÞjp
XmðeÞ
j¼2
jGjðeÞj
p ce
XmðeÞ
j¼2
½ *oðaj1Þ þ j*yðaj1Þj þ aj1  aj þ ce2mðeÞ
¼ c  L2;e; ð29Þ
where the constant c does not depend on eAð0; e1Þ:
Finally, combining (24), (25) and (29) we deduce there is a constant c that does not
depend on e such that
jGðeÞjpcðjG1;eðeÞj þ jG2;eðeÞjÞpcðL1;e þ L2;eÞ; eAð0; e1Þ
from which immediately follows the desired inequality (21). &
Since the numbers kðeÞ and mðeÞ play an essential role in the main conclusions of
Lemmas 2.1 and 2.2, it is helpful to give an example for the sequence ak satisfying
both assumptions (12) and (17). Let us remark that according to (12) and (17), the
numbers kðeÞ (and mðeÞ) can be called as an ‘‘index of e-density of ak’’ (that is ‘‘index
of e-porosity of ak’’).
Example 2.3. Let b be a given positive real number. Next, let ak be a sequence of real
numbers from interval ð0; 1Þ deﬁned by
ak ¼ 1
k
 1=b
for each kAN:
For such a sequence ak; it is shown that the numbers kðeÞ; and mðeÞ appearing in (12)
and (17), satisfy
kðeÞEmðeÞEe
b
bþ1 as eE0:
It will be discussed in Sections 5 and 7 below. &
3. Pointwise comparison principle
In this section we study a comparison principle for sufﬁciently smooth solutions of
Eq. (1). This pointwise comparison principle is based on some convex properties of
given data. These considerations will be employed in the second part of the paper.
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Lemma 3.1. Let *yðtÞ and *oðtÞ be two continuous functions from ½a; b into R satisfying
*yðaÞ ¼ 0 and *y is decreasing and convex in ½a; b;
*oðaÞ ¼ 0 and *o is increasing and concave in ½a; b:
(
ð30Þ
Let the function f ðt; Z; xÞ satisfy
f ðt; Z; xÞo0; tAða; bÞ; Z4 *oðtÞ and xAR;
f ðt; Z; xÞ40; tAða; bÞ; Zo*yðtÞ and xAR:
(
ð31Þ
Then for each solution y of (1) such that yAC2ða; bÞ-Cð½a; bÞ the following holds
*yðtÞpyðtÞp *oðtÞ; for each tA½a; b: ð32Þ
Proof. Let y be a solution of (1). In (32) we have two completely analogous
statements. Therefore, it is enough to prove only one, for instance the left: *yðtÞpyðtÞ;
tA½a; b: In this direction, let us suppose that this inequality does not hold true, that
is to say
*yðtÞ4/ yðtÞ; tA½a; b: ð33Þ
What can be derived from (33)? Using a very classical argumentation (see for
example in [12, Lemma 2, p. 346]), we obtain that there is a t0A½a; bÞ and e40 such
that t0 þ eob and
*yðt0Þ ¼ yðt0Þ and *yðtÞ4yðtÞ; tAðt0; t0 þ e: ð34Þ
Indeed, from (33) immediately follows the existence of a point t1Aða; bÞ such that
*yðt1Þ4yðt1Þ: Since *y and y are continuous and *yðaÞ ¼ yðaÞ the set S ¼
ftA½a; t1: *yðtÞ ¼ yðtÞg is a closed nonempty subset of ½a; t1: Therefore, there is the
point t0 ¼ max S which clearly satisﬁes
t0A½a; t1Þ; *yðt0Þ ¼ yðt0Þ and *yðtÞ4yðtÞ; 8tAðt0; t1:
Now, setting e ¼ t1  t0 it proves (34).
Next, by means of (31) in the appendix it will be shown that y is a concave
function on any open interval IDftAða; bÞ: yðtÞo*yðtÞg: Since *y is a convex on ½a; b
it implies that
there is not any t2Aðt0 þ e; bÞ such that *yðtÞ4yðtÞ; tA½t0 þ e; t2Þ
and *yðt2Þ ¼ yðt2Þ: ð35Þ
On the other hand, from (30) and (34) it immediately follows that *yðt0 þ eÞ4 yðt0 þ eÞ
and *yðbÞoyðbÞ ¼ 0: Since *y and y are two continuous functions, it
M. Pa$si!c / J. Differential Equations 190 (2003) 268–305278
implies that
there is a t2Aðt0 þ e; bÞ such that *yðtÞ4yðtÞ; tA½t0 þ e; t2Þ and *yðt2Þ ¼ yðt2Þ: ð36Þ
Indeed, we can set that t2 ¼ minftA½t0 þ e; b: *yðtÞ ¼ yðtÞg: It is clear statements (35)
and (36) are in contradiction. So it shows us that assumption (33) is not possible and
thus, we have proved the left inequality in (32). &
When in Eq. (1) we work without the smooth condition yAC2ða; bÞ then we need
the following weak version of Lemma 3.1. Such kind of result is expected and very
well known even in more dimensional case. See for instance [6].
Lemma 3.2. Let the function f ðt; Z; xÞ satisfy hypothesis (31) in respect of the data
*yðtÞ ¼ *y0; and *oðtÞ ¼ *o0 for each tA½a; b; where the constants *y0 and *o0 satisfy
*y0o0o *o0: Then for each solution y of (1) such that yAW 1;ploc ðða; bÞ-Cð½a; bÞ; the
following holds true
*y0pyðtÞp *o0 for each tA½a; b: ð37Þ
Proof. For instance, we will prove that
yðtÞp *o0 for each tA½a; b: ð38Þ
Let us suppose the contrary claim of (38) that is, let there be a t1Aða; bÞ satisfying
yðt1Þ4 *o0: Since *o040 and yðaÞ ¼ yðbÞ ¼ 0; it implies that there are two real
numbers
t0 ¼ maxftAða; t1Þ: yðtÞ ¼ *o0g and t2 ¼ minftAðt1; bÞ: yðtÞ ¼ *o0g;
that clearly satisfy
yðt0Þ ¼ yðt2Þ ¼ *o0 and yðtÞ4 *o0 for any tAðt0; t2Þ: ð39Þ
Now by means of (39) we have that ðy  *o0ÞþAW 1;p0 ðt0; t2Þ-LNðt0; t2Þ: Here Zþ ¼
maxfZ; 0g: Testing Eq. (1) by this function we obtainZ
fy4 *o0g-ðt0;t2Þ
jy0jp dt ¼
Z
fy4 *o0g-ðt0;t2Þ
f ðt; y; y0Þðy  *o0Þ dt: ð40Þ
Because of (39) the left-hand side in (40) is a positive number. At the same time,
because of (31) and (39) (where *yðtÞ ¼ *y0; and *oðtÞ ¼ *o0Þ the right-hand side in (40)
is a negative number. But, it is not possible and thus (38) is shown. &
In the same way, especially for the degenerate equation (11), it can be proved:
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Lemma 3.3. Let gðtÞ be a continuous function satisfying:
gðtÞ40 for each tAð0; 1: ð41Þ
Let the function gðt; Z; xÞ satisfy hypothesis (31) in respect of the data *yðtÞ ¼ c0;
*oðtÞ ¼ c0; a ¼ 0 and b ¼ 1; where c0 is a positive constant. Then for each solution y of
(11) we have c0pyðtÞpc0; for each tA½0; 1:
This lemma will be useful in describing how to change the fractional dimension of
the graph of solutions of the main equation (1).
Finally, we give an example for such a class of the functions f ðt; Z; xÞ satisfying
assumptions (30) and (31).
Example 3.4. Let g1ðtÞ; g2ðtÞ; and hðtÞ be three measurable functions on interval
ð0; 1Þ; such that gkðtÞ40; for each tAð0; 1Þ and k ¼ 1; 2: Next, let a be a real number
such that 0oao1; let c be a positive constant, and let *oðtÞ ¼ cta; and *yðtÞ ¼  *oðtÞ:
Then a function f ðt; Z; xÞ deﬁned by
f ðt; Z; xÞ ¼  g1ðtÞðZ ctaÞþ þ g2ðtÞðZþ ctaÞ
þ hðtÞðZ ctaÞðZþ ctaÞþ; tAð0; 1Þ; ZAR; xAR;
satisﬁes the main hypotheses of Lemma 3.1 on interval ð0; 1Þ: Throughout the paper,
we denote Zþ ¼ maxfZ; 0g; and Z ¼ maxfZ; 0g:
4. Full control of essential inﬁmum and supremum
Regarding Lemma 2.1, in order to derive the lower bound for dimMy; statement
(13) needs to be satisﬁed for all solutions y of Eq. (1). That is, the solutions of (1)
need to be controlled by the functions y and o in the sense of statement (13).
Moreover, in Section 8, to describe singular behaviour jjy0jjLpðaþe;bÞ as e tends to 0, we
need a statement stronger than (13). It will be ensured by ﬁnding some sufﬁcient
conditions on the function f ðt; Z; xÞ such that the Lebesgue measure of the sets,
where the essential supremum and inﬁmum of solutions are exceeded, is estimated
from below. It will be explored in the following four lemmas for both Eqs. (1) and
(11). In order to prove these results a kind of integration over the level sets and the
localisation on the balls in RN are exploited, which is already used, for instance, in
[6,8,16,17].
Lemma 4.1. Let *y0; o2; and *o0; be three arbitrarily given real numbers such that
*y0oo2o *o0; and let I2 ¼ ða2; b2ÞCCða; bÞ be an open interval of real numbers with its
length jI2j ¼ b2  a2: Let the function f ðt; Z; xÞ satisfy
f ðt; Z; xÞX0; a:e: I2; ZAð*y0;o2Þ; xAR; ð42Þ
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inf
tAðI2Þ1=16
f ðt; Z; xÞ4cðpÞ ð *o0 
*y0Þp
jI2jpð *o0  o2Þ; ZAð
*y0;o2Þ; xAR: ð43Þ
Then for each solution y of Eq. (1) such that yAW 1;ploc ðða; bÞ-Cð½a; bÞ; holds true:
if yðtÞX*y0; for each tAI2 then yðtÞXo2; for each tAðI2Þ1=4: ð44Þ
Here cðpÞ ¼ ðp  1Þp116p; and ðI2Þe ¼ ½a2 þ ejI2j; b2  ejI2j:
Dually we have:
Lemma 4.2. Let *y0; y1; and *o0 be three arbitrarily given real numbers such that
*y0oy1o *o0; and let I1 ¼ ða1; b1ÞCCða; bÞ be an open interval of real numbers with its
length jI1j ¼ b1  a1: Let the function f ðt; Z; xÞ satisfy
f ðt; Z; xÞp0; a:e: I1; ZAðy1; *o0Þ; xAR; ð45Þ
sup
tAðI1Þ1=16
f ðt; Z; xÞo cðpÞ ð *o0 
*y0Þp
jI1jpðy1  *y0Þ
; ZAðy1; *o0Þ; xAR: ð46Þ
Then for each solution y of (1) such that yAW 1;ploc ðða; bÞ-Cð½a; bÞ we have
if yðtÞp *o0; for each tAI1 then yðtÞpy1; for each tAðI1Þ1=4: ð47Þ
Here cðpÞ ¼ ðp  1Þp116p; and ðI1Þe ¼ ½a1 þ ejI1j; b1  ejI1j:
Proof of Lemma 4.1. Let y be a solution of (1) such that yðtÞX*y0; for each tAI2: In
order to prove Lemma 4.1 we need the following two propositions.
Proposition 4.3. For any open interval ðc; dÞDðI2Þ1=16 such that d  c ¼ jI2j8 we have
there is a tc such that
tcA c  jI2j
16
; d þ jI2j
16
 
and yðtcÞ4o2: ð48Þ
Proof of Proposition 4.3. First of all, let us denote by
t0 ¼ c þ d
2
and r ¼ jI2j
16
:
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It is convenient to use the following notations:
Brðt0Þ ¼ ðc; dÞ and B2rðt0Þ ¼ c  jI2j
16
; d þ jI2j
16
 
;
where Brðt0Þ ¼ ftAR : jt  t0jorg: Firstly, let us suppose the opposite claim of (48),
that is to say
yðtÞpo2; for each tAB2rðt0Þ: ð49Þ
Since Brðt0Þ ¼ ðc; dÞDðI2Þ1=16 and because of (43) we can writeZ
Brðt0Þ
f ðt; y; y0Þ dtX
Z
Brðt0Þ
inf
Brðt0Þ
f ð:; y; y0Þ dt
X
Z
Brðt0Þ
inf
ðI2Þ1=16
f ð:; y; y0Þ dt4cðpÞjI2jp
ð *o0  *y0Þp
ð *o0  o2Þ jBrðt0Þj;
which together with (42), (43), and (49) implies
f ðt; y; y0ÞX0 in B2rðt0Þ; ð50Þ
Z
Brðt0Þ
f ðt; y; y0Þ dt4ðp  1Þp1 ð *o0 
*y0Þp
ð *o0  o2Þ
jBrðt0Þj
rp
: ð51Þ
Here, we denote jI2j ¼ 16r and cðpÞ ¼ ðp  1Þp116p: Now we can repeat similar
argumentation as in [6, Theorem 5, p. 256]. It is known that for any c041 there exists
a function FACN0 ðRÞ; 0pFp1 in R such that the following properties are fulﬁlled,
see [6, Lemma 5, p. 267]:
FðtÞ ¼ 1 for tABrðt0Þ and FðtÞ ¼ 0 for tARWB2rðt0Þ;
FðtÞ40 for tAB2rðt0Þ and jF0jpc0r in R:
(
ð52Þ
For any c041; let us choose an appropriate test function v deﬁned by
vðtÞ ¼ ðyðtÞ  sÞFp for each sAðo2; *o0; tAB2rðt0Þ: ð53Þ
Here and in the sequel Z ¼ maxf0;Zg: It is not difﬁcult to check that
vAW 1;p0 ðB2rðt0ÞÞ-LNðB2rðt0ÞÞ: Putting in (1) the test function v; we obtainZ
fyosg2r
jy0jpFp dtpp
Z
fyosg2r
jy0jp1Fp1ðs  yðtÞÞjF0j dt

Z
fyosg2r
f ðt; y; y0Þðs  yðtÞÞFp dt; ð54Þ
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where fyosg2r ¼ fyosg-B2rðt0Þ: It is interesting to mention that in light of
assumption (49) the level set fyosg2r satisﬁes
fyosg2r ¼ fypo2g2r,fo2oyosg2r ¼ fypo2g2r ¼ B2rðt0Þ; 8s4o2:
Thus, we are able in (54) to reduce all integrations from fyosg2r to B2rðt0Þ ¼ B2r:
In the sequel, because of s  y ¼ ðs  yÞ
1
p0 ðs  yÞ
1
p; ð1
p
þ 1
p0 ¼ 1Þ we will apply on the
ﬁrst integral on the right-hand side of (54) the following elementary inequality
d1ðpd2Þpdp0 dp
0
1 þ ðpdÞp1dp2 in particular for
d1 ¼ jy0jp1Fp1ðs  yðtÞÞ
1
p0 ; d2 ¼ ðs  yðtÞÞ
1
pjF0j and d ¼ p
0
*o0  *y0
:
Since s  yðtÞp *o0  *y0 and ðp  1Þp0 ¼ p; it implies that
0 ¼ 1 d
p0
ð *o0  *y0Þ
  Z
B2r
jy0jpFp dt
p p
d
 p1Z
B2r
jF0jpðs  yðtÞÞ dt 
Z
B2r
f ðt; y; y0Þðs  yðtÞÞFp dt: ð55Þ
Now, by means of (49), (50), and (52) we derive
0pðs  *y0Þ p
d
 p1
jB2rWBrj c0
r
 p
ðs  o2Þ
Z
Br
f ðt; y; y0Þ dt:
Since jB2rWBrj ¼ jBrj; passing to the limit as c0-1 we obtainZ
Br
f ðt; y; y0Þ dtp p
d
 p1jBrj
rp
s  *y0
s  o2; for each sAðo2; *o0:
Let us remark that in the previous inequality the right-hand side is a decreasing
function in the variable s: Therefore, especially for s ¼ *o0 we deduceZ
Br
f ðt; y; y0Þ dtp p
d
 p1jBrj
rp
*o0  *y0
*o0  o2; where d ¼
p0
*o0  *y0
:
But, this inequality contradicts (51). Thus, assumption (49) (as the opposite
assumption of (48)) is not possible, and so we have proved the proposition. &
Proposition 4.4. There is not any open interval ðc; dÞDI2 such that
yðcÞ ¼ yðdÞ ¼ o2 and yðtÞoo2 in ðc; dÞ: ð56Þ
Proof of Proposition 4.4. Let us suppose the contrary claim to the proposition, that
is to say, let there be an interval ðc; dÞDI2 satisfying (56). Since yðtÞX*y0; tAI2 we
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have *y0pyðtÞpo2 in ðc; dÞ which together with (42) and (43) particularly implies
that f ðt; y; y0ÞX0 in ðc; dÞ: Now, it is easy to see that ðy 
o2ÞAW 1;p0 ðc; dÞ-LNðc; dÞ and testing (1) by this function we deriveZ
fyoo2g-ðc;dÞ
jy0jp dt ¼ 
Z
fyoo2g-ðc;dÞ
f ðt; y; y0Þ ðo2  yÞ dtp0:
Next, by the help of the Poincare inequality, it implies
0p
Z d
c
ðo2  yÞp dtpc0
Z d
c
ððo2  yÞ0Þp dt ¼ c0
Z d
c
jy0jp dt ¼ c0
Z
yoo2
jy0jp dtp0:
Hence o2  y ¼ 0 a.e. in ðc; dÞ and so yðtÞ ¼ o2 a.e. in ðc; dÞ which is a contradiction
with yðtÞoo2 in ðc; dÞ: Thus, the proposition is proved. &
We proceed with the proof of Lemma 4.1. First, let t1 and t2; t1o t2 be two
boundary points of the set ðI2Þ2=16 that is
t1 ¼ a2 þ jI2j
8
and t2 ¼ b2  jI2j
8
:
Next, let us denote
ci ¼ ti  jI2j
16
and di ¼ ti þ jI2j
16
; i ¼ 1; 2:
It is easy to see that
ðci; diÞDðI2Þ1=16 and di  ci ¼
jI2j
8
; i ¼ 1; 2:
Thus, we may apply Proposition 4.3 to both intervals ðc1; d1Þ; and ðc2; d2Þ and derive
two points tc1 and tc2 ; tc1otc2 satisfying
tciA ci 
jI2j
16
; di þ jI2j
16
 
and yðtciÞ4o2; i ¼ 1; 2: ð57Þ
Obviously, we observe that
ðI2Þ1=4D½tc1 ; tc2 DI2: ð58Þ
Next, we claim that the following statement is true:
yðtÞXo2 for each tAðtc1 ; tc2Þ: ð59Þ
On the contrary, if there is a point t0A½tc1 ; tc2  satisfying yðt0Þoo2; then, because of
(57) we can construct an open interval ðc; dÞDðtc1 ; tc2Þ such that (56) is satisﬁed. For
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instance, we can choose c and d in the following way:
c ¼ maxftA½tc1 ; t0: yðtÞ ¼ o2g and d ¼ minftA½t0; tc2 : yðtÞ ¼ o2g:
But, it is not possible by Proposition 4.4 and thus (59) there holds true. Because of
(58), it implies the desired conclusion (44). Thus, Lemma 4.1 is proved. &
Very similar to the preceding lemmas we can observe corresponding two for the
case of Eq. (11).
Lemma 4.5. Let the hypotheses of Lemma 4.1 be still valid in particular for a ¼ 0;
b ¼ 1; and let f ðt; Z; xÞ ¼ gðt; Z; xÞ: Let gðtÞ be a continuous function satisfying
gð0Þ ¼ 0; gð1Þp1; and gðtÞ is increasing in ð0; 1Þ: ð60Þ
Then for each solution y of (11), (44) holds true.
Analogously, we can explore the dual statement:
Lemma 4.6. Let the hypotheses of Lemma 4.2 be still valid in particular for a ¼ 0;
b ¼ 1; and let f ðt; Z; xÞ ¼ gðt; Z; xÞ: Let gðtÞ be a continuous function satisfying (60).
Then for each solution y of (11), (47) holds true.
Proof of Lemma 4.6. Since both the functions f ðt; Z; xÞ and gðt; Z; xÞ satisfy the same
hypotheses, it is only needed to indicate to such points in the proof of Lemma 4.1
that are changed by reason of the function g: In this direction, repeating all the
statements from the proof of Lemma 4.1 particularly for a ¼ 0; b ¼ 1 and f ðt; Z; xÞ ¼
gðt; Z; xÞ; we conclude that the statement (54) is slightly changed into
Z
fyosg2r
gðtÞjy0jpFp dtp p
Z
fyosg2r
gðtÞjy0jp1Fp1ðs  yðtÞÞjF0j dt

Z
fyosg2r
gðt; y; y0Þðs  yðtÞÞFp dt; ð61Þ
where the same notations as in the proof of Lemma 4.1 are used. Let us remark that
from (60) follows:
gðtÞ  gp0 ðtÞX0; tA½0; 1: ð62Þ
Setting
d1 ¼ gðtÞjy0jp1Fp1ðs  yðtÞÞ
1
p0 ; d2 ¼ ðs  yðtÞÞ
1
pjF0j and d ¼ p
0
*o0  *y0
; ð63Þ
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and using the suitable inequality as in the proof of Lemma 4.1 instead of (55), from
(61) we obtain
Z
B2r
gðtÞ  d
p0
ð *o0  *y0Þgp0 ðtÞ
 
jy0jpFp dt
p p
d
 p1Z
B2r
jF0jpðs  yðtÞÞ dt 
Z
B2r
gðt; y; y0Þðs  yðtÞÞFp dt: ð64Þ
Now, with the help of (62), we have
Z
B2r
gðtÞ  d
p0
ð *o0  *y0Þgp0 ðtÞ
 
jy0jpFp dt
¼
Z
B2r
½gðtÞ  gp0 ðtÞjy0jpFp dtX0:
Involving this inequality to (64), the rest of the proof follows using the same
argumentation as in the proof of Lemma 4.1. &
Finally, we give an example for such a class of the functions f ðt; Z; xÞ satisfying the
assumptions (42),(43) and (45), (46).
Example 4.7. The most interesting case is when ½a2; b2 and ½a1; b1 have a common
point, that is let a2ob2 ¼ a1ob1: Let *y0o *o0; y1Að*y0; *o0Þ; and o2Að*y0; *o0Þ: Next,
let f ðt; Z; xÞ be a function deﬁned by
f ðt; Z; xÞ ¼ cðpÞ ð *o0 
*y0Þp
sin p
16
ðZ *o0Þ
ð *o0  o2Þ2
sinð p
b2a2 ðt  a2ÞÞ
ðb2  a2Þp Kða2;b2ÞðtÞ
"
 ðZ
*y0Þþ
ðy1  *y0Þ2
sin ð p
b1a1ðt  a1ÞÞ
ðb1  a1Þp Kða1;b1ÞðtÞ
#
; tAða2; b1Þ;
where the constant cðpÞ was deﬁned in (43), and KE as usual denotes the so-called
characteristic function of a set E: Even KEðtÞ is not continuous in t; the function
f ðt; Z; xÞ is continuous in all its variables satisfying the assumptions of Lemmas 4.1
and 4.2. Indeed, it is enough to check that
ðZ *o0Þ
*o0  o2 41; ZAð
*y0;o2Þ and ðZ
*y0Þþ
y1  *y0
41; ZAðy1; *o0Þ
and
sinð p
bkak ðt  akÞÞ
sin p
16
X
1; tA½ak þ 116 ðbk  akÞ; bk  116 ðbk  akÞ;
0; tA½ak; bk; k ¼ 1; 2:
(
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It is worthy of remark that combining Examples 3.4 and 4.7, one can obtain a class
of functions f ðt; Z; xÞ satisfying all hypotheses of Lemmas 3.1, 4.1 and 4.2. See for
instance Example 5.3 below.
5. Lower bound for dimMy
In this section, we impose on the Carathe´odory function f ðt; Z; xÞ some basic
hypotheses such that statements (3) and (4) are satisﬁed for each continuous solution
of Eq. (1). An example for such a class of nonlinearity f ðt; Z; xÞ will be given at the
end of the section.
For a decreasing sequence ak it is convenient to use the following notations:
Ik ¼ ðak; ak1Þ; jIkj ¼ ak1  ak and ðIkÞe ¼ ½ak þ ejIkj; ak1  ejIkj:
According to the observations from Lemmas 2.1, 3.2, 4.1 and 4.2, we can state and
prove the ﬁrst main result of the paper.
Theorem 5.1. Let yðtÞ be a decreasing, and oðtÞ be an increasing function, both
continuous on ½a; b; such that yðaÞ ¼ oðaÞ ¼ 0: Let *y0; and *o0 be two arbitrarily given
real numbers such that *y0pyðbÞo0 and 0ooðbÞp *o0: Next, let ak be a decreasing
sequence of real numbers from ða; bÞ satisfying akra and let
there is an e040 such that for each eAð0; e0Þ there is a kðeÞAN
such that aj1  ajpe=2 for each jXkðeÞ:
(
ð65Þ
Let the function f ðt; Z; xÞ satisfy
f ðt; Z; xÞo0; tAða; bÞ; Z4 *o0 and xAR;
f ðt; Z; xÞ40; tAða; bÞ; Zo*y0 and xAR;
(
ð66Þ
and let for each kAN;
f ðt; Z; xÞX0; a:e: tAI2k; ZAð*y0;oða2k1ÞÞ; xAR; ð67Þ
inf
tAðI2kÞ1=16
f ðt; Z; xÞ4cðpÞ ð *o0 
*y0Þp
jI2kjpð *o0  oða2k1ÞÞ; ZAð
*y0;oða2k1ÞÞ; xAR ð68Þ
and
f ðt; Z; xÞp0; a:e: tAI2kþ1; ZAðyða2kÞ; *o0Þ; xAR; ð69Þ
sup
tAðI2kþ1Þ1=16
f ðt; Z; xÞo cðpÞ ð *o0 
*y0Þp
jI2kþ1jpðyða2kÞ  *y0Þ
; ZAðyða2kÞ; *o0Þ; xAR; ð70Þ
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where
cðpÞ ¼ ðp  1Þp116p:
Then for each solution y of Eq. (1) such that yAW 1;ploc ðða; bÞ-Cð½a; bÞ we have
dimMyXlim sup
e-0
2 log
R akðeÞ
a
ðoðtÞ  yðtÞÞ dt
log e
 
; ð71Þ
where kðeÞ is defined in assumption (65).
Let us remark, the condition akra together with (67)–(70) implies that the
nonlinearity f ðt; Z; xÞ is rapidly oscillating in respect of the ﬁrst variable. Also, we
can say that f ðt; Z; xÞ is sign-changing in the second variable.
As an important consequence of Theorem 5.1 we have
Corollary 5.2. For arbitrarily given real number d0; 1od0o2; let the function f ðt; Z; xÞ
satisfy hypotheses (66)–(70) in respect of the data *y0; *o0; yðtÞ; oðtÞ; and ak; precisely
determined by
ak ¼ a þ ba2 ð1kÞ1=b; kX1;
*y0 ¼ 2ðb  aÞa; and *o0 ¼ 2ðb  aÞa;
yðtÞ ¼ ðt  aÞa; and oðtÞ ¼ ðt  aÞa; tAða; bÞ:
8><
>: ð72Þ
Here a and b are two real numbers taken to be satisfied:
0oaob; ao1 and d0 ¼ 2b aþ 1bþ 1 : ð73Þ
Then for each solution y of (1) such that yAW 1;ploc ðða; bÞ-Cð½a; bÞ we have
dimMyXd0 and yeW 1;pða; bÞ: ð74Þ
Proof of Theorem 5.1. Let y be any solution of Eq. (1) such that
yAW 1;ploc ðða; bÞ-Cð½a; bÞ: Hypothesis (66) can be read as (31) especially for *yðtÞ ¼
*y0 and *oðtÞ ¼ *o0: Therefore, the main assumption of Lemma 3.2 is fulﬁlled and so, it
gives us
*y0pyðtÞp *o0 for each tA½a; b: ð75Þ
This inequality as well as hypotheses (67)–(70) ensure that the main assumptions of
Lemmas 4.1 and 4.2 are fulﬁlled in particular for a2 ¼ a2k; b2 ¼ b2k; o2 ¼ oða2k1Þ;
and a1 ¼ a2kþ1; b1 ¼ b2kþ1; y1 ¼ yða2kÞ; for each kX1: By these lemmas we obtain
yðtÞXoða2k1Þ for each tAðI2kÞ1=4 and
yðtÞpyða2kÞ for each tAðI2kþ1Þ1=4; 8kX1:
(
ð76Þ
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Consequently, it implies the existence of a sequence of real numbers skAðak; ak1Þ;
k41; such that
yðs2kÞXoða2k1Þ and yðs2kþ1Þpyða2kÞ; kX1: ð77Þ
Now, by means of (65) and (77), Lemma 2.1 can be used, which it immediately gives
us the desired inequality (71). Thus, Theorem 5.1 is proved. &
Proof of Corollary 5.2. In the sequel, for the sequence ak given by (72) and (73) we
claim that for each eAð0; e0Þ there is an integer kðeÞ such that
M0ð1eÞ
b
bþ1pkðeÞp2M0ð1eÞ
b
bþ1; and
ak1  akpe2 for each kXkðeÞ;
8<
: ð78Þ
where the real number b was deﬁned in (73) and
M0 ¼ 2 b  ab
  b
bþ1
and e0 ¼ b  ab :
In order to prove estimation (78), it is only needed to have in mind the following
elementary fact: for any b40 and kAN; kX2; we have
1
b
1
k
 1þ1=b
p 1
k  1
 1=b
 1
k
 1=b
p 1
b
1
k  1
 1þ1=b
p2
1þ1=b
b
1
k
 1þ1=b
: ð79Þ
So, the sequence ak satisﬁes condition (65). Now, according to Theorem 5.1, we
derive that
dimMyX lim sup
e-0
2 log
R akðeÞ
a
ðoðtÞ  yðtÞÞ dt
log e
 
X lim sup
e-0
2 log
R akðeÞ
a
2ðt  aÞa dt
log e
 
¼ lim sup
e-0
2 log
2
aþ1ðakðeÞ  aÞaþ1
log e
 !
: ð80Þ
It remains to estimate the order of growth for the term akðeÞ  a; for each eAð0; e0Þ:
By reason of (78) and (79) we obviously have
akðeÞ  a ¼ b  a
2
1
kðeÞ
 1=b
X
b  a
2
1
2M0
 1=b
e
1
bþ1 ¼ c1e
1
bþ1;
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where the constant c1 does not depend on e: Putting this estimation in (80) we obtain
dimMyX2 aþ 1bþ 1 ¼
2b aþ 1
bþ 1 ¼ d0:
Thus, the ﬁrst claim from (74) is proved.
As a consequence, since d041 and since the functions from the Sobolev space
W 1;pðIÞ are absolutely continuous on a closed interval %I; from the previous
inequality obviously follows that yeW 1;pða; bÞ: This completes the proof of
(74). &
At the end of this section, we give an example for such a class of functions f ðt; Z; xÞ
satisfying assumptions (65)–(70).
Example 5.3. Let a ¼ 0; and b ¼ 1; and let ak be a sequence of real numbers deﬁned
in Example 2.3. Let *o0 ¼ 2; *y0 ¼ 2; and let oðtÞ ¼ ta; yðtÞ ¼ ta; where aAð0; 1Þ:
Next, let g1ðtÞ and g2ðtÞ be two measurable functions on interval ð0; 1Þ; such that
gkðtÞ40; for each tAð0; 1Þ and k ¼ 1; 2: Let f ðt; Z; xÞ be a function deﬁned by
f ðt; Z; xÞ ¼  g1ðtÞðZ *o0Þþ þ g2ðtÞðZ *y0Þ
þ cðpÞ ð *o0 
*y0Þp
sin p
16
XN
k¼1
ðZ *o0Þ
ð *o0  oða2k1ÞÞ2
sinð p
a2k1a2kðt  a2kÞÞ
ða2k1  a2kÞp Kða2k ;a2k1ÞðtÞ
"
 ðZ
*y0Þþ
ðyða2kÞ  *y0Þ2
sinð p
a2ka2kþ1ðt  a2kþ1ÞÞ
ða2k  a2kþ1Þp Kða2kþ1;a2kÞðtÞ
#
;
where the constant cðpÞ was deﬁned in (43), and KE is the characteristic function of a
set E: It is not difﬁcult to check that the function f ðt; Z; xÞ is continuous in all its
variables and satisﬁes all assumptions of Theorem 5.1. &
6. Lower bound for dimMy
0
In this section, inequality (5) will be veriﬁed. It concerns the following two results.
Theorem 6.1. Let the hypotheses of Theorem 5.1 be still valid. Then for each solution y
of (1) such that yAW 1;ploc ðða; bÞ-C1ða; bÞ-Cð½a; bÞ we have
dimMy
0Xlim sup
e-0
2 log
PN
k¼kðe=2Þ ðoða2k1Þ  yða2kÞÞ
log e
 !
; ð81Þ
where kðeÞ is defined in assumption (65) above.
As an interesting consequence of Theorem 6.1 we have
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Corollary 6.2. Let the hypotheses of Corollary 5.2 be still valid. Then for each solution
y of (1) such that yAW 1;ploc ðða; bÞ-C1ða; bÞ-Cð½a; bÞ we have
dimMy
042 aþ b
1þ b41; ð82Þ
where the numbers a and b are defined in (73) above.
Proof of Theorem 6.1. The proof is mainly based on the following geometric lemma.
Lemma 6.3. Let sk be a decreasing sequence of real numbers from interval ða; bÞ
satisfying
there is an e040 such that for each eAð0; e0Þ there is a kðeÞAN
such that sj1  sjpe=2; for each jXkðeÞ:
(
ð83Þ
Next, let dk be a sequence of real numbers satisfying
d2jþ14d2j and d2jod2j1 for each jX1: ð84Þ
Let zACðða; bÞ be a function such that there is a sequence of real numbers sjAðsj; sj1Þ
satisfying
zðs2jþ1ÞXd2jþ1 and zðs2jÞpd2j for each jX1: ð85Þ
Then we have
dimMzXlim sup
e-0
2 log
PN
k¼kðeÞ ð1Þk1ðdk  dk1Þðsk1  skÞ
log e
 !
;
where kðeÞ is defined in assumption (83). Moreover, if condition (84) is replaced by a
similar one:
d2jþ140 and d2jo0 for each jX1; ð86Þ
then we have
dimMzXlim sup
e-0
2 log
PN
k¼kðeÞ d2kþ1ðs2k  s2kþ1Þ
log e
 !
: ð87Þ
The proof of Lemma 6.3 is omitted, because it is very similar to the proof of
Lemma 2.1.
We proceed with the proof of Theorem 6.1. In this direction, let y be any solution
of Eq. (1) such that yAW 1;ploc ðða; bÞ-C1ða; bÞ-Cð½a; bÞ: In the proof of Theorem 5.1
the existence of a decreasing sequence of real numbers skAðak; ak1Þ; k41; satisfying
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(77) was given. By means of Lagrange’s mean value theorem, it implies the existence
of a decreasing sequence of real numbers skAðsk; sk1Þ; k41; such that
y0ðs2kþ1Þ ¼ yðs2kÞ  yðs2kþ1Þs2k  s2kþ1 X
oða2k1Þ  yða2kÞ
s2k  s2kþ1 ¼ d2kþ140;
y0ðs2kÞ ¼ yðs2k1Þ  yðs2kÞs2k1  s2k p
yða2k2Þ  oða2k1Þ
s2k1  s2k ¼ d2ko0:
According to assumption (65), it is clear that such deﬁned sequence sk veriﬁes
condition (83). Also, it is easy to check that such deﬁned sequences sk; and dk; satisfy
conditions (85) and (86). Now, by means of Lemma 6.3, used in particular for
zðtÞ ¼ y0ðtÞ; we obtain
dimMy
0X lim sup
e-0
2 log
PN
k¼kðe=2Þ d2kþ1ðs2k  s2kþ1Þ
log e
 !
X lim sup
e-0
2 log
PN
k¼kðe=2Þ ðoða2k1Þ  yða2kÞÞ
log e
 !
;
which gives us the proof of inequality (81). &
Proof of Corollary 6.2. According to (72), and (78) and (79), by an easy calculation
we obtain
XN
k¼kðe=2Þ
ðoða2k1Þ  yða2kÞÞX b  a
2
 a XN
k¼kðe=2Þ
1
2k  1
 a=b
 1
2k
 a=b" #
X c
XN
k¼kðe=2Þ
1
2k
 1þa=b
Xc
1
kðeÞ
 1þa=b
Xce
aþb
1þb;
where the constant c40 takes different value that does not depend on k: Having in
mind inequality (81) and taking log; and limsup in the previous inequality, we deduce
that
dimMy
0Xlim sup
e-0
2 log
PN
k¼kðe=2Þ ðoða2k1Þ  yða2kÞÞ
log e
 !
X2 aþ b
1þ b41;
which proves the corollary. &
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7. Upper bound for dimMy
In this section, we give the proof of statements (6) and (7). It will be possible in
particular for the sufﬁciently smooth solutions of (1), to add some new hypotheses
on the function f ðt; Z; xÞ: These hypotheses will be completely balanced with the
existing assumptions of Theorem 5.1.
It concerns the following two results.
Theorem 7.1. Let *yðtÞ be a decreasing and convex function, and let *oðtÞ be an
increasing and concave function, both continuous on ½a; b; such that *yðaÞ ¼ *oðaÞ ¼ 0:
Let *y0; and *o0 be two arbitrarily given real numbers such that *y0p*yðbÞo0 and
0o *oðbÞp *o0: Next, let ak be a decreasing sequence of real numbers from ða; bÞ
satisfying akra and let
there is an e140 such that for each eAð0; e1Þ there is a mðeÞAN
such that aj1  aj44e; for each jpmðeÞ:
(
ð88Þ
Let the function f ðt; Z; xÞ satisfy
f ðt; Z; xÞo0; tAða; bÞ; Z4 *oðtÞ and xAR;
f ðt; Z; xÞ40; tAða; bÞ; Zo*yðtÞ and xAR;
(
ð89Þ
and let for each kAN;
f ðt; Z; xÞ40; tAða2k; a2k1Þ; ZAð*y0; *oðtÞÞ and xAR;
f ðt; Z; xÞo0; tAða2kþ1; a2kÞ; ZAð*yðtÞ; *o0Þ and xAR:
(
ð90Þ
Then for each solution y of (1) such that yAC2ðða; bÞ-Cð½a; bÞ we have
dimMyplim sup
e-0
2 log ðL1;e þ L2;eÞ
log e
 
; ð91Þ
where L1;e and L2;e are two positive numbers defined by
L1;e ¼ ðamðeÞ  a þ 2eÞ½ *oðamðeÞÞ þ j*yðamðeÞÞj þ 2e; ð92Þ
L2;e ¼ e
XmðeÞ
j¼2
½ *oðaj1Þ þ j*yðaj1Þj þ aj1  aj  þ e2mðeÞ; for each eAð0; e1Þ: ð93Þ
Here mðeÞ is defined in assumption (88).
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It is worth mentioning that hypotheses (67)–(70) of Theorem 5.1 and the
hypothesis (89) of Theorem 7.1 are harmonized provided
max
½a2k ;a2k1
oðtÞ ¼ oða2k1Þp *oða2kÞ ¼ min½a2k ;a2k1 *oðtÞ; ð94Þ
min
½a2kþ1;a2k 
yðtÞ ¼ yða2kÞX*yða2kþ1Þ ¼ max½a2kþ1;a2k 
*yðtÞ: ð95Þ
Let us remark that conditions (94) and (95) can be easily veriﬁed in our particular
case below.
Next, let the number dimMlocðy; tÞ denote the locally upper Minkowski–Bouligand
dimension of Gy at a point tA½a; b; that is: dimMlocðy; tÞ ¼
lim supe-0 dimMGy-Beðt; yðtÞÞ; where Beðt; yÞ is a ball in R2 centered at the point
ðt; yÞ with radius e40: As an interesting consequence of Theorem 7.1 we have
Corollary 7.2. For arbitrarily given real number d0; 1od0o2; let the function f ðt; Z; xÞ
satisfy hypotheses (68), (70), (89), and (90) in respect of the data *y0; *o0; yðtÞ; oðtÞ; *yðtÞ;
*oðtÞ; and ak; precisely determined by
ak ¼ a þ ba2 ð1kÞ1=b; kX1;
yðtÞ ¼ ðt  aÞa; and oðtÞ ¼ ðt  aÞa; tAða; bÞ;
*yðtÞ ¼ 2ðt  aÞa; and *oðtÞ ¼ 2ðt  aÞa; tAða; bÞ;
*y0 ¼ *yðbÞ; and *o0 ¼ *oðbÞ;
where 0oaob; ao1 and d0 ¼ 2baþ1bþ1 :
8>>>><
>>>>:
ð96Þ
Then for each solution y of (1) such that yAC2ðða; bÞ-Cð½a; bÞ we have
dimMy ¼ d0 and dimMlocðy; tÞ ¼ 1; for each tAða; b: ð97Þ
Proof of Theorem 7.1. Let y be a solution of Eq. (1) such that
yAC2ðða; bÞ-Cð½a; bÞ: Let us remark that all assumptions of Lemma 3.1 are
fulﬁlled, and so we have *oðtÞpyðtÞp*yðtÞ; tA½a; b: Next, in the appendix of the
paper, the convex and concave properties of smooth solutions of (1) will be explored
in the dependence of the sign of function f ðt; Z; xÞ: Following the observation from
the appendix, assumption (90) shows that y is a concave function in ða2k; a2k1Þ as
well as y is a convex function in ða2kþ1; a2kÞ; kX1: These conclusions imply that that
all hypotheses of Lemma 2.2 are fulﬁlled, and consequently, we have the desired
statements (91)–(93). Thus, Theorem 7.1 is proved. &
Proof of Corollary 7.2. Let y be a solution of Eq. (1) such that
yAC2ðða; bÞ-Cð½a; bÞ: It is easy to check that conditions (94) and (95) are satisﬁed
particularly for the functions yðtÞ; oðtÞ; *yðtÞ; and *oðtÞ deﬁned in (96). By means of
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(79), it is not difﬁcult to check that for the sequence ak deﬁned in (96) we have that
for each eAð0; e1Þ there is an integer mðeÞ satisfying
M1ð1eÞ
b
bþ1pmðeÞp2M1ð1eÞ
b
bþ1;
aj1  aj44e for each j ¼ 2; 3;y; mðeÞ;
8<
: ð98Þ
where
M1 ¼ b  ab24þ2=b
  b
bþ1
and e1 ¼ b  ab24þ2=b: ð99Þ
Regarding (91)–(93) it remains to estimate the term amðeÞ  a: By an easy calculation
from (98) and (99) we obtain
amðeÞ  a ¼ b  a
2
1
mðeÞ
 1=b
pc1e
1
bþ1 for each eAð0; e1Þ;
where and in the sequel the constant c1 takes different values which does not depend
on e: Now, by means of (92) and (96), it implies
L1;ep c1½ðamðeÞ  aÞaþ1 þ ðamðeÞ  aÞeþ ðamðeÞ  aÞaeþ e2
p c1ðe
aþ1
bþ1 þ e
bþ2
bþ1 þ e
aþbþ1
bþ1 þ e2Þpc1e
aþ1
bþ1 for each eAð0;minfe1; 1gÞ: ð100Þ
Similarly, from (93) and (96), for each eAð0;minfe1; 1gÞ; we obtain
L2;ep c1e
XmðeÞ
j¼2
1
j  1
 a
bþc1e
XmðeÞ
j¼1
1
j

Þ
1
bþ1 þ e2mðeÞ
p c1eðmðeÞÞ1
a
b þ c1e
XN
j¼1
1
j
 1
bþ1þe2mðeÞ
p c1ðe
aþ1
bþ1 þ eþ e
bþ2
bþ1Þpc1e
aþ1
bþ1: ð101Þ
Here the following easy fact is used: for any HAð0; 1Þ; there is a constant c40
depending only on H such that
Xn
j¼1
1
j
 H
pcn1H for each nAN:
Now, combining (100) and (101) with (91), we derive
dimMyplim sup
e-0
2 logðL1;e þ L2;eÞ
log e
 
p2 aþ 1
bþ 1 ¼
2b aþ 1
bþ 1 ¼ d0:
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According to this inequality as well as the corresponding one from (74), we have
proved the ﬁrst equality in (97). Finally, from yAC2ðða; bÞ-Cð½a; bÞ follows that
yAW 1;ploc ðða; bÞ; that is yAW 1;pða þ e; bÞ for each e40: Since the functions from the
Sobolev space W 1;pðIÞ are absolutely continuous on a closed interval %I; it implies
that y is a function of bounded variation on ½a þ e; b: It gives us that dimMlocðy; tÞ ¼
1; for each tAða; b; and thus, Corollary 7.2 is proved. &
At the end of this section, we give an example for such a class of the functions
f ðt; Z; xÞ satisfying assumptions (68), (70), (89), and (90).
Example 7.3. Let the data *y0; *o0; yðtÞ; oðtÞ; *yðtÞ; *oðtÞ; and ak; be determined by (96).
Next, let g1ðtÞ and g2ðtÞ be two measurable functions on interval ða; bÞ; such that
gkðtÞ40; for each tAða; bÞ and k ¼ 1; 2: Let f ðt; Z; xÞ be a function deﬁned by
f ðt; Z; xÞ ¼ g1ðtÞðZ *oðtÞÞþ þ g2ðtÞðZ *yðtÞÞ
þ cðpÞ ð *o0 
*y0Þp
sin p
16
XN
k¼1
ðZ *oðtÞÞ
ð *oðtÞ  oða2k1ÞÞ2
sinð p
a2k1a2k ðt  a2kÞÞ
ða2k1  a2kÞp Kða2k ;a2k1ÞðtÞ
"
 ðZ
*yðtÞÞþ
ðyða2kÞ  *yðtÞÞ2
sinð p
a2ka2kþ1 ðt  a2kþ1ÞÞ
ða2k  a2kþ1Þp Kða2kþ1;a2kÞðtÞ
#
;
where tAða; bÞ; ZAR; and xAR: Here the constant cðpÞ was deﬁned in (43), and KE is
the characteristic function of a set E: It is easy to check that f ðt; Z; xÞ satisﬁes the
hypotheses of Corollary 7.2.
8. Order of growth for jjy0jjLp
In this section we consider an inﬂuence of the Minkowski–Bouligand dimension of
the solutions to the order of growth of the singularity of their derivatives. More
precisely, inequality (8) will be proved. The essential role in the proof will be played
by statement (76) which was obtained in the proof of Theorem 5.1 above.
Theorem 8.1. Let the hypotheses of Corollary 7.2 be still valid. Then for any solution y
of Eq. (1) such that yAC2ðða; bÞ-Cð½a; bÞ we have
lim sup
e-0
logðR b
aþe jy0jp dtÞ1=p
log 1=e
XdimMy  1: ð102Þ
Proof. Let y be a solution of Eq. (1) such that yAC2ðða; bÞ-Cð½a; bÞ: As we have
mentioned, the proof is mainly based on statement (76), as well as on (78), and on the
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imbedding of W
1;p
0 into L
N: Indeed, with the help of (76) there is a sequence xj of the
zero-points of y satisfying
yðxjÞ ¼ 0; xjAðaj  jIjþ1j=4; aj þ jIj j=4Þ and ðIjÞ1=4Dðxj; xj1Þ; jX2;
where the following notations are used:
Ij ¼ ðaj; aj1Þ; jIj j ¼ aj1  aj and ðIjÞe ¼ ½aj þ ejIjj; aj1  ejIjj:
Let us mention that in the space W
1;p
0 ðOÞ we have the following known fact (see
for instance in [2, Theorem 9.12, p. 166]): there is a constant cp40 such that
yAW 1;p0 ðOÞ; and p4N implies sup
O
jyjpcpjOj1=N1=pjjryjjp:
In particular, for N ¼ 1 and O ¼ ðxj; xj1Þ we have yAW 1;p0 ðxj; xj1Þ and so
sup
ðxj ;xj1Þ
jyjpcpjxj  xj1j11=pjjy0jjLpðxj ;xj1Þ;
that is to say
jjy0jjp
Lpðxj ;xj1ÞXc
p 1
jxj  xj1jp1
sup
ðxj ;xj1Þ
jyj
 !p
; jX2; ð103Þ
where the constant c40 does not depend on j than only on p: It is clear that from
(78) and (96) we have that a þ epakðeÞ; for each eAð0; e2Þ; where
e2 ¼ min b  ab ;
b  a
2
1
2M0
 1=b !ðbþ1Þ=b8<
:
9=
;;
and where kðeÞ has been determined in (78). Now, because of (103) it immediately
implies
jjy0jjp
Lpðaþe;bÞX
XkðeÞ
j¼2
jjy0jjp
Lpðxj ;xj1ÞXc
p
XkðeÞ
j¼2
1
jxj  xj1jp1
sup
ðxj ;xj1Þ
jyj
 !p
: ð104Þ
Also, from (76) and (96) we can derive the following two estimations:
supðxj ;xj1Þ jyjX supðIjÞ1=4 jyjXð
ajþaj1
2
 aÞa;
jxj  xj1jp32 ðaj2  aj1Þ; jX3:
(
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Putting these inequalities into (104) we obtain
jjy0jjp
Lpðaþe;bÞXc
p 2
3
 p1 XkðeÞ
j¼3
aj þ aj1
2
 a
 ap
1
ðaj2  aj1Þp1
; eAð0; e2Þ: ð105Þ
Let us remark (see (79)) that
aj þ aj1
2
 a ¼ b  a
4
1
j
 1=b
þ 1
j  1
 1=b" #
Xc1
1
j
 1=b
;
aj2  aj1 ¼ b  a
2
1
j  2
 1=b
 1
j  1
 1=b !
pc1
1
j  1
 1þ1=b
:
Here and in the sequel the constant c1 takes different values which does not depend
on j: Thus, we may conclude
XkðeÞ
j¼3
ðajþaj1
2
 aÞap 1ðaj2  aj1Þp1
Xc1
XkðeÞ
j¼3
1
j
 ap=b
1
ð1
j
Þð1þ1=bÞðp1Þ
j  1
j
 ð1þ1=bÞðp1Þ
Xc1
XkðeÞ
j¼3
j
ð1þ1bÞðp1Þ
ap
b :
Now, the previous inequality together with (105) implies
jjy0jjp
Lpðaþe;bÞXc1
XkðeÞ
j¼3
j
ð1þ1bÞðp1Þ
ap
bXc1ðkðeÞÞð1þ
1
bÞðp1Þ
ap
bþ1; eAð0; e2Þ; ð106Þ
where the following elementary fact has been exploited: for any gAð1;NÞ and for k
large enough there is a constant c40 depending only on g such that
Xk
j¼3
jgXckgþ1:
We have used this inequality particularly for g ¼ ð1þ 1bÞðp  1Þ  apb4 1: Indeed,
because of d041 and (96), by an easy calculation we obtain
1þ 1
b
 
ðp  1Þ  ap
b
þ 1 ¼ bþ 1
b
p 1 1
p
 
 a
bþ 1þ
1
p
b
bþ 1
 
¼ bþ 1
b
p d0  1
p
 b
bþ 1 1
1
p
  
4
bþ 1
b
p 1 1
p
 b
bþ 1 1
1
p
  
¼ p  1
b
40:
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Finally, taking the p-root in (106) we obtain
jjy0jjLpðaþe;bÞX c1ðkðeÞÞ
ð1þ1bÞð1
1
p
Þabþ
1
p ¼ c1ðkðeÞÞ
bþ1
b ð1
1
p
Þ1b ðabÞþð
1
p
1Þ
X c1
1
e
 ð11
p
Þ 1bþ1ðabÞþð
1
p
1Þ bbþ1¼ c1 1e
 2baþ1
bþ1 
1
p 1
e
 ð1
p
1Þ bbþ1
¼ c1 1e
 dimM y1pðeÞð11pÞ bbþ1Xc1 1e
 dimM y1pðeÞ11p ¼ c1 1e
 dimM y1
;
for each eAð0;minfe2; 1gÞ: Here statements (78), (96) and (97) have been used.
Taking the log; and the lim sup on both sides in the previous inequality, we
obviously deduce the desired conclusion of the theorem. &
9. Change of the fractional dimension
In this section, we present a way to change the fractional dimension of solutions of
Eq. (1). As the base, two different parameters will be placed on the right-hand side of
(1). It leads us to a double-parametric problem:
ðjy0l;njp2y0l;nÞ0 ¼ lpf ðtl=n; yl;n; y0l;nÞ in ð0; n1=lÞ;
yl;nð0Þ ¼ yl;nðn1=lÞ ¼ 0;
yl;nAW
1;p
loc ðð0; n1=lÞ-Cð½0; n1=lÞ; lX1; nX1:
8><
>>: ð107Þ
Using the techniques from Sections 5 and 7, we are able to study the dependence of
the fractional dimension of solutions of Eq. (107) in respect of the parameters l and
n: It is the subject of the following theorem.
Theorem 9.1. For arbitrarily given real number d0; 1od0o2; let yl;n be a family of
solutions of Eq. (107). The following two cases are considered.
(i) Let l ¼ 1 and let the function f ðt; Z; xÞ satisfy the hypotheses of Corollary 7.2 in
particular for a ¼ 0; and b ¼ 1: Then for each solution yl;n of (107) such that
yl;nAC2ð0; n1=lÞ we have
dimMyl;n ¼ d0 for any nX1: ð108Þ
(ii) Let l41 and let the function f ðt; Z; xÞ satisfy the hypotheses of Corollary 5.2 in
particular for a ¼ 0; and b ¼ 1: Then for each solution yl;n of (107) we have
dimMyl;n4d0 for any nX1: ð109Þ
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Moreover, there is a l041 depending only on d0 such that for each l4l0; we have
dimMyl;n4
l2d0 þ lðd0  1Þ þ 1
l2 þ 1 for any nX1: ð110Þ
Proof. Putting y˜ðsÞ ¼ yl;nððnsÞ1=lÞ in Eq. (107) it can be transformed into the
following one:
 d
ds
ðsðp1Þð11=lÞ dy˜
ds
### ###p2 dy˜dsÞ ¼ np=l 1s11=l f ðs; y˜; ln1=ls11=l dy˜dsÞ in ð0; 1Þ;
y˜ð0Þ ¼ y˜ð1Þ ¼ 0;
y˜AW 1;ploc ðð0; 1Þ-Cð½0; 1Þ:
8>><
>>:
ð111Þ
For the case as l ¼ 1; where the hypotheses of Corollary 7.2 are supposed, the
differential operator—the left-hand side in (111), is the same as the corresponding
one in (1). Also, the nonlinear term—the right-hand side in (111), satisﬁes all of the
extra hypotheses as the function f ðt; Z; xÞ: Thus, the conclusion for l ¼ 1
immediately follows from Corollary 7.2.
However, for the case as l41; where the hypotheses of Corollary 5.2 are supposed,
Eq. (111) is a class of degenerate equations. It may be rewritten in the form
ðgðtÞjy0jp2y0Þ0 ¼ gðt; y; y0Þ in ð0; 1Þ;
yð0Þ ¼ yð1Þ ¼ 0;
yAW 1;ploc ðð0; 1Þ-Cð½0; 1Þ;
8><
>: ð112Þ
where gðtÞ and gðt; Z; xÞ are deﬁned by
gðtÞ ¼ tðp1Þð11=lÞ and gðt; Z; xÞ ¼ np=l 1
t11=l
f t; Z;
l
n1=l
t11=lx
 
: ð113Þ
Let us remark that problem (112)–(113) is a particular case of Eq. (11). Also it is
clear that the functions gðtÞ and gðt; Z; xÞ satisfy the main hypotheses of Lemma 3.3
as well as of Lemmas 4.5 and 4.6. Now, by means of Lemma 3.3 for each solution y
of Eq. (112) we derive
*y0pyðtÞp *o0 for each tA½0; 1: ð114Þ
Here and in the sequel, the constants *o0; and *y0; the intervals I2kþ1; I2k; ðI2kþ1Þ1=4;
and ðI2kÞ1=4; and the sequence ak are already determined in Section 5.
Next, by means of Lemmas 4.5 and 4.6 for each solution y of Eq. (112) we have
if yðtÞX*y0; tAI2k then yðtÞXoða2k1Þ; tAðI2kÞ1=4; ð115Þ
if yðtÞp *o0; tAI2kþ1 then yðtÞpyða2kÞ; tAðI2kþ1Þ1=4: ð116Þ
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As a consequence of (114)–(116), we ﬁrst conclude that any solution y˜ of (111)
satisﬁes
y˜ðs2kÞXoða2k1Þ and y˜ðs2kþ1Þpyða2kÞ; kX1 ð117Þ
for some s2kAða2k; a2k1Þ and s2kþ1Aða2kþ1; a2kÞ: Since y˜ðsÞ ¼ yl;nððnsÞ1=lÞ; and
denoting bj ¼ ðnajÞ1=l; we have that any solution yl;n of (107) satisﬁes
yl;nðt2kÞXo b
l
2k1
n
 
and yl;nðt2kþ1Þpy b
l
2k
n
 
ð118Þ
for some t2kAðb2k; b2k1Þ and t2kþ1Aðb2kþ1; b2kÞ: It is clear that the numbers oða2k1Þ
and yða2kÞ also satisfy
oða2k1Þ ¼ oðb
l
2k1
n
Þ
¼ maxfoðtl=nÞ : tA½b2k; b2k1g ¼ maxfðtl=nÞa : tA½b2k; b2k1g;
yða2kÞ ¼ yðb
l
2k
n
Þ
¼ minfyðtl=nÞ : tA½b2kþ1; b2kg ¼ minfðtl=nÞa : tA½b2kþ1; b2kg:
8>>><
>>>:
ð119Þ
Now, because of (72) and similar to the proof of Corollary 5.2, especially for a ¼ 0;
b ¼ n1=l; yðtÞ ¼ ðtl=nÞa; oðtÞ ¼ ðtl=nÞa and bk ¼ ðn=2Þ1=lð1=kÞ1=ðlbÞ; from
(118)–(119) we obtain
dimMyl;nX lim sup
e-0
2 log
R bkðeÞ
0 2ðtl=nÞa dt
log e
 !
X lim sup
e-0
2 ðalþ 1Þlog bkðeÞ
log e
 
: ð120Þ
It remains to determine kðeÞ and to estimate bkðeÞ: Following the same procedure as
in the proof of Corollary 5.2, we derive that for each eAð0; e3 ¼ n
1
l2
2þ 1lb
1
l
lb Þ there is an
integer kðeÞ satisfying
M3ð1eÞ
lb
lbþ1pkðeÞp2M3ð1eÞ
lb
lbþ1 where M3 ¼ n
1
l2
2þ 1lb
1
l
lb
0
@
1
A
lb
lbþ1
; and
bj1  bjpe2; for each jXkðeÞ:
8>><
>>>:
It implies that
bkðeÞ ¼ ðnakðeÞÞ
1
l ¼ n
2
 1
l 1
kðeÞ
 1=lb
X
n
2
 1
l 1
2M3
 1=lb
e
1
lbþ1; for each eAð0; e3Þ:
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Putting this inequality in (120) we obtain
dimMyl;nX2 laþ 1lbþ 142
aþ 1
bþ 1 ¼ d0:
Thus, inequality (109) is proved. At the same time, involving (73) in the previous
inequality we can clearly derive the desired inequality (110) too, and so, all the
conclusions of the theorem are proved. &
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Appendix A
In appendix, some remarks concerning the convexity as well as the existence of at
least one solution of (1) are given.
Remark A. In obtaining statement (35) of Lemma 3.1, as well as in the proof of
Theorem 7.1, we have used the following elementary facts:
if  ðjy0jp2y0Þ040 in ða0; b0Þ then y is a concave function in ða0; b0Þ;
if  ðjy0jp2y0Þ0o0 in ða0; b0Þ then y is a convex function in ða0; b0Þ;
(
ðA:1Þ
where ða0; b0Þ is an arbitrarily given open interval and yAC2ða0; b0Þ: In order to
prove (A.1), it is enough to show only one of these statements, for instance the ﬁrst
one. We ﬁrst conclude that
there is at most one point tnAða0; b0Þ such that y0ðtnÞ ¼ 0: ðA:2Þ
Indeed, if there are two different points sn; tnAða0; b0Þ; such that sno tn and y0ðtnÞ ¼
y0ðsnÞ ¼ 0 then by direct integration of (A.1) over the set ðsn; tnÞ we obtain
0 ¼ ðjy0jp2y0Þ0jtnsn ¼
Z tn
sn
ðjy0jp2y0Þ0 dt40;
which is not possible. Thus, statement (A.2) holds true. According to (A.2), we will
make differences between two cases.
Case 1. Let y0ðtÞa0 for each tAða0; b0Þ: By an easy calculation, we obtain
ðp  1Þjy0jp2y00 ¼ ðjy0jp2y0Þ040; 8tAða0; b0Þ;
that is y0040 in ða0; b0Þ: Thus, y is a concave function in ða0; b0Þ:
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Case 2. Let there be a point tnAða0; b0Þ such that y0ðtnÞ ¼ 0: By direct integration
of (A.1) over the sets ðt; tnÞ where tAða0; tnÞ; and ðtn; tÞ where tAðtn; b0Þ; we obtain
jy0jp2y0ðtÞ ¼
Z tn
t
ðjy0jp2y0Þ0 dt40; 8tAða0; tnÞ
and
jy0jp2y0ðtÞ ¼
Z t
tn
ðjy0jp2y0Þ0 dt40; 8tAðtn; b0Þ;
that is
y0ðtÞ40 for each tAða0; tnÞ and y0ðtÞo0 for each tAðtn; b0Þ:
It also implies that y is a concave function in ða0; b0Þ: &
Remark B. In particular for p ¼ 2; a ¼ 0 and b ¼ 1 it is easy to obtain the existence
of at least one solution of (1) having in mind some known results about the technique
of lower and upper solutions. See for instance [9,11].
Let a1 be an arbitrarily given real number, 0oa1o1: Next, let the Carathe´odory
function f ðt; Z; xÞ satisfy the structure hypothesis:
there is a gAL1locðð0; 1Þ such that
jf ðt; Z; xÞjpgðtÞ; a:e: tAð0; 1Þ; ZA½ylowðtÞ; yupðtÞ; xAR;
(
ðA:3Þ
and the following extra hypotheses:
f ðt; Z; xÞo0; tAð0; a1Þ; Z4 *oðtÞ; xAR;
f ðt; Z; xÞ40; tAð0; a1Þ; Zo*yðtÞ; xAR
(
ðA:4Þ
and
jf ðt; Z; xÞjp 2a
1 a1
1 a
t2a
þ 1þ a
t1a
 
; a:e: tA½a1; 1; ZA½ylowðtÞ; yupðtÞ; xAR; ðA:5Þ
where
*oðtÞ ¼ 2ta and *yðtÞ ¼  *oðtÞ; and aAð0; 1Þ;
yupðtÞ ¼ 21a1 tað1 tÞ; and ylowðtÞ ¼ yupðtÞ; tAð0; 1Þ:
(
ðA:6Þ
Supposing that p ¼ 2; a ¼ 0 and b ¼ 1 we claim that
there is a solution yAW 1;2loc ðð0; 1Þ-Cð½0; 1Þ of ð1Þ such that
ylowðtÞpyðtÞpyupðtÞ; tA½0; 1:
(
ðA:7Þ
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It is clear that assumption (A.4) is included in the corresponding condition (89).
Next, in Corollary 7.2, the number a1 is taken to be the ﬁrst point of the sequence ak
deﬁned in (96). Since hypotheses (68), (70) and (90) correspond particularly to the
interval where tAð0; a1Þ; we have that assumptions (A.3)–(A.5) completely
correspond to the main hypotheses of Corollary 7.2. Therefore, this existence result
(A.7) is still valid adding the main assumptions of Corollary 7.2.
In order to prove (A.7), according to the observations from Chapter 14 of
O’Regan’s book [11, Theorem 14.5, p. 171], it is only needed to check that the
functions ylowðtÞ and yupðtÞ deﬁned in (A.6) are the lower and upper solutions of (1)
such that ylowpyupAW 1;2loc ðð0; 1Þ: Indeed, by an easy calculation we derive that
y00upðtÞ ¼ 2a1a1ð1at2a þ 1þat1aÞ40; tAð0; 1Þ;
y00lowðtÞ ¼ y
00
upðtÞ; tAð0; 1Þ;
yupðtÞX *oðtÞ and ylowðtÞp*yðtÞ; tA½0; a1;
ylowðtÞpyupðtÞ; tA½0; 1:
8>><
>>>:
ðA:8Þ
Now, combining (A.4) and (A.5) with (A.8) we obtain
y00lowðtÞpf ðt; ylow; y0lowÞ in ð0; 1Þ and ylowAW 1;2loc ðð0; 1Þ-Cð½0; 1Þ;
y00upðtÞXf ðt; yup; y0upÞ in ð0; 1Þ; and yupAW 1;2loc ðð0; 1Þ-Cð½0; 1Þ: &
(
ðA:9Þ
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