Abstract-In this paper, we propose a framework for providing differentiated contention resolution in photonic packet-switched networks by exploiting recirculation buffering and deflection routing. We develop an analytical model to evaluate the packet loss probability and the end-to-end delay for different buffering and deflection routing schemes, and we investigate the effectiveness of the control schemes in providing differentiated loss and delay. The accuracy of the analytical model is confirmed by simulation.
I. INTRODUCTION
With the exponential growth of Internet traffic, nextgeneration packet-switched networks must provide extremely fast data transmission rates as well as support for diverse quality of service (QoS). Dense Wavelength Division Multiplexing (DWDM), as a key transmission technology [1] , can support transmission rates of more than 1 Tbit/s on a single fiber. To fully utilize such high data rates, photonic packet-switched networks have been proposed, in which data packets can be transmitted transparently in the optical domain.
In addition to bandwidth requirements, emerging packetswitched networks are also expected to satisfy loss and delay requirements for different applications. In most packet switching networks, packet loss and end-to-end delay result from packet contention, which occurs when two or more incoming packets need to be forwarded to the same output at the same time. In optical networks, approaches to resolving contention include wavelength conversion, buffering, and deflection routing.
In wavelength conversion, a contending packet can be converted from one wavelength to another in order to avoid conflict. Although this method has been studied in many works, it may have limited practicality, since all-optical wavelength conversion technology is immature and wavelength converters are expected to remain expensive in the foreseeable future [2] .
In buffering, contending packets are temporarily stored and forwarded at a later time. In optical networks, optical fiber delay lines [3] can be utilized to delay packets for a fixed amount of time. A limitation of this scheme is that the fiber delay lines may be bulky and may increase end-to-end delay.
In deflection routing, a packet is forwarded to an alternative output port if its primary output port is occupied by another packet. Thus, the links in the network are acting as buffers [4] , [5] . Consequently, packet loss probability in the network This work was supported in part by the National Science Foundation (NSF) under grant ANNI-01-33899.
can be decreased without increasing the cost of the photonic switch. Nevertheless, deflection routing may lead to increased end-to-end packet delay.
In this paper, we propose a framework for differentiated contention resolution which exploits recirculation buffering and deflection routing schemes. The proposed differentiated contention resolution scheme includes different buffering and different deflection schemes for different classes of traffic. Specifically, for buffering schemes, we can limit the buffer usage and the recirculation times of packets; for example, traffic with relaxed loss requirements may be restricted to use only a subset of the total available buffers. In this case, some buffers will be reserved only for higher priority traffic. The deflection policy can also be varied depending on the class of traffic. For example, traffic which is loss sensitive could be deflected, while traffic which is delay sensitive would not be deflected. Within the framework, we first define the buffering and deflection parameters that can be varied to provide differentiation, and then we specify the buffering and deflection policies applied to different classes of traffic. An analytical model is then developed to evaluate the performance of the proposed schemes, and the accuracy of the analysis is verified through simulation.
The rest of this paper is organized as follows. In Section II, we elaborate on differentiated contention resolution schemes for supporting different QoS requirements. An analytical model is proposed in Section III to evaluate the loss and delay performance of different buffering and deflection routing schemes. Section IV provides numerical results and discussions. Finally, Section V concludes the paper.
II. DIFFERENTIATED CONTENTION RESOLUTION
In this section, we first provide the switch architecture with recirculation buffers, and we present a label-based forwarding scheme for supporting differentiated service. We then discuss various buffering and deflection routing schemes for providing differentiated contention resolution.
A. Switch Architecture
One objective in network design is to minimize implementation costs. Thus, we assume that there are no wavelength converters in the network, and we also assume that only a small number of optical buffers, i.e., fiber delay lines, are available in a switch. Based on the assumptions above, we consider the generic switch architecture shown in Fig. 1 . In this switch, there is a central routing control processor which has the capability to perform control functions. Each input is connected to the switching element via a fixed-length fiber delay line, such that the propagation delay in the fiber is sufficient for the controller to process the header and configure the switch. Some ports of the switching element are connected to add/drop units, which can be used to add and drop local traffic. We assume that packets arrive asynchronously and the length of each packet is L time units. K recirculation buffers, which connect the switch outputs to the switch inputs via fiber delay lines, are used to resolve packet contention. In this manner, one fiber delay line can be shared by packets from different input ports at different times. In this paper, we assume that each fiber delay line in the recirculation buffers can delay a packet for L time units.
B. Label-Based Forwarding Scheme
To support differentiated service in photonic packetswitched networks, we apply a label-based control scheme for forwarding packets. This method is similar to the method used in MPLS in that a label-path that satisfies certain QoS requirements must be set up before a packet can be sent into the network. The main difference between two methods is that, in the proposed scheme, the label may be distributed to all nodes in the network, and multiple alternative outputs may be specified for each label in the forwarding table so that deflection routing can be supported. Since each node forwards packets according to the label, the complexity in forwarding can be minimized. Furthermore, by establishing different labelpaths for different services, the proposed scheme can support existing QoS schemes such as flow-based Integrated Services (IntServ) and class-based Differentiated Services (DiffServ).
Label-paths can either be set up statically for different classes of traffic, or can be set up dynamically upon requests. In this paper, we assume that label-paths are established offline in a static manner.
C. Differentiated Contention Resolution
Based on different loss and delay requirements, differentiated service can be implemented by different buffering and different deflection routing policies within the label-based control scheme. We define a control vector,
, corresponding to a label path, in which K l is the subset of the total number of buffers that packets of a given label l can use. M l is the maximum number of times that a packet is allowed to recirculate in the buffers. D l represents the deflection routing policy, and A l is the number of deflection alternatives.
In this paper, we consider a buffering-first policy. That is, a packet will be forwarded to buffers if the primary output port is occupied by another packet, then the packet will be forwarded to one of its predefined deflection output ports if the buffers are not available. The details of the control scheme are as follows.
limit of buffer usage We can limit the number of buffers that a flow or class can use. Specifically, from a packet loss perspective, all of the buffers may be used by high priority traffic, while only a subset of the buffers may be used for low priority traffic. In this manner, some buffers are dedicated to higher priority applications in order to guarantee lower packet loss.
M
l : limit of recirculation time In general, we must limit the overall time that a packet can stay in the switch, otherwise, one packet may recirculate indefinitely in the system. The maximum number of times that a packet may traverse a recirculation buffer may also be utilized for service differentiation purpose. Intuitively, a larger limit may lead to lower packet loss while increasing the buffering delay.
D
l : deflection routing algorithm Deflection schemes can be classified based on whether or not loops are allowed. Loops occur when a packet is forwarded to a node which has already been visited on the path to the destination. An example of deflection routing which allows loops is shortest-path deflection (SPD), in which all possible outputs are sorted by distance to the destination. If the primary output of an incoming packet is occupied, the switch will try to forward it to the output that is available and has the shortest distance to the destination. By allowing loops in the network, SPD provides lower packet loss under lower traffic load but incurs higher end-to-end delay. An example of loopless deflection is destination-based loopless deflection (D-LLD) [5] , in which forwarding tables are set in a manner that avoids loops. Since D-LLD does not allow loops in the network, the maximum end-to-end propagation delay is limited.
A l : number of deflection alternatives The number of deflection alternatives is the maximum number of alternative output ports on which a packet can be forwarded. In non-deflection schemes, the number of deflection alternatives is equal to one. Therefore, each node has to maintain only the primary output port in forwarding table for a given label path. In this case, if the primary output is occupied, then the packet will be dropped. For example, when the shortest path (SP) scheme is used, the primary output to a given destination can be determined by running Dijkstra's shortest path algorithm to find the output. In this case, the control vector for the label path can be expressed as:
. If the number of deflection alternatives is greater than one, then each node must maintain multiple alternative output ports for a given label path. In this case, the packet loss ratio may be smaller than non-deflection schemes. However, deflection may also increase the end-to-end propagation delay.
We now use an example to illustrate the differentiation scheme. Consider a network where each node has 3 recirculation buffers and suppose three classes of traffic, loss sensitive, delay sensitive, and best effort traffic, have to be supported. To support loss sensitive traffic, we can define control vector V 0 = [3, 3, SPD, 2], in which three buffers are used, recirculating times are limited to three, SPD is used, and the number of deflection alternatives is equal to two. To support delay sensitive traffic, a control vector V 1 = [3, 1, D-LLD, 2] can be defined, in which three buffers are used, recirculating times are limited to one, D-LLD is used, and the number of deflection alternatives is equal to two. To support best effort traffic, a control vector V 2 = [0, 0, SP, 1] can be defined, in which no buffering is allowed, and no deflection is allowed. We will show the performance of this scheme in Section IV.
III. ANALYTICAL MODEL
In this section, we present an analytical model to evaluate the packet loss and delay performance of different buffering and deflection routing schemes. The analysis may be applied to any arbitrary mesh topology. The main idea in this analytical model is to calculate loss probability for each connection by using a reduced load approximation algorithm.
We first separate traffic in a network into different flows, where each flow consists of packets that have the same source and destination and that require the same quality of service. For any flow f , we assume that packets arrive according to a Poisson process with rate λ f . To simplify the analysis, we assume that there is no wavelength conversion; thus, we only consider a single wavelength plane. Therefore, we can model each link as an M/D/1/1 queuing system. Let λ ij be the packet arrival rate on link ij and P ij be the packet blocking probability on link ij. The packet blocking probability on link ij can be given as:
For a given flow f , we denote λ f ij as the packet arrival rate on link ij . Then we have: 
The parameter λ f i can be calculated as
(4) From Eq. (3) and Eq. (4) we can observe that, for a given flow f , the attempted arrival rate to buffers at node i is
We let P fb i be the conditional probability that packets can not depart from the primary output w f i (1) given that these packets have entered buffers on node i. Therefore, λ fb i can be calculated as
To calculate the conditional probability P fb i , we make the following assumptions:
• each packet can enter the fiber delay line at a given node up to M f times;
• the probability that no fiber delay line is available on node i is P b i . Since the length of any fiber delay line is L units, one packet that leaves a buffer and enters the switching element can use the same buffer if there is no limitation to enter again. Therefore, we have
IV. NUMERICAL RESULTS
In this section, we evaluate the performance of different contention resolution schemes through simulation and analysis. A 14-node topology, illustrated in Fig. 2 , is used to conduct the experiments. Each link represents a bi-directional channel with 10 Gb/s transmission rate, and the numbers on each link denote the physical length in units of 100 kilometers. We assume that the arrival of packets follows a Poisson process and that the length of each packet is 10 Kb. We further assume that the traffic is uniformly distributed over all source-destination pairs. For buffering we assume there are three recirculation buffers on each node, all with one unit of length. Fig. 3 shows the simulation and analysis results for different buffering schemes, where we use SP as the routing algorithm. We assume that there are three classes of traffic in the network and that the total traffic load is distributed evenly among these three classes. We evaluate the three different buffering schemes for supporting these three classes of traffic. Specifically, we use control vector V 0 = [3, 3, SP, 1] to support Class 0 (C 0 ) traffic; and use control vectors V 1 = [3, 1, SP, 1] and V 2 = [3, 0, SP, 1] for class 1 (C 1 ) and class 2 (C 2 ) traffic, respectively. Fig. 3 (a) illustrates packet loss versus load for the different schemes. We observe that, by limiting the number of times that a packet can enter a buffer, we can provide differentiated packet loss. As expected, a larger limit can lead to a smaller loss ratio. Fig. 3 (b) illustrates the delay performance of different schemes. We see that a larger buffer limit also leads to higher endto-end delay. We observe that our buffering schemes have successfully provided differentiated service. Fig. 4 compares the simulation and analysis results for different deflection routing schemes without buffers. We also assume that the total traffic load is distributed evenly among three classes of traffic. The corresponding control vectors for the label paths are Fig. 4 (a) shows the packet loss for the different schemes. It can be observed that C 0 has the lowest packet loss rate; thus, it can be used to support losssensitive traffic that does not have strict delay requirements. Fig. 4 (b) shows the average delay versus load for the different schemes. We note that the average delay of C 1 traffic remains stable over a large range of traffic loads; thus, C 1 can be used to support traffic with guaranteed delay requirements. Finally, C 2 can be used to support best effort traffic.
In addition to the experiments above, we also found that the performance could be further improved by combining the buffering and deflection routing schemes together. However, due to limited space, these results are not shown.
The above results also show that the packet loss and delay analysis is highly accurate for all buffering and deflection routing schemes under different traffic loads.
V. CONCLUSION In this paper, we proposed a framework for differentiated contention resolution in photonic packet-switched networks. In this framework, different recirculation buffering and deflection routing schemes can be applied. An analytical model is also developed to evaluate the packet loss probability and the endto-end delay for different schemes. Simulation and analysis results show that our scheme can provide sufficient options for supporting differentiated service requirements. The results also show that our analytical model is highly accurate.
