This paper introduces a new approach to generate the orthogonal complementary (OC) codes suitable for new generation CDMA applications, characterized by isotropic multiple access interference (MAI) free and multipath interference (MI) free properties. The code design methodology proposed in this paper is named as ''Real Environment Adaptation Linearization'' (REAL) approach and it takes into account major impairing factors existing in real applications, such as MAI, MI, asynchronous transmissions and random signs in consecutive symbols. A CDMA system using the generated codes can ensure a truly interference-free operation. Two important facts will be revealed by the analysis given in this paper. First, implementation of an interference-free CDMA will never be possible unless using complementary code sets, such as the OC code sets. In other words, all traditional spreading codes working on an one-code-per-user basis are not useful for implementation of an MAI-free and MIfree CDMA system. Second, to enable the interference-free CDMA operation, the flock size of the OC codes should be made equal to the set size of the codes, implying that a OC code set can support as many users as the flock size of the code set. A systematic search has been carried out to generate the super-set of various OC codes with the help of carefully selected seed codes belonging to distinct sub-sets. This paper will also propose an implementation scheme based on multi-carrier CDMA architecture and its performance is compared by simulations with the ones using traditional spreading codes.
Introduction
It is well known that the performance of a CDMA system is always interference-limited due to the presence of multiple access interference (MAI) and multipath interference (MI), the former stemmed from non-ideal crosscorrelation functions amid all spreading codes and the latter caused by non-trivial auto-correlation side lobes of any individual code used in the system. A direct consequence from such interference-limited property is that the capacity of all currently available CDMA-based 2-3G wireless systems [1] [2] [3] [4] [5] can offer a capacity equal to merely about one-third to a half of its processing gain, even using so called orthogonal codes (such as Walsh-Hadamard sequences [12] , OVSF codes [3] [4] [5] , etc.). As the core technologies of 2G and 3G CDMA systems are very similar, we would like to refer them as to the first generation CDMA (1G-CDMA) technologies, all of which make use of traditional unitary spreading codes for channelization and need a great deal of auxiliary sub-systems, such as the power control and RAKE, etc., to mitigate the problems associated with the spreading codes, such as near-far effect and multipath interference, etc.
Being the most important part of the CDMA technologies, the spreading codes or signature codes play a critical role in overall performance of a CDMA system. It has to be admitted that many problems existing in the current 2-3G CDMA systems, such as low capacity, slow transmission rate and complex system implementation and so on, are because of unsatisfactory properties of the spreading codes adopted by the systems. For instance, the choice of WalshHadamard sequences and OVSF codes in IS-95 [1, 2] and WCDMA [3, 4] standards, respectively, has made it impossible to ensure a symmetric data throughput in their up-link and down-link channels at the very beginning of the system design, because of their completely different correlation characteristics in asynchronous and synchronous transmission modes.
The study on spreading codes for CDMA applications is a traditional research topic and many candidate codes have been found in the literature, such as Gold codes [6] , GMW codes [7] , No codes [8] , Bent sequences [9] , Kasami codes [11] , m-sequence [10] , Walsh-Hadamard sequence [12] and OVSF codes [3] [4] [5] , to just name a few as examples, all of which are unitary codes, meaning that only one code should be assigned to each user. Some of them have already been integrated into 2-3G mobile cellular standards as an indispensable part of the systems. The problems associated with those systems based on the traditional spreading codes were mainly attributable to the fact that their design approaches simply ignored real application scenarios in a wireless system, such as uplink asynchronous transmissions, varying signs in bit stream and multipath interference. In fact, they were generated and applied to the systems based only on the knowledge of seemly acceptable properties in their periodic auto-correlation and cross-correlation functions, which are This work was supported by National Science Council, Taiwan, under the research grants NSC 94-2213-E-110-014 and NSC 95-2213-E-110-008. relevant only to the down-link synchronous operation in a real system without multipath interference. However, a wireless system has to cope with many other impairing factors, the most serious one of which is multipath interference. Without considering them, any attempt to design a spreading code set will never meet our requirements.
Very recently, the CDMA technologies have faced a serious challenge from other multiple access technologies for the next generation wireless applications, which require much higher data rate than current 2-3G systems. One of such possible candidates is orthogonal frequency division multiple access (OFDMA), which works on dividing users according to the different sets of tones. It can offer a relatively high bandwidth efficiency if compared to the existing CDMA technologies. It is likely that 4G wireless will probably run on a non-CDMA based platform, leaving CDMA technologies lag behind other competing multiple access technologies. However, OFDMA has also its own problems, such as its sensitivity to peak-to-average-power ratio (PAPR), etc. On the other hand, CDMA has still its potential to be a primary air-link technology due to its unique features (such as powerful processing gain, etc.), if it can be evolved into next generation.
Motivated by the call for innovation of CDMA technologies, in this paper we intend to propose a new methodology to generate ideal spreading codes as an effort to improve the performance of the current CDMA systems. In particular, we will make use of an algebraical approach, known as ''Real Environment Adaptation Linearization'' (REAL) approach, for spreading code design and generation by taking into account major operational scenarios such that resultant spreading codes should effectively address those adverse operational conditions in their code structure. To make the study as general as possible, we should not limit our attention to the candidates in some particular code form. Instead, we would rather start from a mathematical problem that covers all possible codes, either real or complex and either unitary or complementary codes. Therefore, the design problem will be formulated initially from complementary codes, as any non-complementary codes are only the special cases with the flock size being one.
Nevertheless, as the results obtained in this paper are related closely to complementary codes, its history has to be briefed in the sequel. The complementary codes were first introduced by Golay in 1961 [13] . Later in 1963, Turyn studied the ambiguity functions of the complementary codes for their possible applications in radar systems [14] . Both Golay and Turyn studied pairs of binary complementary codes whose autocorrelation function is zero for all even shifts except the zero shift. Suehiro [15] extended the concept to generation of so called complete complementary (CC) codes whose autocorrelation function is zero for all even and odd shifts except the zero shift and whose cross-correlation function for any pair is zero for all possible shifts. The work carried out in [15] had paved the way for possible applications of the CC codes in CDMA systems, a possible architecture of which has been proposed and studied in [16] . However, the major problem with the CC codes is its very small set size, given a certain PG value. Specifically, it can only support L 1=3 users with its PG being equal to L, making it hardly practical for any real system, as shown in Table 1 . For instance, if we want to support 64 users in a cell, we have to use a CC code set with it PG being equal to 64 3 ¼ 262144, which is too complicated to implement from the view point of currently available hardware. On the other hand, the resultant codes generated from the method proposed in this paper form a super-set of orthogonal complementary (OC) codes to distinguish them from the previously reported complete complementary codes. The set size of some OC codes can be equal to their PG value, and thus they can support a lot more users than the CC codes with a fixed PG value.
The rest of the paper is outlined as follows. In the next section, we will introduce the method to formulate a design problem under the frame of a non-linear equation set. Section 3 will explain necessary conditions to solve for the OC codes from a set of homogenous linear equations based on some seed codes from different sub-sets. It will also reveal that an interference-free CDMA can never be made possible if considering only unitary codes, thus making the complementary codes a very important part of the future CDMA applications. The relation derived in Section 4 specifies that set size K and flock size M of a complementary code set must satisfy the inequality M ! K to formulate an interference-free CDMA, and an example will be given to show step by step how to generate the OC codes. A possible implementation scheme is to be proposed in Section 5, together with performance comparison of the systems based on different codes, followed by the conclusion. Finally, an OC code set concerned in the simulation study is given in Appendix.
Formulation of the Non-linear Problem
Let us start with a generic spreading code set, whose element code length, flock size and set size are N, M and K, respectively. If M ¼ 1, the generic code set reduces to a conventional unitary spreading code set, which works on onecode-per-user basis. On the other hand, if M > 1, the generic code set represents a complementary code set, in which a flock of codes should be assigned to a user and ought to be sent to a receiver individually via different channels.
Let us consider any two flocks in a code set, x ¼ fx 1 ; x 2 ; . . . ; x M g and y ¼ fy 1 ; y 2 ; . . . ; y M g, where x i ¼ fx i1 ; x i2 ; . . . ; x iN ; g and y i ¼ fy i1 ; y i2 ; . . . ; y iN ; g for 1 i M. All chips, x ij or y ij for 1 i, j M, could take any value, either binary or multiple-leveled and either real or complex.
Assume that the signal transmission from each user forms a continuous bit stream and the signs of two consecutive bits can be arbitrary, either same or different. We are concerning an asynchronous channel (thus a synchronous one is only a special case), where both MAI and MI are present. Thus, the spreading code designing problem can be expressed as: to design a perfect complementary code set such that its periodic and aperiodic out-of-phase auto-correlation functions as well as its periodic and aperiodic cross-correlation functions should be zero, to ensure MAI-free and MIfree operation. To formulate a mathematical expression for such a design problem, let us examine in particular two different cases: even and odd lengths of the element codes. As all element codes have the same length N, we could focus on any one of them, say the i-th one or x i (1 i M), without losing generality. For representation simplicity, let us assume N ¼ 6 for the even case and N ¼ 5 for the odd case, as shown in Figs. 1 and 2 , where the i-th element code of a complementary code x and its j chips shifted versions (0 j N À 1) are shown.
It is seen from Figs. 1 and 2 that, if two relatively shifted versions of an element code with their offsets being a and b and a þ b ¼ N (as shown by the pairs indicated by arrowed lines in the figures), they will generate the same periodic and aperiodic auto-correlation functions with the zero-shifted version. Thus, we can establish an equation set for the element code x with in total MN unknown variables as follows:
For either an even or odd N, there are b c ones from ideal aperiodic auto-correlation functions. Here bxc stands for the largest integer less than x. Now, let us introduce the second code y into the set, which consists of x and y only, such that they should satisfy all conditions as a pair of perfect complementary codes. Similarly, we can establish the equation sets based on the ideal periodic and aperiodic cross-correlation functions between the codes y and x as follows.
For either an even or odd N, there are 2N À 1 non-linear homogenous equations as
where the upper N equations are due to ideal periodic cross-correlation functions and the lower N À 1 ones from the ideal aperiodic cross-correlation functions. In addition, y itself should also satisfy the conditions for ideal autocorrelation functions as
where the first b c equations specify the ideal aperiodic auto-correlation functions, respectively.
In general, to determine a complementary code set with its element code length, flock size and set size being N, M and K respectively, where K > 1, we can obtain the following non-linear equations, regardless of even or odd N:
non-linear equations from perfect periodic auto-correlation conditions; 2)
NKðKÀ1Þ 2 non-linear equations from zero periodic cross-correlation conditions; 3) ðb non-linear equations from zero aperiodic cross-correlation conditions, where K > 1. Thus, we will have altogether Kðb non-linear equations, which contain MNK unknown variables or K unknown complementary codes. It is possible that those nonlinear equations might be solvable under a necessary condition that the following inequality must be satisfied:
However, the solutions to a non-linear equation set are not guaranteed even if (4) is satisfied. To have a clearer interpretation for the problem, we would like to turn to the following methodology based on the linear equation sets. Before doing so, let us make several observations worthy mentioning as follows.
It is noticed that (2) in fact can be transformed into a homogenous linear equation set if x is already known. We will take this known first code x as a seed code, which itself should satisfy all conditions for MI-free operation or both periodic and aperiodic out-of-phase auto-correlation functions of the codes should be zero. If so, we readily have an linear equation set from (2) for us to solve the second code y jointly with (3), which is not a linear equation set but can be used effectively to determine all unknown variables in (2) . The solution to those equation sets or code y must have satisfied all MAI-free and MI-free conditions, or equations from (1) to (3) . The same procedure can be repeated until all codes in the set are determined. This observation is significant to facilitate our analysis followed.
It should be again emphasized that the above mathematical design problem did not impose any restrictions on the form of codes, neither the values each chip might take, which can be either binary or polyphase and either real or complex. We have chosen the complementary codes as our starting point simply because they represent the most general case, including all spreading codes currently available or M ! 1. If M ¼ 1, the obtained results is reduced to traditional unitary spreading codes; otherwise if M > 1, the complementary codes will yield. In other words, the solutions from (1) to (3) should include all possible codes satisfying the MAI-free and MI-free conditions. If the above equations are not solvable, we then can conclude that there will not exist such perfect codes offering an MAI-free and MI-free operation. Therefore, we would like to know in particular:
1) whether or not such perfect codes exist? 2) if yes, what form the codes will take? 3) how many such perfect code sets will exist? which are the questions of interest in the next section.
Necessary Conditions to Generate OC Codes
The following theorems in linear algebra will be useful in our code design problem based on the linear equation sets. Consider an m Â n coefficient matrix A, a variable vector x and an m Â 1 constant vector b, which are related by the equation Ax ¼ b, where the elements of A, x and b in general can be complex. It is noted that m is the number of linear equations and n gives the number of unknown variables in x.
1) Theorem 1: For a given m Â n matrix A, it is always true that rankðAÞ minðm; nÞ. Therefore, it will have at least one solution or all-zero solution as long as rankðAÞ n. 3) Theorem 3: If rankðAÞ minðm; nÞ, then matrix A must have exactly rankðAÞ independent row or column vectors, which can be uniquely determined by a series of linear transformation operations against either rows or columns of A. 4) Theorem 4: If two vectors, x and y, are independent, then their inner product, xy, must be zero. Assume that there exists a flock of codes, x ¼ fx 11 ; x 12 ; . . . ; x 2N ; x 21 ; x 22 ; . . . ; x 2N ; . . . ; x M1 ; x M2 ; . . . ; x MN g, which satisfies the conditions for an ideal auto-correlation function, as defined by (1) , where x ij represents the j-th chip in the i-th element code in the flock. To determine the second flock of codes, y ¼ fy 11 ; y 12 ; . . . ; y 2N ; y 21 ; y 22 ; . . . ; y 2N ; . . . ; y M1 ; y M2 ; . . . ; y MN g, we can obtain a ð2N À 1Þ Â ðNMÞ coefficient matrix of a homogenous linear equation set from (2), which specifies ideal periodic and aperiodic cross-correlation functions between x and y and can be written into A y y ¼ 0, as 
where the upper half of A y is the result of the periodic cross-correlation functions between x and y and the lower half is from the aperiodic cross-correlation functions between the two codes. Because x must satisfy the all conditions for ideal auto-correlation functions specified by (1), all row vectors in the upper half of (5) have to be mutually independent. To illustrate it more clearly, let us examine a matrix formed by all possible relatively cyclic-shifted versions of the i-th element code x i (1 i M) in a flock of codes x, where N ¼ 4 is assumed for illustration simplicity.
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The 5) . Since x has a perfect periodic auto-correlation function, the following equation set must be true:
which merely states the fact that three pairs of the row vectors in (6) are mutually independent. Now let us establish the inner products of the other three pairs of relatively cyclic-shifted versions of the element code x ¼ fx i1 ; x i2 ; x i3 ; x i4 g, which are
where (10) is the inner product between the second and third rows of (6), (11) is that between the third and fourth rows and (12) is that between the second and fourth rows, respectively. By comparing (10) and (7), (11) and (9), (12) and (8), we can find that they are all equal. Therefore, we have
or all rows in matrix (6) are mutually independent with each other, implying that the matrix has a rank equal to N ¼ 4, or the length of the element code x. Although the above conclusion is obtained from the observation of the single element code with a particular length N ¼ 4, it can be easily shown that the conclusion is equally applicable to the cases for any M and N.
In general, it can be shown that the rank of a matrix formed by all possible cyclic-shifted versions of an element code x ¼ fx 1 ; x 2 ; . . . ; x M g, where x i ¼ fx i1 ; x i2 ; . . . ; x iN g and 1 i M, must be equal to the length of the element code or N, as long as the element code itself has a perfect auto-correlation function specified by (1) .
Observed from the upper half of the ð2N À 1Þ Â ðNMÞ matrix A y shown in (5), formed by all possible cyclic-shifted versions of x, it is concluded that the rank of this coefficient matrix of the homogenous linear equation set A y y ¼ 0 is also equal to N. If we let M ¼ 1, we will get a homogenous linear equation set with its rank equal to the number of variables or NM ¼ N, resulting in an all-zero solution or y ¼ 0 from Theorem 2(b). It means that, when M ¼ 1, we can not find the second code y such that it will ensure a perfect periodic and aperiodic cross-correlation functions with the existing code x. However if we let M > 1, the solution of A y y ¼ 0 could possibly exist according to Theorem 2(c). Therefore, we have the first important conclusion obtained in this paper as follows. Corollary 1. To ensure perfect periodic and aperiodic auto-and cross-correlation functions for a generic spreading code set, the flock size M of the code set must be greater than one (or M > 1). In other words, only a complementary code set can possibly achieve the perfect periodic and aperiodic auto-correlation and cross-correlation functions. All traditional unitary codes, such as Gold, Kasami, Walsh-Hadamard, OVSF codes and so on, can never yield such perfect periodic and aperiodic auto-correlation and cross-correlation functions.
It should be noted that the above conclusion was obtained without imposing any limits on the values the complementary codes might take. Therefore, the conclusion will be valid for any types of complementary codes, either binary or multiple leveled and either real or complex.
Relation between Flock Size and Set Size
If M > 1, we then know from Theorem 2(c) that it is impossible for us to readily determine a unique solution to the homogenous linear equation set A y y ¼ 0, which specifies zero periodic and aperiodic cross-correlation functions between the codes x and y. Fortunately, the relations specifying the ideal periodic and aperiodic auto-correlation functions of the code y itself have never been used, and thus they can help us to find the final solutions of the second code y. The number of suitable solutions may not be necessarily one.
With the two codes in our hands, we can proceed to find the third one or z ¼ fz 1 ; z 2 ; . . . ; z M g, where z i ¼ fz i1 ; z i2 ; . . . ; z iN g and 1 i M. Similarly, we will have a 2ð2N À 1Þ Â ðNMÞ homogenous linear equation set to specify the zero periodic and aperiodic cross-correlation functions between the new code z and the existing ones, or x and y, as follows. 
As shown earlier, the all row vectors in (16) generated from all possible cyclic shifted versions of element codes x and y must be mutually independent. Therefore, the rank of the matrix A z should be at least 2N, where N is the length of the element codes. Now if the flock size M becomes two, we face again the situation that the rank of the homogenous linear equation set A z z ¼ 0 or rankðA z Þ is greater than the number of its unknown variables or MN ¼ 2N, yielding either all-zero solution z ¼ 0 or no solution according to Theorem 2(a) and Theorem 2(b), which is not the result we want. Therefore, we have to make M > 2, say M ¼ 3 (note we have K ¼ 3 here), to ensure possible non-zero solutions for the homogenous linear equation set A z z ¼ 0. Similar results can also be obtained for other values of M, N and K. Thus, we obtain another interesting conclusion from this paper as follows.
Corollary 2.
To generate a perfect complementary code set with its set size being K, in which all its member codes should have perfect periodic and aperiodic auto-correlation and cross-correlation functions, the flock size M of the all member codes must not be less than the set size K, or M ! K. Usually, M ¼ K suffices.
The corollaries 1 and 2 should be used jointly to generate the OC code sets. The major steps for generation of the OC codes are summarized in the sequel: 1) First, the three parameters for the OC code set should be given, i.e., the length of element codes N, the flock size M and the set size K, where the conditions for M > 1 and M ¼ K must be satisfied. 2) Second, then we should generate a seed code x with the help of (1), which gives all necessary conditions for the seed code to have ideal periodic and aperiodic auto-correlation functions. 3) Third, with the first code x already in the set, we can proceed to search for the second code y by using the homogenous linear equation set given in (2), which specifies the perfect periodic and aperiodic cross-correlation functions between the codes x and y. As long as the conditions of M > 1 and M ¼ K are satisfied, the homogenous linear equation set should have some suitable solutions, which usually take the forms as expressions of some undetermined variables. 4) Fourth, the valid solutions of the problem can usually be obtained by taking into account (3), which specifies the ideal periodic and aperiodic auto-correlation functions for y. 5) By repeating the same procedure over and over again to generate all K codes in the set. Clearly, the choice of the seed code is of ultimate importance in the code generation procedure given above. Figure 3 shows the possible sub-sets, in which the generation procedure may result due to the use of different seed codes, since all non-linear and linear equations specifying the MAI-free and MI-free operation conditions were introduced on a very general basis, which include all possible candidate codes that satisfy the MAI-free and MI-free operation conditions, either binary or quadraphased and either real or complex sequences. In Fig. 3 , it is shown that three different seed codes (a, b and c) effectively lead to three sub-sets of the OC codes, which are sub-sets A, B and C, representing the complete complementary codes [15, 16] , binary complementary codes and polyphase complementary codes respectively, where A & B & S and C & S. Therefore in principle, by using a series of carefully selected seed codes, we can generate the whole super-set S of the perfect complementary codes, each of which should ensure MAI-free and MI-free operation of a CDMA system. Now let us give a simple example to show step by step how the generation procedure works. Assume that we already have a seed code x ¼ fx 11 ; x 12 ; x 21 ; x 22 g ¼ fþ1; þ1; þ1; À1g, where the semi-column '';'' separates the two element codes, each of which is 2-chip long. Therefore, the two characteristics parameters, or flock size and element code length, for this code are M ¼ 2 and N ¼ 2, respectively. Based on the conclusions obtained previously we must have in this case M ¼ 2 > 1 (from Corollary 1) and M ¼ K ¼ 2 (from Corollary 2), meaning that there must be another code y to complete the whole code set. Let the second code be y ¼ fy 11 ; y 12 ; y 21 ; y 22 g. We can obtain a homogenous linear equation set according to (2) as 
Then, using the conditions for ideal periodic and aperiodic auto-correlation functions, we obtain 
Let y 12 ¼ 1 to find one solution as fÀ1; þ1; À1; À1g. We can obtain another solution by letting y 12 ¼ À1 as fþ1; À1; þ1; þ1g. Thus, we find two sets of the OC codes in this case as fx; yg ¼ f½ From the relation M ¼ K ¼ 2, we have already known that it is impossible for us to introduce the third code to either of the two code sets, fx; yg or fx 0 ; y 0 g, if the conditions for MAI-free and MI-free operation are to be satisfied. Nevertheless, we would like to show the validity of Corollary 2 by testing the suitability of the third code z ¼ fz 11 ; z 12 ; z 21 ; z 22 g as follows. If the third code exists, it has to satisfy the following MAI-free condition with the codes x and y as
from which it can be found that the last two equations are not independent and thus can be deleted to yield the following reduced homogenous linear equation set
which has only all-zero solution, or z 11 ¼ z 12 ¼ z 21 ¼ z 22 ¼ 0. Therefore, we can not find the third code for either of the code sets fx; yg or fx 0 ; y 0 g. Table 1 compares characteristic parameters, i.e., element code length N, flock size M and set size K, of the OC codes, complete complementary codes, Gold codes and OVSF codes with their PG fixed as L. It is seen from the table that the OC codes have the similar set size as that of Gold or OVSF codes at a given PG value; while the complete complementary codes [15, 16] offer much smaller set size.
Implementation Issues and Performance Study
The CDMA system using the OC codes generated from the super-set can be implemented with a multi-carrier CDMA architecture, where each carrier is responsible to send a particular element code. In other words, all element codes in an OC code should be sent to a receiver via different frequency channels. Obviously, the channel division among the element codes can be done through either time-division multiplexing (TDM) or frequency-division multiplexing (FDM), although only the latter is concerned in this paper. Figures 4 and 5 show an implementation example of the transmitter and the receiver, respectively, based on the FDM scheme, where M different carriers send M different element codes of each user into the channel and a receiver ought to collect all element codes to compute their correlation functions individually, followed by a summation to yield a decision variable.
The computer simulation has been used to study the performance of the CDMA scheme based on the OC codes, whose architecture is shown in Figs. 4 and 5 . In particular, we would like to make a comparison amid three 8-user CDMA systems based on different spreading codes, i.e., the OC codes, Gold codes [6] and OVSF codes [3] [4] [5] . The Gold code can be considered as a good example of traditional quasi-orthogonal codes with its well-controlled 3-level cross-correlation functions. On the other hand, the OVSF code is a typical orthogonal code, although in fact it will not be orthogonal at all in asynchronous channels. The both are very popular for their applications in the current 2-3G mobile cellular standards [1] [2] [3] [4] [5] .
In the simulation, we have taken a particular OC code set with its characteristic parameters being M ¼ 8, N ¼ 8 and K ¼ 8, whose detail information has been given in Appendix. Figure 6 is to compare the MAI sensitivity to an asynchronous CDMA system based on the three different codes, all operating with eight users. The set size for the OC code is just eight. However, the eight codes of concern are randomly selected from an either Gold code set or OVSF code set, whose sizes are 65 and 64 respectively. The inter-user delay in the asynchronous CDMA system is assumed to be 4 chips. All schemes use single correlator as their receivers. We did not consider multipath effect in this case. It can be seen from the figure that the system based on the OC code set can offer a well-controlled bit-error-rate (BER) regardless of changing user population of the system, indicating the desirable MAI-free operation property. 
y Note: r can be any integer. Figure 7 examines the system in terms of the impact of operation modes on the BER. Again, we concern an 8-user system, which operates in either synchronous (i.e. down-link channels) or asynchronous (i.e. up-link channels) mode. A great impairment can be seen for a system based on both Gold and OVSF codes; while the performance for the system using the OC codes is not affected at all with almost constant BER for whatever operation modes of the system, verifying another major benefit for the OC codes or the isotropic MAI-free operation. It is noted that the so called orthogonal OVSF codes perform extremely bad in asynchronous channels. Figures 8 and 9 consider the multipath effect to the system performance. The three systems will be compared under two different multipath scenarios with their delay profiles being [1, 0.8564, 0 .107] and [0.7785, 0.6667, 0.0833], respectively. The inter-path delay of two consecutive multipath returns is assumed to be 2 chips. The inter-user delay is again 4 chips, as we concern only an asynchronous system here. Obviously, the first multipath scenario has a stronger first path than that of the second one. All three schemes will use a correlator as their signal detection device for fair comparison. It is observed from Fig. 8 that the multipath effect does impose a very serious thread to the signal detection of the systems using either Gold or OVSF code, but no harm to that based on the OC codes. Similar observation can also be made from Fig. 9 , with only a bit increase BER for the scheme with the OC codes due to the application of single correlator, which captures only the first multipath return in [0.7785, 0.6667, 0.0833] that is lower than that in [1, 0.8564, 0.107], as shown in Fig. 8 . Nevertheless, Figs. 8 and 9 clearly show the superior MI-free operation of the CDMA system based on the OC codes. It should be noted that the decision variable formed at the output of the summation unit in Fig. 5 must be very robust due to the use of the OC codes, which have been optimized for the MAI-free and MI-free operation in both up-link and down-link channels. Therefore, basically a simple correlator (instead of a RAKE) is enough to yield a satisfactory detection efficiency, even if multipath effect is present. This feature can be considered as frequence selective fading resistance of the scheme due to its inherent immunity against the multipath interference. In addition, whenever necessary a RAKE can still be applied to further improve the detection efficiency. If so, a genuine multipath-diversity can be achieved with either equal-gain-combining (EGC) or maximal-ratio-combining (MRC) RAKE, as the output from each finger consists of only the useful signals from different multipath returns and nothing else. The use of an EGC-RAKE instead of an MRC-RAKE can effectively reduce the complexity of a channel estimation unit at a receiver, since the EGC-RAKE can already offer a very good performance in the proposed CDMA system owing to the MAIfree and MI-free operation. On the other hand, the output signal-to-interference ratio of a RAKE in a traditional CDMA system will be impaired by the nontrivial auto-correlation side lobes of different paths from self-transmission as well as cross-correlation levels due to the other transmissions. The scheme proposed in Figs. 4 and 5 is basically a multi-carrier CDMA system. However, the multiple carriers used here will not provide any frequency diversity gain, as each carrier will convey different information (or different element codes). Therefore, it may give rise to a concern that the scheme will not be as robust as a traditional multicarrier CDMA against frequency-selective fading in the channel. This concern is not necessary because the scheme creates an MI-free environment due to the use of the OC codes, designed to work under zero periodic and aperiodic auto-correlation functions. Therefore, the signaling in such a CDMA system has a very good immunity against the multipath interference or frequency-selective fading. Another advantage for the OC codes based CDMA is its unique signal decorrelating property, which makes a multiuser detection unnecessary. As all codes in an OC code set are designed with zero periodic and aperiodic crosscorrelation functions, or simply MAI-free operation. In other words, the signaling structure of the proposed CDMA scheme has already been implanted some sort of de-correlating mechanism. Therefore, all transmissions in the channel have virtually been decorrelated with one another in either up-link or down-link transmission mode without MAI.
For the same reason, the scheme does not require a precision power control system including open loop and closed loop algorithms, which has been a must to all traditional CDMA systems to mitigate the near-far effect. Due to the perfect periodic and aperiodic cross-correlation functions, the power control pertaining to the proposed CDMA system needs only to maintain minimum emission power for battery life conservation and nothing more than that.
Obviously, the performance of the proposed CDMA scheme has nothing to do with the co-channel interference such that beam-forming algorithms applied to a smart antenna system will no longer be relevant to the improvement of the signal-to-interference-ratio at a receiver. Therefore, we do not need such a complex antenna array system as a means to suppress the co-channel interference in a cellular system.
A CDMA system using the OC codes guarantees a symmetry for transmissions in both up-link and down-link channels due to its isotropic MAI-free and MI-free operation, which can effectively increase the overall throughput in the air-link sector of a wireless system.
The OC codes based CDMA signaling is in particular well suited for burst data traffic, whose message length is usually limited to a few packets, and thus message edges detection will have a much greater impact to the overall signal reception quality than that in continuous transmission mode. However, due to irregularity of partial auto-and crosscorrelation functions in most traditional spreading codes, the detection efficiency at message edges is always a problem, which has made a lot of people doubt about the suitability for CDMA to be a good candidate for high-speed burst channel. This is a very serious concern that has to be addressed before CDMA can be considered for applications in B3G wireless. In this sense, the OC codes can offer a very good solution to this problem. It can easily be shown that the OC codes have ideal partial auto-and cross-correlation functions for either synchronous or asynchronous transmission mode, and thus the same MAI-free and MI-free operation can be ensured regardless of detection section in a message, either in edges or middle parts, as illustrated in Fig. 10 where the signal detection process for both the edges and middle parts of a message is shown. With the above advantages combined, the CDMA system implemented by the perfect complementary codes allows us to substantially reduce the hardware complexity as a whole (including the base station and mobiles on a cell basis), while at the same time offering a superior performance with a greater capacity and higher transmission speed than possible by currently available schemes [1] [2] [3] [4] [5] . We can also use OFDM technology to implement the multi-carrier CDMA architecture as proposed in Figs. 4 and 5 to further reduce the system complexity.
Conclusion
This paper has revealed that an interference-free CDMA system can be formulated by using the perfect complementary codes, which can be generated with the help of an algebraic approach taking into account many real operational conditions in a wireless system, such as multipath interference, asynchronous transmission, different signs of consecutive bits in data stream and so on. It has been concluded in this paper that such an ideal CDMA system will never be made possible if using only traditional single-code based channelization techniques, as those applied to the existing 2-3G systems. The possible implementation of such an interference-free CDMA system will make the perfect complementary codes extremely important, whose super-set can be generated by carefully selected seed codes located in different sub-sets. A multi-carrier CDMA architecture based on the OC codes has been proposed in this paper to achieve a noise-limited performance at an affordable complexity.
