Applying probabilistic models to reinforcement learning (RL) has become an exciting direction of research owing to powerful optimisation tools such as variational inference becoming applicable to RL. However, due to their formulation, existing inference frameworks and their algorithms pose significant challenges for learning optimal policies, for example, the absence of mode capturing behaviour in pseudo-likelihood methods and difficulties in optimisation of learning objective in maximum entropy RL based approaches. We propose VIREL, a novel, theoretically grounded probabilistic inference framework for RL that utilises the action-value function in a parametrised form to capture future dynamics of the underlying Markov decision process. Owing to its generality, our framework lends itself to current advances in variational inference. Applying the variational expectation-maximisation algorithm to our framework, we show that the actor-critic algorithm can be reduced to expectation-maximisation. We derive a family of methods from our framework, including state-of-the-art methods based on soft value functions. We evaluate two actor-critic algorithms derived from this family, which perform on par with soft actor critic, demonstrating that our framework offers a promising perspective on RL as inference.
Introduction
Efforts to combine reinforcement learning (RL) and probabilistic inference have a long history, spanning diverse fields such as control, robotics, and RL (Toussaint et al., 2006; Toussaint, 2009a; Peters and Schaal, 2007 Heess et al., 2013; Ziebart et al., 2008 Ziebart, 2010; Levine and Koltun, 2013) . Formalising RL as probabilistic inference allows for a wide array of approximate inference tools to be applied to reinforcement learning problems, extending models in flexible and powerful ways (Levine, 2018) .
Existing methods at the intersection of RL and inference suffer from several deficiencies. Methods like (Dayan and Hinton, 1997; Toussaint and Storkey, 2006a; Peters and Schaal, 2007; Hachiya et al., 2009; Neumann, 2011; Abdolmaleki et al., 2018) that derive from the pseudo-likelihood inference framework using expectation-maximisation (EM) algorithm have been shown to promote risk seeking policies being learnt, which are detrimental to performance (Levine, 2014) . In addition, those that derive actor-critic style algorithms do not correspond exactly to policy improvement and policy evaluation under the definitions of the reinforcement learning problem (Sutton and Barto, 1998) .
Another approach to casting RL as inference exploits the maximum entropy reinforcement learning (MERL) paradigm. Existing methods derived from the MERL inference framework (MERLIN) do no suffer from the issues of those derived from the pseudo-likelihood inference framework, but present different practical difficulties (Koller and Parr, 2000; Toussaint and Storkey, 2006a; Ziebart et al., 2008 Ziebart, 2010; Rawlik et al., 2013; Levine, 2018; Fox et al., 2016; Schulman et al., 2017; Haarnoja et al., 2017 Haarnoja et al., , 2018 Levine, 2018) . Any algorithm that uses MER-LIN would need to capture the dynamics of the underlying Markov decision process (MDP) as a parametrised function, for example by defining a value function. As MERLIN is defined in terms of distributions over entire trajectories, these functions have an implicit dependency on the variational policy too. Unfortunately, this implies that separate closed form updates for the model parameters and variational policy do not exist, making optimisation challenging without using approximations that redefine the underlying inference framework as we elucidate in Section 3. This paper addresses these deficiencies. We introduce VIREL, an inference framework that translates the RL prob-arXiv:1811.01132v4 [cs. LG] 8 Dec 2018 VIREL lem of finding an optimal policy to solving an inference problem. Given this framework, we demonstrate that applying the EM algorithm induces a family of actor critic algorithms where the E-step corresponds exactly to policy improvement and the M-step corresponds exactly to policy evaluation. By using a simple variational EM algorithm, we derive analytic updates for both the inference and variational policy parameters. We evaluate our simple algorithm against an existing state of the art actor-critic algorithm, soft actor-critic (SAC), demonstrating similar performance across a variety of OpenAI gym domains (Brockman et al., 2016) . In the complex, high dimensional humanoid domain, we outperform SAC.
Background

Reinforcement Learning
Formally, an RL problem is modelled as a Markov decision process (MDP) defined by the tuple S, A, r, p, p 0 , γ (Sutton and Barto, 1998; Szepesvári, 2010) , where S is the set of states and A ⊆ R n the set of available actions. An agent in state s ∈ S choose an action a ∈ A according to the policy a ∼ π(·|s), forming a state-action pair, h s, a . This pair induces a scalar reward according to the reward function r t r(h t ) ∈ R and the agent transitions to a new state as s ∼ p(·|h). The initial state distribution for the agent is given by s 0 ∼ p 0 . We denote a sampled state-action pair at timestep t as h t s t , a t . As the agent interacts with the environment using π, it gathers a trajectory τ = (h 0 , r 0 , h 1 , r 1 , ...). The value function is the expected, discounted reward for a trajectory, starting in state s. The action-value function (which we refer to as the Q-function) is the expected, discounted reward for each trajectory, starting in h,
We consider infinite horizon problems with a discount factor γ ∈ [0, 1). Note, we can recover finite horizon problems by defining a terminal absorbing state s T from which the agent cannot escape such that p(s T |s T , a) = 1 ∀a ∈ A. Similarly, the undiscounted case can be recovered by using γ = 1 and replacing infinite summations with finite summations up to T .
In RL, we seek to learn an optimal policy π * = arg max π J π , where J π Q π (h)p 0 (s)π(a|s)dh.
For brevity, we will denote optimal value functions as Q * from now on. Central to many inference problems is the marginal likelihood, which can be found by marginalising the joint distribution p(x, h; ω) over hidden variables,
Variational Inference and the Expectation-Maximization Algorithm
(2) Fig. 1 shows the representation of a graphical model that produces observations x from a distribution x ∼ p(x|h; ω), has hidden variables h, and is parameterised by a set of model parameters, ω. We often seek parameters that maximise the marginal likelihood ω * ∈ arg max ω p(x; ω), or equivalently, the log-marginal-likelihood (LML), ω * ∈ arg max ω L(x; ω), where L(x; ω) log p(x; ω). In many cases, we also need to infer the corresponding posterior,
Evaluating the marginal likelihood in Eq.
(2), however, is intractable for most distributions. Efforts to bypass computing such intractable integrals is the goal of most inference research. To compute the marginal likelihood and ω * , we often rely on the EM algorithm (Dempster et al., 1977) and the related, powerful approach, variational inference (VI). We review these two approaches now.
For any valid probability distribution q(h) over h we can rewrite the LML as a difference of two KL divergences (Jordan, 1999) ,
dh is known as the evidence lower bound (ELBO). Intuitively, as KL(q(h) p(h|x; ω)) ≥ 0, it follows that L(x; ω) ≥ ELBO (q(h); ω) hence this functional is a lower bound on the marginal likelihood. The derivation of this bound can also be viewed as applying Jensen's inequality to the LML (Blei et al., 2017) . When the ELBO and marginal likelihood are identical, the resulting KL divergence between the function q(h) and the posterior p(h|x) is zero, implying that q(h) = p(h|x; ω).
The LML problem is now reduced to maximising the ELBO, which can be achieved iteratively using the EM algorithm. The expectation step optimises the ELBO with respect to q(h) keeping ω fixed, which amounts to finding the current posterior. The maximisation step (M-step) maximizes the ELBO with respect to ω keeping the variational distribution constant.
However, as the E-step is typically intractable, we resort to variational inference, which approximates difficult posteriors using a parameterised variational distribution q(h; θ) (Beal, 2003; Tzikas et al., 2008; Fox and Roberts, 2010) . The objective of variational inference is therefore to reduce the KL divergence between the true posterior and the variational distribution, KL(q(h; θ) p(h|x; ω)), which follows naturally from maximising the ELBO. Consequently, the variational E-step amounts to maximising the ELBO with respect to θ while keeping ω constant. The variational EM algorithm is summarised as:
The remainder of this section describes maximum entropy and pseudo-likelihood approaches to performing inference in RL.
Maximum Entropy Reinforcement Learning
The MERL objective supplements each reward in the classical reinforcement learning objective with an entropy term (Todorov, 2007; Ziebart et al., 2008 Ziebart, 2010) ,
The standard reinforcement learning objective is recovered for c → 0. We assume that c = 1 without loss of generality.
The MERL objective is often used to motivate the MERL inference framework (MERLIN), which maps the problem of finding the optimal policy, π * merl (a|s) = arg max π J π merl , to an equivalent inference problem. A full exposition for this framework is given by Levine (2018) . We list the corresponding distributions in Table 2 (Column 2) in Appendix D, alongside the corresponding distributions for VIREL. The inference problem is often solved using a message passing algorithm, where the log backward messages are analogous to value and action value functions (Toussaint, 2009b; Rawlik et al., 2013; Haarnoja et al., 2018 Haarnoja et al., , 2017 Levine, 2018 ).
The resulting system of equations is known as the soft Bellman equations,
Several prototypical algorithms have been developed that mirror existing reinforcement learning algorithms within the framework of soft Bellman equations, including maximum entropy policy gradients (Levine, 2018) , soft Q-learning (Haarnoja et al., 2017) , and soft actor-critic (SAC) (Haarnoja et al., 2018) . We demonstrate, however, in Section 3.4 that an approximation in their derivation (Levine, 2018 ) means that SAC is not consistent with MERLIN. Note that MERL is also compatible with methods that use recall traces, as demonstrated by Goyal et al. (2018) .
Pseudo-Likelihood Methods
A related but distinct approach is to apply Jensen's inequality directly to the reinforcement learning objective J π . Firstly, we rewrite Eq. (1) as an expectation over τ ,
We then treat p(R, τ ) = R(τ )p(τ ) as a joint distribution, integrating over trajectories τ to obtain the pseudo-likelihood, so called because R(τ ) is not well defined distributions in that it violates the second Kolmogorov axiom. Jensen's inequality can still be applied, however, provided that rewards are positive and bounded, enabling the derivation of an evidence lower bound using Eq. (3). Inference algorithms such as EM can then be employed (Dayan and Hinton, 1997; Toussaint and Storkey, 2006b; Peters and Schaal, 2007; Hachiya et al., 2009; Neumann, 2011) . Although not necessary, a variational distribution is often used to approximate the posterior in the E-step, e.g., Abdolmaleki et al. (2018) use the MERL variational distribution from Table 2 in Appendix D. Pseudo-likelihood methods can also be extended to a model-based reinforcement learning setting; Furmston and Barber (2010) define a prior over the environment's transition dynamics, hence the resulting posterior over all possible environment models can be integrated over to obtain an optimal policy in a Bayesian setting.
A major shortcoming of pseudo-likelihood methods is that they promote risk-seeking policies (Levine, 2014) . Pseudolikelihood methods minimise a KL divergence of the form KL(p O p π ), where p π contains the policy to be learnt and p O is a target distribution monotonically related to the reward (Levine, 2018) . By contrast, classical RL methods minimise KL(p π p O ). The former objective attempts to match the moments of the target distribution, whereas the latter attempts to find a mode of the target distribution. If the optimal policy can be represented accurately in the class of policy distributions and the problem is fully observable, the optimal policy is the same in both cases. Otherwise, the pseudo-likelihood objective reduces the influence of large negative rewards.
VIREL
This section introduces VIREL, a theoretically grounded framework for probabilistic inference in RL, and compares it to related RL-as-inference frameworks.
Model Specification
We assume the rewards for the underlying MDP are positive, implying that rewards are lower bounded, which does not alter the optimal policy. Unlike in many previous frameworks, hidden variables are h = s, a , not entire trajectories. Like previous work, we introduce a binary variable, O ∈ {0, 1}, translating our objective into a probabilistic model. We then have:
where Q pω (h) is the target Q-function: the action-value of the policy corresponding to the action-posterior distribution; p(a|s, O; ω),Q(h; ω) is the parametrised approximation to Q pω (h) that we seek to learn and β(ω) is the mean squared Bellman error (MSBE) between target and approximation.
In what follows, we condition on O = 1, writing only O for brevity. We refer the reader to Table 1 for a summary of distributions for our model. It is important to note that our action posterior can be seen as inducing a constraint on the domain of the functional that maps parameters ω to action value function Q pω , as we show below; under exact representability, there is an ω in the constrained domain which maximises the RL objective. Our overall objective is:
1 This definition requires an additional assumption that Q pω (h) β(ω) ≤ 0 to prevent probabilities greater than one. As we constrain rewards to be positive, this would entail reversing the sign of Q pω (h) and replacing arg max L(O; ω) with arg min L(O; ω) to recover the same objective. However, as noted by Levine (2018) , this assumption is not necessary as it is possible to define the same 
Substituting definitions from Table 1 into the ELBO yields:
Maximising the marginal log-likelihood in is equivalent to maximising the ELBO in Eq. (4). In addition, when doing so with respect to ω, we only need to consider the first term of Eq. (4). The numerator of this term is positive (as our rewards are constrained to be positive), so under the assumption that actual action value function Q pω can be represented exactly by some approximate action value inference procedure on an undirected graph using unnormalised potentials instead of distributions. See Ziebart (2010) for a similar formulation in the MERLIN framework. functionQ(·, ω), maximising with respect to ω amounts to minimising the MSBE in the denominator, β(ω). Reducing β(ω) reduces the difference between our approximate Qfunction,Q(h; ω) and the true, expected reward under the action-posterior, Q pω (h). In the limit of β(ω) → 0, the action-posterior also becomes a greedy policy with respect to to Q pω (h) (see Lemma 1), thus satisfying the Bellman optimality equation (Sutton and Barto, 1998) .
Furthermore, maximising the ELBO with respect to q amounts to maximising the numerator of the first term of Eq. (4) plus a scaled entropy term. This is equivalent to maximising the reinforcement learning objective with respect to π q (a|s). The introduction of the variational policy π q (a|s) allows us to iteratively maximise the ELBO using EM. Moreover, when maximising the inference objective using the variational EM algorithm in Section 4, we iteratively maximise a relaxation on the ELBO by introducing a parametrised form π q (a|s; θ).
This bypasses the need to calculate the exact action-posterior on the k-th E-step, while still obtaining a useful approximation π q (a|s; θ k ) ≈ p(a|s, O; ω k−1 ); using π q (a|s; θ k ) in the M-step in place of the true posterior, we obtain parameters ω k that are guaranteed to either increase or maintain the current value of log-likelihood, L(O; ω k ) ≥ L(O; ω k−1 ) (Beal, 2003) . From the RL perspective, the variational policy can be used in the M-step to reduce the MSBE, however, this variational relaxation is not guaranteed to converge to an optimal policy (Beal, 2003) .
Theoretical Results
Our main result proves finding an optimal policy that maximises the reinforcement learning objective in Eq. (1) can be reduced to finding the posterior associated with the maximum likelihood parameters for our inference problem. The existence of such a posterior is a sufficient condition for the policy to be optimal.
Lemma 1 (Characterisation of posterior). The actionposterior from Table 1 defines a soft policy with respect to Q pω (h) with the temperature given by the residual error β(ω), if the optimal Q-function can be represented exactly by the approximationQ(·; ω) parametrised by ω, then in the limit lim β(ω)→0 p(a|s, O; ω) is greedy with respect to Q pω (h).
Proof. See Appendix A.1.
Theorem 1 (Optimal Posterior Distributions as Optimal Policies). For any ω that maximizes L(ω), the corresponding policy induced must be optimal, i.e.,
Proof. See Appendix A.2. The graphical models in Fig. 2 highlight a key difference between VIREL and MERLIN inference. While MERLIN models the dynamics as a hidden Markov model, VIREL can be represented as a single interaction between s, a and O. Like a critic in actor-critic methods, the parameters ω in our model cut the chain of dependencies, summarizing all further interaction at later time steps within the Q-function Q(h; ω). Thus, VIREL takes the form of the general variational inference graph in Fig. 1 , making inference tools directly applicable.
Graphical Model Representation
VIREL also provides new theoretical insights into the complex interaction between the Q-function and policy and, as we will show in Section 4, justifies the separate treatment of the policies inside and outside of the Q-function when taking derivatives in policy gradient and actor-critic algorithms.
Many existing models are defined for finite horizon problems (Levine, 2018; Rawlik et al., 2013; Toussaint, 2009b) . While it is possible to include discount factors and extend MERLIN or pseudo-likelihood models to infinite horizon problems, doing so is often non-trivial and can alter the objective (Thomas, 2014; Haarnoja et al., 2018) . By contrast, in VIREL, this requires only trivial changes to the definition of the Q-function.
Relationship to Soft Actor-Critic and Soft Q-Learning
We now show that SAC (Haarnoja et al., 2018; Abdolmaleki et al., 2018) and the related soft Q-learning, (Haarnoja et al., 2017) algorithms purportedly derived from MER-LIN (Levine, 2018) can be shown to arise from a model that is closer to VIREL. Consider now the MERLIN lower bound (Levine, 2018) ,
is the soft Q-function. This soft Q-function is defined in terms of both the conditional likelihood and the variational distribution (parametrised by θ). Observe the soft Q function has implicit dependence on θ, preventing the alternate optimisation of the objective with respect to θ and Q soft separately in closed form updates. A function can be introduced to approximateQ soft (h; θ, ω) ≈ Q soft (h; θ). Consider now finding the derivative with respect to the parameters of the variational distribution, π(a|s; θ):
where α is a hyper parameter that is tuned to the specific RL problem to stabilise training by scaling the entropy term. However, in the derivation of SAC, the soft Q-function is reparametrised as Q soft (h; ω), dropping the interdependency between θ and ω without accounting for the approximation and implicitly changing the definitions of the variational and joint distributions, causing the model to depart from the MERLIN framework. This effectively ignores the first term in Eq. (5), leading to an incorrect gradient:
Thus SAC departs from the MERLIN model. A similar argument applies for finding the derivatives for the value functions. Precisely, we can arrive at the same parameter update as described in SAC by substituting Q pω by its soft variant, albeit replacing α with the dynamically scheduled scaling constant α = β(ω). Importantly, with reference to the comparative analysis of Table 2 in Appendix D, observe that VIREL does not define variational distributions over entire trajectories. This allows for Q-functions to be learnt that capture the underlying dynamics of the MDP in separate, iterative phases without using approximations that cause the model to diverge from the inference framework.
Actor-Critic and Variational Expectation-Maximisation
We now apply variational EM to VIREL, parametrising the policy of the variational distribution, q(h; θ) = π q (a|s; θ)p 0 (s). A family of actor-critic algorithms follow naturally as we demonstrate that VIREL is compatible with a wide range of policy evaluation steps including SARSA, Monte Carlo, Q-learning (Sutton and Barto, 1998) and any policy improvement step derived from the policy gradient theorem (Sutton et al., 1999) .
In keeping with RL nomenclature, we refer toQ(h; ω) as the critic and π q (a|s; θ) as the actor. We demonstrate that the E-step is equivalent to training the actor using policy gradients (policy improvement) and the M-step reduces the MSBE (policy evaluation). Contrary to pseudo-likelihood methods, this formulation reverses the common assumption that the E-step is related to policy evaluation and and the M-step is related to policy improvement. We discuss the intuition behind this reversal in Section 4.3.
Variational Actor-Critic Algorithm
In the E-step, we keep the parameters of our critic ω k constant while updating the actor's parameters by maximising the ELBO with respect to θ. Using variational inference, we show in Appendix B.1 that our update recovers the stochastic policy gradient theorem:
Variational E-Step (Actor):
where we have used a T time step Monte Carlo estimation of the outer expectation with respect to s, as is common practice when deriving policy gradient estimators . A baseline can be incorporated by subtracting any function that does not depend on the action, e.g., V (s), from the action-value function without changing the objective.
In the M-step, we maximise the ELBO with respect to ω while holding the parameters θ k+1 constant, hence the outer expectation is taken with respect to the posterior found in the E-step, q(h; θ k+1 ) ≈ p(h|O; ω k ). As we don't have access to the true posterior, we cannot evaluate its Q-function.
We must therefore use an estimate ψ(h) ≈ Q pω (h), for example, the unbiased (Monte Carlo) estimate ψ(h 0 ) = ∞ i=0 γ i r(h i ). This common approximation is justified in the context of RL to obtain practical algorithms (Szepesvári, 2010) . We also replace the expectation in the MSBE with an expectation over the distribution D(h) such that minimising the corresponding mean square error
implies minimising the MSBE. As part of this constraing, D(h) must ensure that every reachable action-state pair is visited infinitely often. In Appendix B.2 we prove that this M-step minimises the MSBE, obtaining following updates for a gradient descent algorithm:
Our choice of estimate ψ(h) thus determines the form of policy evaluation. We can recover several famous algorithms e.g., for Q-learning (Watkins and Dayan, 1992) , we use ψ(h) = r(h) + γ max a Q (a , s; ω k ). For further discussion of the forms of ψ(h) see, for example, Sutton and Barto (2017) .
Discussion
The E-Step/Actor From a RL perspective, the variational E-step corresponds exactly to training an actor (policy improvement) using a policy gradient method (Sutton et al., 1999) with entropy regularisation (Williams and Peng, 1991; Mnih et al., 2016a) , thereby improving the parameters of policy π q (a|s; θ) in the direction of increasing expected rewards. Hence we can recover any policy gradient theorem, making our method compatible with low variance gradient estimators including EPG , FPG (Fellows et al., 2018) , and SVG0 .
From a VI perspective, the E-step improves the parameters of our variational distribution to reduce the gap between the posterior and the variational distribution, KL(π q (a|s; θ)p 0 (s) p(h|O; ω k )). This interpretation makes precise the intuition that how much we can improve our policy is limited by the quality of our estimate ofQ(h; ω * ). An estimatorQ(h; ω k ) limits policy improvement to:
= exp(Q(h; ω k )) exp(Q(h; ω k ))da .
If we know the optimal Q-function, we can sub-stituteQ(h; ω k ) =Q(h; ω * ) into Eq. (6), giving π q target (a|s; θ k+1 ) = π * (a|s), recovering the optimal policy when the E-step converges to this limit. The commonly used greedy policy improvement step, π q (a|s; θ k+1 ) = arg max a (Q(a , s; ω k )) approximates the softmax function in equation Eq. (6), obtaining an estimate, π q (a|s; θ k+1 ) ≈ π target (a|s; θ k+1 ).
The M-Step/Critic From an RL perspective, the variational M-step yields an objective that minimises the MSBE, β(ω). The M-step therefore corresponds exactly to policy evaluation, whereby we improve the Q-function to match the recently learnt policy, π q (a|s; θ k+1 ). Note that we could can replace β(ω) with any expectation in our framework that ensures β(ω) ≥ 0 and β(ω) → 0 aŝ Q(h; ω * ) → Q pω (h; ω * ), extending the family of possible algorithms.
From a VI perspective, our goal is to maximise the joint distribution in the form of the ELBO with respect to the parameters ω for our current variational estimate of the posterior. The RL perspective limits the extent to which this is possible due the difference between the optimal policy and our current estimate,Q target (h; ω k+1 ) = Q π q (a|s;θ k+1 ) (h), where Q π q (a|s;θ k+1 ) (h) is the true action-value function under the variational policy π q (a|s; θ k+1 ). Optimising any further would require a better estimate of the optimal policy/posterior.
Relationship to Existing EM Methods
The majority of methods that exploit EM for RL use the pseudo-likelihood inference framework described in Section 2.4. Since the inference parameters of the pseudolikelihood joint distribution, ω, parameterise the policy (see Table 2 ), optimising the marginal likelihood corresponds to finding a set of parametrise that directly parametrise an optimal policy. By comparison, VIREL's joint parameters, ω, parametrise the Q-function, hence by maximising the loglikelihood, we obtain an optimal Q-function from which we then infer an optimal policy. This change in perspective explains why VIREL inverts the common association of the E-step representing policy evaluation and the M-step representing policy improvement. Our variational distribution contains the control policy, which we improve on the E-step, approximating the optimal posterior that we seek to learn. The parameters of our Q-function are subsequently maximised in the M-step, evaluating the policy found in the E-step.
Since VIREL maximises an objective of the form KL(p π p O ) rather than KL(p O p π ), VIREL offers a major benefit in overcomes the risk-seeking limitations of pseudo-likelihood methods outlined in Section 2.4, Moreover, policy iteration and evaluation follow naturally from our model, giving an exact correspondence between EM and actor-critic algorithms, offering an E-step that derives a policy gradient method and proving that the M-step reduces the expected Bellman error.
Experiments
The goal of our experimental evaluation is to demonstrate the effectiveness of RL algorithms derived from the VIREL framework. We compare our methods to the state-of-the-art SAC 2 algorithm on MuJoCo tasks in OpenAI gym (Brockman et al., 2016) and in rllab (Duan et al., 2016) . We use SAC as a baseline as it notably outperforms other existing methods like DDPG, Soft-Q Learning and TD3 Haarnoja et al., 2017; Fujimoto et al., 2018) as demonstrated by Haarnoja et al. (2018) .
We consider the variational actor-critic algorithm derived by substituting the standard action-value function Q (referred to as Q hard ) into the VIREL framework with the simplification of β(ω) = α. This leads to an entropy-regularised actor-critic model (see Algorithm 1 in Appendix C). Just like SAC, we implement two independent action value functions Q 1 (ω 1 ), Q 2 (ω 2 ) using the minimum of the two in the forward pass to mitigate the positive bias introduced by function approximation (Fujimoto et al., 2018; Hasselt, 2010) . We also use a value function network V (φ) as a variance reduction baseline to stabilise training.
We use two variants of VIREL in this setting: VIREL1, which uses two hard Q-functions and VIREL2, which uses one hard and one soft Q-function. We scale the rewards so that the means of the Q-function estimates in VIREL2 are approximately aligned. Fig. 3 shows the total average return of the evaluation rollouts for each of the algorithms compared for five different trials. All the algorithms assume a Gaussian policy which enabled the use of reparametrisation trick to reduce the variance of the gradient estimator. The evaluation was performed every 1000 steps.
The results show that our implementations VIREL1 and VIREL2 perform on par with SAC in simple domains like swimmer, walker, ant etc. They also provide evidence that the simplest algorithms derived from our framework outperform SAC in challenging high dimensional domains like humanoid-gym and -rllab (17 and 21 degrees of freedom respectively).
Conclusion & Future Work
We have presented a novel framework that recasts the reinforcement learning problem as an inference problem on a probabilistic graphical model. Our model defines likelihoods as exponentiated action-value functions scaled inversely by the mean square Bellman error, succinctly representing the dynamics of the underlying MDP. We have explored the theoretical justifications for this model and compared two simple actor-critic algorithms that arise naturally from applying variational expectation-maximisation on the ELBO of the framework. An empirical evaluation shows that our algorithms perform on par with the current state of the art and might be advantageous for difficult high dimensional domains. Our results motivate the derivation and evaluation of more complex algorithms obtained using advanced techniques from inference literature (for instance generalised evidence bounds (Chen et al., 2018) ) in future work. We have provided evidence for overcoming the theoretical shortcomings of the existing approaches using inference for RL. Due to its flexibility and generality, VIREL offers a promising direction for a wide range of applications and tasks in RL.
A Proofs for Section 3
A.1 Lemma 1
Proof. Marginalising out a from the posterior defined in Table 1 , we obtain:
Using the chain rule and substituting for p(s|O; ω) from Eq. (7) we obtain the action-posterior:
hence the action-posterior is a Boltzmann policy with respect to Q pω (h). Now under the limit β(ω) → 0 we have:
where δ is the delta function. Thus the posterior defines a policy greedy with respect to Q pω (h) when the Bellman error vanishes.
A.2 Theorem 1
Proof. Starting from the definition of the ELBO, we have
where the last equality follows from the assumption that rewards are positive and the fact that β(ω) ≥ 0. We see that Eq. (8) (s, a) ).
which is a greedy policy w.r.t. Q p ω * (s, a). Thus the posterior corresponding to maximiser of likelihood is greedy with respect to its own action value function and satisfies the Bellman optimality equation, but this can happen only if the posterior is optimal for the RL objective Eq. (1). Thus p(a|s, O; ω * ) is an optimal policy hence, H(π q (a|s; θ))p 0 (s)ds + H(p 0 (s)),
Where H(·) denotes the entropy of a distribution. Taking derivatives of the ELBO w.r.t. θ and substituting Q pω (h) = Q(h; ω) yields ∇ θ ELBO (ω k , θ) =∇ θ Q (h; ω)π q (a|s; θ)p 0 (s) β(ω) dh+ ∇ θ H(π q (a|s; θ))p 0 (s)ds, ∝∇ θ Q (h; ω)π q (a|s; θ)p 0 (s)dh+ β(ω)∇ θ H(π q (a|s; θ))p 0 (s)ds.
(9)
The first term in Eq. (9) recovers the policy gradient theorem using a function approximator (Sutton et al., 1999 ) and the second term introduces a entropy term, scaled by the MSBE. We now approximate expectations over s using a T timestep Monte Carlo estimation, as is common practice when deriving policy gradient estimators , sampling from the environment under our variational policy to yield the desired result:
Q (s t , a; ω)π q (a|s t ; θ)da+ β(ω)∇ θ T −1 t=1 H(π q (a|s t ; θ)).
B.2 M-Step
Here we provide a full derivation of our M-step of our variational actor-critic algorithm. In the M-step, we maximise the ELBO w.r.t. ω while keeping parameters θ k+1 constant, allowing us to substitute for our variational approximation from the E-step p(a|s, O; ω) = π q (a|s; θ k+1 ) and p(h|O; ω) = q(h; θ k+1 ), yielding: 
The last equality follows from our assumptions that rewards are positive and that we can represent Q pω (h) exactly, hence the objective in last equation can be considered as a surrogate for optimising the ELBO with respect to ω. We see from Eq. (10) that our M-step thus amounts to reducing the MSBE. As Q π q (h) is not readily available, we replace the mean square Bellman error with the mean square estimator error (MSEE),
where ψ(h) is an estimator of Qp ω (h), chosen such that minimising the MSEE minimises the MSBE. Examples of estimators with this property include the TD(0), TD(λ) and Monte Carlo estimators (Sutton and Barto, 2017) . The MSEE expectation is taken w.r.t. D(h), a sampling distribution that is decorrelated from the posterior and chosen so that any reachable state-action pair h ∈ S ×A is visited infinitely often. This allows us to benefit from off-policy evaluation algorithms such as experience replay (Mnih et al., 2015) or asynchronous Q-learning (Mnih et al., 2016b) . Taking derivatives yields our desired result:
∇ ωβ (ω) = E h∼D(h) ∇ ωQ (h; ω) ψ(h) −Q(h; ω) .
C Variational Actor-Critic Algorithm Pseudocode
Algorithm 1 shows pseudocode for the variational actorcritic algorithm presented in Section 4.1.
Algorithm 1 Variational Actor-Critic
Initialize parameter vectors φ,φ, θ, ω, D ← {} for each iteration do for each environment step do a t ∼ π q (a|s; θ) s t+1 ∼ p(s t+1 |s t , a t ) D ← D ∪ {(s t , a t , r(s t , a t ), s t+1 )} end for for each gradient step do
