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Abstract
We present limit theory for tests of homogeneity for finite mixture models.
More specifically, we derive the asymptotic distribution of certain random
quantities used for testing that a mixture of two distributions is in fact just
a single distribution. Our methods apply to cases where the mixture compo-
nent distributions come from one of a wide class of one-parameter exponential
families, both continous and discrete. We consider two random quantities,
one related to testing simple hypotheses, the other composite hypotheses.
For simple hypotheses we consider the maximum of the standardised score
process, which is itself a test statistic. For composite hypotheses we consider
the maximum of the efficient score process, which is itself not a statistic (it
depends on the unknown true distribution) but is asymptotically equivalent
to certain common test statistics in a certain sense. We show that we can ap-
proximate both quantities with the maximum of a certain Gaussian process
depending on the sample size and the true distribution of the observations,
which when suitably normalised has a limiting distribution of the Gumbel
extreme value type. Although the limit theory is not practically useful for
computing approximate p-values, we use Monte-Carlo simulations to show
that another method suggested by the theory, involving using a Studentised
version of the maximum-score statistic and simulating a Gaussian process to
compute approximate p-values, is remarkably accurate and uses a fraction of
the computing resources that a straight Monte-Carlo approximation would.
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