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Abstract
An important part of current research on appearance based mapping goes towards richer semantic
representations of the environment, which may allow autonomous systems to perform higher level tasks
and provide better human-robot interaction. This work presents a new omnidirectional vision based
scene labeling approach for augmented indoor topological mapping. Omnidirectional vision systems are
of particular interest because they allow us to have more compact and eﬃcient representation of the
environment. Our proposal includes novel ideas in order to augment the semantic information of a
typical indoor topological map: we pay special attention to the semantic labels of the diﬀerent types
of transitions between places, and propose a simple way to include this semantic information to build
a topological map, as part of the criteria to segment the environment. This work is built on eﬃcient
catadioptric image representation based on the Gist descriptor, which is used to classify the acquired
views into types of indoor regions. The basic types of indoor regions considered are Place and Transition,
further divided into more speciﬁc subclasses, e.g., Transition into door, stairs and elevator. Besides using
the result of this labeling, the proposed mapping approach includes a probabilistic model to account
for spatio-temporal consistency. All the proposed ideas have been evaluated in a new indoor dataset
presented in this paper. This dataset has been acquired with our wearable catadioptric vision system1,
showing promising results in a realistic prototype.
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1. Introduction
For most autonomous tasks, one of the initial steps consists of obtaining a suitable representation of
the environment. In order to obtain it, the system interprets the data acquired with diﬀerent sensors
on-line or in exploration phases to build diﬀerent types of models depending on the tasks to be performed.
Focusing on vision sensors, this modeling consists of arranging the acquired images into a visual memory
or reference map. Data should be organized eﬃciently but more importantly, in a way as useful as
possible to be used later. In many cases, big and accurate metric maps are not necessary or not enough
informative, therefore higher abstraction level maps can be built, such as topological or object-based
maps, such as [1, 2, 3, 4], detailed later in Section 2.
The general goal of this work is to achieve a useful semantic-topological map for indoor environments
using a wearable catadioptric vision system for personal assistance. We propose how to include interesting
semantic information on indoor topological models. In particular we design a simple approach to segment
the environment into semantically meaningful clusters using omnidirectional images acquired with our
wearable system. We represent the catadioptric images following the approach described in [5], which is
based on an adaptation of the global Gist descriptor [6] to omnidirectional images. Our long term goal is
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Preprint submitted to Robotics and Autonomous Systems February 10, 2012to merge the presented semantic model with a set of small metric maps of each topological region, which
could be obtained with standard visual odometry or slam algorithms [7]. In this paper we focus on a new
scene classiﬁcation method for topological mapping. Our proposal includes the following two novel ideas
with regard to other related works.
First, an improved criteria to deﬁne environment clusters. On-line topological mapping approaches
usually segment the environment regions by evaluating the similarity within consecutive images and
establishing diﬀerent criteria to decide when and where to segment the trajectory. We deﬁne how to
easily include the labeling from our semantic indoor region classiﬁer as part of the criteria to organize
the topology of the environment. This classiﬁer is based on a model previously built from a few given
examples of the diﬀerent classes to be recognized. We ﬁnd that most of the approaches for semantic
indoor scene labeling try to label types of Places [8, 9, 10, 11].
Second, additionally to the types of Places, we perform a detailed analysis of the semantic information
included in the types of Transitions (such as door, elevator or stairs) between these Places. This informa-
tion can be of great interest for autonomous systems working indoors, since depending on the transitions
we may be or not be able to traverse from one Place to another. Knowing the type of transition may
allow us to choose a suitable robot team member to go to a particular destination, or give appropiate
instructions in case of human assistance systems.
Two other interesting properties of our method, that are not novel themselves but their integration
is essential in our proposal, are the following: ﬁrst, the fact of using only global descriptors, with the
corresponding improvement in eﬃciency with regard to the use of local features; second, the inclusion
of a probabilistic model to keep the spatio-temporal consistency of the labeling along the trajectory. In
spite of the simplicity of the image representation, the proposal gets to partition the environment into
semantic meaningful areas for humans, as it can be seen later in the experimental validation, using the
presented catadioptric dataset.
Additionally to our approach, this paper presents a new indoor dataset, used to evaluate our pro-
posals. This dataset has been acquired indoors with a wearable system composed by an omnidirectional
camera, an IMU and a GPS. The use of wearable systems is mostly oriented to create human assistance
applications, and adds new diﬃculties to the work.
The rest of the paper is organized as follows. First we analyze related works on semantic and topo-
logical maps in Section 2, and Section 3 details the image representation we use. Section 4 provides the
description of the Places and Transitions classiﬁer and the sequence segmentation approach developed
in this work. The experimental validation of the proposed ideas is summarized in Section 5, where we
describe the new catadioptric image dataset acquired with a wearable system. Finally we conclude and
discuss the future work in Section 6.
2. Related work
Topological modeling of the environment is a subject already studied for long [12, 13]. Initially, these
models presented huge possibilities due to their lower computational requirements with regard to accurate
metric maps. More recently, these models have gained interest due to the possibilities of augmenting them
with semantic concepts [14], such as information about places [1] and/or objects [2]. Topological maps
are many times built on top of a hierarchy of diﬀerent map levels [15], e.g., a global topological map that
connects smaller local metric maps [16]. An extensively used solution to achieve diﬀerent eﬃciency and
accuracy results at the diﬀerent levels is to use global and local image features through the diﬀerent steps
of the hierarchy [17].
Augmenting topological maps with semantic information makes them more suitable for human-robot
interaction [3, 4] and allows us to achieve more complicated goals [18]. Semantic mapping provides new
opportunities to increase the autonomy and reasoning skills of intelligent systems, both for outdoor and
indoor applications.
In outdoor settings, many of the recent and impressive approaches are achieved by combining multi-
sensor information, typically vision and laser sensors [19, 20], to build topological models that include
place or object recognition information. In the work [19], which deals with place recognition, the authors
present an approach for appearance based mapping using extremely large datasets (1000 km) that eﬃ-
ciently recognizes previously visited places. The work in [20] is focused on objects rather than places, it
2recognizes and labels objects in large urban environments proposing a Conditional Random Field based
framework.
Focusing on the framework of this paper, indoor environments, we also ﬁnd proposals using diﬀerent
types of sensors to interpret semantic information that will be included in a topological map. Initial
proposals were typically achieved using range data, to learn a room-doorway-hallway structure indoors
in [21] or [22]. We also ﬁnd proposals using a combination of range and vision cues, for example in [3]
they combine place and object recognition in exploration and semantic mapping approach. The work
in [10] suggests a Support Vector Machine (SVM) scheme that learns how to optimally combine and
weight each cue. In [23] boosting is used to learn a classiﬁer with diﬀerent place labels, using vision and
range sensors.
Proposals only based on vision sensors are closer to our approach. Although they usually provide more
detailed labels than only range data approaches, most of these approaches still include semantic labels
only regarding Places (e.g., oﬃce, corridor, kitchen...) [24], considering all transitions as just connections
between places. We ﬁnd diﬀerent types of approaches that try to classify types of places, with multiple
proposals of how to learn the labels to be recognized and how to represent the images.
Regarding how to learn the environment model, some proposals are constantly trained and, sometimes,
simultaneously run with human supervision to achieve a representation closer to human concepts [4, 27].
Others use weaker human supervision to learn a model from a few initial labeled samples, such as the
work in [9]. This approach learns the representation of problematic locations (e.g. images showing only
zoomed wall areas, without any information about the actual indoor region) from a few given examples.
This helps to detect when those problematic cases occur and to avoid giving incorrect or noisy labeling.
Our augmented topological mapping approach makes use of human supervision, but only in the
initial training phase, to provide sample labeled images of the types of indoor scenes of interest. Besides
labels for places, our approach includes semantic information about the types of transitions. This is of
particular interest for multiple-ﬂoor buildings, where depending on who is using the map a transition
(elevator, stairs, closed door,...) may be feasible to traverse or not. We ﬁnd other recent works that
also paying attention to transitions [28, 11]. The ﬁrst work only detects doors, proposing to dynamically
model the environment to react if a transition is suddenly closed. The second work applies the generic
label transition to all areas that are not detected as being of a known type of place, so no knowledge of
the kind of transition is included.
Besides the described augmented mapping approaches, we ﬁnd additional closely related works re-
garding the more general problem of place or scene recognition indoors [29]. This work also points the
idea of plenty of indoor areas usually not considered in classiﬁcation approaches. Among the big set of
types they study we can ﬁnd elevators and stairs. In this work we include all type of indoor regions
that can actually be considered as a transition between places (elevators, stairs and areas under doors or
under jambs). Another common point with that work is the use of the Gist descriptor [6].
Attending to the image representation, some works propose to work with local features, such as the
robust vision-based robot localization using combinations of local features from [25], or the work in [26]
that presents an integration of object detection, using local features, and global image properties for place
classiﬁcation. In this work we use global features. Our global image descriptor is based only on the global
Gist descriptor, following the ideas initially presented in [31]. The Gist descriptor was initially presented
for classifying outdoor scenes [30] and used in more recent work together with additional cues for indoor
scene recognition [29]. Global descriptors are known to be more eﬃcient and compact, but usually less
robust and discriminative, than local features. However, in the current work promising results pointed
that this weakness can be compensated to a certain extent by the powerful scene representation contained
in omnidirectional images.
The use of omnidirectional images is another key characteristic of our proposal. Some proposals take
advantage of wide ﬁeld of view cameras to acquire more compact visual models, e.g., in [32, 33] panoramic
cameras are used for indoor topological map building and [34] presents an approach for topological
mapping and navigation using a catadioptric vision system. We use this second type of images, acquired
with a catadioptric vision system, usually smaller and with lower cost that the panoramic cameras.
However, these cameras present additional issues to deal with, such as big image distortion, noise and
parts of the vision system self-reﬂected in the views. These iddues together with the fact that we are using
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Figure 1: (a) Raw image acquired with our catadioptric vision system. The green line shows the mask
limits used to avoid the artifacts of the image. The dashed red line deﬁnes the limits of the four image
parts. (b) Top row shows these four raw parts, while bottom row shows the four parts rotated to the
canonical orientation.
a wearable system, requires a carefully designed image representation detailed in the following section.
3. Image representation and similarity
Visual descriptors that capture image information as a whole are known as global descriptors, while
those that capture a speciﬁc interest region are called local descriptors. It has been typically shown that
local descriptors are more accurate for visual localization than global descriptors, but also have much
larger memory and processing requirements [35]. Therefore, to deal with large quantities of images for
tasks where eﬃciency is an issue and it is not required a detailed analysis of image content, a global
representation is preferred.
In this work we use the Gist descriptor [30], a holistic image representation or global image feature. In
particular, it is a low dimensional representation of the scene captured in an image which corresponds to
the mean response to steerable ﬁlters at diﬀerent scales and orientations computed over 4x4 sub-windows.
The descriptor consists of a vector of 320 components for each color band used, so in a RGB image it has
960 components. This global feature was presented and applied as a successful tool for scene recognition,
with the big computational saving of bypassing the segmentation and the processing of individual objects
or regions. Approaches using this descriptor typically work with squared conventional images, most of
the time assuming frontal scene views acquired with the camera focal axis parallel to the ground plane,
since the descriptor is not rotation invariant.
In the case of omnidirectional cameras the image contains 360o degrees ﬁeld of view around the
camera. This presents a problem when facing the same scene with diﬀerent direction of travel, i.e., same
location but camera rotated around the vertical axis. This situation can generate apparently diﬀerent
scene view, although it is just a matter of re-organization (shift), of the scene parts. To handle this
problem and try to make our image representation invariant to the camera vertical rotation we split
the omnidirectional images in four parts, similar to the method presented in [5]. Each image is split in
four parts, each part is rotated to a canonical orientation (Fig. 1 shows how this rotation is done), and
he Gist descriptor is computed for each part. We need to mask out parts of the image where artifacts
appear, mostly produced by the reﬂection of catadioptric system elements in its own mirror. With this
representation, the omnidirectional image Gist g is composed by four conventional Gist descriptors, one
computed for each image part (front, left, back and right): g = [gf,gl,gb,gr].
We have analyzed how to split the omnidirectional images. Fig. 2 shows two partition possibilities:
Direct partition (Fig. 2(a)), that just splits the image into four equal squares, and Rotated partition
(Fig. 2(b)), where the parts are extracted from the 45o rotated image. Due to the camera orientation,
the parts extracted in the Direct partition correspond to the main directions of the scene according to the
Manhattan World Assumption. The use of these two partitions is analyzed in detail in subsection 3.1.
The similarity between two images using this representation is obtained based on the Euclidean
distance between the descriptors. We compute the minimum distance that can be obtained between one
image and the four possible permutations of the four sections of the second image. These permutations
correspond with the four possible alignments of the sectors of the image and will hopefully provide us
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Figure 2: (a) Omnidirectional image acquired with the Wearable OmniCam system partitioned using the
two methods analyzed: (b) Direct and (c) Rotated. The red arrow in the ﬁrst image shows the front
direction of the helmet.
Figure 3: Graphic representation of the circular permutations of the Gist descriptor.
with the best alignment of the two evaluated images. Being g and g′ the descriptors of two images, the
distance between them is:
dist(g,g
′) = min
m (de(g,πm(g
′
flbr)), (1)
where πm(g′
flbr) is the mth circular permutation of the descriptor g′ component vectors (m = 1,2,3,4)
and de the Euclidean distance between the Gist descriptors of two omnidirectional images. Fig. 3 shows
the circular permutations in a graphic way.
3.1. Rotation invariance analysis
To analyze in detail the rotation invariance issues described above we have performed two experiments.
With the ﬁrst experiment we want to prove the rotation invariance achieved with this image represen-
tation. We get 36 images equally distributed along a 360o camera rotation movement without translation,
around the vertical camera axis. Using the Direct partition we achieve invariance to vertical rotation
angles multiple of 90o and using both the Direct and the Rotated partition together we get invariance to
rotation angles multiple of 45o. This rotation invariance is not robust to all kind of movements, but the
Manhattan assumption seems a reasonable one to work with man-made environments, where the possible
directions of travel on a particular location usually ﬁt these restrictions. Each image from this test set
corresponds to a rotation of 10o with regard to the previous image. We extract the Gist descriptor of
all images with the two partitioning methods, so for each image we have two descriptors (gDirect and
gRotated). We compare the Gist of the Direct partition (gDirect) of the reference 0o image with both the
Direct (gDirect) and the Rotated (gRotated) Gist descriptors of all the following images. Using a perfect
rotation invariant representation all images would get exactly the same descriptor and the distance (1)
would be 0. Figure 4(a) shows the results of this test. The red line represents the distance between
gDirect in the test images and the initial reference image. It shows the higher distance values (less similar
images according to our representation) at rotations of 45o, 135o and 225o; while, as expected, the mini-
mum distances appear at rotations of 0o, 90o, 180o, 270o and 360o. The blue line represents the distance
between gDirect in the test images and gRotated in the reference image. The black line represents the
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Figure 4: Rotation invariance of the image representation proposed (a), and inﬂuence of translation
vs. rotation (b). The red line shows the distance gDirect − gDirect and the blue one the distance
gDirect − gRotated. The black line shows the minimum value of both distances. The pink areas in (b)
mark the parts of the trajectory where the camera is rotating. The omnidirectional images on the right
of the ﬁgure correspond to the frames marked in the plots. The green line shows the rotation respect to
the reference frame. The pink line shows the translation of the camera in the trajectory, the distance
from the reference frame.
minimum value of red and blue line. This merged result conﬁrms that using both partition methods we
achieve better invariance to rotation, in particular to rotation angles multiple of 45o.
Second experiment is designed to show the inﬂuence of using one or two of the described partition
methods while moving indoors. We have chosen a subsequence of the dataset where the camera moves
along a corridor and returns the same way but from opposite direction (180o rotation). The test consists
of comparing the gDirect of all images against the gDirect and gRotated of the reference image. The image
used as reference is the ﬁrst image of the sequence. Ideally, we would like to observe how the distance
between images increases as we get the test image further from the initial image. Figure 4(b) shows
the results of this second experiment. The frames 50 and 190 correspond to frames where the camera is
rotating. Points 190 and 305 correspond to the highest Gist distance, points of the trajectory that are
almost at the further location from the reference. This suggest that the Gist distance variations are bigger
due to the translation along the corridor than due to the rotation. The distance gDirect − gRotated, blue
line, is usually higher than the gDirect − gDirect , red line. Points where Direct versus Rotated distance
is smaller than Direct versus Direct distance correspond to parts of the trajectory where the camera is
rotating.
Therefore, as already mentioned, we can see there are not worth improvements using the duplicate
Gist partition while navigating indoors. Even if it is more robust to rotations (to all angles multiple of
45o instead of only multiples of 90o), the increase in the Gist distance due to the camera rotation issues
is small compared to those that appear due to translation. Therefore, the experiments in the rest of this
work were performed using only the Direct partition method.
4. Augmented topological map with semantic labels of indoor scenes
This section describes all the steps of our augmented topological mapping approach. First, we propose
a simple classiﬁcation to identify basic indoor scene classes of interest (Places and Transitions) to discover
the topology of the environment. Then, we evaluate the classiﬁcation into more detailed types of scenes
and ﬁnally integrate it in a proposal for augmented topological map building.
4.1. Labeling of Places and Transitions
Classiﬁcation of indoor areas into Places and Transitions is natural and easy for humans when nav-
igating through a building, and they represent the basis to build a topological map of the environment.
6Table 1: Classes and subclasses considered in this work.
Classes Subclasses
Places (P)
Corridor (P1)
Big Room (P2)
Medium Room (P3)
Small Room (P4)
Transitions (T)
Door (T1)
Jamb (T2)
Stairs (T3)
Elevator (T4)
Places are the nodes of the model and Transitions correspond to the edges between nodes. The main
objective in this part of the work is to develop a method to automatically classify the images of a sequence
into Places and Transitions to build an initial map with this information. Additionally we evaluate how
to label the scene captured in each omnidirectional image into subclasses: the images classiﬁed as Places
are further labeled into corridors and rooms of diﬀerent sizes (big, medium and small rooms) and the
images classiﬁed as Transitions are labeled as doors, jambs, stairs and elevators (Table 1).
Both subclasses provide the model with augmented semantic information, but of particular interest,
and diﬀerent from other approaches, is the fact of analyzing in detail the types of transitions. Indeed,
the actions and movements required to traverse each of them are signiﬁcantly diﬀerent both for a human
or robot navigating the map. For example, climbing stairs is not the same that traversing a door, or the
type of movement to be generated may be diﬀerent in a corridor and in a big room.
We describe next how to perform this classiﬁcation based on the image representation and similarity
evaluation described in previous section.
4.1.1. The Environment Model
A basic step in our method is obtaining the environment model, to use it later as reference to classify
new occurrences. This environment model is created using a set of training reference images. It is
composed of representative descriptors of each class and subclass given with this training data. In the
dataset used in this work, detailed in next section, all the images have been manually classiﬁed and
grouped in clusters of consecutive images belonging to the same semantic class/subclass. To build the
model in a systematic way we consider as training data the ﬁrst ni clusters of each class. The value ni for
each class i is computed as Ci
4 , being Ci the number of clusters of class i in the environment. To obtain
a more homogeneous sampling, the value ni is quantized into the following set of values: ni ∈ [1,2,5,10].
The model of each class, Mi, initially consists of all gDirect descriptors of the training images. Note
that typically Place clusters would include more images than Transition clusters, since the time spent
traversing a corridor is longer than the time spent crossing a door, so more images of that type are
acquired. To avoid that this fact leads to unbalanced models towards Place, we use a standard k-means
method to ﬁnd the k Gists descriptors that better represent each class. Then, all classes have the same
amount of reference data in the model, the k Gist descriptors that correspond to the centroids of the
obtained clusters. More formally, the environment model is:
Mi = {Mi,j|j = 1..m} with Mi,j = {g1,g2,...,gkModel} (2)
where Mi is the model of class i (i ∈ [P,T]), m is the number of subclasses of class i, and Mi,j is the
model of subclass j from class i that is composed by its k representative descriptors.
4.1.2. Label new occurrences according to the environment model
To label new images, we use a simple nearest neighbor based classiﬁer. To measure the likelihood of
a new image being of a particular class, we compute the following likelihood function (3) based on the
Gist descriptor distance, and assign the maximum likelihood solution as label for the new image.
p(It|St = i) =
K e
−di
σ2
P
j=P,T K e
−dj
σ2
(3)
7St = i is the event of being in an area of class i at time t, when the image It is acquired. Then p(It|St = i)
is the likelihood of acquiring image It at time t being in an area of class i. Parameters K and σ2 are user
deﬁned gain and variance respectively, in this work we use k = 1 and σ2 = 0.2, adjusted after some initial
experiments. di and dj are computed comparing the current image Gist with the environment model:
dc = min
g′∈Mc
(dist(gt,g′)) (4)
dc is the similarity between image It and the class c. The Gist descriptor gt is the descriptor of the image
It and g′ is one of the representative descriptors of class c included in the model (Mc). The distance
between these descriptors is computed following equation (1).
4.2. Semantic sequence segmentation with temporal consistency
This section describes our complete approach for labeling sequential information. It is based on the
image classiﬁer described in previous subsection. The idea is that this semantic labeling of a sequence
can be of great help to obtain more meaningful topological representations of the environment captured
in that sequence.
Generally, with catadioptric images, if we only pay attention to consecutive image descriptors distance
to decide where to split the topological regions, what we obtain is far from a semantic segmentation that
a human would do, containing for example lots of small clusters. This is because even consecutive
catadioptric images may present big visual diﬀerences, due to big image distortions and image changes.
This eﬀect is specially pronounced when objects and scene elements are close to the camera (as it usually
happens indoors). Our proposal uses semantic labels as basic criteria to obtain semantic meaningful
clusters in the topological model as detailed next.
First, we enclose the classiﬁer described before in a framework that allows us to include spatio-temporal
coherence in the model. We expect this coherence to improve the classiﬁcation on sequential data: if the
current image is very likely to belong to a transition area, next image is also likely to be part of it. We
model these ideas using a Hidden Markov Model (HMM) following the approach presented in [36]. A
HMM is a dynamic Bayesian network that represents a sequence of variables. At each instance of time
the state is a random variable which can take one of the just two values: P (Place) or T (Transition).
Let St be the random variable that represents the event of being in Place or Transition area at time t
and It the image at this time. Then, the problem of detecting the kind of area j being crossed can be
formulated as the search of j that satisﬁes:
j = argmax
i∈{T,P}
p(St = i|It). (5)
The posterior probability p(St = i|It) is the probability of the event St = i given the image It, which
can be decomposed using the Bayes rule and the Markov property:
p(St = i|It) =α p(It|St = i)p(St = i|It−1) =
=α p(It|St = i)
X
j=T,P
p(St = i|St−1 = j)p(St−1 = j|It−1), (6)
where α is a normalization term, and the conditional probability p(It|St = i) is the likelihood function
(eq. (3)) modeling the likelihood of the current image It being of type i. The term p(St = i|St−1 = j)
is the state transition probability for observing the event St = i given St−1 = j, i.e., having an image
of type i when previous image was of type j. This term models the probability of all possible changes
in the state from time t − 1 to t. We need to model four possible state transitions: p(St = i|St−1 = j),
with i,j ∈ T,P. In practice, we set empirically the value of the probabilities of repeating the same event
occurred at time t−1 in time t, p(St = i|St−1 = i), so the rest can be computed as p(St = j|St−1 = i) =
1 − p(St = i|St−1 = i), with j  = i.
Algorithm 1 details the proposed semantic trajectory segmentation method. For each new image the
probability of being Transition or Place is estimated using the HMM. Consecutive images of the same
class are grouped into the same cluster until the criteria to start a new cluster is ﬁred. This criteria is
based on the likelihoods estimated from the described HMM, but to prevent the appearance of too small
clusters a criteria based on the similarity with the ﬁrst image of the current cluster (minSize ﬁlter) is
8Algorithm 1 Semantic sequence segmentation method.
Input: Omnidirectional image sequence and environment model
Output: Semantic sequence segmentation
n = Number of the current cluster
th = Similarity threshold of the minSize ﬁlter
Mi = Model of class i, with i ∈ [P,T]
gn = Gist of the ﬁrst image of the current cluster n
gt = Gist of the new image It
Pt−1 = Probabilities at previous step
while not end of sequence do
// New image It
gt = OmnidirectionalGist(It)
// Compute similarity with the current cluster
d = dist(gt,gn);
// Compute probability of being transition or place
[pP,pT] = HMMEnvironmentModel(gt,MP,MT,Pt−1)
if pP > pT then
state = P
else
state = T
end if
if d > th & state  = statencluster then
CreateNewCluster(It,n + 1,state)
n = n + 1
else
IncludeImageInCluster(It,n)
end if
Pt−1 = [pP,pT]t−1
end while
included. If this distance is below the similarity threshold (th) established, the new image is included in
the current cluster, even if classiﬁcation results according to HMM likelihood would label it as a diﬀerent
class than current images in the cluster. We will see the diﬀerences of using one or both of this criterion
to build the topological map in next section.
This ﬁrst step just segments the input sequence into clusters of images labeled as Places or Transitions,
the classiﬁcation into subclasses is performed next. We try to take advantage of this ﬁrst level classiﬁcation
as a prior for the more detailed classiﬁcation into subclasses. Once an image is labeled as Transition or
Place, we look for the subclass with the reference descriptor most similar to the current image. We
already know the class assigned to the image, so we only evaluate the subclasses of that class.
Note that at the end of the process, we want to assign a unique class and subclass to all members
of each cluster. However, during the process images labeled as diﬀerent subclasses may had ended up
together. We consider this is noise due to the fact that descriptors of some subclasses are pretty close
to each other and diﬃcult to separate sometimes (doors and jambs for instance, are hard to distinguish
for a human observer as well). Then, to assign the most likely subclass label to the whole cluster, we
compute the mode of the subclass label assigned to each image in the cluster.
5. Experiments
In this section we present a new dataset acquired as part of this work and the results of the experi-
mental validation of our proposed method performed with it.
5.1. The Wearable OmniCam Dataset
The catadioptric image dataset presented in this work has been acquired with our Wearable OmniCam
acquisition system. This system includes a small hyper-catadioptric camera mounted on the top of
a helmet (Fig. 5(a)), a 3-axis IMU (compass, gyroscope and accelerometer) and a GPS device. The
three sensors are synchronized and the camera has been calibrated using the approach described in [37].
9Table 2: Number of clusters of each class in the dataset. Values between parentheses are the number of
images of that class/subclass.
Places
TOTAL Corridor Big Room Medium Room Small Room
56 (16522) 38 (12577) 7 (1559) 3 (1021) 8 (1365)
Transitions TOTAL Door Jamb Stairs Elevator
55 (4382 ) 40 (1268) 9 (514) 4 (1933) 2 (667)
However, the presented data has been acquired indoors, so GPS is deactivated. IMU data is also not used
in this work, that is a purely vision based approach, but could be used for future works and included in
the published data.
The use of wearable sensing is mainly intended for applications of human assistance. There are a lot
of sensors used in diﬀerent ways to help persons: GPS for localization and guidance, IMU for movement
supervision, cameras for object or place recognition, range sensors for obstacle avoidance. In this work we
have focused in omnidirectional vision as a wearable system, so we ﬁnd some problems that do not exist
when using omnidirectional cameras for robots. In our case, placing the camera in a helmet, make us
face the head movements of a person walking. Up to our our knowledge this is the ﬁrst dataset published
form indoor environments with a wearable omnidirectional camera.
The dataset acquisition has been performed inside one building at our Campus at the University of
Zaragoza, Spain. The building has three ﬂoors and includes areas of diﬀerent types: corridors, research
laboratories, oﬃces, classes, etc. The acquisition has been performed by a person wearing the helmet, so
the dataset suﬀers the typical motion of a person walking. A long trajectory covering as much areas as
possible was performed (many areas are locked or with restricted access so it was not possible to cover all
regions in the building). Figure 5(b) shows the map of the three ﬂoors of the building highlighted with
diﬀerent colors, depending on the type of area traversed during the acquisition. The gray areas are parts
not included in the dataset.
The visual part of the dataset consists of 20905 omnidirectional images at 1024x768 pixels resolution
acquired at a frame rate of 10 FPS. The ground truth labeling of the building areas has been made
according to our objective of separating Places and Transitions. We consider the main spaces of a building,
like corridors or rooms, as Places. Transitions label comprises all the areas joining diﬀerent Places: doors,
stairs, elevators, etc. The more detailed classiﬁcation in type of Places or type of Transitions has been
chosen to adequately describe the environment of acquisition. Places are classiﬁed as Big, Medium and
Small Rooms and Corridors. Typically small rooms correspond to oﬃces, medium to classes and big to
halls or laboratories, for simplicity we classify them according to their size despite their diﬀerent uses.
Transitions are classiﬁed as Doors, Jambs, Stairs and Elevators. The areas labeled as Transitions starts
about 0.5 meters before and ends about 0.5 meters after the Transition has been crossed.
All images have been manually labeled with the type of area where acquired and its position. Con-
secutive images labeled with the same type of area have been grouped into clusters. Table 2 shows the
number of clusters and between parentheses the number of images of each type.
5.2. Image representation evaluation
This ﬁrst set of experiments is designed to evaluate how suitable and discriminative for our problem
the image representation described results. These experiments evaluate diﬀerent environment models
and how they work classifying the rest of the images into Places and Transitions, as well as the detailed
classiﬁcation into subclasses.
As said before a key element of our labeling process is the reference model used. Then, we have tried
to build this model automatically to avoid any bias with hand made selections. The basic model created
from the dataset, let us name it One-Cluster-Model, includes only the ﬁrst cluster of each subclass found
in the sequence. The second model evaluated, named n-Cluster-Model, includes a variable amount of
clusters considered as reference for each subclass, depending on the occurrence of each class and subclass.
In practice, the value of ni used for the n-Cluster-Model is 5 for Corridor, 2 for Big room, 1 for
Medium room and 1 for Small room in the case of Places. In the case of Transitions the value of ni is 10
for Door, 2 for Jamb, 1 for Stairs and 1 for Elevator. 4351 images are used to build this model, while the
amount of images used to create the One-Cluster-Model is about half of that value (2208 images). The
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Figure 5: (a) Map of the building where the dataset has been acquired, diﬀerent colors mean diﬀerent
type of area traversed. (b) Acquisition system: an omnidirectional catadioptric camera mounted on a
helmet.
amount of representative descriptors per class k is set to 25 after some initial evaluations of the approach.
Then, the environment model is formed by 200 representative Gists (2 Classes × 4 Subclasses/Class ×
k).
The test images used to evaluate the approach in the following experiments are all images in the dataset
not used to create the model. We run a Naive Bayes Classiﬁer based on the likelihood function described
in eq. (3), that assigns a label to each image independently of the rest of images. It is a simple probabilistic
classiﬁer based on applying Bayes’ theorem under independence assumptions. The formulation of the
Naive Bayes Classiﬁer in our case and following the nomenclature used for the formulation of the Hidden
Markov Model is:
p(St = i|It) = α p(St = i)
n Y
j=1
p(It|St = i), (7)
again, p(St = i|It) is the posterior probability of the event St = i given the image It, p(St = i) is the
prior probability of the class i and p(It|St = i) is the likelihood function (eq. 3). We set the same prior
probability for each class: p(St = i) = 0.5 with i ∈ [P,T].
The results of this classiﬁcation using the One-Cluster-Model can be seen in Table 3a and Table 3b
shows the results using the n-Cluster-Model. Each row contains the percentage of tests corresponding to
a label correctly classiﬁed or wrong labeled with the other type. The accuracy is computed as the sum
of all the correct classiﬁcations divided by the total number of classiﬁcations. The classiﬁcation using
any of the models works better for Places (P) than for Transitions (T) and, as it could be expected, the
simple model is less powerful to represent the environment that the n-Cluster-Model, with around 5%
higher accuracy. There are additional reasons to use the second model: ﬁrst, indoor environments use
to include more areas of some classes than others, e.g., in the building of the tests there are more doors
than stairs or elevators; second, some areas of the same subclass can be very diﬀerent, e.g., the hall of
the building and a research laboratory are both classiﬁed as Big Rooms. The n-Cluster-Model is kept for
the rest of the experiments as reference model.
Besides the basic Place/Transition segmentation, we want to test how the proposed image represen-
tation works to classify the images into the considered subclasses. Following a similar approach, using
our hand labeled ground truth, we classify all the images from each class (P or T) into the corresponding
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Door (T1) Jamb (T2) Stairs (T3) Elevator (T4)
Figure 6: Examples of images labeled in the ground truth as elements of the diﬀerent classes and sub-
classes.
Table 3: Labeling results evaluating each test independently from the rest of the sequence with a Naive-
Bayes Classiﬁer. Top: results for Place (P) - Transition (T) classiﬁcation using two diﬀerent reference
models. Bottom: subclasses classiﬁcation results using the best performing reference model.
(a) One-Cluster-Model
P T
P 75.02 24.98
T 43.79 56.21
Accuracy: 71.51
(b) n-Cluster-Model
P T
P 80.89 19.11
T 39.89 60.11
Accuracy: 76.82
(c) n-Cluster-Model for Place subclasses
P1 P2 P3 P4
P1 93.04 1.78 0.46 4.72
P2 28.48 61.13 10.31 0.08
P3 32.26 0.98 42.46 24.30
P4 43.90 20.00 2.05 34.05
Places Accuracy: 82.95
(d) n-Cluster-Model for Transition subclasses
T1 T2 T3 T4
T1 69.31 2.01 3.41 25.28
T2 15.42 44.71 25.33 14.54
T3 0.00 0.00 100.00 0.00
T4 0.54 0.00 1.09 98.37
Transitions Accuracy: 82.41
subclasses (P1/P2/P3/P4 or T1/T2/T3/T4). Tables 3c and 3d show the results of this experiment.
Looking to the results for Places we can observe acceptable average values for the accuracy in the label-
ing, however there are big diﬀerences in the results at diﬀerent subclasses (almost all corridor images (P1)
are well classiﬁed, but only 34.05% of small rooms (P4) were labeled correctly. The misclassiﬁed rooms
(about 30% for each room subclass) are usually classiﬁed as corridors. The poor results obtained for the
classiﬁcation among diﬀerent rooms means that the descriptor is not discriminative enough to distinguish
well between these subclasses. Table 3d shows the results for the classiﬁcation of Transitions with also
heterogeneous results for diﬀerent subclasses but acceptable average accuracy above 80%. Conclusion
after these results is that the representation proposed gives acceptable results to augment topological
representations, but there are chances of better performance if we achieve a more discriminative repre-
sentation for particular subclasses.
5.3. Testing the mapping method
Previous subsection shows the accuracy of the labeling classiﬁer: around 76% when classifying into
Places or Transitions and around 82% when labeling one of the basic classes into one of its subclasses. This
subsection summarizes our experiments to validate the whole mapping method proposed in Section 4.2.
First we evaluate the eﬀect of including temporal consistency on the label assignment along the
sequence. We compare results using the Hidden Markov Model (HMM) to decide the most likely class/-
12Table 4: Labeling results evaluating the probability of each class according to the HMM including or
not the minSize ﬁlter. Top: results for Place (P) - Transition (T) classiﬁcation. Bottom: subclasses
classiﬁcation results.
(a) P/T Classiﬁcation
without minSize ﬁlter
P T
P 82.87 17.13
T 39.86 60.14
Accuracy: 78.42
(b) P/T Classiﬁcation in-
cluding minSize ﬁlter
P T
P 78.07 21.93
T 32.27 67.73
Accuracy: 76.04
(c) Subclasses classiﬁcation including minSize ﬁlter
P1 P2 P3 P4 T1 T2 T3 T4
P1 76.61 0.70 0.09 1.63 7.48 0.56 4.13 8.79
P2 22.18 43.94 0.00 0.00 15.06 18.82 0.00 0.00
P3 47.77 0.00 49.16 0.00 0.56 0.00 2.51 0.00
P4 21.95 16.10 0.00 30.97 20.41 9.74 0.00 0.82
T1 33.30 0.00 10.53 1.71 41.12 1.71 0.00 11.63
T2 60.35 11.01 0.00 8.37 0.00 20.26 0.00 0.00
T3 2.31 0.00 0.00 13.38 0.00 0.00 84.31 0.00
T4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00
Table 5: Number of clusters generated with the mapping approach with and without minSize ﬁlter.
HMM HMM + minSize GT
# clusters 267 180 111
Minimum cluster size (# images) 1 7 19
subclass instead of the Naive Bayes Classiﬁer evaluation. The HMM requires to adjust the probability
of a transition to happen. In [23] the authors propose a system to automatically adjust the value of this
probability based in the training data. We test this system, what give us values of p(St = i|St−1 = j)
higher than 0.99 when j = i. The eﬀect of this values is a beneﬁt in the detection of Places to the
detriment of the detection of Transistions. We set the value of p(St = i|St−1 = j) to 0.9 when j = i and
p(St = i|St−1 = j) to 0.1 when j  = i to obtain results more adequate to our objective. Using the HMM
probability evaluation to assign the labels, Places and Transitions, we can see a slight improvement, as
can be seen in Table 4a compared to previous results in Table 3b.
Secondly, experiments summarized in table 4, compare results including or not the minSize ﬁlter
explained in Section 4.2, in the tables 4a and 4b respectively. This ﬁlter compares the Gists distance
between the ﬁrst and the last images on the current cluster and check it with a similarity threshold, the
distance must be over this threshold (th) to create a new cluster.
The images are classiﬁed with HMM and, as explained, they are grouped into clusters according to
the assigned class: consecutive images ﬁtting the conditions are grouped together. We can appreciate
similar average accuracy in the P/T classiﬁcation with or without taking into account the minSize ﬁlter.
However the fact of avoiding too small clusters turns into a more meaningful semantic partition of the
environment as detailed later. Detailed results of classiﬁcation into subclasses are only shown for the
complete approach, including the minSize ﬁlter, in table 4c. Results without using this ﬁlter were very
similar, slightly better for subclasses of Places but slightly worse for subclasses of Transitions.
Table 5 shows the size and number of clusters we generate with the two options and the cluster
arrangement done manually as ground truth when labeling the images. We have set empirically the
minSize threshold to 0.275 for all tests. Note that using the minSize threshold most of the extremely
small clusters are eliminated and the map obtained is more similar to the manually labeled map. Besides,
as described before, this option provided better accuracy for Transitions, that is the particular labels we
are interested the most.
13Table 6: Map areas automatically detected (of # in the Ground Truth)
Places
P1 P2 P3 P4 TOTAL
30 (of 38) 5 (of 7) 2 (of 3) 4 (of 8) 41 (of 56)
Transitions
T1 T2 T3 T4 TOTAL
22 (of 40) 3 (of 9) 4 (of 4) 2 (of 2) 31 (of 55)
Another interesting comparison run was to analyze the usefulness of doing jointly the semantic labeling
and the topological clustering. We evaluated the results of the individual location labeling with or without
getting a common sub-class label for all images in each cluster. We obtained improvements in the labeling
results running both steps simultaneously and assigning a common label to all components in a topological
cluster. This is not surprising, since by grouping images we take into account the subclass of all the images
in the cluster as a group, so we ﬁlter some misclassiﬁcation errors.
Finally, summarizing the experimental validation, Fig. 7 shows the trajectory of the sequence with the
mapping results. This result is obtained with the whole sequence to obtain a representation of the whole
environment. Then as the images used to estimate the model are included now, we observe higher accuracy
values: 81.83% for the classiﬁcation into Places and Transitions, 71.70% for the classiﬁcation into Places
subclasses and 74.37% for the classiﬁcation into Transitions subclasses. Fig. 7(a) shows the manual
segmentation into clusters and their ground truth class label, and Fig. 7(b) shows the segmentation after
running our approach. Comparing both segmentations we can see where errors occur. Regarding Places
detection, as previously observed, corridors are much clearly recognized than the diﬀerent types of rooms.
In the case of Transitions, the higher errors occur for Jambs (blue), that are present only in the ﬁrst ﬂoor
and are not detected, so the corridors that should be separated by them are joined in one cluster. Some
errors also occur in the classiﬁcation of corridors due to the creation of inexistent transitions. These
errors may be happening because of rapid illumination changes that produce big appearance changes and
artifacts in the images.
All previous classiﬁcation evaluations have been estimated considering the individual labeling of each
image. However, the objective when creating a semantic map is to correctly detect the diﬀerent areas of
the environment. Despite some mistakes, the map created captures the distribution of the areas of the
building. Table 6 shows the number of areas detected according to their class and subclass. We consider
an area detected by our approach when 50% of the images in that area have been correctly labeled.
Usually the problem is that the generated clusters are still smaller than the ground truth annotated ones,
that is why we consider correct detections even if only a part of the hand labeled images in the region
are correctly classiﬁed.
6. Conclusions and future work
This work presents a novel indoor semantic place labeling method that includes information of the
basic indoor scenes. The method uses catadioptric images and the adaptation of the Gist global descriptor
to represent these images. The general idea proposed is to simultaneously run a topological map building
approach and the classiﬁer to label the diﬀerent types of indoor scenes considered. We have described
an approach to label diﬀerent types of Places and Transitions. The result of our method is a semantic-
topological model, where the nodes are Places and the edges are Transitions between Places, including
information about diﬀerent types of Places (Big, Medium or Small room, Corridors) and Transitions
(Door, Jamb, Stairs, Elevator). A detailed semantic analysis of the types of transitions is not common
although could provide important information to later uses of the map. Our approach is based on this
semantic classiﬁcation of the images, using a simple environment model, integrated with a Hidden Markov
Model framework to add spatio-temporal consistency.
We performed the experimental validation of our approach using the new Wearable OmniCam dataset
acquired for this work. First, we show good accuracy in the labeling of a sequence into classes and
subclasses. A second group of experiments evaluates qualitatively the approach. They demonstrate the
advantages of including the spatio-temporal framework and show the type of indoor topological models
that can be obtained. Despite the simple and eﬃcient image representation proposed and the diﬃculty
of the dataset, acquired from a camera on a helmet while the person walks normally, the map obtained
is quite close to the ground truth manually generated.
14For future work, it is necessary to evaluate if this representation is valid not only for class labeling but
also for loop detection, to provide a more consistent representation of the environment when revisit to
a certain place occurs. The step from our proposal that could be improved is the subclass classiﬁcation.
Using only the Gist based representation seems not enough sometimes, e.g., when trying to distinguish
small rooms from other rooms or jambs from doors. Therefore, future work should include additional
image features that allow us to distinguish among indoor scenes with similar structure but small details
that may provide important diﬀerences in the semantic label.
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Figure 7: Segmentation of the trajectory in clusters of subclasses: (a) Manual, (b) Complete approach.
The start position of each cluster is marked with a black cross. One color for each subclass: Places:
(Orange) Corridor, (Yellow) Big Room, (Brown) Medium Room, (Red) Small Room
Transitions: (Pink) Door, (Blue) Jamb, (Purple) Stairs, (Light Blue) Elevator
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