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Summary
We investigate the continuous-time recursive utility maximization problem in this
thesis. First, we formulate the continuous-time homothetic recursive utility, which
is the continuous-time version of the Kreps-Porteus recursive utility. The in-
nite/nite time horizon recursive utility is characterized as the solution to an in-
nite/nite time horizon backward stochastic dierential equation (BSDE). We
establish the existence, uniqueness, comparison theorem, monotonicity, and con-
cavity of the solution to the BSDE. Second, we solve the recursive utility maxi-
mization problem in a two-asset market under three cases: constant market param-
eters, observable regime switching parameters, and unobservable regime switching
parameters. The verication theorem is proved and the optimal solution is ob-
tained by solving the Hamilton-Jacobi-Bellman (HJB) equation for all the three
cases. We also investigate the behaviors of the optimal solution with respect to
the changes of market parameters by numerical method.
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The optimal consumption and investment problem concerns what choices rational
investors should make in the market. Rational investors behave optimally and
select the best consumption and investment strategy. A consumption is optimal
from an investor's viewpoint in the sense that it maximizes the investor's utility.
An investment strategy is optimal if the investor with a xed initial endowment
can accumulate wealth to realize the optimal consumption under this investment
strategy. The optimal consumption and investment problem is essentially a utility
maximization problem subject to a xed initial endowment.
The foundation of the continuous-time optimal consumption and investment
problem is provided by Merton (1969, 1971). Using the stochastic programming
method, Merton (1969, 1971) obtains explicit solution to the continuous-time op-
timal consumption and investment problem under conditions that the market pa-
rameters are constants over time and that transactions from a bank account to
a stock account, or from a stock account to a bank account, can be made cost-
lessly. It is also assumed that investors can borrow arbitrarily large amounts of
money from a bank and that the deposit rate is the same as the loan rate. When
the time-additive expected utility in the hyperbolic absolute risk aversion (HARA)
class is maximized, Merton (1969, 1971) proves that the optimal consumption rate
1
2is proportional to total wealth and that the optimal investment strategy is to in-
vest a constant fraction of total wealth in the stock. However, the real market dose
not completely t Merton's model. For example, the market parameters may be
neither constant over time nor observable to investors. Also, there are transaction
costs when individuals transfer money from one account to another. Moreover,
investors cannot borrow an arbitrarily large amount of money from the bank, i.e.,
there could be a borrowing constraint. Besides, the deposit rate is usually lower
than the loan rate.
In order to describe the real market more accurately, subsequent studies have
been done to relax the assumptions in Merton's model. Davis and Norman (1990),
Vila and Zariphopoulou (1997), Xu and Chen (1998), Honda (2003), and So-
tomayor and Cadenillas (2009) consider the continuous-time optimal consumption
and investment problem with extended models of the market but all their aims are
to maximize the time-additive expected utility.
For a given consumption process fCtgt0, the time-additive expected utility






8t  0: (1.1)
Here Et is the expectation conditioned on time t information and  is the discount
rate. Usually the function u(C) is equal to C= for some nonzero constant  < 1
(power utility), or u(C) = logC (log utility). When the time horizon T is nite, the
time-additive expected utility process fVtgt2[0;T ] is given by the following, assuming






8t 2 [0; T ]: (1.2)
Although it is commonly used, as mentioned in Due and Epstein (1992), the
time-additive expected utility has certain drawbacks in representing an investor's
preference. One such drawback is that two of the parameters describing an in-
vestor's behaviors, the investor's risk aversion and intertemporal substitution, are
not separated under the time-additive expected utility. In fact, as can be seen
3from the detailed discussion in Pennacchi (2008), these two parameters are both
determined by the rst and second order derivatives of the function u. Actually,
the relative risk aversion coecient is equal to the reciprocal of the elasticity of
intertemporal substitution (EIS) under power utility. However, risk aversion and
intertemporal substitution describe two dierent aspects of an investor's behaviors.
Risk aversion measures an investor's tolerance level toward risk. A risk averse in-
vestor may prefer to invest in a bank account with a relatively low but xed interest
rate better than to invest in a stock account with a relatively high expected rate
of return but with a possibility of loss. The larger the relative risk aversion coe-
cient is, the more the investor prefers risk free assets to risky assets. Intertemporal
substitution, on the other hand, concerns how interest rate aects the growth rate
of consumption. This parameter actually characterizes an investor's attitude to
shifting consumption to later times. Investors with large EIS may consume less
and save more at the current time to gain more consumption at future times.
Another drawback of the time-additive expected utility in representing an in-
vestor's preference is that it cannot distinguish between certain consumption pro-
cesses, concerning diversication and resolving time of uncertainty. If two time-
additive expected utilities have the same ranking for deterministic consumption
processes, then they must be ordinally equivalent. In other words, the time-
additive expected utility is completely determined, up to ordinal equivalence, by its
preference towards deterministic consumptions. Many examples illustrating this
drawback could be found in Due and Epstein (1992) and Skiadas (2008, 2009).
To overcome the disadvantages of the time-additive expected utility, Kreps and
Porteus (1978), Epstein and Zin (1989), and Skiadas (2009) propose the discrete-
time recursive utility fVtgt=0;1; ;T formulated by8<:Vt = W (t; Ct;m(L(Vt+1jFt))) t = 0; 1;    ; T   1:VT = W (T;CT ): (1.3)
In equation (1.3), the utility Vt at time t is calculated by combining the consump-
tion Ct at time t and certainty equivalent of future utility Vt+1 conditioned by time t
4information, and Vt also depends on the current time t. HereW , which is called an
aggregator, determines an investor's preference over all deterministic consumption
processes and hence the EIS. m, which is called a certainty equivalent, determines
the investor's risk aversion. With the ltration given by a nite tree, the discrete-
time recursive utility is applied to equilibrium pricing and optimal consumption
and investment problems in Skiadas (2009).
By introducing a concept of dierentiability, Due and Epsein (1992) and
Kraft and Seifried (2010) establish the continuous-time recursive utility fVtgt0,






8t  0: (1.4)
f is called a generator function. Utility process V given by (1.4) has an ordinally
equivalent utility process f ~Vtgt0, which solves the following backward stochastic
dierential equation (BSDE)






~ZtdBs 8t  0; (1.5)
where  := limt!1 ~Vt. Here ~f is called the generator of BSDE (1.5). When the
time horizon T is nite, the continuous-time recursive utility V and its ordinally






8t 2 [0; T ] (1.6)
and






~ZsdBs 8t 2 [0; T ]; (1.7)
where  := ~VT .
Many eorts have been done to apply the continuous-time recursive utility
in asset pricing and optimal consumption and investment problems. In the next
section we will review related studies on the continuous-time recursive utility max-
imization problem.
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1.1 The Continuous-Time Recursive Utility Max-
imization Problem
There is a growing literature on the continuous-time recursive utility maximiza-
tion problem. The most commonly used continuous-time recursive utility is the
continuous-time homothetic recursive utility, which is the continuous-time version
of the Kreps-Porteus recursive utility. For example, Obstfeld (1994) derives explicit
solution to the innite time horizon optimal consumption and investment problem
with the continuous-time homothetic recursive utility. Chacko and Viceira (2005)
study the innite time horizon optimal consumption and investment problem with
the continuous-time homothetic recursive utility and stochastic volatility. In their
two-asset market model, the risky asset has constant expected rate of return and
stochastic volatility. The reciprocal of volatility, i.e., the precision, is a mean re-
verting, square root process which is correlated with the rate of return. They
obtain explicit optimal solution when EIS is equal to one, and they obtain ap-
proximate analytical optimal solution when EIS takes other values. Chen (2010)
considers the innite time horizon optimal consumption and investment problem
with the continuous-time homothetic recursive utility and observable time vary-
ing investment opportunity set. An observable continuous-time Markov chain is
used to represent the dynamic of market regimes, and the market parameters are
all regime dependent. Explicit optimal solution is obtained and the behaviors of
the optimal consumption to wealth ratio with respect to the changes of market
parameters are characterized. Kraft, Seifried and Steensen (2012) study the op-
timal consumption and investment problem with the continuous-time homothetic
recursive utility and stochastic investment opportunity set. They prove a veri-
cation theorem by applying a dynamic programming approach and obtain explicit
solution for a linear case.
The continuous-time homothetic recursive utility generalizes the time-additive
expected power and log utility. When describing an investor's preference, it can
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separate risk aversion from intertemporal substitution. The ordinally equivalent
utility ~V of the continuous-time homothetic recursive utility V is the solution to
BSDE (1.5) and BSDE (1.7), for innite time horizon and nite time horizon
respectively, with generator
~f(C; ~V ; ~Z) =










The purpose of this thesis is to formulate and solve the continuous-time homothetic
recursive utility maximization problem with time varying investment opportunity
set. Some other model extensions, such as transaction costs and borrowing con-
straints, are also considered.
In formulating the optimal consumption and investment problem, using the
continuous-time recursive utility is dierent from using the time-additive expected
utility and the discrete-time recursive utility. The time-additive expected utility
can be explicitly formulated by (1.1). The discrete-time recursive utility can be
constructed backward step by step according to (1.3) as long as the terminal utility
is provided. The continuous-time recursive utility, however, is implicitly given by
(1.4). A question remains whether (1.4) has a unique solution or not. Without the
existence and uniqueness results, the control space for the optimal consumption
and investment problem cannot be properly dened. In addition, the existence
and uniqueness of the optimal utility process, corresponding to the optimal con-
sumption, cannot be guaranteed. Therefore, we need to show (1.4) has a unique
solution before we can apply the continuous-time recursive utility to the optimal
consumption and investment problem. In other words, our rst aim is to show
the existence and uniqueness of solutions to BSDEs (1.5) and (1.7) with generator
(1.8). Our second aim is to formulate and solve the optimal consumption and
investment problem with the continuous-time recursive utility.
There are some studies in the literature characterizing the existence and unique-
ness of the continuous-time recursive utility. For instance, Due and Lions (1992)
provide conditions for the existence and uniqueness of the continuous-time recur-
sive utility with nite time horizon using a partial dierential equation (PDE)
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approach. They assume that the utility is some measurable function of the con-
sumption; hence, the utility solves a PDE. This Markovian restriction to consump-
tion is inappropriate in our problem formulation. We need to directly show that
BSDEs (1.5) and (1.7) with generator (1.8) have unique solutions. EL Karoui,
Peng and Quenez (2001) study the nite time horizon optimal consumption and
investment problem with general recursive utility and a nonlinear wealth equation.
Using BSDE methods, they obtain a dynamic maximum principle, which is neces-
sary and sucient for optimality. The optimal wealth and utility are characterized
as the unique solution to a forward-backward system. They also establish the ex-
istence of the optimal solution using a penalization method. However, the uniform
Lipschitz continuity of the generator is required, and this rules out the continuous-
time homothetic recursive utility. Schroder and Skiadas (1999) prove the existence
and uniqueness of solution to a nite time horizon BSDE by a contraction mapping
principle and use these results to characterize the continuous-time homothetic re-
cursive utility with nite time horizon. They solve the nite time horizon optimal
consumption and investment problem using a utility gradient approach and obtain
explicit optimal solution. Convex trading constraints are considered in Schroder
and Skiadas (2003). They obtain closed form optimal solution with nite time
horizon and characterize optimality using both a utility gradient approach and
a dynamic programming approach. However, the solution space of Schroder and
Skiadas (1999) for nite time horizon cannot be applied to the case of innite time
horizon.
We will show the existence and uniqueness of the continuous-time homothetic
recursive utility with innite time horizon by dening a dierent solution space to
that in Schroder and Skiadas (1999) in Chapter 3. To apply the stochastic control
method and to establish a verication theorem, we will also adopt this dierent
solution space for the case of nite time horizon; see Chapter 5. In the next
section we will review related studies on the existence and uniqueness of solutions
to BSDEs since one of our purposes is to show that BSDEs (1.5) and (1.7) with
1.2 Existence and Uniqueness Results for BSDEs 8
generator (1.8) have unique solutions.
1.2 Existence and Uniqueness Results for BSDEs
The existence and uniqueness of solutions to BSDEs are only available for BSDEs
with generators that satisfy some specic properties. The results are summarized
in Table 1.1. The rst result for the existence and uniqueness of solutions to BSDEs
is obtained by Pardoux and Peng (1990). Using Picard iteration, they show that a
nite time horizon BSDE has a unique solution if the generator is Lipschitz contin-
uous. The basic approach for establishing the existence and uniqueness of solutions
to BSDEs is to dene a suitable norm of the solution and then apply a contraction
mapping principle. For example, the existence and uniqueness of solutions to nite
time horizon BSDEs with Lipschitz generators are obtained in Due and Epstein
(1992) and El Karoui, Peng and Quenez (1997). Using the existence and unique-
ness results, Due and Epstein (1992) establish time-consistency, monotonicity,
continuity, risk aversion, concavity, and a generalization of the Hamilton-Jacobi-
Bellman (HJB) characterization of optimality for the continuous-time recursive
utility. Chen and Wang (2000) prove the existence and uniqueness of solutions to
innite time horizon BSDEs with Lipschitz generators.
Subsequent studies have been done to relax the Lipschitz assumption. Ap-
proximation methods, such as truncation and localization, are used to construct
converging sequences. By convergence theorems, the converging sequence has a
unique limit, which is the unique solution to the BSDE. This establishes the exis-
tence and uniqueness of solutions to BSDEs. For instance, the existence of solutions
to nite time horizon BSDEs is obtained in Lepeltier and San Martin (1997, 1998
and 2002), Briand, Lepeltier and San Martin (2007), and Briand and Hu (2006).
The existence and uniqueness of solutions to nite time horizon BSDEs are proved
in Darling and Pardoux (1997), Bahlali (2001), Bahlali, Essaky, Hassani and Par-
doux (2002), Kobylanski (2000), Briand and Hu (2008), and Delbaen, Hu and
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Richou (2011). Fan and Jiang (2010) and Fan, Jiang and Tian (2011) provide the
existence and uniqueness results for both innite time horizon BSDEs and nite
time horizon BSDEs. The stochastic control method is used to show uniqueness of
solutions to nite time horizon BSDEs in Delbaen, Hu and Richou (2011). Unfor-
tunately, as far as we know, none of the existing existence and uniqueness results is
applicable to show the existence and uniqueness of the continuous-time homothetic
recursive utility.
Lipschitz continuous generator
9 constant c1 > 0, s.t. j ~f( ~V1; ~Z1)  ~f( ~V2; ~Z2)j  c1(j ~V1   ~V2j+ j ~Z1   ~Z2j).
Finite time horizon Innite time horizon
Pardoux and Peng (1990) Chen and Wang (2000)
Due and Epstein (1992)
El Karoui, Peng and Quenez (1997)
Lipschitz continuous and monotone generator
9 constants c2 > 0, c3, and c4 > 0, s.t.
j ~f( ~V ; ~Z1)  ~f( ~V ; ~Z2)j  c2j ~Z1   ~Z2j,
( ~V1   ~V2)( ~f( ~V1; ~Z)  ~f( ~V2; ~Z))   c3j ~V1   ~V2j2,
j ~f( ~V ; ~Z)j  j ~f(0; ~Z)j+ c4(1 + j ~V j).
Finite time horizon: Darling and Pardoux (1997)
Continuous generator with linear growth
9 constant c5 > 0, s.t. j ~f( ~V ; ~Z)j  c5(1 + j ~V j+ j ~Zj).
Finite time horizon: Lepeltier and San Martin (1997)
Continuous generator with superlinear-quadratic growth
9 nonnegative functions G, F and R satisfying that G is increasing (decreasing)
on R+ (R ), R(0) = 0, and lim supj ~Zj!1
R( ~Z)
j ~Zj2 <1, s.t.
j ~f( ~V ; ~Z)j  G( ~V ) + F ( ~V )R( ~Z).
Finite time horizon: Lepeltier and San Martin (1998, 2002), Kobylanski (2000)
Locally Lipschitz continuous generator
9 constants c6 > 0 and 1 2 [0; 1], s.t. j ~f( ~V ; ~Z)j  c6(1 + j ~V j1 + jzj1);
8 N 2 N, j ~f( ~V1; ~Z1)  ~f( ~V2; ~Z2)j 
p
(1  1) log(N)(j ~V1   ~V2j+ j ~Z1   ~Z2j),
for all j ~V1j  N , j ~Z1j  N , j ~V2j  N and j ~Z2j  N .
Finite time horizon: Bahlali (2001)
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Continuous and locally monotone generator
9 constants c7 > 0, c8 < 12 , and random variable 1 2 L1, s.t.
~V ~f( ~V ; ~Z)  1 + c7j ~V j2 + c8j ~Zj2;
9 constants c9 > 0, 2 2 [0; 2), 3 > 1, and random variable 2 2 L3 , s.t.
j ~f( ~V ; ~Z)j  2 + c9(j ~V j2 + j ~Zj2);
9 real sequence AN !1, constants c10 > 1 and r > 1, s.t. 8 N 2 N,
1 < AN  N r, and for all j ~V1j  N , j ~Z1j  N , j ~V2j  N and j ~Z2j  N ,
( ~V1   ~V2)( ~f( ~V1; ~Z1)  ~f( ~V2; ~Z2))  c10j ~V1   ~V2j2 log(AN)





Finite time horizon: Bahlali, Essaky, Hassani and Pardoux (2002)
Continuous and quadratic generator
9 constants   0,  > 0, progressively measurable nonnegative process
ftgt2[0;T ] with E[eeT (jj+
R T
0 tdt)] <1, and deterministic nondecreasing
function ' : R+ ! R+ with '(0) = 0, s.t.
~V ( ~f( ~V ; ~Z)  ~f(0; ~Z))  j ~V j2,
j ~f( ~V ; ~Z)j  t + '(j ~V j) + 2 j ~Zj2.
Finite time horizon
Briand and Hu (2006, 2008)
Briand, Lepeltier and San Martin (2007)
Delbaen, Hu and Richou (2011)
Weakly monotone and uniformly continuous generator
9 deterministic functions u(t) > 0, v(t) > 0 with R T
0
(u(t) + v2(t))dt <1,
9 positive nondecreasing function  with (0) = 0, ( ~V ) > 0 when ~V > 0,
0  ( ~V )  a ~V + b, R T
0
v(t)dt <1 when b 6= 0, and
9 positive nondecreasing concave function  with (0) = 0,





d ~V =1, s.t.
( ~V1   ~V2)( ~f( ~V1; ~Z)  ~f( ~V2; ~Z))  j ~V1   ~V2ju(t)(j ~V1   ~V2j),
j ~f( ~V ; ~Z1)  ~f( ~V ; ~Z2)j  v(t)(j ~Z1   ~Z2j).
Finite time horizon Innite time horizon
Fan and Jiang (2010) Fan and Jiang (2010)
Fan, Jiang and Tian(2011) Fan, Jiang and Tian(2011)
Table 1.1: Existence and uniqueness results for BSDEs
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1.3 Purpose and Outline of the Thesis
In order to achieve our two-fold aim, i.e., rst to show the existence and uniqueness
of solutions to BSDEs (1.5) and (1.7) with generator (1.8) and second to formulate
and solve the continuous-time recursive utility maximization problem, we will rst
prove existence, uniqueness, comparison theorem, monotonicity, and concavity of
the solutions to BSDEs (1.5) and (1.7) with generator (1.8). The main approach
for proving the existence of a solution to the innite time horizon BSDE (1.5)
is to consider a mapping equivalent to (1.5). The contraction mapping principle
cannot be directly applied since the range of the mapping with the supnorm is
not a Banach space. Alternatively, we will develop an appropriate converging se-
quence to show that the mapping has a xed point, which is a solution to (1.5).
The main contribution of this thesis is the proof of the existence and unique-
ness of the continuous-time homothetic recursive utility with innite time horizon.
Second, we will establish verication theorems for the continuous-time recursive
utility maximization problem. Through the construction of the continuous-time
recursive utility, current utility is completely determined by current consumption
and future utility, which in turn depends on future consumption. Hence, past
consumption does not aect current utility. This suggests that recursive utility is
time consistent. Thus we can apply the dynamic programming principle and the
HJB characterization for optimality. We will verify that the HJB characterization
is sucient for optimality. Another contribution of this thesis is the proof of the
verication theorems. Third, we will solve the HJB equation to obtain the optimal
solution. And we will compare the optimal solution with the homothetic recursive
utility and the optimal solution with the time-additive expected utility.
The thesis is organized as follows. In Chapter 2, we will provide the continuous-
time homothetic recursive utility formulation. In Chapter 3, we will prove the
existence, uniqueness and comparison theorem for the solution to an innite time
horizon BSDE. This establishes the existence and uniqueness of the continuous-
time homothetic recursive utility with innite time horizon. In Chapter 4, we
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will formulate and solve the innite time horizon recursive utility maximization
problem. We will rst show the verication theorem and then obtain closed form
solution. In Chapter 5, we will show the existence, uniqueness and comparison
theorem for the recursive utility with nite time horizon and solve the nite time
horizon recursive utility maximization problem.
In Chapter 6, we will consider observable time varying investment opportu-
nity set. The long-term market features are characterized by a regime switching
model and the market parameters are regime dependent. We will use an observable
stationary nite-state continuous-time Markov chain to represent market regimes.
The verication theorems will be proved for innite and nite time horizon recur-
sive utility maximization problems in a two-asset market. The optimal solution to
the innite time horizon recursive utility maximization problem will be expressed
in terms of the solution to a system of nonlinear algebraic equations and the opti-
mal solution to the nite time horizon recursive utility maximization problem will
be expressed in terms of the solution to a system of nonlinear ordinary dieren-
tial equations. We will examine the behaviors of the optimal solution obtained
by numerical methods under the condition that there are two market regimes. In
Chapter 7, a hidden Markov model will be used to characterize time varying invest-
ment opportunity set. We will consider a two-asset market, the risk free asset (the
bond) and the risky asset (the stock). The expected rate of return of stock depends
on an unobservable stationary two-state symmetric continuous-time Markov chain
and other market parameters, i.e., the deposit rate and the volatility of stock, are
constants over time. By introducing the ltration generated by historical stock
price, we will prove verication theorems for innite and nite time horizon re-
cursive utility maximization problems. The optimal solution to the innite time
horizon recursive utility maximization problem will be expressed in terms of the
solution to a second order nonlinear ordinary dierential equation (ODE) and the
optimal solution to the nite time horizon recursive utility maximization problem
will be expressed in terms of the solution to a nonlinear PDE. We will examine the
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behaviors of the optimal solution with respect to the changes of market parameters
by numerically computing the optimal solution.
In Chapter 8, we will analyze recursive utility maximization problems with
some other model extensions. First of all, we will consider transaction costs in an
innite time horizon recursive utility maximization problem in a two-asset market.
The optimal solution will be characterized by the solution to a free boundary
problem. Second, we will investigate the recursive utility maximization problem
with borrowing constraints. Closed form optimal solution will be obtained under
the borrowing constraint that the amount invested in the stock cannot exceed a
constant fraction of total wealth. Third, we will obtain explicit optimal solution
under the condition that the deposit rate is lower that the loan rate. Finally in
Chapter 9, we will draw conclusions and state possible future research directions.
Chapter2
Formulation of the Continuous-Time
Recursive Utility
Let (
;F ;P) be a xed complete probability space. fBtgt0 is a standard one
dimensional Brownian motion with augmented natural ltration fFBt gt0 which
satises the usual conditions.
2.1 Continuous-Time Homothetic Recursive Util-
ity
Suppose that f ~Vtgt0 is the utility process corresponding to a given consumption
process fCtgt0. The discrete-time recursive utility formulation suggests that
~Vt = W (; Ct;m(L( ~Vt+jFBt ))) 8t;   0: (2.1)
In equation (2.1), L( ~Vt+jFBt ) denotes the conditional distribution of ~Vt+ given
time t information. m, which is called a certainty equivalent, is law dependent
and it determines an investor's risk aversion. W , which is called an aggregator,
determines the investor's preference over all deterministic consumption processes
and hence the EIS. The current utility ~Vt is calculated by combining the current
consumption Ct and the certainty equivalent of future utility ~Vt+ conditioned by
14
2.1 Continuous-Time Homothetic Recursive Utility 15
time t information, and ~Vt also depends on the instantaneous time interval .
To obtain the continuous-time recursive utility formulation from its discrete-
time version, we follow the discussions in Kraft and Seifried (2010), that prove
if the continuous-time recursive utility process ~V is an Ito^ process with diusion
coecient ~Z, the aggregator W satises
W (0; C; ~V ) = ~V (2.2)
and the certainty equivalent m satises
m(L( ~Vt+jFBt )) = h 1(Et[h( ~Vt+)]; (2.3)
then ~V is given by





















W (; C; ~V )
; (2.5)





M( ~V ;w); (2.6)
and M is the local gradient representation of m with




Now we formulate the continuous-time homothetic recursive utility, which is
the continuous-time version of the Kreps-Porteus recursive utility. The discrete-
time version of the Kreps-Porteus recursive utility is given by the aggregator
W (; C; ~V ) =





and the certainty equivalent m in (2.3) with
h(x) = x: (2.9)
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We note that the aggregator W satises (2.2). The parameter  is the discount
factor. 1=(1  ) is the EIS. 1  is the investor's relative risk aversion coecient.
By dierentiation, we have
~f(C; ~V ) =


C   ~V 
~V  1
;








Hence, ~V is given by













We will show the existence and uniqueness of solution to BSDE (2.10) in Chapter
3 and Chapter 5 for innite time horizon and nite time horizon respectively. By
the uniqueness, for all constants k > 0, we have ~Vt(kC) = k ~Vt(C) for all t. Thus
utility ~V in (2.10) is said to be scale invariant and of certainty equivalent form.
BSDE (2.10) can be normalized, i.e., A( ~V ) =  1~V can be transformed away, by
dening an ordinally equivalent utility process Vt =
1










 1 dt+ ZtdBt; (2.11)
where Zt = ~V
 1
t
~Zt. The utility V in (2.11), which is said to be the normalization
of the utility ~V in (2.10), is the continuous-time homothetic recursive utility. The
utility V in (2.11) is said to be homothetic since for all constants k > 0, we have
Vt(kC) = k
Vt(C) for all t. We will maximize the initial utility V0 in Chapter 4
and Chapter 5 for innite time horizon and nite time horizon respectively. The
corresponding HJB characterization for optimality is concise because the generator1
of BSDE (2.11) dost not involve diusion Z.









1The generator of BSDE dXt =  f(t;Xt; Zt)dt+ ZtdBt is function f(t;X; Z).














We observe that the utility V in (2.13) is  multiplies the time-additive expected
utility (1.1) of power form. Hence, homothetic recursive utility contains the time-
additive expected power utility as a special case.
2.2 The Case of Unit EIS
For the case of  = 0 and  6= 0, we have the following two BSDEs giving the





















dVt =  [Vt logCt   Vt log(Vt)]dt+ ZtdBt: (2.15)
Particularly when  =  = 0, BSDE (2.14) reduces to




















e t logCtdt] <1, then we obtain the logarithm form of the time-additive








To show that there exists a unique solution to BSDE (2.14) for general case
of  6=  = 0, we dene an ordinally equivalent utility process yt = log ~Vt. By Ito^
formula, y is the solution to the following BSDE.
dyt =  

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where zt = ~V
 1
t
~Zt. BSDE (2.19) has continuous and quadratic generator. There
are many results on the existence and uniqueness of solutions to such BSDEs in the
literature. Lepeltier and San Martin (1998, 2002) and Kobylanski (2000) obtain
the existence of solutions to BSDEs with quadratic growth and bounded termi-
nal condition. Briand and Hu (2008) provide uniqueness of solutions to BSDEs
with quadratic and convex generators. Delbaen, Hu and Richou (2011) also con-
sider BSDEs with convex quadratic generators and establish uniqueness under a
weaker condition using the optimal control method. All of the above existence and
uniqueness results are for nite time horizon BSDEs.
Let us focus on the case of  6= 0 from now on.
2.3 Time-Additive Expected Utility as a Special
Case
To conclude this chapter, we derive the general formulation of the time-additive
expected utility (1.1) from the discrete-time recursive utility (2.1). Therefore the
time-additive expected utility is indeed a special case of the recursive utility.
Suppose the aggregator function W and the certainty equivalent function m
are given respectively by
W (; C; ~V ) = u 1(u(C) + (1  )u( ~V )); (2.20)
m(L( ~Vt+jFBt )) = u 1(Et[u( ~Vt+)]): (2.21)
Note that the aggregator W satises (2.2). The aggregator W in (2.20) is dierent
to the aggregator W in (2.8) by the function u and a constant  in the coecient
of u(C). In deriving the continuous-time recursive utility (2.10), we use W to be
consistent with the literature. In this section we use W to derive the time-additive
expected utility (1.1). Recall that the utility V in (2.13) diers from the time-
additive expected utility (1.1) of power form in constant . By (2.4){(2.7), we
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have












We normalize BSDE (2.22) by letting Vt = u( ~Vt). Using Ito^ formula,
dVt =  (u(Ct)  Vt)dt+ ZtdBt; (2.23)
where Zt = u










which is exactly the time-additive expected utility (1.1).
Chapter3
Existence and Uniqueness of the
Recursive Utility with Innite Time
Horizon
We need to establish the existence and uniqueness of the continuous-time recursive
utility before we formulate the recursive utility maximization problem. In this
chapter we discuss the continuous-time homothetic recursive utility with innite
time horizon. The methods we use are motivated by Schroder and Skiadas (1999).
However, the solution space of Schroder and Skiadas (1999) for nite time hori-







<1 for all l > 0. So we adopt a dierent solution space that
assumes uniform integrability. That is, we require ~V  is of class D.1 To apply the
stochastic control method and to establish a verication theorem, we also adopt
this dierent solution space for the case of nite time horizon; see Chapter 5.
In this chapter we establish the existence and uniqueness of the solution ( ~V ; ~Z)




to the following BSDE.8>><>>:














t!1   ! 0 in probability:
(3.1)
Here fCtgt0 is a strictly positive consumption process, time discount factor  > 0,





For notational simplicity, denote
ut := e








t!1   ! 0 in probability:
(3.4)
( ~V ; ~Z) and (y; z) are related by
yt = e
 pt ~V t and zt = e
 pt ~V  1t ~Zt:
Obviously, ~V and 1

y are ordinally equivalent utility processes since function x 7!
1

x is continuous and strictly increasing on (0;1).
Now our problem is to establish the existence and uniqueness of the solution




y is strictly positive; y
1
p is of class D;R 
0



















holds for all t.
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Remark 3.2.
(i) If (y; z) solves BSDE (3.4), then zt =
hdyt;dBti
dt
, which is completely determined
by y. So we can simply say y, instead of (y; z), solves BSDE (3.4).







in L1. Thus we set y1 := limt!1 yt = 0.









for all t and all stopping times   t.
Proof. Assume y solves BSDE (3.4). Then,













zsdBs is a uniformly integrable martingale. 
3.1 Uniqueness and the Related Results
Before we proceed to show the existence of a solution to BSDE (3.4), we introduce
comparison theorem, uniqueness, monotonicity and concavity of solutions. Let us
focus on the case of 0 < p < 1.




Under Assumption 3.4, b := 1  1
p
< 0.
Theorem 3.5 (Comparison theorem). In addition to Assumption 3.4, assume that
y solves BSDE (3.4).
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~y1  0 a.s.
then ~yt  yt for all t.








for all t and all stopping times   t
~yt
t!1   ! 0 in probability
then ~yt  yt for all t.
Proof.








for all t and all stopping times   t. Recalling that b < 0 under Assumption 3.4,
we know that function x 7! xb is convex on (0;1), implying
xb  b(x  1) + 1 for all x > 0: (3.6)








(ys + (p  1)~ys) for all s:
Therefore for all t and all stopping times   t,







(~ys   ys)ds+ ~y   y
#
:
Recalling the assumption that 0 < p < 1 and by Lemma 3.27 in the appendix of
this chapter, we have ~yt   yt  0 for all t.
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(~ys + (p  1)ys) for all s:
Therefore for all t and all stopping times   t,







(ys   ~ys)ds+ y   ~y
#
:
By the assumption 0 < p < 1 and by Lemma 3.27, we have yt  ~yt  0 for all t. 
A combination of Lemma 3.3 and Theorem 3.5 leads to the following corollary.
Corollary 3.6 (Uniqueness). Under Assumption 3.4, the solution to BSDE (3.4),
if exists, is unique.
Corollary 3.7 (Monotonicity). In addition to Assumption 3.4, assume that y




t!1   ! 0 in probability:
(3.7)
If ~ut  ut for all t, then ~yt  yt for all t.

















for all t and all stopping times  . By Theorem 3.5, ~yt  yt for all t. 
Corollary 3.8 (Concavity). Under Assumption 3.4, the solution y to BSDE (3.4)
is convex with respect to C when  < 0.
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Proof. Assume that y and y solve BSDE (3.4) respectively for C and C. Recalling
ut = e

















where ut = e
 t Ct . For all  2 (0; 1), set
~Ct = Ct + (1  ) Ct;
~yt = yt + (1  )yt:
Assume y^ solves BSDE (3.4) for ~C. Let ~ut = e
















for all t and all stopping times   t. Obviously, for all t and all stopping times
  t.












Recalling that b < 0 and by the assumption  < 0, the Hessian of function Cyb is
positive denite. Function Cyb is then jointly convex when  < 0. Hence, for all
















By Theorem 3.5, we obtain ~yt  y^t for all t. So y is convex with respect to C. 
































Remark 3.10. Under Assumption 3.4, the function x 7! xp is concave on (0;1),
implying




























Thus (3.8) implies (3.9).
Proof of Lemma 3.9.
(i) Let gt = y
1
p
t . By Ito^ formula, we obtain










y bt zt. The process g is strictly positive since y is strictly positive.
Recalling the assumption 0 < p < 1, we have




ZsdBs is a local martingale, there exists a sequence of stopping times
n !1 such that
R n^
0
ZsdBs is a uniformly integrable martingale. By integration,
we have
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By Remark 3.2, yt
t!1   ! 0 in L1 hence in probability. We know gt t!1   ! 0 in
probability. Recall that E[
R1
0
usds] <1 and y
1
p is of class D. Letting n!1, by











p for all t.
(ii) Recall
dyt =  putybtdt+ ztdBt:
By Ito^ formula, we have




e(p 1)szsdBs is a local martingale, there exists a sequence of stopping
times n ! 1 such that
R n^
0
e(p 1)szsdBs is a uniformly integrable martingale.



























Applying inequality (3.6) to ysu
 p
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Under Assumption 3.4, the function x 7! xp is concave on (0;1). Recalling y 1p is
of class D and by Jensen inequality, we know that y is of class D. By (3.9) and by







Therefore, yt  Et[
R1
t
e(p 1)(s t)upsds] for all t. 
3.2 Two Mappings
Given strictly positive process u, let the process X be dened by
Xt := log(put): (3.11)
We consider the following two mappings, which will be used in the proof for the








8t  0: (3.12)







8t  0: (3.13)
Here y and Y are related by
Yt = log yt: (3.14)
The next lemma is obvious, by the denitions of the two mappings.
Lemma 3.11. Assume y and Y are related by (3.14). Then y = G(y) if and only
if Y = H(Y ).
The next lemma will be used.
Lemma 3.12. If xt
t!1   ! x in L1, then for each t, Et[xt0 ] t
0!1   ! Et[x] in L1.
Proof. For each t, we have
E[jEt[xt0 ]  Et[x]j]  E[Et[jxt0   xj]] = E[jxt0   xj] t
0!1   ! 0:
Then Et[xt0 ]! Et[x] in L1 as t0 !1. 
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Now we are going to show the relation between BSDE (3.4) and mapping G.
Proposition 3.13. Assume p > 0.
(i) If y solves BSDE (3.4), then y = G(y).









If y = G(y), then yt
t!1   ! 0 in L1 and (3.5) holds for all t and all stopping






representation dNt = ztdBt, then (y; z) solves BSDE (3.4).
Proof.









for all t0  t. We have yt t!1   ! 0 in L1 by Remark 3.2. Then applying Lemma
3.12 yields Et[yt0 ]
















i.e., y = G(y).
(ii) Assume p > 0 and y is a strictly positive process satisfying (3.15). If y =









then we have yt





sds] is a uniformly
integrable martingale. By Doob stopping theorem, Et[N ] = Nt for all t and all
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implying (3.5). Moreover, if the martingale Nt has the representation dNt = ztdBt;
then
dyt =  putybtdt+ dNt =  putybtdt+ ztdBt:
Finally y
1
p is of class D and
R t
0
zsdBs = Nt   N0, which is a uniformly integrable
martingale. Therefore (y; z) solves BSDE (3.4). 
A combination of Proposition 3.13 and Lemma 3.11 leads to the next proposi-
tion.
Proposition 3.14. Assume p > 0. BSDE (3.4) has a solution (y; z) 2 S if and






exp(Xs + bYs)ds] <1 and exp(1pY ) is of class D
o
:
Moreover, y and Y are related by Yt = log yt.
Now we introduce some properties of mapping H. The next lemma is obvious.
Lemma 3.15. Assume 0 < p < 1. Let Y; ~Y 2 YX . If Yt  ~Yt for all t, then
H(Y )t  H( ~Y )t for all t. That is, H is a monotonically decreasing mapping.
For any process Y , let
kY k = sup
(t;!)
jYt(!)j: (3.16)
Remark 3.16. Usually, k  k is called the supnorm and fY : kY k < 1g is a
Banach space. But YX is not necessarily a subset of this Banach space. Moreover,
we do not have kH(Y )k <1 even if kY k <1. Thus we cannot directly apply the
contraction mapping principle to prove the existence of a xed point of mapping
H. In spite of this, we can still utilize k  k to construct a sequence converging to
a xed point.
Lemma 3.17. Assume 0 < p < 1. Let Y; ~Y 2 YX . If kY   ~Y k < 1, then
kH(Y ) H( ~Y )k  ( b)kY   ~Y k.
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Proof. Set (Y + a)t = Yt + a for any Y and any constant a. Then,





exp(Xs + b(Y + a)s)ds

= H(Y )t + ba:
By Lemma 3.15, we have
H(Y )t  H( ~Y + kY   ~Y k)t = H( ~Y )t + bkY   ~Y k:
In the same way, we have
H( ~Y )t  H(Y + kY   ~Y k)t = H(Y )t + bkY   ~Y k:
This completes the proof. 
3.3 The Existence
In this section we show mapping H has a xed point in YX under the following
assumption.






Obviously, Assumption 3.18 implies b := 1  1
p
2 ( 1; 0) and therefore 1 + b 2
(0; 1).





















Then mapping H has a xed point Y 2 YX .
Proof. The proof is completed by the following three steps.
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Step 1. Consider the case when there exists a nonnegative constantM such that
 s M  Xs   s+M for all s  0:
In this case, select a xed constant N such that
N  M   log(1 + b)
1 + b
> 0
and denote Y (N) := Y : Y is FBt 	 -adapted and   t N  Yt  N for all t	 :































Thus Y 2 YX .
(ii) We have H(Y(N))  Y (N). Actually, let Y 2 Y (N). Then for all t,




















e s M+bNds = ebN t M  e t N :
Thus H(Y ) 2 Y(N).
(iii) Now we are going to show that H has a xed point Y 2 Y (N).
Let Y (0) be given by Y
(0)
t =  pt. For n = 1; 2;    , set Y (n) = H(Y (n 1)).
Obviously, Y (0) 2 Y (N), since 1
2
< p < 1. Then by (ii), Y (n) 2 Y (N) for all
n  1. Through the construction, we have
























=M   log p:
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Similarly,
























=  M   log p:
Hence,
kY (1)   Y (0)k M   log p <1: (3.19)
By Lemma 3.17, we have
kY (n)   Y (n 1)k  ( b)n 1kY (1)   Y (0)k <1
for all n  1. Recalling that 0 <  b < 1, then for any " > 0, we can nd
n0 > 0 such that kY (m)   Y (n)k < " for all m > n > n0. Thus, for every
t, fY (n)t ;n  0g is a Cauchy sequence in L1(
;FBt ). Let Yt be the limit
of fY (n)t ;n  0g as n ! 1. It is easy to see that Y 2 Y (N). Finally, by
Y (n) = H(Y (n 1)) and by dominated convergence, we know Y is a xed point
of mapping H.
Step 2. Consider the case when there exists a nonnegative constantM such that
Xs   s M for all s.
For n = 1; 2;    , dene X(n)s = minfXs; s+ng and u(n)s = 1p exp(X(n)s ). Then
X
(n)
s " Xs and u(n)s " us. For each n  M ,  s   n  X(n)s   s + n for all s. By
Step 1, for each n M , there exists a nonnegative constant Nn such that H has a
xed point Y (n) 2 Y (Nn)  YX(n) . By Corollary 3.7 and Proposition 3.14, we know








t = log y
(n)
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Therefore there exists Yt such that Yt = limn!1 Y
(n)










Y ) is of class D. Moreover, Y
(n)




























Thus Y 2 YX and Y is a xed point of mapping H.
Step 3. Consider the general case.
For n = 1; 2;    , set X(n)s = maxfXs; s   ng and u(n)s = 1p exp(X(n)s ). Then
X
(n)
s # Xs and u(n)s # us. By Step 2, H has a xed point Y (n) 2 YX(n) for each
n. By Corollary 3.7 and Proposition 3.14, Y (n) is monotonically decreasing with

































Therefore, by Lemma 3.9,
Y
(n)























For every t, Y
(n)
t is bounded below since u is strictly positive. There exists Yt such
that Yt = limn!1 Y
(n)






































































 exp(Y (1)0 ) <1;




























































Thus Y is a xed point of mapping H. 
Based on Proposition 3.19, by Lemma 3.9 and Remark 3.2, we can have the
following theorem.
Theorem 3.20. Under Assumption 3.18, if u is a strictly positive process satisfy-
ing (3.17) and (3.18), then BSDE (3.4) has a unique solution (y; z) 2 S. If it is














Moreover, y is monotonically decreasing and convex with respect to C when  < 0.
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By direct calculation we know u satises (3.17) and (3.18) for all p 2 (1
2
; 1) as long






In Chapter 4, we will formulate and solve the innite time horizon recursive utility
maximization problem. To derive necessary conditions for optimality, the control
space is usually assumed to be convex. In this section, we discuss the convexity of
the set of all consumption C such that BSDE (3.4) has a unique solution.
Dene the following spaces.



































e(p 1)(s t)pe ps(Cs + 1  )ds])bdt] <1
	
:
Proposition 3.22. We have the following conclusions.
(i) C0 is a convex set.
(ii) C1 is a convex set for all  2 ( 1; 0) \ (0; 1).
(iii) C2 is a convex set for al  2 ( 1; 0) \ (0; 1).
(iv) C3 is a convex set if p > 1.
(v) C4 is a convex set if 0 < p < 1.
Proof.
3.4 Discussions 37
(i) The convexity of C0 is obvious.
(ii) Assume that C; C 2 C1. For all  2 (0; 1), let
~C = C + (1  ) C:
We show the convexity of C1 in two cases.









e bse s(Cs + (1  ) Cs )ds

<1:
Hence, C1 is convex.






















 2(x + y):









e bse s(Cs + (1  ) Cs )ds

<1:
Hence, C1 is convex.
(iii) The convexity of C2 is proved in the same way to (ii).
(iv) Assume that C; C 2 C3. For all  2 (0; 1), let
~C = C + (1  ) C:
If p > 1, then 0 < b < 1. Therefore (x+ y)b  2b(xb+ yb) for all x; y > 0. We show
the convexity of C3 in two cases.
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Hence, C3 is convex.


















































This implies the convexity of C3.
(v) Assume that C; C 2 C4. For all  2 (0; 1), let
~C = C + (1  ) C:







































Hence, ~C 2 C4. This implies the convexity of C4. 
Remark 3.23.
(i) If 0 < p < 1, then by Remark 3.10, we have C1  C2.
(ii) If 0 < p < 1 and  < 0, then C4  C3. In fact, by the convexity of function
x 7! x on (0;1), we have










e(p 1)(s t)pe ps(Cs + 1  )ds

:


























Hence, C4  C3.
Assumption 3.24. The parameters of the utility satisfy that  > 0 and 2 <  <
 < 0.
By Proposition 3.22 and Remark 3.23, if we consider the convex subset C4 of
C3 instead of C3 in Theorem 3.20, then we have the following theorem for BSDE
(3.1).
Theorem 3.25. Under Assumption 3.24, if C 2 C0 \ C1 \ C4, which is a convex
set, then BSDE (3.1) has a unique solution ( ~V ; ~Z) such that ~V t is strictly positive,
e t ~V t is of class D,
R 
0






s ds] <1. Besides, 1 ~V t is monotonically increasing and concave
with respect to the consumption process C.
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In Chapter 4, we will still use C3 rather than its subset C4 to dene the con-
trol space in order to guarantee the existence and uniqueness of the homothetic
recursive utility. The reason is that, using the dynamic programming principle,
the HJB equation is the necessity condition for optimality is well known. In fact,
there are many results in the area of asset pricing and portfolio selection problems
which are obtained by the HJB equation. Also, we want to make the control space
as large as we can in the optimization problems.
3.5 Appendix of Chapter 3
The following two lemmas generalize Gronwall inequality. Note that the conditions
formulated in generalized Gronwall inequalities provided by Schroder and Skiadas
(1999) and Kraft, Seifried and Steensen (2012) for the nite time horizon case
are not applicable for the innite time horizon case.






















Then we have the following conclusions.
(i) If xt  Et[
R1
t
sxsds] for all t, then xt  0 for all t.
(ii) If xt  Et[
R1
t
sxsds] for all t, then xt  0 for all t.
Proof. We need to show (i) only, since applying (i) to  xt obviously yields (ii).
Set yt = Et[
R1
t




tegrable. Mt = Et[
R1
0
sxsds] is thus a uniformly integrable martingale. By
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ZsdBs is a local martingale, there exists a sequence of stop-








ZsdBs is a uniformly integrable



























































jsxsjds] < 1, fexp(
R n
0
udu)yn ;n  1g is
uniformly integrable. Using assumption P(exp(
R1
0
udu) < 1) = 1 and noting












n!1   ! 0 in L1. Hence, exp(R t
0
udu)yt  0. So yt  0 for all t.
This implies xt  yt  0 for all t. 
























x1  0 a.s. and xt  Et[
R 
t
sxsds + x ] for all t and all
stopping times   t, then xt  0 for all t.




x1  0 a.s. and xt  Et[
R 
t
sxsds + x ] for all t and all
stopping times   t, then xt  0 for all t.
Proof. We need to show (i) only, since applying (i) to  xt obviously yields (ii).
We use contradiction to prove the lemma. Suppose to the contrary that there
exists some t0 such that P(xt0 < 0) > 0. Set A = fxt0 < 0g and consider the
stopping time  = inffs  t0 : xs  0g: Obviously, x  0 when  < 1, due to
the right continuity of xt. By assumption, x1  0. Let
yt = 1A1ft<gxt t  t0:



























Therefore by Lemma 3.26, yt  0 for all t  t0, implying that xt  0 on the event
fxt0 < 0g and for t0 < t   . This leads to a contradiction unless  = t0. Hence,
xt  0 for all t. 
Chapter4
Continuous-Time Recursive Utility
Maximization with Innite Time Horizon
In Chapter 3, we proved the existence and uniqueness of the continuous-time re-
cursive utility (2.10) with innite time horizon. The utility process obtained from
(2.10) is of certainty equivalent form and is not the objective in optimization prob-
lems. In this chapter, we optimize the normalized utility, which is the solution to











t!1 ! 0 in probability;
(4.1)









f(C; V ) :=


C(V )b   pV: (4.2)






















then BSDE (4.1) has a unique solution (V; Z) such that Vt is strictly positive,
e t(Vt)
1
p is of class D,
R 
0



















Besides, V is monotonically increasing and concave with respect to consumption
C.
Now we formulate the innite time horizon recursive utility maximization prob-
lem. Suppose that there are two assets available in the market. One is a risk free
asset (the bond) and the other is a risky asset (the stock). The price dynamics of
the bond and the stock are given respectively as follows.
dPt = rPtdt bond (4.4)
dSt = Stdt+ StdBt stock (4.5)
Here r is the deposit rate,  is the expected rate of return of stock, and  is the
volatility of stock. r,  and  are all positive constants. We consider from now on
a small investor whose actions have no inuence on the asset prices. Let fWtgt0
be the investor's wealth process with initial endowment x > 0. If the investor has
tWt amount of money invested in the stock at time t, then the budget equation
is given by 8<: dWt = rWtdt  Ctdt+ (  r)tWtdt+ tWtdBtW0 = x > 0: (4.6)






Wt > 0 and Ct > 0 for all t;
e ptW t
















2sds <1] for all T <1:
9>>>>>>>>>>>=>>>>>>>>>>>;
: (4.7)
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The investor optimizes the utility V under budget constraint (4.6) by selecting
(C; ) 2 A. Since utility depends on the consumption process C, which is con-
strained by the budget equation, let us denote V
(C;)
t := Vt. The investor's objective








(C; ) is said to be the optimal strategy.
4.1 Verication Theorem
For all twice dierentiable function J(x), dene the operator L by
(LJ)(x) = rxJ 0(x)  CJ 0(x) + (  r)xJ 0(x) + 1
2
22x2J 00(x): (4.9)
Theorem 4.1 (Verication theorem). In addition to Assumption 3.24, assume that
function J() : (0;1) ! ( 1; 0) is twice dierentiable, increasing and concave.
If J(x) solves equation1
max
(C;)2A
ff(C; J(x)) + (LJ)(x)g = 0 (4.10)
and e ptJ(Wt)
t!1 ! 0 in probability, e t(J(Wt))
1
p is of class D for all wealth
process W which is generated by an admissible strategy (C; ) 2 A, then J(x) 
V
(C;)
0 for all (C; ) 2 A. Moreover, J(x) = V (C
;)
0 , where
(C; ) = argmax
(C;)2A
ff(C; J(W t )) + (LJ)(W t )g
and W  is the wealth process corresponding to (C; ).











1Function f(C; V ) is dened in (4.2).
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+ e ttWt(J(Wt)) bJ 0(Wt)dBt   e t(Vt) bZtdBt
  e t(J(Wt))
1




+ e ttWt(J(Wt)) bJ 0(Wt)dBt   e t(Vt) bZtdBt
= e ttWt(J(Wt)) bJ 0(Wt)dBt   e t(Vt) bZtdBt:
Fix t  0, without loss of generality, we suppose that Wt = x. For real numbers a
and a0 such that 0 < a < x < a0 <1, dene stopping times a and a0 as follows.
a = inffs  t : Ws = ag:




e s(Vs) bZsdBs is a local martingale, there exists a sequence of stop-
ping times  (n) !1 such that R  (n)^
0
e s(Vs) bZsdBs is a uniformly integrable
martingale. We also dene the sequence of stopping times:
n = inf





















We have a  Ws  a0 for all s 2 (t ^  (n); a ^ a0 ^ n ^  (n)). By the assumption
that J(x) is monotonically increasing and concave with respect to x, we know
0 < J 0(a0)  J 0(Ws)  J 0(a) and J(a)  J(Ws)  J(a0) < 0 for all s 2 (t ^
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By rearranging terms, we have

























For all s 2 (t ^  (n); a ^ a0 ^ n ^  (n)), 0 < J(a0)  J(Ws)  J(a). Letting







p    Va^a0 1pi : (4.15)
Since 0 < J(Ws)  J(a) for all s 2 (t; a ^ a0), letting a0 " 1 and again by















t!1 ! 0 in probability since e ptJ(Wt) t!1 ! 0 in proba-
bility. Recalling e t(J(Wt))
1
p is of class D and (4.14), letting a # 0, we obtain
ht  0 for all t  0. Particularly when t = 0, J(x)  V (C;)0 for all (C; ) 2 A.
Now let (C; ) = argmax(C;)2Aff(C; J(W t )) + (LJ)(W t )g and W t be the
corresponding wealth process to (C; ). By a similar argument, inequalities
(4.11){(4.13), (4.15) and (4.16) become equalities. Hence, J(W t ) = V
(C;)
t for all
t  0. Particularly when t = 0, J(x) = V (C;)0 . This completes the proof. 
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4.2 The Optimal Solution
In order to nd the optimal solution to the optimization problem (4.8), we need






C(J(x))b   pJ(x) + rxJ 0(x)  CJ 0(x)





The left hand side of (4.17) is itself an optimization problem. The optimal solution
C and  depend on J . By the rst order conditions, the maximum to the left
hand side of (4.17) is obtained when C and  satisfy
C 1(J(x))b = J 0(x);
(  r)xJ 0(x) + 2x2J 00(x) = 0:
Suppose the solution to the HJB equation (4.17) is J(x) = 1

(kx), where constant




















(1  )2 : (4.19)
Substituting C and  back to (4.17), we have









This determines the solution J to the HJB equation.









are admissible. In fact, the feasibility of  is obvious. To show C is admissible,
we denote for simplicity that




(1  )2 : (4.21)
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t : Recalling that  < 0,
we have k > 0. The solution to wealth equation is
W t = x exp
















Therefore, W t > 0 for all t. It follows that C














































  ( + b)s+ 



























  ( + b)s+ 















By a similar argument, e t(W t )
 is of class D. Moreover, e t(W t )
 t!1 ! 0 in L1,
hence in probability. Thus e pt(W t )
 t!1 ! 0 in probability. To complete the proof
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(p  1)s  ps+ 

























K2 = 1  p+ p + 
1  




























































 bK2s  b(p  1)s  s  1
2







< p < 1. We have p2   3p + 1 < 0 for all 1
2
< p < 1. Hence,















(22   ) ; (4.25)
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then the lower bound of  given by (4.23) is strictly less than the upper bound of
 given by (4.24). There exists  > 0 such that (4.23) and (4.24) holds true.
The value function J(x) = 1

(kx) is negative, twice dierentiable, increasing
and concave with respect to x. e ptJ(Wt) = ke ptW t
t!1 ! 0 in probability
and e t(J(Wt))
1
p = ke tW t is of class D. We conclude this chapter with the
following theorem.
Theorem 4.2. Under Assumption 3.24 and conditions (4.23) and (4.24), the value







where k is determined by (4.20). The optimal consumption plan C, the optimal in-










W t = x exp
















Obstfeld (1994) obtains the same optimal solution using a dierent generator
f(C; V ) =
1

C(V )b   pV:
This dierence between generators does not aect the optimal solution to the
innite time horizon utility maximization problem. We observe that the optimal
strategy is to consume a constant fraction of total wealth and to invest a constant
fraction of total wealth in the stock account. This is similar to the optimal solution
in Merton (1969) when the time horizon is innite. Actually the optimal investment
strategy is exactly the same as That of Merton and it does not depend on . This
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also can be seen from the HJB equation (4.17). Using the homothetic recursive

































when  = . We compare the two optimal solutions (4.26) and (4.27) in the next
proposition.
Proposition 4.3. We have the following conclusions.
1. When  < , then
(i) if  < r + 1
2
( r)2






(ii) if  = r + 1
2
( r)2






(iii) if  > r + 1
2
( r)2






2. When  < , then
(i) if  < r + 1
2
( r)2






(ii) if  = r + 1
2
( r)2






(iii) if  > r + 1
2
( r)2
















































The comparison is then straightforward. 
Chapter5
Continuous-Time Recursive Utility
Maximization with Finite Time Horizon
In this chapter we consider the recursive utility maximization problem with nite
time horizon T . Let us begin with the nite time horizon scale invariant recursive
utility of certainty equivalent form, which is given by the following BSDE.8>><>>:













~VT = CT :
(5.1)
Here fCtgt2[0;T ] is a strictly positive consumption process. Ct is the consumption
rate at time t 2 [0; T ) while CT is the lump-sum consumption at terminal time T .




The existence and uniqueness results for equation (5.1) with terminal value
being a nonnegative constant have been shown in Schroder and Skiadas (1999).
However, we still use the solution space in Chapter 3, which is dierent from the
one in Schroder and Skiadas (1999), to apply the stochastic control method and
to show a verication theorem.
53
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5.1 Existence and Uniqueness of the Recursive
Utility with Finite Time Horizon
Denote
ut := e




By Ito^ formula, (5.1) is equivalent to the following BSDE for (y; z).8><>:







Here ( ~V ; ~Z) and (y; z) are related by
yt = e
 pt ~V t and zt = e
 pt ~V  1t ~Zt:
Obviously, ~V and 1

y are ordinally equivalent utility processes since function x 7!
1

x is continuous and strictly increasing on (0;1).
Now our problem is to establish the existence and uniqueness of the solution




y is strictly positive;R 
0





























holds for all t 2 [0; T ].
Remark 5.2. If (y; z) solves BSDE (5.2), then zt =
hdyt;dBti
dt
, which is completely
determined by y. So we can simply say y, instead of (y; z), solves BSDE (5.2).
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for all t 2 [0; T ] and all stopping times  2 [t; T ].
Proof. Assume y solves BSDE (5.2). Then,













zsdBs is a uniformly integrable martingale. 
5.1.1 Uniqueness and the Related Results
Before we proceed to show the existence of a solution to BSDE (5.2), we introduce
comparison theorem, uniqueness, monotonicity and concavity of solutions. As in
Chapter 3, we focus on the case of 0 < p < 1.




Under Assumption 5.4, b < 0.
Theorem 5.5 (Comparison theorem). In addition to Assumption 5.4, assume that
y solves BSDE (5.2).















then ~yt  yt for all t 2 [0; T ].
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then ~yt  yt for all t 2 [0; T ].
Proof.








for all t 2 [0; T ] and all stopping times  2 [t; T ]. Recall b < 0 under Assumption
5.4. Function x 7! xb is then convex on (0;1). This implies inequality (3.6).








(ys + (p  1)~ys) for all s 2 [0; T ]:
Therefore for all t 2 [0; T ] and all stopping times  2 [t; T ],







(~ys   ys)ds+ ~y   y
#
:
Recalling the assumption that 0 < p < 1, by Lemma 5.26 in the appendix of this
chapter, ~yt   yt  0 for all t 2 [0; T ].








(~ys + (p  1)ys) for all s 2 [0; T ]:
Therefore for all t 2 [0; T ] and all stopping times  2 [t; T ],







(ys   ~ys)ds+ y   ~y
#
:
By the assumption 0 < p < 1 and Lemma 5.26, yt   ~yt  0 for all t 2 [0; T ]. 
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A combination of Lemma 5.3 and Theorem 5.5 leads to the following corollary.
Corollary 5.6 (Uniqueness). Under Assumption 5.4, the solution to BSDE (5.2),
if exists, is unique.
Corollary 5.7 (Monotonicity). In addition to Assumption 5.4, assume that y
solves BSDE (5.2) and that (~y; ~z) solves the following BSDE8><>:









If ~ut  ut for all t 2 [0; T ], then ~yt  yt for all t 2 [0; T ].
















for all t 2 [0; T ] and all stopping times  2 [t; T ]. By Theorem 5.5, ~yt  yt for all
t 2 [0; T ]. 
Corollary 5.8 (Concavity). Under Assumption 5.4, the solution y to BSDE (5.2)
is convex with respect to C when  < 0.
Proof. Assume that y and y solve BSDE (5.2) respectively for C and C. Recalling
ut = e
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where ut = e
 t Ct . For all  2 (0; 1), set
~Ct = Ct + (1  ) Ct;
~yt = yt + (1  )yt:
Assume y^ solves BSDE (5.2) for ~C. Let ~ut = e
















for all t 2 [0; T ] and all stopping times  2 [t; T ]. Obviously,












for all t 2 [0; T ] and all stopping times  2 [t; T ]. Recalling that b < 0 and by the
assumption  < 0, the Hessian of function Cyb is positive denite. Function Cyb
















for all t 2 [0; T ] and all stopping times  2 [t; T ]. By Theorem 5.5, we obtain
~yt  y^t for all t 2 [0; T ]. So y is convex with respect to C. 
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Remark 5.10. Under Assumption 5.4, the function x 7! xp in concave on (0;1),












































Thus (5.5) implies (5.6).
Proof of Lemma 5.9.
(i) Let gt = y
1
p
t . By Ito^ formula, we obtain










y bt zt. The process g is strictly positive since y is strictly positive.
Recalling the assumption 0 < p < 1, we have




zsdBs is a local martingale, there exists a sequence of stopping times
n !1 such that
R n^
0
zsdBs is a uniformly integrable martingale. By integration






























p for all t 2 [0; T ].
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(ii) Recall that
dyt =  putybtdt+ ztdBt:
By Ito^ formula, we have




e(p 1)szsdBs is a local martingale, there exists a sequence of stopping
times n ! 1 such that
R n^
0
e(p 1)szsdBs is a uniformly integrable martingale.
By integration, we have



























Applying inequality (3.6) to ysu
 p































] for all t 2 [0; T ]. 
5.1.2 Two Mappings
As in Chapter 3, given strictly positive process u, denote Xt := log(put). We con-
sider the following two mappings, which will be used in the proof for the existence
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8t 2 [0; T ]: (5.7)











8t 2 [0; T ]: (5.8)
Here y and Y are related by Yt = log yt.
The next lemma is obvious, by the denitions of the two mappings.
Lemma 5.11. Assume y and Y are related by Yt = log yt. Then y = G(y) if and
only if Y = H(Y ).
Now let us show the equivalence between BSDE (5.2) and mapping G.
Proposition 5.12. Assume p > 0.
(i) If y solves BSDE (5.2), then y = G(y).













If y = G(y), then 5.3 holds for all t 2 [0; T ] and all stopping times  2 [t; T ].









p] has representation dNt = ztdBt,
then (y; z) solves (5.2).
Proof.




















i.e., y = G(y).
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p] is a uniformly integrable martingale.
By Doob stopping theorem, Et[N ] = Nt for all t 2 [0; T ] and all stopping times


































implying (5.3). Moreover, if the martingale Nt has representation dNt = ztdBt;
then




zsdBs = Nt N0, which is a uniformly integrable martingale. Therefore
(y; z) solves BSDE (5.2). 
A combination of Proposition 5.12 and Lemma 5.11 leads to the next proposi-
tion.
Proposition 5.13. Assume p > 0. BSDE (5.2) has a solution (y; z) 2 S if and















Moreover, y and Y are related by Yt = log yt.
Remark 5.14. Mapping H is monotonically decreasing with respect to Y when
0 < p < 1 in the nite time horizon case. Unlike the innite time horizon case, H
maps the Banach space
L1 := L1(
 [0; T ]) =
(




to itself when X 2 L1. And L1  YX when X 2 L1. We apply the contraction
mapping principle to prove the existence of a xed point of H in L1 under the
assumption X 2 L1. Then we use convergence theorems to nd a xed point of
mapping H in YX for general X.
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5.1.3 The Existence
In this subsection we show mapping H has a xed point in YX .
Proposition 5.15. In addition to Assumption 5.4, assume u is a strictly positive


















Then mapping H has a xed point Y 2 YX .
Proof. The proof is completed by the following three steps.
Step 1. Consider the case when X 2 L1.


















Thus Y 2 YX . We also have H(L1)  L1. Actually, let Y 2 L1. Then for all
t 2 [0; T ],
































Thus H(Y ) 2 L1. Recall that b 2 ( 1; 0) under Assumption 5.4. We use
induction to b.
(i) Assume b 2 ( 1; 0). Let (Y + a)t = Yt + a, for any Y and any constant a > 0.
For a > 0, we have eba  1. Then,











 H(Y )t + ba:
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Recall that H is a decreasing mapping. Then,
H(Y )t = H( ~Y + Y   ~Y )t  H( ~Y + kY   ~Y k)t  H( ~Y )t + bkY   ~Y k:
Interchanging the roles of Y and ~Y , we obtain
kH(Y ) H( ~Y )k  ( b)kY   ~Y k:
So H is a contractive mapping in L1. There exists a xed point of mapping
H in L1.
(ii) We use induction. Assume that mapping H has a xed point in L1 when
 k < b < 0 for k = 1; 2;   . If  k   1 < b   k, then there exists " 2 (0; 1)












has a xed point R in L1. Now we consider mapping












First of all, R(L1)  L1 by the denition of mapping R. We can show
that R(Y ) is monotonically increasing with respect to X   "Y by a similar











by the fact that X; Y;R(Y ) 2 L1. Hence, R is a decreasing mapping with
respect to Y . Let t =
1
a





















 e "a exp(R(Y )t):
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The last inequality follows from the fact that t  0 for all t and that b+" < 0.
Then,
R(Y + a)t  R(Y )t   "a:
Using the same argument to case (i), R is a contractive mapping in L1.
There exists a xed point of mapping R in L1. Through the construction of
mapping R, we know that mapping H has a xed point in L1.
Step 2. Consider the case when X is bounded below, i.e., there exists a nonneg-
ative constant M such that Xs   M for all s 2 [0; T ].
For n = 1; 2;   , dene X(n)s = minfXs; ng and u(n)s = 1p exp(X(n)s ). Then
X
(n)
s " Xs and u(n)s " us. For each n, X(n) 2 L1. By Step 1, for each n, H has a
xed point Y (n) 2 L1  YX(n) . By Corollary 5.7 and Proposition 5.13, we know





































Therefore there exists Yt s.t Yt = limn!1 Y
(n)
t . Since Y
(n)
t  Y (1)t   kY (1)k for



































































Thus Y 2 YX and Y is a xed point of mapping H.
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Step 3. Consider the general case.
For n = 1; 2;   , set X(n)s = maxfXs; ng and u(n)s = 1p exp(X(n)s ). Then
X
(n)
s # Xs and u(n)s # us. By step 2, H has a xed point Y (n) 2 YX(n) for each
n. By Corollary 5.7 and Proposition 5.13, Y (n) is monotonically decreasing with


































































































For every t, Y
(n)
t is bounded below since u is strictly positive. Therefore there
exists Yt s.t Yt = limn!1 Y
(n)








































 exp(Y (1)0 )
< 1;
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This completes the proof of the existence. 
Based on Proposition 5.15, by Lemma 5.9 and Remark 5.2, we can have the
following theorem.
Theorem 5.16. Under Assumption 5.4, if u is a strictly positive process satisfying
(5.5) and (5.10), then BSDE (5.2) has a unique solution (y; z) 2 S. If it is the















8t 2 [0; T ]:
Moreover, y is monotonically decreasing and convex with respect to C when  < 0.




By direct calculation we know u satises (5.5) and (5.10) for all real a.
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5.1.4 Discussions
In this subsection, we discuss the convexity of the set of all consumption C such








































e(p 1)(s t)pe ps(Cs + 1  )ds
+ e(p 1)(T t)e pT (CT + 1  )])bdt] <1
o
:
The following proposition can be proved by similar methods to Proposition
3.22.
Proposition 5.18. We have the following conclusions.
(i) C1 is a convex set for all  2 ( 1; 0) \ (0; 1).
(ii) C2 is a convex set for al  2 ( 1; 0) \ (0; 1).
(iii) C3 is a convex set if p > 1.
(iv) C4 is a convex set if 0 < p < 1.
Remark 5.19.
(i) If 0 < p < 1, then by Remark 5.10, we have C1  C2.
(ii) If 0 < p < 1 and  < 0, then C4  C3. The argument is the same as that in
Remark 3.23.
Assumption 5.20. The parameters of the utility satisfy that  > 0 and  <  < 0.
By Proposition 5.18 and Remark 5.19, if we consider the convex subset C4 of
C3 instead of C3 in Theorem 5.16, then we have the following theorem for BSDE
(5.1).
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Theorem 5.21. Under Assumption 5.20, if C 2 C0 \ C1 \ C4, which is a convex
set, then BSDE (5.1) has a unique solution ( ~V ; ~Z) such that ~V t is strictly positive,R 
0






e pTCT ] <1: Besides, 1 ~V t is monotonically increasing and concave with respect
to the consumption process C.
When formulating the control space for the nite time horizon maximization
problem, we will still use C3 rather than its subset C4 to guarantee the existence
and uniqueness of the homothetic recursive utility.
5.2 Continuous-Time Recursive Utility Maximiza-
tion with Finite Time Horizon
In this section we formulate and solve the nite time horizon recursive utility
maximization problem. Suppose the market is the same as that in the innite time
horizon case. As in Chapter 4, we maximize the normalized utility V , which is the
solution to the following BSDE.8><>:






Here f(C; V ) is dened in (4.2). By Theorem 5.16, under Assumption 5.20, if C





















then BSDE (5.11) has a unique solution (V; Z) such that Vt is strictly positive,R 
0
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Besides, V is monotonically increasing and concave with respect to consumption
C.






Wt > 0 and Ct > 0 for all t 2 [0; T ];





























(C; ) is said to be the optimal strategy.
5.2.1 Verication Theorem
For all dierentiable function J(x; t), dene the operator L by
(LJ)(x; t) = Jt(x; t)+rxJx(x; t) CJx(x; t)+( r)xJx(x; t)+ 1
2
22x2Jxx(x; t):
Theorem 5.22 (Verication theorem). In addition to assumption 5.20, assume
that function J(x; t) : (0;1) [0; T ]! ( 1; 0) is twice dierentiable, increasing,
concave with respect to x and dierentiable with respect to t 2 [0; T ] and that
Jx(x; t) is continuous with respect to t 2 [0; T ]. If J(x; t), with terminal value
J(x; T ) = 1





f(C; J(x; t)) + (LJ)(x; t)
	
= 0; (5.15)
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then J(Wt; t)  V (C;)t for all (C; ) 2 A and all t 2 [0; T ]. Moreover, J(W t ; t) =
V
(C;)
t for all t 2 [0; T ], where
(C; ) = argmax
(C;)2 A
ff(C; J(W t ; t)) + (LJ)(W t ; t)g
and W  is the wealth process corresponding to (C; ).











Recalling the assumption  < 0, by Ito^ formula and (5.15), we have
dht =  e t(J(Wt; t))
1




+ e ttWt(J(Wt; t)) bJx(Wt; t)dBt   e t(Vt) bZtdBt
  e t(J(Wt; t))
1




+ e ttWt(J(Wt; t)) bJx(Wt; t)dBt   e t(Vt) bZtdBt
= e ttWt(J(Wt; t)) bJx(Wt; t)dBt   e t(Vt) bZtdBt:
Fix t  0, without loss of generality, we assume that Wt = x. For real numbers a
and a0 such that 0 < a < x < a0 <1, dene stopping times a and a0 as follows.
a = infft  s  T : Ws = ag:




e s(Vs) bZsdBs is a local martingale, there exists a sequence of stop-
ping times n ! 1 such that
R n^
0
e s(Vs) bZsdBs is a uniformly integrable
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We know a  Ws  a0 for all s 2 (t ^ n; T ^ a ^ a0 ^ n). By the assumption
that J(x; t) is monotonically increasing and concave with respect to x and Jx(x; t)




0; s)  Jx(Ws; s)  max
tsT
Jx(a; s) <1; (5.18)
0 < min
tsT
J(a0; s)  J(Ws; s)  max
tsT
J(a; s) <1 (5.19)






































J(WT^a^a0^n ; T ^ a ^ a0 ^ n)
 1
p
   VT^a^a0^n 1p i:















J(WT^a^a0 ; T ^ a ^ a0)
 1
p    VT^a^a0 1pi : (5.22)
For all s 2 (t; T ^ a ^ a0), 0 < J(Ws; s)  maxtsT J(a; s). Letting a0 " 0 and
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Recall that E[e T (J(WT ; T ))
1
p ] = E[e TW T ] <1. Letting a # 0, by (5.21) and





(J(WT ; T ))
1





Since J(WT ; T ) =
1

W T = VT , we have ht  0 for all t 2 [0; T ]. Hence, J(Wt; t) 
V
(C;)
t for all (C; ) 2 A and all t 2 [0; T ].
Now let (C; ) = argmax(C;)2 Aff(C; J(W t ; t)) + (LJ)(W t ; t)g and W t be
the corresponding wealth process. By a similar argument, inequalities (5.16),
(5.17), (5.20), (5.22){(5.24) become equalities. Hence, J(W t ; t) = V
(C;)
t for
all t 2 [0; T ]. This completes the proof. 
5.2.2 The Optimal Solution
In this subsection we solve the HJB equation to obtain J(x; t) and the optimal
solution. We make the conjecture that J(x; t) = 1

(k(t)x), where k(t) is a function
to be determined with terminal value k(T ) = 1. Applying the rst order conditions




















(1  )2 ; (5.26)
k0(t) =  (1  ) 11  (k(t)) 2 1 1 + (   N)k(t); (5.27)
where N is dened by (4.21).
First we need to solve the ODE (5.27). Using the change of variables f(t) =
(k(t))

1  , we have the following ODE for f , with terminal condition f(T ) = 1:
f 0(t) =
   N
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We observe that for all t 2 [0; T ], k(t) converges to k when T !1, where k is the
solution to (4.20). Hence, the optimal solution to the nite time horizon problem
converge to the optimal solution to the innite time horizon problem. Moreover, if
   N > (1  ) 11  ; (5.29)
then k(t) is strictly decreasing on [0; T ]. In fact, we have the following,






















Note that 1  (k(t))  1 <1. If
   N < (1  ) 11  ; (5.31)




















 k(t)  k(T ) = 1: (5.32)
In this case, 0 < (k(t))

 1  1. If    N = (1   ) 11  , then k(t)  1 on [0; T ].
It follows that k(t) is bounded for all t 2 [0; T ].
Second we need to show the feasibility of (C; ). Clearly  is admissible.
The argument is then complete if we can show the remaining feasibility condi-
tions regarding C. Let us assume that the utility and market parameters satisfy
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inequality (5.29). The proof for the case of the utility and market parameters
satisfying (5.31) is similar due to the boundedness of k(t). The wealth process is






















which is strictly positive. Therefore, Ct > 0 for all t 2 [0; T ]. By (5.30),




















































































(1  ) (  r)
2























 1 (W s )
ds

+ e(p 1)(T t)e pTEt [(W T )] :
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On the other hand, by (5.32),
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Finally we have that J(x; t) = 1

(k(t)x), with J(x; T ) = 1

x, is negative,
twice dierentiable, increasing, concave with respect to x and dierentiable with
respect to t 2 [0; T ]. Jx(x; t) = (k(t))x 1 is continuous with respect to t 2 [0; T ].
We conclude this subsection with the following theorem.








where k is determined by (5.28). The optimal consumption plan C, the optimal in-
































The optimal investment strategy is to invest a constant fraction of total wealth in
the stock account. The constant does not depend on . This is the same as that
obtained in Chapter 4, when the time horizon is innite. Also, the optimal portfolio
is the same as that obtained in Merton (1969), when the time horizon is nite.
Schroder and Skiadas (1999) obtain this result by a utility gradient approach. The
ratio of the optimal consumption to total wealth is now time dependent. By (5.30)
and (5.32), we know that the optimal consumption to wealth ratio is monotonically
decreasing with respect to t under (5.29) and monotonically increasing with respect

















1   (t  T )
 1
: (5.35)
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Recalling (2.12) and (2.13), when  = , the objective of the nite time horizon












This suggests a corresponding bequest function in Merton's model given by






















1   (t  T )
 1
: (5.37)
When  = , (5.35) reduces to (5.37).
Using a utility gradient approach, Schroder and Skiadas (1999) obtain similar
optimal consumption to wealth ratio when there is no bequest function and with
the generator
f(C; V ) =
p

CV b   pV:










1   (t  T )
 1
: (5.38)
This suggests that the terminal wealth is zero. When there is no bequest function,
the terminal condition to ODE (5.27) is k(T ) = +1. The solution to ODE (5.27)















Thus we have the optimal consumption to wealth ratio (5.38) via the dynamic
programming approach.
We complete the comparison between the two optimal solutions (5.35) and
(5.37) by the next proposition.
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Proposition 5.24. In addition to Assumption 5.20, assume that
   N > (1  ) 11  :




for all t 2 [0; T ].
Proof. If   N , by Proposition (4.3),  N
1    N1  . For positive x 2 [ N1  ;  N1  ],
dene function g(x) by
g(x) =
x










1 + (Bx  1)e(t T )x : (5.39)
The rst order derivative of g(x) is
g0(x) =
1 + (Ax  1)e(t T )x   x(Ae(t T )x + (Ax  1)(t  T )e(t T )x)
(1 + (Ax  1)e(t T )x)2
=
1  e(t T )x   x(Ax  1)(t  T )e(t T )x
(1 + (Ax  1)e(t T )x)2 :
Since    N > (1   ) 11  , we have A N

























for all t 2 [0; T ]. 
5.3 Appendix of Chapter 5
The following two lemmas generalize Gronwall inequality.












Then we have the following conclusions.
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(i) If xt  Et[
R T
t
sxsds] for all t 2 [0; T ], then xt  0 for all t 2 [0; T ].
(ii) If xt  Et[
R T
t
sxsds] for all t 2 [0; T ], then xt  0 for all t 2 [0; T ].
Proof. We need to show (i) only, since applying (i) to  xt obviously yields (ii).
Set yt = Et[
R T
t
sxsds]. Then xt  yt for all t 2 [0; T ]. By assumption,R T
0
jsxsjds is integrable. Mt := Et[
R T
0
sxsds] is then a uniformly integrable
martingale. By martingale representation theorem, there exists Zt such that







































udu)ZsdBs is a local martingale, there exists a sequence of stop-






udu)ZsdBs is a uniformly integrable












































t!1 ! 0 in L1. So exp(R t
0
udu)yt  0. Then xt  yt  0 for
all t 2 [0; T ]. 
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+s xs ds <1:
Then we have the following conclusions.
(i) If xT  0 a.s. and xt  Et[
R 
t
sxsds + x ] for all t and all stopping time
 2 [t; T ], then xt  0 for all t 2 [0; T ].
(ii) If xT  0 a.s. and xt  Et[
R 
t
sxsds + x ], for all t and all stopping time
 2 [t; T ], then xt  0 for all t 2 [0; T ].
Proof. We need to show (i) only, since applying (i) to  xt obviously yields (ii).
We use contradiction to prove the lemma. Suppose on the contrary that there
exists some t0 2 [0; T ] such that P(xt0 < 0) > 0. Set A = fxt0 < 0g and consider
the stopping time
 = infft0  s  T : xs  0g:
Obviously, x  0 if  < T , due to the right continuity of xt. Let
yt = 1A1ft<gxt t  t0:



























Therefore by Lemma 5.25, yt  0 for all t  t0, implying that xt  0 on the event
fxt0 < 0g and for t0 < t   . This leads to a contradiction unless  = t0. So
xt  0 for all t 2 [0; T ]. 
Chapter6
Continuous-Time Recursive Utility
Maximization with Observable Regime
Switching
We assumed the market parameters are constants over time in the previous chap-
ters. However, empirical evidence suggests that the investment opportunity set
should be time varying (see Hamilton (1989)). Regime switching model, which
characterizes the market features in the long-term, is used to describe time varying
investment opportunity set. For instance, Sotomayor and Cadenillas (2009) con-
sider the innite time horizon optimal consumption and investment problem with
HARA utility and observable regime switching market. In their regime switch-
ing model, both the market parameters and the investor's utility depend on an
observable continuous-time Markov chain. They prove a verication theorem and
obtain explicit optimal solution. Chen (2010) considers the innite time horizon
homothetic recursive utility maximization problem with observable regime switch-
ing market and obtains explicit optimal solution. However, verication theorems
are not proved under the homothetic recursive utility. In this chapter, we will
consider both the innite time horizon and nite time horizon recursive utility
maximization problems and prove the corresponding verication theorems.
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Let ftgt0 be an observable homogeneous continuous-time Markov process
consisting of M states. Suppose that  is independent of the Brownian motion
fBtgt0. We use t to denote the regime of the market at time t. The duration of
t at state i has exponential distribution with parameter i > 0, for i = 1; 2;    ;M .
t makes a sudden transition from state i to state j 6= i with probability pij, for
i; j = 1; 2;    ;M . Then we can dene the generator matrix Q as Q = (qij)MM ,
where qii =  i and qij = ipij for j 6= i. Since
P





j 6=iqij = 0. We also assume that 0 = i. The ltration is generated by
processes B and , i.e., FB;t = fBs; s : 0  s  tg for all t.
As in the previous chapters, we consider a two-asset market. The price dynam-
ics of the bond and the stock are regime dependent, given respectively as follows.
dPt = rtPtdt bond (6.1)
dSt = tStdt+ tStdBt stock (6.2)
Here rt is the deposit rate at time t, t is the time t instantaneous expected rate
of return of stock, and t is the time t volatility of stock. For j = 1; 2;    ;M , rj,
j and j are all positive constants. Let fWtgt0 be the investor's wealth process
with initial endowment x > 0. If the investor has tWt amount of money invested
in the stock at time t, then the budget equation is given by8<: dWt = rtWtdt  Ctdt+ (t   rt)tWtdt+ ttWtdBtW0 = x > 0: (6.3)
6.1 Innite Time Horizon Recursive Utility Max-
imization
The investor maximizes the normalized utility V as that in Chapter 4. Recall that
(V; Z) is the solution to the following BSDE.8<: dVt =  f(Ct; Vt)dt+ ZtdBte ptVt t!1 ! 0 in probability;
6.1 Innite Time Horizon Recursive Utility Maximization 84
where f(C; V ) is dened in (4.2).
A pair (C; ) of processes is said to be an admissible strategy if (C; ) 2 A,








(C; ) is said to be the optimal strategy.
6.1.1 Verication Theorem
For all twice dierentiable function J(x; j) and j = 1; 2;    ;M , dene operator Lj
by




Theorem 6.1 (Verication theorem). In addition to Assumption 3.24, assume
that for j = 1; 2;    ;M , function J(; j) : (0;1)! ( 1; 0) is twice dierentiable,
increasing and concave. If fJ(x; j); j = 1; 2;    ;Mg solves the system of equations
max
(C;)2A
ff(C; J(x; j)) + (LjJ)(x; j)g
  jJ(x; j) +
X
k 6=j
qjkJ(x; k) = 0 for j = 1; 2;    ;M; (6.5)
and e ptJ(Wt; t)
t!1 ! 0 in probability, e t(J(Wt; t))
1
p is of class D for all
wealth process W which is generated by an admissible strategy (C; ) 2 A, then
J(x; i)  V (C;)0 for all (C; ) 2 A. Moreover, J(x; i) = V (C
;)
0 , where
(C; ) = argmax
(C;)2A
ff(C; J(W t ; t)) + (LtJ)(W t ; t)g
and W  is the wealth process corresponding to (C; ).
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Recalling the assumption  < 0, by Ito^ formula for Markov-modulated processes
and (6.5), we have














pdt+ e t(Vt) bf(Ct; Vt)dt  e t(Vt) bZtdBt
  e t(J(Wt; t))
1
pdt  e t(J(Wt; t)) bf(Ct; J(Wt; t))dt (6.6)




pdt+ e t(Vt) bf(Ct; Vt)dt  e t(Vt) bZtdBt
= e t(J(Wt; t)) bdMJt + te
 ttWt(J(Wt; t)) bJx(Wt; t)dBt
  e t(Vt) bZtdBt:
Fix t  0, without loss of generality, we suppose that Wt = x and t = i. For real
numbers a and a0 such that 0 < a < x < a0 <1, dene stopping times a and a0
as follows.
a = inffs  t : Ws = ag:




e s(Vs) bZsdBs is a local martingale, there exists a sequence of stop-
ping times  (n) !1 such that R  (n)^
0
e s(Vs) bZsdBs is a uniformly integrable
martingale. We also dene the sequence of stopping times:
n = inf

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Through the constructions, a  Ws  a0 for all s 2 (t ^  (n); a ^ a0 ^ n ^
 (n)). Recalling the assumption that for j = 1; 2;    ;M , J(x; j) is monotonically










J(a; j)  J(Ws; s)  max
j
J(a0; j) < 0 (6.9)































By Lemma 6.5 in the appendix of this chapter,
R 
0
e s(J(Ws; s)) bdMJs is a
martingale when J is bounded. Therefore by rearranging terms,





















J(Wa^a0 ; a^a0 )
 1
p    Va^a0 1pi : (6.11)
Since 0 < J(Ws; s)  minj J(a; j) for all s 2 (t; a ^ a0), letting a0 " 1 and
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We know e t(J(Wt; t))
1
p
t!1 ! 0 in probability since e ptJ(Wt; t) t!1 ! 0 in
probability. Recalling e t(J(Wt; t))
1
p is of class D and (4.14), letting a # 0, we
obtain ht  0 for all t  0. Particularly when t = 0, we have J(x; i)  V (C;)0 for
all (C; ) 2 A.
Now let (C; ) = argmax(C;)2Aff(C; J(W t ; t)) + (LtJ)(W t ; t)g and W t
be the corresponding wealth process. Then inequalities (6.6), (6.7) and (6.10){
(6.12) become equalities. Hence, J(W t ; t) = V
(C;)
t for all t. This completes the
proof. 
6.1.2 The Optimal Solution
In this subsection we solve the HJB equation to obtain fJ(x; j); j = 1; 2;    ;Mg













  jJ(x; j) +
X
k 6=j
qjkJ(x; k) = 0 for j = 1; 2;    ;M:
Suppose J(x; j) = 1

xI(j) for j = 1; 2;    ;M , where constants I(j) are to be
























Moreover, fI(j); j = 1; 2;    ;Mg is the solution to the following system of non-
linear algebraic equations.




















qjkI(k) = 0 for j = 1; 2;    ;M: (6.15)
The system of nonlinear algebraic equations (6.15) has no analytical solution
in most of the cases. Nevertheless, Chen (2010) shows that in the two-state case,
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 1  (I(2)) 1  1 + N3
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(1 )22 is essentially the same
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is a martingale. The wealth process is




























which is strictly positive. Hence, Ct > 0 for all t. Also, we have
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 ds
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du   11  (I(1)) ( 1) s

ds


















du   11  (I(1)) ( 1) s

ds







 ( + b)s   11  (I(1)) ( 1) s

ds <1:
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By a similar argument, e t(W t )
 is of class D. Moreover, e t(W t )
 t!1 ! 0 in L1,
hence in probability. Thus e pt(W t )


























































































du   11  (I(1)) ( 1) s

ds
























































On the other hand, we have
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Thus,
mt
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By the bounds of the solution fI(1); I(2)g obtained in Chen (2010), i.e., inequality
(6.18), condition (6.21) can be implied by









( N1 + N2) < 0: (6.23)




(  1)(  )  2
2














< p < 1. We have p2   3p + 1 < 0 for all 1
2
< p < 1. Hence,

    ( 1)( )( +1) > 0. If the market parameters satisfy
2
2(  + 1)   

(r1 + r2) +

2















(  + 1) ; (6.25)
then the lower bound of  given by (6.24) is strictly less than the upper bound of
 given by (6.22). So there exists  > 0 such that (6.21) and (6.22) are true.
The value function J(x; i) = 1

xI(i) is negative, twice dierentiable, increas-
ing and concave with respect to x. Since I(j) is a constant for j = 1; 2, we
have e ptJ(Wt; t) = e ptW t I(t)





p is of class D. We conclude this subsection with the following theo-
rem.
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Theorem 6.2. Suppose M = 2. Under Assumption 3.24 and conditions (6.17),







where I(i) is determined by (6.15). The optimal consumption plan C, the op-










































The optimal portfolio depends on market regimes. In each regime, the optimal
investment strategy is to invest a constant fraction of total wealth in the stock.
This constant fraction depends on the investor's risk aversion and does not depend
on the EIS. For simplicity, we assume there are two regimes in the market. Investors
tend to invest more in the stock in a market with better economic conditions (the
bull market), i.e., when the expected excess rate of return of stock is higher and
volatility is lower, than in a market with worse economic conditions (the bear
market), i.e., when the expected excess rate of return of stock is lower and volatility
is higher. Also, the investor with lower relative risk aversion coecient will allocate
more in the stock, in either the bull market or the bear market. Sotomayor and
Cadenillas (2009) obtain the same optimal investment strategy as (6.14) under the
time-additive expected utility.
Under the continuous-time recursive utility, Chen (2010) obtains the same
optimal solution as (6.13) and (6.14). Note that the optimal solution (6.13) and
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(6.14) reduce to (4.18) and (4.19), respectively, when there is only one regime in the
market. According to (6.13), the optimal consumption will increase if total wealth
increases, in either the bull market or the bear market. This conclusion coincides
with that of Sotomayor and Cadenillas (2009). Under the time-additive expected
utility, Sotomayor and Cadenillas (2009) observe that the optimal consumption
to wealth ratio is larger in the bull market than that in the bear market when
 < 0. The optimal consumption to wealth ratio is smaller in the bull market
than that in the bear market when 0 <  < 1. Besides, the optimal consumption
to wealth ratio is monotonically decreasing with respect to 1 and monotonically
increasing with respect to 2 if regime 1 is the bull market and  < 0. The
optimal consumption to wealth ratio is monotonically increasing with respect to
1 and monotonically decreasing with respect to 2 if regime 1 is the bull market
and 0 <  < 1. Under the homothetic recursive utility, Chen (2010) proves that
the behaviors of the optimal consumption to wealth ratio is characterized by 
and the market regime. The optimal consumption to wealth ratio is larger in the
bull market than that in the bear market when  < 0. The optimal consumption
to wealth ratio is smaller in the bull market than that in the bear market when
0 <  < 1. Moreover, the optimal consumption to wealth ratio is monotonically
decreasing with respect to 1 and monotonically increasing with respect to 2 if
regime 1 is the bull market and  < 0. The optimal consumption to wealth ratio
is monotonically increasing with respect to 1 and monotonically decreasing with
respect to 2 if regime 1 is the bull market and 0 <  < 1.
Using numerical methods, we can solve the system of nonlinear algebraic equa-
tions (6.15). The utility parameters and market parameters are selected as
 =  0:5;  =  0:52;  = 0:09;
1 = 0:4; r1 = 0:05; 1 = 0:3; 1 = 0:8;
2 = 0:3; r2 = 0:01; 2 = 0:5; 2 = 1:2: (6.26)
We will use these parameters in this chapter unless otherwise stated. Note that
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Assumption 3.24 and conditions (6.21), (6.22) are all satised with these param-
eters. We also have inequality (6.17). Hence, regime 1 is the bull market and
regime 2 is the bear market. Numerical results show that the optimal consump-
tion to wealth ratio is 0.1810 and 0.1704, respectively for regime 1 and regime 2.
By taking  =  =  0:5, the optimal consumption to wealth ratio in regime 1
is 0.1786 and the consumption to wealth ratio in regime 2 is 0.1684. If  = ,
then the homothetic recursive utility reduces to the time-additive expected power
utility. Numerical result shows that the optimal consumption to wealth ratio with
the homothetic recursive utility is larger than the optimal consumption to wealth
ratio with the time-additive expected power utility, in either the bull market or
the bear market. Moreover, if the market has only one regime, say, regime 1, by
(4.18) and (4.20), the optimal consumption to wealth ratio is 0.2315. Similarly, if
regime 2 is the only regime in the market, then the optimal consumption to wealth
ratio is 0.1014. Hence, numerical results suggest that the optimal consumption to
wealth ratio in the bull market with regime switching is smaller than the optimal
consumption to wealth ratio in the bull market without regime switching. Also,
the optimal consumption to wealth ratio in the bear market with regime switching
is larger than the optimal consumption to wealth ratio in the bear market without
regime switching. These results make sense because due to the possibility of the
market turning bear, investors will consume proportionally less in the bull mar-
ket than in the case of no regime switching. Due to the possibility of the market
turning bull, investors will consume proportionally more in the bear market than
in the case of no regime switching.
With the time-additive expected utility, Sotomayor and Cadenillas (2009) ob-
serve that the optimal consumption to wealth ratio is monotonically increasing
with respect to  by numerically computing the optimal solution. When comput-
ing the optimal consumption to wealth ratio with dierent values of  and  under
the homothetic recursive utility,  needs to be suciently large or p needs to be
suciently close to 1 to satisfy Assumption 3.24 and conditions (6.21), (6.22). For
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 EIS i = 1 i = 2
0.5000 2.0000 0.0000 0.0000
0.3000 1.4286 0.0061 0.0066
0.1000 1.1111 0.0617 0.0630
-0.3000 0.7692 0.1509 0.1448
-0.5000 0.6667 0.1786 0.1684
-0.6000 0.6250 0.1900 0.1778
-0.8000 0.5556 0.2090 0.1934
-1.0000 0.5000 0.2244 0.2057
-5.0000 0.1667 0.3185 0.2771
-10.0000 0.0909 0.3404 0.2928
Table 6.1: Optimal consumption to wealth ratio with respect to 
example, condition (6.21) is satised with  large enough or 1   p small enough




2 (1; 2). Since the homothetic recursive utility reduces
to the time-additive expected power utility when p = 1 and  is usually assumed
to be less than 0.1, we will not restrict the parameters to satisfy conditions (6.21)
and (6.22). Actually, when using root nding algorithms to solve the system of
nonlinear algebraic equations (6.15), the Jacobi matrix is often badly scaled and
close to singular. For the algorithm to converge, we need a pretty good initial
guess. This initial guess is obtained from the optimal solution to the nite time
horizon recursive utility maximization problem in the next section. When the time
horizon T is large enough, say, 50, the nite time horizon optimal consumption to
wealth ratio at t = 0 is very close to the innite time horizon optimal consumption
to wealth ratio. Fortunately, no integrability condition is needed in the nite time
horizon recursive utility maximization problem. This is similar to Chapter 5 when
the market parameters are constants over time. Moreover, we will not restrict the
parameters to satisfy Assumption 3.24 either.
Table 6.1 presents the numerical results corresponding to dierent values of
. Inequality (6.17) always holds; hence, regime 1 is the bull market and regime
2 is the bear market. The third and fourth columns correspond to the optimal
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 relative risk aversion i = 1 i = 2
0.3000 0.7000 0.4158 0.3572
0.5000 0.5000 0.5744 0.4723
0.7000 0.3000 0.9634 0.7297
-0.3000 1.3000 0.2428 0.2213
-0.5000 1.5000 0.2171 0.1999
-0.7000 1.7000 0.1977 0.1836
-0.9000 1.9000 0.1826 0.1706
-2.0000 3.0000 0.1366 0.1303
-5.0000 6.0000 0.0984 0.0956
-10.0000 11.0000 0.0816 0.0800
Table 6.2: Optimal consumption to wealth ratio with respect to 








in regime 1 and 2, respectively. We can see from Table 6.1 that the optimal
consumption to wealth ratio is monotonically decreasing with respect to the EIS, in
either the bull market or the bear market. This is not surprising because investors
tend to consume proportionally less with larger EIS under innite time horizon.
Also, the optimal consumption to wealth ratio is more sensitive to the change
of market regimes when the EIS is smaller. The dierence between the optimal
consumption to wealth ratio in regime 1 and the optimal consumption to wealth
ratio in regime 2 becomes larger when the EIS gets smaller. Furthermore, the
optimal consumption to wealth ratio is larger in the bull market than that in the
bear market when  < 0. The optimal consumption to wealth ratio is smaller in
the bull market than that in the bear market when 0 <  < 1.
Table 6.2 displays the numerical results of optimal consumption to wealth
ratio corresponding to  =  0:9 and dierent values of . Inequality (6.17) still
holds. The third and fourth columns correspond to the optimal consumption to
wealth ratio in regime 1 and 2, respectively. We can see from Table 6.2 that the
optimal consumption to wealth ratio is monotonically decreasing with respect to
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the relative risk aversion coecient, in either the bull market or the bear market.
This coincides with that of Sotomayor and Cadenillas (2009). Also, the optimal
consumption to wealth ratio is more sensitive to the change of market regimes
when the relative risk aversion coecient gets smaller. The dierence between the
optimal consumption to wealth ratio in regime 1 and the optimal consumption to
wealth ratio in regime 2 becomes larger when the relative risk aversion coecient
gets smaller. Comparing Table 6.1 with Table 6.2, the optimal consumption to
wealth ratio is more sensitive to the change of the EIS than to the change of
the relative risk aversion coecient, in either the bull market or the bear market.
Finally since  < 0, the optimal consumption to wealth ratio is larger in the bull
market than that in the bear market for all values of .
6.2 Finite Time Horizon Recursive Utility Max-
imization
In this section we formulate and solve the nite time horizon recursive utility maxi-
mization problem with observable regime switching market. Suppose the market is
the same as that in the innite time horizon case. Similar to the previous section,
we assume the recursive utility process V is the solution to the following BSDE.8><>:






Here f(C; V ) is dened in (4.2).
A pair (C; ) of processes is said to be an admissible strategy if (C; ) 2 A,









(C; ) is said to be the optimal strategy.
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6.2.1 Verication Theorem
For all dierentiable function J(x; t; j) and j = 1; 2;    ;M , dene operator Lj by
(LjJ)(x; t; j) =Jt(x; t; j) + rjxJx(x; t; j)  CJx(x; t; j)




Theorem 6.3 (Verication theorem). In addition to assumption 5.20, assume
that for j = 1; 2;    ;M , function J(x; t; j) : (0;1)  [0; T ] ! ( 1; 0) is twice
dierentiable, increasing, concave with respect to x and dierentiable with respect
to t 2 [0; T ] and that fJx(x; t; j); j = 1; 2;    ;Mg are continuous with respect to
t 2 [0; T ]. If fJ(x; t; j); j = 1; 2;    ;Mg, with terminal value J(x; T; j) = 1

x,
for all j = 1; 2;    ;M , solves the system of equations
max
(C;)2 A
ff(C; J(x; t; j)) + (LjJ)(x; t; j)g
  jJ(x; t; j) +
X
k 6=j
qjkJ(x; t; k) = 0 for j = 1; 2;    ;M; (6.29)
then J(Wt; t; t)  V (C;)t for all (C; ) 2 A and all t 2 [0; T ]. Moreover, J(W t ; t; t) =
V
(C;)
t for all t 2 [0; T ], where
(C; ) = argmax
(C;)2 A
ff(C; J(W t ; t; t)) + (LtJ)(W t ; t; t))g
and W  is the wealth process corresponding to (C; ).











By Ito^ formula for Markov-modulated processes, we obtain
dht =  e t(J(Wt; t; t))
1
pdt
+ e t(J(Wt; t; t)) b

(LtJ)(Wt; t; t)  tJ(Wt; t; t) +
P




 ttWt(J(Wt; t; t)) bJx(Wt; t; t)dBt + e t(J(Wt; t; t)) bdMJt
+ e t(Vt)
1
pdt+ e t(Vt) bf(Ct; Vt)dt  e t(Vt) bZtdBt:
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Recalling the assumption  < 0, by (6.29), we have
dht   e t(J(Wt; t; t))
1
pdt  e t(J(Wt; t; t)) bf(Ct; J(Wt; t; t))dt
+ te
 ttWt(J(Wt; t; t)) bJx(Wt; t; t)dBt + e t(J(Wt; t; t)) bdMJt
+ e t(Vt)
1
pdt+ e t(Vt) bf(Ct; Vt)dt  e t(Vt) bZtdBt (6.30)
= te
 ttWt(J(Wt; t; t)) bJx(Wt; t; t)dBt + e t(J(Wt; t; t)) bdMJt
  e t(Vt) bZtdBt:
Fix t  0, without loss of generality, we assume that Wt = x and t = i. For real
numbers a and a0 such that 0 < a < x < a0 <1, dene stopping times a and a0
as follows.
a = inffs  t : Ws = ag:




e s(Vs) bZsdBs is a local martingale, there exists a sequence of stop-
ping times n ! 1 such that
R n^
0
e s(Vs) bZsdBs is a uniformly integrable


















By previous denition, a < Ws < a
0, for all s 2 (t ^ n; T ^ a ^ a0 ^ n). Since
for each j = 1; 2;    ;M , J(x; t; j) is monotonically increasing and concave with





0; s; j)  Jx(Ws; s; s)  max
j
tsT





J(a0; s; j)  J(Ws; s; s)  max
j
tsT
J(a; s; j) <1: (6.33)
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e s(J(Ws; s; s)) bdMJs is a martingale when J is bounded.










J(WT^a^a0^n ; T ^ a ^ a0 ^ n; T^a^a0^n)
 1
p
   VT^a^a0^n 1p i:





J(WT^a^a0 ; T ^ a ^ a0 ; T^a^a0 )
 1
p
   VT^a^a0 1p i: (6.35)
Since 0  J(Ws; s; s)  max j
tsT
J(a; s; j) < 1 for all s 2 (t; T ^ a ^ a0),












Recall that E[e T (J(WT ; T; T ))
1
p ] = E[e TW T ] < 1. Letting a # 0 and by





(J(WT ; T; T ))
1





Since J(WT ; T; T ) =
1

W T = VT , we have ht  0 for all t 2 [0; T ]. Hence,
J(Wt; t; t)  V (C;)t for all (C; ) 2 A and all t 2 [0; T ].
Now let (C; ) = argmax(C;)2 Aff(C; J(W t ; t; t)) + (LtJ)(W t ; t; t)g and
W t be the corresponding wealth process. Then inequalities (6.30), (6.31), and
(6.34){(6.37) become equalities. HenceJ(W t ; t; t) = V
(C;)
t for all t. This com-
pletes the proof. 
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6.2.2 The Optimal Solution and Numerical Results
In this subsection we solve the HJB equation to obtain the optimal solution. For
j = 1; 2;    ;M , suppose that J(x; t; j) = 1

xI(t; j), where functions I(t; j) with






C(J(x; t; j))b   pJ(x; t; j) + Jt(x; t; j) + rjxJx(x; t; j)





  jJ(x; t; j) +
X
k 6=j













Moreover, fI(t; j); j = 1; 2;    ;Mg is the solution to the following system of
ODEs.















+ p(1  ) 11  (I(t; j))1+ 1  1 +
X
k 6=j
qjkI(t; k) = 0 for j = 1; 2;    ;M: (6.40)
The optimal solution (6.38) and (6.39) reduce to (5.25) and (5.26) if there is one
regime in the market. Moreover, the optimal investment strategy (6.39) is the same
as that obtained in the innite time horizon case. According to (6.38), the optimal
consumption will increase if total wealth increases, in either the bull market or the
bear market.
The existence and uniqueness of solution to the system of ODEs (6.40) can be
proved by a xed point theorem. For simplicity, we assume M = 2. Then (6.40)
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where N1 and N2 are as dened in (6.19) and (6.20). Suppose we have an initial
guess fI0(t; 1); I0(t; 2)g for the solution to (6.41). The solution to the following















is the sum of its particular solution and the general solution to its corresponding
homogeneous system 8<: It(t; 1) = N1I(t; 1)  q12I(t; 2)It(t; 2) = N2I(t; 2)  q21I(t; 1): (6.43)
A comparison theorem could be established and the existence could be proved by



















  (1  ) 11  < 0 for j = 1; 2 (6.45)
holds, then the solution to system (6.40) is bounded (see Krajc (2001)).
Remark 6.4. The system of ODEs (6.40) becomes a system of rst order constant
coecient linear ODEs when (i)  = 0, or (ii) 1+ 1


 1 = 0. Case (i) corresponds




Note that Assumption 5.20 is satised with (6.46). For a system of M rst order
constant coecient linear ODEs, its general solution is a linear combination of
exponentials.
I(t; j) = Aje
t for j = 1; 2;    ;M:
The coecients fAjg can be determined by solving a system of linear homogeneous
algebraic equations by substitution. The exponent  can be obtained by the condition
that the determinant of the system of linear homogeneous algebraic equations must
be zero to guarantee the existence of nontrivial fAjg.
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Figure 6.1: Optimal consumption to wealth ratio
The system of ODEs (6.40) could be solved by numerical methods. For sim-
plicity, we assume there are two regimes in the market. With parameters selected








in regime 1 and regime 2 are shown in Figure 6.1. Recall that regime 1 is the
bull market and regime 2 is the bear market. The optimal consumption to wealth
ratio in regime 1 is larger than the optimal consumption to wealth ratio in regime
2. This implies that investors tend to consume proportionally more in the bull
market than that in the bear market. By taking  =  =  0:5, the optimal
consumption to wealth ratio in regime 1 and in regime 2 are also shown in Figure
6.1. Numerical results show that the optimal consumption to wealth ratio with the
homothetic recursive utility is larger than the optimal consumption to wealth ratio
with the time-additive expected power utility, in either the bull market or the bear
market. Moreover, if the market has only one regime, the optimal consumption
to wealth ratio in regime 1 and in regime 2 are shown in Figure 6.1. Numerical
results suggest that the optimal consumption to wealth ratio in the bull market
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Figure 6.2: Optimal consumption to wealth ratio with respect to 
with regime switching is smaller than the optimal consumption to wealth ratio
in the bull market without regime switching. Also, the optimal consumption to
wealth ratio in the bear market with regime switching is larger than the optimal
consumption to wealth ratio in the bear market without regime switching. These
results agree with those of the innite time horizon case.
In order to analyze the behaviors of the optimal consumption to wealth ratio
with respect to the changes of utility parameters and market parameters, we will
not restrict the parameters to satisfy Assumption 5.20. We let T = 2 unless
otherwise stated. Figure 6.2 shows the optimal consumption to wealth ratio with
 = 0:3,  0:6,  1,  5. We can see from Figure 6.2 that the optimal consumption
to wealth ratio is larger in the bull market than that in the bear market if  < 0.
The optimal consumption to wealth ratio is smaller in the bull market than that
in the bear market if 0 <  < 1. Similar to the innite time horizon case, the
optimal consumption to wealth ratio is monotonically decreasing with respect to
the EIS, in either the bull market or the bear market. The optimal consumption
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Figure 6.3: Optimal consumption to wealth ratio with respect to 
to wealth ratio with  =  0:9 and  = 0:5,  0:5,  2 are shown in Figure 6.3. We
can see from Figure 6.3 that the optimal consumption to wealth ratio is larger in
the bull market than that in the bear market for all . It is also seen that the
optimal consumption to wealth ratio is monotonically decreasing with respect to
the relative risk aversion coecient, in either the bull market or the bear market.
Comparing Figure 6.1 with Figure 6.2, we can see that the optimal consumption
to wealth ratio is more sensitive to the change of the EIS than to the change of
the relative risk aversion coecient, in either the bull market or the bear market.
These ndings are the same as those observed in the innite time horizon case.
The optimal consumption to wealth ratio with  =  0:9 and 1 = 0:6, 1:2, 2:0
are presented in Figure 6.4. Recall that regime 1 is the bull market and regime
2 is the bear market. We can see from Figure 6.4 that the optimal consumption
to wealth ratio is monotonically decreasing with respect to 1, in either the bull
market or the bear market. This result is natural because 1 represents the pos-
sibility that the market turning from regime 1 to regime 2. That is, the economic
conditions turning unfavorable. Hence, investors tend to consume proportionally
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Figure 6.4: Optimal consumption to wealth ratio with respect to 1 when  is
negative


































Figure 6.5: Optimal consumption to wealth ratio with respect to 1 when  is
positive
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Figure 6.6: Optimal consumption to wealth ratio with respect to 2 when  is
negative



































Figure 6.7: Optimal consumption to wealth ratio with respect to 2 when  is
positive









































Figure 6.8: Optimal consumption to wealth ratio with respect to T
less when 1 gets larger. The optimal consumption to wealth ratio with  = 0:3
and 1 = 0:6, 1:2, 2:0 are presented in Figure 6.5. We can see from Figure 6.5 that
the optimal consumption to wealth ratio is monotonically increasing with respect
to 1, in either the bull market or the bear market. In that case, investors tend
to consume proportionally more when 1 gets larger. The optimal consumption to
wealth ratio with  =  0:9 and 2 = 1:2, 2, 4 are shown in Figure 6.6. We can
see from Figure 6.6 that the optimal consumption to wealth ratio is monotonically
increasing with respect to 2, in either the bull market or the bear market. This
result is also natural because 2 represents the possibility that the market turning
from regime 2 to regime 1. That is, the economic conditions turning better. Hence,
investors tend to consume proportionally more when 2 gets larger. The optimal
consumption to wealth ratio with  = 0:3 and 2 = 1:2, 2, 4 are shown in Figure
6.7. It can be seen that the optimal consumption to wealth ratio is monotonically
decreasing with respect to 2, in either the bull market or the bear market. In-
vestors tend to consume proportionally less when 2 gets larger. These results are
consistent with those of the innite time horizon case.
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Figure 6.8 shows the optimal consumption to wealth ratio with T = 1, 2, 10,
60 and  =  0:9. We can see from Figure 6.8 that the optimal consumption to
wealth ratio converges to the optimal consumption to wealth ratio to the innite
time horizon problem, i.e., (0:2171 0:1999) as T becomes large enough.
6.3 Appendix of Chapter 6
Lemma 6.5. For bounded function h, dene




Then Mht := h(t) 
R t
0
Qh(s)ds is a martingale.
Proof. Suppose that jh(i)j  N0, for i = 1; 2;    ;M . Then,
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 N0 + 2N0maxf1; 2;    ; Mgt
<1:
So Mht is integrable. To show M
h






By denition, it suces to show that




By the Markov property of t, we have Es[h(t)] = E[h(t)jF s ] = E[h(t)js]. Dene
pij(t) = P(t = jj0 = i). By the homogeneous property of t and Kolmogorov's















































































































This completes the proof. 
Chapter7
Continuous-Time Recursive Utility
Maximization with Unobservable Regime
Switching
We assumed that the market parameters are observable to investors in Chapter 6.
However, in practice, the investor cannot directly determine the market parame-
ters but usually estimate them from historical data. For instance, Honda (2003)
considers the nite time horizon optimal consumption and investment problem un-
der the assumption that the expected rate of return of stock depends on a hidden
Markov chain. Neither the expected rate of return of stock nor the state of the
Markov chain is observable. Investors estimate the current regime and hence the
mean return by observing past and present stock price. Using the technique of
stochastic ows, Honda (2003) obtains explicit optimal solution under power util-
ity with relative risk aversion coecient being one. By Monte-Carlo simulation,
Honda (2003) obtains numerical optimal solution under power utility with general
relative risk aversion coecients.
In this chapter we will consider the optimal consumption and investment prob-
lem with the homothetic recursive utility and unobservable mean return. For both
innite and nite time horizon cases, we will prove the verication theorem and
112
7.1 The Unobservable Mean Return Model 113
numerically compute the optimal solution.
7.1 The Unobservable Mean Return Model
We use a hidden Markov chain to describe market regimes. Suppose ftgt0 is an
unobservable homogeneous two-state symmetric continuous-time Markov process







Denote the two states of  to be 0 and 1, and assume that P(0 = 1) = y: We
consider a two-asset market. The bond price is given by (4.4) with constant deposit
rate r. The stock price is given by the following equation.
dSt = tStdt+ StdBt: (7.1)
The expected rate of return of stock depends on . The volatility , 1, and 0 are
all positive constants. Without loss of generality, we assume that
0 < 1:
The investor's information is given by historical stock price, i.e.,
FSt = fSu : 0  u  tg for all t:
Denote
yt := P(t = 1jFSt ) for all t:
By Theorem 9.1 of Liptser and Shiryayev (1977), fytgt0, with y0 = y, is an Ito^
process and
dyt = (1  2yt)dt+ 1   0

yt(1  yt)d Bt
 y(yt)dt+ y(yt)d Bt;
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where f Btgt0 is the standard one dimensional Brownian motion with respect to













^(yt) = 0   (0   1)yt:
The equation giving stock price is equivalently written as
dSt = ^(yt)Stdt+ Std Bt: (7.3)
Hence, fStgt0 is fF Bt g-progressive. We can then replace fFSt gt0 by the aug-
mented natural ltration fF Bt gt0 of B which satises the usual conditions.
Let fWtgt0 be the investor's wealth process with initial endowment x > 0. If
the investor has tWt amount of money invested in the stock at time t, then the
budget equation is given by,8<: dWt = rWtdt  Ctdt+ (^(yt)  r)tWtdt+ tWtd BtW0 = x > 0: (7.4)
7.2 Innite Time Horizon Recursive Utility Max-
imization
In this section we formulate and solve the innite time horizon recursive utility
maximization problem. Recall that in Chapter 4 under the ltration fFBt gt0, we
maximized the normalized utility V , which is the solution to8<: dVt =  f(Ct; Vt)dt+ ZtdBte ptVt t!1 ! 0 in probability;
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In this section, under the ltration fF Bt gt0 and condition (7.5), we maximize





F Bt  :
Under condition (7.5), Nt = Et[
R1
0
f(Cs; Vs)ds] is an fF Bt g-adapted uniformly
integrable martingale and has representation d Nt = Ztd Bt. Hence, we obtain the
dierential equation 8<: dVt =  f(Ct; Vt)dt+ Ztd BtVt t!1 ! 0 in probability:






Wt > 0 and Ct > 0 for all t;
e ptW t




















2sds <1] for all T <1:
9>>>>>>>>>>>>>>=>>>>>>>>>>>>>>;
:








(C; ) is said to be the optimal strategy.
7.2.1 Verication Theorem
For all twice dierentiable function J(x; y), dene operator L0 by
(L0J)(x; y) =rxJx(x; y)  CJx(x; y) + (^(y)  r)xJx(x; y) + 1
2
22x2Jxx(x; y)
+ y(y)Jy(x; y) +
1
2
(y(y))2Jyy(x; y) + x
y(y)Jxy(x; y):
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Theorem 7.1 (Verication theorem). In addition to Assumption 3.24, assume
function J : (0;1)  [0; 1] ! ( 1; 0) satises that J(; y) is twice dierentiable,
increasing, concave; that J(x; ) is twice dierentiable; and that Jy(; y), Jx(x; )
are continuous. If J(x; y) solves equation
max
(C;)2A0
ff(C; J(x; y)) + (L0J)(x; y)g = 0 (7.6)
and e ptJ(Wt; yt)
t!1 ! 0 in probability, e t(J(Wt; yt))
1
p is of class D for all
wealth process W which is generated by an admissible strategy (C; ) 2 A0, then
J(x; y)  V (C;)0 for all (C; ) 2 A0. Moreover, J(x; y) = V (C
;)
0 , where
(C; ) = argmax
(C;)2A0
ff(C; J(W t ; yt)) + (L0J)(W t ; yt)g
and W  is the wealth process corresponding to (C; ).









: Recalling the assumption
 < 0, by Ito^ formula and (7.6), we have
dht =  e t(J(Wt; yt))
1
pdt+ e t(J(Wt; yt)) b(L0J)(Wt; yt)dt
+ e ttWt(J(Wt; yt)) bJx(Wt; yt)d Bt
+ e ty(yt)(J(Wt; yt)) bJy(Wt; yt)d Bt
+ e t(Vt)
1
pdt+ e t(Vt) bf(Ct; Vt)dt  e t(Vt) bZtd Bt
  e t(J(Wt; yt))
1
pdt  e t(J(Wt; yt)) bf(Ct; J(Wt; yt))dt (7.7)
+ e ttWt(J(Wt; yt)) bJx(Wt; yt)d Bt
+ e ty(yt)(J(Wt; yt)) bJy(Wt; yt)d Bt
+ e t(Vt)
1
pdt+ e t(Vt) bf(Ct; Vt)dt  e t(Vt) bZtd Bt
= e ttWt(J(Wt; yt)) bJx(Wt; yt)d Bt
+ e ty(yt)(J(Wt; yt)) bJy(Wt; yt)d Bt   e t(Vt) bZtd Bt:
Fix t  0, without loss of generality, we suppose that Wt = x and yt = y. For real
numbers a and a0 such that 0 < a < x < a0 <1, dene stopping times a and a0
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as follows.
a = inffs  t : Ws = ag:




e s(Vs) bZsd Bs is a local martingale, there exists a sequence of stop-
ping times  (n) !1 such that R  (n)^
0
e s(Vs) bZsd Bs is a uniformly integrable
martingale. We also dene the sequence of stopping times:
n = inf























e sy(ys)(J(Ws; ys)) bJy(Ws; ys)d Bs
#
: (7.8)
We have a  Ws  a0 for all s 2 (t ^  (n); a ^ a0 ^ n ^  (n)). By the assumption
that  < 0 and J(; y) is monotonically increasing, we have
0 < min
0y1
J(a0; y)  J(Ws; ys)  max
0y1
J(a; y) <1; (7.9)
for all s 2 (t ^  (n); a ^ a0 ^ n ^  (n)). Similarly, by the assumption that J(; y)




0; y)  Jx(Ws; ys)  max
0y1
Jx(a; y) <1;






















e ssWs(J(Ws; ys)) bJx(Ws; ys)d Bs
#
= 0:
By the assumption that Jy(; y) is continuous and 0  yt  1 for all t, we know
Jy(Ws; ys) is bounded for all s 2 (t ^  (n); a ^ a0 ^ n ^  (n)). Moreover,
0  y(yt) = 1   0










e sy(ys)(J(Ws; ys)) bJy(Ws; ys)d Bs
#
= 0:



























J(Wa^a0 ; ya^a0 )
 1
p    Va^a0 1pi : (7.12)
Since 0  J(Ws; ys)  max0y1 J(a; y) < 1, for all s 2 (t; a ^ a0), letting












We know e t(J(Wt; yt))
1
p
t!1 ! 0 in probability since e ptJ(Wt; yt) t!1 ! 0 in
probability. Recalling e t(J(Wt; yt))
1
p is of class D and (4.14), letting a # 0,
we obtain ht  0 for all t  0. Particularly when t = 0, J(x; y)  V (C;)0 for all
(C; ) 2 A0.
Now let (C; ) = argmax(C;)2A0ff(C; J(W t ; yt))+(LJ)(W t ; yt)g andW t be
the corresponding wealth process to (C; ). By a similar argument, inequalities
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(7.7), (7.8) and (7.11){(7.13) become equalities. Hence, J(W t ; yt) = V
(C;)
t for
all t  0. Particularly when t = 0, J(x; y) = V (C;)0 . This completes the proof.

7.2.2 The Optimal Solution and Numerical Results
In this subsection, we solve the HJB equation to obtain J(x; y) and the optimal
solution. The natural conjecture is that J(x; y) = 1
p
xI(y), with function I(y) to






C(J(x; y))b   pJ(x; y) + rxJx(x; y)  CJx(x; y)
+ (^(y)  r)xJx(x; y) + 1
2

























Note that the optimal investment strategy is similar to the optimal strategy in
Honda (2003), which considers the time-additive expected power utility with nite























+ (1  ) 11  (I(y))1+ 1  1 +

(^(y)  r)2
2(1  )2 + r   

I(y) = 0: (7.16)
Remark 7.2. ODE (7.16) can be simplied by the transformation
I = g1 : (7.17)
Substituting
Iy = (1  )g gy
Iyy =  (1  )g  1g2y + (1  )g gyy
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+ (1  ) 11  (g(y))1+ 1   1 +

(^(y)  r)2
2(1  )2 + r   

g(y) = 0: (7.18)
ODE (7.18) becomes a second order linear ODE when (i)  = 0, or (ii)  = . Case
(i) corresponds to unit EIS. Case (ii) implies the time-additive expected utility.
We examine the optimal consumption and the optimal investment strategy
by numerically computing I(y). Since ODE (7.16) is nonlinear, we use Newton's
method to numerically compute its solution. Moreover, because the coecient of
the second order term is zero when y is either 0 or 1, we can design an appropriate
upwind scheme to compute the numerical solution without knowing the bound-
ary conditions I(0) and I(1). The utility parameters and market parameters are
selected as
 =  0:5;  =  0:9;  = 0:07;
0 = 0:06; 1 = 0:5; r = 0:05;  = 0:25;  = 0:25: (7.19)
We will use these parameters in this chapter unless otherwise stated. As in the
previous chapter, we will not restrict the parameters to satisfy Assumption 3.24
in order to analyze the behaviors of the optimal consumption to wealth ratio and
the optimal portfolio with respect to the changes of utility parameters and market
parameters.








with respect to . Recall that 0 < 1. So when y is near 0, the market is likely
in the regime with lower expected rate of return of stock. When y is near 1, the
market is likely in the regime with higher expected rate of return of stock. We can
see from Table 7.1 that the optimal consumption to wealth ratio is monotonically
increasing with respect to y for all negative  and the optimal consumption to
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y  = 0:2  = 0:1  =  0:1  =  0:6  =  0:9  =  2:0
0.0000 0.0288 0.0525 0.0835 0.1212 0.1329 0.1539
0.0909 0.0283 0.0521 0.0840 0.1239 0.1366 0.1599
0.1919 0.0277 0.0516 0.0846 0.1276 0.1416 0.1678
0.2929 0.0270 0.0510 0.0853 0.1318 0.1474 0.1771
0.3939 0.0263 0.0504 0.0861 0.1367 0.1542 0.1882
0.4949 0.0255 0.0498 0.0870 0.1424 0.1622 0.2015
0.5960 0.0246 0.0490 0.0881 0.1491 0.1716 0.2174
0.6970 0.0236 0.0482 0.0893 0.1570 0.1830 0.2370
0.7980 0.0226 0.0472 0.0907 0.1668 0.1971 0.2617
0.8990 0.0213 0.0461 0.0924 0.1792 0.2153 0.2945
1.0000 0.0199 0.0447 0.0946 0.1962 0.2406 0.3411
Table 7.1: Optimal consumption to wealth ratio with respect to 
wealth ratio is monotonically decreasing with respect to y for all positive . This
implies that investors tend to consume proportionally more in the regime with
higher expected rate of return of stock if the EIS is small. Investors tend to
consume proportionally less in the regime with higher expected rate of return of
stock if the EIS is large. These are the same as those found in the observable
regime switching market. Moreover, the optimal consumption to wealth ratio is
monotonically decreasing with respect to . That is, the optimal consumption to
wealth ratio is monotonically decreasing with respect to the investor's EIS. When
the EIS becomes larger, investors tend to consume proportionally less. This agrees
well with the denition of the EIS, which states that investors with large EIS
may consume less and save more at the current time to gain more consumption
at future times. We also calculate the optimal consumption to wealth ratio with
 =  0:6, assuming there is only one observable market regime. By (4.18) and
(4.20), the optimal consumption to wealth ratio with 0 is 0.0627 and the optimal
consumption to wealth ratio with 1 is 0.4675. Therefore, due to the unobservable
regime switching, the optimal consumption to wealth ratio is greater than 0.0627
and less than 0.4675. This is again the same as that found in the observable regime
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y hedging portfolio mean-variance portfolio
 = 0:2  = 0:1  =  0:6  =  2:0
0.0000 0.0000 0.0000 0.0000 0.0000 0.1067
0.0909 -0.1637 -0.1582 -0.1409 -0.1321 0.5333
0.1919 -0.3452 -0.3344 -0.2997 -0.2815 1.0074
0.2929 -0.5138 -0.4984 -0.4479 -0.4207 1.4815
0.3939 -0.6603 -0.6410 -0.5763 -0.5409 1.9556
0.4949 -0.7747 -0.7524 -0.6759 -0.6332 2.4296
0.5960 -0.8446 -0.8204 -0.7354 -0.6871 2.9037
0.6970 -0.8518 -0.8272 -0.7389 -0.6876 3.3778
0.7980 -0.7668 -0.7442 -0.6613 -0.6118 3.8519
0.8990 -0.5349 -0.5187 -0.4571 -0.4191 4.3259
1.0000 0.0000 0.0000 0.0000 0.0000 4.8000
Table 7.2: Optimal investment strategy with respect to 
switching market.
Table 7.2 presents the optimal investment strategy with respect to . We
examine the behaviors of the optimal investment strategy by its two components.
The rst term in the optimal portfolio is the mean variance portfolio:
^(y)  r
(1  )2 =
0   (0   1)y   r
(1  )2 :
The mean variance portfolio is independent of  and is monotonically decreasing
with respect to 1    and . This is the same as that observed in the previ-
ous chapters, when the market parameters are constants over time and when the
regime switching model is observable. Moreover, the mean variance portfolio is
monotonically increasing with respect to y. When y becomes larger from 0 to 1,
the market turns from the regime with lower expected rate of return of stock to
the regime with higher expected rate of return of stock. This suggests that the
mean variance portfolio increases when the economic conditions get better. The
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We can see from Table 7.2 that the hedging portfolio is always negative. This
implies that investors will allocate less in the risky asset due to the ambiguity of
the market regime. Moreover, the hedging portfolio becomes more negative when
y is near half. In fact, when y is near half, the investor is more uncertain about
the current market regime. Hence, hedging is more signicant in that case. On the
other hand, the investor is more condent about the current market regime when
y hits boundary. Hence, the hedging portfolio is less signicant when y is near 0
or 1. It is also seen that the hedging portfolio is monotonically decreasing with
respect to .
Table 7.3 displays the hedging portfolio with respect to . We can see from
Table 7.2 that the hedging portfolio is positive for positive  and the hedging
portfolio is negative for negative . These observations suggest that with small
relative risk aversion coecient, investors will allocate more in the risky asset due
to the ambiguity of the market regime. With large relative risk aversion coecient,
investors will allocate less in the risky asset due to the ambiguity of the market
regime. Moreover, the hedging portfolio is monotonically increasing with respect
to . That is to say, the hedging portfolio is monotonically decreasing with respect
to the investor's relative risk aversion coecient. This implies that when  < 0,
the hedging portfolio becomes more negative when the investor becomes more risk
averse. Therefore, the hedging portfolio is more signicant with larger relative risk
aversion coecient when  < 0.
Table 7.4 shows the optimal consumption to wealth ratio and the hedging port-
folio with respect to . We can see that the optimal consumption to wealth ratio
decreases with respect to . Actually, the stock account becomes more competitive
when the variance of rate of return is smaller. The same future wealth could be
achieved by smaller current savings. Hence, investors tend to consume proportion-
ally more when volatility becomes smaller. Moreover, the optimal consumption to
wealth ratio is less sensitive with respect to y when  gets larger. The intuition is
that when  becomes larger, investors becomes more uncertain about the current
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y  = 0:2  = 0:1  =  0:1  =  0:3  =  0:5  =  0:8
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0909 0.3092 0.1136 -0.0650 -0.1220 -0.1378 -0.1373
0.1919 0.6193 0.2331 -0.1366 -0.2587 -0.2933 -0.2929
0.2929 0.8478 0.3292 -0.1997 -0.3839 -0.4384 -0.4401
0.3939 0.9809 0.3942 -0.2494 -0.4890 -0.5640 -0.5707
0.4949 1.0177 0.4241 -0.2816 -0.5659 -0.6611 -0.6759
0.5960 0.9633 0.4168 -0.2923 -0.6051 -0.7188 -0.7449
0.6970 0.8255 0.3711 -0.2767 -0.5943 -0.7213 -0.7613
0.7980 0.6128 0.2866 -0.2292 -0.5159 -0.6444 -0.6977
0.8990 0.3344 0.1630 -0.1419 -0.3405 -0.4442 -0.5009
1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 7.3: Hedging portfolio with respect to 
consumption to wealth ratio hedging portfolio
y  = 0:1  = 0:25  = 0:4  = 0:1  = 0:25  = 0:4
0.0000 0.2262 0.1329 0.0968 0.0000 0.0000 0.0000
0.0909 0.2410 0.1366 0.0981 -1.9142 -0.1378 -0.0272
0.1919 0.2609 0.1416 0.0999 -4.0314 -0.2933 -0.0585
0.2929 0.2852 0.1474 0.1020 -6.0607 -0.4384 -0.0880
0.3939 0.3154 0.1542 0.1044 -7.9461 -0.5640 -0.1131
0.4949 0.3539 0.1622 0.1071 -9.6166 -0.6611 -0.1316
0.5960 0.4050 0.1716 0.1102 -10.9612 -0.7188 -0.1411
0.6970 0.4763 0.1830 0.1138 -11.7837 -0.7213 -0.1385
0.7980 0.5842 0.1971 0.1180 -11.6785 -0.6444 -0.1198
0.8990 0.7721 0.2153 0.1229 -9.5783 -0.4442 -0.0841
1.0000 1.2364 0.2406 0.1310 0.0000 0.0000 0.0000
Table 7.4: Optimal consumption to wealth ratio and hedging portfolio with respect
to 
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consumption to wealth ratio hedging portfolio
y  = 0:1  = 0:5  = 0:8  = 0:1  = 0:5  = 0:8
0.0000 0.1044 0.1538 0.1655 0.0000 0.0000 0.0000
0.0909 0.1090 0.1566 0.1676 -0.2087 -0.0889 -0.0626
0.1919 0.1150 0.1603 0.1704 -0.4424 -0.1901 -0.1342
0.2929 0.1223 0.1645 0.1736 -0.6626 -0.2844 -0.2012
0.3939 0.1309 0.1694 0.1772 -0.8587 -0.3649 -0.2581
0.4949 0.1414 0.1750 0.1813 -1.0196 -0.4247 -0.2995
0.5960 0.1544 0.1814 0.1859 -1.1301 -0.4563 -0.3200
0.6970 0.1710 0.1889 0.1913 -1.1663 -0.4498 -0.3124
0.7980 0.1933 0.1977 0.1974 -1.0864 -0.3910 -0.2675
0.8990 0.2255 0.2083 0.2045 -0.8009 -0.2564 -0.1591
1.0000 0.2806 0.2226 0.2425 0.0000 0.0000 0.0000
Table 7.5: Optimal consumption to wealth ratio and hedging portfolio with respect
to 
regime and hence more insensitive about the change of y. It is also seen from Table
7.4 that the hedging portfolio becomes more signicant when  gets smaller. The
reason is that investors are more condent about the current market regime and
can hedge more actively when  is smaller. In addition, the hedging portfolio is
less sensitive with respect to y when  becomes larger.
The optimal consumption to wealth ratio and the hedging portfolio with re-
spect to  are summarized in Table 7.5. We can see that when  gets larger, the
optimal consumption to wealth ratio becomes less sensitive with respect to y. In
fact, when  gets larger, the market regimes switch more frequently and it is harder
for investors to estimate the current regime. Hence, investors are insensitive about
the change of y when  is large. Also, the hedging portfolio is more sensitive with
respect to y when  is smaller. Actually, if  gets smaller, the marker regimes
switch less frequently and investors are more condent about the current regime.
Hence, changes of y have greater inuence on the hedging portfolio. In addition,
the hedging portfolio is more important when  is smaller.
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7.3 Finite Time Horizon Recursive Utility Max-
imization
In this section we formulate and solve the nite time horizon recursive utility
maximization problem. Suppose the market is the same as that in the innite time







Hence, we maximize utility V , which is the solution to the following BSDE.8><>:





Here f(C; V ) is dened in (4.2).






































(C; ) is said to be the optimal strategy.
7.3.1 Verication Theorem
For all dierentiable function J(x; y; t), dene operator L0 by




22x2Jxx(x; y; t) + 
y(y)Jy(x; y; t) +
1
2
(y(y))2Jyy(x; y; t) + x
y(y)Jxy(x; y; t):
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Theorem 7.3 (Verication theorem). In addition to assumption 5.20, assume
function J : (0;1)[0; 1][0; T ]! ( 1; 0) satises that J(; y; t) is twice dieren-
tiable, increasing, concave; that J(x; ; t) is twice dierentiable; and that Jx(x; ; t),





f(C; J(x; y; t)) + (L0J)(x; y; t)
	
= 0; (7.21)
then J(Wt; yt; t)  V (C;)t for all (C; ) 2 A0 and all t 2 [0; T ]. Moreover,
J(W t ; yt; t) = V
(C;)
t for all t 2 [0; T ], where
(C; ) = argmax
(C;)2 A0
ff(C; J(W t ; yt; t)) + (L0J)(W t ; yt; t)g
and W  is the wealth process corresponding to (C; ).











Recalling the assumption  < 0, by Ito^ formula and (7.21), we have
dht =  e t(J(Wt; yt; t))
1
pdt+ e t(J(Wt; yt; t)) b(L0J)(Wt; yt; t)dt
+ e ttWt(J(Wt; yt; t)) bJx(Wt; yt; t)d Bt
+ e ty(yt)(J(Wt; yt; t)) bJy(Wt; yt; t)d Bt
+ e t(Vt)
1
pdt+ e t(Vt) bf(Ct; Vt)dt  e t(Vt) bZtd Bt
  e t(J(Wt; yt; t))
1
pdt  e t(J(Wt; yt; t)) bf(Ct; J(Wt; yt; t))dt
+ e ttWt(J(Wt; yt; t)) bJx(Wt; yt; t)d Bt
+ e ty(yt)(J(Wt; yt; t)) bJy(Wt; yt; t)d Bt
+ e t(Vt)
1
pdt+ e t(Vt) bf(Ct; Vt)dt  e t(Vt) bZtd Bt (7.22)
= e ttWt(J(Wt; yt; t)) bJx(Wt; yt; t)d Bt
+ e ty(yt)(J(Wt; yt; t)) bJy(Wt; yt; t)d Bt   e t(Vt) bZtd Bt:
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Fix t  0, without loss of generality, we suppose that Wt = x and yt = y. For real
numbers a and a0 such that 0 < a < x < a0 <1, dene stopping times a and a0
as follows.
a = inffs  t : Ws = ag:




e s(Vs) bZsd Bs is a local martingale, there exists a sequence of stop-
ping times  (n) !1 such that R n^
0
e s(Vs) bZsd Bs is a uniformly integrable














e sy(ys)(J(Ws; ys; s)) bJy(Ws; ys)d Bs

: (7.23)
We have a  Ws  a0 for all s 2 (t^ n; T ^ a ^ a0 ^ n). By the assumption that




J(a0; y; s)  J(Ws; ys; s)  max
0y1
tsT
J(a; y; s) <1; (7.24)
for all s 2 (t ^ n; T ^ a ^ a0 ^ n). Similarly, by the assumption that J(; y; t) is





0; y; s)  Jx(Ws; ys; s)  max
0y1
tsT
Jx(a; y; s) <1;




























e ssWs(J(Ws; ys; s)) bJx(Ws; ys; s)d Bs

= 0:
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By the assumption that Jy(; y; t) is continuous and 0  yt  1 for all t, we know




e sy(ys)(J(Ws; ys; s)) bJy(Ws; ys; s)d Bs

= 0:










J(WT^a^a0^n ; yT^a^a0^n ; T ^ a ^ a0 ^ n)
 1
p
   VT^a^a0^n 1p i






J(WT^a^a0 ; yT^a^a0 ; T ^ a ^ a0)
 1
p
   VT^a^a0 1p i: (7.26)
Since 0  J(Ws; ys; s)  max 0y1
tsT
J(a; y; s) < 1, for all s 2 (t; T ^ a ^ a0),












Recall that E[e T (J(WT ; yT ; T ))
1
p ] = E[e TW T ] < 1. Letting a # 0, by (5.21)





(J(WT ; yT ; T ))
1





Since J(WT ; yT ; T ) =
1

W T = VT , we have ht  0 for all t 2 [0; T ]. Hence,
J(Wt; yt; t)  V (C;)t for all (C; ) 2 A0 and all t 2 [0; T ].
Now let (C; ) = argmax(C;)2 A0ff(C; J(W t ; yt; t)) + (LJ)(W t ; yt; t)g and
W t be the corresponding wealth process to (C
; ). By a similar argument, in-
equalities (7.22), (7.23), and (7.25){(7.28) become equalities. Hence, J(W t ; yt; t) =
V
(C;)
t for all t 2 [0; T ]. Particularly when t = 0, J(x; y; 0) = V (C
;)
0 . This com-
pletes the proof. 
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7.3.2 The Optimal Solution and Numerical Results
In this subsection we solve the HJB equation to obtain J(x; y; t) and the optimal
solution. We conjecture that J(x; y; t) = 1

xI(y; t). Here function I(y; t) with







C(J(x; y; t))b   pJ(x; y; t) + Jt(x; y; t)
+ rxJx(x; y; t)  CJx(x; y; t) + (^(y)  r)xJx(x; y; t) + 1
2
22x2Jxx(x; y; t)
+ y(y)Jy(x; y; t) +
1
2






















































2(1  )2 + r   

I(y; t) = 0: (7.31)
Remark 7.4. Similar to the previous section, PDE (7.31) can be simplied by


















+ (1  ) 11  (g(y))1+ 1   1 +

(^(y)  r)2
2(1  )2 + r   

g(y) = 0: (7.32)
PDE (7.32) becomes a second order linear PDE when (i)  = 0, or (ii)  = .
We can use Newton iteration and upwind scheme to numerically solve nonlin-
ear PDE (7.31). In this subsection we focus on the behavior of the optimal solution
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consumption to wealth ratio hedging portfolio
y T = 10 T = 30 T = 50 T = 10 T = 30 T = 50
0.0000 0.1459 0.1335 0.1329 0.0000 0.0000 0.0000
0.0909 0.1499 0.1373 0.1367 -0.1347 -0.1377 -0.1378
0.1919 0.1553 0.1423 0.1417 -0.2871 -0.2930 -0.2933
0.2929 0.1615 0.1481 0.1475 -0.4295 -0.4379 -0.4384
0.3939 0.1688 0.1549 0.1543 -0.5529 -0.5635 -0.5640
0.4949 0.1773 0.1629 0.1622 -0.6483 -0.6605 -0.6611
0.5960 0.1875 0.1724 0.1717 -0.7047 -0.7181 -0.7187
0.6970 0.1996 0.1838 0.1830 -0.7070 -0.7206 -0.7212
0.7980 0.2147 0.1980 0.1971 -0.6312 -0.6437 -0.6443
0.8990 0.2341 0.2162 0.2153 -0.4347 -0.4437 -0.4441
1.0000 0.2610 0.2416 0.2407 0.0000 0.0000 0.0000
Table 7.6: Optimal consumption to wealth ratio and hedging portfolio with respect
to T
with respect to the time horizon T . Selecting utility parameters and market pa-
rameters as those in (7.19), Table 7.6 shows the optimal consumption to wealth








and the optimal investment strategy at initial time with respect to T . The mean











It can be seen that both the optimal consumption to wealth ratio at initial time
and the hedging portfolio at initial time are decreasing with respect to T . The
optimal consumption to wealth ratio at initial time is smaller when time horizon
becomes longer. The hedging portfolio at initial time, on the other hand, is more
important when time horizon becomes longer.
Chapter8
Continuous-Time Recursive Utility
Maximization with Other Extensions
8.1 Transaction Costs
We assumed that transactions from one account to another can be made costlessly
in the previous chapters. However, investors face transaction costs in the real
market. To keep the ratio of the amount invested in the stock to total wealth a
constant will not be optimal if we take transaction costs into consideration. There
are many studies on the time-additive expected utility maximization problem with
transaction costs. For example, Davis and Norman (1990) consider the innite time
horizon optimal consumption and investment problem with proportional transac-
tion costs in a two-asset market. When investors transfer money from bank to
stock, or conversely, it costs a xed percentage of the amount transacted. Davis
and Norman (1990) characterize the optimal solution in terms of the solution to
a system of ODEs with the time-additive expected utility in the constant relative
risk aversion (CRRA) class. It turns out that there is a no transaction region,
which is a wedge, and that the optimal investment strategy is the minimal trading
to stay inside the no transaction region. If the initial endowment is outside of the
no transaction region then there must rst be an immediate transaction from the
132
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initial position to the nearest boundary of the no transaction region. The mean-
ing of nearest is that the investor's net wealth remains unchanged after this rst
transaction. Hence, all of the further transactions take place at the boundary of
the no transaction region. Liu and Loewenstein (2002) solve the nite time horizon
expected CRRA utility of terminal wealth maximization problem with transaction
costs. Closed form optimal solution is obtained when the terminal time is the
rst jump time of an independent Poisson process. They show that the optimal
solution with deterministic terminal value is the limit of the optimal solution with
the terminal value being the nth jump of the Poisson process as n goes to innity.
Dai and Yi (2006) also investigate the nite time horizon expected CRRA utility
of terminal wealth maximization problem with transaction costs. They show that
the corresponding stochastic control problem is equivalent to a parabolic double
obstacle problem involving two free boundaries and they use PDE methods to
characterize the optimal solution. Dai, Jiang, Li and Yi (2009) consider the nite
time horizon optimal consumption and investment problem with transaction costs
and also use PDE approaches to analyze the stochastic control problem.
In this chapter we consider the continuous-time homothetic recursive utility
maximization problem with transaction costs. Suppose there are two assets in the




t dt  Ctdt  (1 + )dLt + (1  )dUt;
S00 = x:
(8.1)






t dBt + dLt   dUt;
S10 = y:
(8.2)
The consumption C is taken from the bank account S0. The deposit rate r, the
expected rate of return of stock , and the volatility  are all positive constants.
Lt is the cumulative purchases of stock during [0; t] and Ut is the cumulative sales
of stock during [0; t]. fLtgt0 and fUtgt0 are right continuous and nondecreasing
processes with L0 = U0 = 0. Due to transaction costs, investors pay (1 + )dL to
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buy dL amount of stock while receive (1   )dU by selling dU amount of stock.
We assume 0   < 1, 0   < 1, and ,  cannot both be zero. Let us denote






+ y > 0; x+ (1  )y > 0

:
Note that x + y > 0, for all (x; y) 2 S. The boundaries of S are denoted by
@+ :=

(x; y) : x
1+
+ y = 0; x > 0
	
and @  := f(x; y) : x + (1   )y = 0; y > 0g.
The investor's total wealth is zero on @+ and @
 
 .
The investor maximizes the normalized utility V , which is the solution to (4.1).








t ) 2 S and Ct > 0 for all t;























(C; L; U) is said to be the optimal strategy.
Using similar arguments as those in Davis and Norman (1990) or Shreve and
Soner (1994), the value function J(x; y) = V
(C;L;U)












  (1 + )Jx(x; y) + Jy(x; y); (1  )Jx(x; y)  Jy(x; y)
)
= 0; (8.3)
where operator ~L is dened by
(~LJ)(x; y) = (rx  C)Jx(x; y) + yJy(x; y) + 1
2
2y2Jyy(x; y)
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and f(C; V ) is dened in (4.2). Moreover, J : S ! ( 1; 0) is twice dierentiable,
increasing, concave, and homothetic in the sense that
J(kx; ky) = kJ(x; y) for k > 0: (8.4)
In order to reduce problem dimension, we dene
'(z) = J(1  z; z): (8.5)
Thus function J(x; y) and function '(z) are related by







































1  ('(z)  z'0(z))  1 ('(z)) b1  + 1
2
2z2(1  z)2'00(z)
+ ((  r)z(1  z)  (1  )2(1  z)z2)'0(z)
+






  '(z) + (z + 1)'0(z); '(z)  (1  z)'0(z)
)
= 0: (8.7)
The sell region is
S =

















for some constants zb < zs, which we determine later by numerically solve (8.7).
The no transaction region is
NT =

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> zs at the initial time, then it is optimal for the investor to sell stock worthy
ks =
(1 zs)y zsx
1 zs to achieve the allocation (x+ (1  )ks; y   ks) 2 @S. If yx+y < zb
at the initial time, then it is optimal for the investor to use cash kb =  (1 +
) (1 zb)y zbx
1+zb
to buy stock and to achieve the allocation
 
x  kb; y + kb1+
 2 @B. If
zb  yx+y  zs at the initial time, then the optimal investment strategy (L; U)
and the asset accounts (S0; S1) are the solution to8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
dS0t = rS
0























In order to apply a penalty method to numerically solve the free boundary






























  + (z + 1) 0(z);    (1  z) 0(z)
)
= 0: (8.10)
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=  P ( + (z + 1) 0(z))+   P (    (1  z) 0(z))+; (8.11)
where P is a suciently large constant. For detailed discussion about using penalty
methods to solve variational inequalities with gradient constraints, we refer to Dai
and Zhong (2010). The utility parameters and market parameters are selected as
 =  0:5;  =  0:52;  = 0:1; r = 0:05;  = 0:4;
 = 0:05;  = 0:01;  = 0:02; P = 107: (8.12)
Numerical results show that zb = 0:126 and zs = 0:272. Without transaction costs,
the optimal investment strategy is to invest
  r
(1  )2 = 0:208
fraction of total wealth in the stock account. Numerical results also suggests that
the existence of transaction costs makes the value function smaller. In fact, without






























(1  )2 = 0:208;
the value function is
J(x; y) = e (0:208)
1
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which is smaller since  < 0. We can calculate the liquidity premium  (see




















Using parameters (8.12), the liquidity premium  = 0:0035. This means that
investors are indierent between  = 0:1 with transaction costs and   = 0:0965
without transaction costs. Moreover, numerical results show that the parameter 
does not aect the sell boundary, the buy boundary, and the liquidity premium.
Finally, we show two inequalities revealing the behaviors of the sell and buy
boundaries. Recall that for all (x; y) 2 S, we have 1 + z > 0 and 1   z > 0,
where z = y
x+y
. Motivated by Dai, Jiang, Li and Yi (2009), let us dene
v(z) =  0(z): (8.13)
Then we can show that v is the solution to the double obstacle problem8>>>>>><>>>>>>:
Lv = 0 if  




Lv  0 if v = 
z + 1
;




Lv =  11  ((1  zv)e ) 1 1 z(v0 + v2)e 
+ 2z(1  z)(1  2z)v2 + 1
2
2z2(1  z)2v00 + 2z2(1  z)2vv0
+ 2z(1  z)(1  2z)v0   (1  )2(1  z)z2v0 + (  r)z(1  z)v0
+ (1  )2z2v   2(1  )2(1  z)zv + (  r)(1  2z)v







= (z + 1) 3(1 + )( (1 + )(1  )2z + (  r)(z + 1))






= (1  z) 3(1  )( (1  )(1  )2z + (  r)(1  z)):
By (8.14), we have
z    r
(1 + )(1  )2   (  r) (8.16)
and
z    r
(1  )(1  )2 + (  r) : (8.17)
Inequalities (8.16) and (8.17) are in agreement with Dai and Yi (2006) and Dai,
Jiang, Li and Yi (2009).
8.2 Borrowing Constraints
We assumed the continuous-time recursive utility maximization problem is uncon-
strained in the previous section. However, there could be borrowing constraints
in the real market, since investors cannot borrow an arbitrarily large amount of
money from the bank. The meaning of borrowing constraints is that the amount
invested in the stock is less than or equal to some exogenous function of the in-
vestor's total wealth. For example, Vila and Zariphopoulou (1997) discuss the
innite time horizon optimal consumption and investment problem with CRRA
utility and borrowing constraints. They obtain the existence of the optimal solu-
tion by the dynamic programming method. It turns out that the amount invested
in the stock is strictly less than the unconstrained case even when the constraint
is unbinding. In this section, we will formulate and solve the continuous-time
homothetic recursive utility maximization problem with borrowing constraints.
We consider the same market as that in Chapter 4. The investor's utility
process V , the set of admissible policies A, and the operator L are respectively
dened in (4.1), (4.7), and (4.9). The borrowing constraint is
tWt  l(Wt + l); (8.18)
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for some xed constants l and l.
Theorem 8.1 (Verication theorem). In addition to Assumption 3.24, assume that
function J() : (0;1) ! ( 1; 0) is twice dierentiable, increasing and concave.




ff(C; J) + (LJ)(x)g = 0 (8.19)
and e ptJ(Wt)
t!1 ! 0 in probability, e t(J(Wt))
1
p is of class D for all wealth
process W which is generated by an admissible strategy (C; ) 2 A, then J(x) 
V
(C;)
0 for all (C; ) 2 A. Moreover, J(x) = V (C
;)
0 , where
(C; ) = argmax
(C;)2A
tWtl(Wt+l)
ff(C; J(W t )) + (LJ)(W t )g
and W  is the wealth process corresponding to (C; ).















J 0(W t )
W t J 00(W t )
;




Hence, J(x) is determined by the following free boundary problem.8>>>>>>>>>><>>>>>>>>>>:



























Particularly, if the borrowing constraint is
t  l; (8.23)
for some xed constant l > 0, we can obtain explicit J(x). For the innite time
horizon problem, we have
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(i) if  r
(1 )2  l, then J(x) = 1(kx), where k is determined by (4.20) and 
is given by (4.19);
(ii) if  r




(1  ) 11  k  1 =    r   (  r)l+ 1
2
(1  )2l2;
and  = l.
In both situations, the optimal consumption is given by (4.18) with k and k respec-
tively, and the optimal wealth process is the solution to the corresponding budget
equation.
For the nite time horizon problem, we have
(i) if  r
(1 )2  l, then J(x; t) = 1(k(t)x), where k(t) is determined by (5.28)
and  is given by (5.26);
(ii) if  r
(1 )2 > l, then J(x; t) =
1

(k(t)x) with k(t) satisfying
k0(t) =  (1  ) 11  (k(t)) 2 1 1 +N3k(t);
where N3 =    r   (  r)l+ 12(1  )2l2 and  = l.
In both situations, the optimal consumption is given by (5.25) with k and k re-
spectively, and the optimal wealth is given by (5.33) with k and k respectively.
8.3 Deposit Rate Lower Than Loan Rate
We assumed the deposit rate is the same as the loan rate in the previous sections.
However, the deposit rate is usually less than the loan rate in the real market. For
instance, Xu and Chen (1998) consider the optimal consumption and investment
problem under the assumption that the borrowing rate is higher than the deposit
rate. They obtain closed form optimal solution with HARA investor and nite time
horizon. The market parameters r,  and  are deterministic functions of time
8.3 Deposit Rate Lower Than Loan Rate 142
in their model. Here we consider the homothetic recursive utility maximization
problem and assume constant market parameters for simplicity. The conclusions
for market parameters being deterministic functions are straightforward.
Suppose the deposit rate r is lower than the loan rate r0 and the bond price
satises the following equation.8<: dPt = rPtdt; when Pt  0;dPt = r0Ptdt; when Pt > 0: (8.24)
The stock price is given by (4.5). The budget equation now becomes
dWt = rmaxf1 t; 0gWtdt+ r0minf1 t; 0gWtdt Ctdt+tWtdt+tWtdBt:
We can rewrite the budget equation as8<: dWt = r(1  t)Wtdt  Ctdt+ tWtdt+ tWtdBt; when t  1;dWt = r0(1  t)Wtdt  Ctdt+ tWtdt+ tWtdBt; when t > 1: (8.25)
Suppose the investor's utility process V is dened in (4.1) and the set of ad-
missible policies A is dened in (4.7).
Theorem 8.2 (Verication theorem). In addition to Assumption 3.24, assume that
function J() : (0;1) ! ( 1; 0) is twice dierentiable, increasing and concave.
If J(x) solves the equation
max
(C;)2A
ff(C; J(x)) + r(1  )+xJ 0(x) + r0(1  ) xJ 0(x)
  CJ 0(x) + xJ 0(x) + 1
2
2x2J 00(x)g = 0 (8.26)
and e ptJ(Wt)
t!1 ! 0 in probability, e t(J(Wt))
1
p is of class D for all wealth
process W which is generated by an admissible strategy (C; ) 2 A, then J(x) 
V
(C;)
0 for all (C; ) 2 A. Moreover, J(x) = V (C
;)
0 , where
(C; ) = argmax
(C;)2A
ff(C; J(W t )) + r(1  )+W t J 0(W t ) + r0(1  ) W t J 0(W t )




2J 00(W t )g (8.27)
and W  is the wealth process corresponding to (C; ).
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There exists explicit solution to (8.26), which is given in the three cases.
(i) If  r
0
(1 )2  1 <  r(1 )2 , then the optimal investment strategy is  = 1. The
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The optimal wealth process is









































The optimal wealth process is




















(1 )2  1, then the optimal solution is given by (4.18)-(4.20)
and (4.22).
When the time horizon is nite, we have the following conclusions. The argu-
ments remain unchanged since the free boundary does not concern t.
(i) If  r
0
(1 )2  1 <  r(1 )2 , then the optimal investment strategy is  = 1. The
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The continuous-time recursive utility maximization problem is investigated in this
thesis. We consider both the innite time horizon and nite time horizon recursive
utility maximization problems in a market containing two assets, the risk free asset
and the risky asset.
9.1 Existence and Uniqueness Results
We rst formulate the continuous-time homothetic recursive utility, which is the
continuous-time version of the Kreps-Porteus recursive utility. The main contribu-
tion of this thesis is that the existence and uniqueness of the innite time horizon
continuous-time homothetic recursive utility are proved. The innite time horizon
continuous-time homothetic recursive utility is characterized as the solution to an
innite time horizon BSDE. By constructing an appropriate converging sequence,
we prove that the BSDE has a unique solution. By applying the contraction map-
ping principle, we show the existence and uniqueness of the nite time horizon
continuous-time homothetic recursive utility. We also establish the comparison
theorem, monotonicity, and concavity for the continuous-time homothetic recur-
sive utility, in both an innite time horizon and a nite time horizon.
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It should be noted that the existence and uniqueness results have one limita-
tion. In order to apply the xed point argument, we construct a mapping which
is equivalent to the innite time horizon BSDE. Thus we need to consider integra-
bility conditions in the denition of the solution space and to restrict the range
of the utility parameters to satisfy the integrability conditions. Further research
is required to establish more general existence and uniqueness results. Another
possible avenue of future works is to show the existence and uniqueness of the
continuous-time recursive utility without specifying the generators. The stochas-
tic control method could be used to show that BSDEs with convex or concave
generators have unique solutions.
9.2 The Continuous-Time Recursive Utility Max-
imization Problem
We then formulate and solve the innite and nite time horizon recursive util-
ity maximization problems. We verify that the HJB characterization is sucient
for optimality, which is another contribution of the thesis. By solving the HJB
equation, we obtain explicit optimal solution.
In an innite time horizon, the optimal investment strategy with the homo-
thetic recursive utility is the same as the optimal investment strategy with the
time-additive expected power utility. That is, the optimal investment strategy is
to invest a constant fraction of total wealth in the risky asset. The constant is
positively correlated with the expected excess rate of return of the risky asset, is
negatively correlated with the volatility and the investor's relative risk aversion
coecient, and is independent of the investor's EIS. The optimal consumption to
wealth ratio with the homothetic recursive utility is a constant, which is generally
not the same as the optimal consumption to wealth ratio with the time-additive
expected power utility. In fact, when the discount rate is not too large and the
EIS of the homothetic recursive utility is less than the EIS of the time-additive
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expected power utility, the optimal consumption to wealth ratio with the homoth-
etic recursive utility is larger than the optimal consumption to wealth ratio with
the time-additive expected power utility.
In a nite time horizon, the optimal investment strategy with the homoth-
etic recursive utility is again the same as the optimal investment strategy with the
time-additive expected power utility. That is, the optimal investment strategy is to
invest a constant fraction of total wealth in the risky asset. This constant is exactly
the same as that obtained in the innite time horizon case. The optimal consump-
tion to wealth ratio, on the other hand, is time dependent. When the discount
rate is large, the optimal consumption to wealth ratio is monotonically decreasing
with respect to time. When the discount rate is small, the optimal consumption
to wealth ratio is monotonically increasing with respect to time. In addition, the
optimal solution to the nite time horizon utility maximization problem converges
to the optimal solution to the innite time horizon utility maximization problem
when the time horizon goes to innity.
9.3 Time Varying Investment Opportunity Set
We also consider the innite and nite time horizon recursive utility maximiza-
tion problems with time varying investment opportunity set. First, an observable
regime switching model is used to characterize the long-term market features, and
an observable stationary nite-state continuous-time Markov chain is used to rep-
resent market regimes. We prove the verication theorems for innite and nite
time horizon recursive utility maximization problems and solve the HJB equations
to obtain the optimal solutions.
The optimal investment strategy to the innite time horizon problem is the
same as the optimal investment strategy to the nite time horizon problem. The
optimal investment strategy is regime dependent. In each regime, the optimal
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investment strategy is to invest a constant fraction of total wealth in the risky as-
set. This constant fraction is positively correlated with the corresponding regime's
expected excess rate of return of the risky asset, is negatively correlated with the
corresponding regime's volatility and the investor's relative risk aversion coecient,
and is independent of the investor's EIS.
We examine the optimal consumption by numerical methods under the condi-
tion that there are two market regimes. The optimal consumption to wealth ratio
to the nite time horizon utility maximization problem converges to the optimal
consumption to wealth ratio to the innite time horizon utility maximization prob-
lem when the time horizon goes to innity. Overall, the behaviors of the optimal
consumption to wealth ratio to the nite time horizon utility maximization prob-
lem is similar to the behaviors of the optimal consumption to wealth ratio to the
innite time horizon utility maximization problem. We observe that the optimal
consumption to wealth ratio in the bull market with regime switching is smaller
than the optimal consumption to wealth ratio in the bull market without regime
switching. Similarly, the optimal consumption to wealth ratio in the bear market
with regime switching is larger than the optimal consumption to wealth ratio in
the bear market without regime switching. Moreover, the optimal consumption to
wealth ratio is monotonically decreasing with respect to the EIS and the relative
risk aversion coecient, in either the bull market or the bear market. In addi-
tion, the optimal consumption to wealth ratio is more sensitive to the change of
the EIS than to the change of the relative risk aversion coecient. Finally, if the
EIS is small, then the optimal consumption to wealth ratio is larger in the bull
market than that in the bear market. With small EIS, the optimal consumption
to wealth ratio is monotonically decreasing with respect to the probability of the
market turning bear and is monotonically increasing with respect to the probabil-
ity of the market turning bull, in either the bull market or the bear market. If the
EIS is large, then the optimal consumption to wealth ratio is smaller in the bull
market than that in the bear market. With large EIS, the optimal consumption
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to wealth ratio is monotonically increasing with respect to the probability of the
market turning bear and is monotonically decreasing with respect to the probabil-
ity of the market turning bull, in either the bull market or the bear market. This
result is not the same as that of the time-additive expected power utility. Under
the time-additive expected power utility, the behaviors of the optimal consumption
to wealth ratio with respect to market regimes and the transition probability are
characterized by the relative risk aversion coecient instead of the EIS.
Second, a hidden Markov model is used to characterize time varying investment
opportunity set. The expected rate of return of stock depends on an unobservable
stationary two-state symmetric continuous-time Markov chain and other market
parameters are assumed to be constants over time. By introducing the ltration
generated by historical stock price, we prove verication theorems for innite and
nite time horizon recursive utility maximization problems. We examine the be-
haviors of the optimal solution with respect to the changes of market parameters
by numerically computing the optimal solution. Numerical results show that the
optimal consumption to wealth ratio at initial time is smaller when time horizon
becomes longer. The hedging portfolio at initial time, on the other hand, is more
important when time horizon becomes longer.
We examine the behaviors of the optimal investment strategy by its two com-
ponents. The rst term is the mean variance portfolio, which is independent of
the EIS, is monotonically decreasing with respect to the relative risk aversion co-
ecient, and does not depend on the length of the time horizon. Moreover, the
mean variance portfolio is monotonically increasing with respect to the conditional
probability of the market turning better. The second term is the hedging portfo-
lio, which is positive when the relative risk aversion coecient is less than one and
negative when the relative risk aversion coecient is greater than one. The hedg-
ing portfolio is monotonically decreasing with respect to the relative risk aversion
coecient and it becomes more signicant when volatility gets smaller or when the
transition probability of market regimes becomes smaller. In addition, the hedging
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portfolio is more sensitive with respect to the conditional probability of the market
turning better when volatility becomes smaller or when the transition probability
of market regimes becomes smaller.
The behaviors of the optimal consumption to wealth ratio to the nite time
horizon utility maximization problem is similar to the behaviors of the optimal
consumption to wealth ratio to the innite time horizon utility maximization prob-
lem. We observe that the optimal consumption to wealth ratio is monotonically
increasing with respect to the conditional probability of the market turning bet-
ter for small EIS and is monotonically decreasing with respect to the conditional
probability of the market turning better for large EIS. We also observe that the
optimal consumption to wealth ratio is monotonically decreasing with respect to
the investor's EIS and the volatility. Finally, the optimal consumption to wealth
ratio is less sensitive with respect to the conditional probability of the market turn-
ing better when volatility gets larger or when the transition probability of market
regimes gets larger.
9.4 Other Model Extensions and Future Works
Finally we analyze the recursive utility maximization problem with some model
extensions. First, we consider transaction costs in an innite time horizon recursive
utility maximization problem. The optimal solution is characterized as the solu-
tion to a free boundary problem. Same as that under the time-additive expected
utility case, the solvency region under proportional transaction costs and recursive
utility is separated into three regions: the sell region, the buy region, and the no-
transaction region. Using a penalty method, we calculate the sell boundary, the
buy boundary, and the liquidity premium. Numerical results show that the EIS
does not aect the boundaries and the liquidity premium. Second, we investigate
the recursive utility maximization problem with borrowing constraints. Closed
form optimal solution is obtained under the borrowing constraint that the amount
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invested in the risky asset cannot exceed a constant fraction of total wealth. Third,
we obtain explicit optimal solution to the recursive utility maximization problem
under the condition that the deposit rate is lower that the loan rate.
We state the verication theorems, without proof, for the model extensions.
For the case of transaction costs, future research could be done to analyze the
behaviors of the sell and buy boundaries by a PDE approach. Also, it will be
interesting to consider the recursive utility maximization problem with both regime
switching and proportional transaction costs. Finally, if the borrowing constraint
is to restrict the amount invested in the risky asset less than a constant fraction of
total wealth plus some exogenous constant, then the theory of viscosity solutions
could be used to deal with the corresponding HJB equation.
To conclude, in this thesis we examine the continuous-time recursive utility
maximization problem in a two-asset market with regime switching. One of the
advantages of the recursive utility is that it uses separated parameters to describe
an investor's relative risk aversion and intertemporal substitution. We discover
that the EIS generally has no inuence on the optimal investment strategy in
our model. The optimal consumption, on the other hand, depends on the EIS.
In general, the optimal consumption to wealth ratio is smaller when the EIS is
larger. In particular, the EIS plays a crucial rule in characterizing the behaviors
of the optimal consumption to wealth ratio in a regime switching market, either
observable or unobservable.
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Abstract
We investigate the continuous-time recursive utility maximization problem in
this thesis. First, we formulate the continuous-time homothetic recursive utility,
which is the continuous-time version of the Kreps-Porteus recursive utility. The
innite/nite time horizon recursive utility is characterized as the solution to an
innite/nite time horizon backward stochastic dierential equation (BSDE). We
establish the existence, uniqueness, comparison theorem, monotonicity, and con-
cavity of the solution to the BSDE. Second, we solve the recursive utility maxi-
mization problem in a two-asset market under three cases: constant market param-
eters, observable regime switching parameters, and unobservable regime switching
parameters. The verication theorem is proved and the optimal solution is ob-
tained by solving the Hamilton-Jacobi-Bellman (HJB) equation for all the three
cases. We also investigate the behaviors of the optimal solution with respect to
the changes of market parameters by numerical method.
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