Abstract
Introduction
Speech enhancement and the uncorrelated additive noise are important problems that have received much attention in the last two decades. This is the result of the rising employment of the speech processing systems in diverse real environments. The noise presence affects the speech processing systems performance. Those systems include speech recognition, mobile phones hearing aids, and voice coders. The speech enhancement aim is to improve the intelligibility and perceptual quality of speech by minimizing the effect of noise. Existing techniques for this task include Wiener filtering [1] , spectral subtraction [2, 3] , wavelet transform (WT) [4, 5] , etc. An emerging tendency in the speech enhancement domain consists of employing a filter bank based on a specific psychoacoustic model of human auditory system (Critical bands). The principle behind this is based on the fact that embedding the model of psychoacoustic of human auditory system in filter bank can improve the intelligibility and the perceptual quality of speech. Furthermore, it is well known that the human auditory system can approximately be described as a nonuniform bandpass filter bank and humans are able to detect the desired speech in noisy environments without noise prior knowledge [6] . Different frequency transformations (scales) are proposed to consider the hearing perceptive aspect (ERB, Bark, Mel and so on). It deserves mentioning that the majority of the perceptual speech enhancement techniques are based on the wavelet packet transform [7] . Moreover, the wavelet packet transform was successfully combined with other denoising approaches for the purpose of ameliorating the speech enhancement techniques performance. They include the Wiener filtering [8] , adaptive filtering [9] , spectral subtraction [10] and coherence function [11] .
In this paper, we propose a new speech enhancement technique which consists in applying the Wiener Filtering to each noisy Bionic wavelet coefficient in order to filter it. Then, the enhanced speech signal is obtained by applying the inverse of the BWT to those filtered bionic wavelet coefficients. The rest of the paper is organized as follows: Section 2 describes the proposed speech enhancement technique by giving a detailed overview of the bionic wavelet transform (BWT) and the Wiener filtering. In section 3, we deal with the bionic wavelet transform and the section 4 deals with Wiener filtering. Section 5 presents the objective quality measurement techniques. Experimental results are presented and discussed in section 6. Finally, the conclusion is given in section 7.
The new proposed approach
In this paper, we propose a new speech enhancement method including the Wiener Filtering and the Bionic Wavelet Transform (BWT). As shown in Fig.1 ., the Wiener filtering is used to reduce noise and enhance the Bionic Wavelet Coefficients which are obtained from the application of the Bionic Wavelet Transform (BWT) to the noisy speech signal. The Bionic Wavelet Transform (BWT) has been initially proposed by Yao and Zhang [12, 13] for speech processing. The BWT was implemented by incorporating the active cochlear mechanism into the wavelet transform (WT), resulting an adaptive time-frequency analysis and biologically-based model [14] . Furthermore, it presents a time-frequency selectivity and better energy concentration property that can guide to better signal and noise components separation within the coefficients [14] . Those characteristics and the success of the application of the Wiener filtering in the wavelet domain [11] have motivated us to apply the Wiener filtering in the BWT domain in order to improve the enhanced speech intelligibility. Fig.1 . summarizes our new proposed speech enhancement technique. 
Bionic wavelet transform
The bionic wavelet transform (BWT) was initially introduced as an adaptive wavelet transform and is conceived especially to model the human auditory system [14, 15] . The adaptive nature of the BWT is insured by replacing the constant factor of the wavelet transform with a variable quality factor. The mother wavelet () can be expressed as follow:
where   and   are respectively the center frequency and envelope function of (). The latter is chosen to be the Morlet wavelet and is represented in figure 3 . In this case the function   () is expressed as follow:
where is the initial-support of the unscaled mother wavelet.
Figure 2.
Real and imaginary parts of the Morlet mother wavelet. Using a time varying function T, the mother function of the BWT is expressed as follows [15] :
The BWT of a given signal () is defined as follows [12] [13] [14] [15] [16] :
Hence, the adaptive nature of the BWT is captured by a time-varying factor T. This factor represents the scaling of the cochlear filter bank quality at each scale over time [12] [13] [14] [15] [16] . For the human auditory system, Yao and Zhang [12, 13] have taken   = 15165.4 . The discrimination of the scale variable  is accomplished using a pre-defined logarithmic spacing across the desired frequency rang so that the center frequency at each scale is expressed as follows [14] [15] [16] :
For this project, coefficients at 21 scales,  = 11, 11, … , 30 , are computed using numerical integration of the continuous wavelet transform. The 21 scales correspond to center frequencies logarithmically spaced from 166.4 Hz to 3369.7 Hz. For each time and scale, the adapting function (, ) is calculated using the following equation [14, 15, 16] :
where    designates the active gain factor representing the outer hair cell resistance function,    is the active gain factor representing the time-varying compliance of Basilar membrane,    is a constant representing the time-varying compliance of Basilar membrane,    (, ) is the BWT at scale  and time , and ∆ is time computation step [13] .    and    resolutions in time domain and frequency domain can be increased respectively [13] . In implementation, BWT coefficients can be easily computed based on corresponding coefficients of the Continuous Wavelet Transform (CWT) by: where  is a factor that depends on  [13] . For the Morlet wavelet
which is also employed as the mother function in our experience,  is expressed by:
that is roughly equal to: .
In this paper, we employ the same values as in the reference [13] [14] [15] [16] :    = 0.87,    = 45,    = 0.8 and   = 0.0005 . Finally, the computation step ∆ is chosen to be equal to 1   ⁄ , where   represents the sampling frequency.
Wiener filtering
Let (), () and () be respectively the noisy speech, the clean speech and the additive noise signals. Therefore, the signal () is expressed:
Consider the statistical filtering problem given in Fig.2 . The input signal () goes through a linear and time invariant system to produce an output signal  (). We are supposed to design the system in such a way that the output signal  () is as close as possible to the desired signal () [17] . This can be done by computing the estimation error () and making it as small as possible. The optimal filter that minimizes the estimation error is called the Wiener filter, named by Norbert Wiener [17] who first formulated and solved this filtering problem in the continuous domain.
It should be noted that one of the constraints placed on the filter is that it is linear, thus making the analysis easy to handle. In principle, the filter could be finite response (FIR) or infinite impulse response (IIR), but often FIR filters are used for the following reasons: : · They are inherently stable. · The resulting solution is linear and computationally easy to evaluate. Assuming a FIR system, we have:
where {ℎ  } are the FIR filter coefficients, and  is the number of coefficients. Then, we need to compute the filter coefficients {ℎ  } so that the estimation error () = () −  () is minimized. The mean square of the estimation error is commonly employed as a criterion for minimization, and the optimal filter coefficients can be derived in the time or frequency domain [17] . In frequency domain, the Wiener filter is given by [17] :
where   and   are respectively the power spectrum of the clean speech and noise signals. They are expressed as follows:
It is suggested that ℎ  is not causal [17] ; Therefore, the Wiener filter is not realizable. By defining a priori SNR at frequency   , as follow [17] :
We can also express the Wiener filter as:
Note that and when (i.e., at extremely low-SNR regions) and when (i.e., at extremely high-SNR regions). Therefore, the Wiener filter emphasizes portions of the spectrum where the SNR is high and attenuates portions of the spectrum where the SNR is low [17] . This is illustrated in Figure 3 that plots H(ω  ) as a function of ξ  in dB. Note that for ξ  > 10 , no attenuation is performed since we have (ω  ) = 1. Therefore, the Wiener filter attenuates each frequency component in proportion to the estimated SNR ( ξ  ) of the frequency [17] . In this paper, we have chosen to apply the Wiener filtering in frequency domain. The implementation of the Wiener filtering algorithm is based on a priori SNR estimation [18] . Table 1 gives the parameter values used in Wiener filtering algorithm implementation. Where DFT designates the discrete Fourier transform and VAD is the voice activity detection [19] .
Performance evaluation
In this paper, we present the most popular objective tests that are often performed for speech enhancement techniques evaluation.
Signal-to-noise ratio
The signal-to-noise ratio (SNR) of the enhanced speech signal is defined by: 
Segmental signal to noise ratio
The segmental signal-to-noise ratio (segSNR) is calculated by averaging the frame based SNRs over the signal:
where  is the number of frames,  is the size of frame, and   is the beginning of the m-th frame.
As the SNR can become negative and very small during silence periods, the segSNR values are limited to the range of [-10dB, 35dB].
Itakura-Saito distance
The distance of Itakura-Saito (ISd) measures the spectrum changes and can be computed employing the coefficients of linear prediction (LPC) according to the following equation: 
Perceptual evaluation of speech quality
The perceptual evaluation of speech quality (PESQ) algorithm is an objective quality measure that is approved as the ITU-T recommendation P.862. It is a tool of objective measurement conceived to predict the results of a subjective Mean Opinion Score (MOS) test. It was proved [19] that the PESQ is more reliable and correlated better with MOS than the traditional objective speech measures.
Experimental results
Five English sentences are used as the original speech signals. They were taken from TIMIT database and down-sampled at 8kHz. Noisy data were created by adding various sorts of noises (pink, tank, car, F16 and white noises) at different values of SNR (-10, -5, 0, 5 and 10dB), to the original clean sentences. Performances of the proposed technique (BWT/Wiener) are evaluated employing objective measures (SNR, segSNR, ISd and PESQ) and compared to those obtained by Weiner filtering, MMSE-STSA [6] , spectral subtraction method [2, 3] and method of Johnson [7] which is also based on thresholding in bionic wavelet domain. Table2, Table3, Table4 and Table5 reported the objective measures obtained for noisy and enhanced speech signal. English sentence "She had your dark suit in greasy wash water all year" produced by a female speaker was used as original speech signal. 
Conclusion
In this paper, we propose a new speech enhancement technique including the bionic wavelet transform and the Wiener filtering. The obtained results show that the proposed technique outperforms the most poplar techniques. The noise is efficiently removed without introducing and preserving information in enhanced speech signal and this especially for 5 and 10dB.
