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Abstract— This paper considers the performance of differential
amplify-and-forward (D-AF) relaying over time-varying Rayleigh
fading channels. Using the auto-regressive time-series model to
characterize the time-varying nature of the wireless channels,
new weights for the maximum ratio combining (MRC) of the
received signals at the destination are proposed. Expression for
the pair-wise error probability (PEP) is provided and used to
obtain an approximation of the total average bit error probability
(BEP). The obtained BEP approximation clearly shows how
the system performance depends on the auto-correlation of the
direct and the cascaded channels and an irreducible error floor
exists at high signal-to-noise ratio (SNR). Simulation results also
demonstrate that, for fast-fading channels, the new MRC weights
lead to a better performance when compared to the classical
combining scheme. Our analysis is verified with simulation results
in different fading scenarios.
I. INTRODUCTION
The employment of other wireless users as relays in a
communication network has been shown to be a promising
technique to improve the performance of wireless links [1].
This technique is especially important for mobile applications,
which are not able to support multiple transmit antennas due
to insufficient space at the mobile units. In a relay network,
the transmission process is divided into two phases. In phase
I, the source transmits data to the relays. In phase II, relays
perform a decode-and-forward (DF) or amplify-and-forward
(AF) strategy to send the received data to the destination [1].
In an AF network, depending on the type of modulation, the
relay and the destination may need the channel state informa-
tion (CSI) of both channels. To avoid channel estimation at
the relay and the destination, differential AF (D-AF) scheme
has been considered in [2]–[4] which only needs the second-
order statistics of the channels at the relay and the destination.
In the absence of CSI, a set of fixed weights, based on the
second-order statistics, were used to combine the received
signals from the relay-destination and the source-destination
links. However, all the previous works assume a slow-fading
situation and show that the performance of D-AF is about 3-4
dB worse than its coherent version. For future reference, the
differential detection scheme developed for slow-fading sce-
nario shall be refereed to as “classical differential detection”
(CDD). In practice, the everyday increasing of the mobility
of users leads to time-selective channels and it is therefore
important to consider performance of relaying systems under
practical channel variation scenarios.
This paper studies the performance of D-AF in time-varying
Rayleigh fading channels. The detection scheme developed
for such time-varying channels shall be referred to as “time-
varying differential detection” (TVD). The channels from the
source to the relay and the destination and from the relay
to the destination change continuously according to the Jakes
model [5]. The direct channel is modelled with a first order
auto-regressive model, AR(1) [6]. Also, based on the AR(1)
model of individual Rayleigh-faded channels, a time-series
model is proposed to characterize the time-varying nature
of the cascaded channel. Considering the channel variations,
new fixed weights for combining the received signals at the
destination are given. Since, analyzing the performance of the
system using the fixed combining gains is too complicated
(if not impossible), the performance of the system using
optimum combining weights is analyzed and the result is
used as a lower bound for the system error performance.
The pair-wise error probability (PEP) is obtained and used
to approximate the average bit error probability (BEP) using
nearest neighbour approximation. It is shown that an error
floor exits at high signal-to-noise ratio (SNR) region, which is
related to the auto-correlations of both the cascaded channel
and the direct channel. Simulation results reveal that the TVD
with the proposed weights always outperforms the CDD in
time-selective channels.
The outline of the paper is as follows. Section II describes
the system model. In Section III the channel model and the
differential detection of D-AF relaying with MRC technique
over time-varying channels is developed. The performance of
the system is considered in Section IV. Simulation results are
given in Section V. Section VI concludes the paper.
Notation: ()∗ and | · | denote conjugate and absolute values,
respectively. CN (0, σ2) and χ22 stand for complex Gaussian
distribution with mean zero and variance σ2 and chi-squared
distribution with two degrees of freedom, respectively. E{·}
and Var{·} denote expectation and variance operations, re-
spectively. Both e(·) and exp(·) show the exponential function.
Re{·} stands for the real part of a complex number.
II. SYSTEM MODEL
The wireless relay model under consideration has one
source, one relay and one destination. The source commu-
nicates with the destination both directly and via the relay.
Each node has a single antenna, and the communication
between nodes is half duplex (i.e., each node is able to
only send or receive in any given time). The channels from
the source to the destination (SD), from the source to the
relay (SR) and from the relay to the destination (RD) are
denoted by hsd[k], hsr[k] and hrd[k], respectively and they
are assumed to be Rayleigh flat-fading. The channels are
spatially uncorrelated and change continuously with Jakes’
fading model [5]: E{hij[k]h∗ij[k + n]} = J0(2πfijn), where
J0(·) is the zeroth-order Bessel function of the first kind, fij
is the maximum normalized Doppler frequency of the channel
and ij ∈ {sd, sr, rd} .
The log2M information bits at time k are transformed to
M -PSK symbols as vm ∈ V where V = {ej2pim/M , m =
0, . . . ,M − 1}. Before transmission, the symbols are encoded
differentially as s[k] = vm s[k − 1], s[0] = 1.
The transmission process is divided into two phases. Techni-
cally, either symbol-by-symbol or block-by-block dual-phase
transmission protocol can be considered. In symbol-by-symbol
transmission, first the source sends one symbol to the relay and
the destination. Then, the relay re-transmits the symbol to the
destination. Hence, two channel uses are two symbols apart.
However, this causes frequent switching between reception and
transmission which is not practical. Instead, in block-by-block
transmission, a block of data is broadcasted in each phase and
then two channel uses are one symbol apart. Although block-
by-block transmission is considered in this paper, the analysis
is the same for both cases as only the channel auto-correlation
value is different.
In phase I, symbol s[k] is transmitted by the source to the
relay and the destination. Let P0 be the average source power.
The received signal at the destination and the relay are
ysd[k] =
√
P0hsd[k]s[k] + wsd[k] (1)
and
ysr[k] =
√
P0hsr[k]s[k] + wsr[k] (2)
where wsd[k], wsr[k] ∼ CN (0, 1) are noise components at the
destination and the relay, respectively.
The received signal at the relay is then multiplied by an
amplification factor A, and re-transmitted to the destination.
The corresponding received signal at the destination is
yrd[k] = Ahrd[k]ysr[k] + wrd[k], (3)
where wrd[k] ∼ CN (0, 1) is the noise at the destination.
Substituting (2) into (3) yields
yrd[k] = A
√
P0h[k]s[k] + w[k], (4)
where h[k] = hsr[k]hrd[k] is the equivalent double-Rayleigh
channel with zero mean and variance one [7], [8] and w[k] =
Ahrd[k]wsr[k] + wrd[k] is the equivalent noise. It should be
noted that for a given hrd[k], w[k] and yrd[k] are complex
Gaussian random variables with mean zero and variance σ2 =
A2|hrd[k]|2 + 1 and σ2(ρ + 1), respectively, where ρ is the
average received SNR conditioned on hrd[k], defined as ρ =
A2P0|hrd[k]|
2
σ2 .
The following section considers the differential detection of
the combined received signals at the destination and evaluates
its performance.
III. CHANNEL MODEL AND DIFFERENTIAL DETECTION
The CDD was developed under the assumption that two
consecutive channel uses are approximately equal. However,
such an assumption is not valid for fast time-varying channels.
To find the performance of differential detection in time-
varying channels, we need to model both the direct and the
cascaded channels with time-series models.
First, each individual link is modelled with an AR(1) model
as follows [6]:
hij[k] = αijhij[k − 1] +
√
1− α2ijeij[k] (5)
where αij = J0(2πfijn) ≤ 1 is the auto-correlation of hij[k]
and eij[k] ∼ CN (0, 1) is independent of hij[k − 1] for ij ∈
{sr, rd, sd}. Also, n = 1 for block-by-block transmission and
n = 2 for symbol-by-symbol transmission.
For the cascaded channel, multiplying hsr[k] and hrd[k]
gives
h[k] = αh[k − 1] + ∆[k], (6)
where α = αsrαrd ≤ 1 is the equivalent auto-correlation and
∆[k] = αsr
√
1− α2rdhsr[k − 1]erd[k] + αrd
√
1− α2sr
hrd[k − 1]esr[k] +
√
(1− α2sr)(1− α2rd)esr[k]erd[k]
(7)
represents the time-varying part of the equivalent channel. This
part is a combination of three uncorrelated complex double
Gaussian random variables [8] and uncorrelated to h[k − 1].
Since ∆[k] has a zero mean, its autocorrelation function is
given as
E{∆[k]∆∗[k + n]} =
{
1− α2 if n = 0,
0 if n 6= 0. (8)
Therefore ∆[k] is a white noise process with the power of
E{∆[k]∆∗[k]} = 1− α2.
Since the expression of ∆[k] as in (7) is not easy to work
with in terms of performance analysis, ∆[k] is approximated
with one of its terms as
∆ˆ[k] =
√
1− α2hrd[k − 1]esr[k] (9)
The above approximation is also a white noise process with
first and second order statistical properties identical to that of
∆[k] and it is also uncorrelated to h[k − 1].
By substituting (9) into (6), the time-series model of the
equivalent channel is given as
h[k] = αh[k − 1] +
√
1− α2hrd[k − 1]esr[k] (10)
To validate the above model for the cascaded channel, its
statistical properties are verified with the theoretical counter-
parts. Theoretical mean and variance of h[k] are shown to be
equal to zero and one, respectively, in [7] and [8]. This can be
seen by taking expectation and variance operations over (10) to
see that E{h[k]} = 0 and Var{h[k]} = 1. Also, the theoretical
auto-correlation of h[k] is obtained as the product of the auto-
correlations of SR and RD channels in [7]. By multiplying
both sides of (10) with h∗[k − 1] and taking expectation and
using the fact that E{∆ˆ[k]h∗[k−1]} = 0, it can be shown that
E{h[k]h∗[k − 1]} = α = αsrαrd.
In addition, the theoretical pdf of the envelope λ = |h[k]|
is
fλ(λ) = 4λK0
(
2
√
λ2
)
(11)
where K0(·) is the zeroth order modified Bessel function of
the second kind [7], [8]. To verify this, using Monte-Carlo
simulation the histograms of |h[k]|, |∆[k]| and |∆ˆ[k]|, for dif-
ferent values of α, are obtained for both models in (6) and (10).
The values of α are computed from the normalized Doppler
frequencies given in Table I (which, as shown in Section V,
cover a variety of practical situations). These histograms along
with the theoretical pdf of |h[k]| are illustrated in Fig. 1.
Although, theoretically, the distributions of ∆[k] and ∆ˆ[k] are
not exactly the same, we see that for practical values of α
they are very close. Moreover, the resultant distributions of
h[k], regardless of ∆[k] or ∆ˆ[k], are similar and follow the
theoretical distribution. The Rayleigh pdf is depicted in the
figure to illustrate the difference between the distributions of
individual and the cascaded channels.
By substituting (5) and (10) into (1) and (4), respectively,
one has
ysd[k] = αsdvm ysd[k − 1] + nsd[k], (12)
nsd[k] = wsd[k]− αsdvm wsd[k − 1]
+
√
1− α2sd
√
P0s[k]esd[k],
(13)
yrd[k] = αvm yrd[k − 1] + nrd[k], (14)
nrd[k] = w[k]− αvm w[k − 1]
+
√
1− α2A
√
P0hrd[k − 1]s[k]esr[k].
(15)
Note that, for a given hrd[k], the equivalent noise compo-
nents nsd[k] and nrd[k] are combinations of complex Gaussian
random variables, and hence they are also complex Gaussian
with variances
σ2nsd = 1 + α
2
sd + (1− α2sd)P0 (16)
σ2nrd = σ
2
(
1 + α2 + (1 − α2)ρ) (17)
To achieve the cooperative diversity, the two received sig-
nals from the two transmission phases are combined as
ζ = b0y
∗
sd[k − 1]ysd[k] + b1y∗rd[k − 1]yrd[k] (18)
where b0 and b1 are combining weights. Using MRC technique
[9], the optimum combining weights, which takes into account
the noise variance of each link, would be bopt0 = αsdσ2
n
sd
and
b
opt
1 =
α
σ2
n
rd
. However, as can be seen from (17), even for
slow-fading channels with α = 1, the noise variance depends
on the channel coefficients hrd[k], which is not known in
the system under consideration. To overcome this problem,
for slow-fading channels, the average values of the noise
variances, E{σ2nsd} = 2 and E{σ2nrd} = 2(1 + A2) were
utilized in [2]–[4] to define the weights as bcdd0 = 12 and
bcdd1 =
1
2(1+A2) . It is also shown in [2]–[4] that these weights
give a performance close to the performance of optimum
combining.
For time-varying channels, the average noise variances of
the two links (direct and cascaded) are E{σ2nsd} = 1+ α2sd +
(1−α2sd)P0 and E{σ2nrd} = (1+α2)(1+A2)+(1−α2)A2P0,
respectively. Therefore, the new combining weights are pro-
posed as follows:
b0 =
αsd
1 + α2sd + (1− α2sd)P0
b1 =
α
(1 + α2)(1 +A2) + (1− α2)A2P0
(19)
It can be seen that for slow-fading, αsd = α = 1, which
gives b0 = bcdd0 and b1 = bcdd1 as expected. However, for fast-
fading channels, the weights change with the channel auto-
correlation and source power. In essence, the new weights
provide a dynamic combining of the received signals based
on the fade rate of each link. The faster the channel changes
in a communication link, the smaller portion of the received
signal in that link is taken into account for detection.
Finally, the well known minimum Euclidean distance (ED)
detection is expressed as [10], vˆ = arg min
vm∈V
|ζ − vm|2.
The next section analyzes the performance of this detector.
IV. ERROR PERFORMANCE ANALYSIS
Although, the practical combining weights given in (19) are
used in the detection process, finding the performance of the
system with these weights appears very complicated (if not
impossible). Instead, performance of the TVD system based
on the optimum combining weights is carried out and used as
a benchmark for the performance of the TVD approach.
Assume that symbol v1 is transmitted and it is decoded er-
roneously as v2, the nearest neighbour symbol, by the decoder.
The corresponding PEP is defined as Ps(E12) = Ps(v1 → v2).
An error occurs when |ζ − v1|2 > |ζ − v2|2 which can be
simplified to
Re {(v1 − v2)∗ζ} < 0. (20)
By substituting ζ from (18) and using b0 = bopt0 and b1 =
b
opt
1 into the above inequality, the error event can be further
simplified as z > a, where
a = |dmin|2(αsdbopt0 |ysd[k − 1]|2 + αbopt1 |yrd[k − 1]|2)
z = −2Re{d∗min(bopt0 y∗sd[k − 1]nsd[k]
+bopt1 y
∗
rd[k − 1]nrd[k])
}
(21)
and dmin = v1 − v2. Since nsd[k] is Gaussian and also
conditioned on hrd[k], nrd[k] is Gaussian, the variable z
conditioned on ysd[k − 1], yrd[k − 1] and hrd[k] is Gaussian
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Fig. 1. Theoretical pdf of |h[k]| and obtained distributions of |∆[k]|, |∆ˆ[k]| and |h[k]| in Scenario I (upper), Scenario II (middle) and Scenario III (lower),
the scenarios are listed in Table I.
as well. Its mean, µz , and variance, σ2z , conditioned on the
above variables, are given as
µz = |dmin|2
(
αsdb
opt
0
P0 + 1
|ysd[k − 1]|2 + αb
opt
1
ρ+ 1
|yrd[k − 1]|2
)
σ2z = 2|dmin|2
(
αsdb
opt
0 |ysd[k − 1]|2 +αbopt1 |yrd[k − 1]|2
)
It follows that the conditional PEP can be written as
Ps(E12|ysd, yrd, hrd) = Pr(z > a|ysd, yrd, hrd)
= Q
(
a− µz
σz
)
= Q
(√
Γsd + Γrd
)
(22)
where Γsd = γsd|dmin|
2
P0+1
|ysd[k − 1]|2, Γrd = γrd|dmin|
2
σ2(ρ+1) |yrd[k −
1]|2 and γsd and γrd are defined as
γsd =
α2sdP0
2P0(1− α2sd) + 4 + 2P0
(23)
γrd =
α2ρ
2ρ(1− α2) + 4 + 2ρ
(24)
The next step is to take the average of Ps(E12|ysd, yrd, hrd)
over the distribution of |ysd[k− 1]|2 and |yrd[k− 1]|2. This is
done as follows:
Ps(E12|hrd[k]) =
1
π
pi/2∫
0
MΓsd
(
− 1
2 sin2 θ
)
MΓrd
(
− 1
2 sin2 θ
)
dθ (25)
where MΓsd(·) and MΓrd(·) are the moment-generating func-
tions (MGFs) of Γsd and Γrd, respectively. Since ysd[k−1] and
also yrd[k− 1] conditioned on hrd[k], are CN (0, P0 + 1) and
CN (0, σ2(ρ+1)), respectively, one has |ysd[k−1]|2 ∼ P0+12 χ22
and |yrd[k − 1]|2 ∼ σ
2(ρ+1)
2 χ
2
2, respectively. Hence, the
MGF of Γsd and Γrd can be shown to be [11] MΓsd(s) =
1
1−sγsd|dmin|2
and MΓrd(s) = 11−sγrd|dmin|2 .
By substituting the above MGFs into (25), one obtains
Ps(E12|hrd) =
1
π
pi/2∫
0
1
1 + 12 sin2 θγsd|dmin|2
1
1 + 12 sin2 θγrd|dmin|2
dθ (26)
The above integral can be solved by partial fraction tech-
nique and then averaged over the distribution of |hrd[k]|2.
However, this leads to a complicated expression without much
insight. Instead, take the average over the distribution of
|hrd[k]|2, f(η) = exp(−η), η > 0 and the unconditioned
PEP is given as
Ps(E12) =
1
π
pi/2∫
0
I1(θ)
1 + 1
2 sin2 θ
γsd|dmin|2
dθ (27)
where I1(θ) =
∞∫
0
e−η
1 + 1
2 sin2 θ
γrd|dmin|2
dη
= ǫ1(θ)
[
1 + (β1 − β2(θ))eβ2(θ)E1(β2(θ))
]
(28)
ǫ1(θ) =
4(1− α2)A2P0 + 8A2
1
sin2(θ)α
2A2P0|dmin|2 + 4(1− α2)A2P0 + 8A2
β1 =
4
2(1− α2)A2P0 + 4A2
β2(θ) =
8
1
sin2(θ)
α2A2P0|dmin|2 + 4(1− α2)A2P0 + 8A2
(29)
and E1(x) =
∞∫
x
e−t
t dt (exponential integral function). The
integral in (27) can be computed numerically to find the PEP.
It can be verified that, for DBPSK, the expression in (27)
gives the exact bit-error rate (BER). On the other hand,
for higher-order M -PSK constellations, the nearest-neighbour
approximation [10] shall be applied to obtain the overall
symbol-error rate (SER) as Ps(E) ≈ 2Ps(E12), and the
average BER for Gray mapping as Pb(E) ≈ 2log
2
M Ps(E12).
Finding an upper bound for the PEP expression can help to
get more insights about the system performance. For θ = pi2 ,
(27) is bounded as Ps(E12) ≤ I1(
pi
2
)
2+γsd|dmin|2
. Based on the
definition of γsd and I1(pi2 ), in (24) and (28), it can be seen
that the error probability depends on the fading rates, αsd and
α, of both the direct and cascaded channels. If all channels are
very slow, αsd = 1 and α = 1 and it can be verified that γsd ∝
P0 and I1(pi2 ) ∝ 1P0 , thus the diversity of two is achieved.
On the other hand, if because of the mobility of the nodes
respect to each other, the channels become time-selective, the
terms (1− α2sd)P0 and (1− α2)P0 in the denominator of γsd
and I1(pi2 ) become significant in high SNR. This leads to a
degradation in the effective values of γsd and γrd and hence a
severe degradation in the overall performance and the achieved
diversity.
It is also informative to examine the expression of PEP
at high SNR values. In this case, lim
P0→∞
γsd =
α2
sd
2(1−α2
sd
)
and
lim
P0→∞
E[γrd] =
α2
2(1−α2) , which is independent of |hrd[k]|.
Therefore, by substituting the converged values into (26), one
can see that the error floor appears. Specifically,
lim
P0→∞
Ps(E12) =
1
2
−α
2
sd(1 − α2)
2(α2sd − α2)
√
α2sd|dmin|2
α2sd|dmin|2 + 4(1− α2sd)
+
α2(1− α2sd)
2(α2sd − α2)
√
α2|dmin|2
α2|dmin|2 + 4(1− α2) , (30)
when αsd 6= α, αsd, α < 1, and
lim
P0→∞
Ps(E12) =
1
2
{
1−
√
α|dmin|2
α|dmin|2 + 4(1− α2)(
1 +
1− α2
α2|dmin|2 + 4(1− α2)
)}
(31)
when αsd = α < 1.
It should be noted that the PEP and the error floor expres-
sions are obtained based on the optimum combining weights.
Therefore, they give lower bounds for the actual performance
curves (obtained by simulation) of the system when the
proposed weights are used.
V. SIMULATION RESULTS
In all simulations, the channels hsd[k], hsr[k] and hrd[k]
are generated individually according to the simulation method
of [12]. Based on the normalized Doppler frequencies of
the channels, three different scenarios are considered: (I)
all channels are slow-fading, (II) SD and SR channels are
fairly fast and RD channel is slow-fading, (III) SD and SR
channels are very fast and RD channel is fairly-fast fading. The
normalized Doppler values of the three scenarios are shown in
Table I. To acquire a sense about the speed of communication
nodes in each scenario, a typical wireless system with carrier
frequency fc = 2 GHz and symbol time Ts = 0.1 ms is
assumed. Then, the corresponding Doppler shifts would be
around fD = 10, 100, 500 Hz which are related to the vehicle
speeds of v = cfDfc = 5, 54, 270 km/hr, respectively, where
c = 3× 108 m/s is the speed of light.1 It can be seen that the
three scenarios selected for simulations cover a wide variety
of practical situations.
TABLE I
THREE SIMULATION SCENARIOS.
fsd fsr frd
Scenario I .001 .001 .001
Scenario II .01 .01 .001
Scenario III .05 .05 .01
In each scenario, binary data is differentially encoded for
M = 2, 4 constellations. Block-by-block transmission is
utilized for all scenarios. The amplification factor at the relay
is fixed to A =
√
P1
P0+1
to normalize the average relay power
to P1. Equal power allocation2 between the source and the
relay is used for a given P , i.e., P0 = P1 = P2 . The BER
values obtained by simulation of CDD and TVD approaches
are plotted versus P in Fig. 3 and Fig. 2 with solid lines, for
1A typical vehicle speed of 75 km/hr is usually assumed in the literature.
2Investigating the power allocation between the source and relay nodes is
interesting but beyond the scope of this paper.
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Fig. 3. Theoretical and simulation BER of D-AF relaying for a three-node
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DBPSK, DQPSK, respectively. For computing the theoretical
BER values, first the value of α and αsd are computed for
each scenario. Also, |dmin|2 = 4 sin2( piM ) for M -PSK symbols
are computed which gives |dmin|2 = 4, 2 for M = 2, 4,
respectively. Then, the corresponding theoretical BER values
are plotted in the figures with dashed lines.
As can be seen in Fig. 3, in Scenario I, the diversity of
two is achieved for both CDD and TVD approaches. Both
error probabilities are monotonically decreasing with P and
are consistent with theoretical values. The simulation and
theoretical values are tight in this case as all channels are
slow-fading. In Scenario II, which involves two fairly fast-
fading channels, the same results as the previous scenario can
be seen for SNR less than 25 dB. But after this point, the
plots gradually deviate from their slow-fading counterparts and
reach an error floor at high P . The theoretical error floor is
also calculated from (30) and plotted in the figure with dotted
lines. This phenomena starts earlier, around 10 dB, in Scenario
III, and the performance degradation is much more severe
since all channels are fast. As expected, in both Scenarios
II and III, the theoretical plot with the optimum gains is the
best which, in fact, cannot be achieved in practice because no
instantaneous CSI is available. However, this could serve as an
useful performance lower bound for the system. On the other
hand, the TVD system with the proposed weights outperforms
the CDD system and performs closer to the optimum case.
Similar behaviours can be seen in Fig. 2 when using DQPSK.
VI. CONCLUSION
The performance of differential amplify-and-forward relay-
ing for a three-node relay network has been analyzed for
time-varying channels. Based on the channel fade rates, new
weights were proposed for combining the received signals
at the destination. The obtained error probability expression
shows that the error performance depends on the fading
rates of the direct and the cascaded channels. For fast-fading
channels, a high fading rate can lead to a severe degradation
in the error probability. It was also shown that there exists
an error floor at high SNR in time-varying channels and such
an error floor was determined in terms of the channel auto-
correlations. The analysis and formulation in this paper can be
useful in designing efficient relay networks with high mobility
and gives important insights in both theory and practice.
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