The question about the potential for consciousness of arti¯cial systems has often been addressed using thought experiments, which are often problematic in the philosophy of mind. A more promising approach is to use real experiments to gather data about the correlates of consciousness in humans, and develop this data into theories that make predictions about human and arti¯cial consciousness. A key issue with an experimental approach is that consciousness can only be measured using behavior, which places fundamental limits on our ability to identify the correlates of consciousness. This paper formalizes these limits as a distinction between type I and type II potential correlates of consciousness (PCCs). Since it is not possible to decide empirically whether type I PCCs are necessary for consciousness, it is indeterminable whether a machine that lacks neurons or hemoglobin, for example, is potentially conscious. A number of responses have been put forward to this problem, including suspension of judgment, liberal and conservative attribution of the potential for consciousness and a psychometric scale that models our judgment about the relationship between type I PCCs and consciousness.
Introduction
One of the key questions in machine consciousness is whether an arti¯cial system, such as a robot controlled by a computer, is capable of phenomenal states. If arti¯cial systems cannot become conscious, then weak arti¯cial consciousness will still be possible [Seth, 2009] , but there will be little point in attempting to describe the phenomenology of an arti¯cial system [Chrisley, 2009] . This question about a system's potential for consciousness is distinct from the question about whether a system is actually conscious at a particular point in time. Living humans are potentially conscious all of the time, but they are only actually conscious for roughly 18 hours a day.
A number of people have addressed this question using thought experiments, such as Searle's Chinese Room [Searle, 1980] or Block's Population of China [Block, 1978] , which attempt to demonstrate that certain types of arti¯cial system are incapable of conscious states. However, thought experiments are very poor instruments for studying the potential for consciousness because they have little to say about nomological possibility and because the relationship between the physical and the phenomenal cannot be represented in thought. These limitations of thought experiments are covered in Sec. 2.
A much more promising way of deciding whether machines are potentially conscious is to look for the physical conditions that are correlated with consciousness in humans and determine whether these are present in arti¯cial systems. If the human correlates of consciousness are present in a machine, then there are good grounds for believing that the machine is capable of conscious states. These correlates could be material, neural or cognitive/functional, and an outline of their scienti¯c study is given in Sec. 3.
One di±culty with the scienti¯c search for the correlates of consciousness is that current technology does not have enough temporal or spatial resolution to support detailed experiments on the material or neural correlates of consciousness. Whilst some of these technological limitations may eventually be overcome, there is a more fundamental problem that many experiments on the correlates of consciousness cannot even in principle be carried out. Since consciousness is measured using behavior, it will be impossible to get useful results from experiments that do not a®ect a system's behavior or interfere with its ability to report phenomenal states. Section 3.3 summarizes these di±culties, which are formalized into a distinction between two types of potential correlates of consciousness (PCCs) in Sec. 4. Type I PCCs cannot be experimentally separated out, and so their actual correlation with consciousness will remain unknown, and it will be impossible to develop a theory of consciousness that includes type I PCCs. This does not a®ect our predictions about consciousness in natural systems that share the human type I PCCs, but it severely impairs our ability to assess the potential for consciousness in arti¯cial systems, which lack many or all of the type I PCCs.
Section 5 discusses a number of responses to this problem, including suspending judgment, assuming that type I PCCs are essential or inessential for consciousness, and a scale that models our propensity to attribute consciousness to a system based on its type I PCCs. A preliminary draft of this psychometric scale has been set out elsewhere [Gamez, 2008a] , and an implementation is available online [Gamez, 2008b] .
The Limitations of Thought Experiments in Consciousness Research
Some people believe that the question about machines' potential for consciousness can be answered by carrying out thought experiments. A good example is given by [Block, 1978] , who attempts to decide whether the brain's functions are associated with consciousness by imagining that these functions are implemented by the population of China communicating with radios and satellites. Since Block cannot imagine that the population of China communicating with radios and satellites could be associated with conscious states, he concludes that a functionalist approach to consciousness is incorrect -with the implication that the implementation of the brain's functions in a machine would not be enough to make it conscious. A second in°uential thought experiment is given by [Searle, 1980] , who describes a room in which a person processes Chinese characters according to rules and outputs a response. The person in the room does not understand Chinese, and so they do not have intentional states directed towards the objects represented by the characters, and they are not conscious of the objects represented by the characters. Searle concludes from this thought experiment that the processing of characters according to rules cannot lead to understanding (and consciousness) at the system level. Again, the implication is that a machine processing characters according to rules is not capable of understanding or becoming conscious. Scienti¯c thought experiments typically highlight inconsistencies in existing theories and identify anomalies in experimental data [Kuhn, 1977] , whereas philosophical thought experiments are more commonly used to clarify concepts and establish whether something is possible (or impossible) -following Hume's problematic claim that \nothing we imagine is absolutely impossible" ( [Hume, 1985] , p. 81). To understand this better, it is useful to distinguish three di®erent senses of possibility [Gendler and Hawthorne, 2002] . A statement P is logically possible if no contradiction can be deduced from it. So, for example, if a square is de¯ned as a¯gure with four corners and a circle is de¯ned as a¯gure with no corners, then the claim that there is a round square is logically impossible because a¯gure cannot both have and not have four corners. Metaphysical possibility refers to the di®erent ways in which the universe might have been created by God, which is often expressed using the terminology of \possible worlds". So, for example, there is a possible world in which unicorns exist and possible worlds in which the laws of nature are completely di®erent from the ones in our world. Finally, a statement is nomologically possible if it is consistent with a nomos, or set of laws, such as the laws of nature in our current universe. So the claim that polystyrene°oats on water is nomologically possible in our universe, whereas the statement that iron°oats on water is not.
In discussions about machine consciousness the main type of possibility at issue is whether machines can be conscious in our current world according to the current laws of nature -in other words, whether it is nomologically possible that arti¯cial systems can be associated with phenomenal states. A¯rst problem with using thought experiments to address nomological questions connected with consciousness is Wilke's argument that successful scienti¯c thought experiments are based on natural kinds, which: \provide, in the main, the central explananda and explanatia for systematic study: they are the terms for which, and with which, the laws and generalizations of science are framed. Hence 'water', 'mass' and 'tiger' are natural-kind terms; 'fence', 'ashtray', and 'ornament' are not". ( [Wilkes, 1988] , p. 14). E®ective thought experiments can be carried out using natural kinds because we have a good intuitive understanding of how they work, whereas thought experiments about consciousness are extremely problematic because \consciousness" is an extremely 
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badly de¯ned term and subject to a great deal of controversy. It is reasonably easy to use thought experiments to decide what would happen to balls on frictionless planes; it is almost impossible to generate a meaningful thought experiment about something as vague as consciousness, particularly when questions are asked about non-standard cases, such as the potential for consciousness of arti¯cial systems.
A second major limitation of philosophical thought experiments about consciousness is that it is not possible to imagine the physical world. In a typical thought experiment about arti¯cial consciousness, we imagine a robot and then try to imagine whether a phenomenal world (perhaps containing the color red) could be associated with the physical robot. The problem with this type of thought experiment is that the physical robot cannot be imagined by us because it is completely non-phenomenal in character -a problem that often occurs when people are trying to think about the relationship between the brain and consciousness ( [Metzinger, 2002] , p. 1). Physical reality is by de¯nition non-phenomenal, and so it can only enter our consciousness (and our thought experiments) through a phenomenal representation. We can consciously think about the relationship between a phenomenal representation of the physical world (a phenomenal robot) and another phenomenal representation (the color red), but thought experiments are completely incapable of formulating the real problem of the relationship between a physical robot and phenomenal red. These and other problems with thought experiments in the philosophy of mind [Wilkes, 1988] suggest that the scienti¯c study of human consciousness would be a much better way of understanding the potential for consciousness of arti¯cial systems.
The Science of Consciousness

Methodology
One of the main aims of a science of consciousness is the development of a theory of consciousness that can make falsi¯able predictions [Popper, 2002] about the presence of consciousness in humans. As the falsi¯able predictions are con¯rmed by experiments our con¯dence in the theory will increase, and we will eventually start to use the theory to make predictions about the consciousness of arti¯cial systems.
The starting point for any theory of consciousness is a detailed understanding of the relationship between the phenomenal world of our experiences and the physical world described by science. To identify the correlates of consciousness, we need to take a physical system that is known or assumed to be conscious, such as a human being or monkey, and systematically vary its parameters (individually and in di®erent combinations) to identify the aspects that are correlated with conscious states. For example, if the human brain has attributes W, X, Y and Z, and removing Z and W has no e®ect on the consciousness of the system, but removing either X or Y individually or in combination leaves the system unconscious, then we can conclude a See [Gamez, 2008a] , Sec. 2.4.5 and [Gamez, 2007] , pp. 71À83 for more detailed discussion of this point.
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that X and Y are necessary for consciousness. However, we can only conclude that X and Y are su±cient for consciousness if the human brain has no other attributes in addition to W, X, Y and Z that might be correlated with consciousness. For example, if the attribute C was left unchanged during the experiments, then it is possible that X þ Y is not su±cient for consciousness and C has to be included as well. As each of the system's parameters is varied, the associated consciousness needs to be measured using verbal report or another form of behavior.
Once we have identi¯ed the correlates of consciousness in humans, it should be possible to develop a general theory of consciousness, which can be used to make predictions about the phenomenal states associated with arti¯cial systems. For example, if information integration [Balduzzi and Tononi, 2008] turns out to be a good predictor of phenomenal states in humans, and no other aspect of the human brain is systematically correlated with consciousness, then we could measure the information integration of an arti¯cial system and use it to make predictions about its consciousness.
Potential correlates of consciousness (PCCs)
The human brain is the paradigmatic example of a system that is known to be conscious and the most popular theory is that consciousness is correlated with its neurons properties. However, it is also possible that the brain's material properties or higher level functions are relevant to consciousness -an issue that is especially important when questions are asked about consciousness in arti¯cial systems. The material properties of the brain are those that are described by physics and chemistry, for example: At the neural level it has been shown that activity in biological neurons is strongly correlated with consciousness and a large number of experiments have been carried out that have attempted to distinguish between neural activity that takes place when we are not conscious -in deep sleep or a coma, for example -and neural activity that is correlated with conscious experience. The emerging consensus is that the neural correlates of consciousness are likely to be distributed over many di®erent brain areas -see [Edelman and Tononi, 2000; Dehaene and Naccache, 2001; Zeki, 2003 ] -and the coordination between these areas might be achieved by synchronization of neural¯ring [Singer, 2000] , NMDA synapses [Flohr, 2000] , connections to thalamic nuclei [Newman et al., 1997] or some combination of these mechanisms. Further discussion of the neural correlates of consciousness can be found in [Metzinger, 2002; Chalmers, 1998; Noë and Thompson, 2004] .
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The human brain can also be analyzed from the perspective of the large number of functions that it carries out, many of which are potential correlates of consciousness. These range from the low level input and output functions of ion channels and neurons, up to higher level functions, such as perception, memory and cross-modal integration. The brain also carries out a number of cognitive functions that have been linked to consciousness, such as emotional evaluation of a situation, representation of the self, imagination and attention.
Limitations of experiments on the correlates of consciousness
A¯rst problem with experiments on the correlates of consciousness is that the accuracy with which we can measure a system's material properties is severely limited. Whilst we have a range of techniques for measuring weight, volume and chemical composition, these break down almost completely at the molecular or subatomic scale. Measurement limitations are also present at the neural level since current non-invasive scanning technologies, such as EEG, fMRI, and PET, have low spatial and/or temporal resolution, and implanted electrodes can only access a few hundred neurons at a time. Our current techniques for measuring the functional and cognitive correlates of consciousness include psychological tests, examining patients with brain damage, and applying transcranial magnetic stimulation to selectively disable parts of the brain. However, these techniques are pretty crude and often interfere with the subject's report of phenomenal states. Many of these measurement limitations may be overcome by technological advances, but it seems unlikely that we are ever going to get enough temporal and spatial resolution to decide whether the brain's subatomic properties, for example, are necessary for consciousness.
A more fundamental limitation of experiments on the correlates of consciousness is that the measurement of conscious states depends on language and possibly memory. If an experiment alters a subject's ability to remember and/or report, then the resulting description (or lack of description) of the phenomenology could be the result of a changed phenomenology or it could be the result of a damaged reporting faculty, and it may be di±cult or impossible to decide which is actually the case. For example, a number of theories link consciousness to integration between di®erent parts of the brain, but our ability to report conscious states also presumably depends on integration between brain areas processing conscious information and brain areas responsible for language. An experiment that reduced the brain's information integration might also a®ect the subject's ability to report their conscious states. In this situation, an alteration in the subject's description of their phenomenology might be due to reduced consciousness, to a reduced ability to report consciousness, or to both, and it could be very di±cult to establish which is actually the case.
An equally serious problem is that many PCCs can be changed without a®ecting the subject's behavior, which makes them impossible to separate out empirically. For example, consider an experiment on the correlation between hemoglobin and consciousness. One way of investigating this would be to replace the blood in a person's brain with arti¯cial blood and measure their consciousness to see if there are any changes. The problem with this experiment is that the neurons will be oxygenated in exactly the same way as before, and so the subject will behave in the same way and report the same phenomenal states. The experiment might have removed the consciousness and preserved the behavior, or it might have had no e®ect on consciousness at all. An equally ambiguous outcome would occur if we attempted to test whether neurons are correlated with consciousness by replacing part of the brain with a functionally equivalent chip. The global behavior of the brain would be the same before and after the experiment, and so it would be impossible to tell whether the consciousness had been a®ected. The last two limitations arise from the fact that consciousness is measured through external behavior. These are hard limits that are set by the nature of the phenomenon -they are not something that might be overcome by better technology. Since behavior is the only way of measuring consciousness in a system, it will always be impossible to carry out behavior-neutral PCC experiments or experiments that interfere with the reporting of conscious states. In the next section this contrast between PCCs that can be experimentally tested and those that cannot is expressed as a distinction between two types of potential correlates of consciousness.
Type I and Type II Potential Correlates of Consciousness
Type I PCCs
Type I PCCs are properties of the human brain (and any other paradigmatically conscious system) whose correlation with consciousness cannot be experimentally tested, either because the PCCs are potentially behavior-neutral or because they are strongly linked to the ability to report conscious states. A potential correlate of consciousness is type I if it is impossible to devise an experiment (or series of experiments) that could identify its actual correlation with consciousness.
The material aspects of the human brain are type I PCCs because it is impossible to devise experiments that test their link with consciousness independently of other factors. Somewhat counter-intuitively, many neural aspects of the brain are also type I PCCs because neurons are just one way in which a particular set of functions can be implemented. For example, neural synchronization has been put forward as a PCC [Crick, 1994] , but if the same behavioral output could be produced with nonsynchronized neurons, then it would be impossible to tell whether synchronization is important or not.
The second class of type I PCCs is linked to our ability to remember and/or report phenomenal experiences. The aspects of a system that are strongly connected to its ability to express its phenomenal experiences (or remember them for later expression) cannot be systematically removed to test for correlations with consciousness because b See [Chalmers, 1996; Moor, 1988; Prinz, 2003; Van Heuveln et al., 1998 ] for a detailed discussion of this experiment.
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this would destroy the measuring instrument that is needed for the experiments. Memory and expressive behavior, such as vocalization, can be removed individually -for example, in short-term memory loss patients or REM sleep -but if both are lost together, then we can no longer measure consciousness in the system.
Type II PCCs
Type II PCCs can be separated out using behavior and there is no overlap with the parts of the system that are used for measuring or reporting consciousness. When a type II PCC is removed or altered, the system's reports of conscious states can change, and this makes it possible to carry out experiments on the link between type II PCCs and consciousness. Many cognitive and functional correlates fall into this category because we can examine patients with reduced functions, such as imagination [Addis et al., 2008] , and measure their consciousness through verbal or other behavior.
Type I PCCs and arti¯cial systems
With biological systems the distinction between type I and type II PCCs has few practical implications because mammalian brains have approximately the same type I PCCs as the human brain. Experiments on type II PCCs on humans will enable us to develop theories of consciousness that can be used to make predictions about the phenomenal states of humans and other animals on the basis of third-person data -a procedure commonly known as neuro-phenomenology. However, the distinction between type I and type II PCCs has substantial implications for our judgments about whether arti¯cial systems are potentially conscious. Arti¯cial systems typically lack many or all of the type I PCCs, and we have no way of identifying which of them are necessarily present in potentially conscious systems. If we cannot prove that hemoglobin, for example, is not a correlate of consciousness, then we cannot tell if an arti¯cial system without hemoglobin is potentially conscious.
The next section outlines a number of possible responses to this problem. The fundamental limits to the experiments on consciousness make the choice of response a pragmatic decision, and not something that might be empirically settled at some point in the future.
Responses to the Problem
Suspend judgment
One approach to this problem is to follow Prinz [2003] and suspend judgment about whether robots are capable of phenomenal states. A¯rst di±culty with this approach is that many people have a strong intuition that machines built in a similar way to humans are likely to be phenomenally conscious, and so it may be necessary to take the idea that certain types of machines have conscious experiences seriously. A second issue is that as machine consciousness progresses we are likely to start developing machines that exhibit more complex behavior and spend a lot of time being confused and potentially in pain [Metzinger, 2003] . If we suspend judgment about whether machines really feel pain, it would be di±cult to address these ethical worries without sti°ing research. A third problem is that as more sophisticated robots emerge, people are inevitably going to attribute more and more consciousness to them. People are already prepared to attribute emotions to robots as simple as Braitenberg's vehicles [Dautenhahn, 2007] , and a systematic way of evaluating the potential for conscious states in a system needs to be in place before this becomes a live public issue. The general public is very interested in the question whether something is really conscious, and it would be helpful if the machine consciousness community could formulate some kind of answer, even if it is based on analogy with human beings.
Assume that type I PCCs are correlates of consciousness
A second option is to assume that all of the type I attributes of the human brain are necessary for its association with conscious states -with small variations being allowed to take account of the range of brain sizes and weights. This is a conservative position that denies the potential for consciousness to virtually all of our current and future arti¯cial systems -something we are likely to question as arti¯cial systems are developed with more and more sophisticated forms of behavior.
Assume that type I PCCs are not correlates of consciousness
This is a very liberal position that makes type I PCCs irrelevant to the question about whether a system is capable of consciousness. Consciousness would be possible in any system that implemented the functions of the human brain and could pass Harnad's extended T3 version of the Turing test [Harnad, 1994] , in which a human or arti¯cial body is controlled in a way that is functionally indistinguishable from a human for 70 years or more. The same potential for consciousness would be attributed to the population of China collaborating using radios and satellites as to a biological system controlled by neurons.
The potential for consciousness scale
This option gives some weight to the potential association between type I PCCs and consciousness and takes account of the fact that we are more likely to attribute phenomenal states to systems with more type I PCCs. A potential for consciousness scale can be constructed by assigning numbers to each type I PCC and combining them in a systematic way to model our subjective judgments about consciousness. This enables the scale to predict what people would say about a system's potential for consciousness, based solely on its type I PCCs. Systems with few type I PCCs would be lower down on a potential for consciousness scale; systems with more type 1 attributes of the human brain would be higher up. This approach can handle the fact that our belief in the potential for consciousness of di®erent machines is graded, and since it is a psychometric scale, it is not attempting to answer the metaphysical question about which type I PCCs are actually correlated with consciousness. An example of a potential for consciousness scale can be found in [Gamez, 2008a] , Chap. 4, and an implementation is available online [Gamez, 2008b] .
Conclusions
Thought experiments have led to many useful results in science, but their limited applicability to the study of consciousness suggests that questions about arti¯cial systems' potential for consciousness should be addressed through scienti¯c experiments. However, the problem with an empirical approach is that the measurement of consciousness using behavior places fundamental limits on the experiments that can be carried out, and so it cannot be established whether type I PCCs, such as hemoglobin or biological neurons, are actually correlated with consciousness. An arti¯cial system could possess all of the type II PCCs and behave exactly like a human being, but it will be impossible to prove whether it is potentially conscious or not. Possible responses to this problem include suspension of judgment, liberal and conservative attribution of the potential for consciousness to machines, and the development of a psychometric scale that models our attribution of the potential for consciousness on the basis of type I PCCs.
