ABSTRACT Pedestrian detection when occlusions exist represents a great challenge in real-world applications, including urban autonomous driving and surveillance systems. However, the head-shoulder feature of pedestrians, which is more stable and less likely to be occluded than other areas of the body, can be used as a complement to full body prediction to boost pedestrian detection accuracy. In this paper, we investigate the unique features of the head-shoulder and full body features belonging to pedestrians. Then, instead of using a popular general object detection framework like R-CNN series, SSD, or YOLO, we propose a novel pedestrian detection network, called PedJointNet, that simultaneously regresses two bounding boxes to localize the head-shoulder and full body regions based on a feasible object detection backbone. Moreover, unlike the traditional strategy of keeping the weights fixed for each attribute, we design an inbuilt mechanism to dynamically and adaptively adjust the relationships of the head-shoulder and full body predictions for more accurate pedestrian localization. We validate the effectiveness of the proposed method using the CUHK-SYSU, TownCentre, and CityPersons datasets. Overall, our two-pronged prediction approach achieves excellent performance in detecting both non-occluded and occluded pedestrians, especially under circumstances involving occlusion, as compared to other state-of-the-art methods.
I. INTRODUCTION
Pedestrian detection for automated vision systems has attracted intense interest from many areas, including robotics, surveillance, entertainment and care for the elderly or disabled. While research for detecting pedestrians has always been a hot spot within the computer vision field, variations in the appearance of pedestrians (e.g., different clothes, sizes, aspect ratios, and dynamic shapes) and varying environments, make occluded pedestrians a difficult situation to solve for.
In recent years, pedestrian detection methods [1] - [4] have been largely inspired by object detection algorithms based on deep learning. The two main approaches that have been proposed are two-stage and one-stage (end-to-end neural network) approaches. The popular two-stage R-CNN series includes R-CNN [5] , Fast R-CNN [6] and Faster R-CNN [7] . As discussed in Zhang et al.'s study [3] , region proposal network (''RPN'' for short in this paper) can serve
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as a stand-alone pedestrian detector, while the downstream classifier in Faster R-CNN may weaken the performance of pedestrian detection. That is why R-CNN-based pedestrian detectors usually retain RPN to generate region proposals [4] , [8] , [9] . One-stage style detectors, SSD [10] and YOLO [11] have also been applied to pedestrian detection for their high efficiency [12] . In general, one-stage neural networks have fast performance; however, two-stage neural networks can more easily achieve more robust performance.
Although the pedestrian detection methods mentioned above have demonstrated significant improvements compared to traditional methods using manual features [13] , [14] , occlusion remains an unsolved issue. According to the statistics in Caltech [15] , at least 70% of pedestrians per video frame are occluded. Current algorithms for pedestrian detection usually focus on full body detection. When occlusions are present, such algorithms perform worse than part detectors [8] , [16] , [17] do.
Part detectors in pedestrian detection partition the full body into regions, and can help handle occlusions. A significant disadvantage of these methods is that parts' weights are manually assigned rather than automatically learned, and easily produce suboptimal results. In DeepParts [16] , several single part detectors are designed to learn separately for pedestrian detection. This idea ignores the correlation between different parts of the pedestrian. In bi-box regression method [8] , the visible and full body regions are chosen as complementary selections. However, visible part annotations are rare in many pedestrian datasets.
The backbone networks in pedestrian detection networks [1] , [8] , [12] , [9] typically derive from VGG16 [18] or ResNet50 [19] , which are designed for image classification. Little research discussed specifically designing backbone networks for object detection with various scales until DetNet [20] was proposed. DetNet adds extra steps based on traditional image classification backbone network, while maintaining high spatial resolution of feature maps in deeper layers.
Inspired by the observations above, we put forward a novel method for pedestrian detection called PedJointNet, which regresses the full body and the head-shoulder parts using two bounding boxes per pedestrian. Instead of adopting the general object detection frameworks that are based on an image classification backbone, i.e. Faster R-CNN, SSD, or YOLO, we design a two-branch pedestrian detection architecture with unique backbone network. We investigate the inner characteristics of a pair of complementary features (full body and headshoulder), and the different two-branch sub-networks are intended to produce correlative outputs for better detection results.
In addition, we explore how to design an efficient framework for detecting partially occluded pedestrians. Rather than adapt the backbone from popular general object detection architectures with VGG16 or ResNet50 backbones, we choose to modify the DetNet backbone for object detection. Then, we use the two-branch logic to simultaneously regress the head-shoulder and the full body predictions of pedestrians. The two attributes behave as complementary features to avoid missing pedestrian instances. In consideration of the various scales of pedestrians in real-world applications, we integrate pyramid module and atrous convolution to generate proposal boxes. With regard to the fusion of the two parts, we design an adaptive weighted loss layer to adjust their weights in order to lower the miss rate as much as possible.
In summary, our contributions lie in: (1) A novel two-part prediction model for pedestrian detection that incorporates the head-shoulder region and the full body region into a unified deep CNN architecture; (2) A novel backbone that is truly designed for pedestrian detection instead of adapting a common R-CNN backbone for image classification; (3) A two-part fusion scheme that is adaptively adjusted, and which adjusts the weights automatically during training to ensure the highest accuracy.
We validate the effectiveness of our approach on the CUHK-SYSU [21] , TownCentre [34] and CityPersons [4] datasets. Our approach has comparable performance to the state-of-the-art method for non-occluded pedestrian detection, and it achieves the highest accuracy rate in detecting occluded pedestrians, especially under heavily occluded conditions. Figure 1 shows some experimental results of our proposed PedJointNet.
FIGURE 1.
Detection examples of the proposed PedJointNet using CUHK-SYSU [22] , TownCentre and CityPersons [4] datasets, where the blue and green boxes represent the predicted full body and head-shoulder parts respectively.
The paper is organized as below: Section II presents some work related to pedestrian detection. Section III explains the detail of the proposed algorithm and framework, Section IV demonstrates our experimental results and Section V summarizes our work.
II. RELATED WORK A. COMMON DEEP R-CNN PEDESTRIAN DETECTION MODELS
Deep ConvNets have been widely modified for pedestrian detection and achieved promising results. Motivated by the success of the two-stage R-CNN series architecture, SAF-RCNN [9] developed a Scale-Aware Fast R-CNN framework for pedestrian detection. Zhou and Yuan [8] designed a bi-box regression to generate region proposals that may contain pedestrians and adopted the Fast R-CNN architecture for full body and visible part estimation. The CNN-based network is trained for pedestrian detection, and auxiliary semantic information is incorporated to enhance performance [23] . Brazil et al. [1] used semantic segmentation infusion layer to boost the pedestrian detection accuracy of Faster R-CNN. Wang et al. [2] designed the repulsion loss specifically for crowd scenes with a significant improvement in occlusion cases.
Unfortunately, the speed of two-stage frameworks is constrained by repeated feature extraction and evaluation in CNN. A potential solution is an one-stage detector, which simplifies the pipeline and directly uses the backbone for object prediction. As is typical of one-stage detectors, YOLO extracts features through the DarkNet backbone [11] and simplifies detection as a regression pipeline. Although the detection speed of YOLO is quite competitive, it is not ideal for small target objects. Therefore, several upgraded versions, YOLOv2 [24] and YOLOv3 [25] have since been proposed. YOLOv3 adds a top-down multi-layer prediction to the network, and the softmax loss is replaced by logistic loss for better detection performance. Focal Loss proposed in RetinaNet [26] aims to solve the class imbalance led by the large foreground-background ratio. SSD adopts reduced VGGNet for feature extraction in a multi-layer way, aiming to handle variant object instance scales. While recent one-stage detection networks have not achieved competitive accuracy to two-stage detectors on popular pedestrian detection benchmarks, DSSD [27] introduces deconvolution (''transposed convolution'' in some literature) to enhance the correlation among top-down layers in the original SSD. ALFNet [12] has proposed Asymptotic Localization Fitting, which stacks a series of predictors to adapt SSD's default anchor boxes to improve pedestrian detection results.
B. PART DETECTORS TO HANDLE OCCLUSIONS IN PEDESTRIAN DETECTION
Recently, part detectors have become more prevalent in approaches to handle occlusion scenarios in pedestrian detection [16] , [22] , [28] . A common practice is to choose the desired parts suitable for various occlusion patterns, which will then be learned and assembled for pedestrian detection. The disadvantage of full body detection under instances of occlusion can be avoided to some extent this way. The Franken-classifiers in [29] can bias feature selection during the training of 16 classifiers for frequently occurring occlusions. Ouyang and Wang [30] constructed 20 component detector scores and incorporated the deformation layer into CNN. Various deformation operations handling occlusions can be easily inserted to the model with the deformation layer. However, part annotations are not available in this approach to learn the detectors, so the performance is limited. Part detectors learned in [28] share boosting decision trees to tie correlations among parts, seeking to reduce the computational cost. However, it does not perform as well as other top performing part detectors in either slightly occluded or nonoccluded pedestrian detection cases.
One drawback of these approaches is that the weights of each part are manually designed and therefore may not be optimal. The correlation between these parts is not well explored in existing pedestrian detection literature, but their relationship is critical because these parts can serve as complementary attributes in the face of different occlusions and variations.
C. TWO-BRANCH ARCHITECTURE FOR PEDESTRIAN DETECTION
Some previous work closely relates to ours [1] , [8] , [9] . In [9] , the proposed model introduces two built-in subnetworks that detect pedestrians with scales from disjoint ranges. It employs the gate function to handle various pedestrian scales. But the object proposals are generated using ACF detector, which is less efficient and accurate for pedestrian detection. The two branches in [8] , i.e., full body and visible part, are used to produce complementary outputs. However, the visible parts are difficult to label in most applicants, and the softmax fusion operation has more limited performance than our automatically fusion methods do.
Brazil et al. [1] add a segmentation branch as a strong cue to boost pedestrian detection. RPN [7] was applied to generate pedestrian proposals in [1] . However, the fusion methods used in these approaches lack the ability to automatically adjust the weights between two branches, which may limit the performance. Furthermore, the sub-network architecture of both branches are exactly the same in [1] , [8] , [9] , and there is no specific design for each attribute in the network architecture. We have explored the performance of head-shoulder and full body predictions in different sub-network architectures and designed targeted sub-networks for each. In addition, the adaptive weighted fusion loss scheme in our model can make the two attributes truly complementary, which is better than applying hand-crafted weights.
III. PROPOSED APPROACH
Our proposed framework produces two bounding boxes for each pedestrian, specifying the full body and head-shoulder part respectively. We modify a feasible architecture of DetNet [20] for object detection as our backbone network, specifically for pedestrian detection. For each image, region proposals potentially containing pedestrians are listed via an anchor box generation approach that is similar to [10] . In the next step, we integrate two kinds of feature pyramid modules to build two branches specifically for head-shoulder and full body prediction. Then, we build a novel sharing mechanism which can update the weight of each branch dynamically and adaptively through the corresponding generalization ability. Figure 2 depicts the overall architecture of our approach.
A. MODIFIED DETNET WITH STRONG PYRAMID FEATURE MODULES
Recent pedestrian detectors tend to rely on a backbone network, such as VGG16, ResNet, which are usually pre-trained for image classification task. Li et al. [20] indicated that the backbone network designed for image classification are suboptimal for the localization objective, especially pedestrian detection. Although feature maps down-sampled by large strides, such as 32, in a typical image classification backbone have strong semantic information and a large receptive field, the boundary will be too blurry to obtain an accurate regression. Another drawback of a large stride in pedestrian detection network is that the features and contextual cues of small pedestrians are easily to be overlooked and large context information is integrated. This can explain why generic object detection models cannot do well in pedestrian detection. Thus, we need to figure out how to avoid downsampling operations while keeping the larger receptive field in pedestrian detection.
To address these problems, the number of stages in our backbone architecture is directly designed for pedestrian detection. Our backbone maintains a higher spatial resolution (i.e., 19 × 19) in the feature maps while preserving the large receptive field. Inspired by the architecture of DetNet [20] , we extend its architecture for our backbone network. The details of our pedestrian detection backbone are illustrated below.
The first through fourth stages in our backbone are the same as in the original ResNet, and the extra DetNetbody1, DetNet-body2, and out are introduced in the backbone. Meanwhile, the spatial resolution is maintained just as in stage 4, DetNet-body1, DetNet-body2, as shown in Figure 2 (e).
For DetNet-body1and DetNet-body2, we employ a dilated [28] - [30] bottleneck with the 1 × 1 convolution projection (as shown in Figure 2(b) ) at the beginning of each stage. The experiment result shows the dilated bottleneck is important for pedestrian detection, especially for small head-shoulder detection.
Since the head-shoulder and full body scales vary between pedestrians, the sub-network needs more contextual cues from multi-level feature maps, and multi-scale information must be correctly encoded. The ability to control the spatial resolution of feature responses offers a useful guide for our pedestrian detection.
To address this issue, Feature Pyramid Network (FPN) [31] and Atrous Spatial Pyramid Pooling (ASPP) [32] are two ideas that are often used to enhance the network across feature maps learning. ASPP was proposed to concatenate multiple atrous-convolved features into a final feature representation by using 4 different dilation rates as in Figure 3(a) . It allows us to enlarge the receptive field, (referred to as the ''field of view'' in some literature) and incorporate a larger context while maintaining the resolution of feature maps. FPN builds a U-shape architecture with top-down pathway and lateral connections, and it outputs multi-layer in pyramidal hierarchy, as shown in Figure 3(b) . With the ASPP layout in parallel and FPN in serial, multi-level and multi-scale, feature maps can be generated, which is beneficial for small proposals or pedestrian detection involving occlusion. while the Full Body Prediction Branch directly uses these 5 feature maps. The two branches are thus concatenated to next adaptive fusion layers to adjust their weights for the final output.
B. TWO-BRANCH PREDICTION FOR HEAD-SHOULDER AND FULL BODY
Within the PedJointNet backbone introduced in Section 3.1, an auxiliary structure embedded in the network produces proposal boxes. Each added feature layer can produce bounding boxes and scores with fixed number for pedestrians instances through a set of convolutional filters inspired by conventional SSD. For each box out of the total number of filters, k, 2 class scores for head-shoulder and full body, and 4 offsets coordinates relative to the default box are calculated. This process yields (2 + 4) × kmn outputs for m × n feature map.
For common two-branch networks, the general solution is to first generate region proposals for the two classes through the sharing backbone network, and the two sub-networks with same architecture are learned to predict each individual task. However, the varying learning challenges and convergence rates of two branches may fail to make them serve as complementary features for accurate pedestrian detection. In accordance with the features of the head-shoulder and full body, the two branches are designed separately to learn and predict to ensure efficiency and accuracy. Figure 4 shows the difference between the structures of the traditional two-branch network architecture used for pedestrian detection [1] , [8] , [9] and our two-branch network architecture. Based on modified DetNet backbone introduced in previous part, our two branches have different proposals according to the inner difference between the full body and head-shoulder predictions. The way that scores are fused in the two structures also differs, as will be explained the next section.
C. THE FUSION LAYER OF ADAPTIVE WEIGHTED LOSS
Traditional two-branch fusion methods usually use regular softmax operation to increase the complementarity and robustness of two branches [1] , [8] . However, for two-branch prediction we cannot have a pre-specified ratio of importance for each task. The weight of each branch is expected to be learned by the network automatically.
Our fusion layer of adaptive weighted loss aims to coordinate the relationships in learning the head-shoulder and full body parts of pedestrians. Specifically, the weight of each attribute can be dynamically adjusted during training.
Intuitively, the head-shoulder and full body regions should be well correlated. The adaptive weighting function for the two branches is learned as follows. The loss function in general pedestrian detection usually consists of class confidence over all classes and bounding box regression derived from Fast R-CNN. In this paper, we follow the same bounding box regression formulation as in Fast R-CNN. The difference between the two-branch fusion in traditional methods and our work lies in the softmax computation, ''SC'' for short, which is a component of class confidence computation.
SC_1 in traditional two-branch fusion methods [1] , [8] adopts regular softmax computation in (1) without adaptive weighting, where s 1 1 , s 1 2 represents positive detection scores, and s 0 1 , s 0 2 represents negative detection scores for the head-shoulder and full body branch, respectively. While in our proposed adaptive weighted fusion SC_2 in (2), we assign scalar values λ 1 , λ 2 to weight the importance VOLUME 7, 2019 of the head-shoulder and full body, respectively, which are initialized as 1. Then, softmax 1 and softmax 2 are caculated using SC_1. During training, λ 1 and λ 2 are updated through the mean loss differences between two intervals every period k, the details of which can be seen in [33] . This is an efficient yet effective approach to tracking the loss trend in order to dynamically adjust the importance of each branch.
(1) Figure 5 features an illustration of why our adaptive weighted fusion performs better than traditional fusion does. Assuming the detection threshold is 0.3, the full body score and head-shoulder score of the woman closest to the camera will be 0.31 and 0.25, respectively. The final score SC_1 of the traditional method will be 0.29 according to (1) . While in our adaptive weighted fusion in (2), the λ 1 , λ 2 would be 0.7 and 0.65 respectively, resulting in a final score SC_2 of 0.38. Therefore, the woman will not be missed using the adaptive weighted fusion approach as the threshold set to be 0.3.
IV. EXPERIMENTS AND ANALYSIS
We evaluate the effectiveness of our proposed PedJointNet on CityPersons [4] , CUHK-SYSU Person Search Dataset [22] and TownCentre [34] , which are popular pedestrian detection datasets.
A. EXPERIMENT SETTINGS 1) DATASETS
Robust pedestrian detection should be designed to address cases involving partial occlusions and large numbers of people per image, i.e., closer to daily surveillance applications. It is thus important to train our model on datasets that consider volume, diversity, and occlusion.
CityPersons is a new collection of person annotations derived from the Cityscapes dataset [35] . In a total dataset of 5,000 images, there are 35,000 people, 13,000 of which lack region annotations. Both the popular Caltech [15] and KITTI [36] pedestrian datasets, despite having a large number of frames, have lower density groups of people. While our work focuses on occlusion circumstances, CityPersons includes two times more occlusion cases than Caltech dataset, and the occlusion patterns in CityPersons enhance its diversity, make the dataset a more suitable test base. Specifically, in the reasonable subset (<= 0.35 occlusion), CityPersons has more occlusion cases while Caltech is dominated by full visible pedestrians. As validated in [4] , CityPersons performs well on small scale and occluded pedestrians and achieves higher localization ability.
TownCentre is a pedestrian tracking dataset in a busy town center street. We use the first 3600 frames of the video for training and validation, and the last 900 frames for testing. In addition, we generate XML annotation files for the headshoulder parts according to the given full body annotations.
CUHK-SYSU Person Search Dataset contains 18,184 images collected from public areas and movies with high density pedestrians. We use the subset version provided by [21] , which includes 16,907 annotated images with head-shoulder and full body parts. We divide it into a training set and test set that contain 13,399 and 3,508 images, respectively. The reason we chose this dataset is that it was the only public dataset we could find that contained accurate head-shoulder and full body bounding box annotations. In addition, images in this dataset have significant variations in perspective, illumination, and background, which are very helpful for creating a pedestrian detection system for real applications. Figure 6 shows the average number of persons presented in an image for the training and testing sets used in the experiments.
2) TRAINING DETAILS
Our method is implemented using a Tensorflow backend, with 1 GTX 1080Ti GPUs for training.
For CUHK-SYSU and TownCentre datasets, our backbone network adopts pretrained weights on ImageNet, and all added layers were randomly initialized with he_normal [37] . The network was completely trained in 338,000 iterations, using the step decay schedule, with an initial learning rate of 1e-4, and decreased by a factor of 0.75 and a step size of 2. For CityPersons, we also included experiments with the model initialized from CUHK-SYSU and trained it across a total of 240,000 iterations with a learning rate of 1e-5.
3) OPTIMIZER
Original DetNet was optimized via Stochastic Gradient Descent (SGD) with a weight decay of 0.0001 and momentum of 0.9. To design an effective convergence pedestrian detection network, we investigate several successful stochastic optimizers in training deep networks. SGD with momentum and Adam are using gradient updates scaled by square roots of exponential moving averages of squared past gradients. However, these algorithms tend to fail to converge to an optimal solution in many applications, e.g. learning with large output spaces [38] . Therefore, we investigate two recently proposed methods based on Adam: Amsgrad [38] and AdamW [39] .
Amsgrad is a new variant of Adam. By endowing Adam with ''long-term memory'' of past gradients, Amsgrad is expected not only to solve the convergence issues, but also lead to improved empirical performance. AdamW used in our PedJointNet, decouples the optimal choice of weight decay factor from the learning rate for both regular SGD and Adam. Figure 7 shows the comparison of convergence rate for Adaw, AdamW, Amsgrad, and SGD with momentum, respectively. The experimental results show that AdamW converges faster than the other three optimizers, while also achieving the smallest loss in training. After exploring, we believe that AdamW's success is due to its normalized weight decay and the use of cosine annealing and warm restarts for Adam, resulting in a more robust hyper-parameter selection, better final performance, and a better anytime performance.
B. ABLATION EXPERIMENTS
In this part, we experiment ablation studies on the CUHK-SYSU, CityPersons, and TownCentre pedestrian benchmarks to illustrate the effectiveness of our proposed PedJointNet. Table 1 shows the comparison of different backbone networks used in the CUHK-SYSU dataset. It turns out that the adopted DetNet with stages 4, 5, 6 , outachieves the lowest miss rate MR −2 (lower is better). We compared the performance of the current mainstream backbone network VGG16 and ResNet50 with our modified DetNet on the CUHK-SYSU dataset by selecting two different IoU thresholds, 0.5 and 0.75, as shown in Table 1 .
1) DIFFERENT BACKBONE NETWORK
The miss rates of VGG16 and ResNet50 (the feature map is reduced by 32 times) are higher than DetNet. It is worth noting that we also did a blind study for different stages of DetNet, comparing the impact of stage 4, 5, 6, stage 4, 5, 6, out and stage 4, 5, 6, 7 , out stages. The results prove that our DetNet with stage 4, 5, 6 , out can achieve the lowest miss rate, which is 9.40, 18.28 at IoU = 0.5 and IoU = 0.75 respectively. This result indicates that the fixed spatial resolution after stage 4 (the feature map is reduced by a factor of 16), and after which each stage beginning with an expansion bottleneck and a 1x1 convolution projection can perform better on pedestrian detection.
2) TWO-BRANCH MODULES AND ADAPTIVE WEIGHTED LOSS LAYER
To further validate the effectiveness of our multi-level strategy, i.e., FPN and ASPP, Table 2 shows comparison when different two-branch modules are used, or if the adaptive weighted loss layer is applied.
From the results in Table2, two-branch modules with adaptive weighted layer generally boost the detection mAP. And two branches combined with the adaptive weighted layer obtain mean average precision (mAP) with 0.76, 0.75 in head-shoulder branch and full-body branch respectively.
And it appears that the FPN and ASPP modules with the adaptive weighted layer will obtain the best performance for VOLUME 7, 2019 FIGURE 8. Comparison of pedestrian detection results with other state-of-the-art methods. The first column shows the input images. The remaining columns show the detection results of our method (green rectangles and blue rectangles represent head-shoulder and full body results, respectively), YOLOv3 [25] , ALFNet [12] and bi-box regression [8] (full body annotated with yellow rectangles and red rectangles indicates head-shoulder), respectively. It can be seen that our head-shoulder and full body can be used as complementary attributes to successfully detect most pedestrians under different occlusion scenarios.
the head-shoulder branch. Notably, for the full body branch modules, involving FPN and ASPP cannot provide accuracy gain in CUHK-SYSU dataset, as the pre-trained weights can be helpful for full body detection. These results indicate that the dilated bottleneck is important for pedestrian detection, especially for small head-shoulder detection. Since the relatively small head-shoulder needs more contextual cues from multi-level feature maps, and multi-scale information must be correctly encoded. With the ASPP layout in parallel and FPN in serial, multi-level and multi-scale, which is beneficial for small head-shoulder detection involving occlusion. 
C. COMPARISON TO STATE-OF-THE-ART METHODS
We compared our proposed PedJointNet with YOLOv3 [25] , ALFNet [12] and bi-box regression [8] which are state-ofthe-art pedestrian detection methods, as shown in Table 3 .
1) CITYPERSONS
R signifies a reasonable set, while H refers to a heavy set from the CityPersons dataset. For the Reasonable setup, pedestrians are taller than 50 pixels and occlusion is less than 35%. For the Heavy setup, the height and visibility ranges of pedestrians are [50, ∞] and [0.2, 0.65] respectively. In CityPersons, our PedJointNet achieves a miss rate MR −2 of 13.45%, 52.17% in the Reasonable and Heavy subsets, which is lower than what ALFNet and bi-box regression achieve.
2) CUHK-SYSU AND TOWNCENTRE
As CUHK-SYSU contains various occlusions and multiple variants, e.g., different illumination and angles, although YOLOv3 and ALFNet specifically aim to simplify pedestrian detection into a single stage and detect small objects specifically, they only achieve mAPs of 0.69 and 0.71 respectively, as they cannot handle occlusions and small instances well. Our PedJointNet has the best performance with 0.78 mAP. The increased detection accuracy results from the complementary outputs produced by our two-branch mechanism.
Note that bi-box regression is designed for occlusion handling, it lacks two-branch adaptive weighted operation, while our adaptive weighted loss scheme can refine the weights of the head-shoulder and full body parts, thus achieving highest accuracy under various occlusion situations (0.78, 0.88 in CUHK-SYSU and TownCentre, respectively). Some testing samples under challenging variants can be seen in Figure 8 .
V. CONCLUSION
In this paper, we propose a new two-branch architecture for pedestrian detection, called PedJointNet. The backbone is fully adapted for object detection and leverages two kinds of feature pyramid modules to build two branches specifically for head-shoulder and full body part prediction. Then, we build a novel sharing mechanism that enables weight adjustment dynamically and adaptively according to different learning ability of each branch during training. This novel design achieves an accuracy rate that is competitive with that of current state-of-the-art pedestrian detectors, especially in occasions that involve occlusion.
In the future, we would like to introduce more useful guidance features for our pedestrian detection approach, including other parts of the pedestrian and the semantic features of the pedestrian. The proposed PedJointNet can therefore further be applied to people with arbitrary occlusions. 
