Introduction
Polymer heat exchangers (PHX) were introduced first by DuPont in 1965 [1] . These heat exchangers consisted of bundles of many flexible thin small Teflon tubes that were joined at their ends to form a honeycomb structure and could be used in shell-and-tube and immersion configurations. They were adopted for many industrial applications, such as pickling in steel manufacturing, heating of agitated reactor vessels, and heating/cooling of distilled water. The wide availability and versatility of polymers has since driven the interest of the research community toward the use of these materials in heat exchanger applications [2] [3] .
When corrosive fluids are present in the heat exchange process, polymers are an increasingly popular choice of material as an alternative to exotic metals and graphite [4] , especially when strong acids solutions are present [5] . Due to their low surface energy and smooth surface, fouling deposits have a lower propensity to adhere to polymers, which reduces the fouling resistance. In seawater heat exchangers, fouling is generally a costly problem due to the many modes of fouling that occur in seawater: corrosion, biological, crystallization, and particulate [6] . Therefore, the material properties of polymers make them strong suitors to replace costly exotic metals like copper-nickel alloys and titanium.
There have been several published reports aimed at reviewing the latest advancements in PHX technology. Zaheed and Jachuck [7] reviewed the use of polymers in compact heat exchangers. The latest published review, by T'Joen et al. [8] , is aimed at assessing the merits of PHX for Heating, Ventilation, Air-Conditioning and Refrigeration (HVAC&R) applications. Notable heat exchanger applications are reviewed in detail, and special attention is paid to polymer matrix composites, which can offer vast improvements in thermal conductivity. Most notably, fiber-filled composites show the most promising results because of their availability as injection molding resins [9] . Composites with thermal conductivities up to two orders of magnitude higher than un-reinforced plastics were made possible by the development of pitch-based carbon fibers, along with "vapor-grown" fiber and carbon nano-tubes, that offer very high thermal conductivities (~1000 W/mK for fibers, >2000 W/mK for nano-tubes). It is interesting to note that with the improved conductivity, these materials approach the properties of the most common corrosion resistant metals, e.g. titanium and copper-nickel alloys, and can be considered as replacements for metals in applications where seawater is used as a direct coolant for industrial processes. In this study, seawater cooling of methane, representing a critical step in the production of liquefied natural gas (LNG), is used as the test vehicle for this design methodology.
Other researchers have investigated the use of thermally enhanced polymers in gas/liquid heat exchangers. Chen et al. [10] recently described the manufacture of finned-tubes for a cross-flow air/water heat exchanger. The finned-tubes were made with two thermally enhanced polypropylene composites with thermal conductivities of 2.3 and 16.5 W/m·K. For comparison purposes, a heat exchanger with un-reinforced polypropylene was also fabricated. The experiments, done with air/water cross-flow heat exchangers, confirmed the modest role of thermal conductivity whenever one of the heat transfer coefficients is very low (e.g. the air-side). The role of thermal conductivity has also been investigated by Luckow et al. [11] [12] .
Polymer manufacturing processes available today vary in cost according to complexity, size, and quality of the part.
Injection molding is a popular high-throughput manufacturing process, and is often used to make geometrically complex shapes in a wide variety of sizes. Hence this process is naturally suited for making polymer composite heat exchangers (PCHX) parts that have complex surface enhancements. From an injection molding perspective, thermally enhanced polymer composites can exacerbate flow length limitations (flow length is the length a polymer will flow before solidifying in a channel [13] ). For carbon fiber-filled polymers, the presence of a high-fiber fraction in the matrix will cause the viscosity of the melt to increase [14] . A higher viscosity causes the flow length of the polymer inside the mold to be reduced, for a fixed injection pressure and melt temperature. Additionally, fibers with high thermal conductivity increase the cooling rate of the melt as it flows in the mold reducing the flow length even further. While a higher injection pressure can increase polymer flow length, excessively high injection pressures may require a high-clamping-force machine, which increases production costs [15] and may lead to defective parts [16] . Similarly, the use of higher melt temperatures to increase the flow length increases the molding cycle time, which adds to production costs as well.
When designing heat exchangers using thermally enhanced polymers, many issues arise, concerning the physical characteristics of these new composite materials, and the design process can be seen as the integration of multidisciplinary tools that address the molding considerations and meet certain heat transfer and pumping power requirements.
A finned plate is a building block for making an important class of heat exchangers. Plate-fin heat exchangers are compact heat exchangers that provide increased surface area per unit volume. A plate with rectangular fins is a simple geometry but yet reveals the complexities in optimizing heat exchangers. Hence, in this paper we have focused on this simple geometry. Often heat transfer performance, manufacturing cost, and manufacturability considerations are in conflict with each other. For example, thin plates are good for heat transfer but they pose a major manufacturability problem.
Similarly, larges plates provide more surface area, but a larger projected area is more difficult to manufacture. There are many such conflicts related to the number of fins and their thickness. For example, many fins provide structural support and surface area; however, the addition of fins increases the manufacturing cost, so selecting the optimal design parameters becomes a non-trivial task. This study illustrates the complexity in the PCHX design.
In more advanced designs of heat exchangers, small flow breaking features are added to the fins to introduce turbulence.
These features make finned plates truly three-dimensional in nature. For such three dimensional polymer composite shapes, injection molding is the only viable process option. For the sake of brevity, in this paper we restrict our discussion to simple fins. We plan to investigate the influence of flow breaking features in our future work.
Overview of Integrated Design Model for Polymer Heat Exchangers
The next section focuses on analytical models used to determine the heat transfer rate and the pumping power. Next follows a section on the cost of injection-molding. A moldability metamodel is introduced next, based on injectionmolding simulation data. Then, a model to determine the cost of assembling a heat exchanger using finned plates is discussed. Lastly, results using all models to determine a heat exchanger costs are presented and discussed. Table 1 above shows the parametric ranges of the four geometric variables chosen for this study. The lower and upper boundaries of the design variables were identified based on heat transfer considerations and molding limitations. As an initial requirement, a heat transfer rate of at least 1 kW was chosen to be a performance minimum for a single module. A base length of 200 mm was identified to provide heat transfer rates of roughly 1 kW. A maximum base length was chosen based on knowledge of current manufacturing process limitations, given that parts with large projected areas require very large machines. Similarly, minimum base and fin thickness were chosen based on molding limitations. The range of fin spacing considered reflects the need for a minimum number of fins to achieve significant heat transfer enhancement. Fin height was left as a constant in this analysis (H = 10 mm) after an initial exploratory analysis of simulation data suggested that the effect of fin height on mold filling would not be as significant as the other variables.
The cost of the heat exchanger can initially be described as: assembly molding C + C = Cost HX (1) However, the cost in equation 1 only reflects manufacturing considerations and does not take into account the energy needed to operate the heat exchanger. Alternatively, the pumping power cost may be included if a life cycle cost is desired:
The polymer heat exchanger geometry can be optimized by selecting the set of four geometric variables that yields the lowest cost. Examples of searching for the minimum cost are shown in the results section. Even though the examples shown in the results section are limited to the use of Eqn. (1) and do not consider the cost of pumping the fluids through the heat exchanger, the topic is briefly mentioned in the following section.
Determination of Heat Transfer rate and Pumping Power

Heat Transfer Rate
The determination of heat transfer rates and required pumping power is done using standard analytical models for counterflow heat exchangers. In this paper, these calculations are performed for a single module, a diagram of which is shown in Fig. 1 . The hot fluid is methane gas with an inlet temperature of 90 °C, while the cold fluid is seawater with an inlet temperature of 35 °C.
The choice of fluids is based on a possible application of thermally enhanced polymer heat exchangers to the cooling of off-shore natural gas using seawater [11] . Natural gas (composed mostly of methane) is cooled at different stages in the process of liquefaction, and seawater is often the most abundant coolant available at off-shore and seaside locations.
The determination of the heat transfer rate for a single module provides the basis for calculating the number of modules needed to transfer any given amount of heat. The goal of this section is to develop a model for the heat transfer rate that is dependent on the four selected design variables.
The heat transfer rate q of a heat exchanger is calculated using the -NTU method, which gives the following formula:
where C min is the smallest heat capacity of the two fluids.
The effectiveness, ε, for counterflow heat exchangers is:
where C r is the ratio of the fluids' heat capacities, and NTU is the number of transfer units, defined as:
The overall thermal conductance, UA, is calculated through a network of convection and conduction thermal resistances in the heat exchanger module (Eqn. (6)), and is an implicit function of the four design variables: These variables affect the area calculations, fin efficiencies, and heat transfer coefficients (through Reynolds numbers). where h is the heat transfer coefficient, is the surface efficiency based on the fin efficiency, and k is the wall's thermal conductivity. For the parametric range under analysis, the working fluids can be expected to exhibit turbulent flow behavior (8,000 < Re < 50,000). The following correlation by Gnielinski [17] for fully developed turbulent flow was selected:
where Pr is the Prandtl number, and Re is the Reynolds number based on the hydraulic diameter D h . The friction factor, f, for smooth pipes is calculated using a correlation by Petukhov [18] :
Nusselt number correlations that are applicable to a wide range of Reynolds numbers and geometries are desirable for parametric analyses, and this was the basis for the selection of these correlations. The Gnielinski correlation [17] has been reported to be accurate to within 20% for the conditions under which it was derived. However, its applicability is restricted to hydrodynamic/thermal entry lengths that are not significant relative to channel length. For (L/D) > 60, which is representative of the geometries under analysis, the errors incurred in the predicted Nusselt number are typically less than 15% [19] . In such conditions the average Nusselt number can therefore be approximated to that of the fully developed region.
In this study, the heat transfer model is only a function of the four design variables. The following parameters were assumed to be constant:
Fin spacing on water side = 50 mm Fin thickness on water side = 2 mm Fin height (both sides) = 10 mm Thermal conductivity of the wall = 10 W/mK
In designing a heat exchanger, the fins are mostly useful where the largest thermal resistance occurs. In the case of a gasliquid heat exchanger, the largest convective resistance is that of the gas side. Since no thermal improvement is needed for the convective resistance of the cooling water, the spacing and the thickness of the fins on the water side are held constant.
Reflecting specified operating conditions for the industrial gas liquefaction process, the gas and liquid flow rates are also held constant.
Careful study of Equations (3)- (7) revealed that increasing the base length has a significant effect on the overall heat transfer rate due to the increase in base area. On the other hand, increasing the thickness of the base plate increases its conductive thermal resistance, and thus reduces the heat transfer rate. However, the conductive thermal resistance (for a thermal conductivity of 10 W/mK) is always much smaller that the convective resistance on the gas side, so increasing t b causes only a very small reduction in heat transfer rate.
Fin spacing has a significant effect on the heat transfer rate. Having more fins (lower spacing) increases both the heat transfer coefficient and the wetted area, and thus improves the heat transfer rate. Finally, varying fin thickness has only a small positive effect on the heat transfer rate. While it is intuitive to expect a better heat transfer rate from a thicker fin, thicker fins decrease the number of fins (and number of flow channels) that can fit on the plate, which decreases the total flow area and increases the average fluid velocity, if the flow rate is constant. This results in a higher heat transfer coefficient that improves the transfer rate. But, this effect is opposed by a reduction of wetted area and fin efficiency, so the net improvement is very small.
Pumping Power and its Cost
The pumping power is defined as the product of the pressure drop, p, and the volumetric flow rate   :
where the pressure drop, p, is the sum of the friction losses (from Eqn. 8) and the dynamic (entrance and exit) losses:
where D h is the hydraulic diameter, and u m is the mean fluid velocity.
The entrance loss coefficient, K L,entry , for a single channel was set equal to 0.5 for a sharp-edged entrance. The exit loss coefficient was simply defined as a sudden expansion coefficient [20] , which is dependent on the fin spacing S and thickness t:
For a constant flow rate, increasing the plate length, L (and the width since we have assumed that the plate is square), reduces the mean fluid velocity, u m , and also reduces the pressure drop (the increase in friction losses due to longer flow lengths is too small to increase the pressure drop). Similarly, increasing the fin spacing makes the hydraulic diameter larger and also reduces the fluid velocity (due to fewer channels). Therefore, the pumping power decreases, but at a slower rate than it does for increasing L.
Recalling that in the previous section it was noted that having thicker fins reduces the free-flow area and increases the fluid velocity, so will the pressure drop increase due to the change in mean fluid velocity.
We can account for the total cost of pumping both fluids across the heat exchanger, by assuming a nominal lifetime, and a cost for the energy required to pump the fluids. The cost associated with providing this pumping power can be found as the product of the pumping power of a single module, the number of modules for the required heat load, a nominal lifetime t LC , and a unit energy cost, E.
Injection Molding Cost Determination
Currently, there are many models available that can be used to determine the cost of manufacturing a molded component.
These cost estimation models vary in complexity, but in all the models the total cost of manufacturing is equal to the sum of: material cost, tooling cost, and production cost.
To develop a molding cost metamodel, we have two options. The first option involves estimating various components of the processing time using first principles. The method described in the book by Boothroyd et al. [15] gives a method and equations for doing this. However, the cost data published in the book is rather dated. So we have chosen to follow a statistical approach to building a cost metamodel. We have fitted an equation to cost data generated by using a popular online molding cost estimation tool: Custompartnet.com. This method works well for parameterized geometries and is applicable to designs involving relatively small number of parameters (less than 10). The fitting procedure is automated.
So this approach can be easily adapted to other design configurations and materials. The number of coefficients in the resulting equation appears to be consistent with the large number of coefficients used in the first-principle based equations that capture cooling time, mold resetting time, mold filling time, mold machining time, and mold finishing time. An approach based on first principles would be more suitable for more complex designs. However, that will require updating cost data.
The cost provided in Custompartnet.com is composed of three factors: material cost, production cost, and tooling cost. A sketch of a modular finned plate is shown in Fig. 2 . The cost estimate is obtained by inputting the basic geometric parameters of the part that is to be molded: The cost metamodels were generated using 50 design points (combinations of the four design variables) for which the three cost components were obtained from Custompartnet.com, as previously outlined. The choice of design points was The metamodels presented here are only a function of the design variables, and thus are limited to the geometry shown in Fig. 2 . The three metamodels ) for cost per part have high R 2 values (0.98-0.99, and are shown below:
Overall, a close agreement was observed between the model and a simulation dataset generated at random, with an average discrepancy of 9.4%. CustomPartNet does not currently support thermally enhanced polymer composites. Hence, the initial material cost metamodel was obtained based on unfilled nylon prices ($3.63/kg). The actual prices of composite materials with high thermal conductivity are in the range of $20-$60 per kilogram, based on the information provided by a vendor of the composite polymer. Therefore, for the subsequent analyses equation 13 was scaled to reflect prices of composite materials. The plots herein show a scaled material cost model. Figure 3 shows sample plots of injection molding cost for a finned plate. It is evident now that the dominant factor in manufacturing a single plate is the material cost, due to the high cost of the composite material. The trends seen below agree with well-known molding rules. For example, a larger projected area (see Fig. 3(a) ) increases the production and tooling cost. Also, thicker parts take longer to cool in the mold, so the production cost will increase. This is shown in Fig.   3 (b) and (d) where the production cost increases -only slightly-for thicker plates and thicker fins, respectively. Finally, reducing the number of features in the mold (number of fins) reduces the tooling cost. Accordingly, the tooling cost decreases for a part with widely spaced fins, shown in Fig. 3(c) .
Parametric analysis using Moldflow® to develop percent filled volume metamodel
A parametric analysis for the injection molding of a square finned plate (plate shown in Fig. 2 ) was done through a simulation-software, Moldflow®. The simulations consisted of a "Fill analysis" using a single gate placed in the center at the base of the plate. The simplicity of the geometry, made it possible to reduce computational time by choosing a 2.5 D mid-plane mesh style, although for geometries with higher complexity a 3D mesh would be required.
The polymer chosen for this study was a Nylon 12 resin filled with 50%-by-weight carbon fibers offered by a vendor. For all the simulations, the melt temperature was taken as 277 °C , which is the highest melt temperature recommend by the vendor, and the maximum injection pressure was set to 180 MPa. Finally, the mold temperature was fixed at 80 °C , which is within the mold temperature range recommended for this material. Moldflow's simulations were experimentally verified via a spiral flow length experiment, using a rectangular channel 2.286 mm wide by 1.27 mm high. This spiral mold was used to conduct filling experiments using a Babyplast injection machine to create parts with PolyOne's thermally enhanced thickness curves commonly used in the industry.
The effects of fin spacing and fin thickness are less drastic, yet they are still important. Increasing fin spacing reduces the number of fins and the total mold volume roughly as 1/S, but it also increases the channel thickness at certain locations, which will decrease pressure drop at certain points and increase the % volume filled. Finally, fin thickness has a similar effect to base thickness, but lower in magnitude. There are also interactions between the design parameters, most notably due to changes in wall thickness in the plate-fin geometry. For example, if the base length is increased, but its thickness increased, the % volume filled will not decrease as steeply as with the original thickness.
In practice, the machine and molding process parameters have to be selected for each part geometry, and so the behavior and interactions become even more complex. Since it is difficult to account for variations in machine size and process parameters, the simple relationships described above are not sufficient to create a successful model. A more direct approach is found by using statistical techniques, such as provided by Design Expert®, to fit the Moldflow® simulation results. The simulation results were input into Design Expert® to produce a metamodel that predicts the fraction of the volume inside the mold that can be filled with a single gate located in the center of the plate. It should be noted that the metamodel was developed using only design points in which the mold did not fill during simulations. Close examination of the filling metamodel revealed a limited region of successful mold filling in the design space, which highlights the importance of considering such a model to distinguish between infeasible and feasible designs. Thus, for a certain base thickness, there is only a limited plate size that can be filled. For example, a plate with a base length higher than about ~500 mm cannot be filled for a base thickness of 2 mm. However, the ability to fill the mold increases for thicker base plates or thicker fins. Having many fins increases the total volume to be filled, and therefore the filled volume % decreases with smaller fin spacing.
Adjusting Production Cost Using Mold-fill Metamodel
The production cost model can be corrected depending on the mold-fill predictions of our metamodel in Eqn. 16 . The first step is to define regions within the parametric space (Table 1 ) of infeasible and feasible designs. For this study, the feasibility regions were defined as follows: For fill predictions < 90%, the design is unfeasible For fill predictions ≥ 90%, the design is feasible Regions of infeasibility (< 90%) are immediately discarded from the analysis. The regions of filled volume between 90% and 100% are assumed to be regions where increases in melt temperature and injection pressure can help in successfully filling the mold. The production cost can be defined as [15] :
where N t is the number of molded components, n is the number of cavities in the mold, F is the clamp force required, k 1 and m 1 are the machine rate coefficients, t is the machine cycle time. Production cost of a single part is simply the product of the cost of operating the machine, which is defined in Eqn. 17 as a linear function of clamp force, and the cycle time.
Thus, the effect of increasing melt temperature and injection pressure on both the cycle time and the clamp force must be quantified.
Recall that the cycle time can be defined as [15] : (18) where t I is the injection time, t C is the cooling time, and t R is the resetting time.
The injection time can be estimated as the product of the shot volume and the ratio of the injection pressure to the injection power, as shown below [15] : (19) where V S is the shot volume, p I is the injection pressure, and P I is the injection power.
The cooling time t C can be estimated by using a one-dimensional heat conduction equation to model the cooling of a polymer melt between two metal plates [15] :
where  is the thermal diffusivity of the polymer melt, T I is the injection temperature, T W is the mold wall temperature, and T E is the ejection temperature.
The effects of increasing melt temperature and injection pressure can be quantified using equations [18] [19] [20] . Examining the results of the Moldflow® simulations in the parametric range of interest, the injection times are at most ~2 seconds for a large plate, while cooling times are at most ~30 seconds. Assuming the resetting time is negligible and assuming a 10 °C increase in melt temperature and a 20% increase in injection pressure, we can estimate a cycle time increase of at most 2.7%. Finally, recalling that the cost of operating the machine is a linear function of the clamping force, a 20% increase in the clamping force will simply increase the cost by the same percentage. Combining both effects into equation 17, the production cost will increase by 23%. Now, if we assume that this is the maximum percent increase in production cost, and that it occurs in the feasible/infeasible boundary ( = 90%), then a correction factor, , can now be defined as a function of the mold-fill percent, :
Equation 21 simply states that if only 90% of the mold volume is filled, under the nominal operating conditions, the injection pressure and the melt temperature may be increased in order to fill the mold completely, causing a maximum production cost increase of 23%. This increase in cost decreases linearly to zero as fill-percent reaches 100%.
In this section a mold-filling metamodel was identified as a tool that can be used for two different uses: to correct the production cost and to identify infeasible designs. A comparison of metamodel results and Moldflow® results was done for 42 verification points, and these fill prediction errors were translated into production cost errors as high as 21%. Also, 10% of the verifications were incorrectly identified as being infeasible designs. In light of these errors, any minimum cost solution found using this metamodel (see results section) may be refined using Moldflow® simulations around the solution point.
Alternatively, a more efficient approach for accurately defining the feasibility boundary was discussed by Hall et al [21] .
The method proposed used adaptive search to locate the transition region while reducing the number of computational experiments. The proposed method is well-suited for design exploration and optimization and was successful in predicting the feasibility of candidate PHX designs Selection of a cost-effective assembly method is often restricted by many different factors like part size, material, joining time. Additionally, other specifications may be set by the designer and restrict the choices even further. For a heat exchanger, it is of upmost importance that no leakage occurs from the exchanger channels. Therefore, a good seal between the exchanger plates is the first requirement for any assembly method. There are certain joining techniques that have limited part size capabilities; for example, ultrasonic welding can only be used for parts with size ranging from roughly 6 mm to 300 mm [22] , so it cannot be used for the entire design range of this study. Similarly, material compatibility with the assembly technique is also an important consideration; i.e., some plastics do not weld.
For the geometries at hand, adhesive joining appears to be a logical choice of assembly technique, in order to provide good sealing of large parts at a low cost. Epoxy adhesives are low cost adhesives that are compatible with nylons. When using adhesives, a complete cost evaluation must consider several factors. Some of these factors are: amount of adhesive needed, cost of cleaning the bonding surfaces, costs of surface treatments (if needed), ventilation, and curing [22] .
A more straightforward way to write the total cost of assembly may be:
where n is the number of plates to be assembled, and A fb is the area to which the adhesive will be applied and is defined as,
k 1 and k 4 are exponents that reflect nonlinearities in the cost that arise from having more plates, or more area to be bonded. In this study, linear relationships are assumed for simplicity of the formulation, since a complete time-motion study would be required to obtain accurate values for these exponents. Therefore, we assume k 1 = k 4 = 1.
The coefficients k 2 and k 3 can be obtained by using handling time to calculate assembly cost for the largest and smallest parts in the design space. Handling time depends on part symmetry, size, thickness, and weight [15] . Using the standard rate for manual assembly in the state of Maryland ($60/hr or $1/min) as a baseline, the cost of each assembly operation can be calculated, and the coefficients follow by finding the slope and intercept of the line. The following times, shown in Table 2 , were estimated based on performing assembly in our lab.
The values for k 2 and k 3 were then calculated to be 29.96 and 13.9, respectively.
Results and Discussion
The models presented in the previous sections can be used together to calculate the heat exchanger cost in equation 1.
As an example, a target of 500 kW was chosen as a required heat transfer rate of a polymer heat exchanger that will cool 50 m 3 /s of hot methane gas with 0.1 m 3 /s of seawater. The methane inlet temperature is 90°C, while the seawater inlet temperature is 35°C. Depending on the plate geometry, a certain number of plates will be required to provide enough heat transfer surface area. The total number of plates had to be calculated iteratively, since additional plates will decrease the flow rate through each plate, as well as reduce the heat transfer coefficient (due to lower mean velocity). To illustrate the usefulness of the molding metamodel, the results are presented initially without considering moldability in section 7.1, i.e., any design in the parametric range is feasible. Then, the section 7.2 shows how a moldability analysis drastically changes the design of a heat exchanger.
Minimum-cost plate geometry without moldability analysis
The effect of the design variables on the number of plates can be deduced using Equations (3)- (7). For example, if the plates are relatively short, many plates are needed to increase the surface area and meet the 500kW heat transfer target. As the base length is increased, the number of plates needed decreases drastically. Even though the total molding cost per plate is higher for longer plates, the reduction in the number of plates is such, that the overall cost of the heat exchanger is lower when larger plates are used, partly due to low assembly costs. These effects were summarized in Table 3 for all the design variables. If moldability were to be ignored, the plate geometry that would minimize the heat exchanger cost would simply be the lower or upper bound of each variable, following the guidelines in the last column of Table 3 Table 3 ), if such bounds happen to occur in the infeasible region, new bounds would then lie in the feasible boundary ( = 90%). Finding a minimum-cost geometry now becomes much more difficult, as described next.
Given the complexity of the feasible boundary defined by the mold-filling metamodel, a two-level hierarchical search was used to locate minimum-cost plate geometries. At the first level, the parametric ranges where divided into large cells and a minimum value for cost was found. Then, the cells contiguous to the minimum value were subdivided into smaller cells, where a final search was done for a more refined solution. Three different scenarios were studied, and their solutions are shown in Table 4 below. In the first scenario, the nominal costs of material ($22/kg) and assembly ($60/hr.) defined in the previous sections were used. In the second scenario the price of the material was doubled; while in the third scenario, the labor cost of assembly was doubled.
The plate geometries that yield a minimum cost no longer lie in the lower or upper bounds of the design variables. In fact, the new minimum-cost solutions now lie in the feasible boundary, and these solutions cannot be found by simple inspection, as was done in the previous section. Figure 4 illustrates the behavior of the feasible boundary (mold fill % = 90) as a function of three of the design variables.
Base length has a linear relationship to base thickness, similar to "flow length vs. thickness" curves discussed previously.
When the thickness of the fins is increased, the feasible design space becomes larger, as seen by the shift of the boundary to the left. However, at higher fin thickness, only marginal increases of the design space are seen due to the existing flow restriction at the base prior to the fins.
Careful study of the overall heat exchanger cost along the feasible boundary can reveal why finding the minimum cost solutions is non-trivial. The heat exchanger cost is shown in Fig. 5 as a function of base thickness along the feasible boundary. Note that base length is not held constant in this plot. In fact, for the cost to follow the feasible boundary, the base length corresponds to the values shown in Fig. 4 , so increasing the base thickness entails increasing the base length, or vice versa. The reduction of heat transfer performance caused by a thicker base is initially offset by the increase in surface area (and heat transfer rate per plate) from having larger plates, thus the cost of the heat exchanger decreases sharply as the thickness of the base increases, following a sharp decrease in assembly costs. Eventually, the reduction of heat transfer performance due to very thick plates and the additional cost of having more material per plate starts offsetting the benefits of having larger plates, and so the overall cost starts increasing. This explains why each curve has a quadratic behavior and a single minimum. Thus, it can be said that the region to the left of the minima is dominated by assembly costs, while the region to the right is dominated by material costs.
For thick fins, the heat transfer performance of each plate improves and fewer plates are needed; therefore the assembly cost is reduced. However, thick fins require more material per plate, so each plate is more expensive to mold. Due to these opposing effects, there is a single fin thickness value (t = 2.58 mm) that yields a minimum cost.
If the price of the material is doubled (second scenario), the base length at which the minimum cost occurs (L = 800 mm)
is lower than the nominal case (L = 872 mm) in the first scenario. At this length, a thinner plate can be successfully filled so the base thickness decreases from 3.52 mm to 3.28 mm. Comparing Fig. 6 to Fig. 5 , the minimum cost is seen to shift upwards and to the left. This can be visualized as an increase in size of the region dominated by material costs, or as stated before, the region to the right of the minimum cost.
On the other hand, if the assembly costs are doubled (third scenario), the minimum cost simply shifts upwards and to the right in Fig. 7 . The base length needs to be increased (L = 912 mm) to enhance the thermal performance of a single module, thereby reducing the number of plates needed and the number of assembly operations. Again, for longer plates, a thicker base is needed to successfully fill the mold (t b = 3.73 mm). In this case, it can be said that the region dominated by assembly costs (to the left of the minimum) is larger, which explains the shift of the minimum cost to the right.
Conclusions and future work
This paper describes the integration of thermo-fluid considerations, moldability issues, and assembly costs into a single design tool for thermally enhanced polymer heat exchangers, constructed from experimentally validated simulations. The moldability analysis metamodel was integrated into our formulation of the overall heat exchanger cost, which is composed of the molding cost and assembly cost (and pumping power cost is life cycle is considered). These cost components are functions of the heat exchanger design variables. The results show that incorporating molding limitations into the molding cost restricts the choice of optimum designs that minimize the cost, and that distinguishing between feasible and infeasible designs directly affects the choice of heat exchanger parameters. Additionally, the optimum heat exchanger geometry is highly dependent on the values of material price and labor costs because they influence which cost components dominate the design space.
In this paper, we have used a simple metamodel for determining moldability. In our recent work [21] , we have developed a more sophisticated metamodel to explicitly partition the design space into moldable and non-moldable regions. This metamodel was generated using the intelligent design of experiment approach that utilizes machine learning techniques to minimize the number of simulations needed to build the model. This new method relies on local interpolation over the stored data. Hence, it requires very few fitting parameters. For the sake of brevity we have not described the new method in this paper. We do not anticipate the final designs to be different as a result of using the new method. However, the new method is much more scalable and can handle designs requiring multiple gates.
Currently, the design tool is limited by a single choice of geometry. It would be desirable to have at our disposal a variety of complex heat exchanger geometries, which would give the designer freedom to explore more than one possible solution.
Also, fiber-filled composites usually have anisotropic thermal conductivity, so more detailed thermal models could account for lateral/longitudinal conduction, and hence more precise estimations of thermal performance. Table 1 Design variables   Table 2 Assembly time estimates Table 3 Summary of design variables effects Table 4 Minimum-cost geometry for 500-kW HX (Methane: 50 m3/s, Seawater: 0.1 m3/s) 
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