The ICT sector is responsible for around 2 % of the global energy consumption, with data centres taking large fraction of this consumption. In many current data centres the actual IT equipment uses only half of the total energy while the remaining part is required for cooling and air movement. This results in poor cooling efficiency and energy efficiency, leading to significant CO 2 emissions. EU project CoolEmAll investigates in a holistic approach how cooling, heat transfer, IT infrastructure, and applicationworkloads influence overall cooling and energy efficiency of data centres. In March 2013, CoolEmAll developed the 1st prototype of a Simulation, Visualisation and Decision support toolkit (SVD Toolkit), enabling assessment and userdriven optimisation of cooling efficiency in data centres by means of coupled workload-and thermal-airflow simulation. In this paper we describe architecture of the SVD Toolkit and present results enabling assessment and optimisation of cooling efficiency in data centres.
Introduction
The ICT sector contributes around 6 % to the global value added, while it is responsible for around 2 % of the global energy consumption and CO 2 emissions [4] . Over the past decades, the energy consumption of data centres has increased steadily, taking a large fraction of the 2 % of global energy consumption. In many data centres the actual IT equipment uses only half of the total energy [7, 12] while most of the remaining part is required for cooling and air movement. This results in poor cooling efficiency and energy efficiency (indicated by poor Power Usage Effectiveness PUE values), leading to significant CO 2 emissions. As noted in earlier publications [6, 13, 14] , an important aspect when considering the cooling efficiency of data centres is the cooling technique. Operating a data centre at higher temperature and the use of different cooling approaches such as "free air cooling" where an external air is used to cool systems rather than electrical chillers can help to improve efficiency and achieve PUE ratings close to the ideal value of 1.0. In addition to cooling and heat transfer processes, the actual power usage and energy-consumption of a data centre depends primarily on energy savings and effectiveness of the IT equipment, application-and workload characteristics as well as on resource management and workload consolidation methods. Accordingly, there is a large number of parameters and constraints impacting the energy efficiency of data centres, which should be taken into account during the design, configuration and operation of data centres. Issues related to parameters of applications, resource management, workload consolidation, policy based scheduling, hardware configuration, metrics defining efficiency of building blocks are all crucial to understand and improve the energy efficiency of data centres as a whole. To carefully study these issues and to optimise the design and operation of data cen-tres in a holistic way, all these aspects have to be considered at the same time. They should include assessing the energy efficiency of data centres (and their building blocks) under various parameters, constraints and operation conditions in advance, during the design phase. Consequently, simulation, visualisation and decision support tools along with models are needed, supporting the optimisation process of the design and operation of IT infrastructures and facilities from different views. Especially perspectives of end users have to be taken into account, with all the factors that are critical to understanding and improving the energy efficiency of data centres, in particular, hardware characteristics, applications, management policies, and cooling [14] .
To address this issue, EU project CoolEmAll investigates in a holistic approach how cooling, heat transfer, IT infrastructure, application-workloads and workload management strategies influence overall cooling and energy efficiency of data centres, taking all these aspects into consideration. In March 2013, CoolEmAll developed 1st prototype of the Simulation, Visualisation and Decision support toolkit (SVD Toolkit), enabling assessment and user-driven optimisation of a cooling efficiency in data centres by means of coupled workload and thermal-airflow simulation. In this paper we describe an architecture of the SVD Toolkit and present evaluation results.
The structure of this paper is organized as follows. In Sect. 2 we present brief description of the CoolEmAll holistic approach. Section 3 describes realisation of the 1st prototype of the SVD Toolkit, presenting the architecture, data centre efficiency building blocks (DEBBs) describing models used by SVD Toolkit, and use-cases demonstrating the main capabilities. Section 4 provides evaluation results of the SVD Toolkit presenting assessment of the cooling efficiency in servers and in compute rooms. Finally, Sect. 5 summarises this paper providing an overview on the work in progress.
The CoolEmAll approach
The objective of the FP7 CoolEmAll project is to enable designers and operators of a data centre to reduce its energy impact by combining the optimisation of IT, cooling and workload management. In order to achieve this objective CoolEmAll will deliver two main outcomes:
-Design of diverse types of data centre efficiency building blocks (DEBBs) reflecting an optimised configuration of IT equipment and data centre facilities on different granularity levels. -Development of the SVD Toolkit enabling the analysis and optimisation of IT infrastructures built of these building blocks.
Both building blocks and the toolkit take into account four aspects that have a major impact on the actual energy consumption: characteristics of building blocks under variable loads, cooling models, properties of applications and workload, and resource management policies. To enable the optimised design of data centres, which are built of optimised building blocks, data centre efficiency building blocks are precisely defined by a set of metrics expressing relations between the energy efficiency and essential factors listed above. In addition to common static approaches, the CoolEmAll approach also enables studies and assessment of dynamic states of data centres based on changing workloads, management policies, cooling methods, and ambient temperature. This facilitates optimisation of data centre energy efficiency also for low and variable loads rather than just for peak loads as it is usually done today. The main concept of the project is presented in Fig. 1 . DEBBs and SVD Toolkit are verified using a testing environment based on Resource Efficient Computing & Storage (RECS) servers [5] , allowing fine grained monitoring and control of resources and supporting various configurations. In the next section we describe architecture of the SVD Toolkit and present data centre efficiency building block concept implementing models used by SVD Toolkit.
SVD toolkit and models
As noted previously, the main outcomes of the CoolEmAll project are (a) data centre efficiency building blocks (DEBBs), reflecting an assembly of data centre components on different granularity levels and containing models necessary for workload, heat and airflow simulation, and, (b) the simulation, visualisation, and decision support toolkit (SVD Toolkit), realised by coupled workload and Computational Fluid Dynamics (CFD) simulation, for analysis and optimised design of modular IT infrastructures and facilities with resource-efficient cooling. In the following subsections we describe these two main outcomes of the project, summarising the DEBB concept in Sect. 3.1, presenting SVD Toolkit architecture in Sect. 3.2 and describing main usecases in Sect. 3.3.
Data Centre Efficiency Building Block
The concept of the Data Centre Efficiency Building Block (DEBB) summarised in this section is based on the description and models provided in [14], fully described in [5, 15, 16] . A DEBB is an abstract description of a piece of hardware, cooling devices and other components or facilities, reflecting data centre building blocks on different granularity/hierarchy levels. It contains hardware and thermodynamic models used by SVD Toolkit to simulate workload, Fig. 1 The CoolEmAll concept power usage, heat-and airflow, enabling (energy efficiency) assessment and optimisation of different configurations of data centres built of these building blocks (DEBBs). Within CoolEmAll, a DEBB is organized hierarchically and can be described on the following granularity/hierarchy levels:
1. Node Unit reflects the finest granularity of building blocks to be modelled within CoolEmAll-a single blade CPU module, a so-called "pizza box", or a CPU module of the RECS unit. 2. Node Group reflects an assembled unit of building blocks of level 1, e.g. a complete blade centre or a complete RECS unit (currently consisting of 18 node-units). 3. ComputeBox1 reflects a typical rack within an IT service centre, including building blocks of level 2 (Node Groups), power supply units and integrated cooling devices. 4. ComputeBox2 building blocks are assembled of units of level 3, e.g. reflecting a container or even complete compute rooms, filled with racks, power-units, cooling devices, etc.
Thereby, a simulation of a DEBB on level n (i.e. the ComputeBox2 level), requires DEBBs of level n − 1 (i.e. ComputeBox1). For example, in order to enable a simulation of power, heat and airflow behaviour within the computing room (the ComputeBox2 level), corresponding objects must be defined or referenced on the ComputeBox1 level within the DEBB-hierarchy. These objects can be racks or cooling devices (e.g. compute room air conditional, air handler, chillers, heat-exchanger, fans, etc.). As the focus of CoolEmAll is to simulate energy and thermal behaviour of a DEBBs in order to assess their efficiency and optimise design, it is modelled as the smallest unit in the thermodynamic modelling process. Therefore, the complete Node Unit is the smallest feature that will be present in a simulation. The thermodynamic processes within a Node Group are modelled using Node-Unit models (node-unit DEBB), enabling to simulate accurate heat distribution within the Node-Group. The ComputeBox1 simulations will requirebesides the arrangement of the Node Groups-the velocity field and temperature at the Node Group outlets over time as inbound boundary condition and will provide the room temperature over time at the outlet of the Node Group as outgoing boundary condition. Similarly, the simulation of a computing room (ComputeBox2) or container will require the velocity field and temperature on inlets and outlets of racks (ComputeBox1), reducing simulation models to the required level [14] .
The formal structure of a DEBB is shown in Fig. 2 and consists of the specification of: (a) DEBB hierarchy with a reference to and position of objects (lower level DEBBs) within the scene (high level DEBB), (b) geometrical data describing object shapes necessary for the airflow simulation, (c) component description identifying a physical component as a part of the assembly hierarchy, (d) power profile describing a power usage for various loads/utilisation levels necessary for the workload simulation, (e) thermodynamic profile (including the air throughput profile) of particular components (such as fans within a node unit, node groups or racks) to be used for initial airflow settings necessary for airflow simulation, (f) geometrical data for an advanced visualisation, and (g) metrics assessing energy efficiency of a data centre building block. A detailed formal specification and examples of DEBBs can be found in [5, [14] [15] [16] .
In the next section we describe a realisation of the 1st prototype of the SVD Toolkit, presenting its components, architecture and use-cases.
3.2 Realisation of the 1st prototype of SVD toolkit As already noted, in March 2013, CoolEmAll developed the 1st prototype of the Simulation, Visualisation and Decision support toolkit (SVD Toolkit), enabling the assessment and user-driven optimisation of the cooling efficiency in data centres by means of coupled workload-and thermal-airflow simulation. Most of the components of the 1st prototype of the SVD Toolkit are open-source and can be freely downloaded from the project website [3] . In this section we describe a realisation of the 1st Prototype of SVD Toolkit, presenting its components, architecture and use-cases demonstrating the usage of the SVD Toolkit.
As noted, the main aim of the SVD Toolkit is to help data centre designers and operators to analyse, assess and improve cooling/energy efficiency of new or existing data centres. This is done in several different consecutive steps. First, various application profiles are calculated. These application profiles resemble the requirements normal applications usually have. With these application profiles synthetic workloads are generated and used by workload simulator to determine a power usage of the individual hardware components. These results are used as an input for CFD (Computational Fluid Dynamics) calculation. All results are stored in a central database and can be retrieved by web-based interface. Additional results are obtained by conducting several characteristic trials, so that all results can be verified [10] .
The deployment of SVD Toolkit components and interaction between them (indicated by numbers in a bracket) are shown in Fig. 3 and described below [10, 17] :
The Application Profiler is capable of analysing applications (being executed on reference hardware) and generating application profiles, describing the impact of different application phases (tasks) on the resources that execute it (step 0). An application profile consists of a sequence of application phases, each described by usage of resources: CPU, Memory, Disk and Network. Application profiles are stored in the Application Profile Repository and are referenced in workloads. They are as an input to the Data Centre Workload and Resource Management Simulator (DCworms) in order to assess power consumption of workloads and applications being virtually executed (simulated) using hardware models abstracting particular resources described in DEBBs (also available in the Repository).
The Repository allows storing, editing and accessing files remotely, while ensuring a consistency of several files belonging to the same version, representing the configuration for a specific experiment. The repository consists of a DEBB, a Workload, and an Application Profile repository. The DEBB repository includes a formal specification of DEBBs, described in Sect. 3.1. The Workload repository contains a description of the workloads that consist of a resource requirements definition and a reference to the application profile, used by the DCworms to calculate the actual power usage of resources.
The Data Centre Workload and Resource Management Simulator (DCWorms) is a simulation tool based on the GSSIM [1] framework that provides an automated tool for experimental studies of various resource management and scheduling policies in distributed computing systems. The DCWorms extends the basic functionality of GSSIM providing assessment of the power consumption of a workload (step 1), scheduled according to selected scheduling policy. Power usage estimation is possible thanks to well described power profiles of DEBBs stored in the DEBB repository (step 2). In addition to the power assessment, DCWorms also allows calculating air throughput on inlets/outlets of DEBBs. Results of the workload simulation (power usage and air throughput) are written to the Database (step 3), ready to be processed by the CFD solver.
The Computational Fluid Dynamics (CFD) Solver enables simulating and analysing complex heat flow (and dissipation) processes and their consequences on flow guiding structures, such as compute-building blocks in data centres. For this purpose a heat flow model defined by partial differential equations is defined. To perform these calculations different tools of OpenFOAM [8] and specifically developed software is used, described in [10] . CFD solvers are using this model to calculate and simulate the interaction of liquids and gases with surfaces defined by boundary conditions and parameters (step 4). The results of a simulation are passed over to Database (step 5).
The Database is responsible for accessing, managing and updating following data: (a) workload simulation results (air throughput and power dissipation) updated by DCworms (step 3) and retrieved by CFD simulation (step 4), (b) CFD simulation results containing temperature history for particular sample points, and (c) energy-and heat-aware metrics provided by the Metric Calculator assessing simulation results. All the results of the simulations (workload and CFD) as well as the assessment of the simulation results are retrieved and visualized by the CoolEmAll Web GUI. In addition, the database also contains real measurements captured from the execution of real workloads (jobs) executed The Metric Calculator is responsible for the assessment of simulation results. Based on metrics identified and defined in [11] , it assesses energy efficiency and cooling efficiency of building blocks (DEBBs). The calculation itself is based on data/metrics that are retrieved from the Database (step 6). Results of the calculation are written back (step 7) into the Database, to be retrieved and visualized by CoolEmAll Web GUI and in particular CoolEmAll Visualisation Tools (step 8). The realisation of the Metric Calculator is done by the python command line application that can be called with many different parameters depending of the selected metric calculation.
The Visualisation Tools delivers graphical user interfaces (GUI) to support users monitoring the project testbed, watching results of testbed and simulated experiments and comparing them with each other. These GUI interfaces include a web client enriched with advanced 3D visualisation. To present simulated experiment results (step 8), CoolEmAll Visualisation Tools visualises DEBB surfaces along with data stored in the Database, containing workload simulation results, CFD simulation results limited to temperature and airflow history for particular sample points on object surfaces, and heat and energy efficiency metrics assessing experiment results.
In the following section we describe main use-cases showing the usage of the SVD Toolkit to analyse, assess and optimise cooling/energy efficiency in data centres.
Main use-cases
In this section we summarise main CoolEmAll use-cases, demonstrating the usage of the SVD Toolkit to optimise cooling and energy efficiency in data centres, based on description provided in [9] .
Optimisation of rack arrangement in a compute room using open data centre building blocks
One of the most common problems in data centres is ensuring that the heat produced by servers is dissipated as efficiently as possible. In most cases, servers are located in racks arranged in rows within a server room. The efficiency of the cooling systems within the facility is heavily dependent on a range of factors including the arrangement of the racks, their heat density, placement of aisle containment, and how hot air is ducted from cabinets. Using SVD Toolkit, optimisation of existing or new facilities can be supported by simulating how various arrangements of the equipment in a computing room affect heat transfer. The goal thereby is to find an optimal arrangement of racks and aisles containment to prevent hot and cold air mixing and minimize risk of hot spots [9] .
Capacity management
The goal of the capacity management is to ensure that an IT capacity meets current and future business requirements in a cost-effective manner. In case of data centres it must include an analysis of both performance and energy efficiency for specific workloads. Using SVD Toolkit, data centre planners and operators who plan to extend or exchange IT equipment can analyse several options (at a CPU, server or rack level) to check if the required performance is delivered without exceeding pre-defined thermal envelopes and power usage limits. The goal thereby is to select the optimal configuration of hardware and management software for given application types factoring in performance and energy and cooling efficiency constraints [9] .
Analysis of free cooling efficiency for various inlet temperature
Data centre designers and operators are increasingly investigating the benefits of so-called free cooling (the use of outside air rather than mechanical cooling systems) to dissipate heat produced by IT equipment. This approach is closely coupled to another trend-raising the operating temperature (inlet temperature) of the facility (according to recent ASHRAE recommendations concerning server inlet temperatures). Raising operating temperatures sufficiently could allow a data centre planner to design a facility that does not require expensive mechanical chillers which has significant capital and operating costs implications. However, the use of such approaches has traditionally been held back by concerns over impacts on uptime and availability (if IT equipment gets too hot it can fail). Thanks to the predefined building blocks developed in the project, SVD Toolkit users will be able to analyse the impact of input temperature (and humidity) easily, allowing to find a maximum inlet temperature in which a data centre can operate safely for given workloads.
Assessing cooling efficiency-evaluation results
In this section we present evaluation results of the first prototype of SVD Toolkit, allowing assessing cooling efficiency on sever (Node Group) level and on compute room (ComputeBox2) level in data centres.
Analysing cooling efficiency in servers
Evaluation results presented in this section refer to the capacity management use-case, described in Sect. 3.3.2, where thermal capability of particular server configuration and particular workload are assessed. As noted, the input to the CFD-simulation in this stage is executed on the level of a server in the DEBB hierarchy. The geometry is a standard Resource Efficient Computing & Storage (RECS) [15] unit as it is used as a testbed to verify simulation models. Because of symmetry inside the configuration of a RECS it is Fig. 4 . This makes the calculation much faster and therefore possible to test more configurations without a significant loss in information. To visualise the complete geometry it is possible to reassemble to complete geometry during post processing and display different load configurations. Figure 4 shows used geometry configuration. All relevant boundary patches are coloured as follows: outlets are coloured in red, inlets are coloured in blue and the heatsinks are yellow. For inlets the temperature and pressure conditions are set. The heatsinks are modelled as walls with a specified temperature and the outlets are left open. So for the outlets values for velocity and temperature are calculated. For ease in comparison and storage the corresponding values for the outlets are averaged. So only one value for velocity and temperature each has to be stored and compared per each outlet. The input parameters come from direct input. The flow velocity is extracted from the pressure/velocity chart of the fans. Temperature values are taken from workload simulations and measurements in real hardware.
During the tests of the SVD Toolkit several CFDsimulations were done. Results of the simulations are presented in Fig. 5 . As mentioned above first there was one quarter of a standard RECS was simulated. Figure 5 shows the distribution of flow and heat inside one quarter of a RECS. Flow is represented by the streamlines and the ve-locity vectors. Both, streamlines and velocity vectors are coloured according to the speed of the flow. Red means maximum speed and blue represents the slowest speed while green is in between. Heat distribution is displayed along the cutting plane through the geometry. Again, blue resembles the lowest temperature and red shows the highest temperature while green is in between. It is clearly visible that most of the fluid passes through the heatsinks. While passing through the fluids get heated up and therefore the heatsinks are cooled and the heat is removed from the hardware components. But it is also clearly visible, that some of the flow does not pass through the heatsinks and the flow though the heatsinks is considerably slowed down while passing through. As the fluid enters from the left and exits through the right it is clearly visible how the flow heats up while passing through the RECS. So one can see easily that the fluid entering the second row of heatsinks is considerably hotter than the fluid entering the first row of heatsinks. This leads to the conclusion, that the cooling of the hardware located more closely to the outlet on the right is not so well cooled. This is most due to the fact that the fluid is heated up, the slowing down of the fluid has almost no effect on the heat removed. The temperature of the heatsinks are set as boundary conditions, as these temperatures are given by the thermocouples in the CPUs. Although there is a more or less even distribution of flow velocity it is obvious, that a considerable amount of flow bypasses the heatsinks. This surely leads to some kind of ineffectiveness in cooling and can be improved. The simulation of this particular RECS geometry is to be considered as an example. It is possible to simulate other types of cooling, for example water cooling with different cooling circuits.
Analysing cooling efficiency in compute-room
Evaluation results presented in this section refers to optimisation of rack arrangement in a compute room use-case, described in Sect. 3.3.1, assessing cooling efficiency in compute room. Basic case evaluated during the development of the SVD Toolkit was a generic compute room. This room is 12 meters wide, 20 meters long and 3 meters high. Inside there are 24 racks located. The racks are placed in one half of the room to achieve an uneven distribution. Air is considered as a cooling fluid and enters the rooms via the tops of the racks. The outlet for the cooling fluid is located in a side wall of the room on the opposite site compared with the racks. Figure 6 provides quick overview of the flow and its inlets and outlets. As one can see the air enters trough the grey coloured squared resembling the top of the racks and exits through the grey opening to the right. Again the velocity distribution is represented by streamlines and velocity vectors. Colour again resembles the values, blue for low values and Figure 7 presents the same compute room, but here the uneven distribution of heat inside the room is more obvious. In the upper half of the picture one can see an accumulation of heat although there are almost no racks located. This proves the use of a tool like the SVD Toolkit viable, as nobody had expected heat accumulating in that place. Figure 8 presents heat and airflow distribution for real compute-room configuration. We can observe, that there are several hotspots in the compute-room due to insufficient airflow. The upper left and the most right rack in the figure have quite high temperatures, indicating deficits on airflow circulation leading to heat accumulation.
In this fashion it is possible to model and assess all types of compute rooms. In particular it is possible to simulate compute rooms with hot and cold aisles, allowing to evaluate different cooling methods.
Summary and work in progress
In this paper we presented the CoolEmAll holistic approach enabling optimisation of the energy efficiency in data centres. We also described an architecture and realisation of the 8 Heat and airflow simulation within the compute-room-real configuration 1st prototype of the SVD Toolkit, enabling an assessment and user-driven optimization of the cooling efficiency in data centres. To demonstrate the usage of the SVD Toolkit, we described main use-cases, and presented results obtained from an assessment of the cooling efficiency for a server and compute-room. The project is currently working on a development of the 2nd prototype of the SVD Toolkit, extending the 1st prototype by an integration with: cooling-models allowing to asses the energy-usage of cooling-devices, COllaborative VIsualization and Simulation Environment (CO-VISE) [2] integrating simulations, postprocessing and visualization functionalities in a seamless manner, the DEBB configurator allowing to easily define DEBBs, and many other features simplifying usage of the SVD toolkit for different user-groups, including data-centre designers and operators.
