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Abstract
We use Ehrenfeucht-type games to prove that Monadic Second Order logic admits labelled
zero-one laws for random free trees, generating the complete almost sure theory. Our method
will be to dissect random trees to get a picture of what almost all random free trees look like.
We will use elementary (second moment) methods to obtain probability results. c© 2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction
In [5], Compton conjectured that for any Monadic Second Order (MSO) sentence
 in the language of graph theory with a constant, there exists a real number p
such that if a tree was chosen randomly from all the n-vertex rooted trees (n large),
the probability that the chosen tree would satisfy  would be approximately p. This
conjecture was proven by sophisticated generating function techniques in [26], for both
labelled and unlabelled trees.
In this paper, we use more elementary techniques to develop a related result, which
could be proven by using the generating functions method construction of [26]. This
is: over random labelled free (rootless) trees, MSO admits a zero-one law. We use
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elementary probabilistic methods for this one, and we will see how these techniques
can be used to obtain basic facts about random trees.
This is one of a set of three papers on MSO asymptotics on random acyclic graphs.
In [21], we use elementary methods to get another result parallelling one of Woods’s
results: on random unlabelled acyclic graphs, MSO zero-one laws exist. And in [20],
we use elementary methods to get a diHerent kind of result: on labelled trees with
successor, a MSO “successor-invariant” query  admits a vector (p0; : : : ; p−1) such
that if n is very large, and 06r¡, the probability that a random (n + r)-vertex
acyclic labelled graph satisKes  is approximately pr .
This paper is in two parts. In Section 2, we use FraLMssNe–Ehrenfeucht games to prove
that for every MSO expressible property P, there exists a rooted tree T such that
either:
• every free tree having a copy of T as a subtree satisKes P, or
• every free tree having a copy of T as a subtree violates P.
In Section 3, which can be read independently of Section 2, we present an elemen-
tary proof that for every Kxed rooted tree T, almost all large enough free trees have
copies of T as subtrees. We end that section with two other applications of ele-
mentary techniques in proving results previously established by more sophisticated
machinery.
2. Some logic
In this section, we present some basic facts about MSO logic and its associated
FraLMssNe–Ehrenfeucht game. We will be working with graphs (possibly expanded with
some unary relations and constants), i.e., with structures G= 〈G;Edge; S1; : : : ; Sk ; c1; : : : ;
cl〉, where G = |G| is the set of vertices, i.e., the domain of G, where Edge is the edge
relation of G, and where S1; : : : ; Sk ⊆G are unary relations on G while c1; : : : ; cl ∈G
are constants in G. (And G has ‖G‖= |G| elements.) We will use the usual nota-
tion for expansions: if G= 〈G;Edge; S1; : : : ; Sk′ ; c1; : : : ; cl′〉 and Sk′+1; : : : ; Sk ⊆G while
cl′+1; : : : ; cl ∈G, then
(G; Sk′+1; : : : ; Sk ; cl′+1; : : : ; cl) = 〈G;Edge; S1; : : : ; Sk ; c1; : : : ; cl〉:
If G has one binary relation—the Edge relation—perhaps expanded by k unary relations
and l constants, say that it is of schema (1; k; l).
The logic in this article is from the intersection of “Knite model theory” (see, e.g.
[6]) and computational complexity theory; this intersection is often called “descriptive
complexity” (see, e.g. [12]).
2.1. Monadic second-order logic
Before we go into the logic, we should note what kind of variables we are using. The
3rst-order variables range over vertices of a graph, while the second-order variables
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range over the relations. In this paper, all second-order variables range over unary
relations: they are thus monadic.
2.1.1. Constructing MSO
We will be working with Monadic Second Order (MSO) logic, in the language of
graph theory, which we characterize as follows. Note that in the language of graph
theory, there is one binary relation, Edge, a number of unary relations R1; : : : ; Rk , and
a number of constants c1; : : : ; cl. We will need a notion of (Krst order) quantiKer depth,
which we will characterize as well.
• The atomic formulas Edge(x; y) and x =y are of depth 0; if S is a monadic second-
order variable, or a monadic relation, S(x) is of depth 0. Here, x could be a Krst-order
variable or a constant symbol.
• The boolean combinations are the negations, conjunctions, and disjunctions. If ’
and  are of depth at most r, then the same is true of ¬’; ’∧  , and ’∨  .
• The 3rst-order quanti3cations are ∃x’ and ∀x’, where x is a Krst-order vari-
able. If ’ is of depth r, then ∃x’(x) and ∀x’(x) are of depth r + 1. In Krst-
order quantiKcation, we deKne free and bound Krst-order variables in the usual
way: in ∃x Edge(x; y); x is bound by the existential quantiKcation, while y is
free.
• Let ( RS) be a formula with no second-order quantiKcations, no free Krst-order vari-
ables, and of Krst-order quantiKer depth l. Let RS be a list of k monadic second-order
variables. Then for any string Q of k quantiKcations, Q RS( RS)≡Q1S1· · ·QkSk( RS) is
a MSO sentence of joint depth (k; l).
Thus, the MSO sentences we look at will be of the form Q RS’( RS), where ’ has no
second-order quantiKcations. It is known that every MSO sentence is equivalent to a
MSO sentence of this form.
Incidentally, the First Order (FO) sentences are those MSO sentences with no
second-order variables, and hence no second-order quantiKcations.
2.1.2. MSO Fra89ss:e–Ehrenfeucht games
We will use a variant of the FraLMssNe–Ehrenfeucht games developed for MSO in [9].
We deKne the Fra89ss:e–Ehrenfeucht game for MSO as follows (this is essentially the
game of [9]; see [6] or [12] for a careful treatment). This is the game for graphs
perhaps expanded by some unary relations and maybe some constants. There are two
players, whom we call the Spoiler and the Duplicator. This is a board game, and the
board consists of two (perhaps expanded) graphs, A and B, of a common schema
(1; k ′; l′): say
A= 〈A;EdgeA; RA1 ; : : : ; RAk′ ; cA1 ; : : : ; cAl′ 〉
and
B= 〈B;EdgeB; RB1 ; : : : ; RBk′ ; cB1 ; : : : ; cBl′ 〉:
The Spoiler is trying to diHerentiate between A and B while the Duplicator is trying
to show their similarity. For the “(k; l)-game”, there are l pairs of pebbles, l labelled
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pebbles for each graph. In addition, there are k colored marking pens. This is how the
game works.
• First, there are k pairs of marker moves. For each i∈{1; 2; : : : ; k}, the ith pair of
marker moves consists of the Spoiler choosing A or B, and marking some set
of vertices in that graph with the ith marker; then the Duplicator marks a set of
vertices in the other graph with the ith marker. Let SAi ⊆ |A| be the set of vertices
of A marked by the ith marker, and let SBi ⊆|B| be the set of vertices of B marked
by the ith marker.
• Then there are l pairs of pebble moves. For j∈{1; 2; : : : ; l}, the jth pair of pebble
moves consists of the Spoiler choosing A or B, and placing the jth pebble of that
graph on one of its vertices; and then the Duplicator responding by placing the jth
pebble of the other graph on one of its vertices. Let aj ∈ |A| be the vertex of A
pebbled by the jth pebble of A, and let bj ∈ |B| be the vertex of B pebbled by the
jth pebble of B.
• After all the marking and pebbling, there is a pair of expanded structures
(A; SA1 ; : : : ; S
A
k ; a1; : : : ; al) and (B; S
B
1 ; : : : ; S
B
k ; b1; : : : ; bl):
The Duplicator wins the game iH the (partial) map aj → bj; j = 1; : : : ; l; cAm → cBm ;
m= 1; : : : ; l′, is a (partial) isomorphism under Edge, R1; : : : ; Rk′ ; S1; : : : ; Sk . Other-
wise, the Spoiler wins.
Easily, either the Spoiler or the Duplicator has a winning strategy. We are interested
in which player has a winning strategy. If the Duplicator has the winning strategy (in
which case we say that the Duplicator wins) for the (k; l)-game for A and B, we write
A≡k; lB.
Remark 2.1. If (A; : : :)≡k; l (B; : : :) for any expansions (A; : : :) and (B; : : :) of
A and B, resp., then A≡k; lB. Also that if k ′′¿k and l′′¿l, then A≡k′′ ; l′′
B⇒A≡k; lB.
It is not diScult to see that for each k; l; ≡k; l is an equivalence relation on structures
of a common schema. There is a tendency in the literature to refer to the equivalence
classes of ≡k; l as “FraLMssNe types”, but we will Knd it more useful to construct a similar
kind of type explicitly as follows.
Denition 1. Fix an integer r. We deKne the Extended Fra89ss:e relation ≡∗k; l and
its equivalence classes, the Extended Fra89ss:e types (or EF-types) as follows. The
class of all graphs expanded by r unary relations and r constants is partitioned into
equivalence classes by the equivalence relation ≡0;0: these are the (0; 0)-EF-types.
(Note: A≡0;0 B iH the map cAi → cBi ; i = 1; : : : ; l, is a (partial) isomorphism.) For a
graph A of schema (1; r; r), let type0;0(A) be the (0; 0)-EF-type of A. And let ≡∗0;0
be ≡0;0.
We de3ne the extended Fra89ss:e relation and the extended Fra89ss:e types by the
following induction.
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Given a structure A of schema (1; r; r − s); 16s6r, let “A→A′” mean that A′ can
be obtained from A by expanding A by a single (r − s + 1)st constant. Let
type0; s(A) = {type0; s−1(A′) :A→A′}
be the (0; s)-EF-type of A, and given two structures A and B, of common schema
(1; r; r − s), let “A≡∗0; sB” mean that type0; s(A) = type0; s(B).
DeKne the (s; r)-EF-types and ≡∗s; r similarly on graphs of schema (1; r − s; 0).
This does not stray too far from FraLMssNe types.
Proposition 2. For each k; l; ≡∗k; l is a re3nement of ≡k; l.
Proof. It suSces to prove that if A≡∗k; lB, then the Duplicator wins the (k; l)-FraLMssNe
game for A and B. This is the Duplicator’s winning strategy.
Suppose that the Spoiler and the Duplicator have played until they have reached
the expansions A′ and B′, where A′≡k′ ; lB′, or A′≡0; l′ B′, depending on where the
game is (w.l.o.g., suppose that A and B are (k ′; l)-EF-equivalent graphs of schema
(1; k−k ′; 0): they are still in the vertex marking part of the game). The Spoiler chooses
one of A′ or B′, say A′, and marks some vertices of A′ with the (k ′ + 1)st marker.
In eHect, the Spoiler chooses an expansion A′′ of A′ by expanding A′ with a relation
SAk−k′ to get A
′′ = (A′; SAk−k′). As A
′≡∗k′ ; lB′, there exists an expansion B′′ of B′ such
that A′′≡∗k′−1; lB′′, so the Duplicator can mark some vertices to get a relation SBk−k′
where B′′ = (B′; SBk−k′). Now the game is at A
′′ versus B′′, where A′′≡∗k′−1; lB′′.
By continuing to play in this way, the game eventually reaches A′′′≡∗0;0 B′′′, and the
Duplicator wins.
(In fact, ≡∗k; l is the same relation as ≡k; l. We have no need or time for this now.)
The advantage of this reKnement of FraLMssNe equivalence is this.
Proposition 3. Let  and ′ be EF-types. Suppose that there exists A∈  and A′ ∈ ′
such that A′ is an expansion of A. Then for every B∈ , there is a B′ ∈ ′ such that
B′ is an expansion of B.
Proof. Recall the notation → for one-relation and one-constant expansions from DeK-
nition 1. Let A=A0 →A1 →A2 →· · ·→Aj =A′. Let B0 =B, and construct by recur-
sion B1;B2; : : : ;Bj as follows. Given Bi where type(Bi) = type(Ai) (suppressing the
subscripts of “type”), we know by DeKnition 1 of ≡∗k; l that as type(Ai+1)∈ type(Bi),
there exists B′i extending Bi such that type(B
′
i ) = type(Ai+1). Set Bi+1 =B
′
i , and con-
tinue. In the end, Bj ∈ ′ and Bj is an expansion of B.
Proposition 4. For each k; l; ≡∗k; l has 3nitely many equivalence classes.
Proof. This is trivial for k = l= 0. Now, if there are at most t0; l equivalence classes
for ≡∗0; l, then as the (0; l + 1)-EF-equivalence classes correspond with the (0; l + 1)-
EF-types, and as there are at most 2t0; l − 1 (0; l + 1)-EF-types, there are Knitely many
336 G.L. McColm /Discrete Mathematics 254 (2002) 331–347
(0; l + 1)-EF-equivalence classes. Similarly, if there are but Knitely many (k; l)-EF-
equivalence classes, and hence Knitely many (k; l)-EF-types, there are Knitely many
(k + 1; l)-EF-types, and hence Knitely (k + 1; l)-EF-equivalence classes.
The following was actually proven directly in [9] (the Krst-order case is in [8]):
see [6].
Corollary 2.1. For each k; l, there are 3nitely many (k; l)-types for each schema. In
addition, for each MSO sentence  and each pair of structures A and B, all of a
common schema, if  is of joint depth (k; l), and if A≡k; lB, then A |=  i= B |= .
We will often say that if A is of type , then A is a ‘-structure’.
2.2. Trees
In this paper, we will look at structures sometimes called ‘free trees’ and sometimes
called ‘acyclic graphs’. These are diHerent from ‘rooted trees’ (or just ‘Knite trees’, if
you are a set theorist).
• Set theorists often regard a rooted tree as a Knite partial order with a single minimal
element (the ‘root’) and such that for any x in the partial order, the set of all
predecessors of x is linearly ordered.
• Graph theorists often regard a rooted tree as a connected acyclic graph with a distin-
guished constant vertex, the ‘root’. A connected acyclic graph with no distinguished
root is thus a ‘rootless’ or free tree.
These two deKnitions are MSO-equivalent in the sense that given a tree partial order,
one can deKne the acyclic graph Edge relation (and its root) in MSO over that partial
order; and given that acyclic graph and its root, one can deKne the partial order in MSO
over the root and graph. In this paper, we will use the graph theorists’ nomenclature.
We want to show that for any given MSO sentence, almost all large enough free
trees agree on that sentence. What we will do is show that for each r, there is a
“subtree” (we will deKne this notion in a moment) Tr such that:
• For any free trees A and B, if A and B both have Tr as a subtree, then A≡r; r B,
and
• Almost all large enough free trees have Tr as a subtree.
This will be suScient for our purposes. We need to formalize this notion of a ‘subtree’.
In order to clarify matters, we Kx a convention. For the rest of this paper, trees,
both rooted and free, are graphs.
Denition 5. Given a free tree A and a rooted tree T with root t, A has T as a subtree
if there is a graph embedding  : |T| → |A| such that A− [T− {t}] is connected.
We will sometimes imagine a vertex of a tree as being the root of many disjoint
subtrees, disjoint except for their common root. Furthermore, in each of these subtrees,
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we will imagine the root to be of degree 1. Imagine a bunch of grapes: at a branching
of the stem, many substems extend to subbranches. Thus:
Denition 6. A rooted tree whose root is of degree 1 is called planted.
We will need another notion.
Denition 7. For each r and s, s6r, let Ts; r be the set of (s; r)-EF-types of rooted
trees expanded by r − s unary relations, and let T0; s be the set of (0; s)-EF-types of
rooted trees expanded by r unary relations and r − s additional constants.
And now for the key tool of the article.
Theorem 2.1. For each r, there exists a rooted tree Tr such that if A and B are
each free trees with Tr as a subtree, then A≡r; r B.
We will prove this theorem in the next subsubsection.
2.2.1. Proof of Theorem 2:1
Fix r. We will Krst describe a method for constructing the rooted tree Tr . Then we
will look at how a copy of Tr appears in a free tree. Finally, we prove that if A and
B are free trees having copies of Tr as subtrees, then A≡r; r B; this proof will be by
an induction.
Obtaining Tr . Recalling the notation of DeKnition 7 (which follows that of
DeKnition 1), suppose that for each s6r; ts = |Ts; r| and t′s = |T0; s|; viz., there are ts
(s; r)-EF-types of rooted trees expanded by r−s unary relations, and there are t′s (0; s)-
EF-types of rooted trees expanded by r unary relations and r − s additional constants.
Partially order the EF-types: actually, if Tr =
⋃
s6r Ts; r ∪
⋃
s6r T0; s, we will partially
order all of Tr . If ; ′ ∈Tr are such that the schema of ′ is an expansion of the schema
of , let ≺ ′ mean that there exists a structure of type  that can be expanded to
a structure of type ′. Then by Proposition 3, if ≺ ′, then each -structure can be
expanded to a ′-structure.
For each EF-type ∈Tr , deKne an integer  ¿0 by the following recursion. For
each , let T be the set of EF-types ′ such that a -structure can be expanded to
a ′-structure by adding a single unary relation, or a single constant. (Note that if
 is an (s + 1; r)-type, then T⊆Ts; r , while if  is a (0; s + 1)-type, then T⊆T0; s.)
Then set:
• If  is a (0; 0)-EF-type, then   = 1.
• If  is a (0; s + 1)-EF-type or an (s + 1; r)-EF-type, for s¡r, let   =
∑
′∈T  ′ .
Now construct Tr as follows.
• First, for each ∈Tr; r , take a rooted tree T of EF-type .
• Second, extend T by attaching an edge to the root of T, and this new edge’s other
vertex is a new root. The result is a planted tree T′, whose root is the new root.
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• Third, take   copies of T′ and identify their roots, to get a rooted tree T′′ , whose
root is of degree  .
• Finally, take all these trees T′′ ; ∈Tr; r , and identify their roots to get a single tree
Tr , whose root is of degree
∑
∈Tr; r  .
We claim that this rooted tree Tr works: if A and B each have copies of Tr as
subtrees, then A≡r; r B.
How the subtree Tr appears in a free tree. Before we go on, notice that in the
statement of the theorem, A and B are free trees. So we can add a ‘root’ to them, and
have the Duplicator fashion a strategy by playing around the roots. By Remark 2:1, if
the Duplicator can win the game (A; rootA) versus (B; rootB), then he has a winning
strategy for the game A versus B. What we will do is have a copy of Tr in A, and
another in B, with roots a∈ |A| and b∈ |B|, respectively. The Duplicator will use
a and b as landmarks in A and B, respectively, playing around these two vertices
by taking advantage of the fact that from these two vertices, the two free trees ‘look
alike’.
So suppose that A and B each have Tr as a subtree: we have graph embeddings
Tr →TAr ⊆A and Tr →TBr ⊆B. We claim that A≡r; r B.
Let A′ be the result of removing the copy of Tr from A, except for the root a,
which we leave to be the root of the thus rooted tree A′. Let B′ be a similar rooted
tree, of root b, obtained by removing TBr from B.
Let us look at these pruned trees A′ and B′. If a is of degree dA in A; A can be
constructed by taking the dA minimal subtrees of root a as planted trees and identifying
the roots. (Note: the minimal subtrees are those that are, as rooted trees, planted trees.)
Similarly, if b is of degree dB in B; B can be constructed by taking the dB minimal
subtrees of root b and identifying the roots. Then for each ∈Tr; r , we have, say, a(r; r)
of the dA planted subtrees around a in A are of (r; r)-type , and similarly, say that
there are b(r; r) planted subtrees around b in B of (r; r)-type .
Remark 2.2. Notice that as a is the root of the copy of Tr; r in A; a(r; r)¿ ; similarly,
b(r; r)¿ .
(This remark will be the basis of the induction at the end of the proof.) We call
these planted subtrees of A of root a and B of root b the prime subtrees to distinguish
them from the other subtrees of these two trees.
How the Duplicator wins. We now describe the Duplicator’s winning strategy in
the (r; r)-game of A versus B, and why it works. We will just describe the strategy
for the Krst r pairs of moves, as the game for the second r pairs of moves is similar.
So Krst, we consider the Krst r pairs of marker moves.
Before looking at the (r− s)th pair of moves, s6r, we have to look at the situation
that the game is in just before then.
• Suppose that just before the (r− s)th pair of moves the position is at two structures
Ar−s = (A; SA1 ; : : : ; S
A
r−s−1) versus Br−s = (B; S
B
1 ; : : : ; S
B
r−s−1).
• Suppose that just before the (r− s)th pair of moves, there are, for each ∈Ts; r ; as; r
prime subtrees of type  and root a in the expansion Ar−s (expanded by the r−s−1
G.L. McColm /Discrete Mathematics 254 (2002) 331–347 339
unary relations played thus far on A). Similarly, there are bs; r prime subtrees of type
 and root b in the current expansion Br−s.
As our inductive hypothesis, suppose that for each (s; r)-EF-type  on graphs expanded
by r − s− 1 unary relations and a constant (for the root, a in A and b in B), at least
one of the following holds:
• We have as; r ; bs; r¿ : there are over   prime subtrees of EF-type  about the root
(namely, a) of As and over   prime subtrees of that EF-type about the root (namely,
b) of Bs. In this case, call  popular with respect to A and B.
• We have as; r = bs; r¿ : there are the same number of prime subtrees of that EF-type
about each root. In this case, call  precise with respect to A and B.
Notice that by Remark 2:2, the inductive hypothesis is true for s= 1: every (r; r)-EF-
type is either popular or precise (or both) with respect to A and B (from now on, take
the “with respect to A and B” for granted). We claim that if the inductive hypothesis
is true for s¡r, then it is true for s + 1.
The Spoiler marks a unary relation in either As or Bs. For each (s; r)-EF-type ,
the Spoiler thus adds a unary relation to each prime subtree of type . Here is how
the Duplicator responds.
If  is popular, then as   =
∑
′∈T  ′ , the Duplicator can respond as follows.
(1) Suppose that ≺ ′ and the Spoiler’s move on the primary trees results at least
 ′ primary subtrees formerly of type  becoming of type ′, then the Duplicator colors
at least  ′ -subtrees so that they will be of type ′.
(2) If ≺ ′ and the Spoiler’s move on the primary trees results in no more than  ′
primary subtrees formerly of type  becoming of type ′, then the Duplicator colors
precisely the same number of -subtrees to be of type ′.
If  is precise, then the Duplicator will of course respond only as in (2) above. Thus
for each (s; r)-type ′, there will be either at least  ′ primary subtrees of this type in
both Ar−s+1 and Br−s+1, or there will be the same number of primary subtrees of that
type in both Ar−s+1 and Br−s+1. So the induction hypothesis holds for s + 1.
Repeat until you get to (0; r)-types. By a similar argument, which we leave to the
reader, the induction hypothesis is preserved after r pairs of pebble moves. So at the
end of the game, the map from the pebbled vertices of A to the correspondingly pebble
vertices of B is a partial isomorphism under Edge and the additional r unary relations,
so the Duplicator wins.
This completes the proof.
Notice that the presence of a subtree isomorphic to Tr is First Order expressible,
and hence the MSO theory that we are trying to prove is a.s. true for free trees is First
Order expressible.
3. Probability on labelled trees
Let Tn be the set of all free trees on the vertices [n] = {1; 2; : : : ; n}: these are the
‘labelled’ free trees. We can regard these sets as probability spaces, each tree being
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equally likely. If A⊆Tn, let #n[A] = |A|=|Tn| be the probability that a randomly
selected n-vertex labelled free tree is in A.
One bit if mushy-mindedness: given a property P, if Pn is the set of n-vertex labelled
trees satisfying P, denote #n[P] = #n[Pn].
We will use the usual asymptotic and probabilistic notation, to wit:
• We let ‘g(n) = o(f(n))’ and g(n)f(n) mean limn→∞ [g(n)=f(n)] = 0, and
• We let ‘g(n) = O(f(n))’ mean lim supn→∞ [g(n)=f(n)]¡∞, and
• We let ‘g(n)∼f(n)’ mean limn→∞ [g(n)=f(n)] = 1.
We also have ‘E’ mean expected value.
This section will outline several applications of ‘the probabilistic method’ (see [2]
or, for a short introduction [25] or, even shorter [22]). We are looking at random
trees from a largely graph-theoretic point of view: for more on random graphs and
random trees, see [3,23,16] or [13] or, for readers who prefer shorter introductions,
[14] or [19].
3.1. MSO zero-one laws
One bit of nomenclature before we go on.
Remark 3.1. Some of the theorems will be of the form, ‘X is a.s. within o(B) of A’.
This is actually shorthand for ‘for any (¿0 and any )¿0, there exists N such that if
n¿N , then Pr[|An − Xn|¡(Bn]¿1− )’.
We are interested in properties that almost always or almost never hold.
Denition 8. Let P be a property of trees. If limn→∞ #n[P]∈{0; 1}, we say that P
obeys the labelled zero-one law. If a logic L is such that every L-deKnable property
obeys the labelled zero-one law, we say that L admits a labelled zero-one law.
We want to prove that MSO admits a labelled zero-one law. We will merely prove
that for each subtree T, as n→∞, the probability that a random free n-tree has T as
a subtree is 1− o(1); by Theorem 2:1, this will do the trick.
This is approximately how Woods [26] proved that MSO queries have asymptotic
probabilities on labelled and unlabelled rooted trees. In that paper, each vertex was
colored, depending on the subtrees it was a root of, and the colorings dictated what
MSO queries were true of the trees. The approach in [26] used generating functions,
while here we use Krst and second moments.
In [1, Proposition 7], it turned out that many families of random trees—including
our unlabelled (free) random trees—there is a ‘fringe distribution’ of subtrees such that
for each subtree T, the proportion of vertices that are roots of subtrees isomorphic to
T is very close to some number p′T ∈ (0; 1), for almost all trees very much larger than
T. Thus, a.s. large random trees have at least one copy of Tr . This result was proven
by a Markov process argument, and is an extension of a result of [10], which used a
branching process argument.
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Following the theme set in the introduction, we will now prove (our case of)
this result using the second moment method. The result we want is a variant of
[18, Theorem 4:4] (which dealt with digraphs of functions) and a stronger version
of the principal result of [10] (which said that for any T, as n→∞, the proba-
bility that a randomly selected vertex of a randomly selected tree approaches some
pT ∈ (0; 1)).
We need a notion of a sort of maximal subtree of a given root. In order to do this,
we will need the notion of a ‘center’ of a tree.
Denition 9. Let T be a tree. The center of T is the unique vertex (or pair of adjacent
vertices) such that removing that vertex (or vertices) from T leaves a collection of
components each having less than half the vertices of T.
All trees have centers (see, e.g. [4, Section 3.2]).
Denition 10. Given a tree and a vertex, a subtree having that vertex as its root is
tight in the tree if it is the maximal subtree having that root and not containing the
center of the tree.
We are now ready to state the theorem that says that for any T, almost all very
large trees have T as a subtree.
Theorem 3.1. Let T be any 3nite rooted tree. Then there exists pT ∈ (0; 1) such that
as n→∞; a random n-tree satis3es the following. Almost surely the number of ver-
tices of the n-tree that are roots of tight subtrees isomorphic to T
is (n + o(n))pT.
We will use a characterization of free trees developed in [7], see [17, Chapter 2].
Take a unary function
f : ([n− 1]− [1])→ [n]:
A cycle is a restriction of f to some set C ⊆ [n] of vertices so that the restriction fC
is a permutation with a single cycle. (We allow cycles of one vertex, i.e., f(v) = v.)
Given a cycle C, let min C be the least element of C. Let C1; C2; : : : ; Cc be the cycles of
f, ordered so that min C1¡min C2¡ · · ·¡min Cc. For each i∈ [c], let mi ∈Ci be the
vertex such that f(mi) = min Ci. Now, form a new function f∗ : ([n− 1]−{1})→ [n]
by setting:
• First, f∗(1) = min C1 and f∗(mc) = n.
• Second, for each d; 16d¡c; f∗(md) = min Cd+1.
• Finally, and for any i =∈{1; m1; : : : ; mc}; f∗(i) =f(i).
The free tree Tf is the graph of edges {{i; f∗(i)}: i∈ [n − 1] − {1}}. In [7],
there was exhibited a one-to-one correspondence between the unary functions
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f : ([n − 1] − {1})→ [n] and the n-vertex labelled free trees Tf (thus proving again
Cayley’s formula: there are nn−2 labelled free n-trees).
We are now ready to prove Theorem 3:1.
Proof of Theorem 3.1. First, we need a notion to deal with subtree-like subdigraphs
of the digraph of f.
Denition 11. Given a unary function f : ([n− 1]−{1})→ [n], a subtree fragment of
f is a set T ⊆ [n] such that:
• there exists precisely one i∈T such that f(i) =∈T ; we call this i the root of T , and
• for each i; j∈ [n], if f(i) = j∈T , but j is not the root of T , then i∈T , and
• if i is the root of T , then unless T = {i}, there exists j∈T such that f(j) = i, and
• there are no cycles in T .
If i∈ [n] is the root of the subtree fragment T , and if there is only one j∈T such that
f(j) = i, we call T a planted subtree fragment. If f(i) = j⇒ i∈T for all j∈T , even
if j is the root of T , we call T a tight subtree fragment.
Notice that a subtree fragment of f is a subtree fragment of f∗ which corresponds
in turn to a subtree of Tf. Notice that plantedness and tightness are preserved by
this correspondence. (Notice also that we will have to keep an eye on the irritating
technicality that 1 and n are not in any subtree fragments.)
We will estimate the number of copies of T that we expect to Knd in a random n-
vertex tree Tn ∈Tn. Actually, for logistical reasons, we will compute something slightly
diHerent. We will estimate the number of copies of T that are tight subtrees, and we will
do this by estimating the number of vertices that are roots of tight subtrees isomorphic
to T. For each v∈ [n], let Xv be the indicator random variable that v is the root of a
tight subtree isomorphic to T, and let X =
∑
v∈[n] Xv; we will use a ‘second moment’
argument to show that almost surely, X¿0, and then we will be done: a.s. a subtree
isomorphic to T will be present.
Suppose that T has k vertices and a automorphisms. Fix a vertex v∈ [n− 1]− {1},
and let S ⊆ [n]−{1; v; n} have k − 1 elements (we will Knesse over the unlikely cases
1; v; n∈ S). Let Xv; S be the indicator random variable that S ∪{v} induces a tight subtree
of root v isomorphic to T; thus the probability that Xv; S = 1 is
(1 + o(1))(k − 1)!=a(n− k)n−k−1
nn−2
∼ (k − 1)!
a
e−kn−k+1:
(The ‘1 + o(1)’ is a result of Knessing over 1; v; n =∈ S.) Since S1 = S2 ⇒Xv; S1Xv; S2 = 0,
the probability that Xv = 1 is thus E[Xv] = E[
∑
S Xv; S ], i.e.,
(1 + o(1))
(
n− 3
k − 1
)
(k − 1)!
a
e−kn−k+1 ∼ e
−k
a
:
And thus E[X ]∼ ne−k =a.
G.L. McColm /Discrete Mathematics 254 (2002) 331–347 343
We now compute the variance of X , with the goal of applying Chebyshev’s Inequal-
ity to show that almost surely X¿0. As
var[X ] = E[X 2]− E[X ]2
= E[X ] + E[
∑
v =w XvXw]− E[X ]
2∼ne−k =a + E[
∑
v =w XvXw]− n
2e−2k =a2;
the next step is to estimate E[
∑
v =w XvXw].
Fix two distinct vertices v and w; in order for them both to be roots of copies of
T, we must have two disjoint (k − 1)-sets S; T such that v is the root with S being
the rest of the subtree, and the same for w and T . The probability that this happens
for Kxed v; S; w; T is
(1 + o(1))((k − 1)!=a)2(n− 2k)n−2k
nn−2
∼
(
(k − 1)!
a
)2
e−2kn2−2k :
notice the Knessing term 1 + o(1): notice that while we do not count f(1) and f(n),
we do count f(v) and f(w). So as there are about
(
n−4
k−1
)(
n−k−3
k−1
)
∼ n2k−2=(k − 1)!2
disjoint ordered pairs of (k−1)-sets S; T ⊆ [n]−{1; v; w; n}, the probability that a given
pair v; w are both roots of such subtrees is about
n2k−2
(k − 1)!2
(
(k − 1)!
a
)2
e−2kn2−2k ∼ 1
a2e2k
and thus E[
∑
v =w XvXw]∼ n2=a2e2k . Thus, var[X ]∼ ne−k =a + n2=(a2e2k)− n2e−2k =a2 =
o(n2).
Now, we apply Chebyshev’s Inequality, which says that for any (¿0, the probability
that |X −E[X ]|¿(√var[X ] is at most (−2. Since E[X ]∼ n=(aek) and √var[X ] = o(n),
the probability that |X − n=(aek)|¿(n is o(1). As this holds for any (¿0, we can set
pT= 1=aek , and we are done.
So MSO admits zero-one laws for labelled free trees.
3.2. Other examples
One of the purposes of this article is to show that relatively elementary methods can
be used to prove things about random trees. (Two more advanced methods, generating
functions and branching processes, are discussed in [19].) We conclude this paper by
showing how elementary proofs could be used to show another result of Woods: that
every MSO query on rooted trees has an asymptotic probability. We will just outline
this and leave the details to the energetic reader.
Recalling DeKnition 10, say that a tight subtree of a rooted tree contains the root
of that rooted tree iH the path from the root of that tree to the center of that tree runs
through the root of the subtree.
Our Krst example is a result originally obtained in [11] by more classical techniques
(for a description of that terrain, see [15]).
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Proposition 12. There is a function g(n) = o(n) such that as n→∞; almost all func-
tions f : [n− 1]→ [n] have at most g(n) vertices in cycles.
This can be readily proven by brute force.
Proof. It suSces to prove that the expected number of vertices in cycles for randomly
selected functions f : [n− 1]→ [n] is o(n).
For an integer k¿0, say that a ‘k-cycle’ is a cycle of k elements of [n − 1]: note
that there are at most (n)k =k possible k-cycles (where (n)k is the product
∏k−1
i=0 (n−i)).
The probability that a given k-cycle actually is a cycle of a randomly selected function
f : [n − 1]→ [n] is n−k , so the expected number of k-cycles in a randomly selected
function f : [n− 1]→ [n] is at most (n)k =(knk).
So the expected number of vertices in k-cycles is bounded above by (n)k =nk , so the
expected number of vertices in cycles is bounded above by
n−1∑
k=1
(n)k
nk
=
n−1∑
k=1
n!nn−k
(n− k)!nn
=
n!
nn
n−1∑
k=1
nn−k
(n− k)!
=
n!
nn
n−1∑
l=1
nl
l!
6
n!
nn
en≈
√
2n
by Stirling’s Formula. Thus, the expected number of vertices in cycles is
O(
√
n) = o(n).
Recall the one-to-one correspondence between functions f : ([n−1]−{1})→ [n] and
the free trees. This becomes a one-to-one correspondence between functions f : [n −
1]→ [n] and the rooted trees if we set f(1) to be the root ([7], see [17, Chapter
2]). Thus by Proposition 12, f and Tf have almost identical structure, modulo a tiny
minority of vertices in cycles of f.
Incidentally, in [24], using counting methods, it was shown that a randomly selected
vertex from a randomly selected labelled n-vertex tree will be of degree k with prob-
ability 1=(k − 1)!e. But for each k, if T′k is the set of rooted trees whose root is of
degree k (so that T0 consists of the 1-vertex rooted tree), the probability that a vertex
is of degree k is (1 + o(1))
∑
T∈T′k pT. Thus:
Remark 3.2. For labelled trees, a randomly selected n-vertex tree will almost surely
have (n± o(n))=(k − 1)!e vertices of degree k.
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Now, for something a little less straightforward. Recall from [26] that MSO admits
asymptotic probabilities over labelled rooted graphs. While Woods used generating
functions, this can be proven by the above techniques.
Theorem 3.2. For any MSO sentence  in the language of graph theory with a con-
stant (for the root); there exists a p such that limn→∞ #n[] =p.
We need a lemma.
Lemma 3.1. Let Tr be the rooted tree of Theorem 2:1 3xing the r-EF-type of a free
tree. Let A and B be rooted trees so that the following is true.
In A; there is a vertex tA that is a root of a subtree TAr isomorphic to Tr ; and
tA is also the root of a subtree RA containing the root of A; suppose that the only
vertex in both TAr and RA is t
A. And in B; there is a vertex tB that is a root of
a subtree TBr isomorphic to Tr ; and is also the root of a subtree RB containing
the root of B; suppose that the only vertex in both TBr and RB is t
B. In addition;
suppose that RA≡r; r RB.
Then A≡r; r B.
This lemma is proven in essentially the same way as Theorem 2:1 and we leave it
to the reader.
Then we have:
Outline of the Proof of Theorem 3:2. Suppose that r is the quantiKer depth of , and
let Tr be as above. We are now in the space of rooted trees (of n vertices): denote
the root of the rooted tree by r, so that given a function f : [n− 1] → [n]; f(1) = r.
First of all, for a subtree T, the probability that r is the root of a tight subtree
isomorphic to T is (1 + o(1))pT by Theorem 3:1. Now, assuming that r is the root
of a tight subtree isomorphic to T, of k vertices, we can replicate a branching process
from r to generate a few more vertices.
Fix any )¿0. We claim that there will be Kxed M and N , depending only on ),
such that for suSciently large n, the following will be true. From r, we will, with
probability at least 1 − )=2, get a sequence x1 =f(r); x2 =f(x1); : : : ; xN =f(xN−1)
with the following properties.
• The vertex xN will be the root of a tight subtree containing at most M vertices.
• There will be an i; 16i6N , such that a copy of Tr is a subtree of root xi.
We leave the veriKcation of this claim to the reader who is either familiar with branch-
ing processes—or very determined, for a brute force counting approach works here,
too.
From this we conclude that with probability at least 1 − )=2, we get a vertex xi
as a root of a copy of Tr as a subtree, and whose tight subtree contains at most M
vertices: we can set t= xi. Letting R be the planted subtree of root t= xi containing r,
we see that R has at most M vertices. For any l∈ [L], we enumerate the r-EF-types
of planted trees, that contain an extra root r: 11; 12; : : : ; 1L. (Notice that L is Kxed,
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depending only on r itself.) We enumerate the planted trees of at most M vertices
that contain an extra root R: Rl;m;1; : : : ;Rl;m; Jl; m are of type 1l and have m vertices,
m6M . Then:
• Let pi be the (asymptotic) probability that xi is the Krst vertex in the sequence
x1; : : : ; xN which is the root of a subtree isomorphic to Tr .
• As the tight subtree of root xi has no more than M vertices, we can, for each m¡M ,
Kx a (asymptotic) probability pi;m that the tight subtree of root xi has m vertices.
(By ‘asymptotic’ we mean that we can have )→ 0, forcing M); N); n)→∞, and for
Kxed i; m, we get probabilities pi;m; ) such that pi;m; )→pi;m. This probability pi;m; )
will be conditional on the condition that for each i′; i′¡i; xi′ is not the root of a
subtree isomorphic to Tr .) Note that pi;m is independent of ).
• Using Theorem 3:1, for each l; j, there is a (asymptotic) conditional probability
pi;m; l; j that R is isomorphic to Rl;m; j—conditional on i being the least i′ such that
xi′ is the root of a subtree isomorphic to Tr , and on the tight subtree of root xi
having precisely m vertices. Again, pi;m; l; j is independent of ).
For Kxed n; l, let ql; n be the probability that a random rooted tree on n vertices
has a vertex x between its root and its center, where the planted subtree of vertex x
containing r is of r-Fraisse type 1l, and where x is the Krst vertex on this path from
r to the center that is the root of a copy of Tr . Choose n suSciently large so that ql; n
is within )=(2L) of:
ql =
N∑
i=1
M∑
m=1
Jl∑
j=1
pipi;mpi;m; l; j :
(Note that each ql is independent of ).) By Lemma 3:1, this is enough to Kx the r-EF-
type of the rooted tree. Then we simply observe that  must be a boolean combination
of the L possible types of R, and the conditional probability that  holds is within
)=2 of
∑
l∈4 ql, where ≡
∨
l∈4 l. Thus, the probability that  holds is within ) of∑
l∈4 ql.
We conclude by noting that Woods [26] asked what the asymptotic probabilities of
Theorem 3:2 might be. In the proof of the above theorem, we actually get a rather
opaque formula for probabilities of the atomic queries. We suspect that either an in-
novation, or a supply of elbow grease, is required to get the characterization Woods
desires.
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