Ultradian cycles are frequently observed in biological systems. They serve important roles in regulating, for example, cell fate and the development of the organism. Many mathematical models have been developed to analyze their behavior. Generally, these models can be classified into two classes: Deterministic models that generate oscillatory behavior by incorporating time delays or Hopf bifurcations, and stochastic models that generate oscillatory behavior by noise driven resonance. However, it is still unclear which of these two mechanisms applies to cellular oscillations. In this paper, we show through theoretical analysis and numerical simulation that we can distinguish which of these two mechanisms govern cellular oscillations, by measuring statistics of oscillation amplitudes for cells of different sizes. We found that, for oscillations driven deterministically, the normalized average amplitude is constant with respect to cell size, while the coefficient of variation of the amplitude scales with cell size with an exponent of −0.5. On the other hand, for oscillations driven stochastically, the coefficient of variation of the amplitude is constant with respect to cell size, while the normalized average amplitude scales with cell size with an exponent of −0.5. Our results provide a theoretical basis to discern whether a particular oscillatory behavior is governed by a deterministic or stochastic mechanism.
I. INTRODUCTION
Many biological systems exhibit oscillatory behavior. At the molecular level, many biochemical networks are found to be oscillatory. For example, during embryonic development, the cellular expression level of the Hes1 gene oscillates steadily. These Hes1 oscillations regulate cell differentiation and tissue formation [1] [2] [3] . The expression levels of many other genes and proteins have also been found to undergo oscillations during embryonic development. Some of them serve as internal clocks, while others regulate cell differentiation. Oscillatory behaviors are also commonly observed beyond embryonic development. The most notable is the cell cycle, which consists of periodic divisions and duplications of cells under strict and sophisticated regulation in each of its four phases [4] . Oscillatory dynamics are also observed in the stress response networks. Under ionizing radiation, p53, the protein responsible for cell fate decision upon activation by diverse stress signals oscillates steadily with a period of 5.5 h [5] . NF-κB, another gene regulator important in stress signal response, is also reported to show oscillatory behavior after activation, although its oscillation only lasts for a few periods [6] .
Over the years, many models have been developed to explain these oscillatory behaviors in biochemical networks. Among the models that do not give rise to oscillations by employing explicit time delays, most employ the idea of a supercritical Hopf bifurcation in a dynamical system described by ordinary differential equations (ODEs) [7] [8] [9] [10] [11] [12] . On the other hand, for a gene regulatory network such as the p53 network which responds to stress, and the Hes1 autoregulatory network for embryonic development, the use of noise-driven resonance has been explored, owing to the low copy numbers of the involved reactants [8, [13] [14] [15] . Since the two mechanisms-one based on supercritical Hopf bifurcation in deterministic dynamics (HBDD), and the other based on noise driven resonance (NDR)-are both capable of recovering the experimentally observed oscillatory behavior, we want to ask the question of whether these two mechanisms are equivalent in the biochemical context, and how to tell the difference between them if they are not equivalent.
We analyzed two statistics of noisy oscillations in our investigations: the coefficient of variation in oscillation amplitude C χ , which is defined in Eq. (14) , and the normalized average oscillation amplitude [the average amplitude of the oscillations over the mean copy number of the observed oscillating reactant, χ , which is defined in Eq. (13) ]. We focus on C χ for two reasons. It gives the statistics of noisy oscillations that is directly observable from experiments [5] , as well as information on how "regular" the oscillation amplitude is. Oscillations with a higher C χ is found to possess a less regular oscillatory pattern than one with a lower C χ . On the other hand, while C χ informs us of the regularity of the oscillations, χ indicates the discernibility of the oscillations. An oscillation in a biochemical network describes the periodic rising and falling of the copy number of one reactant or a group of reactants. In many occasions, the amplitude of the oscillations is smaller than the mean copy number of the oscillating reactant. And when the amplitude is much smaller than the mean copy number, i.e., χ 1, the oscillations become negligible. Thus, by using the normalized amplitude, one may determine whether or not the oscillations are discernible or significant within its biochemical network. It is worth mentioning that while the coefficient of variation is experimentally observable through detecting fluorescence of tagged proteins, the same cannot be said about the normalized amplitude. Due to the unpredictable transfection rates for genes encoding fluorescence tagged proteins and background noise, fluorescence data are usually measured in arbitrary unit with arbitrary zero levels, making cellwise comparison of normalized amplitudes from fluorescence data meaningless.
Cells of different types vary greatly in their sizes. For example, human alveolar macrophages have a typical size of 4990 μm 3 [16] , while that of lymphocytes is around 210 μm 3 . Also, cell size is not necessarily invariant even among the same cell type. For example, a cell that is undergoing the cell cycle has its size immediately halved upon division. And before the next division, it gradually grows back to roughly its original size. Hence its size ranges, at least, from half to its original size. Because cell-size variation is ubiquitous throughout the lifetime of an organism, for biochemical networks to function stably, its core functional features must be robust against cell-size variations. In our work, we find that for an oscillating biochemical network of which intrinsic noise is dominant, its oscillating reactants' amplitude distribution preserves different properties under cell-size scaling, depending on which mechanism underlies its oscillation. NDR driven oscillations maintain a constant C χ for cells of different sizes, suggesting that oscillations driven by the NDR model are able to keep the oscillation patterns consistent for cells of various sizes. In contrast, HBDD driven oscillations hold the normalized average amplitude constant, suggesting that the oscillations in the HBDD mechanism are equally discernible for cells of different sizes.
In this paper, we first show the oscillations driven by the two distinct mechanisms, using the Brusselator as an example. Next, we show how their amplitude distributions behave when cell size changes. More specifically, we will show that if the oscillations are driven by the HBDD mechanism, we can expect the normalized average amplitude to be invariant upon cell-size scaling operation, while for NDR driven oscillations, the coefficient of variation will be invariant under such operation.
Then, we shall mathematically explain why the statistics of oscillations through the HBDD and NDR model behave in such a way under cell-size scaling. While biochemical networks are multidimensional, their dynamics still display either of the scaling behaviors stated above based on which mechanism is driving it. In our paper, we have conducted simulations on the HBDD and NDR driven p53 regulatory network and Hes1 autoregulatory network and observed the predicted scaling behaviors.
Our investigation is entirely based on the dynamics of biochemical networks with intrinsic noise, without taking into account the effects of extrinsic noise. Although extrinsic noise is important in many biochemical processes, their behavior in the context of cell-size scaling is as yet undefined both theoretically and experimentally, hence rendering its investigation generally infeasible. Therefore, we shall focus on the effect of intrinsic noise on the mechanisms behind the oscillation phenomena, in the same spirit as exemplified by many other papers [10, 15, 17] .
II. INVESTIGATION FRAMEWORK
To simplify the problem, our investigation is performed on biochemical networks isolated from the environment. Thus, no extrinsic noise is considered in our systems. The reaction rates of our system are constants, with only the intrinsic Poisson noise from the reactions in the network giving rise to variation in the reactants concentration. Thus, any inherent differences resulting from the two different mechanisms under study are to be attributed to the underlying Poissonian noise as well as the dynamics of the oscillation models.
Our study is presented within the framework of stochastic differential equations. In this framework, a biochemical network is expressed via a tuple: ( x,v( x)), where x is a vector, representing the amount of each type of reactant; v( x) is a matrix with element v ij representing the rate of change of reactant i due to reaction j . With the system denoted this way, its dynamics can be fully expressed as follows:
where r is the number of reactions in the network, and dB ij (t) is the stationary Gaussian process [18] , satisfying
, for arbitrary i and k.
For simplicity, in the latter context we may also denote the reactant changing rate as v and the Langevin term by L, defined by
respectively. The Langevin equation is given by
Within this framework, if the system is able to attain stable oscillation by considering only the ODE part of Eq. (1), i.e.,
we say the oscillation is driven by the deterministic mechanism. While there are currently various network models driven by deterministic dynamics, the common underlying mechanism behind the resulting oscillatory behavior is usually that of a Hopf bifurcation [7] [8] [9] [10] [11] [12] . When a reaction network's parameter set falls into a region where the system dynamics in the deterministic limit is a limit cycle, the expressed level of its reactants is observed as a stable pulsing phenomenon. We call models like this oscillations driven by Hopf bifurcation in deterministic dynamics (HBDD).
On the other hand, noise driven resonance (NDR) systems are systems not capable of sustaining stable oscillation by numerically integrating solely the ODE part. But with the Langevin terms included and using the full Stochastic differential equation (SDE) given by Eq. (1) to perform the simulation, the system would maintain a steady, albeit noisy, oscillation. For a noise driven oscillatory system, the ODE part usually gives a damped oscillation. The noise is required to strengthen the oscillatory behavior, maintaining its amplitude at a nontrivial level [19] .
The main purpose of this paper is to analyze the different behaviors of the oscillatory systems through the HBDD and NDR mechanisms under cell-size scaling. Here, let us clarify this operation within our framework. Cell-size scaling is an operation performed on the reaction system which changes the reaction chamber size V without affecting the current reactant concentration or changing the probability of effective collisions. Symbolically, cell-size scaling (or spatial scaling) is a scaling operationη c applied to a biochemical system that satisfiesη
Since concentration of reactants is not affected by the operation, the number of molecules in the reaction chamber is proportional to the reaction chamber size. As reaction rate (proportional to probability of effective collision) is also a constant due to the fact that reactant concentration is unaltered, the number of reactions taking place per unit time in the reaction chamber is also proportional to the reaction chamber size. Denoting the system postoperation as ( x c ,v c ( x c )) in reaction chamber of size V c , we have
The deterministic dynamics of any biochemical networks as given by Eq. (7) is universally symmetrical to the scaling operation. However, when considering the dynamics of a full SDE set, no biochemical network is symmetrical to the scaling operation:
or, in short,
The ratio of relative noise strength between the cell-size scaled system and the original system is
For the same set of reactions and reactant concentrations, the smaller the cell size, i.e., η c 1, the larger the relative noise strength.
To describe an oscillating biochemical system, it is necessary to construct measures to quantify the oscillatory behavior. For example, by observing the number of molecules x i of a reactant that is periodically increasing and decreasing in copy number, we can obtain the oscillation amplitude χ of such a reactant. Two features of such oscillation amplitudes are extensively discussed in our investigations: the normalized average amplitude for reactant i, χ i , which is defined as
and the coefficient of variation of amplitude C χ i , which is defined as
The normalized average amplitude χ i signifies how discernible the spikes are from the resting average copy number of molecules i, i.e., x i . On the other hand, the coefficient of variation C χ i indicates how regular the amplitudes are with the presence of cellular noise. For biochemical processes where oscillations represent signals to downstream processes, the variation σ χ i in the pulsing amplitude quantifies the level of noise in the signal. Thus, a larger C χ i means a smaller signal-to-noise ratio for the noisy signal received by the downstream processes.
III. AMPLITUDE DISTRIBUTION OF OSCILLATION MODELS UNDER CELL-SIZE SCALING

A. Case study: Brusselator
The simplest model of a chemical system that can oscillate under both HBDD and NDR mechanisms is the Brusselator. The Brusselator is defined in Eq. (15) as follows:
where
In the deterministic limit, it is well established that there is a supercritical Hopf bifurcation at B = A 2 − 1 for the fixed point P = (A,
B A
). If B < A 2 + 1, P is a stable spiral; but if B > A 2 + 1, a limit cycle is formed around P . When the system described by Eq. (15) is oscillating in the latter regime, its dynamics arises from the HBDD mechanism since the oscillations are due to the limit cycle from the supercritical Hopf bifurcation at the deterministic limit [ Fig. 1(a) ].
Interestingly, although there is no limit cycle in the regime B < A 2 + 1, if the system size is small and B approaches the bifurcation point A 2 + 1 from the stable spiral regime, we can still observe the system's time series to behave like an oscillator [ Fig. 1(c) ]. This oscillation is induced by the Poissonian intrinsic noise of the reaction network, and maintained by the interaction between stable spiral dynamics that draws the trajectory back to the fixed point, and the noise that pumps the system away from it. Since such oscillationlike behavior is driven by noise, we refer to it as oscillations driven by the NDR mechanism.
Numerical simulations of these two Brusselator models showed that HBDD and NDR driven oscillations behave differently upon cell-size scaling. For the HBDD mechanism, . A more detailed comparison between the scaling exponent from the statistics of the two mechanisms is given in Fig. 2 and Table I [20] . Such differences in scaling behavior between the two mechanisms is not unique to the Brusselator. In the following subsections, we shall derive the scaling behavior of the statistics of the oscillation through the HBDD and NDR mechanisms in general, and observe their underlying differences. For simplicity, we shall confine our discussion to the two-dimensional (2D) phase space. Although most biochemical systems are multidimensional, oscillations can usually be described within a 2D manifold, which allows the results of the following derivations to apply. For a system oscillating through the HBDD mechanism without noise, the oscillation amplitude should be completely determined by the shape of the limit cycle. Since deterministic dynamics (excluding the Langevin term) of a biochemical system is scale invariant, as shown in Eq. (10) , its normalized amplitude is also scale invariant. Table I . In fact, these are the typical scaling exponents for the two oscillation mechanisms. The reason behind such scaling behavior will be explained in Secs. III B and III C. For both the HBDD and NDR mechanisms, the scaling behavior deviates from the linear fitting when scaling coefficient is small (η c < 1). Meanwhile, we also noticed that for data points that significantly deviate from the typical scaling exponent of the mechanism, their corresponding Fano number (grey bars) for oscillation period (measured with spike recognition threshold of 0.25σ y and time window of 10 mean period) is also significantly higher. Especially for the NDR mechanism, within typical scaling exponent, the Fano number is stabilized at around 2.5, while for data points with scaling exponent that deviates from it, their corresponding Fano numbers are close to 1. This indicates that, at these small scales, the system's behavior is closer to Poisson random walk than noise driven resonance.
However, due to the Poisson noise of the reactions, the trajectory of the full SDE is constantly being pushed away from the limit cycle, displaying a varying amplitude [ Fig. 1(a) ]. To quantify such variations, we need to understand how amplitude is measured first. Experimentally, the time series of the observed reactant is first divided into a series of time frames, each frame containing approximately one period of the oscillation. Then, within each time frame, amplitudes can be identified by TABLE I. Scaling exponent for amplitude χ of the HBDD and NDR models.
determining the local maximums. The respective values are obtained by computing the difference between the expression levels of the reactant at its local maximum with its average expression level. For a two-reactant limit cycle, as shown on the left of Fig. 3 , the local maximum measured for reactant a is at point A on the limit cycle, assuming the system has no noise. Its trajectory is perpendicular to axis a, and its amplitude is measured roughly as the distance between A and O projected on the a axis, χ 0 . However, if there is noise, the system shall reach its maximum in the vicinity of point A. If we construct a surface χ centered on A and orthogonal to the trajectory at the neighborhood of A, the procedure is analogous to yielding the intersection in phase space between trajectories of the system and a surface of section χ (Fig. 3, left) . Note that we can also select reactant b and analyze its amplitude by a similar procedure. Nonetheless, we shall restrict our discussion to the maximum amplitude of reactant a. From Sec. II, we know that for a biochemical reaction, the following formulation applies:
After scaling with coefficient η c , its dynamics becomes
We expect the dynamics to be stable and the trajectory centered on the limit cycle. If the noise is moderate, the trajectory shall stay in the neighborhood of the limit cycle ( Fig. 3, left) . Next, we express the system in terms of coordinates centered on the limit cycle ( Fig. 3 , right). In this new representation, the dynamics of the system can be expressed as
where the variables with subscripts 1 and 2 are vector components corresponding toê 1 andê 2 respectively. Note that x c is defined in the domain
where L c is the length of the limit cycle of the scaled system. If the length of the limit cycle in the original scale is
In this representation, the limit cycle is the line x c2 = 0. Without noise, the system trajectory converges to the limit cycle. However, the noise given by the Langevin terms constantly pushes the system away from the limit cycle. When the two "forces" balance each other in the ensemble, a distribution of system states is formed as a belt surrounding the limit cycle. It is worth noting that although x c2 is not specifically bounded, the probability of a trajectory reaching regions with large x c2 is very unlikely if the noise is moderate. For the convenience of further discussion, let us define the surface χ as a straight line orthogonal toê 1 . From the self-similar property of the limit cycle over cell-size operations, the surface's coordinate onê 1 on scaled system is x c χ = η c x χ = η c x A . The amplitude distribution is represented as the distribution of flux on surface χ :
where χ c 0 is the amplitude measure of the limit cycle at the local maximum in the scaled system at A c for reactant a. Since the limit cycle is deterministic, it is easy to show that
Now we estimate the scaling behavior of the amplitude distribution by calculating the analytical form of the flux χ (x c2 ) and its scaling behavior. Note that surface χ is orthogonal toê 1 . If the state space probability distribution P ( x c ) is known, the flux on χ at (x c1 = x c χ ,x c2 ) can be simply expressed as
Thus we need to obtain an analytical form of the state space distribution P ( x c ) to evaluate Eq. (21). We shall obtain P ( x c ) by solving Eq. (18) via the method of variable separation. In Appendix B, we have performed this under the following assumptions:
(1) Noise is moderate and constant in a reaction network.
(2) Noise along the limit-cycle and orthogonal to it is independent.
(3) The speed of the trajectory in phase space along the limit cycle is independent of the drift orthogonal to the limit cycle [m c1 = 0, with m c1 defined in Eq. (B12)].
(4) Retraction factor m c2 [also defined in Eq. (B12), explained in Appendix B] is a constant in the reaction network.
Under these assumptions, we have found the amplitude distribution to be
where C is a normalization constant.
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Henceforth for noisy oscillation driven by HBDD mechanism, we obtain
in correspondence to our numerical results in Sec. III A.
Although the assumptions we made appear to be too strict for an actual biochemical network, they allow us to obtain the analytical form of Eq. (22) by means of separation of variables. In real-life systems, the dynamics alongê 1 (along limit cycle) andê 2 (orthogonal to limit cycle) are usually correlated, making it difficult to find precise analytical solutions. We argue that the scaling behavior of the amplitude of HBDD driven oscillation still follows Eqs. (23) and (24) . This solution tells us that the C of the distribution given by Eq. (24) is determined by how strong the retraction term is, in comparison to the strength of noise. The retraction term is deterministic with scaling exponent 1, while the strength of noise has scaling exponent of 0.5. Hence their relative strength changes when the system size is scaled, making the C of the distribution asymmetrical to system size, with scaling exponent −0.5 as we have shown in Fig. 2(b) , and later on in Figs. 7(c) and 8(a).
C. Discussion on scaling behavior of amplitude distribution in NDR mechanism for mild noise strength
Biochemical networks oscillating under the NDR mechanism behave as damped oscillations in the absence of noise. Assuming the oscillation amplitude is small, we can approximate its deterministic dynamics through a linear approximation of the attractor of the damped oscillator x o = (x o1 ,x o2 ), while using the noise strength at x o to estimate the intensity of the Langevin term. The resulting approximation to the SDE takes the form
i being the index of the two reactants, j being the index of the reactions.
With this approximate description of NDR, we have proven in Appendix C that its distribution of oscillatory amplitude χ satisfies
where χ c is the oscillation amplitude of the cell-size scaled system. And with Eq. (26), it is easy to see that the average of the oscillation amplitude, i.e., the first moment of χ , has a scaling exponent of 0.5. Thus normalized average amplitude χ has a scaling exponent of −0.5. Similarly, from Eq. (26), we have
c . And according to the definition given by Eq. (14), the coefficient of variation in amplitude C χ is scale invariant.
D. Biochemical oscillators in real-world biochemical systems
Although our results so far are mainly derived for 2D biochemical reaction systems, the idea is easily extensible to higher dimensional systems (see Appendix D). Here, we have made a simple and general argument. In both the HBDD and NDR mechanisms, the variation of amplitude is determined by relative noise strength, of which the scaling exponent can be described by Eq. (12) . On the other hand, the average of the amplitude is determined by different components of the model. For HBDD, the oscillation is determined by the limit cycle. While noise disturbs the trajectory from it, the state distribution still centers on the limit cycle if the strength of the noise is moderate. Its average amplitude as determined by ODE dynamics of the system scales with ∼ η c . For NDR, however, its dynamics at the deterministic limit is a stable spiral, and the oscillation amplitude in this case is maintained by noise balancing with the local deterministic "force" pulling the system to the stable fixed point. In other words, the average of the amplitude for the NDR mechanism is determined by relative noise strength. Since relative noise strength and ODE dynamics have different scale exponents, C χ and normalized average amplitude χ behave differently, as shown in Table I .
Another issue worth noting for both HBDD and NDR oscillation is that we have made several assumptions to simplify the form of the solution. Yet in actual biochemical systems, those conditions are not likely to be met. For example, in the discussion on the NDR mechanism, because the oscillations could span a large portion of the phase space (see Fig. 1 ), especially when the system scale is small, our simplification of its deterministic dynamics with linear expansion as in Eq. (C4) would lead to significant errors. Also for HBDD mechanism after space morphing, the dynamics is found to be nonuniform in space, where x 2 > 0 is denser than x 2 < 0 (see Fig. 3 ). Such unevenness in space is not addressed in our discussion. It could affect the dynamics significantly when the system scale is small and the trajectory has a larger probability to leave the vicinity of the limit cycle. In fact we observe a difference in the simulation result from the analytical solution for our simplified models when the system scale is extremely small. But when the system scale is larger, our analytical prediction fits the simulation results very well (see Fig. 2 ).
IV. SIMULATIONS OF P53 REGULATORY NETWORK AND HES1 AUTO-REGULATORY NETWORK
In order to verify our results in more realistic biochemical systems, we have conducted simulations on both the HBDD and NDR models for the p53 regulatory network and the Hes1 autoregulatory network.
p53 is a DNA binding protein which regulates the expression of various other proteins under the condition of DNA damaging cell stress. Based on different types and extent of DNA damage, p53 up-regulates different sets of proteins and triggers cell cycle arrest, DNA repair, or apoptosis [21] [22] [23] [24] . One interesting observation of p53 dynamics is that when ionizing radiation (IR) is applied to the cells, the concentration of p53, instead of staying in an activated higher level, pulses with a period of around 5.5 h in a rather noisy manner [7] . The protein Mdm2, one of p53's main regulators, goes through a similar pulsing process, with the same oscillation period as p53 and a stable delay in phase. Recently, experimental results have confirmed that a pulsing p53 level activates a different set of genes compared to p53 with a sustained level [25] . Thus a distinct signal-to-noise ratio of the pulsing amplitude is envisaged to ensure proper information transmission through the cellular signaling network.
Hes1 is also a DNA binding protein, whose function is the regulation of the expression of several genes including itself. It is active in multiple tissues during embryonic development. Depending on the various environments with which it interacts, Hes1 is subjected to the regulation of the Notch signaling pathway [1, [26] [27] [28] within a self-regulatory network. Although experimental evidences show that the Notch signaling pathway is important in synchronizing and stabilizing Hes1 oscillation [1, 26] , there are also data showing that many (∼56%) presomitic mesoderms still oscillate for over 12 h after dissociation from other cells (Notch receptor activation requires membrane contact of neighboring cells) [1] , indicating the possibility that under certain conditions, the autoregulatory network of Hes1 is enough to produce oscillatory behavior. With regard to the modeling of the oscillation induced by the Hes1 autoregulatory network, some researchers have suggested that nonlinear degradation mechanisms make it possible for a Hopf bifurcation to arise in the ODE dynamics for certain parameter sets [12] . Conversely, there is also modeling work showing that without nonlinearity and HBDD, it is still possible for the system to oscillate relatively regularly under certain conditions [14] within the NDR mechanism.
Although our work is theoretical with the consideration of only intrinsic Poisson noise, we believe our research bears significance in elucidating the stochastic dynamics within these two networks. We make this claim based on two arguments. First, key reactants in both networks have short half-lives. For the p53 network, the half-life of p53 is 5-30 min [29] , and around 100 min after activation. Mdm2 has a half-life of around 40 min [30] . Compared to the cycle period of 5.5 h [13] , the half-lives of these reactants are short. For the Hes1 autoregulatory network, the half-life of Hes1 is around 22 min [31] , also short compared to the oscillation period of 122 min [1] . Thus, for both oscillatory networks, continuous protein generation and degradation (both are Poisson processes) are important in maintaining the cycle. Second, although the copy number of the reactants in the entire cell could be large, the copy number of gene regulators in the nucleus is moderate. Moreover, due to the large genome size, nonspecific transcription factor-DNA interactions are predominant. Thus, the effective binding of transcription factors on cis-regulatory sites of DNA is low enough to show significant variations [32] . In fact, there is research using solely intrinsic noise to model the noisy behaviors of both p53 [10] and Hes1 oscillatory networks [33] .
The details of the reaction network models of p53 and Hes1 are described in the following subsections [20] .
A. p53 oscillation models
We use Dimitrio's model [9] as an example of HBDD model [p53-HBDD model; see Fig. 4(a) ]. Since the oscillation period in Dimitrio's model is too small (26.22 min) in comparison to experimental observation, we scale all reaction rates with a ratio η t = 12.586 to make the oscillation period 5.5 h to achieve agreement with the experimentally observed period [5] . The model (with reaction rates scaled) is stable without stress signal, and it goes through a supercritical Hopf bifurcation within a range of stress signal, from around 0.18 μM to around 8.09 μM of ATM level in both nucleus and cytoplasm. ATM, the short form for Ataxia telangiectasia mutated, is a kinase recruited and activated by DNA doublestrand breaks. Serving as one of the stress signal for p53, it phosphorylates p53 after being activated. The limit cycle is observed as an oscillation with a period of 5.5 h. In our simulations, we use 2.7 μM as the activating stress level that leads to the deterministically driven oscillation in this model [see Fig. 6(a) ]. To observe the signal-to-noise ratio of the oscillation amplitude of the model, we add a Langevin term to each reaction in the p53-HBDD model based on the Poisson process of the chemical reactions to obtain a full SDE set in the form of Eq. (1). When simulating with this full SDE set, both the amplitude and period of the oscillations are found to vary from its central value. Note that the central value relates to the deterministic part of the system, as exhibited in Fig. 6(b) .
The NDR model (p53-NDR model) we used is also modified based on Dimitrio's model. In Dimitrio's model, active ATM phosphorylates p53 in both the nucleus and cytoplasm. However, ATM mainly localizes in the nucleus of a cell, since the nuclear localization signal (a section on the protein) is present on ATM and it plays an important role in ATM localization in the nucleus. Both the inactive dimer form of ATM and the activated monomer form of ATM are associated with chromatin, though the nature of their interactions with chromatin differ between the two forms [34] . On the other hand, even if cytoplasmic ATM in the model is interpreted as an activator of p53 in general, they do not have a significant presence in the cytoplasm either, i.e., the protein responsible for T 18 site phosphorylation on p53 (the only phosphorylation site responsible for the lessened affiliation of p53 to its regulator Mdm2), Chk2, is also localized and activated in the nucleus [35, 36] . Based on these evidences, we believe that making kinase of p53 present in cytoplasm as a stress signal does not make biological sense. Hence in our modified model, we removed ATM along with its associated reactions in the cytoplasm. The resulting reaction network [ Fig. 4(b) ] is described in detail in Appendix E. It is observed that the deterministic part of the new network no longer supports a stable oscillation at stress level 2.7 μM of ATM in the nucleus, as shown in Fig. 6(c) , but simulating the entire SDE over the same stress condition does [ Fig. 6(d) ]. A closer observation shows that the deterministic part of the model yields a damped oscillation at 2.7 μM stress level, while the noise of the system serves to maintain the amplitude of the oscillation to a certain level. It is also observed that the distribution of the concentration of all reactants involved in the oscillation is Gaussian (figure not shown). Thus the oscillation is noise driven [8, 13, 19] .
B. Hes1 oscillation models
In the case of Hes1, the HBDD model of the autoregulated oscillation is extracted from the full regulatory network presented by Barton et al. [37] . The model possessed a mechanism of component degradation which is nonlinear [see Fig. 5(a) ], and according to Morant et al. [12] , it is possible to achieve oscillations through a Hopf bifurcation. The model description and parameter of choice is described in Appendix E.
Without the presence of nonlinearity in the degradation mechanism [see Fig. 5 (b)], it is not possible to achieve Hopf bifurcation in the ODE dynamics of the self-repressed gene regulatory network. However, according to Wang et al. [14] , oscillatory behavior of relatively regular frequency can be observed by simulating the full stochastic differential equations within a certain parameter range. In our work, we have linearized the degradation mechanism of the HBDD model. We have also changed the transcription rate accordingly, up to the point where the Fano number of the oscillation period drops below ∼0. 3 . The details of the resulting Hes1 NDR model is also described in Appendix E.
C. Simulation results
In our simulation, the default cell size is 3401.7 μm 3 as is measured for the human fibroblast cell grown on a 60-mm dish by Russell et al. [38] , and the nucleus-cytoplasm volume ratio we used is 1:10. At the proper simulation condition (ATM level at 2.7 μM), the p53-HBDD model displays stable oscillations during ODE simulation [9] , while the p53-NDR model shows damped oscillations. In full SDE simulation, however, the HBDD model displays oscillations with a very small coefficient of variation (C = 0.01) on its amplitude. On the other hand, the NDR model displays steady oscillations with comparably larger coefficient of variation (C = 0.39).
With cell volume scaled down by η c = ( 1 2 ) 8 , the C of the oscillation amplitude obtained from the p53-HBDD model is dramatically increased to around 0.2, while the C of the oscillation amplitude from the p53-NDR modified model remains largely the same (C = 0.35). The time trajectory of our SDE simulation for cell size scaled by ( 1 2 ) 8 is shown in Fig. 6 . To further confirm our result, we performed a series of simulations with different scaling coefficient (Fig. 7) , just like we did for the Brusselator. During cell-size scaling, normalized average oscillation amplitude for the HBDD model is virtually invariant of system size scale, χ c ∼ η Fig. 7(b) ]. Additionally, the standard deviation of amplitude σ χ behaves the same for both mechanisms, with scaling exponent close to 0.5. Also observed from numerical simulation is that the coefficient of variation of amplitude C [defined by Eq. (14)] is scale invariant for the NDR model [ Fig. 7(d)] , while it has a scaling exponent of −0.5 for the HBDD model [as shown in Fig. 7(c) ].
The results above indicate that, like what we have found in 2D systems, the HBDD and NDR mechanisms of p53 oscillation appear different when compared among cells with size varied in a range rather than being a constant. During cellsize scaling, HBDD driven oscillations retain their normalized amplitude, thus the spikes are equally discernible across cells of different sizes. The same cannot be said, however, for NDR driven oscillations. Due to the −0.5 scaling exponent, the spikes are more visible for smaller cells, and less so for larger cells. On the other hand, NDR driven oscillations maintain their C in amplitude constant. Thus during cell-size scaling, the signal-to-noise ratio in pulsing remains the same for NDR models. On the contrary, the oscillations of the HBDD model in smaller cells is less regular than those in the larger In summary, our simulation results have further affirmed the conclusions obtained via our Brusselator simulation and mathematical analysis performed earlier. For the HBDD oscillatory mechanism, the normalized average oscillation amplitude remains unchanged under cell-size scaling operation. However, the coefficient of variation in oscillation amplitude becomes large when the system is sized down. On the other hand, the oscillations of the NDR mechanism maintain their coefficient of variation in amplitude during cell-size scaling, but their normalized average amplitude becomes small when the system is sized up.
V. DISCUSSION
A difficulty faced in the building of biochemical network models is that, due to the scarcity of experimental data and a large number of degrees of freedom in the system, even a mechanism well fitted against the data can still be incorrect. In our work, we have demonstrated that two types of oscillatory mechanisms, both having been shown in the literature to be capable of representing pulsing phenomena observed in experiments [7] [8] [9] [10] [11] [12] [13] [14] , behave differently under cell-size variation. The HBDD mechanism is found to maintain a constant normalized amplitude of the oscillation, while the NDR mechanism possesses an invariant coefficient of variation of the amplitude as cell size changes. Since the two mechanisms are not equivalent in the biochemical context, it poses the question of which mechanism is actually behind the oscillations in a specific biochemical network. In this context, our results have provided a theoretical basis for the conduct of experimental probes to elucidate the mechanisms underlying the oscillatory behavior observed in cells. For this, the use of the coefficient of variation of the amplitude C χ as an experimental measure against cell-size changes would enable the inference of whether the HBDD or NDR mechanism is the correct mechanism underlying the oscillatory behavior. Although the normalized average amplitude χ is not as convenient and appropriate an experimental measure as compared to C χ , its determination may be possible with the development of new experimental techniques in the near future.
Let us next evaluate the consequence of our main results from the perspective that oscillatory patterns are experimentally observed to directly contribute to downstream signaling in biochemical systems [25] . Since neither of the HBDD and NDR mechanisms hold both C χ and χ constant simultaneously during cell-size scaling, it seems to suggest that regardless of which oscillation mechanism is found to be the right one, robust oscillations for signaling against cell-size changes would require an efficient size control mechanism for cells [39] .
One of the limitations of our work is that we have not considered the effects of extrinsic noise. We have focused on intrinsic noise of the biochemical system, which basically arises from Poisson noise. The strength of Poisson noise is determined by the copy number of reactants, i.e., the system size. This has made it directly relevant for us to investigate the effect of cell-size scaling on biochemical networks. Although cellular noise consists generally of both intrinsic and extrinsic noise, the latter does not have a clear relation with system size due to its diverse origins. Thus in order to experimentally apply our results to certain biochemical systems, it is necessary to either demonstrate the system has dominant intrinsic noise, or to separate the stochastic behavior due to intrinsic noise from that of extrinsic noise.
Another assumption made in our work is that cell size does not change significantly during the oscillation, as reaction chamber size is treated as a constant during the simulation. This is true for oscillatory networks with a period of a smaller time scale compared to that of cell division. However, for oscillations with a period comparable to that of cell division, such a limitation would jeopardize the usefulness of our method in distinguishing between the oscillation mechanisms. This is because cell size is no longer a constant in these cases. Possible ways to overcome this limitation is to halt cell division at various stages with chemical agents or to mutate certain genes that do not affect the oscillatory system directly. If we can keep cell size constant using these approaches, we would be able to distinguish between the two mechanisms based on the data collected from cells of different sizes.
In the next phase of our research, we will test our theoretical proposal on experimental data related to oscillations in gene-regulatory networks, in which intrinsic noise is very likely to be dominant. Our aim will be to identify the underlying mechanism using methods developed in this paper, by comparing C in amplitude for cells of different sizes.
APPENDIX A: MATHEMATICAL SCALING PROCEDURE
For any biochemical reactions, the dimension of all parameters and variables are described by two dimensions: the spatial dimension C (e.g., the number of molecules, which is proportional to the volume of a cell, has a dimension of [C] 1 ) and the dimension of time T . For example, in the Michaelis-Menten kinetics reaction:
and the dimension of Michaelis constant [K] = [C]
1 . In this paper, we perform two types of scaling: time scaling and cell-size scaling. For time scaling with a scale coefficient of η t , we multiply each parameter or variable with η m t , where m is the time dimension of that parameter or variable. For cell-size scaling with a scale coefficient of η c , we multiply them with η n c , where n is the spatial dimension (which is volume related) of that parameter or variable. For the example just given, we use the subscript s to indicate a scaled network:
where S, E, and P stand for the initial condition of the reactants. In biochemical network, the amount of certain reactants are known to be not scalable. For example, the number of involved chromosomes or DNA for a single gene is always 2 (or 1 in some cases). Thus when performing cell-size scaling on the network with these reactants, we should treat their spatial dimension as 1, and adjust the dimension of the involved reaction rates accordingly.
Effectively, a time scaling changes only the time scale of the system proportionally to evolve the state from one to another without modifying the process itself. For the case of the p53 oscillation network, a change in time scale modifies the oscillating period while retaining the properties of the oscillation amplitude. Cell-size scaling, on the other hand, changes the absolute value of the amount of reactants while maintaining the relative proportion between them. Because noise strength is not symmetrical to the scaling operation [as shown in Eq. (12)], the change in cell size would alter the dynamics of the system eventually.
APPENDIX B: AMPLITUDE DISTRIBUTION OF 2D HBDD OSCILLAION IN CELL-SIZE SCALED SYSTEM
In this Appendix, we shall explain how we have obtained the state space distribution P ( x c ) through solving Eq. (18), and the assumptions that we made while doing so.
Our first step in solving the equations
is to separate the noise in directionê 1 (along the limit cycle) andê 2 (orthogonal to the limit cycle), and to reduce both noise terms to unit noise in order to simplify our later derivation. To do so, we make two assumptions:
(1) i in Eq. (18) is approximated as a constant; (2) dB 1 and dB 2 are independent, i.e., dB i dB j = δ(i − j ).
With these two assumptions, the respective equation can be reduced to
Its corresponding Fokker-Planck equation at the steady state is given by
with boundary conditions
The flux through χ as determined by Eq. (B1) under these conditions can be written as
To be able to solve Eq. (B3), we use the linear approximation by assuming that noise is moderate and the trajectory stays within the neighborhood of the limit cycle. This leads us to expand u with respect to y c 2 up to first order as follows:
We further assume that the drift orthogonal to the limit cycle (y c2 = 0) does not affect the speed of the trajectory along the direction of limit cycle u 1 ( y c ), i.e., m c1 (y c1 ) ≈ 0. With this assumption, the Fokker-Planck equation at steady state takes the form
We can solve this final form of the dynamics [Eq. (B13)] via variable separation:
Integrating Eq. (B14) on y c1 and applying boundary conditions, we have
The solution of P Y (y c2 ) is given by
is a constant. Putting the solution Eq. (B15) back into Eq. (B14), we have
Since u(y c1 ) and P X (y c1 ) are both independent of the solution for P X (y c1 ), the coefficient of the y Hence, m c2 needs to be a constant. Let this constant be m 0 , then the condition required for a nontrivial solution for P X (y c1 ) becomes
Effectively, the term m c2 (y c1 )y c2 in Eq. (B10) causes the trajectory that is drifting away due to noise to converge back towards the limit cycle. Hence we call m c2 the retraction factor. The condition given by Eq. (B17) means that to separate variables successfully, this retraction term is required to be independent of y c1 , i.e., m c2 needs to be phase invariant. In addition, it is worth noting that from Eq. (B12), we know that m 0 has to be scale invariant with respect to system size as well.
The solution for Eq. (B10) based on the assumption Eq. (B17) is given by
Inserting these results back into Eq. (B6), we have
Finally, putting this equation into Eq. (20), we obtain the amplitude distribution for the HBDD mechanism:
where C is a normalization constant. Then from Eq. (22), we see that
APPENDIX C: AMPLITUDE DISTRIBUTION OF 2D NDR OSCILLAION IN CELL-SIZE SCALED SYSTEM
In this Appendix, we shall prove that for the NDR oscillation, the amplitude distribution follows Eq. (26),
Proof. Similar to the argument for the HBDD case, we may construct a certain surface χ and correspond the experimentally measured amplitude point with the intersection between the system trajectory and the surface χ . Lang et al. facilitated this idea and obtained an equation to approximate the amplitude distribution of the oscillator of noise driven resonance [19] . According to Lang's theory, the amplitude distribution of a noise driven oscillation can be approximated by
where y(χ ) is defined as
Note that P ( y) is the distribution of system state y, and N χ is the normalization factor. As before,ê χ is the direction at which the amplitude is measured. After the scaling operation, the amplitude distribution becomes 
The solution of this Fokker-Planck equation is
with δ(j − i) and N being the Kronecker δ function and the normalization factor, respectively.
The distribution of system state for the cell-size scaled network can be solved similarly. The result is
It is easy to prove that M cki = M ki , and b c = η c b. Thus we have
Inserting these results into Eq. (C2), we find that if χ c satisfies
we have
In other words, the probability distribution of χ c is the same as that of √ η c χ . Thus, the pth moment of χ c ,
APPENDIX D: HBDD AND NDR OSCILLATION IN HIGH DIMENSIONAL SPACE
Here we provide a brief discussion on the distinction between HBDD and NDR oscillations in higher dimensional systems.
HBDD and NDR are two simple mechanisms that explain the oscillatory behavior observed in biochemical networks, and both are confined in a 2D manifold. For the case of the HBDD mechanism, the 2D manifold contains the system's limit cycle, while for the NDR mechanism, the 2D manifold contains the stable spiral. And if the trajectory converges to the manifold quickly and does not deviate significantly from it, the system becomes equivalent to a 2D system and the discussion in Secs. III B and III C holds. Actually, because the NDR mechanism is based on the stable spiral, only two of its eigenvalues at the fixed point are close to zero (slow dynamics), hence the system must converge to the 2D manifold quickly.
However, for the oscillation under the HBDD mechanism, the system might not necessarily converge to the 2D manifold before converging to the limit cycle. In this case, we will not be able to approximate the dynamics based on the discussion made upon a 2D manifold. Nonetheless, the result is still applicable if the system satisfies a multidimensional version of conditions used in our discussions for two dimensions.
Let us assume, like we did for the 2D case, that our measurement of amplitude distribution corresponds to a measurement of flux of the system states over a n − 1-dimensional surface χ orthogonal to the baseê 1 pointing in the direction of the limit cycle. Let the intersection between the limit cycle and the surface χ occur at point A. By specifying the basis for measuring the amplitude asê 2 , the amplitude of the limit cycle given byê 2 is χ o ≡ −→ OAê 2 . For a trajectory intercepted by χ at point B during a period, the corresponding amplitude of that period is expressed as
Now, like what we have done for the 2D system, we morph the space, centering it on the limit cycle; the dynamics of the system then takes the form
. . .
which are defined in the domain
The amplitude distribution, measured as the flux distribution of trajectories over surface χ , is given by
where P ( x c ) is the state distribution of the system in phase space. Based on the assumptions (1) dB i and dB j are independent, that is, dB i dB j = δ(j − i);
(2) the noise is moderate, the trajectory stays within the neighborhood of the limit cycle; (3) drifting from the limit cycle does not affect the phase speed of the trajectory; (4) retraction on the directionê 2 is phase independent, m c2 (y c1 ) = m 0 , we can easily see that with the normalization condition of the state distribution, the amplitude distribution retains the form
Hence our conclusions for scaling coefficient C χ c and χ c are still valid.
APPENDIX E: REACTION NETWORKS
In this appendix, we shall provide detail of the models we have used in our simulation [20] . In our notation, subscript n indicates the corresponding protein in nucleus; c indicates the corresponding protein in cytoplasm. Letter p appended indicates the phosphorylation of the corresponding protein.
RNA reactant indicates the message RNA of the corresponding protein.
Brusselator
Both the NDR and HBDD oscillation scheme can be obtained from the Brusselator with a different parameter set. Our HBDD oscillation model is chosen with a parameter set that gives a limit cycle. Our NDR oscillation model is chosen with a parameter set on the edge of the Hopf bifurcation. Table II gives the details of the parameters used in our simulations.
p53 Oscillatory Network: HBDD network
We have translated Dimitrio's ODE model [9] into a reaction network as our HBDD model. Since the oscillation frequency of their model is too small, we have scaled all reaction rates with a ratio η t = 12.586 to make the oscillation period 5.5 h. The reaction network, along with their rate constants, is given in Table III . Other than the reactants that stay constant in the network (as shown in Table IV), the initial conditions for all variables are zero. The unit for the amount of reactants is the number of molecules. The unit of time is minute.
p53 Oscillatory Network: NDR network
This model is built based on the HBDD model. We have removed ATM from cytoplasm, as described in Sec. IV. The reaction network, along with their rate constants, is given in Table V . Other than the reactants that stay constant in the network (as shown in Table VI), the initial conditions for all 
Hes1 Oscillatory Network
The HBDD model used in this paper is extracted from Barton's model for the Notch signaling pathway [37] . We have converted all reaction units into number of instances of reactions per minute, and all reactant amount units into number of molecules. The transcription rate of Hes1's RNA is adjusted so that the parameter set falls into the Hopf bifurcation regime.
The reactions and reaction rates are shown in Table VII . After 10 000 min of simulation to relax the system, we then proceed to perform the measurement. The NDR model is revised from the HBDD model by replacing the nonlinear degradation reactions with their linear counterparts. The transcription rate of the NDR model is adjusted to the point that the Fano number of oscillation period is lower than 0.3. The reaction and parameters used are shown in Table VIII . For both the HBDD and NDR models of Hes1 oscillation, all reactants have zero initial molecules except for the gene number which has an initial molecule number of 1.
