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Abstract—Unmanned aerial vehicles (UAVs) can be used
to localize victims, deliver first-aid, and maintain wireless
connectivity to victims and first responders during search/rescue
and public safety scenarios. In this letter, we consider the
problem of navigating a UAV to a Rayleigh fading wireless signal
source, e.g. the Internet-of-Things (IoT) devices such as smart
watches and other wearables owned by the victim in an indoor
environment. The source is assumed to transmit RF signals, and
a Q-learning algorithm is used to navigate the UAV to the vicinity
of the source. Our results show that the time averaging window
and the exploration rate for the Q-learning algorithm can be
optimized for fastest navigation of the UAV to the IoT device. As
a result, Q-learning achieves the best performance with smaller
convergence time overall.
Index Terms—Indoor navigation, Internet-of-Things, public
safety, Q-learning, Rayleigh fading, RSS, UAV navigation.
I. INTRODUCTION
Search and rescue, public safety, and emergency
management applications may require navigation of first
responders to a victim’s location. This can be achieved by
using the signals radiated from Internet of Things (IoT)
devices carried by the victims such as mobile phones, smart
watches, fitness trackers, or other smart sensors, which can
be probed to send RF signals repetitively [1], [2]. To this
end, unmanned aerial vehicles (UAVs) have been recently
gaining more attention due to communication, autonomous
navigation, and video capture capabilities, and they can
help in localizing people during emergency situations. For
example, they can be quickly deployed within a building on
fire to localize victims and first responders, to deliver first
aid kits, and to maintain wireless connectivity with them for
enabling real-time situational awareness through live video.
In this letter, as shown in Fig. 1, we consider the problem
of navigating a UAV to a Rayleigh fading RF source. We
consider a GPS-denied indoor environment and assume that
the RF source continuously radiates signals. For example, most
mobile equipment continuously transmit WiFi probe requests
to discover nearby access points [3], and a mobile device
may also be forced by a UAV to transmit wireless signals in
case of emergency incidents [4]. In the literature, collaborative
localization of a moving RF source is presented in [5] by a
swarm of UAVs based on the D-optimality criteria. Another
study in [6] presents an optimal flying path for UAV-assisted
IoT sensor networks using a location aware multi-layer
information map. It considers different utility functions based
on the sensor density, energy consumption, flight time, and
flying risk level, and weighted sum of multi-objective utility
functions is maximized using a genetic algorithm. Several
other works in the literature consider Q-learning and other
reinforcement learning (RL) techniques for navigation of
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Fig. 1: Navigation to a Rayleigh fading wireless source.
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Fig. 2: Rayleigh fading RSS for three UAV velocities.
robots [7], [8]. To our best knowledge, there are no studies
that consider the use of Q-learning for navigation of UAVs
based on the received signal strength (RSS) observations
from a Rayleigh fading RF source. In particular, in indoor
environments, Rayleigh fading signal from the source may
cause significant variations in the RSS model, and hence
it can bias the navigation algorithms while deciding on the
optimum actions for the UAV. On the other hand, Q-learning
is a model-free reinforcement learning technique which avoids
bias in the navigation of UAV.
In this letter, we study the behavior of Q-learning
based UAV navigation under Rayleigh fading assumption,
and investigate averaging of the RSS over different time
spans considering different UAV speeds. We also study a
variable learning rate technique, which is shown to provide
better convergence time in reaching to the Rayleigh fading
source when compared with a fixed learning rate technique.
We compare the proposed algorithm with an existing
Reinforcement Learning (RL) technique [9]. Contributions of
this work can be summarized as follows:
• A model-free Q-learning algorithm for indoor UAV
navigation to a Rayleigh fading RF source is proposed
• Proposed algorithm is compared with an existing RL
based technique
• Varying and fixed learning rates are studied for
convergence time
• Various UAV speeds are studied for convergence time
System Model: The RSS at a UAV from a Rayleigh fading
wireless source can be calculated using the distance between
the source and the UAV as PR = PTx−PL(d)−S, where PR
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2is the RSS, PTx is the transmit power of the source, PL(d)
is the path loss at distance d, and S is a random variable that
captures Rayleigh fading which may cause deep fades in the
RSS. In this letter, we consider 3GPP TR 36.814 path loss
model [10], given by PL(d) = 128.1 + 37.6 log10(d/1000).
As an example, in Fig. 2, we present Rayleigh fading RSS
for three different UAV velocities, considering a fixed RF
source. Results show that the RSS may observe deep fades
which may cause as large as 40 dB losses for certain cases.
Moreover, the variation of the RSS increases with larger UAV
speeds as shown in Fig. 2. Such deep fades may bias the
UAV that it may be navigating in the wrong direction, even
when the UAV may be approaching closer to the target node.
In the next section, we will present the proposed Q-learning
algorithm, and discuss how the Rayleigh fading effects as in
Fig. 2 can be mitigated for navigation to target.
II. Q-LEARNING BASED SOURCE TRACKING
We consider the use of Q-learning [11], [12] algorithm to
navigate the UAV towards the wireless source based on the
RSS observations at the UAV. Q-learning is an improved RL
technique which can operate without any prior knowledge
about the environment or the model for RSS observations.
It learns by trial and error, and iteratively builds a value
function of each state-action pair. The goal is to select the
action which has maximum Q-value using following update
rule at each step:
Q(s, a)← Q(s, a) + α[r(s, a) + γmax
a′
Q(s′, a′)−Q(s, a)] ,
where s′ is the state reached from state s after action a, α ∈
[0, 1] is the learning rate to control learning speed, and r(s, a)
is the immediate reward received as result of action a. We use
two different learning rate models: a fixed learning rate with
α set to a constant, 0.5, and a varying learning rate where α
is dynamically modified based on the observations. In varying
learning rate model, as the quality of signal gets better (i.e.
UAV is closer to source) learning rate increases not to miss
or pass by the source. The discount factor is represented with
γ ∈ [0, 1], which determines the importance of future rewards.
State RSS (dBm)
s=1 PR > −40
s=2 −50 ≤ PR ≤ −40
s=3 −60 ≤ PR ≤ −50
s=4 −70 ≤ PR ≤ −60
s=5 −80 ≤ PR ≤ −70
s=6 −90 ≤ PR ≤ −80
s=7 −100 ≤ PR ≤ −90
s=8 −110 ≤ PR ≤ −100
s=9 −120 ≤ PR ≤ −110
s=10 PR < −120
TABLE I: UAV states with
respect to source RSS.
Balancing of exploration
and exploitation is a critical
issue in RL techniques [12]
and there are several strategies
to maintain this balance, such
as -greedy and softmax
approaches [13]. In here,
the -greedy exploration
strategy is used, where
 ∈ [0, 1] is the exploration
probability. While the action
is generally selected at each
step according to highest
Q-value for exploitation, for exploration the selection is
carried out randomly with a small probability . We consider
that the RSS observed at the UAV belongs to a finite set
s ∈ {1, ..., 10} of 10 different states as in Table I.
Algorithm 1 Q-learning based indoor UAV navigation.
1: initialize all Q(s, a) table to zero
2: repeat (for each step):
3: obtain RSS and average the last three RSS
4: obtain r(s, a) and s according to averaged RSS
5: choose a from s using policy from Q using -greedy
6: take action a, observe r(s, a) and s′
7: check the new location using action a for obstacle(s)
8: while any obstacle at new location with action a do
9: leave a and select any other action a randomly, end
10: update Q-value according to equation (1)
11: if varying learning rate
12: update α ∈ [0, 1] values according to s′, end
13: s← s′
14: until s is terminal
Fig. 3: Map of FIU Engineering Center 3rd floor.
The pseudo-code of the Q-learning technique that we used
is presented in Algorithm 1. We consider two dimensional
mobility and eight actions a ∈ {1, ..., 8} for a UAV
corresponding to eight uniformly-spaced directions in angular
domain as shown in Fig. 1. This is because we assume that the
UAV flies at a fixed height, and that the distance between the
floor and the ceiling are insignificant compared to the distance
between the UAV and the RF source. The Q-values of each
state-action pair are then stored in a 10×8 matrix, initialized to
zero at the beginning of the algorithm, and populated with the
value of each specific action as new observations are obtained.
The reward is set as the difference between the latest two
values of the RSS, which increases the likelihood of choosing
actions that will move the UAV towards the target. On the other
hand, due to Rayleigh fading, UAV may also occasionally
choose erroneous actions.
In order to minimize erroneous decisions due to deep fades
in the RSS (see Fig. 2), we average the RSS over a sampling
duration TS before feeding it into the Q-learning algorithm.
While a large averaging window TS will help in minimizing
wrong decisions due to deep fades, it will also introduce
delays in choosing a new action value, and hence may delay
the convergence time. On the other hand, a shorter averaging
window will enable more frequent actions, albeit with more
likelihood of RSS being subject to deep fades. Therefore, there
is an optimum averaging window duration, which will result
in the fastest navigation of the UAV to the RF source.
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Fig. 4: Convergence time of (a) Q-learning (varying learning rate); (b) Q-learning (fixed learning rate); (c) RL (single state).
III. SIMULATION RESULTS AND CONCLUSION
The map of the FIU EC 3rd Floor (75 m by 120 m) is
used for simulations as shown in Fig. 3. It is assumed at the
beginning of the simulation that the UAV and the RF source
are positioned at the opposite corners of the floor considering
a worst case scenario. The UAV can only navigate through
the aisles on the map, without crashing into any walls. If any
possible crash is detected for a selected action (e.g., through
sonar sensors), the UAV tries a different action. The RSS
is assumed to vary based on Rayleigh fading caused by the
velocity of UAV and path loss dictated by the distance between
the UAV and the target node.
Simulation results1 are obtained under several sampling
durations, a variable (heuristically optimized) learning rate
α, and three different UAV speeds, as shown in Fig. 4.
In Fig. 4(a) shows the convergence time for Q-learning with
variable learning rate. The time it takes for the UAV to reach
the vicinity of the target (i.e., the convergence time) tends to
decrease with larger sampling duration for lower speeds. On
the other hand, for high velocities, the convergence time starts
increasing for larger sampling duration, since longer distances
will be traveled by the UAV in case of wrong decisions. In
general, larger velocity, at least for the considered set of three
UAV velocities in this letter, results in faster convergence to
the target node.
Use of fixed learning rate has a noticeable impact on
the convergence performance of the Q-learning algorithm.
In particular, Fig. 4(b) shows results with same UAV and
target locations, and we present the convergence performance
when the learning rate is fixed to 1. Using a fixed learning
rate decreases responsiveness of the system. Hence, the
convergence time increases significantly.
Finally, the proposed Q-learning algorithm is compared with
the RL-based technique in [9]. In Fig. 4(c), the results for the
RL-based technique is given. Although it achieves a similar
performance to our proposed algorithm at higher velocities,
our proposed algorithm performs better at lower velocities.
Since the emergency situations may require delicate actions
to avoid dangerous situations for a victim or first responder,
lower velocities may be preferred in most cases.
1MATLAB codes that are used to generate the results in this paper are
publicly available at https://research.ece.ncsu.edu/mpact/data-management/.
In general, our overall results prove that it is critical to
use a Q-learning based approach for avoiding the navigation
bias in a Rayleigh fading environment with sufficiently large
window. Another observation is that a variable learning rate
is preferable compared to a fixed learning rate for increasing
responsiveness of the system.
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