Abstract. Despite significant progress over more than 100 years, no accelerator has been unambiguously identified as the source of the locally measured flux of cosmic rays. Highenergy electrons and positrons are of particular importance in the search for nearby sources as radiative energy losses constrain their propagation to distances of about 1 kpc around 1 TeV. At the highest energies, the spectrum is therefore dominated and shaped by only a few sources whose properties can be inferred from the fine structure of the spectrum at energies currently accessed by experiments like AMS-02, CALET, DAMPE, Fermi-LAT, H.E.S.S. and ISS-CREAM. We present a stochastic model of the Galactic all-electron flux and evaluate its compatibility with the measurement recently presented by the H.E.S.S. collaboration. To this end, we have MC generated a large sample of the all-electron flux from an ensemble of random distributions of sources. We confirm the non-Gaussian nature of the probability density of fluxes at individual energies previously reported in analytical computations. For the first time, we also consider the correlations between the fluxes at different energies, treating the binned spectrum as a random vector and parametrising its joint distribution with the help of a pair-copula construction. We show that the spectral break observed in the allelectron spectrum by H.E.S.S. and DAMPE is statistically compatible with a distribution of astrophysical sources like supernova remnants or pulsars, but requires a rate smaller than the canonical supernova rate. This important result provides an astrophysical interpretation of the spectrum at TeV energies and allows differentiating astrophysical source models from exotic explanations, like dark matter annihilation. We also critically assess the reliability of using catalogues of known sources to model the electron-positron flux.
Introduction
Identifying the origin of cosmic rays (CRs) is a century old problem [1] . Much evidence has been accumulated supporting the widely accepted picture for Galactic CRs: Strong shocks in supernova remnants accelerate CRs by transforming part of the kinetic energy of the supernova ejecta into CRs [2] [3] [4] [5] [6] . Upon release from the shocks, CRs diffuse through the Galactic halo by resonantly interacting with the tangled Galactic magnetic fields [7] . For a number of Galactic supernova remnants, non-thermal particle spectra are observed from radio to X-rays to gamma-rays energies [8] , a few showing hints of the spectrum extending up to hundreds of TeV. Yet, despite a century of experimental campaigns and theoretical modelling, no individual source for the CRs measured locally has unambiguously been identified.
The dominant loss processes for CR protons are Coulomb interactions and ionisation (dominant below a few tens of MeV), inelastic collisions with the interstellar gas (dominant around ∼ 100 MeV) and diffusion or advection from the CR halo (dominant above a few hundred MeV). For heavier nuclei, spallations are important in a wider energy range compared to protons. These loss times are typically larger than 10 7 yrs between tens of MeV and tens of GeV, and due to the long residence times, the flux measured locally is contributed to by a large number of sources. This makes identifying individual sources difficult as they only lead to minuscule features on top of a largely featureless power law spectrum. For instance, it was recently shown [9] that the "discrepant hardening" observed in CR nuclei at rigidities of a few hundred GeV [10] [11] [12] [13] [14] [15] cannot be due to the dominance of an individual source. An alternative for identifying nearby sources that is oftentimes referred to is the measurement of CR anisotropies and the identification of a CR source in the direction of the maximum of the dipole anisotropy. Note, however, that the directional association breaks down for anisotropic diffusion [16, 17] . Even for the case of isotropic diffusion, identification of the dipole direction with the CR gradient direction is unreliable due to our ignorance of the details of the nearby turbulent magnetic field [17] .
The situation is somewhat different for CR electrons 1 . Due to their lower mass, they are subject to severe radiative losses by synchrotron emission and Inverse Compton scattering and above ∼ 10 GeV, their cooling time is smaller than the timescales for diffusive and advective losses. This severely limits the distances over which electrons can propagate. It is believed that at TeV energies, at which current observations are aimed, only a few sources contribute. Thanks to the excellent precision of direct observations from AMS-02 [18] [19] [20] [21] [22] [23] [24] [25] [26] , CALET [27] , DAMPE [28] and Fermi-LAT [29] , we should soon be able to discern spectral features from individual sources. To date, this might be the most promising avenue for identifying the sources of local CRs. Despite contributing only ∼ 1 % of the total CR flux, electrons therefore open the window to charged particle astronomy in the near future. (See also Refs. [30, 31] .) In addition, since the discovery of the positron excess by PAMELA [32] , there has been a lot of interest in measurements of CR electrons and positrons for dark matter (DM) indirect searches. Developing a sound understanding of the electron-positron fluxes expected from astrophysical sources is critical in discriminating between astrophysical or DM explanations of spectral features.
Recently, experiments have made great strides towards delivering this high precision measurement of the electron-positron flux. PAMELA [33, 34] and more so AMS-02 [35] [36] [37] have measured the electron and positron spectra in the GeV-TeV range with unprecedented precision. CALET [38] and DAMPE [39] have contributed measurements of the all-electron spectrum, that is the sum of electron and positron spectra, up to and around a TeV. While there are indications that the positron flux is cutting off around a few hundred GeV [40] , the electron spectrum is surprisingly featureless up to hundreds of GeV. At even higher energies, indirect observations from Cherenkov telescopes have indicated the presence of a spectral break around a TeV, with the spectrum softening from a spectral index ∼ −3 to −3.7. This was first reported a few years back by H.E.S.S. [41, 42] . Recently, this measurement has been extended to ∼ 20 TeV [43] and was largely confirmed by DAMPE [39] . Despite the importance of these observations for the question of CR origin, the TeV break in the all-electron spectrum has been interpreted almost exclusively in DM scenarios, also in connection with a very narrow feature observed by DAMPE around 1.4 TeV. (See Ref. [44] for a review and collection of references.)
In the following, we will attempt an astrophysical interpretation of the break in the allelectron spectrum. Most detailed models of CR transport, including the popular GALPROP [45, 46] , DRAGON [47, 48] , PICARD [49] and USINE [50] codes, solve the equations underlying CR transport (see below) by assuming a CR source density that is smooth in position and time. Assuming power law spectra (with exponential cut-offs) for the sources, this leads to a rather smooth turn-over in the propagated spectrum, much smoother than the observed break. We know, however, that the acceleration of CRs is taking place in spatially and temporally discrete sources [51] [52] [53] . At TeV energies, where the propagation distance of CR electrons (see above) becomes smaller than the mean distance between sources, the discreteness of sources becomes important and leads to features in the spectrum from individual sources.
Effects of source discreteness and the stochasticity implied for the CR spectra have been considered in the literature before. Oftentimes this is done by supplementing a smooth density for far away sources with a number of individual, nearby sources [54] [55] [56] [57] with distances and ages oftentimes provided by supernova remnant (SNR) [58] or pulsar catalogues [59] . We will critically review this approach below. The alternative is to treat the positions and ages of sources as random variables [60, 61] , such that the flux from an arbitrary, individual source also becomes a random variable. As the total flux is the sum of the fluxes from individual sources, it is tempting to evaluate its statistics with the help of the central limit theorem. The expectation value for the total flux is of course just the prediction obtained by assuming a smooth source density, but as was first pointed out for the flux of CR nuclei [62] , the variance of the flux is diverging. It has been suggested that this divergence could be cured by introducing a minimum distance s min in the computation of the variance [63, 64] . However, the level of variance is very sensitive to s min and it is far from clear what value to adopt for s min [65, 66] . On closer inspection it becomes apparent that the divergence is due to a long power law tail in the probability density function (PDF) for the flux from individual sources. A small number of authors have thus instead considered a generalised version of the central limit theorem [67] which applies to PDFs with power law tails and diverging second moments. This makes the problem tractable again and it turns out [68] that the total flux is distributed following a stable distribution [69, 70] . For nuclei, this idea was developed further [9] and applied to the question of "discrepant hardening" (see above).
For CR electrons, local variations in the all-electron spectrum were considered [71] as a possible explanation for a diffuse gamma-ray flux harder than what would be expected from the locally measured electron flux. Other studies [72] [73] [74] [75] have considered the variations in the locally measured electron fluxes with a view to the increasing precision of observations. While most of these studies are numerical, the single-source PDF can also be computed analytically [65] . Upon application of the generalised central limit theorem, the variation of the electron flux was quantified in terms of quantiles of a stable distribution.
The remainder of this paper is organised as follows: We will review the transport of CR electrons in the Galaxy, in particular the Green's function approach, and present the parameters that we will adopt throughout this study in Sec. 2.1. Given our ignorance of the exact distances to and ages of all sources, we will introduce a statistical model in Sec. 2.2. While it would seem that no firm predictions could be made, we will make statistical predictions for the all-electron flux. In particular, we will consider the PDF of fluxes at individual energies and their non-Gaussian statistics. For the first time, we will also quantify the correlations between different energy bins. As the form of the Green's function in the general case is very complicated, no analytical treatment seems possible at this point. Instead, we will perform Monte Carlo (MC) simulations of the CR all-electron flux and fit a semi-analytical joint distribution to a large sample of the ensemble of spectra. This joint distribution makes use of so-called pair-copula constructions which we will introduce in Sec. 2.3. We give details of our MC simulation in Sec. 2.4. Finally, in Sec. 3, we will put this machinery to use and quantify the likelihood of the broken power law measured by H.E.S.S. Comparing to the distribution of likelihoods observed in the MC simulations, we will show that a model with the canonical supernova rate of 2×10 4 Myr −1 is not compatible with the H.E.S.S. flux. However, a model with a rate lower by one order of magnitude is. We will discuss these results in Sec. 4 and critically review the alternative approach of using catalogues for predicting the local electron-positron fluxes, showing that this approach is inherently unreliable due to catalogue incompleteness. In Sec. 5, we will provide a brief summary and conclude.
2 Modelling the CR ell-electron spectrum
Propagation of CR electrons
The transport of CR electrons is governed by the simplified CR transport equation (e.g. [76] ),
Here, ψ = ψ(r, t, E) = dn/dE denotes the isotropic part of the differential CR electron density and it is related to the differential flux φ = (d 4 n)/(dE dA dt dΩ) = c/(4π)ψ and to the phase-space density
Note that we are constraining ourselves to relativistic electrons here. In general, spatial diffusion is characterised by the diffusion tensor κ which can be space-, time-and energy-dependent. Here, we constrain ourselves to isotropic diffusion and we also neglect variations of the diffusion tensor with space and time (which we justify below). This reduces the diffusion term to κ∆ψ, κ now being a (scalar) diffusion coefficient. Spatial diffusion is due to resonant interactions between the charged CRs and the turbulent magnetic field [77] [78] [79] [80] and the rigidity-dependence of the diffusion coefficient depends on the power spectrum of magnetic turbulence. For a Kolmogorov-like turbulence spectrum, the diffusion coefficient has a power law dependence on rigidity (or energy E, as we are only considering relativistic particles with charge |Z| = 1 here), κ(E) = κ * (E/E * ) δ .
There is another limit, complementary to the isotropic diffusion case adopted here. This is based on the expectation that turbulence in the interstellar medium is relatively weak. In the presence of a regular magnetic field, diffusion is thus strongly anisotropic with diffusion perpendicular to the magnetic field lines being strongly suppressed. We can thus effectively treat the problem as one-dimensional, with the coefficient for diffusion along the magnetic field κ . Assuming again independence from time and position, the diffusion term simplifies to κ (∂ 2 ψ)/(∂z 2 ). (Here, z is the distance from the observer along the magnetic field line, also referred to as "magnetic distance".)
Electrons are subject to strong radiative losses in the interstellar medium due to synchrotron emission and Inverse Compton scattering. We call the energy loss rate b(E) ≡ dE/dt < 0. In the Thomson limit, where the energy of the (virtual) photon in the electron rest frame is much lower than the electron rest mass energy, the energy dependence is
Here, σ T and c denote the Thomson cross-section and speed of light, while β and γ are the relativistic speed and Lorentz factor, respectively. The energy densities of the interstellar radiation fields (ISRFs) and of the magnetic field are U rad and U B , respectively. With the initial condition E(t 0 ) = E 0 this is easily integrated to
if b * is independent of time.
In the general regime, with the most important Klein-Nishina corrections [81] ,
Here, r labels the various components of radiation fields, that is the magnetic field for synchrotron losses and the ISRFs for Inverse Compton losses, and U r denotes their energy densities. ε r and ε 2 r are the mean and mean-square photon energies. We model each component of the ISRFs with a grey body of temperature T r and energy density U r . Note that the energy loss rate is also position-dependent in principle.
However, with the estimates for the energy densities of the ISRFs shown in Tbl. 1, we infer a cooling time τ cool ≡ E/|dE/dt| of the order 3 × 10 5 yr at E = 1 TeV. The distances that particles can diffuse over such times are therefore relatively short, ∼ √ κτ cool 0.3 kpc (for κ(1 TeV) 10 29 cm 2 s −1 ). We expect variations of the diffusion coefficient and of the ISRFs to be relatively small on these scales and therefore chose to ignore them altogether.
We could solve eq. 2.1 for an arbitrary source density spectrum q = q(r, t, E) if we knew the Green's function G free = G free (r − r 0 , t − t 0 ; E, E 0 ) which is defined as the solution to
With a change of variables [82] , eq. 2.5 simplifies to the heat equation with its well-known Gaussian kernel and upon transforming back, we find
Here, We consider a cylindrical CR halo and ignore the boundary in the radial direction. The free escape boundary condition in z, G(|z| = z max ) = 0 can be satisfied by the method of mirror sources,
We employ mpmath 2 in evaluating the sum as a Jacobi theta function (cf., e.g. [65] ). The sum is truncated once the individual terms are smaller than the numerical machine epsilon.
In the following, we will factorise the source spectral density q(r, t, E) into a source density σ(r, t) and a source spectrum Q(E). The spectral density ψ i from a single source at position r i that injected that spectrum at time t i is,
12)
We have also defined the distance s i ≡ (x − x i ) 2 + (y − y i ) 2 and we call T i = (t − t i ) the age of the source. In the following, we will consider the same power law with an exponential cut-off, Q(E) = Q * (E/E * ) −Γ exp[−E/E cut ] for all source spectra and assume that both the sources and the observer are in the disk, z = z i = 0. We stay agnostic to as what those sources are as long as they exhibit a power law spectrum with an exponential cut-off as characteristic for astrophysical sources like supernova remnants or pulsars. The other parameters we adopt are shown in Tbl. 1.
In Fig. 1 we present a number of example electron fluxes from combinations of the three distances s = {0.3, 1, 3} kpc and the four ages T = {10 3 , 10 4 , 10 5 , 10 6 } yr. We can identify a number of effects that shape the propagated spectra: First, there is a maximum energy up to which the spectrum extends. This can be most easily seen in the Thomson approximation, cf. eq. 2.3 which gives Green's function of the simplified CR transport equation for electrons, i.e. eq. 2.12, corresponding to fluxes from discrete sources in distance and age. Shown are the propagated spectra scaled with E 3 in arbitrary units for the three distances s = {0.3, 1, 3} kpc and the four ages T = {10 3 , 10 4 , 10 5 , 10 6 } yr. For comparison, the inset shows the spectral shapes of a power law broken by one power in energy and an exponentially cut-off power law.
very sharp drops in the spectrum, in particular at late times. (To appreciate this, compare to the spectral shapes in the inset of Fig. 1 : dashed for a power law broken by one power in energy, dotted for an exponential cut-off). Second, it takes CR electrons an energy-dependent time ∼ s 2 /κ(E) to diffuse to a distance s from the source. This can be see by comparing the spectra at different distances for fixed times: At large distances, the spectrum is very peaked below E max (T ) because low-energy CR electrons have not had time to travel to these distances. At small distances, the spectrum also extends to lower energies. Third, for a fixed distance and energy (below E max (t)), the spectrum first increases (as discussed before) before it starts decreasing due to the ongoing diffusive spread of the particle distribution. This is similar to homogeneous and isotropic diffusion without energy losses where the density at a fixed distances is
A statistical model
For a given ensemble of N sources with distances {s i } and ages {T i }, i = 1, . . . , N , the total flux is the sum of the fluxes from individual sources,
In the following, we attempt a statistical model of the all-electron flux, treating the distances and ages as random variables. We thus choose to remain agnostic as to the actual distances and ages of sources in the Galaxy and prescribe only their PDF, σ(s, T ). As these distances and ages are random variables, so will the flux from a single source and also the total flux from all the sources. As a function of energy, the local spectrum thus becomes a 1D random field, φ(E). As we will be considering fluxes at discrete energies, {E 1 , E 2 , . . . , E n }, we will be dealing with a random vector, φ = (φ 1 , φ 2 , . . . , φ n ) T where φ i ≡ φ(E i ).
An approach that has been followed a number of times in the literature (including a publication by these authors themselves [83] ) is to simulate a large ensemble of random realisations of source distributions, and to select the "true" distribution as the one that gives the best goodness of fit, oftentimes quantified by the mean-square deviation weighted with the inverse variance due to experimental errors, that is the usual χ 2 test statistics. This stance is problematic in a number of ways as explained in the following.
We will assume that the propagation model outlined in Sec. 2.1 is exactly realised in nature. Our model is then simply characterised by the entirety of its parameters, that is the distances and ages of the sources as well as all the transport and source spectral parameters. In principle, that is in the absence of experimental errors, we should be able to achieve an arbitrarily small mean-square deviation by adopting a set of parameters arbitrarily close to the "true" ones. Note, however, that there will be a large degree of degeneracy in the problem, not just among the transport and source spectral parameters (e.g. Tbl. 1) or between those and the source distances and ages. Even if we were to fix the transport and source spectral parameters to their true values, there would still be a large degree of degeneracy among the source distances and ages: Two different distributions can give total fluxes that can be arbitrarily close to each other. In turn this means that a distribution that gives a good fit need not be the true distribution or necessarily close to true distribution by some measure.
Even worse, if we were to fix the transport and source spectral parameters to the wrong values, we could still find a good fit. This is easy to see in a rather extreme example: Imagine the true sources to be homogeneously distributed with a constant source rate and soft spectra. We now try to fit their total flux by adding up the contributions from sources with very hard spectra. The propagated spectra from individual old source will look like delta functions, with the position in energy determined by the age and the normalisation by the distribution of distances. In this manner, an arbitrary total flux can be reproduced by adding up a distribution of such delta function-like spectra in just the right way.
Furthermore, taking into account the presence of experimental statistical errors, it is not necessarily the realisation with the smallest χ 2 that we should consider, but the one with a reduced χ 2 around 1. If the χ 2 per degree of freedom was much smaller there is the danger of overfitting, meaning that we are exploiting the freedom in the source distribution to reduce residuals below what is to be expected for statistical errors.
Suppose we were to find a certain fraction of realisations with a reduced χ 2 close to 1. What would that mean? Would this constitute an acceptable model? (Note that what fraction of realisations is acceptable will depend on the level of experimental errors.) It appears that what this approach is lacking is a statistical estimate of how likely an acceptable χ 2 should be for a given PDF of distances and ages. We will attempt at providing a prescription for assessing the statistical compatibility between the data and our model, but we will adopt a somewhat different approach.
Considering the random vector of fluxes introduced above, φ = (φ 1 , φ 2 , . . . , φ n ) T , we will provide a parametrisation of its joint PDF, f (φ 1 , φ 2 , . . . , φ n ) for a given source PDF σ(s, T ), and with a fixed set of the transport and source spectral parameters. The joint flux PDF lends itself to a number of interesting applications:
• Given a measurementφ = (φ 1 ,φ 2 , . . . ,φ n ) T , we can evaluate its likelihood by substituting it into the joint flux PDF. Together with the distribution of likelihoods expected in this model, this allows us to make a statistical verdict on the compatibility of data and model.
• We can use the joint density to extrapolate within the current model from a measurement over a limited energy range to higher energies. Imagine we have measured the spectrum in m energy bins up to a maximum energy E m . To evaluate the likelihood of the spectrum at higher energies E m+1 , . . . , E n , we employ the conditional density which is the PDF with {φ 1 , φ 2 , . . . , φ m } evaluated at the measured {φ 1 ,φ 2 , . . . ,φ m }.
• Finally, a parametrisation of the joint PDF can be useful when comparing the results from the above mentioned CR propagation codes to data. As the codes usually consider smooth source densities, they do not take into account the stochasticity of sources. At high energies where the stochasticity effects become important, the results from the codes cannot be compared to the data. A parametrisation of the joint PDF allows taking these effects into account without the need to run computationally expensive MC simulations.
In the following section, we will introduce copulae and pair-copula constructions to achieve a fast, yet flexible parametrisation of the joint PDF.
Pair-copula construction
It might be tempting to try modelling the joint flux PDF with a multivariate Gaussian. The true joint PDF cannot be a Gaussian though since a multi-variate Gaussian distribution has also (multi-variate) Gaussian marginals. However, as discussed above, the 1D marginals of the electron spectrum, that is the 1D PDFs of the flux at individual energies, are not Gaussians but stable distributions. Therefore, the joint PDF cannot be a multivariate Gaussian.
An alternative might be to use non-parametric density estimation technique. A popular method (in lower dimensions) is kernel density estimation (KDE). To apply this to the problem at hand, we would compute a sample from the random ensemble in a MC approach and then use this sample to construct the kernel density estimate. In higher dimensions, however, this method suffers from the curse of dimensionality, meaning that the number of sample points necessary to reliably estimate the PDF increases exponentially.
In the following we employ a technique known as pair-copula construction, a parametric, yet very flexible method for constructing multi-variate density functions. Copulae and paircopula constructions have gained in popularity over the last few years in quantitative finance, meteorology, genetics and other fields where it is oftentimes difficult to derive parametric multi-variate densities from first principles and where multi-variate Gaussian densities do not always accurately describe the data. At the heart is the decomposition of the PDF into marginal densities and dependence structure, the latter being encoded in a copula. This is made possible due to Sklar's theorem as we will explain in the following.
Consider a random vector φ = (φ 1 , φ 2 , . . . , φ n ) T that is distributed according to the joint probability density f (φ 1 , φ 2 , . . . , φ n ). We will also need the joint cumulative distribution function (CDF) F (φ 1 , φ 2 , . . . , φ n ) as well as the 1D marginal PDFs and CDFs, f i (φ i ) and F i (φ i ). Sklar's theorem [84] states that the joint CDF F (φ 1 , φ 2 , . . . , φ n ) can be expressed in terms of a (multi-variate) function of the 1D CDFs, called the copula C 1...n , 14) and that C is unique for continuous F i .
With the φ i being random variables, samples from the 1D CDF are also random variables and we will refer to those transformed random variables also as F i . By definition, the F i are uniformly distributed with 0 ≤ F i ≤ 1, thus the copula C 1...n has uniform marginal CDFs,
The joint density function f (φ 1 , φ 2 , . . . , φ n ) can be expressed as a product of the 1D marginals and the copula density c 1...n , i.e. the derivative of C 1...n with respect to φ 1 , φ 2 , . . . , φ n ,
What has been gained by this is the separation of the behaviour of individual variables and their dependence structure. For example, an n-dimensional Gaussian PDF can be decomposed into the product of n 1D Gaussian functions and an n-dimensional Gaussian copula. We can, however, also multiply the Gaussian copula with any other combination of marginal distributions, e.g. stable distributions, thus keeping the dependence structure, but altering the marginal behaviour.
Unfortunately, there is only a limited number of parametrisations of multivariate copulas for dimensions larger than two. However, a multivariate copula density can be constructed as a product of bivariate copula densities, a method known as pair-copula construction. Conveniently, there is a number of widely used bivariate copulae available. Among the most common ones are the Gaussian, Clayton, Frank, Gumbel and Student's t copulae.
The factorisation into bivariate copulae builds on the factorisation of multi-variate densities into conditional densities and densities of lower dimensionality. Here, we follow Ref. [85] in exposition and notation. We start by writing the joint density f (φ 1 , φ 2 , . . . , φ n ) as
For the bivariate case (n = 2), it follows from eqs. 2.16 and 2.17, that
Repeating the same steps, but conditioning on φ 3 gives a generalisation to three random variables,
Here, the bivariate copula c 12|3 and its arguments are also conditioned on φ 3 . Note that an alternative decomposition would be
In general, such decompositions can be written as [86] , that is for every j,
Eventually, we will require the form for univariate v which commonly defines the so-called h-function,
where we have specified to uniformly distributed φ and v, F φ (φ) = φ and F v (v) = v. The above freedom in decomposition follows from the freedom of choice of conditioning variables in eqs. 2.23 and 2.24. It has proven useful to graphically represented the decomposition by a so-called regular vine [87, 88] , that is a series of trees, with the edges of one level forming the nodes of the next level. The nodes of the first level are just the F i , that is the transformed random variables. Note that two nodes in a tree can only be connected if the corresponding edges on the previous tree level share a node.
Some vine structures may be more economical for certain dependence structures than others. For instance, in a canonical vine or C-vine [89] , there is one node on each tree level that connects to all the other nodes. Such a structure can be adequate if there is a hierarchy in the dependence structure of the random variables. For the problem at hand, however, we expect no such hierarchy. Instead, we expect that neighbouring random variables (that is fluxes in neighbouring energy bins) are most strongly correlated. In this case, a D-vine, in which only neighbouring nodes are connected by edges, will be most economical. We stress that in principle all decompositions give the same multivariate copula, but certain decompositions can be more economical in the sense that the dependence structure can be localised on fewer tree levels. We refer the interested reader to Ref. [85] for plots of example C-vines and D-vines.
The n-dimensional copula density is the product of n(n−1)/2 bivariate copulae, obtained by substituting eq. 2.23 into eq. 2.17 and isolating the copula density from eq. 2.16. For the D-vine, we always pick the first conditioning variable as v j in eqs. 2.23 and 2.24. We then find for the logarithm of the copula density for the D-vine [85] ,
All of the bivariate copulae mentioned above have one parameter and are symmetric, that is invariant under exchange of their variables. Therefore, for an n-dimensional random vector, the n-dimensional copula possesses n(n − 1)/2 free parameters. For the Gaussian copula, this is the same number as the number of independent off-diagonal elements of the correlation matrix, to which the pair-copula parameters can be related. We have considered a number of pair-copula families, but focussed on the Gaussian copula, the Gumbel and the Clayton survival copula after inspection of 2D scatter plots and histograms of transformed random variables from the MC simulation. In appendix A, we list the copula densities and h-functions of these three copula families for reference and show contour plots.
With a pair-copula construction as described above, nothing has been gained in terms of evading the curse of dimensionality. The conditional pair-copulae, cf. eq. 2.23 will in general depend on the conditioning variables, e.g. through their pair-copula parameters. In the absence of an a priori prediction for this dependence, we would again need an exponentially large sample to fit this with a non-parametric method. Instead, it has proven useful [90] to make the simplifying assumption that the pair-copula parameters are independent of the conditioning variables. Note that for the Gaussian copula, this assumption is actually exact. The resulting pair copula constructions are known as simplified vine models.
The log-likelihood eq. 2.27 then simplifies to ln c 1...n (F 1 , F 2 , . . . , F n ) (2.28)
(Note the omission of the conditioning variables in the density c i,i+j .) In the following, we adopt exactly this simplifying assumption for all our pair copulae.
Having fixed the structure of the pair copula construction, we now turn to the inference of its parameters. We determine those by fitting our pair-copula construction to a large sample of random vectors, {φ s = (φ 1,s , . . . , φ n,s ) T } from our MC simulation, that is we find the set of pair copula parameters, that maximises the copula density. To this end, we need the transformed random variables, {F s = (F 1 (φ 1,s ) , . . . F n (φ n,s )) T }. As we do not have a parametric form for the CDFs F i , we approximate them with the empirical cumulative distribution functionF i ,
Here, φ i,s is the s-th sample of φ i (the flux in energy bin i), N s is the number of samples and I(·) denotes the indictor function. This completes our description of the construction of the joint density by a pair-copula method. In Sec. 3, we will apply it to quantify the likelihood for the stochastic source model to produce the broken-power law spectrum as observed by H.E.S.S. or DAMPE. We compute this likelihood by evaluating the joint density f (φ), see eq. 2.16, with the measured flux, φ =φ = (φ(E 1 ), . . .φ(E n )) T whereφ(E) is the broken power law fit presented by the H.E.S.S. collaboration [43] , 
Details on the Monte Carlo simulations
The sample from the random ensemble of all-electron fluxes that is used to fit the pair copula construction is generated as follows: We consider a source density σ(s, T ) (see Sec. 2.1) that factorises into a source rate R, which we take to be constant in time, and a spatial PDF. In galacto-centric coordinates, the spatial PDF is a logarithmic spiral with four arms of pitch angle 12.6 • [91] and also contains a central bar of length 6 kpc inclined at 30 • with respect to the direction Sun-Galactic Centre. We have normalised it such that the radial distribution reproduces the one inferred for supernova remnants [92] . (See Ref. [83] for plots of the 2D spatial density and the 1D PDF of distances s.) We have only considered distances up to a maximum s max which we fixed to 10 kpc as sources farther away contribute very little. The minimum energy of E min = 10 GeV is determining the maximum age that we need to consider. In particular in the Thomson limit, t max (b * E min ) −1 100 Myr. In turn, this sets the number of sources we need to consider, N src = Rt max . Note that with the above spatial PDF, only about half of the Galactic sources lie within 10 kpc from the observer. We draw 10 4 realisations of the distribution of N src sources, compute their fluxes with eq. 2.12 and add them up to yield 10 4 realisations of the total all-electron flux. The transport and source spectral parameters are shown in Tbl. 1. For the source rate R, we will show results for two examples, the canonical SN rate, R SN = 2 × 10 4 Myr −1 [93, 94] and a rate reduced by one order of magnitude. The source normalisation Q * does not affect the copula or the shape of the marginal PDFs, and thus we do not need to fix it before we compare to the data.
Note that the heat equation is violating causality for very short times in the sense that the Green's function does not vanish for |r − r 0 | > c(t − t 0 ), where c is the speed of light. This can in principle be overcome by alternatives to the heat equation that correctly model the ballistic regime and its transition to the diffusive regime, but we here follow the approach of Ref. [9] that suggests to remove sources with s i > c T i .
Results
We have fit pair-copula constructions based on the Gaussian, the Gumbel and the Clayton survival bivariate copulae to the sample {F s } from the Monte Carlo simulations. For both source rates R considered below, we have found the Gaussian pair-copula to give the best description of the MC sample based on the likelihood, cf. eq. 2.27. In the following, we therefore only report the results from the Gaussian pair-copula construction.
Canonical supernova rate
We start by considering the canonical supernova rate of 2 × 10 4 Myr −1 [93, 94] as source rate R and use the cut-off energy E cut = 10 4 GeV. In Fig. 2 , a small selection of the sample of all-electron spectra from the MC computation is shown as coloured lines. We also show the median as the solid black line as well as the 68 % and 95 % bands around it by the dark grey and light grey bands, respectively. At the lowest energies, the scatter around the median is relatively small, but the distribution is markedly asymmetric with a long tail towards higher fluxes. In contrast, the scatter becomes larger at the highest energies, but the scatter around the median becomes more symmetric in logarithmic flux units. Note that the median is turning over rather smoothly, but individual spectra can show power law behaviour over extended energy ranges. This is due to a fortunate distribution of sources. To evaluate how fortunate, we now use the statistical machinery developed above.
In Fig. 3 , we show a graphical representation of some of the information contained in our copula based likelihood. The upper triangle matrix shows normalised 2D histograms for the transformed random variablesF i (cf. eq. 2.30), each row and column representing one particular energy bin. The histograms show the strong correlation between the fluxes in nearby energy bins (the histogram density is highest around the diagonal) whereas for energies far apart the fluxes are less correlated (the 2D histograms are almost completely flat). The lower triangle matrix shows the copula density from our pair-copula construction using Gaussian bivariate copulae as fit to the MC sample. It can be seen to nicely reproduce the correlation structure of the MC sample. Finally, on the diagonal, we show the marginal densities as determined from histograms of fluxes at individual energies. The marginal distributions confirm the trend we already read off Fig. 2 : At low energies, the distribution of the logarithm of fluxes is rather narrow, but asymmetric. At higher energies, it becomes more symmetric and exhibits the power law tails that are characteristic of stable distributions.
We have evaluated the likelihood for the H.E.S.S. broken power law spectrum by substitutingφ, cf. eq. 2.31, into eq. 2.16 making use of eq. 2.27, and have found a contribution to the log-likelihood from the marginals of log L marginals 19 and from the copula of log L copula 13. The total log-likelihood is just the sum, log L total 32. To evaluate the statistical compatibility between model and data, we have to compare theses numbers to the expected distribution of log-likelihoods in the statistical ensemble. We have therefore also substituted the spectra φ s for all members of the ensemble into the likelihood function, and we plot the CDFs of their contributions in Fig. 4 . It is noticeable that both distributions show deviations from the CDF of a χ 2 -distribution that we would have expected for a Gaussian joint density. In particular, the CDF of the log L marginals is very sharp around log L marginals ≈ 20, meaning that most realisations lead to spectra with log-likelihood 20, but then there is a long tail of realisations with much smaller likelihood.
We are now ready to estimate how "typical" the H.E.S.S. broken power law spectrum is in a stochastic source model. For log L marginals 19, we find a probability to exceed (PTE) of 0.43, meaning that the stochastic model is giving a good fit to the broken power law within the statistical uncertainty induced by source discreteness, without overfitting. In contrast, Figure 3 . Some pair copulae and marginals used in the pair-copula construction of the joint density, for a Galactic source rate of 2 × 10 4 Myr −1 . The upper triangle matrix shows 2D histograms of the transformed random variables F i . Each panel corresponds to two energies, E i and E j , as indicated on the top and right of the panels. The lower triangle matrix shows the copula density fitted to the MC sample, again with one panel for each combination of energies E i and E j , indicated on the bottom and left of the panels. Finally, the diagonal shows the 1D marginals of the scaled flux logarithm,
, each panel at a different energy E i . Note that whereas in the copula plots the x-and y-axes are linear and go from 0 to 1, for the marginals, both axes are logarithmic.
for log L copula = 13 we find a large PTE of 0.998, meaning that the members of the random ensemble show too little variations from the median. As the distribution of log-likelihoods is dominated by the copula contribution, we conclude that the total log-likelihood is also incompatible with the distribution of total log-likelihoods.
We conclude that the stochastic source model with the source rate R = 2 × 10 4 Myr −1
(and the other parameters shown in Tbl. 1) is statistically disfavoured. Next, we will turn to a simple modification that makes the stochastic source model statistically perfectly acceptable.
Reduced supernova rate
In the previous section, we found that the stochastic model with a source rate R = 2 × 10 4 Myr −1 is statistically disfavoured, given the measurement of a broken power law by H.E.S.S. and confirmed directly by DAMPE. More specifically, the contribution to the likeli- 4 Myr −1 . The contributions from the marginal densities, log L marginals , and from the copula, log L copula , are shown in grey and dark cyan, respectively. The vertical grey and dark cyan lines indicate the marginal and copula log-likelihoods of the H.E.S.S. broken power law.
hood from the copula is too small, indicating that there is too little variation between energy intervals. A simple way to fix both issues is to reduce the source rate: This will increase the variation in the spectrum between nearby energy bins, thus decreasing the likelihood contribution from the copula. We decided to reduce the source rate by one order of magnitude to R = 2 × 10 3 Myr −1 . In Fig. 5 , we present the results from the MC sample with the reduced source rate in the same way as in Fig. 2 . Comparing with Fig. 2 it is evident that the level of variation between different energy bins and between different realisations of the flux is indeed significantly increased. As the mean turnover in energy is related to the mean distance to the nearest young source, we had to increase the source cut-off energy to E cut = 10 5 GeV in order for the roll-over not to occur at too low an energy. Fig. 6 shows the histograms of transformed random variables, F i , 2D marginals of the copula and 1D marginals. Comparing with Fig. 3 , which shows the same for the original source rate, confirms our previous impression: Both the 1D PDFs and the 2D copula densities are wider for the reduced source rate.
Finally, we determine the marginal and copula contributions to log-likelihood for the H.E.S.S. broken power law fit, log L marginals 2.9 and log L copula 43, and compare it with the distribution of log-likelihoods in our MC sample, see Fig. 7 . Unlike for the case with the original source rate, cf. Fig. 4 , the PTEs are now perfectly mundane, PTE marginals 0.47 and PTE copula 0.30. The total log-likelihood, log L total 46 is also compatible with the distribution of total log-likelihoods. We conclude that the stochastic source model with the reduced source rate of R = 2 × 10 3 Myr −1 is statistically compatible with the H.E.S.S. broken 
Discussion

Justification of decreasing the source rate
In the previous section, we have concluded that while a stochastic model with a source rate R = 2 × 10 4 Myr −1 is statistically incompatible with the broken power law found by the H.E.S.S. collaboration, a model with a reduced rate of R = 2 × 10 3 Myr −1 is statistically compatible. This modification of the source rate is rather extreme and certainly not justified by the uncertainty on the Galactic supernova rate. It can however be justified as an effective rate when considering the correlation in time and space of supernova events.
The source density as described in Sec. 2.4 has structure on spatial scales of kiloparsecs which are associated with the spiral structure of the Galaxy. However, there should also be structure on smaller scales due to the presence of massive gas clouds which are the host sites of star formation and supernova activity. The exact positions and temporal histories of these gas clouds cannot be known and must therefore also be treated as random variables. This reasoning results in a rather complicated, hierarchical random field for the source locations and times, with the position and times of gas clouds drawn from the large-scale gas density in the Galaxy in a first step, and with positions and times of individual sources drawn from the density profiles and histories of individual gas clouds in a second step.
An economical approximation of this hierarchical model would be to just increase the number of sources at each position and time drawn from the source density-or equivalently by reducing the source rate and increasing the source normalisation. While the positions and times will be wrong on the scales of individual gas clouds, this does not matter for the transport to the observer which is happening on much larger spatial and temporal scales. Decreasing the source rate R by one order of magnitude corresponds to an average number of 10 supernova explosion happening very nearby in space and time. (See also Ref. [9] for a discussion on this.)
The issue with catalogues
An approach oftentimes adopted in the literature is to use (all) available information on the distances to and ages of known (potential) sources of CR electrons in predicting the total observed flux via eq. 2.13. For a given catalogue of sources, e.g. the ATNF catalogue for pulsars [59] , the model is deterministic. In that case, the goodness of fit can be quantified in the usual way: If the experimental errors are Gaussian, the residuals should be normaldistributed, and the χ 2 test statistics should be χ 2 -distributed.
In practice, this approach can lead to a problem. Observations of sources in electromagnetic radiation, oftentimes in radio, suffer from incompleteness. In particular, the completeness of catalogues drops sharply beyond a certain distance and more importantly beyond a certain age. It was suggested a while ago [56] to adopt a somewhat hybrid approach: Adopt sources closer than a certain distance s 1 from catalogues and model sources further away than s 1 with a continuous source distribution. The problem with this kind of approach occurs due to incompleteness in the age distribution of sources: We will certainly be missing sources due to their finite life times and the difference between propagation of electromagnetic radiation (ballistic) and CR electrons (diffusive). Even in the most favourable case, where particles are injected near the end of the source life time (e.g. for supernova remnants, shortly before the shell breaks up), and at high energies (where the diffusion time is shorter), we will not be able to observe sources older than, say, 10 5 yr. Yet, TeV CR electrons can survive (τ cool ∼ 3 × 10 5 yr) and with a diffusion coefficient of 10 29 cm 2 s −1 they still contribute significantly to the local flux. Ignoring the presence of these sources will therefore lead to an underestimated total flux, in particular at low energies.
We illustrate this problem with the help of Fig. 8 . For three different energies, E = 1 GeV, 100 GeV and 10 TeV, the shaded contours contain the regions that contribute 50 %, 90 % and 99 % of the flux at that particular energy. These contours have been generated in the following way: For a fixed energy E, we have multiplied the Green's function ψ(s i , T i , E) with the source density σ(s i , T i ). The latter factorises into a constant source rate and, for simplicity, a homogeneous distribution in the two-dimensional disk for the spatial distribution. Starting from the maximum of this product density, we have drawn isodensity contours at 0.5, 0.9 and 0.99 of the integrated density. The contours confirm our understanding from Sec. 2.1 about which distances and ages contribute to the electron flux at certain energies: At higher energies, sources must be necessarily younger, but are also closer on average in agreement with the diffusive relation s 2 ∼ κT . In Fig. 8 , we indicate the region that is populated by sources that we can know about in principle by the orange hatched region. Here, we consider 0.1 Myr as the maximum age characteristic for supernova remnants. Sources below this band are too young for their electromagnetic radiation to have reached us. Sources above (that is sources older than 0.1 Myr), will have ceased to exist, thus not emitting electromagnetic radiation anymore, hence we cannot know about them. We have also indicated a subset of known nearby supernova remnants from Green's catalogue [58] by the open black circles. It is evident that sources that are too old for us to know about can still contribute to the electron flux at energies as high as 100 GeV.
To illustrate this problem, we return to the MC computation of electron fluxes that we used before to fit the copula parameters. Again, we assume an ensemble of galaxies, each with its own realisation of a distribution of sources. For each realisation, we compute the flux from each source and sum those fluxes up. In the upper panel of Fig. 9 , the solid coloured lines show examples for the fluxes from 10 different realisations of the source distribution for source rate R = 2 × 10 4 Myr −1 , that is the canonical supernova rate in the Milky Way.
We now return to the problem at hand, that is the effect of source completeness in age. We adopt the above estimate of t max = 0.1 Myr for the age of the oldest sources, and remove from the ensemble all sources older than this. The resulting example spectra are shown by the dashed coloured lines in the upper panel of Fig. 9 . In the lower panel we show the relative difference of fluxes from the cut source distribution and the full distribution of sources. We note that up to a few hundred GeV, cutting out the sources older than t max leads to a flux underestimated by tens of percent. This is to be compared to the experimental errors of a few percent at most from direct observations [35, 36] . We conclude that the true model would lead to a bad fit or that if we allowed the model to adjust its parameters and it would lead Figure 9 . Top: Total flux from our MC simulation, assuming a homogeneous source density in a disk around the observer and a constant source rate. Each of the ten solid, coloured lines corresponds to one random realisation of the source distribution. For the dashed lines, we have started from the same realisation, but removed those sources older than 0.1 Myr, emulating the effect of catalogue incompleteness. Bottom: The relative difference between the random realisation without and with the sources older than 0.1 Myr.
to a good fit, it would not be the correct model.
There are a number of other potential issues when using catalogues for predicting the spectrum. Oftentimes the uncertainties of the distances and ages are significant, but are not properly propagated into uncertainties in the predicted fluxes. Moreover, in the anisotropic, one-dimensional diffusion case, the straight line distance to a source can differ from the magnetic distance that is relevant for the diffusion of charged particles. Even worse, depending on magnetic topology, the observer might only be connected to a limited number of local sources. All this would break the connection between the (distance in the) catalogue and (those of) the set of relevant sources.
We conclude that the use of catalogues for predictions of the locally observed fluxes is unreliable and we are led to abandon the deterministic model based on the perfect knowledge of source distances and ages.
Sensitivity to propagation parameters
The results presented in Sec. 3 rely on a MC-based analysis of the H.E.S.S. data. As such, the dependence of the ensemble of electron fluxes on transport and source spectral parameters are implicit and cannot simply be read off a formula. While the parameters that we adopted for the sources (i.e. Q * , Γ and E cut ) and for the transport of CR electrons (z max , κ * and δ) give acceptable marginal and copula log-likelihoods for the reduced source rate (see Sec. 3.2), we cannot exclude at this point that a different combination of parameters would also give acceptable log-likelihoods. Short of running a full parameter study, we provide a few comments on the sensitivity of our conclusions to variations of the transport and source spectral parameters.
• Increasing (decreasing) κ * increases (decreases) the diffusion loss-length 2 , therefore more (fewer) sources contribute to the local fluxes. Of course, their normalisation can be adjusted by decreasing (increasing) Q * , but the fluctuations will be smaller (larger), both at individual energies and in the correlations.
• While the spectra at high energies become insensitive to the half-height of the CR halo, z max , we note that in order to match nuclear secondary-to-primary ratios like the Boronto-Carbon ratio, requires adjusting κ * , due to the well-known degeneracy between κ * and z max .
• Another obvious degeneracy is the one between the source spectral index Γ and the spectral index of the diffusion coefficient, δ. In order to match the observed flux ∝ E −3 below ∼ 1 TeV requires that one be increased when the other is decreased and vice versa. Of course, this is only possible within certain limits set by other means, e.g. bounds on δ from the Boron-to-Carbon ratio. Note, however, that the fluctuations have a stronger dependence on δ then the median of fluxes for the same reason that the level of fluctuations depends on κ * .
• Finally, we expect that varying E cut affects the flux median and the fluctuations in about the same way.
Note that some of these dependencies can be gleaned by inspection of the analytical approximations by equations from Ref. [65] , in particular their eq. 3.16 for the flux expectation value and their eq. 4.13 that encodes the size of the fluctuations at individual energies. As already discussed in Sec. 2.2, there is a certain degeneracy between the transport and source spectral parameters on the one hand and the particular realisation of the source distribution on the other hand, in the sense that the flux from one combination of those (e.g. with soft spectra and one particular realisation of the source distribution) can approximate the flux from a different combination (e.g. with hard spectra and a different realisation of the source distribution). What our approach can provide is a statistical verdict on how likely a particular realisation is, based on the distribution of fluxes at individual energies and their correlations.
Summary and conclusion
We have presented a stochastic model for the local all-electron spectrum that is in agreement with the broken power law recently observed by H.E.S.S. The stochastic nature of the spectrum is due to the assumed random nature of discrete sources of CR electrons. We have run MC simulations, adding up the contributions from 10 6 sources and scanning over 10 4 random realisations of different source distributions. We have adopted source rates of R = 2 × 10 4 Myr −1 and R = 2 × 10 3 Myr −1 , the former in agreement with the Galactic supernova rate, the latter one order of magnitude lower which served as a simple proxy for sources that are spatially and temporally correlated. For the first time, we have not only quantified the distribution of the local flux at individual energies, but also considered the correlations between different energy bins. To this end, we have parametrised the joint density of the fluxes in different energy bins by the product of 1D marginal distributions and a copula. We have employed a simplified vine copula model that factorises the copula into products of bivariate copulas. The free parameters of the pair copulae were inferred by fitting the copula to the sample of transformed random variables from the MC simulation. We have found that using Gaussian pair copulae gives a better description of the MC sample than using Clayton survival copulae or Gumbel copulae. Eventually, we have computed the loglikelihood of the broken power law fit presented by the H.E.S.S. collaboration and compared it to the range of log-likelihoods expected from the MC sample. We have found the model with R = 2 × 10 4 Myr −1 to exhibit too little variation between energy bins whereas the model with R = 2 × 10 3 Myr −1 is perfectly compatible with the H.E.S.S. data. Finally, we have critically reviewed the alternative approach of using catalogues for predicting the all-electron spectrum, concluding that due to issues with catalogue completeness the predicted spectra become unreliable below energies of a few hundred GeV.
A Pair copulae
In the following, we list the copula densities and h-functions of these three copula families for reference [85, 95] and show contour plots. See Ref. [96] for a gallery of scatter plots of other popular pair copula types.
A.1 Gaussian copula
The Gaussian copula has the density c(u 1 , u 2 ) = 1 1) and the h-function is h(u 1 , u 2 ) = Φ
Here, x i = Φ −1 (u i ), and Φ(·) and Φ −1 (·) are the standard normal CDF and its inverse, respectively. Fig. 10 shows contour plots of the bivariate Gaussian copula with various choices for the parameter ρ.
A.2 Gumbel copula
The Gumbel copula has the density, c(u 1 , u 2 ) = exp − (− log u 1 ) θ + (− log u 2 ) 
