V. CONCLUDING REMARKS Some directions of extension of the present results would be the following: 1) give the number of cascade-realizable multivalued functions with permuted input variable assignments;
2) give the number of symmetry types of multivalued functions realizable by cascades; and 3) extend the results to the case of disjunctive networks. [7] A. C. Hearn, Reduce 2 User's Manual, 2nd ed., Univ. Utah, Mar. 1973 . [8] Y. Kanada, "Implementation of HLISP and algebraic manipulation language REDUCE-2," Inform. Sci. Lab., Univ. Tokyo, Tokyo, Japan, Jan. 1975.
Universal System Diagnosis Algorithms JAMES E. SMITH
Abstract-A class of simple digital system diagnosis algorithms is presented, and two members of the class are examined in detail. The algorithms are based on the assumption that good units can be replaced during the diagnosis process. Information pertaining to the system testing structure is not used by the two principal algorithms, so they can be applied regardless ofsystem structure of a test, the test result may be invalid. This test invalidation greatly increases the difficulty of system diagnosis and makes it a complex and interesting problem.
In [1] Preparata et al. proposed one of the first, and probably the best-known, models for system diagnosis. In this model, each unit has the capability of testing other units by itself, i.e., only one unit is required for the application of a test. The assumption is made that if a faulty unit performs a test, a fault-free unit could be judged faulty or a faulty unit could be judged fault-free. This type of invalidation of test results will be referred to as symmetric invalidation.
In [3] , [4] where multiple units may be used to perform a test, and the failure of any one of them causes the test to be invalid.
In the past, theoretical work has been concerned with the diagnosability of systems. A system is k-step t-fault diagnosable if there exists a sequence of k applications of the test set and repairs of identified faulty units that allows all the faulty units originally present to be identified provided the number of original faulty units does not exceed t. An important special case occurs if only one application of the test set is required; that is, the system is one-step t-fault diagnosable. For k-step diagnosis, it is typically assumed that any repaired unit is fault-free and remains so until all units have been repaired.
One of the most commonly studied problems in system diagnosis is the determination of necessary and sufficient conditions under which a system is t-fault diagnosable [1] - [8] . Another problem often studied is the construction of diagnosable systems that are in some sense optimal [1] , [2] , [8] , [9] . A third problem is the determination of diagnosis algorithms [2] , [9] - [14] .
In practice, "repair" can take the form of replacement or actual repair. For our purposes, it is convenient to speak of replacement, although this does not restrict the generality of any of the results. In most theoretical work it is assumed that no good units are replaced, but in [9] , [10] this requirement is dropped. Such an assumption is less conservative and is somewhat closer to diagnosis techniques that are used in practice. Based on this assumption, Friedman [9] proposes a different measure of system diagnosability, t-out-of-s (tls) diagnosability. A system is tls diagnosable if a set off < t faulty units can be located and repaired by replacing at most s units. One-step and k-step tls diagnosability are possible, and they are defined in the natural way.
In this paper, we propose a class of very simple diagnosis algorithms that allow the replacement of good units as in [9] , [10] . The algorithms only rely on test results and are independent ofsystem structure. Consequently, the algorithms can be applied to any system; it is in this sense that the algorithms are universal. The algorithms are also guaranteed to result in a correct system, provided that a fundamental condition on fault detectability is satisfied. Consequently, they are effective against the broadest class of diagnosable faults.
Two of the algorithms are studied in terms of the models [1] , [2] , [4] . [4] with asymmetric invalidation. It is assumed that the systems are morphic [4] . This will allow us to use graphical models. Many of the results to be presented here can be generalized so that semimorphic systems [4] and systems requiring more complex models [8] , [15] , [16] are included. Nevertheless, it is felt that the models to be considered here offer sufficient generality while allowing the insight that graphical models provide.
Since the models [1] , [2] are special cases of the one given in [4] (with the appropriate type of invalidation), we present only the model for morphic systems given in [4] . This model can be formulated either in terms of "units" or "faults." In [4] Each test is performed by some set of units. Let T(ui) be the set of tests applied at least in part by unit ui. Ifsymmetric invalidation is assumed and ui is faulty, the result of a test tj E T(ui) is unreliable in the sense that tj may pass even though Uk is faulty and te E t(Uk), or it might fail if Uk is fault-free. If asymmetric invalidation is assumed, the result of tj E T(ui) is unreliable only in the sense that tj might fail even though tj E t(Uk) and Uk is fault-free.
T({u 1, Uj, , Uk)) is defined to be T(ui) u T(uj) ... T(uk); it is this property that makes the system morphic.
The diagnosis model just described can be used to represent a system as a directed graph. There is an internally labeled vertex in the graph for each unit. An edge is directed from the node labeled ui to the node labeled Uj if T(ui) n t(uj) * 0. The edges are labeled with the tests in the set T(ui) rn t(uj). In some cases it is convenient to assume that a test result is always valid, e.g., if the test is applied by some external unit that is assumed fault-free. If this occurs, the vertex internally labeled with the tested unit is externally labeled with the test.
The graphical models of [1] , [2] result if each test is performed by only one unit. When this is the case, each edge has a unique label, and the label can be deleted without the loss of any invalidation information.
In system diagnosis, a syndrome is typically defined to be a binary vector representing the test outcomes. We define the aggregate syndrome to be an ordered set a = <Ko, a1, ', an-I where n is the number of units in S and vi is the total number of tests on ui that fail for a given application of the test set.
We now present the diagnosis graphs of several example systems; the graphs help to explain the notation and are used in later discussion. by only one unit and each unit has only one test. Fig. 1 (a) shows the diagnostic graph for a single-loop system. Example 2: One can use the same interconnection structure suggested by single-loop systems but with a more complex testing procedure. Assume unit i applies inputs to unit i + 1, but unit i + 2 observes the outputs from unit i + 1 (addition is modulo n, where there are n units). Fig. l(b) shows a diagnostic graph for a system with five units. Such a diagnosis scheme cannot be represented by the models [1] , [2] .
Example 3: A possible application of the models [1] , [2] is to microcomputer arrays. Fig. l(c) shows the model for a part of such a two-dimensional array. Test labels have been deleted since it is assumed that each test is performed by only one microcomputer.
In Fig. i(b) , t(u4) = t4; T(u4) = {t3, to}. In Fig. l(c A particular algorithm is defined by a deterministic method for choosing F'. We consider two particular algorithms where the choice of F' is independent of the T(uj). Another observation is that the only upper limit on the number of faulty units that can be diagnosed is the one that may -be implicitly imposed by the detectability condition.
One can also make some observations regarding the computational complexity of the algorithms. With As in [9] , the average efficiency of the algorithms is usually much better than the bounds. To demonstrate this, we present an example that is taken from [9] .
Example 4: In a single-loop system S with 32 units, the units u1l, u12, u13,u21, u23, u24, and u25 are faulty. We denote the aggregate syndrome after the ith test application as a'. Then (71 = <K 00000 O10000000111101000000>.
Note that because of notational differences our a' and Ri in [9] differ by a cyclic shift of one position (recall that c0 reflects the test results for u0).
According to Algorithm 1, units u1l, u21, u22, u23, u24, and u26 are replaced. Then, at step 2, C2 = <00000000000C00000000 j 1000>.
Hence, units ul2 and u25 are replaced. Unit u26 is not replaced as it was replaced at step 1. Then, x 3= <o-0000000000001000000 000000000>. Now, unit U13 is replaced, and a' is all 0's implying a fault-free system.
In this example, seven units were faulty and nine were replaced.
In [9] Fig. 1(b) results in at worstf/3fdiagnosability and for the arrays of Fig. 1(c If tm > TM, at worst f/2fdiagnosis is possible because the excess in t' can only make diagnosis more precise than when tm = TM.
Better bounds are also possible if system structure is restricted. We examine one such class of systems that occur frequently in the literature. This class of systems can be modeled as in [1] , [2] and have t(ui) = T(uj) for all ui. Members of this class include single-loop systems, D6& systems [1] , and systems where ui tests uj implies uj tests ui. The array of Fig. 1(c) 1) They are easy to describe and easy to understand; they follow intuition in that only units that fail tests are replaced.
2) They are computationally simple.
3) They do not depend on system structure; the T(ui) are not needed. This is important because in some cases the T(uj) may be difficult to obtain.
4) The number of good units replaced is usually low; a notable exception may be systems for which the t(ui) are relatively small and where the T(ui) are relatively large. For these systems, some algorithm depending on system structure may be necessary for efficient replacement.
5) The number of units that can be faulty is bounded only by a fundamental detectability condition that also appears to bound any nontrivial diagnosis algorithm.
From a more theoretical point of view, we observe that there is a tradeoff between the complexity of a diagnosis algorithm and its efficiency in terms of good units replaced. At one end of the scale is the. trivial algorithm that ignores both test results and system structure and simply replaces all units every time. The algorithms given here are another critical point on this scale; here only test results are considered.
There is little doubt that including structural information in the determination of F' can reduce the number of fault-free units that are replaced. However, in many situations the extra structural information can complicate the algorithm. Consequently, research is being directed at designing f/s diagnosis algorithms that take structure into account and which provide a good balance between algorithmic complexity and efficiency in terms of good units replaced.
