We consider a graph-theoretic elimination process which is related to performing Gaussian elimination on sparse systems of linear equations.
A clique is a graph G = (V,E) with E = ((v,w) \ v,weV, v f w] .
For a graph G = (V,E) with IV\ = n , an ordering of V is a bijection a: {1,2,...,n] * V . Ga = (V,E,a) is an ordered graph. correspond exactly to the new non-zero elements created when row i is eliminated (assuming no lucky cancellation of non-zero elements). For further discussion of this correspondence, see [lO,ll] . To make the eliminat.ion process efficient, we might, for example, like to create no more non-zero elements than necessary, that is, to find an elimination ordering which minimizes the fill-in.
Given a graph G = (V,E) , an ordering a of V is a perfect elimination ordering of G if F(Ga) = # . Thus a is a perfect ordering if u --) v, v ---) w,a -1 (u) < min(a -1 (v) ,&l(w)) together imply u=w or u-+w. A graph which has a perfect elimination ordering is called a perfect elimination graph.
--. An ordering a is a minimal elimination ordering of G if no other ordering @ satisfies F(Gp) = F&J where the containment is proper. An ordering a is a minimum elimination ordering of G if no other ordering 8 satisfies Imp1 l < IF&J l l Any elimination graph Gi is a perfect elimination graph, since a is a perfect ordering of this graph. Any perfect ordering of a graph is minimum, and any minimum ordering is minimal.
If a graph is a perfect elimination graph, any minimal ordering is perfect.
A problem important in practice is that of finding a minimum elimination ordering for any graph G . We shall show that this problem is NP-complete. -I * To balance this negative result, we give polynomial-time algorithms for some simpler problems. We present ?Y The so-called NP-complete problems are the hardest problems solvable by non-deterministic Turing machines in polynomial time. Either all the NP-complete problems have polynomial-time algorithms, or none of them do. Such famous hard problems as the traveling salesman problem, the satisfiability problem of propositional calculus, and the maximum clique problem are NP-complete. See [2, 6] . (For all time bounds we assume n<et-1, which holds for all graphs that are at least weakly connected.)
We shall also show that any method for either (1) or (2) can be used to test whether an arbitrary directed graph is transitive. Thus, achieving a time bound of better than O(min(ne, n '081)) for either of these problems would improve on the best bound known for Boolean matrix multiplication [3] . The restrictions to undirected graphs of problems 0)' WY (3) h ave been considered in [12] , which presents an O(n+ er) algorithm for (1) (where e' is the number of edges in Gz ),
an O(n+ e) algorithm for (2)' and an O(ne) algorithm for (Ohtsuki [9] has also devised an O(ne) algorithm for (3)).
This paper is divided into several sections. Section 2 u
contains some properties of fill-in and elimination orderings which provide a basis for the algorithms. Section 2 also informally describes the algorithms. Section 3 contains implementations of the algorithms and analyses of their running times. Section 4 describes relationships among problems (1)' (2)' and the transitive closure problem, and between the minimum ordering problem and the NP-complete problems.
p=[v=v f5' l l dk+l = w] in Ga such that
(1)
We show by induction on 1 = min(a -1 (~),a -1 (w)) that, given any edge (v,w) in Gz , there exists a path from v to w with the required property (1). If I = 1 , (v,w) is in G and (1) holds vacuously. Suppose the result holds for all l,< 1 ,< lo and let 1 = ao+l . If v-'w in G then (1) again holds vacuously.
Otherwise (VYW> E F(G,) and we have by the definition of F(G,) an xeV with C?(x) < min(c?(v),&w)) and v --,x , x 4 w in G* a l
The induction hypothesis implies the existence of v,x and x,w paths in Ga satisfying (1) and combining these paths gives the required v,w path.
The converse is established by induction on k , the length of p .
If k=l, v-'w in Gi trivially. Suppose the converse holds for all k-<ko and let k = ko +l . Let p = [v = vl, v2, ~~~, vk+l = w] be a path in Ga satisfying (1) and choose x = v. such that 1 &Vi) = max(&vj) \ 2 ,< j 5 k) . The induction hypothesis implies * that v 4 x * and x ---) w in
We can use this lemma as the basis of an O(ne) time algorithm for computing the fill-in produced by any ordering a . It is sometimes more efficient, however, to compute the fill-in directly.
If v and w are any vertices, (v,w) EE or there isa u such (v,u) EEUF, and (uyw) EEUF l (v,w) eEUF if and only if either that 8(u) < mir&(v),a-l(w)) ,
We can compute the fill-in edges -I b'W> ' in increasing order on the value of (X-~(V) , by using this observation. This method of computation is called row elimination or Doolittle elimination [4] when it is used to carry out numeric, rather than symbolic, Gaussian elimination. Section 3 discusses two algorithms for computing fill-in, one based on this direct method and --. one based on Lemma 1.
Lemma2.
Let G = (V,E) be a perfect elimination graph, with perfect ordering a . Let xeV and let Gr = (V, EUD(x)) . Then Q! is a perfect elimination ordering of G' .
Proof.
We must show that given w + y , y+z in Gr with w # z and a-'(y) < min(&w),&z)) , it follows that w -+ z in G' .
We must consider three cases. If (w,y),(y,z) EE , (w,z) EE since a is perfect. If (~,y),(y,z) ED(X) , then w --) x , x 3 z in G and (w,z) cEUD(x) . The last case is (w,y) EE , (y,z) ED(X) (or equivalently (w,y) ED(X) , (y,z) EE ). In this case y + x , x4z in G and ybz in G. If w=x,then (w,z)~E.
Otherwise (i.e., if w { x ), a -1 (x) >Q -1 (y) since a is perfect, and w 4 x in G , also since CX is perfect. But w 4x , x4z
in G imply (w,z) EE UD(x) . 0 perfect ordering cx of G such that a is a perfect ordering of G' .
are perfect elimination by Corollary 1. By the induction hypothesis 
ED ( . . end MINIMAL; -We still need to fill in the details of this algorithm and to estimate its time and space requirements. The tricky part of the implementation is representing the deficiencies so that they are easy to update. We use various lists similar to those used in PERFECT; we need extra lists here since we must keep track of the fill-in edges. It is an interesting exercise to figure out the resource requirements of the algorithm. Let e1 be the number of edges in the graph Gz where a is the arbitrary ordering selected initially. We shall show that the total number of calls on MINFILL is O(er) , the maximum depth of nested calls on MINFILL is O(n) , and MINIMAL uses O(n3) space and O(n*e') time. We make several observations which lead to these bounds. First, --. the time spent in MINIMAL outside of MINFILL is clearly Computational Relationships with Other Problems.
In this section we show that algorithms FILL and PERFECT cannot be improved too much without finding a new and better transitivitytesting algorithm, and that the minimum fill-in problem is very hard.
In particular, we show that (1) any algorithm which computes an ordering's fill-in can be used to compute the transitive closure of a graph; (2) any algorithm which tests whether a graph has a perfect elimination order can be used to test a graph for transitivity; and (3) any algorithm which determines whether a graph has a fill-in of some size ef or less can be used to test a propositional formula for satisfiability.
Fill-in, Perfect Orderings, and Transitivity. Applying Lemma 1, it is clear that the fill-in F((G2)a ) is 2 defined by F((G2)a ) = ((v(l),w(2)) 13 a path from v to w in G) . 2
Given G , it is easy to construct G2 in O(n+e) time. Thus we have Theorem 2.
Given an acyclic graph G , we can construct in O(nte) time a graph G2 with 2n vertices and nte edges, and an ordering a2 , such that the edges in N(G2)a > correspond one-to-one with the 2 edges in the transitive closure of G . Given an acyclic digraph G , we can construct in O(n+e) time a graph G3 with 3n+l vertices and 3e+ 3n edges such that G is transitive if and only if G3 is perfect elimination.
Thus any algorithm for testing whether a graph is perfect elimination can be used to test a graph for transitivity, at a cost of only a constant factor in the running time. Munro Part (1) is easy: to discover whether produces a fill-in of size e' or less, we calculate its fill-in using FILL. Guessing G has an ordering which guess an ordering and an ordering and checking its fill-in clearly require polynomial time. This algorithm is non-deterministic; it can guess all possible orderings. If one of them produces fill-in ef or less, the algorithm answers "yes".
Part (2) is quite a bit harder. For p we choose the satisfiability problem of propositional calculus, which is known to be NP-complete [2].
Let P be any propositional formula with m variables. We may assume that P is in conjunctive normal form with three literals per clause [2].
Let P have k clauses. We shall construct a digraph G(P) and a size e'(P) such that G(P) has an ordering with fill-in of size e'(P) or less if and only if there is a truth assignment to the variables which makes-P true.
We use letters x, y, z to denote variables and p, q , r to denote literals (variables or their negations). We use ? to denote the negation of x ; we regard z as another notation for x . The cliques are arranged into six grounds.
L. Table 1 gives all the adjacencies in G(P) and the sizes of all the cliques appear in Table 2 . The sizes of the cliques are chosen to make the calculations simple, not to be as small as possible. Figure 2 illustrates G(P) for P = (xv~vz)A (xvyvz) .
It is clear that the size of G(P) is polynomial in the length of P, and that G(P) can be constructed in polynomial time given P .
G(P) is designed so that producing a small fill-in requires that --. vertices corresponding to the false literals for some truth assignment of P must be eliminated before any vertices in cliques xlJ' x2o' x61 Y x5o Y Or x41 l If some truth assignment satisfies P , there is a corresponding elimination order which produces a small fill-in. If no truth assignment satisfies P , there is no elimination order with small fill-in. The next result formalizes this idea, and finishes the proof that the minimum fill-in problem is NP-complete. the fill-in is at least c2 , c , or c 4 . Examining Table 2 
Now suppose that P is satisfiable. Choose a truth assignment for the variables which satisfies P . Consider the elimination order given in Table 3 . A careful examination of the adjacencies given in Table 1 reveals that the fill-inlisted in Table 3 The construction in Section 4 shows that the problem of finding a minimum ordering is NP-complete. Since this probably implies that
exponential time is required to find a minimum ordering, any practical I method for getting a small fill-in must be based on a heuristic.
Two heuristics, the minimum degree heuristic and the minimum fill-in heuristic [ll] , seem to work well in practice, but there are no theoretical results to support this assertion. The theoretical study of such heuristics seems to be a good area for future research. See [12, 13, 16] for further comments regarding related issues. 
