Introduction
This paper is devoted to the long-time behavior of the following semilinear beam equation with localized viscosity:
, (t, x) ∈ (0, ∞) × (0, 1) .
(1.1)
Beam equations attract great interest from mathematicians due to their wide range of applications in diverse fields of science. For example, the Boussinesq equation,
was introduced by Boussinesq (see [3] ) to model shallow water wave propagation. Boussinesq equations find applications in numerous areas of physics, extending from wave propagation in shallow water to systems of nonlinear elastic beams. Among many papers related to (1.2), we confine ourselves to citing [7, [26] [27] . The original Boussinesq equation can be generalized as follows:
Papers related to long-time dynamics of (1.3) can be exemplified by [1] and [19] . Due to the importance of viscosity in real processes, the following damped Boussinesq equation,
is studied by some authors (see [6, 10, [23] [24] [25] ). Equation (1.1) can be seen as a generalized version of the Boussinesq equation with localized internal damping. u tt + A (Au + a (x) u t + f (u)) = g (x) , (t, x) ∈ (0, ∞) × (0, 1) , (2.1)
Here, g ∈ L 2 (Ω) and the viscous coefficient a (·) satisfies the following conditions:
a ∈ W 2,∞ (0, 1) , a (x) ≥ 0 a.e. in (0, 1) , Additionally, we assume that for the nonlinear function f the following holds:
The following well-posedness theorem is the first main result of our paper. ) , ∀t ≥ 0, where c 1 :
where c 2 :
nondecreasing function with respect to the each variable and
} .
Hence, we observe that the problem (2.1)-(2.2) generates a weakly continuous semigroup
, where u (t, x) is a weak solution determined by Theorem 2.1.
The second main result of our paper is as follows:
Theorem 2.2 Assume that assumptions (2.3)-(2.6) hold. Then the semigroup {S (t)} t≥0 generated by the problem (2.1)-(2.2) possesses a global attractor
A in ( H 2 (0, 1) ∩ H 1 0 (0, 1) ) ×L 2 (0, 1). Moreover, A is bounded in H 3 (0, 1) × H 1 0 (0, 1) .
Well-posedness
We start with the following theorem.
Theorem 3.1 Let assumptions (2.3)-(2.6) hold. Then for every T > 0 and
2) has a weak solution u belonging to the class
) and satisfying the inequality
where c 1 :
Proof First, we will deal with the strong solutions, and then by using the density argument we will obtain the desired result for weak solutions. Namely, assume that
2) can be reduced to the following initial value problem in H := (
where 
we obtain
where
By the conditions of the theorem, we infer from (3.2) that
where Q : R + → R + is a nondecreasing function. Next, multiplying (2.1) by 2u t and integrating over (0, 1),
with the help of (3.3) and the embedding
Then, recalling (3.3) again, we deduce
. Now, multiplying (2.1) by εζ 2 xu x and integrating over (0, 1), we get
Hence, by (2.3), (2.4), and (2.6), and using the embedding
by εη 2 (x − 1) u x and applying similar arguments used for the multiplier ζ 2 xu x , we get
) .
Then, adding the last inequality to (3.5), we find that
Next, multiplying (2.1) by a (x) u and integrating over (0, 1), we get
Taking into account (2.4) and (2.6), and again with the help of the embedding
3) and the last inequality, it follows that
Then, summing (3.3), (3.4), (3.6), and (3.7), choosing ε small enough and applying the Young inequality, we have
From the last inequality and (2.4), it follows that
. It is easy to show that
for some 0 < µ 1 < µ 2 and K > 0 . Then considering (3.10) in (3.9), we infer
) which yields
) ds and consequently, by (3.3), the following holds:
Now, by using the density argument, we will prove (3.11) for the weak solutions of (2.1)-(2.3). Let
Hence, following steps similar to those outlined above, for the problems
we readily obtain that
where M only depends on ∥(u 0 , u 1 )∥ H1 and is independent of n . Also, with the help of (3.13), from (3.12) 1
we infer that
Then from (3.13) and (3.14), it follows that the sequence
has a weakly star convergent subse-
. Without loss of generality, denote this subsequence
. From (3.14) 1 and (3.14) 2 , in virtue of [22, Corallary 4], it follows that
Moreover, from the last limit we can conclude that
for every T ≥ 0. On the other hand, we get the following equation from (3.12) 1 :
Testing the last equation with 2 (u nt − u mt ) , and taking into account (3.13), we then obtain that
) ds
Hence, with the help of Gronwall's lemma and (3.15), it readily follows that lim n→∞ m→∞
and consequently
Thus, considering (3.14) 3 and (3.16) and passing to the limit in (3.12) and (3.13), we complete the proof of the theorem. 2 
Theorem 3.2 Let v (t, x) and w (t, x) be the weak solutions of (2.1)-(2.3) in
∥v (t) − w (t)∥ H 1 (0,1) + ∥v t (t) − w t (t)∥ H −1 (0,1) ≤ c (T, r) [ ∥v 0 − w 0 ∥ H 1 (0,1) + ∥v 1 − w 1 ∥ H −1 (0,1) ] , ∀t ∈ [0, T ] ,(3.
17)
where c :
is a nondecreasing function with respect to the each variable and
Proof Let us set the function
and u is the solution of the following problem:
Testing (3.18) 1 with A −1 u t and considering (3.18), we obtain that
Therefore, by applying Gronwall's inequality, we obtain (3.17) and the proof of the theorem is complete. 2
Consequently, Theorem 3.1, together with Theorem 3.2, proves Theorem 2.1.
Existence of the smooth global attractor
Firstly, we prove the following asymptotic compactness lemma by using the idea in [16] .
Lemma 4.1 Let conditions (2.4)-(2.6) hold and let B be a bounded subset of H . Then every sequence of the form {S
(t k ) φ k } ∞ k=1 , where {φ k } ∞ k=1 ⊂ B , t k → ∞ ,
has a convergent subsequence in H .
Proof Due to Theorem 3.1, the sequence
With the help of (3.3), we find that
Now, by (2.1), we have
With multiplication of (4.3) by (u nt − u mt ) and integrating over (0, 1) × (0, t) , we readily get
, and considering the last estimate, we have
After that, multiplying (4.3) by a (x) (u n − u m ) and integrating over (0, 1) × (0, t) , the following holds:
Thus, summing (4.4) and (4.6), and exploiting (4.2) and (4.5), for sufficiently small ε , we deduce that lim sup
Now, multiplying (4.2) by 2t (u nt − u mt ) and integrating over (0, T ) × (0, 1), from (2.5), it follows that
) dt
Next, multiplying (4.2) by ta (x) u and integrating over (0, T ) × (0, 1), the following inequality holds:
Then, summing (4.8), (4.9), and (4.10), we obtain
At this point, to estimate the last term on the right-hand side of (4.11), a multiplication of (4.3) by 2tA
from (4.1) and (4.7), which yields lim sup
Then, taking into account (4.5), (4.7), and (4.12) in (4.11), we infer lim sup
Consequently, we deduce
and in view of the proof of [17, Lemma 3.4] , the last equality completes the proof of the lemma. 2
Now we are in a position to prove the existence of the global attractor.
Theorem 4.1 Under the conditions (2.4)-(2.6), the semigroup {S (t)} t≥0 possesses a global attractor A in

H .
Proof Let B be a bounded subset of H . Then, as a consequence of the previous asymptotic compactness lemma,
is a nonempty, compact set. Also, it is invariant with respect to S (t) and attracts B. Let θ ∈ ω (B) and
is a nonincreasing function with respect to t . Therefore, since L ((u (t) , u t (t))) is also bounded, we infer
On the other hand, let us establish an α -limit set as follows:
One can readily deduce that α (θ) is a compact and invariant subset of ω (B) . Then, in view of the definition of the set α (θ) and (4.13), the following holds:
Hence, recalling the invariance of α (θ), we also find
Now, assume that φ ∈ α (θ) and establish (v (t) , v t (t)) = S (t) φ. Then, considering the last equality in (3.2), we have
and recalling (2.3) and (2.4), from the last equality it follows that
Our objective is to show that
and it is the solution of the following problem:
Then, testing (4.16) 1 by x n ζ 2 w and taking into account (2.6), we have
Since x ∈ (0, 1), for sufficiently large n , from the last inequality, it follows that
Therefore, from the last one, we deduce
Similarly, a testing of (4.16
and so
which proves (4.15), together with (4.14) and (4.17). Since (4.15) is satisfied, there holds
and so α (θ) is the subset of the stationary points N (for definition, see [5, p. 35] Finally, we establish the regularity of the global attractor in the following theorem.
Theorem 4.2 The global attractor A is a bounded subset of
Proof Assume that (u 0 , u 1 ) ∈ A . Due to the invariance of A, there exists a full trajectory
, h > 0 , by (2.1), v solves the following equation:
A multiplication of (4.18) by 2A −1 v t and then integration on (0, 1) entail that
where r 0 , r 1 ∈ (r 0 , r 1 ) .
Then we test equation (4.18) by A −1 (εκ (x) v), so as to get .
At this point, it is worth mentioning that estimate (4.23) is first justified for strong solutions, and then it can be extended to weak solutions by using the density argument.
On the other hand, by the conditions of the theorem, it is easy to show that Consequently, passing to the limit as h → 0 + in the last inequality, by using the definition of v , the following holds:
∥u tt (t)∥ H −1 (Ω) + ∥u t (t)∥ H 1 (Ω) ≤ c 11 , ∀t ∈ R.
Taking into account the previous estimate in (2.1)-(2.2), we infer that ∥u (t)∥ H 3 (Ω) + ∥u t (t)∥ H 1 (Ω) ≤ c 12 , ∀t ∈ R.
Hence, choosing t = 0 in the last inequality, we eventually obtain that
which concludes the proof of the theorem. 2
In conclusion, Theorem 2.1 follows from Theorem 4.1 and Theorem 4.2.
