Abstract -In this paper, we consider twolevel programming problems in which there are one decision maker (the leader) at the upper level and two or more decision makers (the followers) at the lower level and decision variables of the leader and the followers are 0-1 variables. We assume that there is coordination among the followers while between the leader and the group of all the followers, there is no motivation to cooperate each other, and fuzzy goals for objective functions of the leader and followers are introduced in order to take fuzziness of their judgments into consideration. The leader maximizes the degree of satisfaction (the d u e of the membership function) and the followers choose in concert so as to maximize a minimum among their degrees of satisfaction. A computational method, which is based on the genetic algorithms, for obtaining a solution to the above mentioned problem is developed. To demonstrate the feasibility and efficiency of the proposed algorithm, numerical experiments are carried out.
Introduction
In this paper we consider situations where there are two or more decision makers at the same or different level of a hierarchy structure, with independent and sometimes conflicting objectives, and each decision makers can directly control certain variables. Such situations are referred to as multi-level problems. As an example of a twolevel problem without cooperation between two decision makers, we cite the Stackelberg duopoly: Firm 1 and Firm 2 supply homogeneous goods to a market. Suppose Firm 1 dominates Firm 2 in the market, and consequently Firm 1 first determines a level of supply and then Firm 2 decides its level of supply after it realizes Firm 1's level of supply. This problem is often formulated as I ns and 2 are profits and a -b(ql+ q 2 ) denotes a price in the market. Each decision maker (firm) does not have a motivation to cooperate each other in this situation. Studies on such a situation have been seen in the literature on game theory. This problem is modeled as the Stackelberg game, in which there are two decision makers, and one decision maker determines his/her strategy and thereafter the other decision maker decides his/her strategy [12] . Each decision maker completely knows objective functions and constraints of a, n opponent and himself/herself, and the decision maker at the upper level (leader) first specifies his/her strategy and then the decision maker at the lower level (follower) specifies his/her strategy so as to optimize his/her objectives with full knowledge of decision of the leader. According to the rule, the leader also specifies his/her strategy so as to optimize his/her own objective. Then a solution defined as the above mentioned procedure is called the Stackelberg strategy (solution). The Stackelberg strategy has been employed as a solution concept when decision problems are modeled as two-level programming problems. Even if objective functions of both the leader and the follower are linear and axe minimized subject to common linear constraint functions, it is known that this problem is a non-convex programming problem with special structure. elberg solution to two-level linear programming problems are classified roughly into three categories: the vertex enumeration approach taking advantage of a property that an extreme point of a set of best responses of the follower is also an extreme point of a set of the common constraints, the Kuhn-Tucker approach in which the leader's problem with constraints involved optimality conditions of the follower's problem is solved, and the penalty function approach which adds a penalty term to the leader's objective function so as to satisfy optimality of the follower's problem. Regarding studies on two-level programming problems with discrete variables, Bard and Moore develop algorithms based on the branch-and-bound technique for obtaining the Stackelberg solutions both to two-level 0-1 programming problems [5] and to two-level mixed integer programming probComputational methods for obtaining the Stack-0-7803-4316-6/98/$10.00 01998 IEEElems [4]. Wen and Yang [15] propose algorithms for obtaining the Stackelberg solution or its approximate solution to a two-level programming problem in which decision variables of the leader are 0-1 variables while those of the follower are continuous variables. One of their algorithms is also based on the branch-and-bound technique, and it picks a 0-1 variable of the leader to make a node and creates two branches. Vicente, Savard and Judice [14] establish equivalences between twolevel discrete linear programming problems and particular two-level linear programming problems by using penalty function methods.
As for researches on two-level programming problems using genetic algorithms, Anandalingam et al.
[2] present a genetic algorithm, which employs a representation of individuals by not 0-1 bit strings but a string of base-10 digits, for obtaining the Stackelberg solution to two-level linear programming problems.
are one decision maker (leader) at the upper level and two or more decision makers (followers) at the lower level, which are referred to as decentralized two-level problems. Especially, as an example of the problems, consider a problem relevant to Stackelberg duopoly. Suppose that there are n + 1 firms supply homogeneous goods to a market, and a firm dominates the others, remaining n firms in the market, and consequently the dominating firm first determines a level of supply and then the remaining n firms decide their levels of supply simultaneously after they realize the dominating firm's level of supply. modeled such problems as follows. The leader first specifies his/her strategy and then the followers specifies their strategies so as to equilibrate their objectives for a given strategy of the leader. In the study of Shimize and Aiyoshi [ll] , the leader optimize his/her objective function under the conditions that decisions of the followers become Pareto optimal.
We intend to devote this paper to examining situations when there is coordination among the followers while between the leader and the followers, there is not a motivation to cooperate each other, and decision variables of the leader and the followers are 0-1 variables. We assume that fuzzy goals for objective functions of the leader and followers are introduced, the leader maximizes the degree of satisfaction (the value of the membership function) and the followers choose in concert so as to maximize a minimum among their degrees of satisfaction. A computational method, which is based on the genetic algorithms, for obtaining a solution to the above mentioned problem is developed. To demonstrate the feasibility and efficiency of the proposed algorithm, numerical experiments are carried out.
In this paper, we consider situations where there Simaan and Cruz 1131 and Anandalingam [l] 2. Decentralized two-level0-1 programming problems
Consider the following situation; the leader is a decision maker at the upper level and is denoted by DMO; the followers are p decision makers at the lower level and are denoted by DM1, ...7 DMp; DMO first determines his/her decision x E {O,l}"o and thereafter DM1, ..., DMp specify their decisions y j E (0, l}"~, j = 1,. . . ,p simultaneously so as to optimize their objectives with full knowledge of decision x of DMO. According to the rule, it is supposed that DMO determines his/her decision x so as to optimize his/her own objective.
. . . . All of the decision variables x and y l , . . . , y p are constrained the following conditions in common.
where A is an m x no coefficient matrix, Bj, j = 1,. -. , p are m x n; coefficient matrices and e is an m-dimensional column constant vector. Let S denote a feasible solution area expressed by (3).
It is natural that decision makers have fuzzy goals for their objective functions when they take fuzziness of human judgments into consideration.
For each of the objective functions zi, i = 0,1, . . . , p represented as (1) and (2), we assume that the decision makers have fuzzy goals such as "the objective function z i should be substantially less than or equal to some value pi." (larger) than z!, it is defined that pi(zi) = 0, and for the value desired (smaller) than z:, it is defined that pi(zi) = 1.
For the sake of simplicity, in this paper, we adopt a linear membership function, which characterizes the fuzzy goal of DMi. The corresponding linear membership function pi(zi) is defined =,V€S as:
where z! and z: denote the values of the objective function zi(z) such that the degree of membership function is 0 and 1, respectively, and it is assumed that the DMi subjectively assess z: and 2 ;
. 
+ d;,y,).
This aggregated degree of satisfaction is nothing else but the fuzzy decision proposed by Bellman and Zadeh [SI, which is often employed as a solution concept in fuzzy environments.
Computational method using genetic algorithms with double strings
We assume that all the coefficients (entries of A, B j , j = 1 , . . . ,q and e ) of the constraints (3) are positive in order to effectively solve the problem through genetic algorithms with double strings proposed by Sakawa et. al. [lo] .
To solve the problem (8), we intend to phase usage of genetic algorithms (GAS) with double strings. That is, the decision variables x of the leader (DMO) are reproduced according to the GAS and, for given z, the decision variables y of the followers (DMi, i = 1 , . . . , p ) are also reproduced.
We propose an algorithm summarized as follows:
An algorithm for obtaining solutions to decentralized two-level 0-1 programming problems
Step 1 Generate Nl initial individuals for the decision variable x of the leader at random.
Step 2 For each individual of x, the following procedure is repeated.
Step 2-1 Generate N f initial individuals for the decision variable y of the followers at random.
Step 2-2 Evaluate each individual for the decision variable y with the given x on the basis of phenotype ((no+nl+. . -+np)-dimensional vector) decoding from genotype (string).
Go to
Step 3 after the procedure of the GA with respect to the followers is repeated M f times, which is the number of generations specified in advance. Apply a reproduction operator, and thereafter apply a crossover operator and a mutation operator to y according to the probabilities of crossover and mutation. Return to Step 2-2.
Evaluate each individual for the decision variable z with an optimal individual y(z) on the basis of phenotype decoding from genotype.
Step 4 Stop the algorithm after the procedure of the GA with respect to the leader is repeated MZ times, which is the number of generations specified in advance. Regard an individual with the maximal fitness as an optimal individual
Step 2-3
Step 3 (2, Y).
Step 5 Apply a reproduction operator, and thereafter apply a crossover operator and a mutation operator to x according to the probabilities of crossover and mutation. Return to Step 2.
We will describe the above procedure in detail.
Coding and decoding
For solving 0-1 programming problems through genetic algorithms, an individual is usually represented by a binary 0-1 string[8], [9] . This r e p resentation, however, may weaken ability of genetic algorithms since an individual whose phenotype is feasible is scarcely generated under this representation. In this paper, as one possible approach to generate only feasible solutions, a double string as is shown in Figure 3 is Unfortunately, however, since this mapping may generate infeasible solutions, we propose the following decoding procedures for eliminating infeasible solutions at the Steps 1 and 3 , and Step 2-2 of the proposed algorithm.
For Steps 1 and 3 of the proposed algorithm, it is possible for some individuals x to violate the constraints even if all the entries of y are one. Assuming all the coefficients are nonnegative, we can employ the following decoding procedure which suppresses birth of individuals generating infeasible solutions.
Step 0 Let e' = e -E;==, EFL, b$, where qe denotes the lth column vector of the matrix Bj.
Step 1 Set IC = 1, C = Cy:, a.e, where a.e denotes the lth column vector of the matrix A.
Step 2 Step 4 If k > n o , stop and regard z as phenotype of the individual represented by the double string. Otherwise, return to Step 2 .
For
Step 2-2 of the proposed algorithm, we can
Step 3 If Euse the following similar decoding procedure.
Step o Let e' = e -CF21 a.!%.
Step 1 Set k = 1, E: = E;='=, EFL, ge.
Step 2 If s ; ( k ) = 0, set IC = k + 1 and go to step 3. Otherwise, i.e., if s q k ) = 1, set k = k+ 1 and go to step 4. If C -b3iy(k) 2 e for n j -1 + 1 5 i y ( k ) 5 nj, set y j i y ( k ) = 0, C = E -@ i y ( k ) and go to step 4. Otherwise, set = 1 and go to step
4.
Step 4 If k > n1+ + np, stop and regard y as phenotype of the individual represented by the double string. Otherwise, return to Step 2.
Note that a location of a variable in the string does not influence a value specified by the above decoding procedures.
Evaluation and selection
Step 3
In the proposed algorithm, individuals for variables y of the followers are evaluated for a given x in Step 2-2, and individuals for variable x of the leader with optimal individuals y(z) are also evaluated in Step 3.
A fitness of an individual for variable y of the followers is directly defined, for a given x, as a value of the aggregated fuzzy goal
For an individual for variable x of the leader, a fitness is also defined as the fuzzy goal of the leader (DMO) Po(c0a: + 4 l Y l + ... + dopyp). (10) In this paper, we employ the ranking selection proposed by Baker[3] . Ranks of individuals are arranged in decreasing order of the fitness, i.e., an individual with the largest fitness is determined as Rank 1. The probability p; that the individual si of Rank i is reproduced is where N is a population size, q+ is set at 2, and 7-becomes 0 because 77-= 2 -r]+. Moreover the elitist preserving selection is also incorporated, that is, if the fitness of an individual in the past populations is larger than that of every individual in the current population, preserve this individual into the current generation.
Crossover and mutation
If a single-point or multi-point crossover operator is applied to individuals represented by double strings, an index i,(k) (iy(k)) in an offspring may take the same number that an index i5(k'), (iy(k'),) IC # k' takes. Recall that the same violation occurs in solving traveling salesman problems or scheduling problems through genetic algorithms. One possible approach to circumvent such violation, a crossover method called partially matched crossover (PMX) is useful. The PMX was first proposed by Goldberg and Lingle [7] for tackling a blind traveling salesman problem. It enables us to generate desirable offsprings without changing the double string structure unlike the ordinal representation. We employ the following crossover operation which is a revised version of PMX to deal with double strings [lo] and is carried out according to the prespecified probability P c .
Step 1 For two individuals SI and s 2 represented by double strings, choose two crossover points.
Step 2 According to the PMX, reorder upper strings of s1 and s 2 together with the corresponding lower strings which yields si and s;. Exchange lower substrings between two crossover points of si and si for obtaining the resulting offsprings s : and s; after the revised PMX for double strings.
Step 3 It is well recognized that a mutation operator plays a role of local random search in genetic algorithms. In this paper, for the lower string of a double string, mutation of bit-reverse type is adopted. We also introduce another genetic operator, an inversion. The inversion proceeds as follows:
Step 1 
. si(n)
Step 2 between two inversion points, i.e., 
Either of these two genetic operations is carried out according to the prespecified probability pm and the constant value for splitting the two operations.
Numerical experiments
To demonstrate the feasibility and efficiency of the proposed algorithm, consider the following decentralized two-level 0-1 programming problem with 40 variables and 5 constraints, in which there are one leader (denoted by DMO) at the upper level and three followers (denoted by DM1, DM2, and DM3) at the lower level. In the proposed algorithm for obtaining an approximate optimal solution to the problem, we set 0.7 to the probability of the crossover, 0.10 to the probability of the mutation, 0.5 to the constant value for splitting into two types of mutation, 100 to the population sizes for the GAS with respect to both the leader and the followers, 100 to the zj' zj" numbers of the generations for the GAS with respect to both the leader and the followers, and we made this computational trial ten times. The result of the computational experiments are shown in Table 3 . As seen in Table 3 
Conclusions
In this paper, we have considered decentralized two-level 0-1 problems, where there is coordination among the followers while between the leader and the group of all the followers, there is no motivation to cooperate each other. To take fuzziness of judgments of the leader and the followers into consideration, fuzzy goals for objective functions of them have been introduced. We have considered the situation when the leader maximizes the degree of satisfaction and the followers choose in concert so as to maximize a minimum among their degrees of satisfaction, and have developed a computational method through the genetic algorithms for obtaining a solution to the decentralized twolevel 0-1 problem. Numerical experiments have been performed in order to demonstrate the feasibility and efficiency of the proposed algorithm. 
