A test s trategy consisting of a twofold application of a Lagrange Multiplier test is suggested as a device to reveal spatial nonstationar ity and spurious spat ial regeression. It is further illustrated how the test strategy can be used as a diagno stic for presence of a spatial co integrating rela tio nship between two variables. Us ing Mo nte Car lo simu lations it is s hown that the small sample behaviour of the test strategy is as desired in these cases.
INTRODUCTION
Spatial regression has been discussed widely in books dedicated to developments in spatial econometrics, notably by Anselin (1988a) , and Anselin and Florax (1995) . The consequenses for estimation and infere nce in the pre senc e of sta ble sp atial pr ocesse s have bee n ext ensively investigated (Haining 1990; Anselin 1988a; Bivand 1980; Richardso n 1990; Richardso n and Hèmon 1981; Clifford and Richardson 1985; Clifford, Richardson and Hèmon 1989) . A recent study (Fingleton 1999) takes the first steps into analyses of implications of spatial unit roots, spatial cointegration and spatial error correction models. A follow-up to this study is found in Mur (2002) , where the concept of spurious spat ial regression is established in a framework of spatial trend (non)stationarity. In Lauridsen (2002) estimation of spatial erro r-co rrection models using an IV approach is investigated.
The present paper refines the suggestions of Fingleton (1999) . Specifically, Fingleton suggests that "very high" values of Morans I test for spatial residual autocorrelation indicate spatial nonstationarity and spurious regression. It is, however, left as an open question how to distinguish between stationary positive autocorrelation and nonst ationarity. The present investigation shows that a twofold application of the LM test for residual autocorrelation can provide a better founded basis to separate these two cases. It is further shown that the same procedure works as a diagnostic for spurious regression. Next, it is suggested that the test procedure works well as a test for spatial cointegra tio n, using a specific two-variable data generating process. In all cases, the small-sample properties of the suggested procedures are derived using Monte Car lo simulation. It is co ncluded t hat the procedure works well in a ll case s, e ven fo r fair ly small sample sizes. Finally, the practical applicability of the suggested approach is shortly illustrated using two 4 cases from recent empirical research.
MODELS WITH SPATIAL DYNAMICS

The regressive, spatial autoregressive model.
The first order spatial autoregressive model [SAR(1) model] was initially studied by Whitt le (1954) and has been used extensively in works by Ord (1975) ; Cliff and Ord (1981); Ripley (1981) ; Upto n and Fingleton (1985) ; Anselin (1988a) ; Griffith (1992) ; Haining (1990); Lauridsen (2002) . T he regr essive, first order spatial autoregressive model [SARX(1) model] is defined by (2.1)
in which y is an n×1 vector, X an n×K matrix of exogenous variables, D the autor egressive parameter, I the n×n identity matrix, , an n×1 vector of white noises distributed with variances F 2 , and W an n×n proximity mat rix defined by W ij = 1 if observation j is assumed to impact observation i, and W ij = 0 otherwise (Footnote 1). W may be noncircular, which is the case for the time series variant where W ij = 1 if j = i-1, for i = 2,3,..,n. For the general spatial case, W is gene rally circular. For example, if the sample consists of a cross-section of n regions, W is usually defined by W ij = W ji = 1 if region i and j are neighbours. As proved by Anselin (1988a) , circularity of W renders OLS estimation of the parameters inconsistent. This is in contrast to the time series case (and any other non-circular cases) where OLS provides consistent (although inefficient) estimation. 
Spurious regression and nonstationarity.
If one or more of the x variables are generated according to a SAR sceme, a risk of spurious regression occurs. Especially, the case of spatial nonstationarity, where y and one or more of t he x variables have a D close t o 1, the risk of spurious r egression is alarmingly high. This is demonstrated in Fingleton (1999) where extremely high values of the Moran's I test for spatial autocorrelation is shown to indicate spatial nonstationarity. The Moran I test is defined as (2.2) I = (n/S) (e'We / e'e ) , where S is the sum of the elements in W and e the est imate d OLS re sidual vec to r. It is asymptotically normally distributed with mean
and variance
where K is the number of exog enous variables (including the co nstant term), and M = I-X(X'X) The present study suggest s a t wofold app licat ion o f a Lagra nge M ultiplier test for spatially autocorrelated errors. The LM error statistic (LME) developed in Anselin (1988a Anselin ( , 1988b ,
is asymp to tical P 2 distributed with 1 degree of freedom under H 0 : D e = 0
In t he case of spur iou s re gression, the err or term , of the regression (2.4)
will contain a unit root, i.e.
with D e =1. Therefore, a large LME value indicates either spatial nonstationarity or stationary (positive or negative) aucorrelation. This result corresponds to the suggestions of Fingleton (1999) with the Moran I test replacing the LM test. Next, under H 0 : nonstationarity, it follows that
so that (2.5)
where )=I-W denotes the spatial difference operator. Equat ion (2.5) implies that a regression of )y on )X provides a white noise error, so that the LM error test sta tist ic for this spatially differ ence d model ( DLME ) will be clos e to zero . On the ot her hand, if H 0 : nonstationarity does not hold , t hen t he sp atial differencing will bring about a negative (stationary) spatial residual autocorrelation leading to a positive DLME value. Concluding, the test strat egy consists of calculating and inspect ing the LME and t he DLME values, leading to one of three conclusions (Footnote 2): Nonstationary, spurious regression (LME positive, DLME zero); stationary spatial autocorrelation (LME and DLME positive); or absense of autocorrelation (LME zero, DLME positive).
It may be further relevant to investigate whether y or any of the x variables are spatially nonstationa ry. This may be revealed by using the suggested procedure for a regression of the variable in question (i.e. z being o ne of y, x 1 , x 2 , ... ) on a co nstant term. Specifically, the regressions z = "i + ,
rea dily provide the LME and DLME test statistics, which lead to one of three conclusions: z is spatially nonstat ionary (LME positive, DLME zero); z represents a stationar y SAR scheme (LME positive, DLME positive); or z is free of any spatial pattern (LME zero, DLME positive).
A furt her adva nta ge o f the LM t est str ategy is that it is quite flexible. Thus, it is p oss ible to control for omitt ed mod el features insofar that these can be incorporated as part of the likelihood function.
For example, it is straight for war d t o acco unt for omit ted hetero geneity and an omitted autoregression in the dependent variable, along the lines suggested in Anselin (1988b) .
Spatial cointegration.
Spatial cointegration denotes the case where two or more variables in a regression are nonstationa ry, while the res idua l is st ationa ry. A simple data generating process which generates two no nstationary but poss ibly cointegra ting series is t he fo llowing syst em:
(2.6)
(2.7)
where e 1 and e 2 are white noise processes. From these definitions,
from which it is clear that x and y are SI(1) but that the y cointegr ate fo r an y " differ ent from 0 and cert ain $ values, because (x+"y) is I(0). Sp ecifically, the relation will be non-int egr ated if (i) "=0 or (ii) ">0 and $>".
We suggest that the above LM strategy may apply to this situation. Specifically, a regression of y on X represents a coint egrat ing relation (if LME is zero and DLME is negative) o r a nonintegrating relation (if LME is positive and DLME is zero). The limiting case of "near integration"
(">0, $>") will be also be revealed (if LME and DLME are positive).
Monte Carlo simulation studies: Designs and results.
In the following sect ion, the small-sample pr opert ies o f the abo ve su gge ste d test str ategies will be investigated using Monte Carlo simulation studies. The chosen Monte Carlo designs are outlined together with the results.
Spurious regression.
To investigate the finite sample properties of the suggested LME test strategy for spurious reg res sion, t he fo llow ing Mont e Ca rlo des ign were inves tig ated. To reflect rea lity, we assume a multiple regression where some of t he expla nat ory varia bles are statio nary and s ome nonstationar y. Specifically, we employ four explanatory variables, of which two are nonstationary and two are white noise processes. The specific design were as follows:
For specific sample size n: Perform 10,000 iterations:
Generate e 0, e 1, e 2, e 3, e 4 as independent N(0,1) series.
Let e = (I-D e W) -1 e 0 .
Let
Let x i = e i , i=3,4.
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Let y = i + x 1 + x 2 + x 3 + x 4 + e.
Regress y on X = [i x 1 x 2 x 3 x 4 ] and )y on )X. Report LME and DLME.
Report the percentage of cases out of 10,000 where LME, respective DLME exceeds the 5 per cent critical value of P 2 (1) = 3.84.
To investigat e the impact o f contiguity matrix type, we used rook and queen type contiguity matrices based on an r×r board (so that n = r 2 ) with r assumed to take the values 5, 10 , 15, and 20. In t his as well as the following simulations, we followed the usual convention and employed a row-standardized W matrix, i.e. W ij wer e re plac ed by The results are provided in Table 1 .
(table 1 around here) Table 1 shows that the pro cedure per forms well, and tha t t he pe rformance o f the pro cedure is acceptable, even for fairly small sample sizes. That t he case of near nonstationarity causes pro blems in identifying the "true" data generating process is well-known from time series analysis.
However, contrary to time series analysis spatial dependence of moderate size (i.e. r values of about 0.5) in economic systems seems to be much more reasonable than the case of nearnonstationarity (see e.g. Rey and Montouri, 1999; Kosfeld, Eckey and Dreger, 2002) . Further, the performance of the procedure seems to be unaffected by t he type o f contiguity matrix, as the rook and the queen cases provide similar results.
Test for nonstationarity.
To investigat e the finite sample properties of the suggested LME test strategy for nonstationaity of a single variable, the following Monte Carlo design was investigated:
Generate e as independent N(0,1) series.
Let y = (I-DW) -1 e.
Regress y on X = i and )y on )X. Report LME and DLME.
Again, we used the rook and queen type contiguity matrices based on an r×r board with r assumed The results are provided in Table 2 .
(table 2 around here)
As Table 2 sho ws that the procedure performs well even for fairly small sample sizes. This holds true under the assumption of nonstationarity as well as different stationarity cases. The case of near nonstationarity is again included for co mparative pu rpo ses. Note tha t perfo rmance is independent of contiguity matrix type.
Test for cointegration.
To investigate the finite sample properties of the suggested LME test strategy for cointegration using the suggested example, the following Monte Carlo design was investigated:
Generate e 1, e 2 as independent N(0,1) series.
Let u = (I-W) -1 e 1 .
-1 e 2 and y = -("-$)
Regress y on X = [i x] and )y on )X. Report LME and DLME.
To investigate the impact of contiguity matrix type, we again used the rook and queen type contiguity matrices based on an r×r board with r assumed to take the values 5, 10, 15, and 20.
Further, the behaviour of the strategy under H 0 : nonstationarity as well as H 1 : stationarity (including the case of near nonstationarity) were investigated by varying " and $ between the values shown in Table 3 .
The results are provided in Table 3 .
(table 3 around here) Table 3 shows that the procedure performs well, especially for fairly large n, and that the performance of the procedure is acceptable, even for fairly small sample sizes. Especially, in the case of coint egrat ion ("=1) and non-integrat ion ("=0) , t he pro ced ure wo rks excelle ntly, while the greyzone case of near-integration (0<"<1, $>") is charachterized by inconclusive test sizes.These conclusions hold for both types of contiguity matrices, with a single exception for the cases where " and $ are close to each other. In such cases, the rejection percent ages ar e much higher fo r the queen than for the rook case.
AN EMPIRICAL ILLUSTRATION
To illustrat e the above co ncepts, we provide an empirical example invest igated in Lauridsen and Nahrstedt (1999) and Lauridsen (2002) . The model is concerned with determinatio n of a regression model for outcommuting ratios as a function of unemployment, participation rate, density of working places and average household size. Data were from a 1994 census for 275
Danish municipalities. See Table 4 for a description of the data.
(table 4 around here) Table 5 , points to stationarity of the residuals as well as of the single variables. It is concluded that the single variables as well as the ent ire regression are stationary. Thus, the negative sign for unemplo yment is ra the r due t o str uct ural pr opert ies t han t o spat ial no nst ationa rit y.
(table 5 around here) 13
CONCLUSIONS
Unt il now, it has not been well established how to separate the case of spatial nonstationarity from the case of stationary po sitive aut ocorrelat ion. As a consequ ence , reliable diagnostics for spurious spatial regression and for the existence of spatial cointegrat ing relations have not been available.
The present study aims to contribute to close these gaps by proposing a st rategy for detecting spatial nonstationarity. It is shown that the strategy of a twofold application of a Lagrange
Multiplier test provides adequate diagnostics for both spurious spatial regression and the presence of spatial cointegra ting rela tio ns. By means of M ont e Carlo simulat ions it is demonstrated that the finite sample properties of the suggested methodology are as desired.
FOOTNOTES
1. A further generalizatio n, which is not in focus of the present study, is to allow the non-zero units to be different from 1. In this way, it is possible to apply weights to the st rengt h of the impact fro m observation i onto observation j.
2. The test result is t ermed t o be "positive" if the LM test statistic differs significantly from zero and "zero" otherwise.
___________________________________________________________________________ TABLE 1. MONTE CARLO RESULTS FOR SPURIOUS REGRESSION STUDY.
PERCENTAGE OF CASES WHERE LME / DLME VALUE REJECTS H0 AT 5% LEVEL.
10,000 ITERATIONS. PERCENTAGE OF CASES WHERE LME / DLME VALUE REJECTS H0 AT 5% LEVEL.
10,000 ITERATIONS. r=15(n=225) 0.047/1.000 1.000/1.000 1.000/0.690 1.000/0.087 1.000/0.053 0.049/1.000 0.992/1.000 1.000/0.528 1.000/0.063 1.000/0.045 r=20(n=400) 0.049/1.000 1.000/1.000 1.000/0.897 1.000/0.110 1.000/0.048 0.050/1.000 1.000/1.000 1.000/0.796 1.000/0.083 1.000/0.046 ___________________________________________________________________________________________________________ TABLE 3. MONTE CARLO RESULTS FOR COINTEGRATION STUDY. PERCENTAGE OF CASES WHERE LME / DLME VALUE REJECTS H0 AT 5% LEVEL. 10,000 ITERATIONS. ____________________________________________________________________________________________________________ 
