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Sommaire
La fiabilite des systeraes est indispensable dans de nombreuses applications. A cet efFet, la
tolerance aux fautes est une approche largement utilisee dans les systemes qui requierent
une fiabilite elevee. Son but est de fournir un service malgre la presence de composants
fautifs dans Ie systeme en fonctionnement. Le probleme des generaux Byzantins est un
modele puissant, car il n impose aucune contrainte sur Ie comportement des coEaposants
fautifs. Ceux-ci peuvent se comporter de fa^on arbitraire.
Dans ce memoire, nous allons tout d'abord presenter Ie probleme des generaux Byzan-
tins traditionnel. Ensuite, nous deraontrerons que sans ajout de contraintes au modele
initial, Pidentification des composants fautifs est impossible. Enfin, nous donnerons les
conditions necessaires pour qu'une telle identification puisse operer.
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L utilisation croissante des ordinateurs conduit a une necessite: avoir des systernes d or-
dinateurs extrem.em.ent fiables. Ces systemes, qui sont souvent composes de plusieurs
centaines d ordinateurs, apparaissent comrae un outil puissant et economique dans les
applications industrielles, militaires et educationnelles. Avec cette proliferation, les be-
soins pour de tels systemes ont augraente. Ces systemes sont malheureusement composes,
dans la plupart des cas, de composants non fiables dont les pannes peuvent causer des
catastrophes, peut-etre meme une perte de vie humaine tels dans un crash d avion, ou
une catastrophe nucleaire. II est clair que la fiabilite de ces systemes est indispensable
dans de telles applications et que les besoins en fiabilite vont continuer a croitre.
Typiquement, un systeme comprend plusieurs composants, chacun d'eux etant en lui-
meme un systeme autonome. Le composant fautif peut etre defectueux sans contaminer
les autres composants du systeme. Toutefois, 11 est aussi possible qu'un composant de-
fectueux contamine certains autres composants du systeme et, de ce fait, il devient une
source d'erreur.
La composition d'un systeme a partir de plusieurs composants elementaires offre un
avantage de taille: creer un systeme dont la puissance globale est superieure a celle de
chacun de ses composants. Malheureusement, si un ou plusieurs composants du systeme
sont fautifs, la puissance globale peut etre afFectee. II est alors essentiel de fournir un
mecanisme pour detecter et localiser, ou au moins masquer, les composants fautifs dans
ces systemes. Dans la suite, nous allons trailer la notion de panne ou de faute de sys-
teme. Succinctement, un systerae est dit en panne si son fonctionnement observe difFere
de celui qui est specifle. En fait, la notion de composant fautif n est pas simple a defmir
et 11 existe plusieurs modeles de fautes que nous allons decrire au chapitre 1. Toutefois,
on peut dire qu'une panne de systerae est causee par les composants fautifs de ce systeme.
La tolerance aux fautes est une approche largement utilisee dans les systeraes qui re-
quierent une fiabilite elevee. Son but est de fournir un service malgre la presence des
composants fautifs dans Ie systeme en fonctionnement. II existe une variete de techniques
utilisees pour la tolerance aux fautes [15]. Dans ce memoire, nous nous interessons aux
techniques appliquees dans les systemes distribues. Les techniques de tolerance aux fautes
sont basees sur 1'utilisation de la redondance pour masquer PefFet des fautes dans les sys-
temes distribues.
Succinctement, un systeme distribue est un reseau compose de plusieurs ordinateurs
(frequemment appeles noeuds). Ces noeuds sont geographiquement situes dans difFerents
endroits et sont connectes. Tous les nceuds sont autonomes et comniuniquent les uns avec
les autres via des lignes de coraraunication. Chaque noeud est forme d'une unite qui a une
memoire locale inaccessible a partir de tous les autres noeuds et une horloge privee qui
gouverne Pexecution des instructions sur ce noeud. Chaque noeud a aussi une interface
par laquelle il est connecte au reseau. Les nceuds du systeme comrnuniquent entre eux
par des messages via les lignes de communication qui les relient.
Le probleme de consensus
Le consensus est un des problemes fondamentaux dans la conception des systemes dis-
tribues fiables. Si la fiabilite des noeuds et des lignes de comraumcation entre eux est
assuree, la solution du probleme de 1 accord devient triviale: 1 initiateur du message en-
voie simplement une copie de son message a chacun des autres noeuds. En realite, il y
a, toujours une chance que la ligne de communication ou 1 initiateur d un message soit
fautif. Ce sont ces fautes qui empechent les noeuds d'atteindre un consensus.
Le probleme de consensus s occupe de 1 accord des noeuds non fautifs sur 1 et at du systeme
(sa configuration, la synchronisation de son horloge, Ie contenu des coinmumcations ou
n'importe quelle autre valeur qui demande une consistance globale). Get accord doit se
faire malgre Pinadvertance possible ou meme la propagation erronee d'informations par
certains composants fautifs du systerae.
Les composants majeurs d un systeme distribue sont les noeuds et les lignes de cora-
munication. DifFerentes methodes existent pour resoudre Ie probleme du consensus et
assurer la tolerance aux fautes dans un systeme distribue. La plupart de ces methodes
font des hypotheses explicites mais aussi implicites sur Ie comportement du systeme et
particulierement sur Ie mode de pannes de ses composants [15]. Ces hypotheses sont
frequemment faites sur:
1. les relations entre les horloges des difFerents nceuds,
2. la disponibilite des donnees au-dela des pannes,
3. Ie comportement des noeuds durant les pannes, et
4. la fiabilite et Ie type du reseau.
II a souvent ete suppose que lorsqu'un composant d'un systerae distribue tombe en panne,
11 se comporte d'une fagon bien definie. Void deux exemples de ce type de pannes :
1. un composant qui donne toujours des zeros,
2. un composant qui arrete tout simplement de fonctlonner.
Techniques de SD et de BA
Deux approches ont ete proposees pour resoudre Ie probleme de consensus dans un sys-
teme distribue:
1. Papproche SD (System Level Diagnosis) introduite par Preparata & al. [17] en 1967,
2. Ie BA (Byzantine Agreement^ nomme aussi Byzantine Generals Problem) mis au
point par L.Lamport, R.Shostak et M^.Pease [16], en 1980.
Plusieurs methodes de tolerance aux fautes supposent que si un nceud tombe en panne
d'une fa^on syrapathique (bien definie), sa panne peut etre detectee par les autres noeuds
dans Ie systeme. Cette detection de panne exige des protocoles de diagnostic de fautes.
C'est Ie domaine du diagnostic du systerne (System Diagnosis ou SD). Le SD consiste a
diagnostiquer, c est-a-dire, detecter et localiser les nceuds fautifs et partager cette infor-
mation avec les autres noeuds non fautifs [17].
En general, lorsqu'un composant ou un systeme tombe en panne, son comportement
peut etre totalement arbitraire. Par exemple, Ie composant ou Ie systeme fautif peut
envoyer des informations difFerentes aux autres composants avec lesquels 11 coramumque.
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Avec ce type de pannes, atteindre 1'accord entre les difFerents composants est un pro-
bleme complique. II est appele Ie probleme des generaux Byzantins (Byzantine Generals
Problem ou Byzantine agreement ou BA). Les protocoles utilises pour atteindre 1 accord
avec ce type de faute arbitraire seront appeles par la suite les protocoles de 1 accord By-
zantin (the Byzantine agreement protocols) [13].
Le BA est un probleme complexe car aucune hypothese n est posee sur Ie comporte-
ment des composants fautifs. Ceux-ci peuvent se comporter de fa^on arbitraire. Cela est
realiste car les composants d'un systeme se comportent souvent arbitrairernent lorsqu ils
tombent en panne.
En depit du fait que Ie BA et Ie SD ont des caracteristiques difFerentes, ils poursuivent
des buts similaires : atteindre 1'accord entre les noeuds non fautifs malgre la presence de
certains noeuds fautifs. En fait, Ie SD identifie les noeuds fautifs pour les isoler, alors que
Ie BA masque les efFets des nceuds fautifs [6].
Objectifs et organisation du memoire
L'algorithme Byzantin vise a s'assurer que tous les noeuds non fautifs se mettent d'ac-
cord sur la meme valeur sans identifier les fautes dans Ie systeme. Jusqu'a present, les
chercheurs ont vise uniquement Ie masquage des fautes sans se soucier de les identifier.
Malheureusement, sans un mecanisme d'identification des coraposants fautifs, les algo-
rithmes de masquage peuvent devenir desuets. En efFet, les algorithmes supposent que
Ie nombre de composants fautifs ne peut depasser une limite fixe. II s'ensuit alors que
Ie mecanisme d'identification des composants fautifs est indispensable pour maintemr la
validlte des algorithmes de masquage. En etudiant ces algorithmes, on se rend compte
qu'il est possible d'identifier les composants fautifs, au moins dans certains cas. L objectif
de ce travail est de decrire Ie BA et d'exploiter ses algorithmes de masquage pour pouvoir
identifier les composants fautifs dans Ie systeme.
Le premier chapitre est consacre a la presentation du probleme des generaux Byzan-
tins. La solution proposee dans la version originale [13] pour resoudre Ie BA esi decrite.
Le reste de ce chapitre est consacre a la description des principales solutions proposees
pour resoudre Ie BA. Le BA est couteux en terme du nombre de messages envoyes et
des exigences du systeme (reseau connecte complet). L'objectif principal de toutes les
solutions proposees est de presenter des moyens de transmission de plus en plus efficaces.
Jusqu a present, la plupart des travaux qui traitent Ie BA n out pas la capacite de de-
teeter et a fortiori d'identifier les composants fautifs. Le second chapitre vient proposer
un mecanisme qui exploite Palgorithme presente dans [13] pour identifier Ie maximum de
noeuds fautifs. Les limitations de ce mecanisme sont decrites.
Dans Ie troisieme chapitre, nous proposons un algorithme qui resout Ie BA et qui iden-
tifie tous les composants fautifs dans Ie systeme. Dans ce cas, les noeuds et les lignes de
communication peuvent tomber en panne. Un reseau de diffusion generalise, ef&cace et
pratique, est utilise comme architecture de communication. Une comparaison entre cette
architecture et les architectures classiques est aussi donnee.
CHAPITRE 1
Le probleme des generaux Byzantins
1.1 Introduction
Le probleme des generaux Byzantins est en fait un probleme d'accord ou encore de
consensus. II a ete decrit dans [13] et a ete nornme originairement "interactive consisten-
cy" [16]. Initialement, 11 s'agit de synchroniser plusieurs horloges dont certaines peuvent
etre fautives. De plus, on suppose que Ie comportement d'une horloge fautive est arbi-
traire. II est interessant de voir la relation entre Ie nombre total d'horloges et celui des
horloges fautives. En fait, si n est Ie nombre total d horloges et fh est Ie nombre maximal
d'horloges fautives 11 est necessaire que n > 3fh pour pouvoir masquer PefFet des horloges
fautives.
Le terme "Generaux Byzantins" tire son origine d'une metaphore decrite dans [13]. La
version originale imagine que plusieurs divisions de Parmee byzantine sont campees au-
tour d'une ville ennemie, chaque division est commandee par son propre general. Les
generaux peuvent commumquer entre eux par messages seulement. Us doivent adopter
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un plan commun de la bataille (attaquer ou non). Parmi ces generaux, un ou plusieurs
peuvent etre des traitres voulant embrouiller les autres. Les generaux out besoin d un
algorithme qui garantisse ce qui suit:
(d) Tous les generaux loyaux adoptent Ie meme plan de bataille. Les generaux loyaux
vont appliquer Ie plan genere par 1 algorithme, mais les traitres sont libres de faire
tout ce qu Us veulent.
(c2) Un groupe de traitres ne reussit pas a forcer les generaux loyaux a adopter un plan
fautif. Les traitres peuvent afFecter Ie plan seulement si les generaux loyaux sont
quasiment divises sur Ie plan a suivre. Dans un tel cas, aucune decision ne peut
etre consideree comme fautive.
Le probleme des generaux Byzantins (nomme aussi BA) necessite une definition soignee.
Les chercheurs qui out etudie ce probleme considerent un systerae distribue corapose
de plusieurs noeuds qui cormnuniquent entre eux via des lignes de coraDiunications. Les
noeuds fautifs peuvent presenter des comportements arbitraires : Un noeud fautif peut en-
voyer differentes valeurs a difFerents noeuds. Le but fondamental a atteindre est d'obtenir
un consensus entre tous les noeuds non fautifs. Chaque noeud doit adopter une valeur
en se basant sur les valeurs revues des autres noeuds dans Ie systeme. Compte tenu des
conditions (d) et (c2) plus haut, il faut exiger que tous les noeuds non fautifs adoptent
la meme valeur. II faut aussi assurer que tous les nceuds non fautifs out Ie meme ensemble
des valeurs. Le consensus peut alors etre atteint facilement par tous les noeuds. En ef-
fet, il suffit que tous les noeuds utilisent une raerne procedure pour 1'adoption d'une valeur.
IVtaUieureusement, Ie probleme est coraplique lorsqu'un noeud fautif peut envoyer dif-
ferentes valeurs aux difFerents noeuds. Une simple methode d'echange de messages pour
la transmission des valeurs aux differents noeuds n'est pas suffisante. Plus precisement, il
est necessaire d assurer que tous les noeuds non fautifs adoptent une merae valeur pour
chaque autre noeud. Le consensus est alors immediat. Formellement, on exige que:
(1) Tous les nceuds non fautifs adoptent une meme valeur v^ pour un nceud ni.
(2) Si Ie noeud ni est non fautif, alors chaque noeud non fautif adopte la valeur envoyee
par rii.
Ces deux exigences sont appelees interactive consistency. Notons que si Ie nceud n^ est
non fautif alors (1) decoule de (2). Cette formulation autorise n'importe quel type de
comportement durant une panne. Les nceuds peuvent se comporter d'une fa^on arbitraire.
II faut aussi noter qu'une solution pour ce probleme doit considerer la possibilite d'un
noeud fautifqui envoie deliberement des messages dans Ie but de contrecarrer Ie consensus.
Atm d'assurer les deux exigences (1) et (2), mentionnees ci-haut, pour resoudre Ie pro-
bleme de consensus, differents algorithmes pour Ie BA ont ete developpes. Le but principal
de ces algorithmes est d'assurer que les noeuds non fautifs finissent par atteindre 1'accord
general.
Ce chapitre est organise corame suit; dans la prochaine section, les difFerents raodeles
des fautes sont passes en revue. Dans la section 1.3, nous precisons les caracteristiques
d un systeme distribue requis pour assurer 1'existence d'une solution de BA. Les com-
posants principaux de ce systeme sont presentes. Dans la section 1.4, nous donnons une
procedure pour obtenir 1'interactive consistency dans Ie cas d'un systeme compose de
quatre nceuds dont un est fautif. Le but de cette section est de donner au lecteur une
vue d ensemble du probleme. La section 1.5 decrit 1'algorithme, nomme (Oral Message ou
OM, propose dans la version originale [13] pour resoudre Ie BA. La section 1.6 est consa-
cree a. 1 etude des principaux travaux qui ont traite Ie BA soit avec des messages signes,
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soit avec d'autres modeles de reseaux (reseau de diffusion ou de diffusion generalise), ou
encore avec d'autres types d'accord (degradable ou aleatoire).
1.2 Les modeles de fautes
Un modele de fautes vise a definir Ie comportement d un nceud fautif. Pour Ie BA, Ie
modele de faute est une description des limitations d un nceud fautif. Savoir comment
un element de traitement tombe en panne, est la de pour faire des hypotheses realistes
et creer des algorithmes capables d identifier et de masquer les nceuds fautifs. Dans un
systeme distribue, Ie seul comportement visible d'un nceud est la sequence de messages
qu'il envoie.
Les fautes des noeuds peuvent etre reparties en difFerentes classes. Ces classes des fautes
sont au nombre de sept et sont donnees par la figure 1.1. Nous avons :
Faute d;arret de fonctionnement avec alerte (Fail-Stop fault): Cette faute appa-
rait lorsqu'un nceud cesse de fonctionner et alerte les autres noeuds sur son etat.
On exige ici que les messages deja envoyes par ce noeud out ete corrects jusque la.
Faute d'arret de fonctionnement sans alerte (Crash fault) : Cette faute apparait
lorsqu un noeud s interrompt et ne reprend plus son fonctionnement sans alerter
les autres noeuds sur son etat. Un exemple de cette classe est un noeud fautif qui
s'abstient d'envoyer des messages apres une periode de temps arbitraire. On exige
id que les messages deja envoyes par ce noeud ont ete corrects jusque la.
Faute d} omission (Omission fault) : Cette faute apparait lorsqu'un noeud n'arrive pas






Arret de fonclionnement sans alerte
Arret de fonctionnement
avec alerts
Figure 1.1 - Les classes de fautes reparties de la plus forte d la plus faible
messages presents par son protocole. On exige ici que les messages deja envoyes
par ce noeud sont corrects.
Faute de synchronisation (Timing fault): Cette faute apparait lorsqu'un nceud com-
plete une tache soit avant ou apres Ie moment prevu, ou ne la complete pas du
tout. Cette faute est parfois appelee: faute de performance.
Faute de calcul (Incorrect computation fault): Cette faute apparait lorsqu'un nceud
echoue a produire Ie resultat correct en reponse a une entree correcte.
Faute byzantine authentifiee (Authenticated Byzantine fault): Cette faute apparait
lorsqu'un noeud envoie difFerents messages pendant une diffusion a ses voisins. On
exige toutefois id qu un nceud ne peut alterer un message authentifie.
Faute byzantine ou faute mechante (Byzantine fault): Cette faute peut etre consi-
deree comme etant 1 ensemble de toutes les fautes. Un noeud fautif presente un
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comportement totalement arbitraire et imprevislble. Le pire est qu un noeud fautif
soit habile pour contrecarrer la performance des nceuds non fautifs. Dans ce tra-
vail, nous aliens considerer Ie modele de faute byzantine, desormais appele faute
mechante.
1.3 Description du systeme
Dans cette section, nous precisons les caracteristiques d'un systeme distribue qui ga-
rantissent Pexistence d'une solution de BA. Nous presentons aussi ses composants prin-
cipaux. En premiere sous-section, nous discutons la synchronisation. Ensuite, dans la
deuxieme sous-section nous presentons les principaux coraposants du systeme : les noeuds
et Ie mecanisme de transmission.
1.3.1 Caracteristiques du systeme
Le systeme peut etre synchrone [10, 12, 13] ou asynchrone [3, 4, 8, 14]. La synchronisation
permet aux noeuds non fautifs de:
- reconnaitre les messages prematures, et
- detecter les noeuds fautifs.
Sans une forme de synchronisation (c'est-a-dire qu'il n'y a pas de limite sur la vitesse re-
lative des noeuds ou Ie delai des communications), Ie consensus avec Ie modele de fautes
mechantes est impossible. Ceci meme si juste un seul noeud peut tomber en panne et
meme si Ie modele de faute est la faute d'arret de fonctionnement sans alerte (Crash
fault) qui est beaucoup plus benigne que la faute mechante [7].
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En fait, sans hypotheses sur la limite maximale de la duree de transmission d'un message
A et sur la limite maximale des taux relatifs des noeuds (f), un noeud fonctionnant dans
Ie protocole de consensus, peut simplement s'interrompre et retarder la procedure inde-
finiment. En efFet, si A ou cf) est illimite, alors Ie consensus est irnpossible meme dans Ie
cas d'une seule faute. II est evident qu'aucun algorithme ne peut resoudre Ie BA si les
messages peuvent etre transmis arbitraireraent. On doit cependant noter une exception
fondee sur 1'accord aleatoire. Cette exception, proposee dans [3], sera expose a la section
1.6.3.
1.3.2 Composants du systeme
Les noeuds
Tout noeud peut etre fautif ou non. Chaque nceud a une mernoire locale et les noeuds
non fautifs maintiennent leurs propres horloges qui ne doivent pas difFerer de plus d'une
constante connue.
Les noeuds peuvent fonctionner dans un environnement synchrone ou les noeuds envoient
et re^oivent des messages en des temps bien definis. Us peuvent egaleraent fonctionner
en asynchrone. Les nceuds peuvent alors attendre une periode de temps arbitraire, mais
finie avant d'envoyer ou de recevoir un message.
Les mecanismes de transmission
Les noeuds vont commumquer par des messages via Ie mecanisme de transmission. Le
contenu de ces messages est completement sous Ie controle de Femetteur. II est suppose
que chaque noeud execute des algorithmes qui necessitent 1'eraission des messages pour
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d'autres noeuds. Les principaux mecanisrnes de transmission sont:
- reseau connecte complet (Fully Connected Network) : c'est un reseau point a, point,
c'est-a-dire il existe une ligne de communication entre chaque paire de noeuds. Un
noeud peut chaque fois envoyer un message pour au plus un autre noeud.
- reseau de diffusion (^BroadCast network): un noeud peut chaque fois diffuser un
message pour tous les autres noeuds (One to All).
- reseau de diffusion generalise (Generalized Network): les noeuds sont organises en
groupes. Cette architecture est fondee sur les reseaux de diffusion. Ce modele cora-
blue les deux modeles precedents. II sera expose dans Ie chapitre 3.
1.4 Procedure pour atteindre V interactive consistency
dans Ie cas d'une seule faute
Pour dormer aux lecteurs une premiere vue du probleme, nous donnons une procedure
pour atteindre les deux exigences de BA ("interactive consistency'1'') dans Ie cas d'une
seule faute 16]. Le nombre total de nceuds est egal a quatre dont un est fautif c'est-a-
dire n = 4 et /n = 1. La procedure consiste en un echange de messages, suivi par une
verification pour montrer que les deux exigences de BA sont atteintes. Cette verification
est basee sur Ie resultat de 1'echange. La figure 1.2 decrit la topologie du systeme consi-
dere.
Supposons que chaque nceud veuille partager sa valeur secrete avec les autres nceuds.
Deux tours d echange d information sont requis pour atteindre Paccord. Dans Ie premier
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Figure 1.2 - Quatre noeuds relies par des lignes de communication bidirectionnelles et
pnvees
tour, les noeuds echangent leurs propres valeurs, par exemple:
B envoie des messages aux noeuds A, C et D, en leur disant sa valeur.
Dans Ie second tour, les noeuds echangent toutes leurs informations obtenues dans Ie
premier tour, par exemple :
B envoie un message a :
- A en lui disant les valeurs qu'il a revues de C et D.
- C en lui disant les valeurs qu'il a revues de A et D.
- D en lui disant les valeurs qu'il a revues de A et C.
Un noeud fautif (s'11 y en a un) peut "mentir" (envoyer une valeur differente que la valeur
re^ue ou tout simplement refuser d'envoyer des messages). Si un noeud non fautif ne reus-
sit pas a recevoir un message prevu, alors il assignera simplement une valeur predefinie
(la valeur de defaut) a ce message.
Des que 1 echange est termine, chaque noeud doit adopter une seule valeur associee a
chacun des autres noeuds. Cette valeur est obtenue en examinant les trois rapports regus
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de cette valeur. En efFet, chaque noeud a trois rapports pour la valeur associee a chaque
autre nceud, par exemple,
- B a re^u des valeurs de A, directement de A et via C et D.
Si au moins deux rapports parmi les trois s accordent, la valeur majoritaire sera utilisee,
c'est-a-dire la valeur qui se repete Ie plus souvent, sinon une valeur par defaut sera utilisee.
Verifions que cette procedure en deux tours reponde a,ux deux exigences de BA. La
premiere exigence qui impose que tous les noeuds non fautifs adoptent la merae valeur
pour la source. La deuxieme impose que si la source est non fautive, alors chaque noeud
non fautif adopte sa valeur.
On va trailer Ie cas d un A fautif et d un A non fautif et on va verifier siB, C et D
adoptent la meme valeur pour A.
- Si A est non fautif alors B, C et D recevront chacun au moins deux rapports corrects
de la valeur de A : soit de A lui meme et soit d'au moins un nceud non fautif parmi
les deux autres noeuds. Ainsi, la valeur majoritaire et la valeur de A s accordent.
Cette valeur majoritaire sera adoptee par tous les noeuds non fautifs et Les deux
exigences sont atteintes.
Si A est fautif, alors B, C et D devront adopter une meme valeur (soit une valeur
envoyee par A, soit la valeur de defaut). Si A s'abstient d'envoyer des messages,
alors tous les noeuds non fautifs adoptent la valeur de defaut et les deux exigences
sont atteintes. Si un noeud non fautif adopte une valeur v pour A, autre que la
valeur de defaut, alors pour atteindre les deux exigences 11 faudra que les deux
autres noeuds non fautifs adoptent cette raeme valeur v. Disons qu'un noeud non
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fautif B, sans perte de generalite, adopte une valeur v envoy ee par A, alors B a
certainement re^u la meine valeur v d'une combinaison de A et de deux autres
noeuds non fautif, C et D.
- Si les rapports de v, re^us par B, proviennent de C et D, alors chacun de ces
deux nceuds (C et D) out re^u v de chaque noeud autre que B (et peut etre de
B aussi). II s'ensuit que C et D adoptent v et les deux exigences sont atteintes.
- Dans 1 autre cas, les rapports de v re^us par B, proviennent de A et d un autre
nceud non fautif, disons C sans perte de generalite. Done, D recevra v de B et
de C et 11 adopt e v, B et C out re^u v de chaque noeud autre que D, done ils
adoptent v. Les deux exigences sont encore atteintes.
1.5 I/algorithme de consensus OM
Nous discuterons de Palgorithme qui a ete nomme (Oral Message ou OM), propose
dans la version originale [13] pour resoudre Ie probleme de Generaux Byzantins dans
un systeme distribue. Ce systeme est synchrone. II est compose de n noeuds dont au
plus fn noeuds peuvent etre fautifs. Le reseau garantit un temps liraite de livraison de
messages pour tous les nceuds. Les nceuds peuvent coram.uniquer directement entre eux
par les echanges de messages dans un reseau connecte complet. Chaque nceud possede
une horloge, ainsi les noeuds non fautifs maintieiment un temps local qui ne difFere pas
par plus d une constante connue.
1.5.1 Nombre de noeuds fautifs permis par OM
Nous aliens voir qu'il n'existe pas une solution utilisant les messages oraux qui peut
tolerer un seul noeud fautif dans un systeme compose de trois nceuds. Soit un systeme
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compose de trois noeuds dont un est fautif. Supposons que les noeuds out a se mettre
d'accord sur une valeur booleene: vrai(l) ou faux(O). Considerons les deux scenarios de
la figure 1.3.
Figure 1.3 - Deux scenarios differents d'un systeme compose de trois noeuds dont un est
fautif.
Dans Ie premier scenario, Ie noeud nj est fautif, et bien que la source s lui ait envoye la
valeur 1, il transmet au noeud n, la valeur 0. Dans Ie deuxieme scenario, la source est
fautive, elle a envoye 1 au nceud ni et 0 au noeud nj ei ce dernier 1'envoie loyalement
a rii. Ces deux situations sont indiscernables pour Ie nceud n^ car il ne peut pas savoir
laquelle des valeurs envoyees est correcte. Celle de la source ou celle de nj.
Le BA exige que si la source est non fautive, alors tous les noeuds non fautifs doi vent
adopter sa valeur. Dans Ie premier scenario, n{ ne peut pas adopter la valeur 0, sinon
L'exigence du BA, susraentionne, ne sera pas respecte. Supposons que Ie noeud ni decide
d'adopter toujours dans des situations similaires la valeur de la source. Dans Ie deuxieme
scenario, n, se met dans une situation similaire au premier scenario (n; a re^u la valeur
1 de s et la valeur 0 de nj) . Son comportement sera Ie meme dans ces deux scenarios :
adopter la valeur envoyee par la source. Le noeud ni adopte la valeur 1, alors que dans
Ie meme scenario nj adopte aussi la valeur envoyee par la source (c'est-a-dire 0). Ceci ne
respecte pas Pexigence de BA : tous les noeuds non fautifs doivent adopter la meme valeur.
II a ete demontre dans [13, 16] qu'avec des messages oraux, 11 est impossible de resoudre
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ce probleme a moins que plus des deux tiers des noeuds soient non fautifs. D'une fa^on
generate, si n est Ie nombre total de nceuds et fn est Ie nornbre de noeuds fautifs maxiraal,
1'exigence theorique pour resoudre Ie BA est n > 3fn.
1.5.2 Nombre de tours et de messages requis par OM
On a montre qu il n existe aucun algorithme deterministe pour 1'accord Byzantin qui peut
atteindre Paccord dans moins que fn + 1 tours. Le nombre de tours de OM^(fn) est ainsi
optimal. De plus, Ie nombre des messages requis par OA4(fn) est exponentiel, puisque
chaque invocation de OM(fn — i) entraine a n—i — 1 invocations de OM(/n —i — 1), faisant
ainsi croitre Ie nombre de messages proportionnellement a (n — l)(n —2)...(n — fn — 1).
Sachant que /„, peut etre (n—l)/3 nous obtenons la coraplexlte des messages exponentiels
0(nfn).
1.5.3 Hypotheses
L'algorithme OM exige les hypotheses suivantes:
1. L'envoyeur d un message est toujours identifiable par Ie recepteur.
2. Les lignes de communication sont supposees sures.
3. Le nombre de noeuds fautifs est fn < n/3.
Remarquons que nous n'avons fait aucune hypothese sur Ie comportement des noeuds
fautifs. Ceci n est pas etonnant puisque nous adoptons Ie raodele de faute mechante.
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1.5.4 I/algorithme OM
Get algorithme travaille par tours. Chaque tour consiste en des echanges de messages
entre les noeuds. Dans Ie premier tour, la source envoie des valeurs pour les n — 1 autres
noeuds. Le nceud receveur ne peut pas avoir confiance dans la valeur qu 11 a re§ue de la
source, puisque la source peut etre fautive. Par consequent, un nceud receveur doit savoir
toutes les valeurs envoyees par la source aux autres noeuds et ainsi deterrainer la valeur
qui se repete Ie plus souvent. Cette valeur sera consideree par ce noeud comrae la valeur
envoyee par la source.
En d'autres termes, dans Ie 2 ra tour chaque receveur non fautif doit envoyer aux autres
noeuds la valeur qu'il a re^ue de la source dans Ie premier tour. Ce 2 tour fait que
chacun des receveurs agit comme une source et envoie des messages a tous les nceuds
autre que la source et (lui-meme). Nous pouvons Ie considerer cornme un systerae de
n — 1 nceuds, dans lequel chaque nceud envoie n — 2 messages. Le but essentiel des raes-
sages envoyes par un noeud n^ dans ce 2 tour est celui d'inforrrier les autres noeuds
de la valeur qu'il a re^ue de la source.
Cependant, un receveur ne peut avoir confiance dans la source dans ce second tour
puisqu'un noeud qui envoie la valeur de la source originale peut etre fautif. II s'ensuit
qu'un troisieme tour est necessaire. Dans ce 3eme tour, Ie systerae peut etre considere
comme etant forme de n — 2 noeuds, et chaque noeud enverra, pour chaque message qu'il
a re^u dans Ie 2eme tour, sa version pour les n—3 noeuds restant. En raison de 1'existence
des noeuds fautifs, un receveur ne peut pas avoir confiance dans les sources de ce tour.
Alors un 4 tour est requis, et ainsi de suite.
Flnalement au tour fn + 1, un noeud transmettra pour chaque message qu'il a regu
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dans Ie tour fni sa version pour les n — fn nceuds restants. Ainsi, la chaine de la recursion
est achevee. Chaque noeud va adopter la majorite des valeurs revues. Cette adoption est
fondee sur une fonction majorite. Cette fonction prend corarae entree un ensemble des
valeurs, soit {^, 1 ^ i <^ n}. Elle retourne la valeur majoritaire parrai les Vi si elle existe,
si non la valeur de defaut. Pour illustrer Ie concept de valeur majoritaire, considerons
Pensemble {'ui,?;i, ^2? ^35^4} 5 la valeur rnajoritaire de cet ensemble est v\. De menie, la
valeur majoritaire de Pensemble {ui, v^^v^^v^} n'existe pas et la valeur de defaut sera
pnse.
L'algorithme propose pour resoudre Ie BA comme decrit dans [13].
1, La valeur qui se repete Ie plus souvent
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OM(fn) :
sl (fn = 0) alors
(1) La source envoie sa valeur a chacun des noeuds restants.
(2) Chaque nceud utilise la valeur qu il a re^ue de la source ou la valeur de
defaut s il na rien regu.
sinon
(1) La source envoie so, valeur a chaque nceud.
(2) Pour chaque i, soit Vi la valeur que Ie noeud ni a re§u de la source ou la
valeur de defaut s )il n'a rien regu. Le nceud n{ agit comme source dans
I'algorithme OM(fn — 1) pour envoy er la valeur Vi a chacun des n — 2
noeuds restants.
(3) Pour chaque noeud n, et chaque j -^ i soit vj la valeur que Ie nosud ni
a re§u du noeud nj dans (2) ou la valeur de defaut s 'il n'a rien regu. Le
noeud n{ utilise la majorite de (^i,..., ^n-i)-
TAB. 1.1 - L'algorithme OM.
1.5.5 Illustration
Dans un premier temps, nous allons illustrer 1 algorithme OM sur un systeme avec quatre
noeuds dont un est fautif. Dans un 2eme temps, nous aliens illustrer la trace de Pechange
de messages requis par 1 algorithme OM dans un systeme de sept noeuds dont deux sont
fautifs.
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Gas de quatre noeuds dont un est fautif
Pour mieux comprendre Ie protocole, considerons un systeme compose de quatre noeuds
(la source s ei les trois nceuds ni, 723 et n^) avec un noeud fautif. Dans un premier temps,
supposons que Ie noeud 723 est fautif (figure 1.4. (a)). Dans ce cas, la source va envoyerla
meme valeur, soit u, pour les trois autres noeuds (dont un parmi eux est fautif). Ensuite,
les deux nceuds non fautifs vont loyaleraent envoyer la valeur qu'ils out re^ue de la source
v aux autres noeuds. Le noeud fautif peut envoyer n'iraporte quelle valeur aux autres
nceuds. Supposons qu'il envoie x pour les deux noeuds ni et 7^2- Dans ce cas, Ie noeud
n-t et Ie noeud n^ vont recevoir les valeurs ('u, u, a;). La majorite applique a (v, r, .r) est v.
Ainsi, la valeur adoptee par Ie noeud ni et Ie nceud n^ est la meme que la valeur envoyee
par la source non fautive.
(a) Senario 1: Ie noeud ^3 est fautif (b) Senario 2: la source s est fautive
Figure 1.4 - Messages echanges dans I'algorithme OM(Y}
Dans un deuxieme temps, supposons que la source s est fautive et les receveurs sont non
fautifs (figure 1.4. (b)). Supposons que la source fautive envoie x pour Ie noeud ni, y pour
Ie nceud n^ et z pour Ie noeud n^. Puisque les nceuds ni, 77,2 et ns sont non fautifs, Us
vont loyalement transmettre aux autres la valeur qu'ils out re^ue de la source 5. Chaque
noeud regoit ainsi les valeurs (re, y,z). Chacun execute Ie raeme algorithme de majorite.
Us adoptent done la valeur majoritaire si elle existe, sinon la valeur de defaut.
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Trace des messages echanges entre les noeuds
Dans cet exemple, nous aliens illustrer la trace des messages echanges entre les noeuds.
Considerons une source s qui envoie un message a six noeuds. Appelons les noeuds 77,05
n&, nc, n^, ne et n/ et notons les messages a, 6, c, c?, e et f. On pourrait mettre cela sous
forme d'arbre ou chaque lien indique ou Finformation est passe. La racine est evidemment
la source. En parcourant Parbre de la racine a une feuille on a ainsi Ie cheminement d'un
message. La figure 1.5 illustre notre tache.
ori
Figure 1.5 - Cheminement de messages
Le 2 niveau indique les messages re^us de la source. C'est Ie premier tour d'echange
de messages. Dans Ie 3eme niveau, nous voyons que chaque noeud a envoye la valeur
qu'il a re^ue de la source dans Ie premier tour a chacun des autres noeuds. Par exeraple,
Ie noeud ria envoie la valeur a a n&, n^ nd, rie et rif. C'est Ie second tour d'echange de
messages. Dans Ie troisieme tour, chaque noeud envoie la valeur qu'il a re^ue dans Ie
second tour a tous les autres noeuds. Par exemple, ric envoie la valeur re^ue de na a n&,
nd, ne et nf.
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1.6 Autres travaux sur Ie BA
Le BA est un probleme fondamental et plusieurs vari antes de ce probleme ont ete etudiees.
Traditionnellement, Ie BA a ete etudie dans un reseau connecte coraplet avec 1 hypothese
que seuls les nceuds peu vent etre fautifs. Le BA a ete reexaraine avec des messages signes
[13], dans d'autres types d'accord (degradable ou aleatoire) [9, 11, 20] et dans difFerents
types de reseaux (reseau connecte incomplet [5, 13], reseau de diffusion [1, 2], reseau de
diffusion generalise [21, 22]). Dans certains autres travaux [23, 24], Ie modele des fautes
mechantes a ete considere non seulement sur les noeuds mais aussi sur les lignes de com-
munication.
L'utilisation des methodes corame les techniques de messages signes ou ceux qui four-
nissent un mecanisme de diffusion, contraint les noeuds en iraposant des limites sur Ie
caractere malicieux des noeuds fautifs. Dans ce qui suit, nous allons brievement presenter
les principaux travaux qui ont traite Ie BA.
1.6.1 Messages signes
Le protocole OM(fn) est complique car un receveur d'un message n'a aucune fa^on pour
determiner si 1'envoyeur a altere Ie message original. Le probleme devient plus faclle si
on restreint la capacite des noeuds a alterer les messages. Cela peut etre atteint lorsque
chaque nceud attache une signature digitale a son message. La definition d'un message
signe suppose que:
1. Un message signe par un nceud non fautif ne peut pas etre contrefait.
2. Toute corruption du message est detectable.
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3. La signature peut etre authentifiee par tout autre nceud.
Dans ce cas, aucun nceud ne peut alterer Ie contenu du message d un noeud non fautif
sans que Palteration ne soit detectee par les autres nceuds non fautifs. Ainsi lorsqu'un
noeud non fautif envoie un message aux autres nceuds, un noeud fautif ne peut pas alterer
son message et Penvoyer aux autres nceuds. S'il tente de Ie faire, 1'alteration sera detectee.
Dans cette situation, Ie BA est resolu et un nombre arbitraire de noeuds fautifs peut etre
toleres.
Evidemment, cela limite Ie comportement d'un nceud fautif. Le BA devient plus simple
si les messages sont signes (ou authentifies).
1.6.2 Accord degradable
Dans 20], on a propose un protocole d'accord qui accomplit :
1. Le BA jusqu'a m noeuds fautifs (0 < m <, n/3).
2. Une forme degradee d accord pouvant tolerer plus de m, mais moins de u nceuds
fautifs avec (m < u < n).
Cette forme degradee d'accord permet aux nceuds non fautifs de se mettre d'accord sur
au plus deux valeurs difFerentes, dont une est necessairement la valeur de defaut. L'autre
est la valeur de la source si elle est non fautive.
Soit fn Ie nombre de noeuds fautifs, Ie protocole d'accord degradable exige les condi-
tions suivantes:
(D. 1) Tous les noeuds non fautifs adoptent une raeme valeur Vn, pour un noeud rii.
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(D . 2) Si Ie noeud rii est non fautif, alors chaque nceud non fautif adopte la valeur envoyee
par ni.
(D. 3) Si la source est non fautive, alors les noeuds non fautifs peuvent etre divises, au
plus, en deux classes :
1. les nceuds non fautifs dans une classe doivent se raettre d'accord sur la valeur
de la source,
2. et les nceuds non fautifs dans 1'autre classe doi vent se mettre d'accord sur la
valeur de defaut.
(D.4) Si la source est fautive, alors les nceuds non fautifs peuvent etre divises, au plus,
en deux classes:
1. Les noeuds non fautifs dans une classe doivent se mettre d'accord sur la valeur
de defaut.
2. Les nceuds non fautifs de 1'autre classe doi vent se mettre d'accord sur une
meme valeur.
Les deux conditions (D. 1) et (D. 2) sont identiques aux exigences du BA. Remarquons
que:
^- fn <i rni les conditions D.l et D. 2 ci-dessus doivent etre satisfaites.
- si m < fn < u, les conditions D. 3 et D.4 ci-dessus doi vent etre satisfaites.
Les conditions (D. 3) et (D.4) defmissent Paccord degrade et sont appliques avec plus de
m, mais moins de u noeuds fautifs. Quand m = u, 1'accord degradable est equivalent a
BA.
Le tableau 1.2 presente Ie nombre minimum, de noeuds necessaires pour difFerentes valeurs
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TAB. 1.2 - Nombre minimum de noeuds necessaires pour differentes valeurs de m et u.
1.6.3 Accord aleatoire
L'impossibilite d'avoir un protocole d'accord deterramiste dans un systeme asynchronise
a amene a Petude de 1'accord aleatoire (randomized solution). L'idee de 1'algorithrae de
1'accord aleatoire est que dans n'importe quel tour particulier, 11 y a une probabilite
pour que Ie noeud fautif puisse contrarier Ie consensus. Toutefois, on suppose qu 11 y a
une probabilite pour que cela ne se passe pas dans un temps previsible. En effet les
algorithmes aleatolres de BA out ete proposes car Ie nombre de tours et Ie nombre de
messages sont faibles par rapport aux algorithmes initiaux deterministes. Le systeme
pent etre asynchrone raais 1'algorithme peut prendre un nombre inflni de tours avant
d'atteindre Paccord. En pratique, la probabilite d'un nombre infini de tours est presque
nulle [3].
1.6.4 Autres types de reseaux
L'algorithme OM(/n) fonctionne dans un reseau completement connecte. Les noeuds
peuvent ainsi commumquer directeraent entre eux. Evidemm.ent, Ie probleme devient
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plus complique si Ie reseau n'est pas completement connecte. II a ete montre dans 13]
qu'avec des modifications mineures a 1'algorithm.e OM(fn)-, 1'accord peut etre accom-pli
dans un reseau qui n est pas completement connecte.
Pour un reseau connecte coraplet avec la panne de nceuds et des lignes de communi-
cation, Yan et Chin dans [23] ont developpe un algorithme optimal pour forcer chaque
noeud non fautif a atteindre 1'accord en utilisant /n + 2 tours, ou fn < [(n — 1)/3] et Ie
nombre total de composants fautifs (nceuds et lignes de coinmumcation) est plus petit
que [n/2] — 1.
Dans un reseau de diffusion, Babaoglu [1] a montre qu'un seul tour est requis pour
resoudre Ie BA lorsque seuls les noeuds peu vent etre fautifs. Avec la panne de nceuds et
de lignes de communication, un algorithme a deux tours a ete propose par Babaoglu [2]
dans un reseau de diffusion.
Dans [22], un reseau de diffusion generalise qui combine Ie reseau connecte complet et Ie
reseau de diffusion connecte est propose. Ce type de reseau sera expose au chapitre 3.
1.7 Conclusion
Les algorithmes traitant Ie BA operent sur des systemes distribues. Succinctement, un
systeme distribue consiste en des noeuds autonoraes qui sont connectes les uns aux autres
par des lignes de communication. Les noeuds sont couples deux a deux, n'ont pas de
memoire partagee, et communiquent entre eux par des messages. Le reseau est complete-
ment connecte. Les protocoles de communication sont utilises pour envoy er des messages
d un nceud a un autre.
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Le modele logique consiste en des noeuds et des lignes de communication entre les noeuds.
Les noeuds communiquent entre eux via les lignes de communications. Un systeme est dit
synchrone si, en absence de pannes, 11 accomplit toujours sa fonction dans une periode de
temps finie et connue. Un systeme synchronise a des lignes de cornmumcation synchroni-
ses dans lesquels Ie delai m.aximura de transmission des messages est connu et liraite. Les
noeuds sont aussi synchrones, si Ie temps pour executer une sequence des instructions est
fini et limite.
Les composants d'un systeme qui peuvent toraber en panne sont les nceuds, la memoire,
1 horloge, les lignes de communication et Ie logiciel. Les fautes de ces composants peuvent
etre classifiees conime appartenant a 1 une de ces categories: arret de fonctionnement avec
alerte, arret de fonctionnement sans alerte, faute d'omission, faute de synchronisation
et faute mechante.
L algorithme OM, decrit precedemraent, travaille par tours, et il est tres couteux en
messages necessaires pour atteindre 1'accord. L'algorithme OM(fn) requiert en fait un
nombre exponentiel de messages. II a ete montre qu il n y a pas un algorithme determi-
niste pour 1 accord Byzantin qui peut atteindre 1 accord dans moins que fn + 1 tours. Le
comportement arbitraire d un noeud fautif iraplique une defense couteuse.
D autres algorithmes out ete etudies pour resoudre Ie BA. Toutes les solutions propo-
sees sont deterministes et garantissent 1 accord avec un certain cout en term-e de tours et
de messages. Nous avons vu en bref une solution de BA, avec des messages signes, qui a
simplifie Ie probleme. Une autre fondee sur 1'accord degrade et finaleraent une derniere
qui utilise un type particulier de reseau (reseau incoraplet ou reseau de diffusion).
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CHAPITRE 2
Identification des noeuds fautifs pour
Ie probleme des generaux Byzantins
traditionnel
2.1 Introduction
L'algorithme de consensus OM, propose dans [13], vise que tous les noeuds non fautifs
se mettent d'accord sur la nierae valeur en depit de la presence de certains composants
fautifs. Jusqu'a present, la plupart des travaux traitant Ie BA n ont pas la capacite de
detecter et a fortiori a identifier les composants fautifs. Chaque nceud ne connait pas
ainsi les composants fautifs dans Ie systeme.
Le BA est ardu car 1 information envoyee par un noeud a un autre peut etre erronee.
Intuitivement, lorsqu un nceud, disons n,, doit verifier 1 et at d un autre noeud, disons n^,
11 est conduit a disposer de la valeur qu'il a re§u directement du noeud nj . II doit egale-
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ment disposer des valeurs que Ie noeud nj a envoye aux autres noeuds. II s ensuit que Ie
nceud ni doit corarnuniquer avec les autres noeuds afin de disposer de ces valeurs. L etude
de Palgorithme OM montre qu'il est quand meme possible d'identifier les composants
fautifs, au moins dans certains cas.
Un systeme fiable doit etre capable de tolerer la presence d'un ou de plusieurs noeuds
fautifs. La tolerance signifie id que Ie systeme continue a fournir Ie service attendu mal-
gre la presence des noeuds fautifs. Malheureusement, un noeud fautif presente sou vent un
comportement qui n'est pas facile a modeliser. Par exemple, 1'envoi d'informations inco-
herentes d'un noeud fautif aux autres noeuds est un casse-tete lors de la modelisation. En
fait, Ie caractere aleatoire des comporternents des noeuds fautifs empeche toute tentative
de modelisation.
Dans ce chapitre, nous aliens presenter un mecanisme qui exploite 1 algorithme (9M,
pour identifier Ie maximum des noeuds fautifs. Les objectifs et les hypotheses pour satis-
faire Ie mecanisme d'identification des fautifs sont presentes dans la prochaine section.
Dans la section 2.3, une description de notre mecanisme est interpretee et une discussion
pour decrire ses limitations est presentee. Nous terminons cette section par une presenta-
tion de Palgorithme FIBA [Fault Identification Byzantine Agreement) qui satisfait Ie BA
et qui identifie Ie maximum des noeuds fautlfs. Dans la section 2.4, une solution variante
avec des messages signes est proposee. La derniere section est consacree a la description
d un exemple qui illustre Pefficacite et les limitations de FIBA.
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2.2 Objectifs et hypotheses
L'objectif de ce chapitre est de concevoir un algorithme qui realise les buts suivants :
Satisfaction de BA :
Les nceuds non fautifs adoptent la meme valeur envoyee par une source s. Notons
que si la source s est non fautive, alors tous les noeuds non fautifs adoptent la valeur
envoy ee par s. Autrement, les nceuds non fautifs adoptent une valeur predefinie.
Identification des noeuds fautifs :
Chaque nceud non fautif doit identifier Ie maximum des noeuds fautifs.
Dans ce chapitre nous prenons toutes les hypotheses sur les noeuds, les communications,
les ordres des messages et Ie reseau, elaborees lors de la resolution du BA [13 . Plus preci-
sement, Ie systeme est synchrone. II contient n noeuds dont au plus fn noeuds peuvent etre
fautifs, sans causer une panne dans Ie fonctionnement du systeme. Les noeuds peuvent
communiquer directement entre eux par les echanges de messages dans un reseau connecte
complet. Chaque nceud possede une horloge; ainsi les noeuds non fautifs rnaintiennent un
temps local qui ne differe pas par plus d une constante connue. L envoyeur d'un message
est toujours identifiable par Ie recepteur. Seuls les nceuds peuvent etre fautifs. En parti-
culier, les lignes de communication sont supposees sures. Aucune hypothese n'est prise
sur Ie comportement des noeuds fautifs. Ceci n'est pas etonnant puisque nous adoptons
Ie modele de la faute mechante.
2.3 Mecanisme cPidentification des noeuds fautifs
Nous allons presenter un mecanisme pour identifier et masquer les nceuds fautifs. Dans
un systeme distribue, Ie seul comportement visible d'un noeud est la sequence de mes-
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sages qu'il a envoye. Chaque noeud non fautif est responsable d'exarainer, de comparer
les messages qui lui parviennent et de construire sa propre liste des noeuds fautifs. Le
reste de cette section est consacre a la description de notre mecanisme. Un algorithme
d'identification des noeuds fautifs dans un format similaire a Palgorithme OM sera pre-
sent e.
2.3.1 Principes
Toutes les solutions du BA a ce jour comptent sur la redondance des noeuds et les echanges
de messages entre eux pour vaincre les noeuds fautifs. Avec Ie grand nombre de messages
transmis d'un noeud a un autre on pourrait croire qu'il serait facile d'identifier les noeuds
fautifs. Malheureusement, dans plusieurs cas les nceuds fautifs peuvent rester inconnus et
indiscernables. Pour pallier a ce probleme, on va introduire la notion de facteur d accusa-
tion. Dans sa forme la plus simple, un facteur d'accusation est un corapteur associe a un
noeud pour mesurer son degre de fiabilite. Chaque noeud associe un facteur d accusation
a tout autre nceud en fonction d'un degre de flabilite calcule.
Soient rii ei nj deux noeuds, notons par jcin\ Ie facteur d'accusation de ni associe a
rij. II nous faut savoir comment gerer ce facteur. Pour ce faire, nous allons profiter du
fonctionnement de Palgorithme de base OM. Rappelons que 1'algorithme OM travaille
par tours. Chaque tour consiste en des echanges de messages entre les nceuds. Une source
s envoie des valeurs aux autres nceuds. Un noeud n^ receveur doit savoir toutes les valeurs
envoyees par s aux autres noeuds. De la, on peut definir les actions suivantes :
Action d}accuser : a chaque fois que n; revolt d un noeud nj une valeur difFerente de
celle recme directement de s, il accuse 5 et nj en incrementant les facteurs d'accu-
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sations fct8 et fctni. Cela peut etre presente autrement. Notons par:
L : la liste des nceuds qui out envoye la valeur de 5 re^ue par chacun d'eux a ni.
Vs: la valeur envoyee par la source directement a n,.
Vs^ '. la valeur de la source envoyee par un noeud x a ni.
alors on a:
V^ C I, ^ ^ ^ =^ /c^, = Jc^^. + 1 et fctx^ = fctx^ + 1
Action d^acquitter : une fois que n, identifie un nceud fautif, il va acquitter tous
les autres noeuds qui out ete accuses a cause de ce dernier en decrementant Ie
facteur d accusation de ni associes a chacun de ces noeuds. Cela peut etre presente
autrement. Notons par:
FAUTIFSn, '• 1 ensemble des noeuds consideres comme fautif par Ie noeud rii.
L : liste des noeuds qui ont transmis a ni une valeur de s differente de la valeur de
5 re^ue directement par n^ ,
alors on a:
s € FAUTIFSn^ =^^x € L,x ^ s, /<, = /<. - 1
Nous allons interpreter ces deux actions dans la sous-section suivante.
Notons par /„- la limite maximale des noeuds fautifs dans Ie systeme. Nous travaillons
dans un systeme distribue compose des noeuds autonomes. Chaque nceud construit sa
propre liste des fautifs. Pour cela, il est necessaire que chaque noeud ait une limlte maxi-
male des noeuds fautifs associes a lui, soit fm. Initialement, fn, est egale a fn. A chaque




Dans Faction d accuser, a chaque fois que n, revolt d un nceud nj une valeur difFerente de
celle re^ue directement de 5, 11 accuse s et nj. En effet, n, ne peut pas accuser seulement
s puisque la possibilite que nj soit fautif existe et vice-versa. En plus, 11 est possible que
les deux noeuds soient fautifs.
Le fait d'accuser un noeud ne veut pas dire que ce dernier va etre considere com-me
fautif. Plusieurs regles vont etre utilisees pour identifier les noeuds fautifs en se basant
sur cette accusation.
Un point important a savoir, il ne faut jamais que Ie meme couple des noeuds soit accuse
ensemble plus d une seule fois par un noeud ni. Sinon, il est possible que 1 un de ces deux
nceuds soit accuse plusieurs fois a tort a cause de Pautre.
En effet, dans un systeme compose de sept noeuds trois tours sont requis pour atteindre
P accord. Supposons que n\ est fautif et considerons les deux scenarios suivantes (figure
2.1):
- Dans Ie tour 2, Ie noeud fautif n\ envoie x a ^3 et y a 724. Dans Ie tour 3, ns transmet
la valeur de TZi, y, a 724. La valeur de ni re^ue par ^4 directement de 722 est difFerente
de la valeur de ni re^ue par 724 via ng.
- Dans Ie tour 2, n^ envoie z a ni et n^. Dans Ie tour 3, Ie noeud fautif 77,1 change la
valeur de 7^3 et envoie pretendument une valeur w (w JL z) a 724. La valeur de 723
re^ue par 724 directement de n^ est differente de la valeur de ^3 re^ue par 7^4 via n\.
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Figure 2.1 - Trace des messages echanges
Si 1'accusation d'un merae couple des noeuds est permise, Ie noeud ^4 accuse ni et 7^3,
dans les deux scenarios precedents, deux fois. De la meme fagon, il est possible que Ie
noeud ng soit accuse a tort a cause d'autres noeuds fautifs. II est evident que si un noeud n,
accuse un noeud nj plus que fm fois alors n, ajoute nj a 1'enserable des nceuds consideres
comme fautif par Ie noeud n,, soit FAUTIFSm- Le noeud nj peut facilement etre accuse
a tort plus de fn, fois. Done, 11 peut etre considere comme fautif par n^
Action d'acquitter
L'action d'acquitter est necessaire car sans cette action, comme nous allons voir plus
loin, des noeuds non fautifs risquent d'etre consideres corame fautifs. Malheureusement,
il est possible qu un ou plusieurs noeuds acquittes soient fautifs. Ceci est du au fait qu'un
noeud fautif peut contribuer a decrementer Ie facteur d''accusation d'un autre noeud fau-
tif. Comme nous allons voir plus tard (section 2.3.4), la complicite des nceuds fautifs est
indetectable dans les reseaux connectes complet.
Sans Papplication de Faction d'acquitter, des noeuds non fautifs peuvent etre consideres
comme fautifs par d'autres noeuds non fautifs. En efFet, considerons un systeme compose
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de sept nceuds (s, ni, 7235 ^s? ^45 ^B) ^e)- Supposons que la source s et Ie nceud ni soient
fautifs. Traitons Ie cas du noeud n^ et rappelons que dans un systeme compose de sept
noeuds fn esi egale a, deux. Supposons que n^ aie re^u 0 directement de la source 5, 0
via 77,1, 1 via ^3; 1 via ^45 1 vla ns? O via TZe (figure 2.2).
Figure 2.2 - Valeurs rogues par n^ directement de la source et via tous les autres noeuds.
Le noeud n^ accuse s et 723, 5 et ^4 et 5 et 7^5. La source 5 est accusee trois fois par 722
(3 > Jns)- Done, ^2 identifie s comme fautive et decremente fn^ de un (fny sera 1).
A defaut d'appliquer 1'action d'acquitter pour les noeuds 7^3, n^ et n^. Dans Ie troisieme
tour d'echange, (figure 2.3), chaque noeud envoie, pour chaque valeur qu'il a re^ue dans
Ie second tour, sa version pour les cinq nceuds restants. Supposons que ni envoie 1 a 722?
n4, 7^5 et no et 0 ana- Le noeud 723 transmet loyalement a n^ la valeur envoyee par n^.
Ce dernier accuse ny, et ni. Le noeud ns est accuse deux fois par n^ et fn^ est egal a 1,
done n-2 va considerer 723 comme fautif.
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Figure 2.3 - Valeurs regues par n^ directement de n^ et via tous les autres nceuds.
2.3.3 Regles d'identification des nceuds fautifs
Plusieurs regles peuvent etre utilisees pour identifier les nceuds fautifs [6]. Chaque noeud
va utiliser les regles qui lui conviennent car chaque noeud revolt une serie de messages
differents. Nous aliens donner deux regles, nornmees regle de zele fort et regle de zele
faible^ qui serviront a identifier les noeuds fautifs.
Les nceuds fautifs peuvent etre identifies si Pune des deux regles suivantes s'applique:
Soient n, et nj deux noeuds, fm la limite maximale des noeuds fautifs associes a n^ et
fctn3. Ie facteur d'accusation de n, associe a nj,
regle de zele fort : si fcin\ > fm alors Ie noeud n, ajoute Ie noeud nj a FAUTIFSm-
regle de zele faible : soit A Pensemble des noeuds nj tel que fcin\ > 0. Si
- 3 nj, telque /c^f > /n.,
- card(A) > 2 ^ fn.
Alors Ie noeud n{ ajoute Ie nceud nj a FAUTIFS^.
39
Pour mieux comprendre la deuxieme regle, considerons un systeme compose de n = 13
noeuds. S = {n,,l < i < 13}. Le nombre maximum, des noeuds fautifs est fn = 4.
Traitons Ie cas du noeud ni. Supposons que ni accuse les couples suivantes: (^2,^3),
(n^^n^)^ (^25^5)5 (^25^6)5 (^7?^s) et (n9,nio). Remarquons que ni a accuse n^ quatre
fois et Ie nombre total des noeuds accuses par 7^1 est egal a, neuf: ^2, ^s, 724, 7^5, HQ, ny,
n§, ^9 et nio. La regle de Zele faible s applique sur Ie noeud 722- Plus precisement:
- W, = 4,
- card(A) = 9 > 2*/n.
Ainsi, Ie noeud ni ajoute Ie noeud n^ a FAUTIFSn^- En effet, raisonnons par Pabsurde
en supposant que Ie noeud n^ n'est pas fautif. L'accusation des couples (7225^3)5 (^25^4)5
(^25^5) et (n2;^e) ira-plique que ns, ^4, 715 et ne sont fautifs [712 n'est pas fautif). L'ac-
cusation du couple (ny, ns) implique que nj ou ns est fautif. Ceci donne un nombre des
noeuds fautifs egal a cinq ce qui est impossible. En effet, par hypothese nous avons que
Ie nombre maximum des fautifs est egal a quatre (fn = 4). Ainsi, n^ est fautif.
2.3.4 Discussion
II est evident que nous ne pouvons pas identifier les nceuds fautifs dans les cas ou la regle
de zele fort ou la regle de zele faible ne s appliquent pas. Pour raieux voir Ie probleme,
considerons un systeme compose de quatre noeuds (figure 2.4).
Pendant les echanges de messages, les noeuds n^ et ns re^oivent la valeur 1 de la source
5 et la valeur 0 du nceud ni. Les nceuds n-z et 723 ne peuvent pas verifier si la valeur 0
provient bien de la source s ou du noeud n\. II est possible que la source soit fautive et











Figure 2.4 - Valeurs envoyees par la source s et par Ie noeud n\ aux noeuds n^ et n^
pendant les echanges de messages
noeuds. II est aussi possible que ce soit Ie noeud n\ qui ait altere la valeur envoy ee par la
source s.
Les noeuds n^ et 72,3 peuvent identifier Ie noeud fautif, dans Ie scenario precedent, s'ils
utilisent des messages signes. En efFet, aucun noeud ne peut alterer Ie contenu du mes-
sage d'un nceud non fautif sans que Palteration ne soit detectee par les autres noeuds non
fautifs. Ainsi lorsqu'un noeud non fautif envoie un message aux autres nceuds, un noeud
fautifne peut pas alterer son message et 1'envoyer aux autres noeuds. S'il tente de Ie faire,
1 alteration sera detectee.
Remarquons qu'un noeud fautif peut contribuer a acquitter un autre noeud fautif raeme
avec des messages signes. Les messages envoyes ne comptent pas et on ne peut rien de-
duire. En fait, Pun des gros problemes d'identiflcation est justement la complicite des
nceuds fautifs. En effet, considerons un systeme compose de sept noeuds dont s et ni sont
fautifs. Supposons que la source s envoie la valeur 0 a n^ et la valeur 1 a tous les autres
noeuds. Le noeud ni qui est fautif envoie la valeur 1 aux autres noeuds. En fait, les autres
nceuds ne peuvent pas detecter 1 erreur et identifier les noeuds fautifs. Malgre Ie fait que
la source s est fautive car elle a envoy ee difFerentes valeurs, elle ne sera pas identlfiee par
les autres noeuds car Ie noeud n\ qui est aussi fautif altere la valeur de 5. Cette alteration
n est pas detectee car elle a corrige la valeur de s. Du point de vue de tous les noeuds non
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fautifs (?Z2, ^3, ^4, ns et ne) la' source s a envoye la valeur 1 a tous les noeuds du systeme
et son erreur reste indetectable. Dans Ie chapitre suivant, on va voir qu'en utillsant un
autre modele de reseau la coraplicite des noeuds fautifs sera identifiable.
2.3.5 L'algorithme FIBA (Fault Identification Byzantine Algorithm)
Nous allons presenter cet algorithme dans un format similaire a Palgorithme OM. La
quatrieme etape est exclusive a notre algorithme.
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FIBA(fn):
si (f^ = 0) alors
(1) La source envoie sa valeur a chacun des noeuds restants.
(2) Chaque nceud utilise la valeur qu'il a regue de la source ou la valeur de
defaut s'il n'a rien re^u.
sinon
(1) La source envoie sa valeur a chaque noeud.
(2) Pour chaque noeud rii,
Si ni regoit une valeur de la source
cette valeur est substituee d Vn,^.
't s
Si ni ne regoit rien ou si la regle de zele fort s applique alors
(a) la valeur de defaut est substituee d Vn, .
(b) ajouter la source a FAUTIFSm-
rii agit comme source dans I'algorithme FIBA(fn — 1) pour envoyer la valeur
Vm, a, chacun des n — 2 noeuds restants.
(3) Pour chaque noeud ni, et chaque nj ^ rii soit V(ms)n, ^a valeur que n{ regoit
du rij dans (2).
(a) Si ((Vm, 7^ v(nis)n,) e^ ( ni n:!a jamais accuse s et nj ensemble)
et (s i FAUTIFSn,) et (nj ^ FAUTIFSn,)) alors
accuser nj et s.
(b) m utilise la majorite de (^i,),,, •••^(n^-i,)n,)-
(4) Pour chaque n{,
repeter
recommencer= faux
Pour chaque noeud nj ^ ni
si (rij ^ FAUTIFSm) et (regle de zele fort ou faible s'applique)
acquitter tous les noeuds qui ont ete accuse a cause de nj
ajouter nj d FAUTIFSn,
recommencer = juste.
jusqu'a ce que (recommencer = faux).
TAB. 2.1 - L'algorithme FIBA.
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2.4 Identification des noeuds fautifs en utilisant des
messages signes
Nous avons vu qu avec les messages signes, chaque nceud attache une signature digitale a,
son message. Dans Falgorithme des messages signes, propose dans [13], la source envoie
un message a chaque noeud. Chaque noeud ajoute sa signature a ce message et Penvoie
aux autres noeuds. A leurs tours, ces derniers ajoutent leurs signatures et 1'envoient aux
autres noeuds, et ainsi de suite. Aucun nceud ne peut alterer Ie contenu du message d'un
noeud non fautif sans que 1 alteration ne soit detectee par les autres noeuds non fautifs.
Ainsi lorsqu un noeud non fautif envoie un message aux autres nceuds, un noeud fautif
ne peut pas alterer son message et Penvoyer aux autres noeuds. S'il tente de Ie faire,
1 alteration sera detectee immediatement par Ie noeud receveur.
II est evident qu un algorithme d identification des nceuds fautifs qui utilise les raes-
sages signes est simple. Get algorithme ne requiert pas 1'introduction de la notion de
facteur d accusation. En effet, considerons un systeme, denote <?, compose de N nceuds
(N > 3), et notons par 01Cs I'ensemble des noeuds non fautifs de S. De maniere sirailaire,
Pensemble TALiTTFSs denote les noeuds fautifs de S. Ainsi, TAUTTFSs H 01Cs = 4>
et yAUTTFSs U 01Cs = S. Voyons d'abord, la notion d'un noeud fautif:
Definition 1 Un noeud n est dit fautif si I une des actions suivantes est vraie:
1. Ie noeud n s abstient ou omet d envoy er des messages a au moins un autre noeud
non fautif.
2. Ie noeud n altere Ie contenu d 'un message d)au moins un autre noeud.
Autrement, il est dit non fautif. D D D
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Ainsi, un nceud ni considere un autre nceud nj cornme fautif et 1'ajoute a Pensemble des
noeuds fautifs identifies par lui, denote FAUTIFSm, si 1 une des actions suivantes est
vraie:
1. Ie noeud nj s'abstient ou omet d'envoyer des messages a n^.
2. Ie noeud nj altere Ie contenu d'un message d'un autre noeud avant de Penvoyer a
ni.
Dans les deux sous-sections suivantes, nous aliens prouver la validite de ce mecanisme
cTidentlfication des noeuds fautifs; ensuite, nous allons montrer que tous les noeuds fautifs
seront identifies.
2.4.1 Validite
Une condition requise pour la validite de n'importe quel mecanisme d'identification des
noeuds fautifs : un noeud non fautif ne considere jamais un autre noeud non fautif cornrae
fautif. Pour cela, il sera necessaire de prouver Ie lemme suivant:
Lemme 1 Vn, G O/C^, rij € (?/C<s ====^ nj i FAUTIFSn,.
Preuve :
Raisonnons par I absurd e en supposant que nj € FAUTIFSm- Par definition, ni qui
n est pas fautif ne considere pas nj comme fautif que si I une des actions suivantes est
vraze :
1. rij a s est abstenu ou a omis d envoyer des messages d n^;
2. rij a altere Ie contenu d un message d'un autre noeud avant de l)envoyer a ni.
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Supposons que nj a commis I'une de ces actions, il s'en suit alors que nj € TAUTT'PSs •
Mats ceci contredit I'hypothese initiale : nj G OK,s- DDD
2.4.2 Identifaication de tous les nceuds fautifs
Dans cette sous-section, nous aliens montrer que tous les nceuds fautifs vont etre identifies.
Pour ce fait, nous allons prouver qu un noeud fautif est considere cornme fautif par au
mains un autre noeud non fautif.
Lemme 2 ^ y C <S,?/ G FMlTTFSs =^ 3 n, ^e/ gue ?/ G FAUTIFSn,.
Preuve :
y € FMATT'FSs alors y est fautif. Par definition d'un nceud fautif, y a commis au
moins lune des acions suiv antes :
1. Ie noeud y s est abstenu ou a omis d envoy er des messages a au moins un autre
noeud.
2. Ie noeud y a altere Ie contenu d'un message d'au moins un autre noeud.
Ceci entraine alors qu il existe un noeud, disons rii, tel que y s'est abstenu d'envoyer des
messages a n^ a omis d envoyer des messages a ni ou a altere Ie contenu d'un message
avant de I envoyer a ni. M~ais alors, ni aura detecte que y est fautif et y G FAUTIFSm •
DDD
Dans Ie lemme suivant, nous aliens montrer que si un noeud non fautif ni considere un
autre noeud, soit y, comme fautif, alors Ie noeud y est en fait fautif.
Lemme 3 V n, € OK;s,y € FAUTIFSn, ==^ ?/ € ^AUTX^Ss.
Preuve :
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y € FAUTIFSn, alors y a commis I'une des actions suivantes:
1. Ie nosud y s'est abstenu ou a omis d'envoy er des messages a ni.
2. Ie noeud y a altere Ie contenu d un message avant de I envoy er a ni.
D'apres la definition 1, y est alors fautif, y C FAUTTFSs • ODD
A partir des deux lemmes precedents, on peut obtenir Ie theoreme suivant.
Theoreme 1 x G ^AUTT^Ss 4=^ 3 n, ^e/ gue y G FAUTIFSn, D a D
2.5 Illustration
Considerons Ie cas ou fn = 2 et n = 7. Nous allons decrire un exeraple qui illustre 1 ap-
plication de nos regles pour identifier les noeuds fautifs durant les echanges des messages.
Un noeud non fautif identifie les noeuds fautifs en examinant tous les messages re^us. En
decrivant Ie mecanisme d'identification des noeuds fautifs du point de vue d'un nceud non
fautif, 11 faut seulement examiner les messages re^us par ce noeud. La source est appelee
no; les autres noeuds sont appeles respectivement: ni,^,^^?^,^- Initialeraent, la
limite maximale des fautifs /„, est egale a deux. Les limites maximales des fautifs as-
sociees a, chaque noeud sent aussi egale a deux (fn, = 2 pour i = I...6). Les facteurs
d accusation, de tous les noeuds associes a tous les autres nceuds, sont initialement egaux
a zero (fctni = 0 pour i,j = I...6 et j ^ i). Supposons que les noeuds no et ni sont fautifs.
Nous allons nous placer du point de vue du noeud 7^3 qui n'est pas un fautif. Suppo-
sons que 7^3 regoive de la source no la- valeur v^ =0. Dans Ie second tour d'echange des
messages, chaque noeud envoie la valeur qu'il a re^ue de la source a n^ (figure 2.5).
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Figure 2.5 - ler tour : Les valeurs de no regues par ny,, directement de no et via tous les
autres noeuds.
Les valeurs revues par 7^3 via les autres noeuds sont: ^(30)1 = 1 via ^i? ^(80)2 = 0 vla
n2? u(3o)4 = 1 vla n4'> 'y(3o)5 = 1 vla n5 e^ 'u(3o)6 = 0 vla n6- La- valeur yso de la source
regue directement par 723 est difFerente des valeurs de la source revues par 77,3 via ni,
7^4 et 725. Le noeud 7^3 accuse (no, ^1)5 (no,n^) et (no? ^s)- D'ou les facteurs d'accusation
de 7T-3 associes a chacun de ces noeuds seront: fct'^° = 3, fctr^ = 1, fcty = 1 et fctr^ = 1.
La regle de zele fort s applique, puisque fcty =3 > fn^ = 2 et 723 ajoute 77,0 a-
FAUTIFSns- Ainsi, Ie nceud 7^3 decremente fn^ de un (/ng = fns — 1 = 1)- Les nceuds ni,
^4 et 725 sont acquittes. leurs facteurs d'accusation seront decreraentes de 1 (fct^ = 0,
/c%=0et/c%=0).
Dans Ie troisieme tour d echange des messages, Ie noeud 7^3 revolt des autres noeuds
des rapports sur les valeurs envoy ees par chacun des autres nceuds.
- Les rapports re^us par ^3 (figure 2.6) sur la valeur envoyee par ni:
La valeur de ni re^ue directement par ^3 est ^s^ = 1. Les rapports re^us par n^
sur la valeur de ni via les autres noeuds sont : v^^ = 0 via 722? u(3i)4 = 0 via n4?
'U(3i)g = 0 via 725 et v^^ = 0 via n@. La valeur du noeud ni ^3^ re^ue directement
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Figure 2.6 - Vtour: Les valeurs de n^ revues par n^, directement de n\ et via tous les
autres noeuds.
par ns esi difFerente des valeurs du noeud ni revues par 77,3 via ^25 ^4 et 725. Le nceud
77,3 accuse (77,1,7^2)5 (ni-^n^) et (^1,^5). D'ou les facteurs d'accusation de 7^3 associes
a chacun de ces nceuds seront: fct^ = 3, fctr^ = 1, fct^ = 1 et fct^ = 1.
La regle de zele fort s'applique, puisque fct^1 = 3 > fm = 1 et 723 ajoute n\ a
FAUTIFSny, et fng = fns — 1 = 0- Les nceuds 7^2; ^4 et 715 sont acquittes. leurs
facteurs d'accusation seront decrementes de 1.
- Les rapports re^us par 7^3 sur la valeur envoy ee par n^ (figure 2.7): Ie noeud 723
revolt une valeur directement de n^ et via les autres noeuds. Cette valeur est la
meme pour tous les noeuds.
Figure 2.7 - 2etour: Les valeurs de n^ regues par n^, directement de n^ et via tous les
autres noeuds.
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La figure 2.8 et la figure 2.9 nous montre les deux cas dans lesquels 77,3 revolt
des valeurs et des rapports sur les valeurs de n^ et n^. C'est exacternent Ie meme
scenario que Ie precedent.
Figure 2.8 - Vtour: Les valeurs de n^ regues par n^, directement de n^ et via tous les
autres noeuds.
Figure 2.9 - Vtour: Les valeurs de n^ revues par 723; directement de n^ et via tous les
autres noeuds.
De meme (figure 2.10) la valeur de ne regue directement par ny, est Vy, = 1. La
valeur de TIQ re^ue par ^3 via les autres noeuds sont: v^^ = 0, ^(86)2 = 1; v(36)4 = 1
et f(3e)5 = 1. La valeur 'y(3g)i = 0 est difFerente de v^ raais n\ est consideree comine
fautifpar 723. Alnsi aucune accusation ne se fait.
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Figure 2.10 - 2etour: Les valeurs de ne revues par n^, directement de ne et via tous les
autres noeuds.
2.6 Conclusion
II est evident qu'avec la faute mechante il existe des cas ou il est impossible d''identi-
fier les nceuds fautifs qui travaillent de complicite avec une connaissance complete de
Petat du systerae. Aucune hypothese n'est prise sur leurs comportements et ils peuvent
envoyer difFerentes valeurs aux autres noeuds. Dans certains modeles de fautes (arret de
fonctionnement avec alerte, arret de fonctionneraent sans alerte, faute d'omission et faute
de synchronisation) il est possible de concevoir des mecanisraes d'identification de tous
les noeuds fautifs. De meme, si on utilise certains modeles de reseaux, (e.g. Ie reseau de
diffusion) qui ne permettent pas a un noeud fautif d'envoyer differentes valeurs pour les
autres noeuds dans un merae tour d echange.
Notre mecanisme d identification des noeuds fautifs n'a rien ajoute au cout de la resolu-
tion de BA, soit de par ses communications, soit par Pexigence du systeme. Nous avons
pris Palgorithme OM tel qu'il est, et nous avons fourni un mecanisme d'identification
des nceuds fautifs en examinant les messages re^us par chaque nceud non fautif.
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CHAPITRE 3
Identification des noeuds et des
lignes de communication fautifs pour
Ie probleme Byzantin dans un reseau
de diffusion generalise
3.1 Introduction
Un systeme distribue est compose d'un ensemble des noeuds autonomes qui commu-
niquent entre eux via un reseau. Pour cooperer, ces nceuds doi vent coordonner leurs
activites. La diffusion est Ie paradigme de communication qui permet a un nceud de
communiquer une valeur locale a tous les autres noeuds dans Ie systerae. Le probleme de
diffusion pose peut etre resume comme suit: soit un noeud distingue, appele source, qui
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diffuse une valeur locale. On doit alors satisfaire les conditions suivantes:
1. tous les noeuds non fautifs adoptent une meme valeur;
2. si la source est non fautive, alors tous les noeuds non fautifs adoptent sa valeur.
Ces deux conditions sont identiques a celles formulees par Ie BA, [13]. Notre objectif est
de developper un algorithme optimal pour atteindre un accord et identifier les compo-
sants fautifs tout en tolerant un nombre maximum de ces composants.
Dans un systeme distribue utllisant un reseau connecte complet, les fautes raechantes
des noeuds sent penibles pour plusieurs raisons [2]:
1. un nceud fautif peut envoyer des informations incoherentes a difFerents noeuds.
2. a mains que Ie graphe de communication ne soit completement connecte, les nceuds
fautifs peuvent alterer les messages circulant sur Ie reseau.
3. les noeuds fautifs peuvent generer de faux messages en pretendant les envoyer au
nom d autres noeuds.
Nous avons vu dans Ie chapitre precedent qu il est impossible de developper un algorithme
qui resout Ie BA et identifie les composants fautifs dans Ie systeme sans restreindre 1'habi-
lete de ces composants. Le coraportement visible d'un noeud fautifpeut etre efFectiveraent
restreint par 1 utilisation de certains mecanismes. Par exemple, si Ie systeme supporte un
mecanisme d authentification comme les messages signes, les messages alteres par les
noeuds fautifs seront detectes. Ainsi, de faux messages ne pourront etre spontanement
generes. De cette restriction sur Ie comportement d'un noeud fautif, il resulte des algo-
rithmes qui sont plus simples et qui peuvent tolerer plus de fautes que leur contrepartie
sans authentification. IVtais 1'interaction des composants fautifs reste un obstacle devant
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Ie developpement d'un algorithme optimal d'identification des composants fautifs.
Dans ce qui suit on propose une architecture de communication [21], autre que Ie reseau
connecte complet point a point. Cette architecture, fondee sur les reseaux de diffusion,
contribue a restreindre Ie com.portement des noeuds fautifs. En se basant sur cette ar-
chitecture, nous allons developper un algorithme qui resout Ie BA et qui identifie les
composants fautifs dans Ie systeme.
Ce chapitre est organise de la fa^on suivante: la section suivante est consacree a la
conception d'un modele de reseau de diffusion efficace et pratique. La section 3.3 est une
description des proprietes globales du systerae et des hypotheses elabores. Les modeles
des fautes des noeuds et des lignes des conirnumcation sont discutes. Dans la section 3.4,
nous proposons un algorithme, appele FIGBA (Fault Identification for Generalized By-
zantine Agreement). Get algorithme resout Ie BA ei identifie tous les composants fautifs
dans Ie systeme (noeuds et lignes de communication).
3.2 Modeles des reseaux de diffusion
Cette section est consacree a la conception d'un modele d'un reseau de diffusion efficace
et pratique. Les principaux composants de communication dans Ie reseau de diffusion
seront identifies. Nous presenterons ensuite Ie reseau de diffusion et Ie reseau de diffusion
redondant. Ces deux modeles serviront a la conception du reseau de diffusion generalise.
Ce dernier est fonde sur les reseaux de diffusions et combine Ie reseau connecte complet
et Ie reseau de diffusion. Ce modele sera utilise comme architecture de communication
pour Ie FIGBA.
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3.2.1 Principaux composants de communication dans un reseau
de diffusion
Les reseaux de diffusion sont devenus une topologie populaire pour les reseaux locaux.
Les raisons de cette popularite sont lies a la simplicite, la fiabilite et la performance
elevee. L exemple Ie plus connu pour ce modele de reseaux est peut-etre 1 ethernet. La
figure 3.1 montre une configuration typique d un systeme distribue basee sur un reseau
de diffusion.
Figure 3.1 - Reseau de diffusion.
Le composant central d un reseau de diffusion est Ie canal. Typiquement, c'est un rnoyen
de transmission passif comme un cable coaxial, un cable en fibre optique, ou simplement
un espace (dans Ie cas d'un reseau de diffusion d'une radio). Les nceuds sont connectes
au canal par des liens de coramunication. Ces liens contiennent des composants actifs
comme Ie signal d emetteur-recepteur, les unites d'interface de reseau et la meraoire tam-
pon. L acces au canal par les liens de communication est controle par un protocole de
transmission a acces multiple. Nous notons que les protocoles de transmission sans colli-
sion existent pour les canaux a acces multiple.
Chaque reseau de diffusion est connecte a une passerelle (Gateway). Cette derniere est
necessaire pour Ie fonctionnement d'un reseau de diffusion 19 . Elle sert aussi d'interrae-
diaire de securite.
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3.2.2 Reseau de diffusion et reseau de diffusion redondant
L'operation fondamentale de coinmunication pour un reseau de diffusion est broadcast (?;),
ou v est Ie contenu du message communique. Par 1 hypothese d'authentification, un nceud
recevant un message est capable d identifier d une fa^on fiable Ie difFuseur sous n importe
quel modele de fautes de nceuds.
Avec des lignes de communication non fiables, Poperation broadcast (v) ne peut garantir
que tous les noeuds ont regus la valeur v difFusee. Pour accroitre la fiabilite du reseau,
on a propose dans [I], un reseau de diffusion R-redondant genere en reproduisant chaque
composant de communication R fois. Gomme Pindique la figure 3.2, la construction exige
R reseaux de diffusion independants ou chacun des noeuds est connecte a chacun de R
canaux par un lien independant.
(t
} R fois.
Figure 3.2 - Reseau de diffusion R-redondant.
Corapte tenu du fait que chaque noeud, dans un reseau de diffusion R-redondant^ est
connecte a R canaux, on augmente la syntaxe primitive de diffusion de la fa§on suivante :
broadcast (v,i) ou v esi Ie message a communiquer, et i G {1,2, ...,i?} denote Ie canal.
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Nous aliens utlliser la syntaxe suivante:
broadcast (r, *) =




Notons que cette operation ne doit pas etre absolument atomique. De plus, on ne pose
aucune hypothese sur 1 ordre ou Ie reglage relatif de la diffusion sur les divers canaux.
Aussi, aucune hypothese n'est elaboree sur Ie comportement d'un noeud fautif qui exe-
cute 1'operation broadcast (u, *). Ainsi, ce noeud peut diffuser uniquement sur certains
canaux ou encore difFuser des valeurs incoherentes.
Le reseau de diffusion est facile a implanter. Nous avons vu dans la section 3.2.1 qu'une
passerelle est necessaire pour Ie fonctionnement de ce reseau. Malheureusement, si ce
composant tombe en panne, Ie reseau cesse de fonctionner. De la, on peut dire qu un
reseau de diffusion n'est pas pratique. Dans la section suivante nous allons presenter un
reseau, propose dans [21], dont Ie principe est proche du principe de reseau de diffusion
et qui ne requiert pas une passerelle.
3.2.3 Reseau de diffusion generalise
Un reseau de diffusion generalise combine Ie principe d'un reseau de diffusion et celui
d un reseau connecte complet. Les n noeuds sont repartis en 7 groupes et chaque groupe
contient fJ, nceuds. II existe un lien entre toute paire de groupes. Les avantages tires d'un
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reseau domie dependent de plusieurs facteurs dont:
1. Si Ie nombre des noeuds dans Ie systeme croit, on aura moins de ports d'entree/sortie
et Ie trafic de communication decroit.
2. A cause des limitations du trafic de communication sur une ligne de coinraunication,
Ie nombre des noeuds connectes a un canal ne peut pas etre plus grand qu'une
constante, soit 2p, [18, 22].
3. Le nombre de ports d'entree/sortie qui sont alloues a un noeud est liraite [18, 22].
En efFet, ce nombre ne peut pas etre plus grand qu'une constante, soit 7 — 1.
Soit un systeme compose de n noeuds, examinons 1 applicabilite des reseaux de diffusion
et les reseaux connectes coraplets sous 1 influence de ces trois proprietes. Nous avons:
- les reseaux de diffusion ne satisfont pas (1) et (2) si n > 2/^.
- les reseaux connectes complets sont inapplicables a, cause de (1) et (3) si n > 7.
Dans [21], on a organise les noeuds en plusieurs groupes afin que les trois proprietes
precedentes (1), (2) et (3) soient satisfaites:
les nceuds sont regroupes exacteraent en 7 groupes;
- chaque groupe contient exactement p, nceuds.
A titre d'exemple, les figures 3.3 et 3.4 montrent un reseau de diffusion generalise forme
par quatre groupes Gl, G(2, G3 et G4 dont chaque groupe contient cinq noeuds. Les
noeuds dans chaque groupe Gi (1 < i < 4) sont nomraes n^ pour 1 < j < 5. Les groupes
GI , (r2, G-3 et G^ sont completement connectes les uns aux autres par des canaux comme
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:^1 ) (^ ) C\3 ) {t\4 ) (lh :^1 ) (^2 ) (^3 ) (^4 ) (^5
•13 —»-^
:^1 ) (ni2 ) (^3 ) {\ ) (^5 "41 ) ("42 ) ("43 ) ("44 ) ("4<
Figure 3.3 - La configuration d'un reseau de diffusion generalise forme de quatre groupes
dont chaque groupe contient cinq noeuds
Figure 3.4 - La connexion entre les groupes d un reseau de diffusion generalise forme de
quatre groupes dont chaque groupe contient cinq noeuds.
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Ie montre la figure 3.4. Dans ce graphe complet, chaque noeud requiert seuleraent trois
ports d'entree/sortie et six canaux et aucune passerelle n'est requis.
II n'existe qu'un lien unique entre toute paire de groupes. Ainsi, Ie comportement d un
nceud fautif devient alors partiellement limite. En efFet, 1'unicite des liens entre toute
paire de groupes elimine les messages incoherents entre les noeuds de ces deux groupes.
Mais un noeud fautif peut difFuser uniquement sur certains canaux ou encore difFuser
des valeurs incoherentes pour differents groupes. D'autre part, les messages ne peuvent
pas etre alteres car les nceuds ne sont pas sur la route des messages, chaque noeud est
connecte a un canal par son propre lien. Le message envoye est transfere entre Ie noeud
source et Ie canal avant d'etre delivre aux autres noeuds. Le canal est un bus commun
entre un ensemble des noeuds et les noeuds ne peuvent pas altere un message dans Ie canal.
Chaque groupe est connecte a un autre groupe par un canal. Un noeud difFuseur dans un
groupe doit executor Poperation broadcast (v, i). Par exemple, Poperation broadcast (i>, 2)
executee par nn veut dire que nn difFuse la valeur v au groupe G^.
Grace a cette architecture, les messages envoyes aux autres groupes par un noeud dans
un groupe donne, soit J<, sent reQUS par les autres noeuds du groupe K. Physiquement,
ceci est du au bus commun entre les nceuds d'un groupe et les nceuds de chaque autre
groupe. Par exemple, les nceuds nu, 7212, nis, ^14 et 7215 du groupe G'i sont connectes
a tous les autres groupes par les canaux: Ti2, TIS et T^ (figure 3.4). Si nn envoie un
message au groupe G^, en plus des noeuds du G^i les autres nceuds du groupe (7i (^12,
^i3? ^14 et ^15) re9oivent egalement ce message. De meme, si ^n envoie un message aux
groupes Os et G^ les autres noeuds du groupe Gl re^oivent egalement ce message.
Si Ie nombre de noeuds est clnquante, chaque noeud requiert seulement quatre ports d'en-
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tree/sortie et dix canaux dans un reseau de diffusion generalise forme de cinq groupes
dont chaque groupe contient dix noeuds. La table 3.1 montre Ie nombre de ports d'en-
tree/sortie, de lignes de communication et de passerelles requis pour differents reseaux
dans un systeme compose de cinquante noeuds.
Type de reseau
Proprietes
Nombre de ports d en-
tree/sortie par noeud












(cinquante noeuds repartis dans cinq





TAB. 3.1 - Ports d'entree/sortie, Ugnes de communication et passerelles requis par les
differents reseaux dans un systeme compose de cinquante noeuds.
3.3 Modele de fautes
Les composants principaux sont les noeuds, les canaux et les liens qui connectent les
nceuds aux canaux. Les composants qui peuvent etre fautifs sont les nceuds et les ca-
naux. Dans Ie cas ou un lien est non fautif, 11 transfert siraplement les messages entre
Ie canal et son noeud associe. Une faute dans les liens cause quelques fois la perte des
messages arrivant au noeud associe ou partant de ce dernier. On ne peut pas distinguer
entre un lien fautif ou un noeud fautif avec lequel 11 est connecte. En effet, considerons
Ie cas d un noeud n,j< qui ne revolt pas une valeur attendue d'un autre nceud njL via un
canal non fautif. Le noeud riiK ne peut pas savoir sl c'est Ie lien qui a entrame la perte du
message ou bien c'est Ie nceud njL qui n'a pas envoye un message. Pour cela, si Ie lien est
fautif, Ie noeud connecte a ce lien sera considere comme fautif. Les noeuds et les canaux
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peuvent etre fautifs.
Le modele de faute considere est Ie suivant:
- la faute mechante pour les noeuds.
- la faute d'arret de fonctionneraent sans alerte pour les canaux.
Evidemment un systeme qui peut tolerer les fautes mechantes peut aussi tolerer les fautes
d'omission ou les fautes d'arret de fonctionneraent sans alerte. II est a noter que les autres
types de fautes pour les canaux sont extremement rares [22]. En efFet, les raethodes de
correction d'erreurs, de detection d'erreurs ou de detection et de correction d'erreurs sont
Indus dans Ie protocole [18].
3.4 Algorithme FIGBA (Fault Identification for Genera-
lized Byzantine Agreement)
La plupart des formulations precedentes du BA utilisent corame architecture de cora-
munication un reseau connecte complet fiable. Dans cette section, nous presentons un
algorithme ef&cace qui implante Ie BA dans un reseau de diffusion generalise en presence
des fautes mechantes pour les noeuds et des fautes d'arret de fonctionnement sans alerte
pour les canaux. Le but de FIGBA esi de :
1. resoudre Ie BA.
2. identifier les composants fautifs dans Ie systeme, peu importe si ces composants
sont parmi les noeuds ou les canaux.
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Dans la suite, nous allons tout d'abord donner les definitions et les notations prelimi-
naires. Les hypotheses elaborees par Ie FIGBA sont discutees dans la section 3.4.2. Les
sections 3.4.3 et 3.4.4 sont consacrees a analyser Ie norabre des composants fautifs al-
loues par Ie FIGBA et a decrire les tours requis. Dans la section 3.4.5, nous decrivons Ie
principe de 1'identification des composants fautifs pour Ie BA generalise FIGBA.
3.4.1 Definitions et notations
Void quelques definitions et notations utilisees dans la suite :
- 7 : nombre des groupes de noeuds dans Ie reseau.
- p,: nombre des noeuds dans chaque groupe.
- n: nombre total des noeuds dans Ie systeme, on a ainsi n = 7,^.
- S : 1 ensemble de tous les nceuds.
s : la source donnee.
- riiK '• Ie %eme noeud du groupe K\ n^s '• Ie zelne noeud du groupe source.
- TLK '• Ie canal qui connecte Ie groupe L et Ie groupe K\ TSK '• Ie canal qui connecte
Ie groupe source et Ie groupe K.
- Vn,^(njL) est 1'ensemble des valeurs envoyees par Ie noeud njL et revues par Ie noeud
nip-
- Vn^(L) est Pensemble des valeurs envoyees par tous les noeuds dans Ie groupe L ei
revues par Ie noeud n^'.
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- FAUTIFSn.K '• 1'ensemble des composants consideres comme fautifs par Ie noeud
nip-
- ABSTAIN^^TK.) '• Pensemble des noeuds qui se sont abstenus d'envoyer des raes-
sages au noeud n^' via Ie canal Tj<..
Definition 2 Soit njL etn^K deux noeuds, VmK^jL} est I'ensemble des valeurs envoyees
par Ie noeud njL et rogues par Ie noeud n^. On dit que Vn,jc(nj'L) est consistant en la
valeur du noeud njL, denote v^^, si et seulement si
- VniK^jL) consiste en une seule valeur Vn ^, la valeur envoyee par Ie noeud njL; ou
- Vn^^nj^) consiste en deux valeurs : la valeur nulle (f) et Vn^, la valeur envoyee par
Ie noeud njL.
DDD
Definition 3 La valeur de defaut est une valeur predefinie par Ie protocole. D D D
Definition 4 La valeur majoritaire d un ensemble est la valeur qui se repete Ie plus
souvent dans cet ensemble. Si cette valeur nexiste pas, la valeur de defaut sera pris.
DDCI
3.4.2 Hypotheses
Le FIGBA exige les hypotheses suivantes:
1. Un systeme synchrone qui contient n nceuds dont au plus fn noeuds peuvent etre
fautifs, sans causer une panne dans Ie fonctionnement du systeme. Le reseau ga-
rantit un temps limite de livraison de messages pour tous les noeuds.
1. Notons que les trois premieres sont similaires aux hypotheses elaborees sur Ie BA [13].
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2. Chaque noeud possede une horloge et les noeuds non fautifs maintiennent un temps
local qui ne difFere pas de plus d'une constante connue.
3. L'envoyeur d un message est toujours identifiable par Ie recepteur.
4. Une faute dans Ie canal entraine la perte de tous les messages arrivants. Par defi-
nition d un reseau de diffusion generalise, on a deux cas :
(a) tous les noeuds connectes a, un canal (dans Ie cas ou ce canal est non fautif)
regoivent Ie message diffuse.
(b) aucun des noeuds connectes a un canal (dans Ie cas ou ce canal est fautif) n'a
re^u Ie message diffuse.
5. Seuls les nceuds et les canaux peuvent etre fautifs.
6. Un canal fautif ne peut spontanement generer des messages.
7. Le nombre de noeuds fautifs dans chaque groupe doit etre plus grand que Ie nombre
des noeuds non fautifs.
Remarquons que toutes ces hypotheses peuvent etre respectees dans Ie cadre des reseaux
de diffusion generalise. Le comportement d'un noeud fautif est restreint par I'utilisation
de ce modele des reseaux. Physiquement c est impossible pour un nceud d'envoyer des
messages incoherents pour difFerents noeuds dans la meme emission (broadcast). Ce
comportement est assure meme si Ie modele de fautes de noeuds est la faute mechante.
3.4.3 Tours requis par FIGBA
II est habituel de mesurer la complexite temporelle en terme de tours. Chaque tour
consiste en une ou plusieurs etapes d'echange de messages et de calcul. Durant un tour,
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chaque noeud peut coramuniquer avec tous les autres noeuds dans Ie systeme. Toutefois,
les messages envoy es par un noeud dans un tour donne ne peuvent pas dependre des
messages re^us durant ce menie tour.
L'algorithme propose FIGBA requiert cinq tours. Les deux premiers tours consistent
en des echanges de messages pour que tous les nceuds puissent adopter la meme valeur.
On exige Ie troisieme tour pour faire face aux effets des canaux fautifs. En efFet, ce tour
permet a tous les groupes qui sont connectes au groupe source par un canal fautif2 de
recevoir de valeurs via les canaux non fautifs a travers les autres groupes. Le troisieme
tour est requis pour que les nceuds du groupe K puissent recevoir des valeurs via des
canaux non fautifs a travers les autres groupes. Lors des deux derniers tours, les noeuds
s echangent leurs listes des composants fautifs. Ces echanges permettent aux noeuds de
se mettre d'accord sur une liste qui contient tous les composants fautifs dans Ie systeme.
Le cinquieme tour est requis pour faire face aux efFets des canaux fautifs. Chaque tour
consiste en les actions suivantes :
tour 1 :la source diffuse sa valeur a tous les autres noeuds.
tour 2 : chaque noeud du groupe source diffuse a tous les autres noeuds la valeur de la
source regue au premier tour.
tour 3 : chaque noeud, n appartenant pas au groupe source, diffuse a tous les autres
nceuds la valeur qu'il a adoptee au second tour.
tour 4 : chaque noeud diffuse a tous les autres noeuds son ensemble des composants fau-
tifs. Chaque nceud collecte tous les ensembles envoyes pour construire un nouveau
ensemble des composants fautifs. Get ensemble doit contenir les coraposants fautifs
2. Remarquons que dans les deux premiers tours, seulement les noeuds du groupe source difFusent des
valeurs
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de tous les groupes.
tour 5 : chaque noeud diffuse a tous les autres noeuds 1 ensemble des composants fautifs
qu'il a adopte au quatrierae tour.
3.4.4 Nombre des composants fautifs alloues par FIGBA
Les nceuds
Durant les tours d'echanges de messages et des listes des composants fautifs, toutes les
decisions sont prises au niveau du groupe d une faQon majoritaire. Pour cela, Ie nombre
des noeuds fautlfs dans chaque groupe doit etre strictement inferieur au nombre des
noeuds non fautifs dans Ie meme groupe. Ceci entraine que la majorite des noeuds dans
Ie systeme soient non fautifs. Rappelons que p, est Ie nombre des noeuds dans un groupe,
Le nombre maximum des nceuds qui peuvent etre fautifs dans un groupe est ^y-^- (figure
3.5). Notons par fn Ie nombre m.axim.urn des nceuds qui peuvent etre fautifs dans Ie
systeme et rappelons que 7 est Ie nombre des groupes, alors:
,<(^).In ^^2— ^
Les canaux
Le graphe des connexions entre les groupes est complet (figure 3.5). Chaque groupe est
connecte aux autres groupes par 7 — 1 canaux. Pour assurer qu un groupe ait au moins
un canal non fautif, nous exigeons que Ie nombre raaxiraum des canaux qui peuvent etre
fautifs ne depasse pas 7—2. Notons par fc ce nombre, nous avons ainsi:
fc <: 7 - 2
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Moyen de transmission fautif
Noeud fautif
Figure 3.5 - Nombre maximum de noeuds et de canaux fautifs dans un systeme compose
de vingt noeuds repartis en quatre groupes (^ = 4 et ^ = 5^).
Dans la figure 3.5, on peut remarquer que chaque groupe peut contenir, au maximum,
deux noeuds fautifs (/n = 8). Le nombre maxiraum des canaux qui peuvent etre fautifs
est egal a deux (fc = 2).
3.4.5 Principe d identification des composants fautifs
Avant de discuter 1 algorithme, nous allons presenter les regles d identification des com-
posants fautifs. Chaque noeud non fautifest charge d Identifier tous les composants fautifs
dans son groupe. Grace a Parchitecture d'un reseau de diffusion generalise, chaque noeud
niK du groupe K revolt toutes les valeurs envoyees par n iraporte quel autre nceud njK
du groupe K a tous les autres groupes via les difFerents canaux connectes au groupe K.
Dans chaque tour, chaque noeud utilise les regles suivantes pour identifier les corapo-
sants fautifs:
1. si riiK ne revolt pas de messages via un canal, alors n,j< ajoute ce canal a FAUTIFSn;K'
2. si rim revolt au moins une valeur via un canal, 11 ajoute tous les noeuds qui n'ont
pas envoye des valeurs via ce canal a FAUTIFSn^.
3. si riiK revolt des valeurs difFerentes de njj<, alors n^- ajoute njK a FAUTIFSm^-
En effet, dans une telle situation on dit que 1'ensemble des valeurs Vnfjc(nj'A') n'est
pas consistant en la valeur de njK (Definition 1).
Le FIGBA requiert cinq tours. Au premier tour, tous les noeuds du groupe source adoptent
une meme valeur. En effet, Grace a I5 architecture du reseau de diffusion generalise, tous
les messages envoyes par la source aux autres groupes sont re^us par les autres nceuds
du groupe source. Evidemment, si la source diffuse des valeurs incoherentes, elle sera
identifiee par les nceuds du groupe source. Au second tour, tous les nceuds de tous les
groupes adoptent une meme valeur, a I'exception de ceux qui sont connectes au groupe
source par un canal fautif. Les noeuds fautifs du groupe source et les canaux fautifs
connectes au groupe source seront identifies par au moins les noeuds non fautifs du groupe
source. Au troisieme tour, tous les noeuds non fautifs de tous les groupes adoptent une
meme valeur. Si la source est non fautive, tous les noeuds non fautifs de tous les groupes
adoptent sa valeur. Ainsi Ie BA est resolu. Tous les noeuds fautifs et tous les canaux fautifs
seront identifies par au mains les noeuds non fautifs de leurs groupes. Au quatrieme tour,
tous les noeuds non fautifs identifient tous les nceuds fautifs et tous les canaux fautifs, a
1'exception ceux qui sont connectes par des canaux fautifs. Finalement au cinquiemetour,
tous les noeuds non fautifs identifient tous les nceuds fautifs et tous les canaux fautifs.




Dans ce tour la source diffuse sa valeur a tous les autres noeuds y compris bien sur les
noeuds de son propre groupe. Apres cette diffusion, chacun des noeuds doit decider de
la valeur qu'il va adopter. Finalement, les nceuds du groupe source doivent decider si la
source est fautive ou non.
Etape de difFusion/reception : la source, denotee 5, diffuse sa valeur via les differents
canaux connectes au groupe source, denotee S. Notons que les noeuds du groupe
source 6' re^oivent une copie de toutes les valeurs que la source s envoie aux noeuds
des autres groupes via les differents canaux. Au contraire, chaque nceud d'un autre
groupe revolt au plus une valeur de la source s via Ie canal qui connecte son groupe
avec Ie groupe source S. Apres cette diffusion, Ie traitement suivant est efFectue:
1. pour chaque noeud n^, appartenant au groupe source S^
- si nis a re^u une valeur de la source 5, il ajoute alors cette valeur a Vn,s.(-s),
Pensemble des valeurs revues par nis et envoyees par 5;
- si nis n a pas regu de valeur via un canal quelconque, disons T^., alors 11
ajoute <^), la valeur nulle, a Vn,s(s)^ Pensemble des valeurs revues par 72,5 et
envoyees par la source s. II ajoute aussi la source s a ABSTAINn,g(Ts.)^
1 ensemble des noeuds qui n'ont pas envoye une valeur via Ie canal Ts..
2. pour chaque noeud n,j<, appartenant a un groupe denote K autre que Ie groupe
source S,
si niK a re^u une valeur de la source s, 11 ajoute cette valeur a Vn^(s),
Pensemble des valeurs revues par nip- et envoyees par s;
- si niK, n a pas 1090 de valeur via TSK, alors il ajoute (^, la valeur nulle,
a Vn^(s), Pensemble des valeurs regues par nip- et envoyees par la source
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s. II ajoute aussi la source s a ABSTAINn^TsK)-, 1'ensemble des noeuds
qui n ont pas envoy e une valeur via Ie canal TSK-
Etape de decision : chaque noeud dans Ie systeme est conduit a, prendre une ou plu-
sieurs decisions. Le traitement suivant est done effectue:
1. pour chaque nceud nis-, appartenant au groupe source S, il procede cornme
suit:
- s'il existe une valeur majoritaire3 pour les valeurs de Vn,s(s), alors nis
adopte cette valeur. Sinon, nis adopte la valeur de defaut4.
- si Vn,s(s)i 1'ensemble des valeurs revues par nis et envoyees par 5, n'est pas
consistant par rapport a la valeur de 5, alors nis ajoute s a, FAUTIFSms-
2. pour chaque noeud niKi appartenant a un groupe K autre que Ie groupe source
tS\ riiK adopte la valeur appartenant a VniK^s).
3. la valeur qui se repete Ie plus souvent
4. la valeur predefinie par Ie protocole.
5. La consist ance d un ensemble dans une valeur donnee est definie dans la section 3.4.1. Intuitivement,
Vn,s (s) es^ consistant par rapport a la valeur de s si et seulement si (1) Vms(s) consiste en la seule valeur








for each node n;s 6 S, n,s 9' s




ABSTAINm,, (TSK) = {s};
end
end for
for each node n,j< £ K, K ^- S









for each node n,g 6 S', n;s 9' s
'/ ^n.;s(s) is not consistent w.r.t. v, then
FAUTIFSnis <- a;
end
Un,s = ma?(Vn.^ (s));
end for
end decision step
TAB. 3.2 - L'algorithme FIGBA: tour 1.
Remarque: La fonction majorite, denotee rnaj(Vms(s)) et utilisee dans cet algorithme,
retourne la valeur majoritaire si elle existe, sinon elle retourne la valeur de defaut.
3.4.7 Tour 2
Pendant ce tour, chacun des noeuds, appartenant au groupe source 5', diffuse a tous les
autres noeuds la valeur qu il a adoptee au premier tour. Chaque nceud n'appartenant pas
72
au groupe source S doit decider quant a la valeur qu 11 va adopter en se basant sur la
valeur re^ue au premier tour et sur les valeurs qu il va recevoir pendant ce second tour.
Tous les noeuds sont charges d'identifier les canaux fautifs. Chaque noeud appartenant
au groupe source doit aussi identifier les noeuds fautifs dans son groupe.
Etape de diffusion/reception : chaque noeud riis qui appartient au groupe source S,
autre que la source s, se comporte comme une source et diffuse la valeur qu'il a
adoptee au premier tour. Rappelons que lorsqu un noeud du groupe source S diffuse
une valeur aux autres noeuds via different s canaux, les noeuds de 5' re^oivent une
copie de toutes les valeurs que Ie noeud n^s envoie aux noeuds des autres groupes
via les differents canaux. En consequence, chaque noeud d'un autre groupe revolt
au plus une valeur du noeud nis via Ie canal qui connecte son groupe avec Ie groupe
source S. Apres cette diffusion, Ie traitement suivant est effectue :
1. pour chaque noeud njs, appartenant au groupe source 5',
- si rijs a regu une valeur de la source n^, il ajoute alors cette valeur a
Vnjs(nis)i Fensemble des valeurs revues par njs et envoyees par n^;
- si njs n a pas regu de valeur via un canal quelconque, disons Ts., alors
il ajoute <^, la valeur nulle, a Vnjs(nis)-> 1'ensemble des valeurs regues
par rijs et envoy ees par la source n^s- II ajoute aussi la source nis a
ABSTAINnjg(Ts.), Pensemble des noeuds qui n'ont pas envoye une va-
leur via Ie canal Ts. .
2. pour chaque noeud n,j<, appartenant a un groupe denote K autre que Ie groupe
source S^
- si riiK a re^u une valeur de la source n^, 11 ajoute cette valeur a Vn,^(S),
1 ensemble des valeurs revues par n^ et envoyees par les noeuds du 5';
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- si nip, n'a pas re^u de valeur via TSK-, alors 11 ajoute (f)^ la valeur nulle, a
Vn. (5<), Pensemble des valeurs revues par niK et envoy ees par les noeuds
du groupe source 5'. II ajoute aussi la source nis a ABSTAINn^(TsK)->
Pensemble des noeuds qui n'ont pas envoye une valeur via Ie canal TSK-
Etape de decision : lorsque les etapes de diffusion out ete effectues par chaque noeud
du groupe source 5', Ie traitement suivant est efFectue :
1. pour chaque noeud njs, appartenant au groupe source S^ 11 precede comme
suit:
- si Vnjs(nis), Pensemble des valeurs regues par njs et envoyees par Ie noeud
riisi n'est pas consistant par rapport a la valeur de 72,5', alors njs ajoute
n,s a FAUTIFSn,,.
- si la valeur adoptee par njs est difFerente de la valeur envoy ee par n^,
alors rijs ajoute nis a FAUTIFSnjs-
2. pour chaque noeud n,7<, appartenant a un groupe K autre que Ie groupe source
S, 11 precede comme suit :
- s'il existe une valeur m.ajoritaire de Vm^(S)^ niK adopte cette valeur.
- s'il n'existe pas une valeur raajoritaire de Vn^(S)^ riiK adopte la valeur
de defaut.
3. pour chaque nceud r^j< du systeme, soit ABSTAINn^{TKL\ 1'enserable des
noeuds qui n'ont pas envoye une valeur via Ie canal TKL (le canal qui connecte
Ie groupe K a un groupe quelconque L). Soit a Ie cardinal de Pensemble
ABSTAIN^TKL).
- si a est plus grand ou egal a (A^-) , alors n,j< ajoute TKL a- FAUTIFSn,K-,
Pensemble des coraposants fautifs associes a n,j<.
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si a est plus petit que (^y-) et si K est Ie groupe source 5<, alors n^
ajoute tous les noeuds de 1'ensemble ABSTAINn^(TKL) a FAUTIFSn^^
Pensemble des composants fautifs associes a n,j<.
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begin diffusion step





for each node njs £ ^i nj'S ¥• nis
if njs has received a. value from n,g by Tgjv-, (1 < K < ^ & JC 9' S) t/ien
V^s (n.s) ^ y^s (n.s) U{"n.s}i
e;se
VnjS (n's) ^ Vnjs (".S) Uw;
ABSTAINn^ (TSK) = ABSTAIN^s (TSK) |j{",s};
end
end for
for each node n,j^ £ K, K ^ S
t/ n^jf has received a value from n^g by T'sj< then
V^(S)^V^(S)[j{^};
e;se
V^(S) ^ Vn^ (S) JW;





for each node njg € S, njs ¥• nis
if (Vn ,3 ("is) ls no't consistent w.r.t. fji.^) or (fn. -c; ?' 'the value received from n;^) then
FAUTIFSnjs •«- FAUTIFSnjg [^{nis};
end
end for
for each node n,j^ G K, K 9' 5"
Vn,^ =maj(V^^(S));
end for
for each node n,j< € K, (^ <: K <, -y)
for each group L, L yt K
if card(ABSTAINn^(TKL)) > ffT1) then
FAUTIFSn^ = FAUTIFSn^ [J{TKL }i
else if (card(ABSTAINn^(TKL)) < tLJ1)) and (K = S)





TAB. 3.3 - L'algorithme FIGBA: tour 2.
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3.4.8 Tour 3
Pendant ce tour, chacun des nceuds, n'appartenant pas au groupe source S, diffuse a tous
les autres noeuds la valeur qu'il a adoptee si et seuleraent si cette valeur est difFerente du
^>, la valeur nulle. Chaque noeud qui a comme valeur (f) doit decider quant a la valeur qu'il
va adopter en se basant sur les valeurs qu'il va recevoir pendant ce troisieme tour. Tous
les noeuds sont charges d'identifier les canaux fautifs. Chaque noeud qui diffuse des valeurs
pendant ce troisieme tour est charge d'identifier les noeuds fautifs dans son groupe.
Etape de diffusion : chaque nceud mK-, appartenant au groupe K autre que Ie groupe
source, qui a adopte une valeur differente de (f) la valeur nulle, se comporte comme
une source et diffuse cette valeur. Apres cette diffusion, Ie traitement suivant est
effectue:
1. pour chaque nceud njK6-, appartenant au groupe A",
- si njK a- re^u une valeur de la source n,j<, 11 ajoute alors cette valeur a
Vnj^(niK), Pensemble des valeurs revues par njK et envoyees par niK'i
- si njK n'a pas 10911 de valeur via un canal quelconque, disons TKL ou L est
un groupe donne, alors il ajoute ^, la valeur nulle, a Vn^^(nij<), I'enserable
des valeurs re9ues par njK et envoy ees par la source n^- II ajoute aussi
la source n^ a ABSTAIN^^(TKL)^ Pensemble des noeuds qui n'ont pas
envoye une valeur via Ie canal TKL-
6. Rappelons que lorsqu'un noeud d'un groupe K diffuse une valeur aux autres noeuds via difFerents
canaux, les noeuds de K re^oivent une copie de toutes les valeurs que la source n,^- envoie aux noeuds
des autres groupes via les difFerents canaux.
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2. pour chaque noeud n^, appartenant a un groupe denote L autre que Ie groupe
source K7^
- si niL a re^u une valeur de la source n^, il ajoute cette valeur a Vn^(K\
Pensemble des valeurs revues par nn, et envoyees par les noeuds du Z<;
- si riiL, n'a pas re^u de valeur via TA'L; alors il ajoute ^), la valeur nulle, a
Vn^{K), 1'ensemble des valeurs revues par n^ et envoyees par les nceuds
du groupe source K. II ajoute aussi la source n^< a ABSTAINn^(TKL)^
1'ensemble des noeuds qui n'ont pas envoye une valeur via Ie canal TKL-
Etape de decision : lorsque tous les noeuds, a Vexception des noeuds du groupe source,
ont efFectue 1'etape de diffusion, Ie traiteraent suivant est effectue :
1. pour chaque noeud njKi appartenant au groupe source K, il procede coram.e
suit:
- si Vnj^{niK\ Pensemble des valeurs regues par njK et envoy ees par Ie
nceud n,^, n est pas consistant par rapport a la valeur de niKi alors njK
ajoute nip a FAUTIFSn^K-
- si la valeur adoptee par njp' est difFerente de la valeur envoy ee par n^',
alors njK ajoute niK a FAUTIFSn^K-
2. pour chaque nceud TZ^, appartenant a un groupe L autre que Ie groupe source
K. Si la valeur adoptee par nn, dans les deux premiers tours est <^, la valeur
nulle, alors n^ precede comme suit:
s'il existe une valeur majoritaire de Vn^(K), nn adopte cette valeur.
s'il n'existe pas une valeur majoritaire de Vn^(K), na, adopte la valeur
de defaut.
7. Rappelons que chaque noeud du groupe L revolt au plus une valeur de n^K du groupe K via Ie
canal qui connecte son groupe avec Ie groupe K.
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3. pour chaque noeud njK du systeme, soit a Ie cardinal de Pensemble ABSTAINn .^(TJ<L)?
Pensemble des nceuds qui n'ont pas envoye une valeur via Ie canal TKL (Ie canal
qui connecte Ie groupe K a un groupe L).
- si a est plus grand ou egal a ( PL=j~} 5 alors njK ajoute TKL a FAUTIFSnjKi
Pensemble des composants fautifs associes a njK-
- si a est plus petit que ((JLj-) et si K est Ie groupe source, alors njK ajoute
tous les nceuds de Pensemble ABSTAINn^(TKL) a FAUTIFSn^, 1'en-




for each group K, K ^ S
for each node n;j< € K




end for end diffusion step
begin reception step
for each node njjf 6 K, njjf -^ n,j^
t/ njff has received a value from n,j( by TA'LI (1 <£<')'& £?' -K') t/ien
Vn,K (n.A') ^ ^n,^ (".x) IJ<un,A' >;
else
Vn,^(n,A') ^V^(n,K)\JW;
ABSTAINn^ (TKZ,) = ABSTA.W^(T^) |j<n^'>'
end
end for
for each node n^ 6 L, L ^ K, L ^ S
l/ n,^, has received a value from n{jf by TJ^J, then
VniLW^-^iLW^^iKY'
else
yr.iL W ^ v^iL W U^;





for each node njK 6 ^i njK ~^- n\K
if (Vnjjf ("ijf) 13 Ilo't' consistent w.r.t. t;n.,j^) o'' (un,j^ ^ the value received from ritj<) then
FAUTIFSnjK <- FAUTIFSnjK [j{",j<}i
end
end for
/or each node n^ g L, £ yi K
^n,L =m^(Vn^{K));
end for
for each node n,j^[ G M, (1 < M < '/)
for each group N, N ^ M
ifcard[ABSTAIN^^{TMN)) >: IL^L) then
FAUTIFS^^ = FAUTIFSn^ U{TM^};






TAB. 3.4 - L)algorithme FIGBA: tour 3.
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3.4.9 Tour 4
Pendant ce tour, chaque noeud diffuse d'abord a tous les autres nceuds son ensemble
des composants fautifs. Chaque noeud va ensuite reconstruire son nouveau ensemble de
composants fautifs en se basant sur son ancien ensemble et sur ceux qu'il va recevoir.
Finalement, chaque nceud va identifier les canaux fautifs et les noeuds fautifs dans son
groupe.
Etape de diffusion : chaque noeud n,j< appartenant au groupe K diffuse son ensemble
des composants fautifs a tous les autres noeuds. Notons que les noeuds du groupe
source K re^oivent une copie de tous les ensembles que la source n,j< envoie a,ux
noeuds des autres groupes via les dlfFerents canaux. Au contraire, chaque nceud d un
autre groupe revolt au plus un ensemble de la source nnf via Ie canal qui connecte
son groupe avec Ie groupe source K. Apres cette diffusion, Ie traitement suivant est
efFectue:
1. pour chaque noeud njKi appartenant au groupe K,
- si njK a re^u un ensemble de la source niKi il ajoute alors cet ensemble a
FAUTIFSn^K^niK)^ la liste des ensembles re^us par njK et envoyes par
niK\
- si njK n'a pas re^u d'ensemble via un canal quelconque, disons TKL ou L
est un groupe donne, alors 11 ajoute A, Pensemblenul, a FAUTIFSnj^niK^
la liste des ensembles regus par njK et envoyes par la source n^'K- II ajoute
aussi la source n^K a ABSTAIN^^TKL), Fensemble des noeuds qui n'ont
pas envoye un ensemble via Ie canal TKL-
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2. pour chaque nceud n^, appartenant a un groupe denote L autre que Ie groupe
source A,
- si riiL a regu un ensemble de la source niKi il ajoute cet ensemble a,
FAUTIFSn.L^} la lls^e ^es ensembles re^us par n^ et envoyes par les
nceuds du K\
- si niL, n'a pas re^u d'ensemble via TKL, alors il ajoute A, 1'ensemble nul,
a FAUTIFSn^(K\ la liste des ensembles re§us par n^ et envoyes par les
nceuds du groupe source K. II ajoute aussi la source n^ a ABSTAINn^(TKL\
Fensemble des noeuds qui n'ont pas envoye un ensemble via Ie canal TKL-
Et ape de decision : lorsque les etapes de diffusion ont ete effectues, nous poursuivons
Ie traitement comme suit:
1. pour chaque noeud njK, appartenant au groupe source K^ 11 procede comme
suit:
- si FAUTIFSnji^niK)-, la liste des ensembles re^us par njK et envoyes par
Ie noeud n,7<, n'est pas consistant par rapport a Pensemble de nn^8 '•> alors
rijK ajoute n^K a- FAUTIFSnj^-
- si Pensemble adopte par njK est different de 1 ensemble envoye par niK,
alors rijK ajoute niK a FAUTIFSn^-
2. pour chaque noeud n^'L? appartenant a un groupe L autre que Ie groupe source
J<, 11 pro cede comme suit
- s'il existe un ensemble majoritaire dans la liste des ensembles de fautifs
FAUTIFSn^(^)j niL ajoute cet ensemble a son propre ensemble.
8. on dit que FAUTIFSn JK (.niK) est consistant par rapport a 1'ensemble de niK si et seulement si (1)
FAUTIFSn^{niK} consiste en Ie seul ensemble de nm'i ou (2) FAUTIFSnjK{niK} consiste en deux
ensembles : Pensemble nul A et 1'ensemble de HIK-
9.1 ensemble qui se repete Ie plus souvent
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- s'il n'existe pas un ensemble majoritaire dans la liste des ensembles de
fautifs FAUTIFSn^(K)^ niL ajoute P ensemble nul.
3. pour chaque noeud njK du systeme, soit ABSTAIN^^TKL) Pensemble des
noeuds qui n'ont pas envoye un ensemble via Ie canal TKL (le canal qui connecte
Ie groupe K a un groupe L). Soit a Ie cardinal de ABSTAIN^^(TKL)-
si a est plus grand ou egal a (^-), alors njp ajoute TKL a FAUTIFSn^^
Pensemble des composants fautifs associes a njK-
si a est plus petit que (M^l~) et si K est Ie groupe source, alors njK ajoute
tous les noeuds de Pensemble ABSTAINn^TpL) a FAUTIFSn^, Pen-
semble des composants fautifs associes a njK-
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begin difTusion step
for each group K






for each node njjf 6 K, njK ^ niK







for each node n,j, 6 L, L yi A'









for each node njf^ £ K, njjf -yt nuf
if (FAUTIFSn^(n,K) is not
Round 4
n,^,»),
".A- by TKL, (1 < L < -Y & L 9' JC) t/ien
<- FAUTIFS^^(n,K) [j{FAUTIFSn^.};
^ FAUTIFSnjK(niK)[j{^};
I = ABSTAINn^ (TKL) U{"'^};
^iK by TKL then
FAUTIFSn^ (K) [j{FAUTIFSn^ };
FAUTIFSn^ (K) (J{A};
= ABSTAINn^ (TKL) U<"-K>i
; consistent w.r.t, FAUTIFSn:^) or
{FAUTIFSn^y ?i the set received from n,K') then
FAUTIFSnjK ^- FAUTIFSnjK [j{n,A'};
end
end for
for each node n;^ € L, L ^t K
FAUTIFSn.r = FAUTIFSn.I
end for
for each node n,jvf 6 M, (1 < M < -y)
for each group N, N -^ M
^[JmaJ(FAUTIFSn^(K));
ifcard(ABSTAINn^(TMN)) > Mfi) then
FAUTIFSn,^  = FAUTIFSn^ {]{TMN};






.^ = FAUTIFSn^ [JABSTAIN^^(TMN);
TAB. 3.5 - L)algorithme FIGBA: tour 4.
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3.4.10 Tour 5
Ce tour est en fait identique au quatrieme tour. Ainsi, Ie traiteraent suivant est efFectue :
chaque nceud diffuse a tous les autres noeuds I'ensemble des composants fautifs qu'il a
adopte au quatrieme tour. Chaque nceud va reconstruire son nouveau ensemble de com-
posants fautifs en se basant sur son ancien ensemble et sur ceux qu'il va recevoir. Chaque
noeud est charge d identifier les canaux fautifs et les noeuds fautifs dans son groupe.
Pour bien comprendre la necessite de ce tour, examinons Ie cas suivant: les noeuds d'un
groupe K difFusent leurs ensembles des composants fautifs a tous les autres noeuds via
les difFerents canaux connectes au groupe K. Supposons qu un canal TKL qui connecte
Ie groupe K au groupe L est fautif. Ainsi, les noeuds du groupe L ne re^oivent pas les
ensembles de composants fautifs de K. Rappelons que les noeuds du groupe K n out pas
identifie les nceuds fautifs dans Ie groupe L. Seuls, les noeuds de L sont charges d'identi-
fier tous les noeuds fautifs dans leur groupe. Pour cela, ce cinquieme tour est necessaire
pour que les noeuds du groupe L puissent recevoir 1'enserable des composants fautifs du
groupe K via des canaux non fautifs a partir d'autres groupes.
3.4.11 Illustration
Considerons un systeme compose de 20 noeuds qui sont repartis sur quatre groupes
(G?i, G'2? G'3 et 6^4) ou 7 = 4 et /^ = 5 (figure 3.6). Le nombre des noeuds fautifs to-
leres dans chaque groupe est iJLj-, c'est-a-dire 2 nceuds. Le nombre des canaux fautifs
toleres est '7—2, c est-a-dire 2 canaux. Supposons que les noeuds fautlfs sont les nceuds
hachures indiques par la figure 3.6 (nn et n^ dans Ie groupe G?i, ^22 et ^24 dans Ie groupe
Gii ^31 et ns5 dans Ie groupe G^ ei 7142 et 7243 dans Ie groupe G^). De meme, supposons
que les canaux fautifs sont T^ et T^.
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Figure 3.6 - Un exemple d)un reseau de diffusion generalise forme de quatre groupes dont
chaque groupe contient cinq noeuds .
Dans ce qui suit, nous presenterons un exemple qui illustre 1 algorithme FIGBA. Nous
traiterons chaque tour separeraent. Supposons que 7^31 soit la source. Le groupe Gs esi
done Ie groupe source. Nous allons decrire la situation du point de vue des noeuds non
fautifs. De meme, nous allons decrire Ie comportement des nceuds fautifs. Dans chaque
tour, les noeuds passent par trois etapes (etape de difFusion, etape de reception et etape
de decision). Nous allons decrire ces trois etapes pour chaque tour.
Tour 1
Etape de diffusion : la source diffuse sa valeur a tous les autres nceuds. Supposons
que la source 7231 se comporte comme suit:
- elle s'abstient d'envoyer un message au groupe G\ via Ie canal Tis.
- elle envoie x au groupe G^ via Ie canal fautif T^.
- elle envoie x au groupe G^ via Ie canal T^.
La figure 3.7 illustre la situation.
(^3 ) (^ ) (^5
I®®®
Figure 3.7 - Diffusion de la source.
Etape de reception : dans chaque groupe, nous aliens traiter Ie cas d'un noeud non
fautif. La situation est la meme pour tous les noeuds non fautifs dans chaque groupe.
- Traitons Ie cas d'un noeud non fautif du groupe source Gs, soit ^32 :
- Pensemble des valeurs revues par 7232 est:
Vn^(s) = {^^,X}
- Pensemble des noeuds qui n ont pas envoye des valeurs via Ie canal Tis
est:
ABSTAINn^T^) = {^31}
- 1 ensemble des nceuds qui n out pas envoye des valeurs via Ie canal T^
est:
ABSTAINn^T^) == {nsi}
- Traitons Ie cas d'un nceud non fautif du groupe G?i, soit 72,13. La valeur regue
par nis est t^is = 4>- Ainsi, ABSTAINn^(T^) esi egal au singleton nsi.
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- Traitons Ie cas d'un nceud non fautif du groupe G'2, soit n^. La valeur re^ue
par n2i est ^21 = 4'- Ainsi, ABSTAIN^ ^(T^) est egal au singleton ^31.
Traitons Ie cas d'un noeud non fautif du groupe G^ soit n^\. La valeur re^ue
^"•41 == '^'
Etape de decision: alafin de ce tour, tous les noeuds non fautifs du groupe source G'3,
adoptent maj'{^>,^>,a;} = x (la valeur nulle (f) n'est pas considere dans la fonction
majorite).
Remarque : les noeuds non fautifs, du groupe source 6^3, ne peuvent pas savoir
pour 1'instant que la source est fautive meme s'ils n'ont pas re^u de valeur
via les deux canaux Tis et T^. Pour eux, il existe la possibilite que Tis ou T^
soient fautifs. Us vont attendre Ie second tour pour qu'ils puissent prendre leur
decision.
Tour 2
Etape de diffusion : tous les nceuds du groupe source G?3, autre que la source 77,31,
diffusent la valeur qu ils ont adoptee dans Ie premier tour a tous les autres noeuds.
Nous allons trailer Ie cas d un nceud non fautif et d un noeud fautif.
- Un noeud non fautif du groupe source G^ se comporte comme suit:
- il envoie x au groupe G\ via Tis.
- il envoie x au groupe G^ via Ie canal fautif T^.
- il envoie x au groupe G^ via Ts4.
La figure 3.8 illustre la situation.
(^3 ) (^4 ) (^5
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Figure 3.8 - Diffusion des noeuds du groupe source.
- Les noeuds fautifs sent libre d'envoyer, de ne pas envoyer ou de changer la
valeur adoptee au premier tour. Par exemple, Ie nceud fautif 7235 va:
- s'abstenir d'envoyer un message au groupe G\ via Tis.
- envoyer x au groupe G-z via Ie canal fautif Tss-
envoyer x au group e G^ via Ts4.
Etape de reception : dans chaque groupe, nous allons traiter Ie cas d'un noeud non
fautif apres la diffusion des nceuds du groupe source.
- Traitons Ie cas d'un nceud non fautif du groupe source G<3, soit 7^33. Le noeud
fautif 7235 n'a pas envoye de valeur via Ie canal Tis. Ainsi, Ie noeud ^33 ajoute
^35 a Pensemble des noeuds qui n'ont pas envoye de message via Tis. D'ou,
ABSTAINn^(T^) = {^31,^35}. De meme, aucune valeur n'est passee via Ie
canal fautif T^. Ainsi, Ie noeud ^33 ajoute tous les autres noeuds du groupe
source a 1 ensemble des noeuds qui n out pas envoye de message via T^. D'ou,
ABSTAINn^(T^} = {^31,^32,^34, ^35}.
- Traitons Ie cas d'un nceud non fautif du groupe G'i, soit 7^13. L ensemble des
valeurs re9ues par ^13 est Vnist^s) = {^^x^x^x^}. Le noeud rzis n'a pas
re^u de valeur de ^31 et de 7^35 via Ie canal Tis. Ainsi, ABSTAINn^T^) =
{^31,^35}.
- Traitons Ie cas d'un noeud non fautif du groupe G^, soit 7221- L ensemble
des valeurs revues par 7221 est Vn^(G-^) = {<^, ^>,^>, (/)^ (p}. Le noeud ^21 n'a
pas re^u aucune valeur via Ie canal fautif T^. Ainsi, ABSTAINn^T^) =
{^31,^32,^33,^34,^35}.
- Traitons Ie cas d'un noeud non fautif du groupe G^ soit 7241. L'ensemble des
valeurs revues par ^14 est Vn^ {Gs) = {x^ x, x, x^ a;}.
Etape de decision : a la fin de ce tour, tous les noeuds non fautifs dans tous les groupes
(autre que Ie groupe source) se comporte de la fa^on suivante:
1. chaque noeud non fautif du groupe G^ adopte maj (cf)^ x^x,x^(f)) = x.
2. les noeuds non fautifs du groupe G^ n'adoptent rien puisqu'ils n'ont rien re^u.
3. chaque nceud non fautif du groupe G^ adopte maj(x, x^x^x^x) = x
A la fin de ce tour, nous avons aussi ce qui suit. Tous les nceuds non fautifs dans
tous les groupes vont identifier, a partir des informations disponibles jusqu'ici, les
noeuds et les canaux fautifs. Plus precisement, on a:
1. pour un noeud non fautif du groupe G?i, (par exemple nis), 1'action entreprise
est:
ABSTAINn^(T^) = {^31,7^35} alors ^13 ajoute 7231 et 7235 a- FAUTIFSrns
2. pour un nceud non fautif du groupe G'2, (par exemple ^21) 5 1'action entreprise
est:
ABSTAINn^(T^) = {^31,^32^33,^34,^35} alors ^21 ajoute T^ a FAUTIFSn^
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3. pour un noeud non fautif du groupe source Gs^ (par exemple 7232), Paction
entreprise est:
ABSTAINn^T^) = {^31^35} et ABSTAINn^T^) = {^31^32^33,^34^35}
alors ^32 ajoute ?Z3i,n35, et T^ a FAUTIFS;"•32
4. tous les noeud non fautifs du groupe €4 ne peuvent rien identifier.
Tour 3
Chaque nceud qui n'appartient pas au groupe source G-s et qui a deja adopte une valeur
au second tour, diffuse sa valeur. Dans notre cas, seul les noeuds du groupe G\ et du
groupe G'4 vont difFuser de valeurs. Par exemple un nceud non fautif du groupe G<4, soit
n4i, envoie x au groupe d via T^ et a; au groupe G^ via T24- La figure 3.9 illustre la
situation.
Figure 3.9 - Diffusion des nceuds du groupe G^
A la fin de ce tour, Ie seul groupe qui n'a pas encore adopte une valeur, c'est Ie groupe
G'2. Chaque noeud non fautif du groupe G^ revolt une majorite de la valeur x. II va ainsi
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adopter cette valeur. Tous les noeuds non fautifs dans tous les groupes vont identifier, a
partir des informations disponibles jusqu'ici, les noeuds et les canaux fautifs.
Tour 4 et 5
Dans Ie quatrieme tour, chaque noeud n^', dans un groupe J<, diffuse FAUTIFSniK
a tous les autres noeuds. Chaque noeud njL collecte tous les ensembles envoyes par un
groupe K dans un ensemble, denote FAUTIFSn^(K). A la fin de ce tour, njL ajoute
maj [FAUTIFSn ii,(^)) a son ensemble des composants fautifs.
Dans Ie cinquieme tour, chaque noeud qui a deduit un nouvel ensemble a la fin du qua-
trieme tour, diffuse cet ensemble. Le meme scenario du quatrieme tour se repete.
3.4.12 Conclusion
Dans ce chapitre, nous avons developpe un algorithme qui resout Ie BA ei qui identifie tous
les composants fautifs dans Ie systeme (nceuds et lignes de com.m.unication). L'architecture
de reseau utilise est efi&cace. Elle repartit les nceuds dans 7 groupes dont chaque groupe
contient fi noeuds. Dans un systeme compose de ^ noeuds, Ie nombre des noeuds fautifs
tolere est ^-7 par comparaison avec ^ dans la solution traditionnelle du 5A, [13]. Le




Au cours de ce travail, nous avons con§u une methode d'identification des coraposants
fautifs pour Ie probleme des generaux Byzantins. Deux objectifs out ete atteints:
1. A partir du probleme Byzantin, nous avons con^u un laecanisme d'identification
des composants fautifs. Ce rnecanisme d'identification n a rien ajoute au cout de
la resolution du BA, que ce soit au niveau des coramunications ou au niveau du
nombre de tours. Nous avons aussi montre qu 11 existe des cas ou 11 est impossible
d'identifier tous les cornposants fautifs.
2. Nous avons developpe un algorithnae, dans une architecture de comraunication cora-
binant Ie reseau connecte complet et Ie reseau de diffusion, qui respecte 1'accord
Byzantin et qui identifle tous les composants fautifs dans Ie systeme. Ainsi, les
pannes des nceuds et des lignes de communication out ete considerees.
Ces deux points constituent les principales contributions de notre memoire.
Des travaux futurs de developpement pourraient se resumer corame suit :
1. Enoncer un nouvel ensemble de conditions necessaires et suffisantes pour 1'identifi-
cation des composants fautifs,
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2. Mettre au point les algorithmes d'identification des composants fautifs,
3. Analyser les performances des algorithmes d'identiflcation proposes.
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