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PREFACIO 
Estas notas cubren totalmente el programa de la materia de 
Investigación de Operaciones I que imparte el Departamento 
de Sistemas de la División de Ciencias B~sicas e Ingenie-
r!a de la UAM-A o La necesidad de elaborarlas se debe a la 
gran dispersi6n que en la literatura existe sobre el conte 
nido del programa de la materia o Paralelamente se ha trata 
do de darle una profundidad teórica adecuada o 
Se ha tenido como objetivo proporcionar al lector los ele-
mentos anallticos necesarios para la formulaci6n, an~lisis 
y soluci6n de problemas de programación lineal y familiar! 
zarlo con los fundamentos te6ricos y ventajas computaciona 
les de 105 m~todos de soluci6n o Tambi~n se proporciona una 
breve introducción del enfoque sist~mico. 
La meta buscada es esencialmente prlctica y explica la aten 
ci6n puesta en los procedimi en to s prlcticos de cllculo o al 
goritmos; se han pues to ejemplos donde pared:a necesario o Se 
han dado siempre desarrollos teóricos s uficientes para just:!:. 
ficar la validez de los m~todos y permitir una flcil compre~ 
sión de ellos, los que evita que estas notas s ean una simple 
colección de recetas o 
Algunos dominios de la programaci6n lineal se han excluido , 
debido a que no estan contenidos en el programa de la mate -
ria en cuesti6n o Sin embargo,conscientes ele su importancia, 
en el futuro los incluiremos con el objeto de completar es -
tas notaso 
II 
Temas tales como el primal-dual, el simplex revisado, m~t~ 
dos de descomposici6n y teoría de redes son obligatorios en 
un curso formal de programaci6n lineal. 
Los tres primeros capítulos versan sobre el aspecto filos6 
fico de la materia. Se introduce al lector en el concepto de 
sistema (cap.I), en el enfoque de sistemas (cap.II) y en la 
metodología seguida por la investigaci6n de operaciones, y 
se proporciona un breve relato hist6rico de su desarrollo 
(cap.III). Se desarrollan los conceptos fundamentales de la 
programaci6n lineal proporcionando sus diversas aplicaciones, 
las cuales son muy variadad debido a las estructuras de or-
ganizaci6n complejas propias de la sociedad moderna, y se 
formulan los modelos para problemas típicos de programaci6n 
lineal (cap. IV). El planteamiento matem~tico inicial del pro 
blema general de programaci6n lineal que fue desarrollado -
por G. Dantzig junto con el m~todo simplex, el cual es unpr~ 
cedimiento sistem~tico para resolver el problema, es analiza 
do con detalle (cap.V). La exposici6n del problema dual de -
la programaci6n lineal junto con la formulaci6n de ciertas -
aplicaciones ilustrativas (cap.VI) permite identificar impo~ 
tantes propiedades que tienen los problemas lineales. El an! 
lisis de sensibilidad (cap . VII) es tratado en forma exhausti 
va. Se incluye el an~lisis param~trico por su gran utilidad 
y difusi6n ya que una gran mayorfa de los paquetes comercia-
les de programaci6n lineal 10 efectuan, aunque el programa 
no 10 incluye. El problema del transporte fue considerado de 
manera independiente por Hichkock, Koopmans y Kantor6vich. 
En el capítulo VIII se desarrollan algunos conceptos elemen 
111 
tales de teorla de redes para estudiar de manera m~s ade -
cuada este problema asl como el del transbordo , Tambi~n en 
base a estos conceptos se estudia el m~todo hOngaro para -
problemas de asignaci6n desarrollado por H. W. Kuhn . Sin em 
bargo, seria necesario profundizar m~s en teorla de redes 
para tratar de una manera s imilar.el problema de la ruta -
pr~ctica lcap . IX) . Por esta razón, el desarrollo del capi -
tulo IX no tiene continuidad con e l del capitulo VIII. En 
este capitulo se incluye PERT con objeto de completar el -
tema, aunque no est~ incluido en el programa de la materia . 
En el futuro, cuando se inc luya en estas notas teoria de re 
des, se modificarl el desarrollo de este capitulo para dar- o 
le dicha continuidad . 
En todos lo s capitulo s referentes a programaci6n lineal, se 
incluyen ejercicios . 
Al final se presentan tres ap~ndices destinados a recordar 
el Ilgebra lineal y a proporcionar al lector los conceptos 
m~s relevantes de convexidad y teorla de desigualdades, pa -
ra la mejor comprensión del material que se presenta . 
M. de los Reyes Garcla M 
J .C. Romero C. 
e A P f TUL o 1 
INTRODUCCIÓN AL CONCEPTO DE SISTEMA 
Debido a la dinlmica del mundo moderno es frecuen 
te que los m~todos usados para solucionar problemas requie-
ren de tanto tiempo, que las soluciones resultan obsoletas 
mucho antes de que se encuentren y mis artn cuando se impla~ 
ten. Ademls, estos m~todos requieren tanto esfuerzo que es 
posible concentrarse s6lo en algunos problemas, ignorando -
el resto. A lo anterior hay que aftadir que ya no se enfren-
tan problemas aislados que pueden resolverse uno a uno . En 
lugar de eso, se tiene que enfrentar a problemas interconec 
tados, o sea a un sistema de problemas o problemlticas (co~ 
junto de problemas interconectados entre si, sis temas de pr~ 
blemas) donde la solucion a cada uno de estos depende de los 
demls. 
De 10 anterior podemos ver, como dice Ackoff (1), 
que estamos s~liendo de una era te cno 16gica y cultural, y e~ 
trando a otra . Que estamos en las primeras etapas de un cam-
bio en nuestra concepci6n del mundo, un cambio en la forma 
en que nosotros pensamos acerca de til y un cambio en la tec 
nolog!a con la cual tratamos que ~1 sirva a nuestros fines. 
Estos cambios son tan fundamentales y trascendentes como fu~ 
ron aquellos asociados con el renacimiento, la era de las m~ 
quinas iniciada por este, y la Revoluci6n Industrial que fue 
su principal producto . 
Haciendo un poco de historia, repaseJOC)s las principales 
ideas de la ERA DE LAS MAQUINAS, Los fundamentos intelectuales de 
la era de las maquinas consisten en dos ideas acerca de la naturaleza 
del nrundo y de la fonna de buscar su entendimiento. Estas dos ideas 
son el reduccionisDlO y el mecanisJOC). La primera de ellas consiste en 
la creencia de que todo en este nrundo y toda experiencia del misJOC) p~ 
de ser reducida, descompuesta o desmeoorada en elementos simples Olti-
DIOS, en partes indivisibles tal COlOCl el I1tomo en f!sica, clilulas en 
biologta sustencias simples en qutrnica e individuos en sociolog1a. El 
reduccionisDlO origin6 una fonna analttica de pensar acerca del nrundo, 
una fonna de buscar explicaciones y ast ganar entendimiento de lil. p~ 
ra nruchos, "anlilisis" era sin6niJOC> de "pensamiento". El anlilisis con 
siste primero, en descomponer lo que va a ser explicado, desannarlo 
si es posible en las partes independientes e indivisibles de las cua-
les estl1 compuesto; segundo, el explicar el comportamiento de estas 
partes y por Oltimo, agregar estas explicaciones parciales en una ex· 
plicaci6n del todo. Se puede observar que los conceptos de "divisi6n 
del trabajo" y "estructura organizacional" son manifestaciones del pen 
. . . -
samiento analttico. En la era de las maquinas, el entendimiento del 
nrundo era tornado como la suna o resultado del entendimiento de sus par 
tes, que eran conceptualizadas tan independientes una de otra como era 
posible. Esto, a su vez, hizo posible dividir el trabajo de la bfisq~ 
da del entendimiento del nrundo en un nfimero de disciplinas virtualmen-
te independientes. 
El mecanismo creta que todo fen(5meno pod1a ser explicado 
usando s61amente una relaci6n final simple, causa-efecto. Un evento 
era tornado como la causa de otro. Como una causa era considerada co 
3 
ITA) suficiente para su efecto, no se requer'La nada mas que la causa pa 
ra explicar el efecto, raz6n por la cual no se tOJllaba en cuenta al me-
dio ambiente. (Posteriormente se explicará lo que representa el medio 
ambiente en la Teorb General de SisteJllas) . 
Aunque las eras no tienen un principio y un fin precisos, 
se puede decir que los años cuarentas marcaron el fin de la Era de las 
M1iquinas y el Principio de la ERA DE LOS SISTEMAS. Podernos ahora s1 
dar una definici6n de sistema, de las lnCUtiples que existen, que est~ 
de acuerdo a los prop6sitos de este curso : Un sisterr~ es un conjunto 
de elementos de cualquier clase interrelacionadas, por ejemplo concep-
tos como en el sisteJlla númerico, objetos como en un sisten~ telef6ni-
co o en el cuerpo humano, gente en la sociedad, etc , Pero el conjunto 
de elementos antes mencionados deberá cumplir las tres si.guientes pro-
piedades: 
l . - Al menos una propiedad o comportamiento de cada parte del conjU!!. 
to tiene un efecto en las propiedades o el con~ortamiento del con 
j unto como un todo. Por ej emplo, cada 6rgano del cuerpo humano a 
fecta el funci.onamiento de todo el cuerpo. 
II . - Las propiedades y el comport.amiento de cada parte as'l: corno la for 
ma en que !ístas afectan el todo, dependen de las propiedades y 
del comportamiento de al menos otra parte del conjunto. 
De aqm que ninguna parte puede tener un efecto independiente en 
el todo. Por ejemplo, el efecto que el coraz6n tiene en el cuer 
po, depende a su vez del comportamiento de los pulmones. 
111- Cada posible sliligrupo de elementos en el conjunto tiene las pri-
meras dos propiedades. Cada uno tiene un efecto, y ningtU10 tiene 
un efecto independiente en el todo. De aqu1 que los elementos no 
puedan ser organizados en subgrupos independientes. 
~ 
Por ejemplo, todos los subsistemas en el cuerpo animal -asf como el 
nervioso, respiratorio, digestivo y motriz- interactOan y cada uno a-
fecta el funcionamiento del todo. 
Debido a estas tres propiedades, un conjunto de elementos 
que forman un sistema siempre tienen ciertas caracterfsticas o pueden 
mostrar cierto comportamiento que ninguno de sus elementos o subgru-
pos puede. Mfu; aCm, el pertenecer al conjunto aumenta o disminuye las 
capacidades de cada elemento, pero no las deja sin afectar. Por ejem-
plo, las partes de un cuerpo vivo, no pueden vivir separadas del cuer 
po. El poder de un miembro de un gn.¡po es siempre aumentado o disminu 
fdo por esa membrecfa. 
Un sistema es m!s que la suma de sus partes, es un todo 
indivisible. Cuando es desmembrado pierde sus propiedades esenciales. 
Los elementos de un sistana, pueden a su vez ser sistemas (subsiste-
mas) y cada sistema puede ser parte de un sistema mayor (suprasistema). 
El concepto de sistema trae aparejada la manera sint~tica de pensar. 
En el modo anaUtico, tal cOJOO lo vimos antes, la explicaci6n del todo 
era derivada de las explicaciones de sus partes. En pensamiento sint~ 
tico, algo a ser explicado es visto como parte de un sistema mayor y 
es explicado en t~rminos de su funci6n en ese sistema mayor. Por ejem-
plo, las Universidades son explicadas por su misi6n en el sistema edu 
cativo en vez de por el comportamiento de sus escuelas y departamentos. 
El pensamiento analftico es, por asf decirlo pensamiento 
de afuerza hacia adentro; el pensamiento sint~tico es de adentro hacia 
afuera. Ninguno niega el valor del otro, pero a tra~s del pensamien-
to sint~tico podemos ganar entendimiento que no se puede obtener a tr~ 
ves del ~isis, particularmente de fen6menos colectivos. La forma 
sint~tica u hol1stica" de pensar se basa en la observaci6n de. quej O 
" ver definici6n en la p~gina 7 
5 
cuando cada parte del sisterna se comporta tlli' bien como es posible, el 
sistema como llil todo rara vez se comporta tan bien como es posible. Es 
to sucede elel hecho de que la suma de los funcionamientos de las par-
tes es rara vez igual al funcionanúento del todo . Esto puede ejempli-
ficarse de la s iguiente manera; Supongamos que tenemos un conjunto de 
autom6viles, fonnado por cada uno de los 'modelos de autom6viles dispo-
nibles . Supongamos que les pediJJKls a los mejores ingeni.eros automotri 
ces de detel11Ú1len cual de esos autos tiene el mejor carllUrador. Una 
vez detenninado, anotamos el resultado o Despur¡s les ped.i1lKls que hagan 
lo mismo para las trasrnislOnes, bombas de gasolina, distribuidores, -
etc. hasta agotar las partes requeridas para hacer tDl autom6vilo Al 
tenninar, les pedimos que quiten las piezas anotadas de los autos y que 
las ensamblen en 1m autom6vil, en el cual cada parte es la mejor de las 
disponibles . Ellos no podrful hacerlo, ya que las piezas no embonarful 
unas con otras . Inclusive, si pudieran annarlas, lo más probable es 
que no trauajarful bien jootas . El flmcionanúento de LD1 sistema depen-
den en forma crítica de cómo las partes se acoplan y trabajan juntas, 
no s61amente de qu~ tan bien funciona cada llilU en forma independiente . 
Más aCm, la actuaci6n de un sistema, depende de c6rOCl se relaciona ~ste 
con el medio ambiente, con el suprasistema del cual forma parte y de 
los otros sistemas componentes del supras istemao Así por ejemplo, el 
ftnlcionruniento de un autom6vil depende del clima, del camino por el -
cual transita y de la fonna como es manej ado, así como de la forma en 
que se nlallejrul los demás autos . fntonces, deSde el punto de v1sta de 
sistemas, tratamos de evaluar su foocionamiento como parte del sistema 
mayor que 10· cont1ene . 
!Jebe recordarse que en la ERA DJ:i LAS MA~INAS, la re-
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lación causa-efecto era central en t~rminos de buscar todas las expl~ 
caciones. Al comenzar este siglo el filOsofo de la ciencia E.A. ~in­
ger hizo notar que la relaciOn ca~a-efecto era usada en dos sentidos 
diferentes. Primero, era usada en el sentido ya discutido: la causa 
es condiciOn necesaria suficiente para su efecto. Segundo, era tam-
bian usada cuando una cosa era tomada como necesaria pero no suficien 
te para la otra. El usO como ejemplo una bellota, que era necesaria 
pero no suficiente para un roble; otras condiciones de suelo y clima 
son tanbi~n necesarias . 
Similarmente una madre, a pesar de la liberaciOn de la mujer, es sOlo 
necesaria pero no suficiente para un nifio. Singer se refiriÓ a este 
sentido de la causa-efecto como productor-producto. Puede tambi~n con 
s~derarse como una relaciÓn causa-efecto como productor-producto. Pue-
de tambi~n considerarse como una relaciÓn causa-efecto aleatoria no de 
tennin1stica. Singer dellDstrÓ que los estudios de fenÓmenos que usan 
la relaciÓn producciÓn-producto eran compatibles con, pero más ricos 
que, los estudios restringidos al uso de la causalidad determin1stica. 
Mas atln, mostrÓ que una teoda de la ex:pl1caciÓn basada en productor-
producto permida un conportamiento ñmclona1, en busca de metas y p~ 
pÓsitos para ser estudiado objetiva y cient!ficamente. estos conceptos 
ya no tendrian que ser tomados como sin significado o inapropiados pa-
ra el estudio cientffico. 
~ tarde el biÓlogo Sommerhof llegÓ independientemente a 
las mismas conclusiones a las que Singer habla llegado . 
Mientras tanto en una serie de trabajos qlre formaron las bases de la 
cibern~tica, Arturo Rosenblueth, Winer y Bigelow mostraron el gran va-
lor de maquillas conceptualizadoras y sistemas hombre-m4quina como ent~ 
dades ñmcionales, que buscan objetivos y con propOsito . En efecto, mo~ 
traron que si en el pasado habia sido fructtfero estudiar al hombre co-
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lID SJ. fuera Wla m!iquina arlOra era al lIlenos igualmente fructffero estu 
diar m!iquinas. sistemas hombre-mliquina y por supues to al hombre, como 
buscador de metas y prop6sitos o lJe este TIKJdo en lOS años cincuenta la 
Teleologfa-el estudio de la bOsqueda de metas y del con~ortm¡dento de 
intenci6n- fue trafdo a la ciencia y e~ez6 a dominar nuestra concep-
tualizaci6n del mundo o 
Por eje~lo, el pensmniento mecanisista explica el co~or 
tamiento a tl'avl'!s de la identificaci6n de lo que lo causa, nunca de su 
efecto o En pensamiento Teleo16gico, el co~ortmmento se puede expli-
car tanto por lo que produce, como por lo que intenta que produzcao Por 
ejemplo, el hecho de que el niño va a la tienda puede explicarse tanto 
por hecho de que su mamlÍ lo mand6. CO!Tlo por el hecho de que quiere co!!!. 
pral' helado para la cena o El estudio de las funciones, las metas y los 
prop6sitos de los individuos y grupos ha producido una mayor habilidad 
para evaluar y mejorar su comportamiento, que la lograda por la inves-
tigaci6n orientada en forma mecanisista , 
De acuerdo a la definici6n dada de sistema, esto es, sist~ 
ma es un conjunto de entidades (constituyentes del sistema) interrela-
cionadas de manera que por lo menos algtmas propiedades del todo (sis-
tema) no pueden deducirse de las propiedades de sus elementos constit~ 
yentes (subsistemas), y cada constituyente lsubsistema) influye conjm 
tamente con otro u otros en las propiedades del todo Lsistema) o Es de-
cir, hay propiedades del todo que no son reduct i bles a las propiedades 
de sus partes y viceversa, esto es, las partes no pueden por si solas 
explicar el todo; para hacerlo tienen que combinarse con algtmas otras 
partes; vemos que estmnos dentro de la doctrina holfstica (del adjeti-
vo griego "holos"= relativo al todo). esto es, se acepta que la reali-
dad debe considerarse como un todo o 
Dentro de todos los sistemas existentes los que nos van 
a interesar son los 'sistemas internacionales que son aquellos que pue-
den darse o perseguir sus propios fines. 
Vamos ahora a definir algo que ya mencionamos con cierta 
frecuencia al hablar de sistemas y es elmedioaJibiente. El medio 'am 
biente es lo que influye en nuestro sistema de inte~s pero que no for 
ma parte de ~l y sobre el cual no se tiene control. 
A continuaci6n damos algunos ejemplos: 
a) ' El sistema de riego y generaci6n de energ!a del Valle del Yaqui. 
Este sistema consta de las presas LA ANGOSTIJRA, EL NOVILW y (J./~ 
CHIC de las cuales las dos filtimas son hidroel~ctricas y además 
existen diversas plantas t~nnicas para generar energ!a, as! COIOO 
un sistema de riego para entregar agua para los diversos cultivos. 
Este sistema pertenece o forma parte de dos suprasistemas 
que son el sistema nacional de riego y el sistema nacional de genera-
ci6n de energ!a el~ctrica. 
Ademlis, este sistema estli formado a su vez por los sigrien 
tes subsistemas: las presas Angostura, El Novillo y OViachic, canales 
de riego, turbinas, obras de toma, compuertas, etc. 
El medio ambiente de este sistema serlin los escurrimien-
tos tanto por lluvias COlOO por extracciones de un acu!fero (manto de -
agua subterrlinea) existente. Aqui podeJOOs observar como el medio am-
biente tiene una indiscutible influencia en nuestro sistema de interes 
(sistema focal), pero no forma parte de ~l y sobre el cual no tiene -
control. (Del acuifero solo se puede controlar la extracci6n pero es-
ta al fin y al cabo estli SUperditada al escurrimiento por lllNiil). 
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En este ejenqJlo podemos ver la importancia que tiene la 
Teoria General de Sistemas o 10 que a continuación expondremos es vá-
lido tanto para la planeación, diseño y operacii5n del sistema como p~ 
1'a su eventual mejoramiento o 
Si por ejemplo nos concentramos solo en aumentar la ene!. 
g1a generada o en el awnento del volumen sie agua entregado para riego, 
no debemos solo pensar en awnentar la capacidad de las presas y sus -
turbinas sino tambilin en los daños que se ocasionarfan por inundación 
al awnentar l a altura de la presa, el atDUentar las capacidades de las 
11neas de conduccii5n para llevar la energ1a generada a los diversos 
centros de consumo as:í como el aumentar la capacidad de riego , 
Analizar el costo de lo llilterior con los beneficios que 
se obtendr~ llila1izar el costo social y el politicoo Analizar otras 
alternativas como pudiera ser la construcci6n de nuevas presas en el 
Valle delqui o Sopesar las necesidades de l a región con las necesida-
des de otras regiones del pa:ís que est1in marginadas y cuentan con un 
fuerte potencial hidraúlico o Tratar de prever , estudiar y controlar 
los impactos eco16gicos, econ6micos y sociales (atDUento de poblaci6n, 
infonnaci6n, desocupaci6n, vicios, aumento de criminalidad , etco) Es-
to es la Teor1a General de Sistemas que nos pe:nnite en una forma meto 
do16gica tratar de conocer el problema en cuesti6n en toda su real mas. 
nitudo 10 cual es 10 más iUqJortante y lo más dif:íciL {Jna vez conoci 
do este, encontrar o inclusive diseñar nuevas tlicnicas para la solu-
ción del problema es más f§cil, aunque no por ello deberemos descuidar 
lao Esto es debemos caer en la historia de un chiste ruso en el cual, 
por la noche un señor busca algo en la calle al pie de una luz , Llega 
un amigo a preguntarle que si el objeto que se le perdi6 10 extravi6 en 
lO; 
ese lugar, y el señor que busca le contesta que no, que 10 perditi en 
parte obscura de la calle pero que coro a1ú no hay luz, por esa raztin 
10 busca donde sr la hay. 
Es rnlIs, en E.U., y por ende en ~xico tambi~n, existe una 
fuerte pugna en Investigaci6n de Operaciones: la de los fi16sofos de 
Investigaci6n de Operaciones o sea aquellas personas que solo admiten 
la ~rtancia del conocer el problema y la de los "matem:iticos" o sea 
aquellos que solo le dan importancia a las t~cnicas o herramientas ma-
teml1ticas necesarias para resolver problemas. Creeros que estas dos 
corrientes son extremas y la verdad se encuentra tanto en dominar el 
aspecto filos6fico de la ciencia, esto es, la Teor1a General de Siste 
mas, ColOO tanbi~ dominar las ~cnicas (Programaci6n Lineal, No Lineal, 
Dinámica. Optimizaci6n en Espacios Vectoriales, Teor1a del Control, In 
ferencia Estadistica, Procesos Estodsticos, ~lisis de Decisiones. 
Procesos de Decisi6n Markovianos, etc.) El concepto de sistema, abar. 
ca tanto los sistemas naturales COIOO los hechos por el hombre. CoI!pre~ 
de ademlls, sistemas grandes coro el solar o pequeños (microsc6picos) 
COIOO las bacterias. 
Coro ya se mencion6, la noci6n sobre sistemas es tan an-
tigua COlOO la filosofta europea. Arist6teles decta "El todo es ml1s que 
la suma de sus partes". Esta proposicitin describe, a(in hoy, el prob1~ 
ma b~ico de sistemas. 
La noci6n de la Teor1a General de Sistemas fue fonnulada 
por primera vez, verbalmente por Ludwig Von Bertalanffy en los años 
treintas y en varias publicaciones desp~s de la Za. Guerra Mundial. 
En 1951 Bertalanffy di6 a conocer la ''Teoda General de Sistemas". Por 
ser la disciplina de Bertalanffy la bi010g1a, su principal inte~s fue 
desarrollar una teor1a de "sistemas abiertos", esto es, sistemas que 
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tienen intercambio con su medio ambiente (caso de todos los seres vi-
vientes), El "sistema cerrado" será aquel que no tiene intercambio 
con su medio ambiente, esto es, que carece de contexto, o sea que un 
"sistema cerrado" no interacciona con ning1in elemento que no forma par 
te del sistema mismo, es decir, es autocontenido o Nosotros obviamente 
trataremos con sistemas abiertos , 
Podemos decir que existen modelos exclusivamente,princi-
pios y leyes que se aplican a sistemas generales o a subclases sin con 
siderar su clase en particular, la naturaleza de los elementos que los 
componen y las relaciones entre ellos, Esto es, la disciplina llama-
da Teoría General de Sistemas , En otras palabras, Teoría General de 
Sistemas es un campo l!5gico matemático cuyo objetivo es la formulaci.6n 
y derivaci6n de esos principios generales que son aplicables a "sist~ 
mas" en generaL De esta forma, fonnulaciones exactas de t~nninos ta 
les COl1X) !lel todo", "SlDTla", "diferenciación" y "rnecanizaci6n progres,!. 
va", "centralizaci6n" y "orden jerárquico" etc" se vuelve posible en 
t~rminos que se dan en todas las ciencias que tratan con sistemas, 
Bibliografía: 
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CAP I TUL O 1 I 
EL ENF~ DE SISTEMAS 
El enfoque de sistemas tiene como objetivo el tomar los 
sistemas COllXl lID todo, y no tomar sus partes por separado (subsiste-
mas) y a la vez se relaciona con el comportamiento total del sistema 
dentro de su contexto (suprasistemas) , 
Este enfoque revela tres problemas sistémicos flIDdamenta 
les (para los sistemas intencionales que son los que pueden darse o 
perseguir sus propios flnesJ , 
aJ Problema de autocontrol, Como diseñar y administrar sistemas 
que eficaz y eficientemente puedan servir a sus propios prop6si 
tos o 
bJ Problema de hurnanizaci6n, Como diseñar y administrar s istemas 
que eficaz y eficientemente puedan servir a los prop6sitos de -
sus partes (s ubsistemas) , 
e) Problema de ambientaci6n COllXl diseñar y administrar sistemas -
que eficaz y eficientemente puedan servir a los prop6sitos de 
sistemas más grandes (suprasistemas) de los cuales ellos son -
parte. 
En el ejemplo ya visto del sistema de riego y generaci6n 
de energ1a del Valle del Yaqui, podemos ver c.laramente los tres pro-
blemas sist~mic.os flIDdamentales, esto es: 
a) Problema de autocontrol , El sistema de riego y generaci6n debe-
rli, en forma eficaz y eficiente, entregar agua para riego a sus 
respectivos distritos y generar la energia rn1nima requerida, e~ 
to es, no deber! faltar agua para riego y al mismo tiempo debe-
r! haber un nivel de almacenamiento tal que si ocurre en la ave 
niela no haya peligro de dafios . Por otra parte en las presas hi 
droel~ctricas del sistema se deber! optimizar las politicas de 
extracci6n de tal manera que la energia generada sea con el cos 
to m1nimo y a la vez que satisfaga la demanda prevista. 
b) Problema de humanizaci6n. El sistema en cuesti6n deber~ funcio 
nar de tal manera que sus componentes (presas, canales de riego, 
compuertas, vertedores, turbinas, etc., trabaj en para las car-
gas, velamenes, etc., para los que fueron diseñados. sin que -
funcionen sobrados y sin rebasar su capacidad. 
c) Problema de ambientaci6n . El sistema de riego y generaci6n del 
Valle del Yaqui deber! funcionar de tal manera que no perjudi-
que en manera alguna a los demás sistemas de riego y generaci6n 
de los que forman parte (riesgo de avenidas, quedarse sin agua 
y perjudicar a otros sistemas existentes aguas abajo, etc.) si-
no que por el contrario, su funcionamiento deber! ser sincroni-
zado con los otros sistemas componentes del suprasistema (si~ 
tema nacional de riego y de generaci6n) de tal manera que este 
logre sus objetivos globales. 
Es claro que al solucionar nosotros un problema, creamos 
problemas. En el caso del ejemplo manejado al resolver el problema 
de riego y de generaci6n de energia con la construcci6n del sistema 
. . 
del Valle del Yaqui generamos otro tipo de problemas como son el en-
contrar y manejar el sistema con po1iticas 6ptimas de generaci6n, rie~ 
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go de avenidas, inflaci6n en las tierras, mayor demanda de estas, l.n-
rnigraci6n de peones, campesinos, falta de caminos para dar salida a los 
productos, etc. 
Los problemas no son entidades que puedan ser destruidas, 
sino que son partes simples de una secuencia o sucesi6n: problema-so-
luci6n, problema-soluci6n. Los problemas estlin también ligados, es to 
es, son iterativos . As!, si solucionarnos ún problema se afecta la so 
luci6n de otros. S610 cuando se contempla los problemas como un sis-
tema de problemas es posible tener un panorama real de la problemáti-
ca en cuesti6n (problemlitica es un conjunto de problemas interconec-
tados entre si; sistema de problemas). Y s610 cuando se da lo ante-
rior es posible pensar en planeaci6n. La planeaci6n, como tal, tuvo 
sus iniCl.OS a partir de la Revoluci6n Socialista Rusa de Octubre de 
1~17, Ya en los inicios de los años 20 se iniciaron los famosos GOS 
PLAN labreViatura de GosUdlirstveni plan, es to es, plan de gobierno) . 
En los paises capitalistas no fue sino hasta hace unos ¿O años cuando 
se incorpor6 la planeaci6n a los programas (planes) de gobierno y graI2. 
des consorcios industriales y comerciales, pues antes el hablar de pl~ 
neaci6n 10 tomaban COIllo sin6niIllO de socialisIllO. Se sale de los a1can-
ces de este curso el profundizar en el concepto de planeaci6n, pero si 
es importante que nos quede nruy clara la gran importaIlcia que para el 
verdadero y real desarrollo de una sociedad, país e incl~~ive de toda 
la humanidad tiene la planeaci6n. Es claro de todo lo anterior que el 
enfoque sistémico es el arma ideal para llevar a cabo una buena y rea-
lista planeaci6n. 
Siendo la Teor!a General de Sistemas una teorfa, resulta 
a veces un poco diftcil ver su forma de aplicaci6n, ya que ¿c6mo vamos 
a aplicar una forma de pensar en la vida real? pero es justamente por 
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por medio del Enfoque de Sistemas o Sist~co como podemos llevar esa 
teor:ta a la prlktica. Aunque la palabra "enfoque" no nos da la clave 
en si, ya que sigue siendo una palabra que signinca una "forma de ver", 
podeJIY;>S decir que el ·em?g,Ué ·sist!!mlcoestiliátecrtiéágúe coniiiIiá en :.: J~ . 
forma ·efectiya ·la ·aplicaciOn ·de ·cortóéimierttos ·de ·variaS ·disciplinas a 
la sOluciOn de problemas ·qUé ·envuelven relaciones cómPlejas ·entre di~ 
versos · ~onentes. 
El porqué de la necesidad de· la aplicaciOn de conocimien-
tos de varias disciplinas a la soluci6n de problemas, 10 podem;¡s ver 
f~cilmente de 10 antes mencionado, esto es, que la soluci6n de l.U1 pr~ 
blema trae consigo otros problemas de naturaleza muy distinta al pro-
blema origIDal. As! como ya viJoos al construir el sistema de riego y 
generaciOn del Valle del Yaqui se trajeron como consecuencia otros pro 
blemas no tan sOlo del orden de la ingenieda, sino tambilm econOmices, 
sociales, sociol6gicos, ecolOgicos, etc., razlin por la cual para la s~ 
luci6n Optima de l.U1 problema es necesario el concurso de gentes con -
preparacilin en diversas ramas de la ciencia. 
Para poder llevar a la práctica el Enfoque de Sistemas ten 
drem;¡s que especificar una serie de pasos del razonamiento, aunque es-
tos pasos no indican una secuencia fija, ya que a medida que uno avanza 
es necesario volver a examinar razonamientos de pasos anteriores. Esto 
es por la complejidad de ver un problema como un todo y atacar todas ~ 
y cada una de sus partes y sus posibles consecuencias. La lÓgica es -
esencialmente un proceso de verificaci6n y de comprobaciÓn del propio 
razonamiento. 
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Con esto en mente, podemos presentar cinco consideraciones 
basicas que se deben tomar en cuenta cuando se razone acerca del signl 
ficado de lD1 sistema aplicando lD1 enfoque síst!lmico o 
1.- Los objetivos del sistema considerado como un todo y mas espec1fí-
can¡ente las medidas ele actuaci6n del s istema completo . 
2,- El medio ambiente del Sistema: las res'tricciones fljas , 
3,- Los recursos del sistema, 
4.- Los componentes del s i s tema, sus actividades , metas y las medidas 
de actuación , 
5.- La administraci6n del sistema. 
Como se puede observar esta lista no aclara si existen o-
tras maneras de pensar acerca de los sistemas, y además es t.an reduci 
da como infonnativao Esta lista es de C. W, Churctunan. 
En principio debemos t ener cuidado a l utilizar el t!lnnino 
"objetivo" ya que a veces hay l a tendenc ia a SUbest imarlo cuando fre-
cuentemente es la parte m1is diHcil de l razonamiento requerido , Al es 
tudiar un sistema debemos tratar de definir claramente los objetivos 
globales reales del sistema, los cuales por lo regular mrn.ca son cla-
ros a primera vista , 10 ffilterior lo podemos ejemplif icar con los si-
guientes casos. 
Consideremos lD1 laboratorio m!ldico donde se examinan las 
muestras que les envian los médicos. 
¿Culil es el objetivo del laboratorio? Una respuesta obvia seria que -
el objetivo es hacer un examen lo rnlis exacto posible. Pero el verda-
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dero objetivo, el global real no es la "exactitud", sino para lo que 
sirve la exactitUd: auxiliar, mejorar o corregir, segtin el caso, el 
diagnl5stico del nédito . Una vez que veIOOS hacia adelante el resulta-
do concreto y deseado, entonces ' podremos preguntarnos a nosotros mis-
mos cuan ~ortante es realmente el objetiVo, 
Otro ejemplo serfa el de un alumno en clase, Es posible -
que alguno o algunos de ustedes piensen que su objetivo es el de obt~ 
ner la calificaciOn más alta posible . En este caso la medida de actua 
ci6n (la medida deactuaci6nde un sistema es un indicador que nos di-
ce que tan bien operá el Sistema) se hace bastante evidente y es int~ 
resante para muchos profesores observar que los alumnos tienden a ob-
tener una calificaciOn elevada aOn sacrificando el verdadero signifi-
cado del contenido del curso . Van en busca de las calificaciones ele 
vadas porque creen que ~stas conducen a becas y otras oportunidades -
en el futuro. El óbjetiV'Óglóbál reál es aprender, pero su verdadera 
medida de actuaciOn es la calificaciOn. 
De la nú.sma manera, si observarnos cuidadosamente nuestra 
ciudad, observarnos que siendo el 'objetivo global real del sistema de 
nuestra ciudad mantener las oportunidades de vida decorosa para todos 
los ciudadanos, proporcionarles ~reas de vivienda adecuadaS, con recu;:. 
sos y lugares satisfactorios para su trabajo, descanso y esparcimien-
to, as! corno la defensa del medio ambiente, para que seamos saludaoles. 
Pero es f~cil ver que en lugar de que el sistema de nuestra ciudad tra 
te de servir átódos sus ciudadanos se ve refutado por la conplacencia 
de las autoridades que gobiernan el sistema de sacrificar estos objeti 
vos, con tal de mantener oportunidades del grupo de personas con ingr~ 
sos superiores. La verdadera medida de actuaci6n, entonces, es la ca-
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pacidad de la ciudad de tener grandes industrias dentro de los limites 
de la ciudad (con lo que se agravan todos los problemas: gran concen 
tracil5n de ' gente, cinturones de miseria por inmigrantes en busca de -
trabajo, desempleo, crimen, vicio, contaminaci6n, insuficiencia de 
transportes, etc . ) y de mantener el nivel de ingresos del grupo consi 
derado como elevados lo más alto posible. 
Es muy frecuente la situaci6n en la cual los objetivos de 
los componentes del sistema son opuestos unos a otros e inclusive al 
objetivo global real del sistema. As:i en el caso de la presa El Novi-
110 perteneciente al sistema de riego y generaci6n del Valle del Yaqui, 
se pueden presentar conflictos en su pol:itica de operaci6n pues la de 
manda de energta · sigue una ley en la cual la demanda p.ico se conside-
ra en los d1as laborables de las 7 p.m. a 10 p.m. por lo cual la ex-
tracci6n de agua para generar energ'ia no forzozaJuente satisface los re 
querimientos de agua para riego . 
Tambi~n en el· caso de una fábr1ca donde los objetivos par-
ticulares de los disantos componentes del sistema entraJl en conflic-
to. As:i, el departamento de producci6n trata de maximizar la produc-
. .'. 
ci6n minimizando costos por lo cual requiere de tUl cierto nivel de in 
ventario de mater..iª .Jlrima y t'!lflpi!i.n d,e. no t.~!le¡:. l.lp<l gran variedad de 
modelos o líneas deL.producto fabricado . El departamento de inventa-
. . •.. , . . --'~ ...... _ . ...., .. ,-;' ~ .. 
rios trata de:Jñinimizar lasc-existencias? pues ellos reduce su costo de 
" "'"'- ',- '", " ...... 
operaci6n ,y:por(),t:r:\i parte, s.e minimiza el dinero invertido en insumos 
••• • " ""h 
que en un momento dado se pueden considerar corno capital muerto. 
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Por otro lado, el departamento de ventas prefiere tener eh versificada 
la variedad de productos que pueda ofrecer al cliente. bs claro ver co-
100 en muchos casos los integrantes del sistema (subsistemas) deber:m S! 
crificar sus objetivos parciales en aras de lograr el objetivo global 
real del sistema. 
Por nI tiJOO queda por agregar, aunque ya 10 mencionaJOOs, que 
la medida de actuacil5n de un sistema es un indicador que nos dice que 
tan bien opera el sistema. Entre más elevado sea mejor ser4 la actuaciOn. 
Tal y COIOO en el caso de un alumno en Clase, el cual tiene por verdadero 
objetivo el aprender y la calificacil5n que obtenga no es sino su medida 
de actuacil5n (muchas veces distorcionada). Tambi~ es deseable j erarqui 
rizar los objetivos. Los objetivos inmediatos los podeJOOs denominar ~ 
''metas'', los posteriores-"subobjetivos", despul!s vendr:m los "objetivos" 
y el más mediato ser4 el o los "objetivos generales". Esto.LO podeJOOs 
1lustrar de la siguiente manera: 
O.G. Objetivos generales 
Objetivos 
M. 1 M. M. n Metas 
Figura 2.1. Jerarquia de objetivos. 
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Una vez que se ha logrado deternunar el objet~vo del sis-
tema y sus medidas de actuaci6n, el siguiente aspecto del sistema que 
se debe considerar es su MEDIO AMBIENTb. 
El MEDIO AMBIENTE del sistema lya lo definimos anterionnen 
te) es lo que est!i "fuera" del ¡jI pero frecuentemente no es flícil de-
terminar las fronteras y decir que es lo que estlí "dentro" y que es lo 
que est!i "fuera" del sistema. 
El inter~s que tenelTlOs en el medio anbiente se debe a que 
nosotros casi siempre nos enfrentaremos al an1ili.sis del sistemas "a-
biertos", es decir, a sistemas que es tlin sujetos a intercambio con su 
medio ambiente y por lo tanto sujetos a l a ~nfluencia del misn~ . De 
esta manera podemos definir el medio ambiente como aquello que influ-
ye en e l sistema, pero que no forma parte de ~l y sobre el cual no se 
tiene control. En t~nninos generales podemos decir que un elemento -
forma parte del medio ambiente de un sistema si las respuestas a las 
siguientes preguntas son no a la primera y si a la segunda: ¿podemos 
hacer algo acerca de ese elemento lpor ejemplo, modificarla)? e ¿infl.!.!. 
ye en los objetivos del sistema? Al tener las contes taciones antes men 
cionadas vemos que el medio ~nbiente del sisten~ es una restricci6n fi-
~ ya que no podemos modificarlo e influye en los objetivos del sist~ 
ma. Por ejemplo, el tener una cantidad de dinero tope para la realiz!!. 
ci6n de un proyecto, serlí una restricci6n fija en el caso de que sea 
imposible o~tener mlis e influirlí en los objetivos del proyecto, puesto 
que el factor econ6mico limitar!i el tan~o y alcances del 1TI1SITlO. Tal 
es el caso, por ejemplo, del abastecimiento de agua potable en la ciu-
dad de ~xico. El objetivo general en un principio, segOn estudios de 
la Comisi6n de Aguas del Valle de M~xico de la S.A.KoH. era traer para 
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principios .4e la dt!cada <le los · SO' s un volumen que deuplicara el vo-
lumen introducido a la fecha del estudio (1974), esto E¡S, aproximada-
mente Su m3/seg. mAs. Para llevar a cabo este proyecto era necesario 
captar agua en regiones muy lejanas a la ciUdad. Se tenia pensado ha 
cer la captaci6n en el Rio P§nuco. Pero las limitaciones del presu-
puesto hicieron que se desechara este proyecto, que se IOOdificara el 
objetivo general y que se trazara una serie de objetivos más modestos 
que fuera Posible irlos alcanzado por etapas . Asf el proyecto se 100-
dific6, de tal manera que la captaci6n de agua se realiza en Cutzama-
la y Valle del Bravo 10 que íncrementarli el volunen de agua potable en 
aproximadamente 20 m3/s-eg., pero que tiene el gran inconveniente de 
que por un lado se lesionan los intereses de los caJl1?esinos de la re.-
gi6n, por otro lado el volumen captado no es el suficiente para cubrir 
las necesidades de la ci.udad y ademlis a la larga esta serie <le salud!? 
nes parciales saldrli más cara que si se hubiese realizadO el proyecto 
general. En este caso, observallDs que tan determinante puede ser el 
medio ambiente en el anlilisis de sistemas. 
Ahora analizarelOOs la tercera consideraci6n, esto es, lOS 
REOJRSCJS DEL SIS!1MA. Estos se encuentran dentro del mismo, son los 
medios que utiliza el sistema para la realizaciOn de su trabajo. 
La principal caracteTtstica <le los recursos del s;i.stema 
es que son manejables, es decir, podermos variar su asign,aclOn segOn 
nos convenga. En el caso de una industda. los recursos sedan: ob!!. 
ros, equipo, herrami.enta, etc. y capital. El capital disponible, p~ 
de ser además de una restricci6n fija, un recurso ya que la cantidad 
de dinero disponible la podelOOS distribuir como más nos convenga. Pa-
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ra lograr una mejor visión del sistema, no s6lo deberemos considerar 
los recursos, sino que tambi~n deberellPs considerar la utilizaci6n de 
los miSIlPS , En este aspecto es indispensable estar al tanto de los 
avances tanto cientfficos como tecnológicos de todas las ~reas del co 
nocj.miento y ttknica que pueden intervenir de tilla forma u otra en el 
sistema analizado. (De ah! l a importanciá de contar con un equipo l.!2. 
terdisciplinario) . Vichos avances cientificos y tecno16gicos, pueden 
al.Ullentar los recursos con un mfnil1P de gasto . Tal es el caso de la ad 
qUl.sición de una computadora de alta velocidad para el funcioruuniento 
de una empresa o de adquirir nueva maquinaria en una industria, ya sea 
fabril o constructora, etc. 
Al observar y pensar acerca de Wl sistema deberellPs poner 
atenci6n no sólo a los recursos existentes, sino tambi~n a la forma en 
que estos pueden al.Ullentarse, o sea, de la manera en que los recursos 
de sistemas pueden ser utilizados para crear más y mejores recursos en 
el futuro, por medio de investigaciones y desarrollo en el caso de -
cierto tipo de equipo, o bien, mediante el entrenamiento y educaci6n 
del personal, o mediante diferentes clases de actividades políticas 
que habr~ de incrementar el presupuesto y el potencial de inversión. 
En realidad, para muchos sisterras , un componente que se refiera al in 
cremento de los recursos, puede ser el mejor componente del sistema. 
Los recursos son el depósito general fuera del cual los 
actos específicos del sistema pueden rnoldearse . J.J;)S actos especificos 
son tomados por los COMPONENTES DEL SISTeMA, Estos componentes del -
sistema se refieren precisamente a la cuarta consideraci6n b~ica en 
nuestro razoruuniento. Al hablar de componentes 
o partes de un sistema debemos tener cuidado de identificar los comp~ 
nentes verdaderos del sistema. Las organizaciones frecuentemente se 
dividen en departamentos, divis iones, oficinas y grupos de personas, 
pero un examen cuidadoso nos muestra que estos no son los verdaderos 
cOmponentes del sistema a~ cuando lleven s1mbolos que indican que sf 
lo son. Por ejemplo, en las empresas industriales un departamento pue 
de intitularse "produccitin" . Poddamos pensar que solamente de este -
componente puede uno encontrar la manufactura de productos . Otro de-
partamento se deruoonina "mercadotecnia"; pensarfamos entonces que sola-
mente en este departamento se encontrar!n las actividades relaciona-
das con la distri bucitin y la venta de productos . Sin embargo en mu-
chas empresas la funcitin de distribucitin deberá concebirse como parte 
del componente de produccitin, simplemente porque serfa casi imposible 
pensar ctimo puediera ocurrir la distribucitin del producto, de modo in 
dependiente de la forma en que los artfculos se fabrican . Posiblemen 
te el departamento de producci6n influya notablemente en la venta de 
los productos ya que la produccitin establece contacto en la forma di-
recta con el cliente al satisfacer sus pedidos. Si el cliente no es 
satisfecho, ello origina que las actividades del departamento de pro-
. 
duccitin pueden disminuir las ventas . Por esta raztin, al analizar si~ 
temas deberemos ignorar las aneas tradicionales de divisitin y consi-
derar las "misiones", "tareas" o "actividades" básicas, concretamente 
deberemos considerar el desglose racional de las tareas que el siste-
ma debe realizar. Aqul!llos elementos que tengan un coITÍl!l denominador, 
ser!n componentes a considerar ya que persiguen la misma misitin. Al !.::".~ 
identificar de esta manera los componentes del sistema es que estaremos 
en condiciones de identificar aquellos componentes que est!n verdader~ 
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112nte relacionados con la medida de actuaci6n del sistema en general 
y ser§n precisamente aquellos que al aumentar su med~da de actuaci6n 
aumenten tambi~n la medida de actuaci6n del sistema total , 
¿Porqu~ deberemos ser tan persistentes en hablar acerca de 
misiones y no de departamentos? Simplemente porque analizando misiones 
podemos estimar el valor de una actividad para el sistema total, en 
tanto no existe ninguna otra forma posible para estimar el valor de -
la actuacUin departamental, Necesitamos saber si la actividad del com 
ponente de un sistema es mejor que otra . 
Pero si la actividad de un departamento pertenece a ·varias ln1siones 
mlis grandes, pud1era ser dificil distinguir su verdadera contribuci6n, 
(Vemos que la educaci6n tiene mucho que ver con la salud y esta t1ene 
rrrucho que ver con la educaci6n, inclusive el Departamento de Polida 
tiene que ver con la salud por su conexi6n con los casos de intoxica-
ciones, accidentes, etc,) Por esta raz6n debemos ser excepticos aceE. 
ca de la contabilidad administrativa en cualquiera de sus diversas for 
mas, El encargado de la contabilidad adm1nistrativa desea registrar la 
actuaci6n departamental o de los centros de costos, los cuales pueden 
examinarse para la utilizaci6n de recursos , Pero en base a esta divi 
si6n departamental podemos caer en un razoruun1ento inadecuado que no 
nos permitirli identificar adecuadamente estos departamentos y centros 
en t~rminos de su verdadera contribuci6n al objetivo del sistema total, 
Consecuentemente la Onica raz6n de separar el sistema en componentes es 
para proporcionarnos el tipo de informaci6n que necesitamos para poder 
decir si el sistema estli operando adecuada~¡ente y lo que se deber~ ha-
cer a continuaci6n, determinando, como ya lo dijimos, aquellos compone~ 
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(misiones) cuyas medidas de actuaciOn están verdaderamente relaciona-
das con la medida de actuaci6n del sistema en general. 
VéIIJX)S ahora a analizar la tiJ. tima de las cinco consideraéi2, 
nes basicas hechas, esto es láADMINISTRACION 'DEL 'SISTEMA. La adminis-
traci6n de un sistema en cierta foma es la consideraci6n más ÍJIpOrt~ 
te de todas las anteriores ya que es aqu1 donde debe llevarse a la -
práctica todo lo antes vi,sto y asegurarse de que todo sea de acuerdo 
, ' 
a los objetivos del sistema; se corre el riesgo ruchas veces de que en 
el IIDmento de implantar lUla soluci!5n, t!sta se desv1:e del obJetivo y c2, 
100 consecuencia la soluci6n ÍJJtllantada no ser! la del problema original 
La admin;tstraci6n de un s;l.stema tiene que refe;rirse a la 
generaci6n de los planes para el sistema, o sea, a la consideraci6n 
, ' 
de todas las cosas que heJOOs discutido, las metas generales, el medio 
ambiente, la utilizaci6n de recursos y los componentes, La admínistr~ 
ci6n establece las metas de los componentes asigna los recursos y co~ 
trola la actuaci6n del sistema. No s610 la administraci6n de sistemas 
genera los planes del sistema, sino que aC1emll.s debe garantizar que los 
planes se lleven a cabo de acuerdo con las ideas originales. A esta 'ac 
tividad frecuentemente se le llama "control". Es frecuente que JJllChos 
procedimientos de control operan por excepcilin, de tal manera que la 
administraci6n no interviene en las operaciones de un c~nente, ex-
cepto cuando el componente muestra lUla fuerte desviaci6n del plan. sin 
embargo, el control no significa solamente comprobar que los planes se 
est&l llevando de IIDdo correcto, tarnl)H!n ÍIIl>lica una eva!uaciCn de los 
planes y en consecuencia un cambio de los mislOOS. Uno de los aspectos 
criticos de la adrninistraci6n de sistemas es la planeaci6n para el Cam 
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bio de planes, ya que pUdiera ser que se han estipulado incorrectame~ 
te los objetivos generales o se ha definido equivocadamente el medio 
ambiente o se ha hecho en fonna no correcta la definici6n precisa de 
los recursos o se ha incurrido en error al hacer la descripc1.6n defi-
nitiva de los componentes , Por lo tanto, la parte administrativa del 
sistema debe recibir infonnaci6n que le di~a cuándo son err6neos los 
conceptos del sistema y cuándo deberá incluir los pasos que prevean 
m cambio, 
Ya hellDS visto como en "teor!a" llevarfamos a la práctica 
"El Enfoque de Sistemas" , Ahora bien, cabe la pregunta, ¿fmciona en 
la pr:ictica? La respuesta es s'lo 
!izados su uso esd muy difundido , 
En los paises altamente industria-
Asi por ejemplo, en los E,Uo la 
NASA, el Pentágono, y cientos de grandes empresas industriales de trans 
portes, energfa,comunicaci6n y materiales utilizan el enfoque de sis-
temas o 
Ue todo lo aquf visto podríamos hacer las siguientes CON~ 
CWSIONES: 
" 
* 
Sistema es un conj unto de dos o m.'ís elementos altamente relacion~ 
dos entre si (interdependencia ) y que persi guen un Objetivo co-
mano 
!in enfoque de sistemas es una filosoffa, una fonna de ver las co-
sas., una fonna de pensar que se relaciona con el comportamiento 
total del sistema dentro de su contexto (suprasistemas) , 
* Las cinco consideraciones básicas del Fnfoque Sist~co nos ayudan 
* 
a poner en práctica esa forma de pensar, 
Al aplicar las consideraciones b:isicas a la soluci6n de un problema 
se adopta mI criterio de integraci6n o síntesis y no de an:ilisis -
lO 
.. 
,. 
c~ en. el.~t9dQ ~9n¡'¡ylp, el cw.l. cOfl$ider~ UJl. objeto de jnve~ 
tig¡¡,ci6n cientf:e±.ca CO/JPun.a, colecci.6n de partes a).slada,s y trata 
. , . 
de derivar las p~piedades del todo a partir de las propiedades de 
sus partes $;IJ:i . c<m$;tderát susposi,bles lrttétációnes . 
Al tener un criterio de sintesis la concepci6n del problema es in 
terdiscip1inaria y por 10 tanto debemos avocamos al estUdio del 
problema en una forma Lnterdiscip11ll3Iia • 
Interdiscip1ina, en forma sencilla, significa que una misma situa 
ci6n es estudiada por especialistas en diferentes disciplinas en 
forma conjunta y coordinada y no en forma aislada pues esto cons-
tituye la multidisciplina, 
la investigacilSn de operac;i.ones as! como otras disciplinas, utili 
za (debe) en Enfoque de Sistemas para estudiar problemas. 
Es importante recalcar la importacia de organizar una ~ 
todo 10gb para el enfoque de s i stemas . Es necesario, en una primera 
instanc¡a, determ¡nar cuales son los fundamentos teOricos para desa~ 
rrollarlos, o sea especificar que teor1as se emplear1n en la investi-
gacilSn. jj¡), el siguiente tema del curso, denominado Metodolog1a de la 
Inyestigaci6n de Operaciones, veremos este aspecto con mayor detalle y 
profundidad. 
Vamos anora a analizar un sistema y a identificar los e-
1ementos vistos antes . 
Consideramos un buque de carga. el capitlin del buque ti=. 
ne la responsabilidad de asegurarse que el careo llegue a su destino 
del l1mite de t:l.~ establecidO es su programa. esto puede ser una 
versi 6n del objetivo general de un Oarco. .hl ''medio ambiente" de un 
cuque es un conjunto de condiciones externas que debe afrontar: condi 
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ciones climato16gicas, la direcci6n en que sopla el viento, el moVl-
ffilento de las olas, etco Desde el pWltO de vista del capit&n, el me-
dio ambiente tambi!!n incluye las caracter'ísticas de actuación de ma-
quinaria, y hombres, puesto que estos son "constantes" en cualquier 
viajeo Los reCursos del barco son sus hombres y maquinaria, puesto -
que !!stos pueden ser empleados de diversas maneras o Los ·cómponentes 
del barco son la ffilsión del cuarto de mAquinas, la misiOn de n~lteni­
miento, la misión de galeras, etc o El capít&n como eladmirtistraúOr, 
genera los planes para las operaciones y se asegura que se lleven a 
cabo sus planes o Instituye varias clases de sistemas de lllformaci6n 
a trav!!s del barco, que le informan cuando haya ocurrido una desvia-
ción del plan, y su trabajo es determinar por qul! esta desviaciOn se 
ha presentado, evaluar la actuaci6n del barco y, por (¡1tlmo, si fuera 
necesario cambiar sus planes s i la información señala recomendable h~ 
cerIoo 
Consideremos ahora el sistema educa.tivo y en particular 
el Departamento de Sistenllis de la UAM-Azcapotzalcoo 
JJebeJlJ)s de notar que el si s tema el1ucativo queda erunarca-
do dentro de Wl contexto social y que a su vez queda sujeto dentro de 
Wl contexto turbulento o de camtJioo Podemos ahora describir aIgWlos 
de los principales prop6s1tos que nuestro sistema de mterl!s, Depart~ 
mento de Sistemas, pueda perseguü·: 
a) - Lograr su desarrollo (aúaptación y aprendizaje) o 
b) - Buscar el conocllniento (reali zar mves tigactón cient1flcaJ o 
c)- Impartir enseñanza (preparación pedagógica y acad6mica en la pl~ 
ta de profesores) o 
d)- Lograr el aprendizaje (formaci6n integral en el alumno, e sea fer 
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maci6n acad6nica y orientaciGn prllctica). 
Vamos ahora a explicar en que consiste el 'désarrollocómo 
un ptoCésodé ad<IptáciOrt }':áprértdiZáje. Para ello definireJOOs el con-
cepto de desarrollo en el contexto de un sistema intencional, COllD es 
el nuestro. (~istemas intencionales son aquellos que pueden darse o 
perseguir sus propl.os fines) . 
DlliARROLLO es la actuaciOn: por. la cual, nuef; tro Sl,stema (le j.nte:r~s prl. 
mordial es capaz de perseguir sus fines en una gama de arnDientes. Se 
observa entonces que la <idaptaci6n y aprendízaje son elementos esen-
cl.ales del desarrollo . Este raZOhamI.ento se esquematiza (le la siguie~ 
te manera: 
a)- El medio amOiente camDia rlipidamente, por consiguiente, el siste-
ma tiene tambi,~n que adaptarse al cambio del medio ambiente. 
0)- Los fines tambil!n ca!l\bian rnpl.ctamente . Entonces el sistema tiene 
tambi~n que adaptarse al cambio de los fines . 
c)- Hn aquellos aspectos del medio ambiente que permanecen constantes, 
el sistema tambi6n tiene que incrementar su grado de funcionamien 
to, esto es, apténder. 
Para entender mejor el conCepto ' de ' dés~to110 en 'unsiSte-
ma 'éducátivo hagamos las siguientes consideraciones: El ritl1D de cam-
bio obliga a los sistemas educativos a desarrollar su capacidad de a-
prender y adaptarse con un ritl1D creciente. Además, se debe consider<ir 
que uno de los principales objetivos que deoe perseguir o debe propo~ 
c;ionar el sistema de inter~s, Depto. de ~istemas (llS) es 10gr<ir su d~ 
s<iTTollo. Mediante un análisis somero del s:!'stema llS existente en la 
UAM-,Azcapotz<i1co, se concluye que es un hecho que na <ilcanzado cap<ici-
dad para adaptarse lsi no la huoiera desarrollado, ya no existida di-
cho sistema), pero cabe preguntarse si ha expeT1ment<idO y visualizadO 
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lcorno !;iste~ ed\.lc¡¡.1;iVQ) capaci~d pa,ra ~l aprendpi\je , !'.J¡ Qa!;e a lo 
anterior anallcemps los objetivos , 
OBJETIVO GbNEKAL; Proporcionar los lineamientos necesarios para que -
el sistema educativo de interfes lJS genere capacidad de aprendizaje y 
alcance su desarrollo , 
OBJETIVOS y SUBVBJcTIVOS DE LA JNyESTlGACION; 
U, l Que el síst~ alcance efectividad y eflciencla en el logro de 
sus objetivos , Entenderemos por efectividad la medida de desem-
peño de un sistema en la que entran en juego sus fines con rela 
cí6n a otros más generales (logro de objetivos); y eficiencia, 
en la medida del logro de los objetivos previamente fijados , 
0,2 Emplear el enfoque sistlínnco-prospectlvo para; 
S,O, ¿, l establecer y analizar la problemática eXlstente en el siste-
ma de lnter~s DS, 
S,O,¿ , 2 vefinición de illl futuro deseado para el sistema educativo OS , 
S, O, Z, 3 Ueterminar alternativas de solución a la problemática del sis 
tema pero fundamentalmente bl~cando alcanzar el futuro desea 
do , 
Slendo las metas las siguientes: 
M,O,2, l Edentificar la porb1emát.ica del sistema, 
M,O,¿, 2 Definir o determinar la actuanón y Mnón del sistema obje·· 
tivo OS que sea deseable y factible alcanzar, 
M,O , 2,3 Dar hneamientos generales en cierta fonna de planeación pro~ 
pectiva para resolver los problemas identlficados, pero funda 
mentalmente para alcanzar el DS el objetivo definido , 
Lo anterior lO podemos plasmar en el 51gulente dlagrama; 
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O. · G. 
UBJbTlvO GtNEKAL 
UBJbTIVOS 
:;UBUBJbTIVOS 
M.O.Z.1 METAS 
Figura 2.2. Jerarquía de los objetivos del DS, 
AnalicenDS ahora el MElJIO AMBIENTE del slstema. 
a). Educaci6n Media Superlor naclona1es y extranjeros . 
bJ. Licenclaturas nacionales e lnternaciona~es compatlbles o afines 
con las materias que imparte el D:; . 
cJ , EStudio de Pos grado aflnes, nacionales e internacionales, 
dJ. Sector PUblico , 
ej. Sector Privado , 
f). Instituciones y centros de lnvestigaci6n y docencia nacionales 
y extranjeros . 
Lo anterior lo podemos ilustrar de la siguiente maenra: 
)-. 
Educac ion ~1e 
dia Superior 
Nacional y 
Extranjera 
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-
-_.'" 
- -
Llcenciattn'as nacionales y extran j1 jeras aflnes con el DSo 
re. 
Estudios de 1'0sg1'auo atines 
con el DSo 
• ~ 
_. 
-
Slstema de ---1, Sector PCtDlico I 1--Intert!s 
D S -.¡ Sector Privado I ~ 
-
de inves L.., Instltuciolles y centros tigaClon y docencia nacionales . ~ 
Y extranjeros 
Representaci6n conjwlta del sistema de 
interés con 1:15 componentes de su me-
dio amDiente , 
- r-t 
~ 
-11 
RECURSOS vEL SISrENA: 
a)- Autoridades Ul11vers itana 
b) - i\utoridades acadénncas 
Departamento de 
Sistemas 
Jefe del Deptoo de Sistemas 
De Carrera 
Por horas 
{
Tiempo Completo 
~dio tiempo 
Tiempo Parcial 
c) - Profesores Tiempo Completo 
Otros Deptos o 
(Materias rela-
cionadas con el 
DS) 
d)- Alumnos del DSo 
e)- Alumnos potenciales del USo 
Medio Tlempo 
Tlempo Parcial 
f)- Aspecto material: dentro de l:!ste queda comprendido que se va a enseñar, 
esto es , el contenido de la educaci6no 
Por ejemplo: planes de estudlo , programa de una materla, etco 
.. 
.. 
2893 896 
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g) .~. As,{>OCtQ foPlllU ¡ e:;¡'te aspecto co~rende e:I. c;tinj) ::;e va. ¡¡. ellSe1W', 
es decir, la forma de la ooucaciOn. Por ej errplo; aspectos docen.-
tes, pedagOgicos, sicolOgicos, etc, 
a) - La ~i!5n de las autor~dades universitartas. 
b)- La !!U.si6n de Autoridades acad&!i.cas. 
c)- La, misión de los profesores del D S. 
d)- La misi!5n de lOS 'alunnos del D S. 
e)- La miS;l..!5n de los ex-alumnos del D S. 
f)- ' La misión de los alumnos potenciales del U'S. 
g)- La misitin de los empleadores potenciales de los graduados del D. 
S. de los sectores ptThlico y privada. 
AlMINIS1RACION DEL SISTIMA. - Lo ideal seria que tanto las 
autoridades universitanas, acad~micas, profesores, alumnos y ex-al~ 
nos intervinieran en ella a tra~s de la autoridad acade~ca. 
Bab1emos ahora de la metodologia a usar, gran parte de la 
cual ya la definimos al hablar de los objetivos, pero primero defina-
mos nuestro sistema. Nuestro SIstema pertenece a un sistema mayor: an, 
L1PM, que a su vez es parte de un suprasistemams ~lio y c~lejo que 
es la Universidad Aut6noma Metropo1~tana. ~ la siguiente figura (Fig. 
¿.4) se nruestran los suprasistemas mas relevantes a nuestro sistema de 
interl§s . 
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(Maestrb ) ... ------------------1.,.,1 fuctoraJ 
SISTEMA DE P09:iRAOO 
EN 1,00- S1STIMAS o 
SUBSISTEMA DE POSGRALú EN 1 0 0,- S1S~ 
Subsistema <le 
pos grado en 
laneación 
Subsistema de 
y.. ... posgrado en 
structuras 
,ubslstemas <le posgra 
do en Ing, Amblental-
SUBSISTFMAS DE ESIUDIOS DE POSGIWXJ EN lNGeNIfRIA 
-~--~~~~ 7 I SISTFMA DE POSGRAOO 1...-__ 
EN CIENCIAS SOCIA-
t:iIS'l1MAS DE POSGRAOO LES 
eN INGEN1ERIA SSISTEMA DE POS-) ~ . GRAOO FISICA-MA 
ISTI:MA DE ES1tJuIOS DE POSGRAOOIFMATICAS -
r2 SISTIMAS"""""~D~E ""':ES""1tJD=-=-IO'" .~ .... ~ 
DE POSGRAOO -
SISTEMAS DE ESJU 
DIUS DE LICENCI~ 
T!JRA N' lNE.S AL -=-
D, S , 
.. SISTI:MA DE ElJUCACIUN 
---- IA SUPERIOR 
...-
OTROS 
e OTROS] 
SISTEMA DE EDlJ- A" ~CA~C~IO~N~B~At:i~·I~CA~~¡;.~~::_:~~: 
SISTEMA DE EDlJCACION SUPERIOR 
------ - ---------- - -
\ SISTEMA VI SJCATIVO YC 
REALIDAD 
Figura 2, 4 Proceso de identlficaci6n de sistema de lnter~s D. S , 
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ME'lOOOLOGIA, - Para ubicar adecuadamente la metodolo 
g1a a seguir, es necesario, en primera instancia, determinar cuales -
son los fundamentos te6ricos para desarrollarla, esto es, especificar 
qu6 teor1as se emplear~ en la presente investigaci6n. Las teor1as 
que. considerar1amos necesarias para la investigaci6n del sistema de -
interes son: 
i) 
-Teor1a general de sistemas 
ii) -Teoría de planeaci6n 
iii) -Teor1a educativa 
iv) -Análisis, sintesis ·y agrupa-
. cit5n de infonnacit5n 
------
enfoque de siste-
mas. 
________ enfoque prospecti-
YO de planeaci6n 
participativa. 
enfoque de la sis-
-------- tematizaci6n de la 
ensefianza. 
ml!todo KJ, 
-------
i) -ENFOQUE SISTlMICQ, Ya hemos visto en que consiste, En sintesis 
podenns decir que el enfoque sistlimico trata de captar la natu-
raleza hol1stica de la realidad (problema), 
ii) -ENFOQUE PROSPELTIVO, Sintetizando, la prospectiva es nrucho rnlls 
que una herramienta para la planeacit5n: es una herramienta para 
la planeaci6n y una disposición para la accilln, y ad~, es una 
interdisciplina que no pretende ·prédecir sinó ·ctéar el futuro, 
Concretamente, es una ·nUévá Visión ·de ·la planéación. 
Esto es, la prospectiva es una fonna de ver el futuro, Esencial 
mente hay dos maneras de concebirla: 
a) Coro unaprédicci6n délfttturo: en el sentido de que si se -
considera una acci6n detenninada, sucederll tal cosa, 
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b) Chro una versión oonnativa del futuro: en el sentido de visua-
lizar el futuro que desearíarros y las acciones a realizar pa-
ra acercaroos los nás posible a él . 
a)- Una visi6n del futuro deseado. 
-b) - Una serie de escenarios que definan ampl;ias opciones en t:ármin::>s 
de futuros factibles . 
o sea, la perspectiva ;implica; 
a)- Diseño de futuros alternativos deseables. 
b)- Identificación de los futuros alternativos factibles . 
c)- EstaPlec:iJniento, para cada futuro deseable, de los futuros alter 
nativos factibles . 
iiil- ENFOQUE DE SIS'J.'.EWITIZACION DE IA ENSE/AANZA. El resultado de apli~ 
car el enfoque sisténico a los sistenas educativos o de enseñanza 
es precisamente la SISTEMATlZACION DE IA ENSmANZA, dome son de 
fun::lam:mtal importancia las interconexiones existentes entre los 
principales elementos del proces:> de enseñanza-aprerrlizaje: 
bl~ rlanes y ppogramas de estudio. 
cl- Instrumentos de evaluación. 
La ilrfortancia de esto radica en que la eficiencia de 
los retados y rood;io:o que se aplican a un =50 están en funci6n de los 
objetivos que señalan ¡os planes y programas de estudio, y el cooocimi~ 
to preciso de su efectividad de los instrumentos con que se evalúa el -
aprerrlizaje.- objetividad que es, en definitiva, el resultado que se de-
sea 10C)r~ en cual,quier sistena de enseñanza. 
al! 
iv)- MEm)IX) KJ. (JIro KAWAKITA) . la aplicaci6n del enfoque prospecti-
tivo participativo presupone una actitud participativa por parte 
de los interesados en la investigaci6n, en el planteamiento del 
problema y sus objetivos, as! = de la ~eda de ne:tios para 
su obtenci6n (soluci6n del problema), y uno de los nétoélos para 
:inplicar la participaci6n de la gente interesada en una situaci6n 
detenninada es el nétodo KJ, el cual permite obtener, de una gran 
cantidad de datos heterog&l6Os, los asuntos esenciales y presen-
tarlos de manera 16gica y ccmprensiva mediante diagramas de con-
juntos. Esto a¡nrta una visi6n de la situaci6n tal = la per-
ciben los eleroontos del sistema, integrrum esta al proceso de -
planeaci6n prospectiva participativa, y ¡nr tanto, increroontarID 
la eficacia de los planes. Esto es, el ~todo KJ~ 
a)- Analiza la infonmaci6n y la sistetiza clasificándola en -
, g:ru¡ns afines. 
b) - El paso anterior lo hace ¡nr etapas. 
c)- Cbntinua el proceso sucesivarrente hasta lograr una ,agrupa-
ci6n final de meros de 10 gruFOs. 
d) - F;inalmente representa esta infonmaci6n en foma 16gica y 
cayprensiva mediante una diagrama de conjuntos, en el cual 
se muestran las interoonexiones entre los gruFOS finales . 
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ME'roOOLOGIA DE IA INVESTICACION DE OPERACIONES o 
3 . 1 , Origen y desarrollo de la investigac~6nde ~ac~ones. 
Durante la Segunda Guerra Mundial, las autoridades 
militares inglesas encargaron a un equipo de científicos el estudio de 
problanas estra11§gicos y tácticos asociados con la defensa a~ea y ~ 
=estre del país . El objetivo de este grupo de científicos fue deter-
minar la utilizaci6n mas efectiva de los recursos militares que eran 
limitados. lDs estudios realizados incluían entre otros el uso del -
recilm inventado radar y la eficacia de nuevos tipos de banbas y la 
minimizaci6n del tiaup::> de búsqueda del enanigo o El establecjmiento 
de este equipo científico marcó forma~lte la primera actividad de I~ 
vestigaci6n de Operaciones (0. 1) n El nanbre de Investigaci6n de Ope-
raciones aparentanente se debe a que el equipo científico trat6 con ~ 
vestigaci6n de operaciones (militares) . Cbn ello el ej~cito inglés 
incorporo los métodos científicos en la milicia, difundi1mdose rap~ 
xrente tambilm a la fuerza a~ea y a la illm3da o Por medio de la loO. 
se trató de determinar la evaluaci6n de un equipo o ama para descu-
brir que tan bien funciona en operaci6n y tambilm se hizo el análisis 
de las operaciones militares para ver como se acopla el equipo o arma 
a las tácticas, o alternativaxrente, hasta que punto las tácticas de-
terminan el tipo de ama a escoger ,_ Se hicieron predicciones del re-
sultado de operaciones futuras ya sea en el campo estra11§gico o tác·t~ 
co y se estudio la eficiencia de las organizaciones que manejan el e-
quipo y armas en batalla . Por supuesto que en el pasado se hab~ tra 
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bajado en esta fonna, pero lXl M sino hasta la inoorpo;raci6n del ~ 
quipo de cienillicos ya rrencionada que se hizo CCIID actividad conciEl!! 
te. 
AurxJue, CCIID se ha visto, la Investigaci6n de Opera 
ciones e:tq)e:W en el contexto militar, su evoluci6n ¡;:uede ser descrita 
en tmúoos de desarrollo de la organizaci6n iIrlustrial . Antes de la 
:Revoluci6n IrXiustrial la rrayoda de los negocios e iIrlustrias consis-
tlan de CC'flFIÍÜas pequeñas, dirigidas por un solo jefe el cual hada 
las U:il¡p:ras, planeaba y supervisaba la pro&=i6n, ventas, contrata-
ciones, etc. La mecanizaci6n de la produ=i6n di6 origen a un creci-
miento nuy rápido, de tal rranera que se volvi6 in1?Osible para una so-
la persona desatpeñar todas estas funciones . 
Ft>r consiguiente, se produjo una divisi6n en la tunci6n directiva y -
se originaron ¡;:uestos tales CCIID gerente de produ=i6n, de personal, 
de finanzas, ventas, culipras, etc. 
Una parte integra.l de este ca¡rbio revolucionar;i:o ha 
¡¡ido un ~to trarendo en la div;i.si6n del trabajo y la segmenta-
ci6n de las responsab;tl;i.dades directivas en las o;t;ganizac;lones. 
Cada ·vez que una t=i6n administrativa se divide en un conjunto de _. 
suhfunciones diferentes, se crea una nueva tarea que es la de ~t.egrar,-. 
las de tal manera que s;i.rvan ef;i.c;i.enterente a los· intereses' de un t;o.-. 
do. La tarea de integraci6n es la funci6n ejecutiva de la aOm1nistra-
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ci6no Esta tare$ es nruy ÍlllfOrtante, pues frecuentemente los objetivos 
de las subfunciones ch:x:an y crean conflictos o Para ilustrar esto, -
p:xl.atvs considerar el siguiente ej6!1plo: El ejecutivo de una 6!1presa 
oonna1rrente establece los siguientes objetivos para las pri.nci¡:ales -
funciones de las mi9l1as: 
i) o PRJDUCCICN. Maximizar la cantidad de bienes (o servicios) pro-
ducidos y minimizar el costo unitario de la producci6no 
E) o VENTAS o Maximizar la cantidad vendida y minimizar el costo uni 
tario de las ventas o 
iE) o FINANZAS o Minimizar el capital requerido para mantener cierto 
nivel del negocioo 
iv) o PERSCNALo Mantener la llOral y la alta productividad entre los 
empleados o 
Despu~s de un breve análisis de estos objetivos, v~ 
llOS que perseguirlos causa conflictos entre las unidades o El depar~ 
manto de producci6n necesita producir tanto caro sea p::>sible al costo 
mínirroo Esto 5610 se puede lograr si se fabrica un 5610 producto en 
fonna conill1\Ja o Esta p::>l1tica min.imiza el tianpo perdido en cambiar 
ec¡uip::> con objeto de producir otro articulo (preparaci6n) y se logran 
las eficiencias que prop::>rciona la práctica de corridas largas de p~ 
ducci6n o Si el Depto o de producci6n tuviera que manufacturar relati-
vamente pocos productos en co=idas de producci6n tan largas y contl-
nuas caro sea p::>sible, se tendría un gran inventario c:arpuesto de uros 
cuantos articulos o De aqtÚ que el Depto o de producci6n prefiere gene~ 
;r;~te una fOl,1.t;i;ca q¡¡e pe.r;m;i.ta un %<ll1. ;t.¡1yenW~ y ~era. 1.JM 
lmea de prWuct:o~ pequeña. 
¡;:,l, DeptQ. de VEmta~ ta.n1bt~ neoes;t,t.¡¡,~· ~ 
tarios de I!lallera que al cliente si~ se le. ~e ~ ~. ;Lo que 
quizásquíera nañana. Para poder veOOer tanto carp sea p;l~;tb).e en C¡l, 
da pedido, el depto. de VEm~ delJe poder SlWt# la. <llIP,1.~ ~te-· 
dad de p:roducto$. De aqu! que 10$ deptos. de prcxiucc#Sn Y' -ven~ .. ~ 
lefi tener ;f;rieciones en ClIa!1to a la éIIlQ?UtIX! de la ·l~ de ¡?;t'Oductóso 
Incluso, frecuenteroonte el depto. de ventas ;i:n$j;~te en #lC1u;tJ; ~s 
art1culos de bajo volliOOn de ventas y atin ;impro;iuct;i.'VOs, en tanto que 
el depto . de producc;i6n pide SU excl~:l.6n . El dept:o . de tt.nMzas, tr!! 
tando de lograr SU objetiVo, trata de ;reduc;i.r ).o~ ;i:rIve:'It:a.t:;tós, y ¡::O,r." 
(x>nsi~ente, el capita;l invertido en eUos. El de¡;>to. de .:t;;t¡lanzas· .,. 
oo¡;malIrente cree que los inventarios debe;r!an ~tar o d;t~ en 
p,rQfOrci6n a la fluct:uaci6n de las ventas de la mp;reila . ¡>;tn EJIll:w::9o, 
cuando la!3ventas son ):ajas, el depto. de pe;rSJnal y el de producc:t.6n 
rp qu;i.eren ;reduc;i.r la producc±6n, ni despeji:r pe;rronal, det>~ a que 
estas medidas ;repercuten en la IlPral del personal" ;reduce.n la ~ de. 
obra calificada, dj.s¡::onible, e :inplican =sto~ al l:I.~cW:: e,l, pe;r:;¡onal 
y fOster.io~te, contratar y ad;testra;r nuevos trabajado;ré¡¡ . ~,r.";Lo 
tanto, al depto. de personal le interesa l\laI1tener la ~~n a un 
n.:t:vel tan =nstante OCITP sea fOsib).e , Esto stgn;l.fica produc:i:.r basta 
el nivel de inVentario cuando las ventas son bajas y a~tarlo c:uanjo 
estas son altas. De aquí que los de¡wtamentos de pe;r~l y de t,t,.. 
nanzas t:en<;Jwl ideas diferentes acerca de cuál d~á ser la fOU,tica 
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de inventarios de la empresa o 
Otro problt3lla relacionado con el anterior es que a 
medida que aumenta la canplejidad y especializac:i6n en una organiza-
ci6n se vuelve rrás dificil la asignaci6n -de recursos entre varias ac-
tividades en fonna tal que sea rrás efectivo para la organizaci6no 
Esta clase de problt3llas y la necesidad de encontrar 
una fonna mejor de resolverlos propici6 el ambiente adecuado para el 
desarrollo de la Investigaci6n de Operaciones despu1!s de la guerra o Al 
tenninar la guerra, un considerable número de cientificos, principal-
mente fisicos, mataráticos e ingenieron que usaron la ' LO. durante el 
conflicto, arp'lzaron a buscar las posibilidades de aplicar esos co=-
cimientos en el campo irrlustrial, aunado tambi¡:;n al gran desarrollo -
irrlustrial que hubo despu¡:;s de la guerra o De esta fonna la 1 00. se 
arp'lz6 a aplicar en la irrlustria, en los negocios y en el, gobiern:>o 
Al ,meros otros dos factores influyeron en el rápido 
desarrollo de la LO. Uno fue el progreso sustancias de las *nicas 
disponibles en la 1 0 0 0 Un gran número de cientHicos se incorporaron 
a esta área de investigac:i6n y ayudaron al desarrollo de la 1 0 0 0 Asi 
por ejemplo, en 1947 Dantzig da a conocer el retodo s:i:llplex pára re-
solver problemas de progranaci6n lineal o A fines de la d~da de los 
50'S, el aninente matarático sovi¡:;tico Pontriaguin da un fuerte ~ 
so al desarrollo de la programaci6n no lineal y a la teoria del con-
trol o Asi, al final de la citada d~da ITUlChaS de las *nicas empl~ 
das en 1 0 0 0, = son las programaci6n lineal, progra,naci6n dinámica, 
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te:>da de la espera, te:>da de :inventarios, etc. ya estaban desarrol~ 
das . otro de los factores que fue detenn:i.nante para el desarrollo de 
la 1 . 0. fue la aparicmn y posterior evolucmn de las Iráquinas cx:rtp.I-
tadoras de alta velocidad, las cuales penniten problares que antes 00 
era posible tan solo inaginar . 
1\ctualllente la 1.0. se aplica en tcxla actividad hu-
mana. 
3. 2. Definici6n de la 'Investigaci6n de Operaciones. 
Al tratar de dar una definici6n de la 1;0. debaios 
recordar que la mayor1a de quienen practican las ciencias ,Irás antiguas 
y bien c:iIrentadas, ni siquiera las han definido en fonra aceptable. 
Sin anbaigo, la siguiente definici6n sienta una tase t1t,tl para adqui-
rir un oorx:lC,im1ento inicial de la 1 . 0 . , especialmente cuarrl:> se le r~ 
laciona oon los antecedentes hist6rioos que acab1mvs de d~ibir. 
la 1 .0 . es una actividad que requiere del uso de rrétodos analiUoos -
para ayOOar a resolver problE!l1as de t:ana de decisiones. O sieneD rr&! 
eStrictós, poderos decir que la 1 .0 . es la aplicaci6n del rrétodo cien-
t!fioo, por ec;¡ufpos interdisciplinarios, a problaras que a:I¡pteooen el 
oontro1 de s;1stE!l1as, para 'dar soluciones que sirvan 'mejor a los prOp6:-
sitos del l¡3;i.stE!l1a OCIIO un todo . Sin anbargo, existe una gran variedad 
de definiciones, e inclusive de fonras de interpretarla. Hya quien la 
ennarca en el enfoque de sistE!l1as, desprecianjo la partic;i.pacmn que 
las ma~t;i.cas tienen, esto es, las herr'llllientas oon que cuenta la -
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1 00 0 fUr el contrario, hay quienes las emarcan ccm:> una rana de las 
matamticas aplicadas , descuidando el enfoque sist€mioo o En realidad 
la LO. es amb::>s y amb::>s se necesitan para dar una soluci6n adecuada 
a un problema o Esto es, es necesario hacer un planteamiento del pro-
blema a resolver que co=esporrla en un 100% al problana (enfoque sis-
témico) y es necesario conocer las herramientas matamticas necesarias 
para resolverlo o fUdr1a:nvs decir que la 1 00 0 se interesa en la tara 
6ptima de decisiones y en la formulaci6n de modelos de sistanas de~ 
mi1ústicos y estocásticos que se originan en la vida real, de la nece-
sidad de asignar recursos limitados o La oontribuci6n del enfoque de 
la 1.00 se deriva lÉsicamente de: 
a)- La estructuraci6n de una situaci6n real en un modelo matamtico, 
"abstrayendo" los elaoontos esenciales, de tal forma que l a sol~ 
c i6n relevante a los objetivos de "la persona que tara las deci-
ciones" pueda "Verse" o Esto :inplica ver el problema en el contel 
to del sistana completoo 
b)- Explorar la estructura de tales soluciones y desarrollar procedi 
mientos sistamticos para obtenerlas o 
cl - Desarrollar la soluci6n, incluyendo la teorf.a matamtica si se 
requiere, que lleva al valor 6pt:i.Jro de la medida deseada por el 
sistana, o posiblanente canparando =sos de acci6n alternativos 
evaluarrlo su medida deseada o 
Deberá quedar claro que el investigador de operacio-
nes en n,:i.ngan nanento trata de sustituir a la persona que taras las 
~isiones, siro tan solo aUKiliarla, ya que este estará en mejores 
a:mdiciones de oorocer el :!npacto o oonsecuencias resultantes de apl! 
cac:ü5n de las alternativas presentadas a ~l. 
3. 3 • . carácter interdiciplinario de ·la InVestigac:ü5n de cperaciones. 
A medida que la ciencia en general se desarro1l6 y 
evolucion:S, se present6 la especializac:ü5n. Hasta fines del siglo -
XVII era posible para un lnnbre apremer y retener todo o casi todo -
el ooroclmiento cientffioo que !lab{a aCUllll.aOO la Iunanidad. Posterior 
IOOIlte al inicio del siglo pasado, las ciencias naturales se dividieron 
enf!sica y qu1rnica . Poco tiarpo d~ a:xrenz6 a separarse la bio-
log~, Y jll$taIOOIlte antes que terminara el siglo, ocurr:ü5 lo misrro oon 
la sioolog~, ciencias s:x:iales yeoor6nicas. cada una de estas cien-
cias se ha dividido y subdividido. En la actualidad tenarcs más de -
cien disc,iplinas cientfficas. 
Por otra parte, para situaciones nuevas y OCIlplica-
das, nuestra terxlencia es enfocar los problanas en la fonna que mejor 
alnocernoS. De aquf, que es llUy natural, que si por ejertplo, cuando -
I 
se enfrenta el problam de :iJX::ranentar la productividad de una fábri-
ca, el sic610g0 del personal tratará de seleccionar trabajadores más 
aptos o mejorar el adiestramiento que se les da . El ingeniero mec::árl! 
00 tratará de mejorar la maquinaria. El iD;¡eniero íOOustrial inten~ 
·rá mejorar la disposici6n de la planta, sillq;>lificar las operaciones 
efectuadas por los obreros u ofrecerles .incentivos más atractivos. 
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Pero ya en el campo de la 1.00 , la complejidad de los sistemas a ana-
lizar es muclx> mayor y de muy variada índole, raron JXlr la cual es i1.2 
dispensable el con=so de especialistas en diversas disciplinas que 
integren un gruJXl interdisciplinario, pero no multidisciplinarioo 
la diferencia entre arnl:os es que en el gru¡::o interdisciplinario, un e-
quiJXl de científicos especialistas en distilltaS áreas trabajan conju::. 
tamente en la soluci6n de un problema . En el gru¡:x:> multidisciplinario 
el trabajo no es conjunt.o o la tarea a desarrollar JXlr el equiJXl in~ 
disc.iplinario será el enfoque sistlmico del problema y la elatoraci6n 
del modelo así como verificar los resultados y analizar las consecuen-
cias e :inpactos de su aplicacitSn. Para jXJder plantear el programa ma-
temático que representa el modelo propuesto y resolverlo ya sea apli-
cando las t:lk:nicas conocidad o iJ1clusive creándolas, es necesario el 
con:x::imiento de las herramientas matenáticas de los propios de la l oO. 
catP son: ·cálculo diferencial e integral, algebra lineal, teoría de -
matrices, an!ilisis matenático, análisis funcional, probabilidad, infe-
rencia estadística, estadística matenática, procesos estocásticos, p~ 
gramaci6n lineal, entera, no lineal, dinámica, estocástica, teoría de 
la espera, teoría de inventarios, series de tiempo, teoría de decisio-
nes, teoría de juegos, confiabilidad, reanplazo y mantenimiento, s~ 
laci6n, teoría de rerles, econometría, optimizaci6n en espacios vecto-
riales, teoría de la medida, teoría del control, control estocástico, 
etc o 
Cabe rrencionar que la mayor limitaci6n para la loO. 
'111111111 
2893896 
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es la falta de infoz;maci6n, problata con el que llU.IY a lOOIlu:b oos en-
frentarnJs. 
3040 lbieloso 
IDs rrodelos matatáticos han sido usados en la inge.-
nieda para fines de análisis y diseíb desde hace rnuclDs aroso POr e.-
jetplo, en el problana de analizar y predecir las defoxmaciones de una 
viga sujeta a cargas externas, por medio de hifÓtesis s:ú1plificatorios 
e idealizacion<as, se establece un nodelo que permite calcular los ele.-
nentos deseados o la f&rm.il.a de la escuadda "es un nodelo llU.IY cooodi-
do en la ingenieda civil. En el caoo de sistanas IMS cx;mplejos, 00-
bre todo de tipo ci:iJWni.co (que varían con el tieJtlO), la 001uci6n ~ 
Utica del nodelo establecido 00 es sencilla y en algunos Casos ni s.!. 
quiera pos;i..bleo (bn el advernimiento de las ccnputadoras electr6nicas 
de alta velocidad se han desarrollado tOOúcas que permite!"> hacer si-
l1Ulaciones del cq¡p:¡rt:am;i.ento de sistanas con relativa facilidado Se 
ha desarrollado asimi~ lenguajes de <XIlpUtad:lra caro SIM>OUPI', GPSS, 
GASP, l7,iNl\M;) Y otros que permiten una vez establecido el nodelo, reso!. 
verlo y obtener resultados con facilidad y rapidez o Debe considerarse 
que la s;!nulaci6n digital es una tOCnica atln rrueva en la ingeniería -
que puede tener una infinidad de aplicaciones, estardo 5610 ljn¡;i.tada 
por la ;i.maginaci6n de los usua.rioso 
Existe!"> sistanas continuos discretos. Serán siste-
mas continuos aquellos en los que los ca¡rbios de estado de 'los elaren.,. 
tos del sistana $On continuos en el t;i.etp?o (POr ejetplo, el sistana 
representado por los escurrimientos que llegan a una presal o 
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;!:ps sisU;mas disc¡:etos $On aquéllo~' en que oJcl'lo~ ~ 
cambios ocurren en tiempos determinados (la atencj:6n a1.p:Wl;i:co en un 
l:anco, el metro, etc . ) . Para fines de estudio, los s;t~t:aras cont~uos 
se pueden simplificar, discretizándolos y estudiando lOS cambi'Os a ~ 
través de una serie de pasos discretos. Con el objeto de ¡:x:xler estu,-
diar el ~rtamiento de un sisU;ma, el primer paso que debe darse ~ 
es representarlo por medio de un ItPdeloo lDs ItPdelos 110 deben ser tan 
complejos ni difíciles oomo el sistema representado, pues no tendr~a 
entonces ninguna ventaja. 
No existen ItPdelos únicos para representar la real~ 
dad. De hecoo el ItPdelo depende de la persona que lo elabore, o de ~ 
los aspectos que interesan estudiar del sistema . la calidad del ItPde 
lo depende de su simplicidad y de su apego a la realidad y para logr~ 
la se requiere imaginaci6n y creatividad en el grupo que lo desarrolle. 
No es posible preparar un .manual para construcci6n de ItPdelos, es Irás, 
de existir ese manual seria contraproducente ya que restr;tngiría la -
creatividad de los que lo usarán. Ackoff (1) ha establecido una serie 
de patrones, basados en experiencias anteriores que penniten dar ideas 
b!ísicas para el establecimiento de nodelos . Exi:sten varios tipos de 
ItPdelos, a saber; 
a)- Modelos · s~licos.- EStDS nodelos usan letras, nOmeros yo-
tros tipos de sfmbolos para representar variables y las rela-
ciones entre ellas . Teman la fonna de relaciones mataráti'Cas, 
por lo cual se acostumbra ll.amarlos ItPdeios matarátic6s o Co-
rro ejemplo de estos nodelos tenEfl'OS la ley gravitacional de 
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~n, l,a .f6J;nUl.a de la escuadda, relaciones h:idr4ulicas, 
el&:tr;i:ca:s, etc . 
b)~ . '~elO$ ' ídSn;tcx>s , ~ En estos ItPdelos las prop;i.edades iIrp:>r~ 
tan~ se representan por si miemas,. genera1Irente con un ~ 
)J;ro de escala, es decir son :inágenes del sistana real, ~ 
tienepsu .mi~ apariencia. 0::I!0 ejanplo de estos l!Ddelos ~ 
t.enemls los ttineles de viento, los aviones a e:¡raJa estulla~ 
dos en aqQellós, los ITDdelos del sistana splar usados en los 
Planetarios, etc, 
e).,. . }tlde;l.os análogOs, ... En estosl!Ddelos, una serie de prop;i.eda~ 
son usado!> para rE;!presentar a ot;J;os oonjunto!> de propiedades, 
\.111 ¡¡;i.stena hi.d.ráulico p.lEld.e ser usado cqrp analog~ de un s;i.~ 
tena de trli,fioo de autcm5viles, Tambi¡m es oorv:x::ida la ana-
leg,a entrE;! sis.t:elas elOOtrioos e hidráulioos, 
dl ,, }tlde;!.o$. :J,6gioos, '" IDs l!Ddelos de este tipo son dados por ~ 
lanent9s de tipo ·l6gioo que al seguir una secuencia dan por 
~tado una rep;t:'eSentaei6n del s;i:stE;roa, IDs ~grarras de 
flujo y los ~og"aj\i¡ls de cx:rrp.ttadora son ejanplo de este u ... 
po de ITQdelos, 
~so~s utiliZél,l:"~ exc;¡'usivamente los l!Ddelos de Up::¡ s:iJl!b6l;i.co o 
naten6tiCo. 
Ws l!Ddelos pualen asu vez $Ul:xUvidiJ:'se en ~~ 
e),a,$e$ 1,a1i cuales ro son. )1Ilt::uamente exc1.usivas, 
"1 '" · ......... 10" ' ~~_"_""""--'s, ~ o ~. . ~ ~~~~ 
En este ti}Xl de l!Cde;I.os el resultado quErla. ~;i.to CXJll?leta ... 
me!l.te .. en ·~s ~ ;Loe¡ dAtos de ent:,l;"a,d.a, es decP:', ~ 'rel,ae;tD-
. . .. - , . • ; ... . . " ' . ...... " • • -, ~ .. . , .• , .. . .. • . . .... . . . • . • . ¡ 
'e;l:;o!le$ e~pedectaaenteestablec;tdadentre:J,i'ls ~1at>;l.e$Y n;IJ\gU!l¡i 
de ellas es aleatoria . Su soluci6n nás adecuada es fOr roodio 
de t1'k:nicas analíticas . Un ejemplo, es el cálculo tradicio-
nal. de deformaciones en una viga, debidas a cargas determina-
das , 
ii)- Modelos Estocásticos . 
iii)-
En estos modelos, al menos una de las característi-
cas del sistana está dada fOr una funcí6n de probabilidad. En 
este caso el uso de t1!cnicas analíticas es muy ccrnplejo, re-
ql1iri~ose tal vez el uso de otras t1!cnicas CCIlO la simu1a-
ci6n para su soluci6n, Un ejemplo se encuentra en el funcio-
namiento de vasos de presas, donde el escurr~ento de los -
ríos es una variable aleatoria. 
Modelos Estáticos . 
Los modelos de esta clase son aquellos en los cuales 
la variable tiempo no intervip~e explícitamente. Por ejemplo, 
casi todas las aplicaciones de prograrnaci6n lineal. y no lineal 
caen en esta categorw. . la mayor parte de los modelos estáti-
cos son a su vez detenninísticos, p::¡r lo que pueden resolverse 
con t1!cnicas analíticas . 
iv)~ Modelos Dinámicos . 
En estos modelos se manejan iteraciones en el tiempo , 
Pueden resolverse fOr rOOtodos analíticos en algunos casos sen 
cillos, pero en general se resuelven por alglln sístana nuné-
rico CCIlO puede ser la simulaci6n digitaL Los fen6rnenJs eco 
n6micos y derrogr.'Íficos requieren generalmente, modelos de es-
te tipo. 
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En la Investigación de Operaciones, ¡:or lo gene,ral, ut;i.liza-
ratOS rnxlelos matarátioos. Estos lo podraros resolver anaa~te 
(abstractamente) y lo )'Iás oooplejos (los usados en ' I ~O. l se resuelven 
en fo:cna iterativa o algor1tmica (n~icarrentel . Esto es, rosotros 
primero foImU1.a:reros el problema y luegocreararos elrcodelo matará,. 
tioo. 
3. 5-Met:cxX>.lpg;!a 'de 'la 'Investigaci6n de Opee-aci.ones. 
, Vanos a ilustrarla de la siguiente manera: 
Problema 
Real 
Establecer 
oontroles sobre 
la soluci6n 
Figura 3. 1. 
Balance entre 
representatiVidad 
y manejabilidad 
lillplantacMn 
de la 
soluci6n 
Probar el 
modelo 
Ilustración de la ~todolog!a de la :rnve.sUgac;i:6n de 
Operaciones. ' , , , 
la ' 1 .0. tal Y = lo indicanvs utiliza el ~tQdo cien,~fi.Cx:> . 
3. 5. 1. - ' ~todo CienUfiCo. 
El ~todo cient!fico es un rasgo caracter~,sttco de la ciencia, 
tanto de la pura = de la aplicada. El~todo ctent!fioo ro 
es infalible ni autosuficiente. Por ser falible puede perfec.-
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cionarse mediante la estimaci6n de los resultados a los que 
lleva y mediante el análisis directoo 
Tam¡:xx:o es autosuficiente: no puede operar en un vacio de co 
nocimientos, sino que requiere algún conocimiento previo que 
pueda puego reajustarse y elatorarse y tiene que canplanenta:E. 
se mediante rretodos especiales adaptados a las peculiaridades 
de cada tena o 
El rretodo científico ti.ene 3 caracter~sticas princi-
paleso 
i)- Utilizaci6n de predicciones para probar ~ teorLa o 
ii)- la utilizaci6n de la teor:La para explicar observaciones "sor 
iii)-
Cbservaciones 
prendentes" (no 16gicas, que se salen de lo nonnal) o 
El uso de la observaci6n "dirigida" por la teorLa o 
ID anterior lo poderos plasnar en el siguiente diagrarra: 
Visualizaci6n 
anp:Lrica 
Visualizaci6n del rretodo cient:Lfico o 
Una manera sencilla de vümalizar el método cient:Lfico es: 
Observac±6n 
I 
El proceso cient:Lfico es una combinaci6n de inducci6n y deduc-
ci6n o Ebr inducc±6n lleganos a un rrodelo y por la deducci6n de 
rivanos resultadOs. 
El rrodelo :real ~ la aprec;i,ac;iÓn del. .1!I.llÓ:l r~l, . Por ej~lo 
en el caso de un s;i:c6l0g0 que exper;imenta COJl ratas en u¡t la-
b:lratorio. El color de las .ratas B:I ,tmporta Y lo quita del ·ne 
del,o real . le .inplrtará si hay luz o no, st ~n par;l:entes o 
Estlrlio del 
mmdo real, 
servaci6n, intl.u.-
ci6n y conjeturas 
Teo~ 
(Inatamticcr-prác-
ticos) 
Predicciones 
Filo t,ro que 
quita lo ,i.l;;l::e-. 
levante. 
MOde'Lo 
matemátioo 
EKpli~s ah;>;ra oon nás detalle el JlPdelo matamtioo . 
(no 1lp;i:oo J 
EsUmaci'6n Ce 
parárretrós .M!! 
toó;Js ClCl'I'Plta 
ciQmles de ~ 
l1JCi6n 0090""-
ritnpsl • .. 
Es un sisteta de axic1t1as (¡;eSbl] qdos o enunciados que tananDs 
catO ~sioos . l 
Sist:eJra de axianas ¡;er definici~n es una ooleccwn de ~­
nos irxiefinidos (¡¡bstractos) asociados a un oonjunto de axio-
mas que hacen uso de 110s (en general supondrerros que tanto 
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uros caro otros ron finitos) o 
Teorenas son consecuencias l6gicas de un sistana de axiaraso 
Teoda (de un sistana de rociaras) es la colecci6n de todos -
los teorenas que pueden ser deducidos l6gicamente de un sis-
tena de axiomas o El sistana de axiomas deberá ser consisten 
te o 
El modelo l6gioo se produce al darle significado a los ~ 
nos indefinidos o Es un modelo matemático con interpretaci6n 
real o 
Ejanplo: M:xielo Matemático 
min ex 
s oa 
Ax = b 
x>O 
M:xielo l6gico: c = coeficiente de costos 
A = matriz de transformaci6n de pre-
cios 
b = vector de disponibilidades o re-
cursos 
x = vector de actividades 
De un modelo matanáti.co hay una infinidad de modelos l6gioos , 
Ejanplo de modelos l6gicos: 
Teneros dos términos indefinidos: árbol y barda (no 
darros ning{Ín significado) o 
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~ w;b~~~;i.Q!Ü; 
"'~; ca.Qa ~ el> un con~Q1'lto de. á):;"wle¡, que conQ:ene al ~ 
ros dQs elaoontos, 
1:- 2; ElKisten al !reOOS tres ~l:Xllés, 
A 3: I:IaOOs cualesquj.era 2 ~l:Xlles T~ y T2 ex;i.,st,e una y ~lo 
Q1'la barda que los contiene, 
A 4 ¡ J:ada cualquier barda F Y Q1'l árl:Xll -T ro en 1!' 1 existe Q1'la 
Y ·9(510 Q1'la barda F'que contiene a T y que está descxr.-
nectada de F (F'f)! = f) , 
lo anterior es un rrcdelo , 
M:xlelos 16g;icos: 
1)- 3 árl:Xlles =>verdadero pues CU!lple con los cuatro axiaras (árool 
es el concepto m1s :iJrp:>rtante pues define a barda) , 
2)- 4 árooles =>verdadero (CUIlPle con los cuatro axicmls) , 
3)- ~ool = punto =.) verdadero (ctnple oon los cuatro axiaras) , 
barda = l!nea 
Teor:[a: teorena 1 , - Si existen dos bardas diferentes = existen tres 
bardas diferentes , 
teorena 2, - Si existen tres bardas diferentes = existen cua 
tro bardas diferentes. 
~inCipios generales. 
Principio '1 . -
Principio -2. -
'lbdos los teoranas en la teorta detenn:i.nados por un 
sistana de axiaras son verdaderos en cada rrodelo de 
ese sistana, 
la ley de oontradicci6n se nantiene para todos los 
enunciados significativos que se hagan acerca de C:!! 
59 
da modelo de un sistema de axiomas. 
Si existe un modelo l6gico de un sistema de axiomas 
se garantiza que no hay- contradicciones. 
Por otra parte, el método científico puede en base a 
las conclusiones obtenidas, elaJ::orar o generar nue-
vas inc6gnitas las cuales serán el punto inicial pa-
ra una nueva investigaci6n. 
Alx:lra bien, p:x1ríarros decir que la investigaci6n cie~ 
tífica se compone de dos partes principales: una es 
la de generaci6n de las hip6tesis y la otra es el pl~ 
teamiento de los problemas y su canprobaci6n. 
La otra parte de la investigaci6n científica es la si 
guiente: 
A. Planteamiento del problana . 
A. l- Recon:x::imiento de los hecms, examen del grupo 
de hecms, clasificaéi6n preliminar y selecci6n 
de los que probablanente sean relevantes en al-
gtjn aspecto. 
A. 2- Descubr:imiento del problanao Hallazgo de la la-
guna o de la icoherencia en el CUerp;:l del saber o 
A. 3- Fonnulaci6n del problema. Planteamiento de una 
pregunta que tiene probabilidad de ser la co=~ 
ta, esto es, reducci6n del problema a su n(Ícleo 
significativo, probablemente soluble y probabl~ 
" ", 
mente :fructifero, con ayuda del coooc:imi.ento diS[X>n! 
ble. 
B. Construoci6n de un rrodelo te6rico. 
'B.l- Selecci6n de los factores pertinentes. Plantea 
miento de suposiciones plausibles relativas a 
las variables que probablanente son pertinentes. 
B. 2- 'Planteamiento de las hip6tesis centrales y de 
las suposiciones auxiliares. Propuesta de un 
conjunto de suposiciones concernientes a los -
nexos entre las variables pertinentes; por ej~ 
plo, la fOlllU.llaci6n de enunciados de leyes que 
se espera puedan anvldarse a los heciDs obser-
vados. 
b.3- Traducci6n rca~tica. CUanCb sea posible, tra-
ducci6n de las hip6tesis, o de parte de ellas, 
a algun:> de los lenguajes rca~ticas. 
' C. Deducci6n de consecuencias particulares . 
' C ~ l- 'BIlsqueda de ooportes raéionales: deduccioo de 
consecuencias particulares que p.wdan haber s! 
do verificados en el miSIID caIl{lO o en canp:>s 
contigu::>s o 
, Co 2- B!1s<p:da de soportes errp!ricos. El aroracioo de 
prediociones sobre la base del rrodelo te6rico 
y de datos €II1P!ricos, teniendo en cuenta las _ 
t&:nicas de veri.ficaci6n diS[X>niPles o conce-
b;il)lés. 
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Lo que nos permite hacer predi=iones es el pri!:!. 
cipio de uniformidad de la naturaleza, el cual 
dice: " o o o lo que sucede una vez, en =ooiciones 
s:iroilares, se repetirá depeOOiemo del grado de 
s:iroilittrl de estas =ooic iones " o Esto no quiere 
decir que haya detenninisrro, sino que existe una 
probabilidad de que ocurra o En un proceso estocá~ 
ti= esperarros un resultado o un =njunto de re-
sultados o 
Do Prueba de hip6tesiso 
Do1- Diseño de la pruebao Planeaci6n de los medios pa-
ra poner a prueba las predicciones, diseño de ob-
servaciones, mediciones, experimentos y danás o~ 
raciones inst.ruIrentales o 
D02- Ejecución de la prueba o Realizaci6n de las opera-
ciones necesarias para la ejecución de la prueba 
y re=lecci6n de resultados (datos enpíri=s) o 
D03- Elaboraci6n de los datos o Clasificación, análisis, 
evaluación, reducción, etco, de los datos enpíri-
=So 
D04- Inferencia de la =nclusióno Interpretación de los 
datos elaborados a la luz del modelo te6ri=o 
Eo Introducción de las =nclusiones a la teoría o 
Eo1- Comparación de las =nclusiortes =n las predic-
ciones o Es el = ntraste de los resultados de la -
prueba de hip6tesis =n las =nsecuencias del ITO-
'.' 
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delo te6rioo. Se deberá precisar en que medi-
da este p.rede oonsiderarse oonfinnado o IX) (~ 
fererx:ia probable) . 
E. 2- Reajuste del ncdelo. Eventual oorrecci6n, o -
adr! reE!!i>lazo del ncdelo. 
E . 3- Sugererx:ias acerca del reajuste del ncdelo.BIís 
queda de lagunas o errores en la teoda y/o los 
proce:iirnientos anprricos, si el ncdelo IX) ha s:!;. 
do oonfinnado, en caso contrario, exarren de po-
sibles eKtensiones y de posibles oonsecuerx:ias 
en otros problaras. 
El nétodo cienUfioo no es seguro; pero es intr!nse-
camente prc:¡gresivo, porque es autocorrectivo, exige la continua catp~ 
baci6n de 1,05 puntos de partida, Y requiere que todo resultado sea = 
siderado cx:m:> fuente de nuevas preguntas . 
1.0 anterior lo poderos plasnar en el siguiente dia-
grana. 
PLANTEAMIENlO DEL PlU3.I..E& 
a) Recon:x::inÍiento de loshech:>s. 
b) Descubrimiento del problema. 
e) Fbnrulaci6n del problema. 
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crNS'l'RlJCX:Irn DE UN M:)DEID TIDRICD 
a) Selecci6n de los factores relevantes. 
b) Invenci6n de las hi¡X5tesis centrales 
y de las suposiciones auxiliares • 
. _'--'---
e) Traducci6n matarática. 
Diseñ:> del Exper:lmanto 
Predicci6n de resultados 
Ejecuci6n del Exper:lmanto 
Elaboraci6n de los datos 
Planteamiento de nuevas 
hi tesis 
FIGURA 3 . 3 . ME'lUXl CIENITFICD. 
s 
i 
Redefinir hip6tesis 
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I\)r tíltinD, debalDs enfatizar que el nétodo cienilii 
ex:> tiene la inconveniencia de que ID tara en cuenta la diferencia e-: 
pistatDl6gica existente entre las ciencias fisicas, biol6gicas y 00-
ciales. As! p:lr ejarp10, refiri&xbIDs a la figura 2 . 3, una nanera -
de visualizar el nétodo cieniliiex:> ¡ara las ciencias físicas será: 
Cbnstrucci6n 
de ex:>nceptos Reoon:x:imiento Observaci6n Inducci6n 
FIGURA 3 . 4 . El nétodo cientlfiex:> aplicado a las ciencias 
fisicas . 
Deducci6n 
Fs decir, todo 10 que aqu! haros diclD acerca del ~ 
todo cieniliico es válido en general, pero al aplicarlo a las diferen-
tes ciencias existentes, deberE!lDS tarar en cuenta 13. diferencia epis-
tE!lDl6gica que hay entre ellas. 
Existen otros nétodos del comeimiento, los cuales -
E!l'lUIlerarE!lS en fonna scmera: 
3.5 ~ 2.-~todo experi!rental. (Autor Bacon) . 
En el sentido estricto de la palabra, el nétodo experi!rental 
consiste en sooeter un sistema material a ciertos est1lru1.os 
y en observar su reacci6n a estos ¡ara resolver alg(in probl~ 
ma sobre la relaci6n estlitulo - respuesta. 
65 
30503 0- ~todo hipot~tico-deductivo. (Autor Popper). 
Es el prcx:edimiento que consiste en desa=llar una teoria 
arpezando por formular sus puntos de partida o hip:Stesis b! 
sicas y deducierrlo luego sus co11secuencias con la aytrla de 
las subyacentes teorías formales o 
Postulados del m!ltodo hipot~tico-deductivo: 
i) - Hay una clara distinci6n entre descubrimientos y justifica-
ción o prueba, y forman dos partes separadas del pensar o 
ii) - ID que genera la a=i6n cientlfica está por descubrirse, no 
de la obtenci6n de datos, pero sí de una preconcepción ima-
ginaria de lo que puediera ser la verdado 
iii)- El m!ltodo hipoMtico-deductivo provee una teoría de incenti-
vo especial, nuestras observaciones no caen nada res en el 
rango de lo observable, están conf.inadas a aquellas inclui-
das en la hip6tesis bajo investigaci6n o 
iv)- Tambi~ permite la rectificaci6n continua o ajuste sobre la 
marcha de hip6tesis merliante el prcx:eso de retroalirnentaci6no 
v)- Si la investigaci6n científica nos lleva a resultados erro-
neos, significará que supusinos mal, o tomanns un punto de 
vista erroneo o una opini6n malinterpretadao 
vi)- la suerte, inaceptable en el razonarrúento inductivo, tiene 
alDra sentidoo El a=idente fortuito satisface una esperanza 
previa, sin :inp:>rtar que tan vagamente haya sido fornulada o 
vii)-
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El nétodo hipo~tioo-de:lUctivo da la ~rtancia debida a 
105 prop6sitos cr!tioos de experimentaci6n. Es frecuente el 
IJS) de experimentos con el prop6sito de eliminar posibil~ 
des y 00 para aumentar la cantidad de :in:fonnaci6n. 
En la mayorta de 105 estudios del nétodo cieniliioo se cita 
la "experimentaci6n" CCIID algo esencial . Pero desafortuna-
damente la experimentaci6n, en el sentido estricto, 00 es 
posible llevarla a caI::o . En la iIx1ustria, por ejarplo, una 
~ 00 fOl3de oorrer el riesgo de fracasar al llevar a 
caI::o un experimento que se espera sea exitoso. O en activ;!;. 
dades p(lblicas caro la industria petrolera, sistanas de ri~ 
, go, sistaTas de generaci6n de energía, etc. , serta ~si­
ble llevar a caI::o etapas de experimentaci6n. Es llUY raro 
encontrar un sistara total en el cual p.1eda llevarse a caI::o, 
IIor 10 tanto deberá usarse un nétodo de investigaci6n que 
00 inplique experimentaci6n sobre el sistara total . El in-
vestigador de operaciones deberá oonstuir representaciones 
del sistema y su operaci6n, esto es, deberá oonstruir l1Pde-
los y sobre ellos realizar la investigac.i6n. 
I\odr1axros considerar las siguientes etapas en un pn>yecto -
de ' I .O. , y aunque usua.lrnente se inicia en el orden enurera-
do, por 10 general 00 tenn;l.na en ese mifiIP ordén. 
De hecro, cada fase pn>cede oonna.lJrente hasta que se tenni-
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na el proyecto e interacciona en foma rontinua ron las o-
tras o 
Para estar arorde ron la siguiente descripci6n de estas e~ 
pas, podemos decir que la investigaci6n de operaciones es 
un procedimiento analítico, aplicado a la soluci6n de probl~ 
nas ron el objeto de ayudar a las organizaciones en el pro-
ceso de la toma de decisiones o EntDnces, un proyecto de l. 
0 0 incluye las siguientes etapas: 
1)- Definici6n del problema. 
Esta fase requiere de una clara definici6n del problema, lo 
cual sugiere tres aspectos principales: 
Una descripci6n exacta del fin u objetivo del estudio o 
ldentificaci6n de alternativas de soluci6no 
Reconocimiento de las limitaciones, restricciones y requer:!,. 
mientos del sistarao 
Inélependientarente del necesario dominio de las tlk:nicas ~ 
tatáticas que utiliza la 1 00 01 es necesario poseer una hab:!,. 
lidad (inclusive arte) en la construcci6n, fonrulaci6n, rran.:!:. 
pulaci6n y análisis de modelos natemátiros que nos represen-
ten la realidad, siendo esto precisamente la esencia del e:: 
foque de la 1000 Es la ccntrapartida o el equivalente del 
laboratorio experimental en las ciencias físicas o 
El ronstruir un nodelo nos permite plasmar las oomplejida-
des y posibles inseguridades que involucren un problema de 
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tara de decisiones en un marco 16gi= -fácil de analizar. 
Tal lIPdelo esclarece las alternativas de decisi.6n y sus e-
fectos anticipados; indica los datos que resultan relevan-
tes para el análisis de alternativas y IDS lleva a =nc1u-
ciones infonnativas. 
2) - Cbnstrucc:i.6n del lIPde10. 
Deperxtienck> de la definici6n del prob1ara se veda CIBl. 110-
delo 10 representa adecuadarrente . Si el lIPdelo final se a-
justa a alguno de los ya =nocidos, entonces se res:>lverá 
aplicando las técnicas apropiadas. Si este ID es el cas:>, 
se puede hacer uso de las técnicas de s:inu1aci6n o de IlOde-
los heuristi06s. 
3)- Soluoi6n 'de1I1Pde10. 
En el caso de lIPde10s matanáti=s se uti1izarán ,técnicas de 
optimizaci6n para obtener lo que se deranina "s:>luci.6n 6pt! 
na" . Si se usa la s:inuJ.aci6n, entonces el =ncepto de opt! 
mali.dad no estará definido ya que la simll.aci6n IDS permite 
=mcer el cq¡portami.ento del sistana bajo ciertas cnndicie. 
nes . La s:>luci6n en este caso será una eva1uaci6n a~ 
da, y la aplicaci.6n de análisis de sensibilidad (Cambio en 
las oondiciones dadas) es rec:x::rneOOab1e. 
'.' 
4)- Prue!la,deva11dezdel lIPdelo . 
Un rrodelo es válido si, a pesar de ser una representaci6n 
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simplificada del sistema, puede dar una predicción confia-
ble del carp::>rtamiento del sistema y esto se puede saber en 
base a una serie de predicciones de tiro 16gico o de acuer-
do a experiencias similares . 
5)- Implementación de resultados finales . 
Esta fase consiste a'1 transfonnar los resultados en instruc 
ciones de operación detalladas. Tales instrucciones deberán 
ser claras y adanás estar en lenguaje sencillo tal que sea 
ccrnprensible al torrador o torradores de decisiones los cuales 
administrarán y operarán el sistema una vez ya implantado . 
Estas cinco etapas se muestran en la figura 3 . 5. 
cada etapa es parte importante en el proceso de solu-
ción del problema, aGn en la construcción del modelo, la cual es la -
culminación de una extensa investigación preliminar. 
Existen dos puntos que deberos enfatizar: primero, -
el procedimiento aquí descrito es recursivo. En el proceso de cons-
trucción de un modelo y examen de sus características, los puntos de 
vista y reacciones de las personas involucradas en el sistema deben 
buscarse constantement.e, y Ccm::l resultado, el investigador a rrenudo d~ 
be modificar sus propias i.deas acerca del comportamiento del sistema . 
ID que en un rromanto determinado se ha crel:do que son las restriccio-
nes en un sistema, puede ser completarrente reexaminado. El corrJCimi.e:: 
to y f'.ntendimiento del problema se va transformarOO de superficial a 
profuOOo. 
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El ínve?tigado~ ~ peqqe,r;;tp :la :r;eQe,fW'g~n de;¡. q;t~~, ~" 
truir elm:xiel,o y quízá~ aÜP redeJ;:tn;i::r: el ~b:l~ m~ y lo~ Ql?j~ 
tives del e~ioo Este proceso recur~;L'IIO debe. ocm~ tJ¡I,~ta ~ 
el npdelo propuesto ~ ajuste a 10 que tan.to el aqu;!fO ;b1~¡'pl,f 
nar:io = el tanador de dec~;tone$ a:ms;tde,ran :Lo ··nás· ~ a :La 
:r;eal;tdádo 
El ~ punto eS' que :l¡i ~~!\C#$n de AA ~:Luc;tl1n 
a un problana ro s;tgnifica el f;in de:L proyecto de r,o!1 la p:r;u$ r.~ 
nal de una soluc:i6n e~tá en su ;inplerentaci6n y el papel de ;¡:n~% 
dar de Ope.racione~ en este punto es de,f'.;i:n;i:t;tyamente esenc:ia:l, E$t:o 
no qu:iere dec;Lr que un proyecto de l. O, que ro pt;OP9.l1Cione UI'lil ;tnte¡;" .. 
pretac;t6n tangible sea un fracaso. Un pt;Oyecto puede ~ en Ul1!'\ 
soluc:;l.6n que debe e¡¡pe,r;ar a que ~ presenten las a:lM;i:c;l.'Ones p;z;op;icias 
r.avorables para su ;inplerentac;it5n; o b:ien puede reaf;i.I:mar la situactón 
orig;inal de,}, s;t~tanai o puede oonf,i:,rJr,a:r la n~;i:dad d.e ~ nue.-· 
voS problana~o Pe,ro es la ;inplerentaci6n de una propuesta. y su ~;I.,.. 
l;tdád para so¡:o~ las ;reacc:iones de su~:i? ~ente '1 :la ewsi6n 
del tienpo lo que ros dá la mejornalida del éxitp. 
La pa:rt:tc;tpac;it5n del ;tnve~ti9ad.or de qperac:i.'ones en 
la ;inp:Lerentac;i.6n de :La soluc;t6n alnpdelo pt;Opue~to ro 50;1.0 ¡¡,segura. 
que cualqu:ie:r; problana o dWa que surg;i.ese pueda :oerrrane~ada ¡:or :la 
person¡l direc~te a~:iada con el d:,i:sei\o Y so:Luci6n delllPd.e1,o r~ 
~:imentaci6n a col;i:o plazo 1, pepJ tambt-~ ofrece al ;tnves~do:r 
de operac;i.one~ una expert-encia ;i.mled:iata en a~tos p~ct.icos que :le 
aytxW;án en futuros proyectos (ret:,roa:l:imentac;t6n a :la:t"90 p:laoo 1 • 
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El ejemplo visto anteriormente sobre el enfoque de sistemas sirve al 
Depart:ar!ento de Sistemas de l a UAM-AzcaFOtzalco para ejemplificar la 
metodolog1a de la l eO. Inclusive escuetamente señalamos el modelo~ 
puesto y sus t&:nicas de soluci6n e 
Vamos a describir en la siguiente secci6n una metodolog1a general que 
tona en cuenta todo lo hasta aquf visto. 
3 0 6. Proceso estructurado , 
. 
El proceso estructurado para la soluci6n de proble-
mas de planeaci6n y operaci6n de sistemas hace uso de los conceptos 
que haros venido manejando y, bajo e l marco del método cientifioo, -
se proFOne para resolver en f orm3. rrás razonable los diversos y ccm-
plicados problemas que la dinámica del mundo actual nos impone. Di-
cm proceso se ha planteado con la finalidad de tener una metodolog1a 
general que pueda aplicarse a cualquier problema en el ámbito de los 
sistemas o Esto es, pretenderros aplicar dicha metodolog1a a t.odos a-
quellos problemas que el misno proceso encuadra en dos grupos, los de 
planeaci6n y los de operaci6no En f orm3. esquemática los poderros vi~ 
lizar de la siguiente manera: 
ProBLEMAS DE 
SISTEMAS 
OPERACIONES 
PlANEACION 
CREACION 
EXPANSION 
(1) 
MUNDO REAL 
Datos Irúciales 
Descripci6n de Objetivos 
Identificaci6n de alter-
nativas 
72 
I 
t 
I 
, 
MUNDO ABSTRACTO 
Reoorxx:imiento, limitacio- t---+---I.,. 
nes, restricciones y requ~ Construcci6n del loDdelo 
IIrplaoontaci6n 
s í 
I 
I 
, 
, 
Soluci6n del loDdelo 
, s 
W-~'r---______ -J1 
, 
• J 
I 
I , 
. Redefinici6n del loDdelo 
Figura 3 o 5. Procedimiento de la rnvestigaci6n de Operaciones. 
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los problaras operacionales se presentan en aquellos sistaras, que e~ 
tando en operaci6n, presentan necesidades de rnejor1a en aquellos ele-
mentos que de alguna manera no penniten o dificultan la funcionalidad 
para lo que fueron =eados o 
En los problaras de planE'.aci6n se presentan dos casos, aquellos en los 
que el sistara no existe en forma material, por lo que necesariamente 
la planeaci6n parte de una idea o una necesidad para crearlo. 
El otro caso se plantea cuando se trata de la expansi6n de sistaras -
ya existentes, en l os cuales en corto tienpo presentarán su rráxima c~ 
pacidad de desarrollo. 
El proceso estructurado básicamente consiste de una serie de etapas 
a seguir, en las cuales tratamos de normar una orientaci6n racional y 
práctica para resolver los problaras anteriormente descritos. lib se 
pretende con esto asegurar que dicho proceso sea la panacea que nos 
permita resolver con el 100% de efectividad los problanas de esta ma-
nera tratados o Fbr lo tanto, los siguientes puntos a continuaci6n ~ 
presados, aunque son consecuencia de la experiencia de varios espec~ 
listas en el campo de los sistanas, pudieran ' adaptarse o modificarse 
de acuerdo al problana, la experiencia y el criterio 'del analista o 
grupo de ellos que que asi lo consideran, 
PR:X:ESO DE SOLUCION 
Problanas de Planeaci6n 
Ubicaci6n: GEográfica, Sectorial 
Fijaci6n de Objetivos 
An.'ilisis 
Diagn6stico 
Evaluación del M3d,to 1lmP;iente 
Generación de Opciones 
Evaluaci6n Ex-Ante 
Selecci6n 
Problanas de ~ación 
Ubicaci6n: Geográfica, Sectorial 
Fijación de ~jetivos 
Análisis 
Evaluaci6n Ex-Post 
DiagnOstico 
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Generación de Opc;i:one¡; Co~tiva,¡l' 
Ev'aluaci6n, Ex-Ante 
lnpl¡mtac;i6n 
Cbnt:l:'ol 
En lo que ¡¡;i.gl.1e, ~. d~~~1in llr~te la¡; d;i.ferente$ etapa¡;' del 
~io el'~ado. 
Ub;tcaci6n, ... Por un :lado, e¡; !1f"'"'ewmia la :local;iza,ci6n geogrliftca en 
dome ~ genera el p¡::ob:lana; y fX)r otro, la local;izac;i6n del ¡;ist.ar.:l 
en el oontexto del sist.ar.:l econ(r¡¡j:oo, es decir, y de¡;lem;te¡ü) del ni 
ve! de de:;ag¡;egaci6n que se desee, deQenos situar el s~ de ~ 
dio, en <ilgl1n sector, ~tor o rallO!, de a.cq..'vid<ld ecc>rÓt\;i:ea. 
De tal ~a que se tengan presentes las ;repe.r~;iones que ¡;QQre o-
tro¡; si.st.ar.:Ia, causa o causará, deb;ido a las ;interrelaciones que ~ 
dan entre s1.. 
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ci6n y rolllfOnentes del sistema. En esta etapa se requiere indagar, 
investigar, seguir el =so de acci6n de cada corr~)(:>nente y corro se 
relacionan entre s1. 
Evaluación Es- Post. - Es la CXJmparación de las flIDciones y resulta-
dos esperados del sistana, cuando fue ideado, ron aquéllos que en r~ 
lidad están sucediendo, dicm de otra manera , si el sistana est1Í en 
operación, la evaluación ex-post proporciona indicadores que penniten 
lID juicio de si el sistema cumple con l o s fines para los que fue crea 
do. 
Diagn:Sstico.- Es la identificación cualitativa y cuantitativa de l a 
presencia o ausencia de irregularidades en lID sistana , 
Identificación de opciones ro=ectivas.- Es rrostrar las posibles al-
ternativas de solución, a aquéllas irregularidades o deficiencias pr~ 
sentes en el funcionamiento del sistana. 
Evaluación Ex- Ante . - Evaluar my, lo que puede suceder en el futuro 
para cada una de l as acciones rorrectivas. Esta evaluación pennite 
ronocer antes de ln'plantar alglIDa de ellas, la efectiVidad en el fun-
cionamiento del s i stana, antes de con=etarla f1-sicarrente . 
Selección. - Consiste en considerar la opci6n u opciones óptirras de -
entre las respuestas. 
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1lt1?l,a,ntactOn. '"' ~ p;¡ne.r en n¡arclla, la~ opc;i:o!lEl{l $eleccwl1P,dá\>. E¡¡1;:o 
.impUca, IlnlChas vecea, camb;f.os en la ~ qel,sJ~ 00lP p.t-
cUeran ser eUllIinaci6n o ad..t.c;t6n de act;tvídades, ~s, o¡:-<;¡an:i.za~ 
ct6n, etc. 
Cbntrol . ,", Constste en ~:j:ftca1: y ~ los resu1,tadQs de,}. $~ 
. ~ . 
ma, con los p;revtstos en la opc;i.6n $elecc;f.onada, \ll1P. vez que (!sta se 
haya puesto en o~ac;i.6n. 
1. AKCOf.F, R,:r... "SctenUfic Metrod~ Eil. . Wt1ey & SOns, .196.2 .• 
2. Al<cm'F, R.L. "'lbwards a $ystanS. of ~ans Concepts1'. ~genEl':' 
m;mt Sctence, ~1. 17, N:> . 11, 1971, pp 661-671. 
3. AK<X\Fr, . R.L. Y ~nm:, M. W. "~tos de la ;IJJvesttgaci6n de 
C\leractones" . Eil.;tt. IJnu.1sa, 1975. 
4, CllUlQlW\N, . C,w. "El Enfoque de stsb:m'ls". Eil.;tt. D;tpna • .1973. 
5. ~, . C.W. "A ~ttique of tne Systans 1Ifp;roa.cn to SOC;ta! '"" 
Ql;ganizat;ton Systans Cbncep~". Lectures on Cb!1~rany }\pproa 
ches 1;:0 Sys1:ems. Miles Ra1ph F. JI; . Eil.. w;Uey & Sons. H73 f pp, 
.191-105. 
6. GEU1I\N, Q.',l. "Fo¡:mali.zation of Mathemt,l,'cal, Mxle,il;i:ng ProceS$'~ 
aa One of the ways o!! Bu;il,d;i:ng the General SYSt.EJrl$ "nleo;ry" , ?r2. 
blans oj'; Logt'C an Metmdology of Gene!;al Sy:;tans 'lheory. ').bili .. 
si, .1967. pp. 25-29. 
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/ 
CAPITULO IV 
/ 
PIDGRAMACIOO LINEAL 
4.1 0 Optimizaci6no 
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La optimización consiste.en la maxirnizaci6n o rnin~ 
zaci6n de una funci6n de una o varias variables, la cual está sujeta 
a una serie de restricciones en estas mismas variables o 
Un problema particular de la optimizaci6n es la oos-
queda del 6ptino (máxino o mínino) condicionado. Este problema con-
siste en la maximizaci6n o minirnizaci6n de una función linE'.al de va-
rias variables sujeta a restricciones lineales en estas mismas varia-
bIes o Este problema que ha recibido el nombre de ProgramaCi6n Lineal, 
es el caso simple de toda una clase de ¡;roblemas análogos, agrupados 
bajo el nornbre de programaci6n matemática, en los cuales la función a 
optimizar as1: = las restricciones a que está sujeta puedE'.I1 ser fun 
ciones algebráicas de cualquier grado. 
ros problemas de 6ptinos condicionados no son nuevos, 
ya los grandes mataráticos de los siglos XVU Y XVIII tales caro N:w-
ton, Leibnitz, Lagrange, Bernoulli, etc " , los cuales desarrollaron el 
cálculo infinitesimal as1: = el cálculo de variaciones aportaron una 
solución generaL En la siguiente subsecci6n veraros algunos rrétodos 
generales de optimización, y en particular el de Lagrange, aplicados 
a funciones más generales que las lineales, = es el caso de funcÍD 
nes y restricciones no lineales. El objeto de esta presentaci6n es 
solamente informativa y además proporcionar al lector. una idea más g~ 
neral de la programaci6n matemática de tal manera que al terminar de 
estudiar la presente obra tenga un criterio de oamparaci6n de la p~ 
gramaci6n lineal. Sin embargo el lector puede emitir el estudio de 
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la subsecci6n 4. 1.1 s;i.n pfu'dida de oontinuidad. 
4. 1.1. <?ptimizaci6nclásica • . 
VéIIlOS a descril:>ir breyanente loSm§t:cd:ls clás;i:cos de 
cálculo para eno:>ntrar una soluci6n que max;imice o min:imice a: 
i. Una funci.6n de una rola variable. 
ti . Una funci.6n de varias variables. 
iti. Una funci.6n de varias var~les sujeta a restricc:iQnes so-
bre estas var~les . 
SupondrBlDs que las funciones consideradas poseen pr:iIrera y segunda 
derivadas y derivadas parciales en todas partes. 
i. Funci.6n de una rola variable. 
ConsiderB!DS una funci6n de una sola variables, tal Y = 
la que Ill.1estra en la figura 4.1. 
MDc:ino globa 
f(x) 
M!nino global 
Figura 4 . 1 . Funci.6n que oontiene varios m'ixinos y nWUnos. 
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Una condición necesaria para encontrar una solución pa r -
* 
. ticular X·X , el cual será un mínimo o un máximo es que 
df(x) • ° 
dx 
* en x·x 
En la figura 4 . 1 hay cinco puntos que satisfacen esta 
condición, los cuales llamaremo s pu~to s críticos. Para obtener 
más información acerca de esto s c inco puntos críticos deberem os 
examinar la segunda derivada, pero antes definamos los concepto s 
de función convexa y función cóncava. 
Una funcón de una sola varible e s convexa, si para cada 
par de valores de x, digamos x' y x" s e tiene: 
f[ax' '+(I-a )x'] ..:. a f(x' ')+(l- a )f(x'), a ELO,l] ( 4 . 1 ) 
La función lerá estrictamente conve xa si en la expresión 
(4.1 ) podemos reemplazar la de s igualdad (2 ) por desigualdad es-
tricta «) . 
Una función c óncava se def i ne , para un a función de una sola va-
riable, como sigue : 
f[a x"+(I-a)x'] ~ af( x ' ') +( l- a )f( x '), aE [O,l] ( 4 . 2 ) 
donde x' y x " constituyen un par de v a lores de x . Si en la ex-
presión (4.2) reemplazamos la desigual~ad (~) por desigualdad es 
tricta ( » t endremo s una función estr i ctamente cóncava. 
Estas definiciones las podemos ilu s trar gráficamente. Consider~ 
mos la gráfica de la función f (x). En t once s los puntos (x ' ,f( x '» 
y (x",f(x"»pertenecen a la gráfi c a de f(x ) y[ax"+(l-ajx', 
af(x" )+(I-a )f(x') 1 representa todos los puntos sobre la linea 
recta que une a aq uellos puntos cuando O < a < 1 tal y como se 
muestra e n la figura 4. 2. 
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f(X¡ 
--
f (X' ) 
- --
1 
• 
~------------~----~-----------i" x x' X" 
Figura 4 02 Representací6n gráfica de una 
funci6n a::mvexa o 
Observatos en la Figura 4 o 2 que la desigualdad, en la 
definic;i.6n de func.i6n =nvexa, ~ca que el segrrento de recta que une 
a los puntos de c=rdenadas (X', f (X') ) y (X" , f (X' ') ) es~ total~ 
mente =ntenido dentro de la gráfica de la func;i:6n f (Xl, Y f (Xl será 
convexa si su =ncavidad es hacia a=ibao Esto es, si f(X) ¡:osee se-
gunda der,ivada en todas partes, entonces f(X) será =nvexa si y 8610 
si. ~ ~ O para todos los valores de X en los cuales f (X) 
está def,inidoo S:iJn,ila,rmente, f (X). es estr;i:c~te =nvexa cuaróo -
2 
d flX) >0 (]X2 . 
O:np e~ fác;i.l o~ de ;l,o ante,r;i:o;r, ),Q "oontrar,io" 
de u.na func:j:6n · 00Il',IeXa es una funci6n ""ncava o Fo:oralmente f es una 
fwlc;i:6n dSncava s;j. -f es una funci6n =nvexa o 
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En base a los supuestos hecoos de concavidad y con-
vexidad, poderos garantizar que los rráx.ilTos o rnfu.ilTos son globales o 
En el ejemplo referente a la figura 4 01 poderos de-
cirque x* será un TIÚninD local si f (x) es estrictamente convexa en una 
vecindad de x* o Similannente, x* será un rráxinD local si f (x) es estri~ 
tamente c6ncava en un una vecindad de x* o Esto es, poderos . resumir lo 
anterior de la siguiente nanera: 
i . MfuinD 
Condící6n necesaria: 
Condici6n suficiente: 
df(x) 
dx 
= O 
>0 
ti . ~.ilTo 
2 
Corrlici6n necesaria: df (x) = O 
dx 
2 
Corrlicwn suficiente: d f (x) .> O 
dx2 
para x .:::::. x* o 
para x = x* o 
para x = x* o 
para x = x* o 
S' d f(x) 
1 2 = O en x = x*, el problana de encontrar el rráxinD o el IlÚni-
dx 
!lO de la funci6n no estará aOn resuelto ya que x* puede ser un punto de 
inflexwn y será necesario examinar derivadas de orden superior para ~ 
der detenninar el rráx:lrro o el rnfuinDo 
Refiri1mdonos al caso de la fígura 4 0 1, para encon-
trar el rnfu.ilTo global, esto es, encontrar x* tal que f (x*) ~ f (x)Yx, se-
rá necesario ccrnparar los mfu.ilTos locales e idp.ntificar aquel que pro-
p::>rcíone el rn!nlnD valor de f (x) Q En foI!ll3. análoga encontrar1:anos el 
náxínP global, esto es, ccrrpararfaJros los rráx.ilTos locales i ídentifica-
rfaJros aquel que prop::>rcione el rráxinD valor de f (x) o 
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El análisis para una funci6n irrestricta de varias va 
riables f (x l ,x2 ' •.. ,xn ) es similar, ' esto es: 
Condici6n para un mínimo o un máximo: 
af (x1 ,x2 ' ..• ,xn ) · 
ax. = O en (x1,x2, ... ,xn)=(xi'x~, .•• ,x:;), i=l, •.• ,n. 
1 
Condici6n suficiente para un mínimo: 
Condici6n suficiente para un máximo: 
También será similar al caso de una funciÓn irrestricta 
de una sola variable la localizaciÓn del mínimo y del máximo globa-
les. 
Consideremos ahora el caso de encontrar el mínimo o el 
máximo de urta funciÓn de varias variables, sujeta a una serie de res 
tricciones, esto es: 
sujeta a 
donde m < n. 
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Un procedimiento clásico para solucionar problanas 
de este ti¡:o es el retodo de lagrange e l cual consiste en utilizar las 
propiedades de cálculo diferencial para obt~er el 6ptimo en ciertas -
clases de problanas de programaci6n matemática. 
la utilidad del retado de lagrange 00 radica tanto en 
su facilidad de manejo, sine en la informaci6n adicional que pro¡:orcio-
na, la cua1. es de mucha utilidad para interpretar el problana desde el 
punto de vista ecoráni= Q 
El problema de obtener el 6ptimo de una funci6n, de 
acuerdo a un conjunto de restricciones, s e transforma mediante el rete. 
do de lagrange, en la obtenci6n del 6ptimo de una funci6n sin restric-
ciones, df>..naninada la Expresi6n de Iagrange . 
El teorema de KuIm - 'fucker danuestra que bajo de~ 
minadas condiciones, los valores de las variables que identifican e l -
punto náximo de la funci6n objetivo original, de acuerdo con un conjU!:. 
to de restricciones también identifi~an el punto náximo de la ExpreSi6n 
de Iagrange correspondiente. Su¡:onganos que el problema original es: 
Max:imizar z = f (x) 
sujeta a 
g . (x) > b 
, 1. 
x.> O 
J -
i=l, o o o ,ro 
j = 1, ••• ,n (esta =ndici6n 
puede 00 ser necesaria) • 
El, proced:imiento para definir la expresi6n de Iagr~ 
i. Para obtener un máximo" ,todas las restricciones se expresan 
...... , 
en la forma g. > O. (Para obtener un DÚnimo, g. <, O). 
, 1 - " " ,1 ' -
ii. Cada expresi6n gi se multiplica por un parámetro (multipli-
cador de ',Lagrange) A. Y se suma a .la,',funci6n 'obj.etivo. , .Por 
, l ' 
lo cual el problema modificado, empleando la Expresi6n de 
Lagrange será: 
Maximizar L(x,A) = f(x) + A (b-g(x) ) 
x > O, A > O (pueden no ser necesarias). 
donde 
T X = (x1 ,x2 , ... ,xn ) 
AT = (A¡,A2, ... ,A
m
) 
bT = (b1 ,b 2 ,···,bm) 
y en su forma desarrollada el problema quedará: 
m 
+ 1: )..(b.-g.(x1 , .•• ,x ) ) i=l 1 1 1 n 
Las cond±ciones que caracterizan a un máximo o un mínimo de L y 
por lo tanto de f son: 
1. Condiciones de primer orden (necesarias). 
Las derivadas parciales de L con respecto a las m+n varla 
bles independientes (x , ... ,X
n
,A 1 , ..• ,A m) son iguales a cero, es 
to es: 
aL 
aX j 
aL 
~ 
1 
= O, j=l, ... ,n 
= 0, i=l, ... ,m 
A partir de la expresi6n de Lagrange, en notaci6n vectorial, las 
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condlcl0nes de primer orden son: 
a 1< ir ax L(x ,/\ ) =: 
a 1< * * aA L(x ,h ) = b - g(x ) = o 
es decir q u e 
d * 
-- g(x ) dX. 
J 
j=l, ... ,n 
l': 
b.=g.(x ) 
1 1 
i=l, ... ,m 
La solución a este sistema de (n+m) ecuac iones con (m+n) inco& 
nitas conduce a un punto crítico de L(x,h) y por lo tanto, a 
un punto crítico de f (x) . 
Cuando el punto crítico es un máximo o un mínimo, las primeras 
n condiciones indican que en el óptimo, el gradiente de la fu~ 
ción objetivo es una combinación ponderada de los gradientes 
de las restricciones . Los coeficientes de ponderación son pre-
cisamente los multiplicadores de Lagrange . La s últimas m condi 
clones son las restricciones originale s y determinan que la so 
lución óptima x 
;': 
pertenece al conjunto de soluciones factibles, 
1: 
esto es , que x satiBface la s m restricciones. 
11. Condiciones de segundo o"rden (suficientes). 
La matriz Hessiana de la expresión de Lagrange, co-
mo la de cualquier otra función, está constituida por las se-
gundas derivadas de sus m+n variables , ordenadas secuencialmen 
te como sigue: 
HL(x,h)= r"a 2L a 2L a 2L 
ax2 ax dX ••• ax 1 dX n 
1 1 2 
a 2 L a 2 L a 2 L 
ax ax ax2 ••• ax ax 2 1 • 2 n 2 
a 2L a 2L a 2L . 
dX n ax ¡ dXnax2 ... ax2 
n 
- --
a 2L a 2L a 2L 
d>'¡dX¡ a>'¡dX2···a>'¡dX 
n 
a 2L a 2L a 2L 
aX 2ax¡ ax 2 ax 2 .•. a). 2 ax 
. n 
a 2L a2L a 2 L 
aA ax ¡ 
'- m 
aA Clx ···a>. ax m 2 m n 
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8 2L 
dX aA 
1 .1 
a 2L 
aX2 aX 1 
a 2L 
aX
n 
aA ¡ 
d2L 
a>.2 
1 
a 2L 
aA2a>.¡ 
a 2L 
dAmaA ¡ 
a2L 
ax a>. 
,1 2 
a 2L 
aX:2aX 2 
a2L 
aX
n
d>'2 
d2L 
aA¡aA 2 
d2L 
d).2 
2 
a2L 
dA
m
aA 2 
ax dA 
n m 
Se obtiene de esta manera, una matriz cuadrada de m+n 
renglones y columnas, que además es simétrica (debido a la hipótesis 
de continuidad y diferenciabilidad pe las funciones) .Podemos obser-
var que el menor principal de orden n consiste en la matriz Hessiana 
de L, cuando A se considera constante, es decir, cuando L es interpr~ 
tada como funci6n de x dnicamente. Por esta razón, la Hessiana compl~ 
ta de L se conoce como la "Hessiana limitada". 
Observando que L es una función lineal de las Ai ,(i=l, ••• ,) , 
podemos concluir que la submatriz inferior derecha de orden m es una 
matriz nula. Además recordando que la derivada parcial de primer orden 
de L con respecto a Ai (i=l, .•• ,m) es precisamente la restricción i-ési 
ma, tenemos entonces que los elementos de las dos submatrices restan,-
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tes,"" contienen las derivadas de cada" r "estrioción g" (i=l, • . . ,m) con 
1. 
respecto a cada variable x"' j=l, ••• ,n. Es decir 
J 
Vi,j. 
Esta expresión corresponde al Jacobiano de las fun-
ciones gi (x), que se encuentra en su forma directa en la submatriz 
inferior izquierda de dimensión nxm. En forma compacta, la Hessia -
na limitada se expresa: 
HL(x,h} = [HL(X} 
Jg(x) 
Intercambiando el orden de renglones y columnas pa-
ra obtener como submatriz superior izquierda, una matriz nula de 
orden n y como submatriz derecha la Hessiana de L cuando A es con 
stante, se obtiene: 
HL(X,h) = Jg (x) ] 
HL(x) 
Nota: Se han intercambiado 
en total 2xmxn renglones y 
columnas por lo cual el s~ 
gno de la Hessiana limita-
da se preserva. 
La expresión anterior estA en función de las variab-
les Xj ' (j = l, ... ,n) del problema original, unicamente. 
Se puede demos1:rar que cuando m < n, las condiciones 
de segundo orden estAn dadas por el signo de los n-m determinantes 
de los menores de orden m+l a n, definidos como sigue: 
H k es el menor que contiene los primeros 2m+k renglones y colum-
m+ 
nas. es decir. que el tU tiino elemento de la diagonal principal es 
Para un máximo las condiciones de suficiencia son: 
Signo det (H
m
+k ) ~ signo (_l)m+k Vk ~ 1.2 •...• n-m. 
Cuando se desea obtener un máximo de una funci6n L de 
varias variables sin restricciones. tal y como es nuestro caso. 
para que las condiciones del primer orden identifiquen un punto 
máximo. se requiere que L sea c6ncava en la vecindad de tal pun-
to (x*.A*). Esto se cumple si la matriz Hessiana de L(x*A*) es 
definida negativa. es decir 
(Óx.ÓL)T HL(x*.L*) (óx.óL) > O V (X*.A*) '1 O. 
Análogamente. un mfnimo se caracteriza cuando la matriz de HL es 
definida positiva. esto es 
(ÓX.ÓL)T HL(x*.L*) (óx. óL) > O V (x*.A*) '1 O. 
y en este caso las condiciones de suficiencia son: 
signo det (H
m
+k ) "= signo " (-1) m+k. V k = 1.2 •...• n-m. 
Por Gltimo daremos una interpretaci6n de las condicio-
nes de suficiencia o de segundo orden. 
i. Las restricciones definen una regi6n convexa de soluciones 
factibles . 
ii. Para obtener un mfnimo (máximo) local. L debe ser convexa 
(c6ncava) en la vecindad del punto considerado. 
iii. Para obtener un mfnimo (máximo) global, las propiedades de 
convexidad (concavidad) de L deben ser válidas en toda la 
regi6n de soluciones factibles. 
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~jemplo 4.1. Obtener el máximo de la función 
Z = x 1x 2 + 2x1 
sujeta a 
Función de Lagrange: 
Condiciones de primer orden (necesarias): 
aL 
--- = X2 + 2 - 4A = o aX1 
aL 
aX2 = xl - n = o 
aL 60 4x1 2x =0 TI: = - - 2 
=> 
xl 
=> 2 
=> Xl = 
=> x* - (x* x*)T -_ (8,14)T 
- l' 2 
60-2x2 
4 
=> Xl = 8 
x 2 = 14 
A = 4 
=> ' (x*,A*) = (8.14;4) 
A* = A* = 4 
Condiciones de segundo orden (suficientes): 
HL= o 1 -4 -2 
-1- - - - -
-4 1 O 1 
-2 1 1 O 
Por otro lado, tenemos que es este caso m=l y n=2. 
Condiciones de segundo orden (suficiencia). 
m+k Signo det Hm+k=signo (-1) k varía de 1 hasta n-m pero 
n-m=2-1 => k=l. El menor Hm+k incluye los primeros 2m+k reng-
10nes y columnas, esto es, H1+1=H2 
det H2=det HL=O+8+8=16 
signo (-l)m+k=signo (_1)2 > O => 
X*=(8,14)T es un máximo de f(x). 
4.2. Algunos conceptos de Programaci6n Lineal. 
La programaci6n lineal se ha desarrollado a partir de los 
dltimos años, debido a la necesidad de encontraL4WéLoaos y téc-
nicas más eficaces, a la aparici6n de computadoras "de alta ve-
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locidad y a la incorporaci6n al estudio de la programación lineal de 
un gran nGmero de científicos. En 1941-1942 aparece por pr:iInera vez 
un problana de programación lineal en los escritos, el problana del 
transporte, el cual fue planteado en forna independiente por Kantoro 
vich, Hichcol y Koopnans. En 1945 Stigler se planteaba otro probl!!:. 
!la de programaci6n lineal, el problana de la dieta . En 1947, G. B. 
Dantzing fonruló en téoni.rv::>s !lat~ticos precisos "El Problana Gene-
ral de Prograrnaci6n Lineal" y en 1949 da a corxx:er el método simplex 
el cual resuelve este tipo de problanas. Es necesario hacer rotar -
que el método sñnplex conduce a varios algoritrros generales (los al-
goritrros prirral, dual, primal dual, de descanposición), los cuales pu~ 
den aplicarse bajo varias fornas (ordinaria, rev;i:sada, lexicográfica) 
y los cálculos pueden ast miSIO presentarse en OOS de un fornato dis-
tinto. Podaros mencionar a otros investigadores (!la~ticos y eco-
rnnistas) los cuales aislados o constituyendo grupos han oontríbuido 
al desarrollo de las diferentes ramas de la programaci6n lineal, si€!: 
do ellos W. Orchard-Hays, L. R.Ford, D. R. Fulkerson, DoGale, J o Von ~ 
man, A. W. Tucker, H. W. Kuhn, R. Garorí, P . W:>lfe, etc . Es interesante 
hacer rotar que a pesar del gran auge alcanzado por la programación 
lineal, sigue esta desarrollándose. A mediados de la d&:ada de los -
setentas apareci6 un nuew método de descanposici6n a base de facto-
rizar la !Jqse que ccrnputocionalmente resulta mudo nás eficiente que 
el método de descomposición tradicional de Datzing y W:>lfe . 
M!Ís aan, en 1979 un ma~tico sovi¡¡tico de 27 aros de edad, L.G. Kha 
tchian establece un nuew método de soluci6n de problemas de progr~ 
ci6n matanatica, incluida la programac;i:ón lineal, el cual s-e 
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basa en la teoría de de¡¡;i.gualdades Y pennite la ~luc;i.lSn de problenas, 
que oon el rrétoOO s.irrplex no ronvergen y ron elrrétodo de KatclUan <Xl,!! 
vergen en cuest;i.6n de unas cuantas roras, hac;i.eroo uso de la CCJIPlta.,. 
dora. En teoda de redes, en el problana de r ede¡¡ es~sticasa1ID qu~ 
da nruch:> p:lr hacer. 
Uno de los éISl"ElCtos ¡Ms :iJtIlortantes de la pro<JLdilii3Ción 
lineal es el relacionado oon SUS aplicaciones a diferentes raIli'lS de la 
c;i.enc;i.a. En general, las aplicaciones resultan de prop:lner un rrodelo .,. 
de p¡::pgramación lineal a las situaciones problan!í.tj:cas que se analiz¡ID. 
En algun::>scasos, la naturaleza misma del problana establece en fOII!la 
sencilla el rorresp:>ndiente rrodelo lineal . Sin antargo, existen otras 
en donde es necesario reestructurar el planteamiento o rrodelo orig;i.nal, 
ron el prop6sito de ~ una estructura lineal . la ventaja de este 
tlltjno enfoque es que p:ldaros usar la exhaustivarrente :inyestigada teQ... 
da de p¡::pgramación l;i.neal en el anUisis del TtDdelorrod;i.f:i:ca,do. 
Una fOII!la particular, a la que cualqu;i:er p.roblana li~ 
real puede ser transfoDnado, es la den::tninada foXJ(a e~, ~to es; 
sujeta a 
• 
• 
· 
(~l 
95 
variables a det~ donde j.=1,2, o •• ,m y j=1,2, ••• ,n. 
Una forna c::arpacta y usual de escribir (P) es; 
Min:irnizar z = cx 
sujeta a 
Ax = b 
x 20 
donde A es una matriz mxn; c, un vector hilera de n CCfl!XJnentes; b, un 
vector columna de m canponentes y x, un vector columna de n variables. 
Existen otras fornas de representar un problaua de p~ 
gramación lineal. As!, la función z puede max:irnizarse o minjlnj.zarse y 
los sigros de igualdad en cada una de las restri=iones pueden ser ma-
yor o igual ( ~) o de menor o igual (~), as! miSITP algunos ce<tp:)n~ 
tes del vector x pueden no estar sujetos a la condición de no negativi 
dad. Estas diferentes formas así caro la manera de expresar cualqu;i.er 
problEm'l en la forma estIDldar lo tratarem:>s con detalle en la sección 
4. 6 de este capítulo . 
4. 2. 1 . Función objetivo, actividades, recur-sos y restricciones,. 
IDs nodelos de programaci6n lineal frecuentaren te re-
presentan problenas de asignaci6n en los cuales recursos l:irni·tados son 
asignados a un namero de actividades. En términos de la formulación 
del problana de programación lineal (P) hech:> en la secc;i.6p 4 , 2, los 
ooeficientes c j ' a ij y b i Ci=l, • • • ,m; j=l, .o .,n) se pueden interpretar 
físicamente . Si bi es la cantidad disponible del recurso i, entonces 
a. . es la cantidad de recurso i que debe ser asi-gnada a cada unidad de 
1) 
actividad j . El valor por unidad de la actividad 
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Siendo más rigorosos, podemos decir que los bi 
(i=1, .••• ,m) representan las demandas del recurso i conviniendo 
que una demanda positiva (b. > O),es efectivamente, una demapda 
1. 
y que una demanda negativa (bi < O) representa una disponibili-
dad igual a -bi • 
Los c . (j=1, •.. ,n) son los costos sujetos a cada ) 
una de las actividades j puestas en un estado de referencia fijo; 
un costo positivo (c . >O) es realmente un costo, y un costo nega-) 
tivo (c . <O) representa un beneficio igual a -c .. ) ) 
Los a . . (i=l, .•. ,m; j=l, .•. ,n) representan las pr~ 
l.) 
porciones en las cuales la actividad j, pone en acción los m 
recursos i. Para que las notaciones anteriores puedan expresar 
indiferentemente que la actividad j consume o produce el recurso 
i, se obliga a considerar las a . . como cantidades algebráicas: 
. l.) 
a ij es positiva si j produce i, negativa si j consume i. 
Las x . (j=l, ... ,n) son las dnicas incógnitas del ) 
problema y significan "las intensl.dades" de las actividades j con 
sideradas en el estado actual respecto a las intensidades que es 
tas actividades tienen en el estado de referencia elegido. 
Todos los conceptos hasta aquf expuestos acerca 
de la naturaleza de b i , c j ' a ij y x j están referidos al modelo 
lineal (P) de la secciÓn 4.2 el cual es de minimización. 
La estructura matemática del sistema anterior pone 
en evidencia las hipótesis que deben verificarse necesariamente p~ 
.. 
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ra que este sistara represente el funcionamiento econ6mico de una en-
presa o instituci6no 
i o - Cada actividad j se representa mediante un vector x.a., donde ] ] 
a j (j=l, o o o ,n) son vectores coiumna con COl~nentes 
a 1j ,12j , ,amj , es decir, mediante el producto de un ~ 
tor constante a. por un escalar variable x. (de primer grado) o ] ] 
De otra manera, las cantidades a . . , x. de los m recursos i -
l.] ] 
puestos en acci6n por la actividad j, en un estado cualquiera, 
son directarrente proporcionales a las cantidades a. . de estos 
l.] 
recursos puestos en acci6n en el estado de referencia . la in-
tensidad de la actividad j puede representarse por el (Ínico fI:: 
rároetro lineal x j ' que se denaninará el nivel de la actividad 
h Un conjunto de valores x j define el programa de la enpresa 
o instituci6n considerada . Esto expresa que no existen susti-
tuciones posibles entre los distintos bi.enes que intervienen 
en una actividad, y por otra parte, que el rendimiento es cons-
tanteo 
ii.- la producci6n total neta (algebraica) del recurso i, represen-
tada por el primer mienbro de la rest.ricci.6n i-ésima, esto es, 
n 
a .. x., es la suma de las producciones de cada actividad prc:>. j=l l.] ] 
ducti.va de este recurso, disminuida en la suma de los COnsUllOS 
de cada actividad consumido a o Existe pues adici6n (algebrai.ca) 
de las producciones y e os conSUllDS o Esto expresa que no exi~ 
ten econcmías ni p(,r ideas que resulten de la puesta en accron 
simultánea de varias actividades. 
iiio- El costo total (algebraico) z es la suma de los costos (alge-
braicos) CjXj de cada actividad: el costo c j j de cada activi-
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dad es directarrente pro¡xlrcional al p;iye,l X j de. e~ta, ¡¡c4v;i.@¡ 
c j E!I> p.le!l, el costo IIDitario, constante de la acUvtd<!d j . :4i 
func,i6n Z, la cual ¡xlr supJ.esto E!I> lineal, se derQn;tnañlnci6n 
olljetiVo. 
iv. - En la f~ac,i6n <lfltertor, el n;i:ve,lde una acu'y;i:Pad ¡uedetg 
nar cualquier valor ¡xlsiUvo en un :tn~Q; ro ~Wivt· 
s;tbilidad,es. Esta h;i.p6tesis se ¡uede supr;im;b: en oca.~io~sr. gr~ 
cías a co~idera.r prol;>l~s lmeaLes en · JÚl1erOs en~s t¡;av;j:ril. 
¡m,c;i.6n entera). " 
, 
!lPs optpnizar (rn:i:n;ün;!.zar o maxjJn;í:zar) y la cual es· lj:pe¡U, .las b i . -
(;i.=.1, • o • ,mI ;representan el JU.'vel de actiYr j ':f ],as a;i.j SOn la ~ 
t;i.d<id. de prodUCto ;i. genera<Jp ¡xlr una \lllJÁiad ge acti~ . j, o ;l,a ca,pU.,. 
dp,d. d.e ÍTll>\lro i uU,'l,izadq J?Or una unidad de +Uy~ ' )' dome la a,c4"" 
v;t¡lad j est:a,l;"4 1;~esentada wr a;i.jxj , El 41; ¡xlr un;i:Pad de la acUo:-
vidad j E!I> cj ' 
4 . 3. P,!:';ínCiffiles apl,iéacW!'Ie¡; de. ;J,a~<;t(\n 'l,~e 
V<\m:>;:t a dellCriP~ ~te 105 ~s de. a¡:>licac;í(ÍPde la .,. 
pr~c;i6n linea,.l as! OCITP los' pr;ínC:¡;pa.les ti¡xls de I;'rQlllet1<\S' en ~ 
se ~l},ca esta. 
4 • 3 q 1 . c;a.rt¡?of de aplféacf(Sn. 
El n~Q y ~;tedaCI de ~s ~ se tl/In ~ de la p¡;ogr<llll'l'" 
c#in :t.iPeal en el. transcurso de 1,os al t;i.!lPs años (3On ;innensos' y se ~. 
descuP;twto ;I,os c;:anp:ls de apu.cac;i:/$n de ~ cas;io con~. 
a}- El ~ de apl~ciop,es lI1i,l tares, en el que. 1.05 es~s @9n p:r.~ 
ta,Ple¡rent,e .~ p,~sos allMUe f1P l.o pa,z;ezca, d,ebtdP al l3<:i> 
b)-
c) -
~ .-
l.i o -
il.i o -
l.V .. -
V o -
n.-
viil.o-
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creto que rodea a la rrayor parte ae los resw.taaos. 
El campo de las rral::aMticas puras y aphcadas aonae la pro-
grarracion .lineal na permitiao ootener resultados teOrl.oos o 
metodos de cá.l.cw.o en la =ría de gráficas, en análisis 0J!!l. 
oinatorios, soluci6n de algunos "juegos", inversion ae rratrl. 
ces, etc .. 
El campo de la ecoocmia 1 teor~ca o ap.licada¡ y especiaLmen-
te en .la eoorx:rn!a de la etq:lresa. En esre can¡:o, las ap.lica-
c~ones tocan a numerosos sectores, entre los cuales p:x::1E!lOS 
menc~onar~ 
La industna qulinica, en particular la inauscria del. petr6-
leo en toc!os .los estados (investigaci6n, e.xplorac~6n , p~ 
ci6n, refinaoo, aiscriouc~6n, e=.) o 
La 1ndustrias al~ticias o 
La generaci6n y aiscrinuci6n de energía e.l€ctrica. 
Las minas lcarb6n o m2tales). 
La industr~ del pape.l o 
LOS trans¡;ortes (a&eos, marítimos, ,fe=viarios o carreteros) o 
La agr~cw.tura . 
La pesca. 
La industria de la oonstrucc~6n o 
T1p:?S de proolanas . 
IDs tipos ae prob.lanas son tarnbi~ muy variaaos siendo inpos;ible 
reseñar la .lista carq:¡.leta. Citarem:>s (.lOS campos de ap.licacion l.T!d;Lcaoos en-
t:re ~tesis no son los Gnioos) los ¡:roblanas siguientes; 
Las m2zclas (industr~a del petr6leo, nutr~ci.On humana y de an;i-
ma.les. 
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ii.- la distr1l::u:i6n de las fabricacwnes \i.ndust:r.ia qu;inuca, 
mecánica y agricul:oIra). 
l.U o -
l.v.-
la afectaciOn 001 personal. 
La mstriblCion y el ttansp:¡rte (industna a.J.,inentJ.cia, 
del petroleO) . 
vi.- IDs pJ.anes de produ=ion lO esca.l.onamiento de .LaS fabri~ 
ciones) • 
Vll o - IDs problanas ccupuestos de inversioo, proaucci.6n, alIrace 
naje, a;i.st:Xi.t~~ca6n (energía electr;ica) . 
IDs estudios 00 c;1rcUlaci6n (planes 00 vuelo, S;;.nc;ron;Lza-
cion bpt.irna de sanaforos) . 
ix.- IDs esculles 00 OCIIlUI1Ícacianes internas . 
X.- las relaCioneS interindusttiales únatriz de Leontieirl o 
Xi. - .I!:l. probl.ana del. viajero. 
4. 4M:laelos deprogramaci6n llneal. 
A oontinuaci6n vanos a ver la CXlI'lStrucc;i6n de IOOdelos ~­
neales para .LOS principales prob.Lanas que p:xiaros ~solver FOr !OOd;io 
de .La prog:réIll1acion .Lineal. ctNiaJOOl'lre s~ el m:xlelo .Lineal no ~ 
ta fielmente la proO.Lem'!.tJ.ca a la cual. nos enfrentanos, la 1lO1uc;i.On -
que enoon~s no resol.verá aquala. ve aqu! la lJlpJrt.anc;¡:a que tl.~ 
ne el. planteamlenw de problanas lineaJ.es. 
Prablenaae la dieta. 
ConsidereIPS el problana de det:e.nn;i.nac;iOn cel nw;mG, ~ e-
COJÓn;i.co que satisfaga las neces;i.dades esenciales de nutt;ic;i.6n. ::.~ 
gaxros que 1013 a,L;iIrentoI3 di:;poni..tJles, ¡;;u costo, el valor nutriciOTlal. y 
los requetirn1ent:O¡;; nutric;¡.ooales d;!.ar;tos ¡;;en; 
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NGmo Alinento Costo ($) calcio (100 mgs) Hierro (lrrgr o ) 
1 Leche (Lto) 4 000 72 1 
2 Carne (Kg.) 60 000 O 26 
3 Huevo (Kgo) 12000 3 10 
4 Pan (Pzao) 2.00 1 2 
Requir.imiento diario: 10 12 
Fo:rmu1ar el =espondiente m:xJ.elo de programaci6n lineaL 
Soluci1Sn: 
Variable de decisi6n: Sea xi (i=1, ••• ,4¡ la cantidad de alinento i que 
se <XlITq)ra o 
Objetivo: Minimizar el =sto del Ilenú tal que satisfaga las necesidades 
nutricionales o 
y el m:xJ.elo lineal ==espondiente a este problema es: 
a) 
b) 
Minimizar 
sujeta a 
RSstricciones de requerimientos nutricionales: 
Xl + 26x2 + lOx3 + 2x4 12 hierro 
Restricci6n de no negatividad: 
Xl~O, i=1, ooo ,4 o 
Problema del transporte. 
La carq:>aiUa de plásti=s PIASTIcn:; DE ORIENI'E, SoAo 
tiene dos fábricas y tres distribuidoras . Las fábricas 1 y 2 pueden p~ 
ducir seis y nueve toneladas de plásti= por mes, respectivanente o 
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Las distrib,uidoras .. ,l, 2 Y 3 venden tres, seis y cuatro toneladas 
de pl~stico por mes, respectivamente. El ' costo de envIo de cada 
tonelada de p14sticos de una f~rica i a una distribuidora j se 
proporciona en la siguiente tabla. 
~ 1 2 3 F,ábricas Distribuidoras 
1 2 1 3 
2 1 2 4 
La compañía de plásticos desea determinar el plan para el envío de 
plásticos de las f~ricas a las distribuidoras al costo mínimo. 
Formular el correspondiente modelo lineal. 
Soluci6n: 
Variable de decisi6n: Sea Xij (1=1,2; j=1,2,3)el nCunero de ton~ 
ladas de plástico enviadas de la f~rica i a la distribuidora j. 
Objetivo: Minimizar el costo de transporte de las fábricas a las -
distribuidoras. 
Entonces el modelo lineal correspondiente es 
Minimizar z ~ 2XlI + Xl2 + 3Xl3 + X21 + 2X22 + 4X23 
sujeta a 
a. Restricciones de capacidad de producci6n. 
Xl I + XI2 + Xl3 < 6 
x : I + X22 + X23 < 9 
b. Restricciones de capacidad de ventas 
X 
22 
> 3 
> 6 
> 4 
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Restricción de no negatividad: 
X . . ,O, i=l,2,; j=l,2,3. l.J -
Problema de producción o 
La fábrica de pinturas ATLANTIOJ recibe un contrato 
para satisfacer las siguientes ventas trimestrales de pintura o 
~. del trimestre 1 2 3 4 
Litros de pintura (103) 90 160 490 360 
La fábrica puede producir 3uO,uOO .ltso de pintUra por 
trimestre, excepto en el. trimestre nGrrero dos en el cual., debiuo a va-
cacione,s, reduce su capacidad de producci6n a 250,000 ltso El costo de 
prc:xiu=ián de caua htru de jJinl..ura es "'~ 0 "'0 y bE! vende a $2000 o La 
fábrica puede almacenar la pintura de un trimestre a oGo a U11 costo -
de $Oo20/lto Para CIlIlplir el contrato la ~ tiene la opci6n de 
comprar pintura de un competidor a $2 0 0011to si es necesario o 
La gerencia de la fábrica desea detepninar un plan 
de producción y carpra de pintura al canpetidor que satisfaga los re-
querimientos del contrato a costo rrúnino. 
Fbrmular el correspondiente rrodelo lineaL 
SolUCión: 
Variables de decisi6no Sean 
Xi la producci6n de pintura en el trimestre i. (ltox103) o 
wi la cantidad de pintura comprada al campetidor en el trimestre i 
3 (lt.x10 ) o 
Yi el nivel de inventario a final del trllrestre i 
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a:>jet;i.vo: M.:i.nim;i.~ lo!! oo$!! de p~;i:6n de la. pm~ nece~;i:a 
para satisfacer .~ ped;ido da.clo. 
Entonces: el planteamiento de este problema OOI'l$t.ste. en 
4 4 3 
M;in:im:f.zar Z;=.1 . 5 ¡ x j + 2 t ""j + 0. 2 . 1 :.'j 
j~l jR1 jR1 
SUjeta a 
a. Restl:icc;!.ones po,r \:lal.aJx:e de mvent:<lr;!.o. 
:.'3 + x4 + ""4 
b . Restrí.cc¡one¡;¡ deb;i.das a la capac;!.aa4 de p¡:;oducc;U5n. 
X 
J. 
c . Restrl.CC~one¡;¡ de no negat;i.vidad. 
X . > u; y > O; w. > O; ~=1, ••• • 4; ;=.1..2,3 . 
~- ~- ~ .-
;=; 160 
;=; 490 
=; 360 
, 250 
..:. 300 
¿,300 
ID. reg~6n que se loca.l.iza en Yautepec, ~,r . ~ una 
extensi6n de 31.$5 hectareas abiertas a.I. CU.i.t;i.vo y siJ:ven = alBstelC! 
miento de materia prima a.I. :ingen1o azucarero Oaca.i.oo. 
IDa agricultores son en total 1,80U ejl.datarm¡;¡ y aernOO a 
~ siguientes razones, la mayor~ errplea sus ~IJ::>¡;¡ pa!:a la produco-
c~n de ~ varieaades <4¡;¡t;1ntas de caña de a~. 
i . ID. regl<lmentaci6n ju.r!d;ica respecto a las zonas agr~co1a,s oa-canas 
a .I.0S ;ingenios azucareros. 
P.. t:l :ingenio oto,rga créditos a los agricultores sierrpre y c:ua.ró:> ~ 
duzcan caña de az1lcar . 
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iii. El ingenio compra la producci6n total de la caña de az~car. 
El tener los agricultores asegurada la venta total de su 
cosecha lo suponen ventajoso, sin embargo el ingenio tiene una ca 
pacidad de molienda anual limitada a 500,000 toneladas ' y es posi~ 
le que una sobreproducci6n del campo, ocasione problemas para su 
posible comercializaci6n. 
Los agricultores tienen axperiencia en la producci6n de 
frijol, jitomate y arroz, ya que también han sido sembrados pero 
con fines de autoconsumo m~s que de mercado, aún cuando existen 
precios de garant1a para estos productos. 
La cantidad de agua disponible por mes es a.=2,800 
~ 
3 
m , 
i=1, ... , 12. Por otra parte, la cantidad de agua mensual que utili 
za cada tipo de cultivo por hect~rea es Sij' i=1, ... ,12; j=1, ..• , 6 
viene dada en la siguiente tabla . 
M3/ha. Caña 1 Caña 
Mes 1 .2637 .2637 
Mes 2 
Mes 3 .2 637 
Mes 4 .2637 .2637 
Mes 5 .2637 .2637 
Mes 6 
Mes 7 
Mes 8 .5274 .5274 
Mes 9 .2673 .2673 
Mes 10 .2673 .2673 
Mes 11 .2 673 
Mes 12 
2 Caña 3 
.2637 
.2637 
.2637 
.2637 
.5274 
.2673 
.2673 
. 5274 
Jitomate 
.5274 
.5 274 
1. 548 
.5274 
.5274 
.5274 
.52 74 
.5274 
.5274 
.5274 
Frijol 
.3956 
.3956 
.7912 
.7912 
Arroz 
2.56 
2.56 
2.56 
2.56 
2.56 
2.2 
2.52 
2.6 
2.56 
2.8 
2.72 
Los rendimientos que se obtienen al sembrar caña tipo 1, 
2,3, jitomate, frijol y arroz son 162, 161, 133, 5.4, 20.4 Y 31.7 
Tons./ha., respectjvamente. 
lo(P 
. ,
U:la co~~ ~ r;roO,uoc~ ';l ;w;ec;i:pa Qe vep,w, . ~w.n ~é\o¡¡ en 
la ~iguiente ~. 
caña .1 . . . caña .2 .. caña 3 . Jit:anate .Frijol . . 1\rrOz 
Costo $/ha. 83 
Precio $/tonq 125 
75 
128 
80 700 
.~20 . . 1,000 
500 
1,200 
600 . 
. ~,100 
El gobie;rro del estado desea saber el patron de producci(5n 
que opt;iJniza la ganancia de la regi6n durante un aro, s;i para todos los 
culUvos la oosecha se Uene que esperar un aro. 
FoIlllllar el oorrespondiente m:x1elo lineal . 
Soluc;t6no 
Variables de decisi6n: sea 
Xi' i-=l, • o o , 6 el n~ de hect.§reas a semI:1rar de cada uro de loa 
culUvos. . 
P;i.' i=l, o o o 
c i ' 1-=1, • o o 
R;i.' ;i."71, . o o • 
, 6 el precio de venta de cada uro de los cultJ:'voao 
, 6 el oosto por hect.§rea de cada uro de los · culUvóso 
, 6 el rendimiento por hectárea de cada uro de los cul ~ 
'VÓs o 
Entonces, el oosto de p¡:oducir x;i. hectáreas del culUvo i ~ dado por 
Xi' c i ' i=1, ~~o ~6 g 
y el ingreso que se terrlrá por culUvar x;i. hec:tát;e¡¡,s de.1. cul4vo i es; 
ObjeUvo: Maximizar los ingresos de los ej;tdata;r;i.o¡¡ , 
Entonces, la funci6n objetivo ser!!.: 
6 
Maximizar Z = E Xi (RiPi -<:i)' esto es: 
i=1 
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Max1.mizar z=20l67xl+20S33x2+1S880x3+4700x4+23980xS+34270x6 
Sujeta a 
a. Restricciones de disponibilidad de tierra. 
Xl + x 2 + x 3 + x 4 + Xs + x 6 ~ 3l3S 
b. Restr1.cci6n de capacidad de mol1.enqa 
< 500 000 
c. Restricc1.ones por dispon1.b1.lidad de agua. 
0.2637xl+0.2637x2+0.2637X3+0.S274x4+0.3SS6xS+2.S6x6 < 2800 
0.S274x 4+0.39S6xS+2.S6x6 < 2800 
0.2637x l 
0.2637xl +0.2637x 2+0.2637x3+0.S274x 4 
0.2637xl +0.2637x 2+0.2637x3+0.5274x 4 
+2.S6x6 < 2800 
+2.S6x6 < 2800 
+2.56x6 < 2800 
0.5274x 4+0.79l2xS+2.2 x 6 < 2800 
0.5274x 4+0.79l2xS+2.S2x6 < 2800 
0.S274xl +0.S274X 2+0.S274x 3+0.S274x 4 
0.2637x 2+0.2673x 2+0.2673x 3+0.S274x 4 
0.2673x l +0.2673x 2+0.2673x 3+0.S274x 4 
• 0.2673xl +0.S274x 4 
d. Restr1.cc1.6n de no negatividad. 
x . >0; 1.=1, .. .,6. 
1 -
4.4.5. Problema de inversiones. 
+2.6 x 6 < 2800 
+2.S6x6 < 2800 
+2.8 x 6 < 2800 
+2.72x6 < 2800 
Un inversionista dispone de $4 000 000.00 y desea e~ 
tablecer un plan de inversiones que maximice la cantidad de dinero 
que puede acumular al final de los pr6ximos cinco años. 
El inversionista dispone de varias opciones o activi 
dades financieras. En la actividad A, cada peso inverti~o_~l comien 
zo de un año produce $1.50 (una ganancia de $0.50) dos años más tar 
de (en el momento preciso para una reinversi6n).En la actividad B c . 
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da. ~ ~ al p,r,incip!o de un am le p,roc1UCe $I , 8Q b:es ams 
~s. Se tienen además dos actividact~ f,:l.n¡mcieras e y P que es~ 
~ dis¡x>ri:i.bles solamente una vez en el fut:u:i:o . Cqda ~ ;iJlve:rt;l.~ 
00 en e, al canienzo del seguOOo am, p,roc1UCe $2 . 25 cuatro ams m!ts 
tarde. Finalmente en la actividad D, cada peso invertido al p,rinci-
p!o del quinto am produce $1 . 30 un am m!ts tarde. 
Fomular el rorrespondiente m:xielo lIDeal . 
Soluc:!6n: 
Variahl.es de dec;ic:!6n; sean 
Xij la cantidad de dinero invertido al pr;lnc;!P;ic del am i, 
i=l, • ~ " 5 en la actividad j, j=J\., B, e, 1), 
w _ la cantidad de dinero que m se invierte al pr,incip!o ~ 
;L del am i, 
i=l, o o o , 50 
Objetivo: max:irni~ las utilidades, p,rororc;l.onadas ror la ;inye¡:;s:i.6n del 
capital disponible, al final del quinto am. 
Fbd€llDs visualizar laS cuat= opciones financieras de .la siguiente manera: 
A c tividaa A. 
x x x X4 JIA J2A ~ 3A lA 
• • • O 1 • 2 3 4 lnicio del Intc.1o del 5 In.ic!o del ln,J.,cio del In.tclo del :F'4\ del qiio 1 año ;¿ año 3 # año 4 año 5 año 5 ¡ J J ~ 
xl x2 x3 x4 A A A A 
Actividad Bo 
x1g t~ (B 
.-
• • • • • • O 1 2 3 4 5 Inicio del Inicio del Inic!o del Inicio del Inicio ctel F,tn del 
am 1. aro 2 año 3 año 4 año 5 , año 5 J ¿ ¿ 
x1g x3 x~ B 
109 
Ac tividad e 
! X 2c 
~b------~r~~--~~~-----*1-------+J----~~ 
Inicio del 
año 1 
Inicio del 
año 2 
Acti.vidad o 
Inicio del Inicio del Inicio del Fin del 
año 3 año 4 año 5 año 5 
¡ 2.25 x2 
r 5D 
~b------11-------~~-----41-------4~----~~ 
Inicio del Inicio del Inicio del Inicio del Inicio del Fin del 
año 1 año 2 ano 3 año 4 año 5 año 5 
e 
L 1.3 x 5 O 
~ el objetivo es maximizar el dinero acumulado al final del 
quinto año, la funci6n objetivo será: 
Maximizar z = l.5x 4 + l.8x 3 +2.25x2 +l.30x5 
sujeta a las s iguientes restricciones: 
+ xl w 1 
x 2 + x 2 + 
+ x 3 
x .. > O, i=1, ... ,5; 
1) -
Wi > O, 1=1, ... ,5 
4.4.6. Problema de contrataci6n. 
=4 
w2 =w 1 
+w 3 =w2 
+w4 =w 3 
+w 5 
j=A, ' B, e, D 
000 
+ 
+ 
000 
l.5x2 
1.5x2 + l.8x1 
La compañía aérea Aeronaves del Pacífico necesita d E 
terminar cuantas aeromozas contratar y adiestrar en los pr6ximos 
seis ueses. Las necesidades de la compañía expresadas como horas-
vuelo-aeromoza son: 
Enero Febrero Marzo Abril Mayo Junio 
8000 9000 7000 10000 9000 11000 
. 
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En entrenamiento necesario para que una aeromoza de 
servicio en un vuelo dura un mes, por lo que cada muchacha debe contra 
tarse por 10 menos un mes antes o 
El entrenamiento necesita 100 horas de supervisión 
de aeromozas ya entrenadas, por lo que se dispone de 100 horas-vuelo 
-aeromoza ·menos; durante un mes por cada aeromoza en entrenamiento. 
Cada aeromoza entrenada puede trabajar 150 horas en 
un mes y la compañta aerea tiene 60 aeromozas entrenadas al principio 
de enero o 
Por razones sindicales, si el tiempo maximo dispon! 
ble de las aeromozas entrenadas excede al requerido por la compañia en 
el mes (horas-vuelo y supervisión), estas trabajaran menos de 150 ho-
ras y no se despide a nadie. Sin embargo, en cada mes, aproximadamente 
el 10% de las aeromozas con experiencia dejan el trabajo por razones de 
matrimonio u otras.. Además, en cada mes, 5% de las personas que se con 
tratan (y terminan su entrenamiento) son rechazadas por varias razones. 
Considerando los salarios y otros beneficios cada -
aeromoza adiestrada cuesta a la compañia mensualmente $20,000.00 y ca-
da aeromoza en entrenamiento $10,000.00. La compañia aérea desea deter 
minar el plan de contratación y adiestramiento de aeromozas a costo mI 
nimo. 
Formular el correspondiente modelo lineal. 
Solucion: 
Variables de dectstón: sean 
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Xt - el n1imero de personas contratadas que principian su entrena-
miento al inicio del mes t (t=1, ... ,S). , , 
Yt - el n1imero de aeromozas entrenadas al principio del mes t, 
(t=l, ••• ,6). 
Dt- el n1imero de horas-vuelo-aeromoz~s necesarias en el mes t, 
(t=1, ••. ,S).(ver tabla anterior). 
Objetivo: Minimizar los costos de contrataciÓn y entrenamiento 
que satisfagan las necesidades de la compañía. 
En este caso, la funciÓn objetivo será: 
6 
Minimizar z = 20,000 ¿ Yt + 10,000 t =1 
sujeta a 
a . Restricciones debidas a la disponibilidad de aeromozas: 
Yt + 1 = 0.9Sxt + 0.9Yt 
Y1=60. 
t=1, 2 ••..• S 
y desarrollando estas restricciones obtenemos: 
Y1 = 60 
Y2 = 0.9Sx 1 + 0.9Y1 
Y3 = 0.9Sx2 + 0. 9Y 2 
Y4 = 0.9Sx3 + 0.9Y3 
YS = 0.9Sx 4 + 0. 9Y4 
Y6 = 0.9Sx_ + 0. 9yS 
" 
b. Restricciones de demanda de horas-vuelo: 
150 Yt ~ Dt + 100xt • t= l •.. . • 6 
X 6 = O. 
Y desarrollando obtenemos: 
lSOYl > 8000 + 100x l lS0y 4 > 
lS0Y2 > 9000 + 100x2 lS0yS > 
lSOY3 > 7000 + 100x 3 lSOY6 > 
10000 + 100x4 
9000 + 100xS 
11000 
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c. Restricciones de no negatividad. 
,t=l, • o ~ , 5 
,t;:;:l, • o o , 6 
4.4 . 7 
Una compañta de productos quh\icQS que lA Dora las 
24 horas del dta tiene las siguientes necesidades de personal técnico 
y especializado. 
personal PersQnal 
Periodo Hora del dla T€cnico Especializado 
1 06-10 20 8 
2 10-14 40 12 
3 14-18 80 15 
4 18-22 45 9 
5 22-02 25 3 
6 02_06 la 2 
Observamos que el período 1 sigue el perlodo 6. Se con~idera que cada 
persona en la compañta, labora 8 horas consecutivas. 
En esta compañta el acuerdo sindical establece que 
en todo momento debe haber por lo menos tres veces el n~ero de perso-
nal t;;cnico que de personal especializado. La compañ1.a desea det.ermi.,. · 
nar el mtnimo nUmero de personal t;;cnico y especializado para satisfa-
cer sus necesidades de trabajo. 
Formular el correspondiente modelo de programación lineal. 
Solución: 
Variables de decisión: sean 
Xt el nUmero de personas técnicas que entran a trabajar en el perio-
do= ,t = 1, • o o , 6 
El nUmero de personas especializadaa .que .entran a traba-
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jar en el período t, t = 1, ••• , 6 
Objetivo: Minimizar el personal contratado que satisfaga las ne 
cesidades -de la compañía. 
Entonces, la funci6n objetivo ser&: 
• Minimizar Z = 1: x t + y t t=1 
Sujeta a 
a. Restricciones de personal técnico. 
XI + )(. > 20 
X2 + XI > 40 
x, + X2 > 80 
x. + x, > 45 
Xs + x. > 25 
x. + Xs > 10 
b. Restricciones de personal especializado. 
YI + y. > 8 
Y2 + Y 1 > 12 
'1, + '12 > 15 
y. + '1, > 9 
:ls + y. > 3 
y. + Ys > 2 
c . Restricciones sindicales. 
(x 1 + X:.> - 3('1, + y.>~ O 
(X2 + x,) - 3 (y. 2 + Y 1) ~ O 
(x, + X2 ) 
-
3 (y-, + '12) ~ O 
(x. + x, ) - 3 ()l. + y,) ~ O 
(x, + x. ) - 3(ys + )l.) ~ O 
(x. + x, ) - 3 (y 6 + )1,) ~ O 
d. Restricciones de no negatividad. 
x > O· t - , 
4.4.8. Problema de cortes. 
t = 1, 000,6 
La compañía CRISOL produce ' espejos de 2m. de ancho 
por 2.5m. de largo. Estos espejos son, en general, demasiado anchos 
o largos y deben ser cortados para satisfacer necesidades de los c~ 
pradores en cada mes. En el próximo mes, espectficsmente, se tienen 
los siguientes pedidos. 
Cliente Tamaño del espejo Número de espejos 
1 2.00 M. x 1.50 M. 300 
2 2.00 M. x 2.00 M. 200 
3 1.00 M. x 1.00 M. 125 
4 1.00 M. x 1.50 ·M. 100 
El administrador de la compañIa desea establecer un plan de determi-
nar cuantos espejos estándar producir y cómo cortarlos para satisfacer 
los pedidos anteriores. 
Formular un modelo de programacion para este problema. 
Soluciono 
Camos a obtener todas las combinaciones posibles de 
corte, as! como sus respectivos desperdicios, ya que nuestro objetivo 
es minimizar los desperdicios. 
Combinación C o r t e s Desperd icio 
1 1 (2.0Oxl.50) 2.0 
2 1 (2.0Ox1.50)+ 1 (1.0Ox1.50) . 0.50 
3 1 (2 .0Ox1.50)+ 1 (l.OOxl.OO) 1.0 
4 1 (2. OOxl. 50)+ 2 (1.OOX1.00) 0.0 
5 1 (2.00 x 2.00) 1.0 
6 1 (1.00 x 1.00) 4. 0 
7 2 (1.00 x 1.00) 3.0 
8 3 (1.00 x 1.00) 2.0 
9 t. (1.00 x 1.00) 1.0 
10 1 (1.00 x 1.00)+ 1(1.OOxl.50) 2.50 
COIIIbinaciOn 
". 11 " 
i 12 
B 
14 
:15 
16 
17 
Entonces tenemos: 
Cortes 
"1 (LOOx~ ~·OO) ~..2 (1.00"1 . 50) 
2 (1.00x1.00) + 1(1.00x~.SO) 
2 (1.00x1.0"0) + 2{1.{)Oxl.;SO) 
3 (1 . 00x1.00) + 1(1.00x1.S0) 
1 (1. OOx1. 50) 
2 (1.00xl.S0) 
.. .3 (1.00x1.50) 
Desperdicio 
1.00 
1.50 
0.0 
0.50 
3.50 
2.00 
0.50 
Variables de desiciOn : Sea x . el n~ro de espejos cortados con 
l. 
la combinaciOn i, i=l, •.. , 17." 
Objetivo : Minimizar desperdicios. 
En el siguiente cuadro se muestran los pedidos o deman-
da que tiene la compañia y las combinaciones de la 1 a la 17 con 
las cuales se satisface el pedido. 
~ Pe- iOn. 1 2 3 4 5 6 7 B 9 10 11 " 12 13 14 15 16 dido . 
1 1 1 1 1 O O O O O O O O O O O O .. 
2 O O O O 1 O O O O O O O O O O O 
3 O O 1 2 O 1 2 3 4 1 1 2 2 3 O O 
4 O 1 O O O O O O O 1 2 1 2 1 1 2 
DeS¡ erdicio 2.0 0.5 1.0 O 1.0 4.0 3.0 2_0 1.0 2.5 1.0 1.5 O 0.5 3_5 2.0 
Entonces, la funciOn objetivo es: 
17 
O 
O 
O 
3 
0 . 5 
Minimizar z = 2x1+0.5X2+x3+x5+4X6+3x7+2x8+x9+2.5x10+x11+1.5x12+ 
+0 . 5x143.5x15+2x16+0.5x17 
sujeta a 
> 300 
> 200 
+x6+2x7+3x8+4X9+X10+ x11+2x12+2x13+ 3"14 > 125 
+x10+2x11 + x 12+2x13+ "14~S+2x¡6+~:;'~"l.OO 
x
k 
> O; k=1, ••• ,17. 
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Prablenade IOOZClaS . 
Una fábrica de licores :in¡Xlrta tres tipos de whisky: A, B 
y C. IDs .IOOZCla de acuerOO a sus recetas que especifican los porcen-
tajes m!ix:inos y mIn:inPs de lOS tipos .A y C en cada IOOzcla a:m:> se mues 
tra en la siguiente tabla. 
M:!zcla Especificaciones l:'reéio por barril 
Punto azul No IOOIlOS dEil60% de A $ 6. 8u 
No ·más del 20% deC 
Punto rojo . No más del 60% deC $ 5. 70 
No meIX>S del 15% de A 
Punto negro No más del 50% de C $ 4. 50 
la. disponibilidad de los tres grad:>s de \obisky y sus precio fDn: 
A 
B 
C 
cantidad náx.lJna disponible 
en barrilles/d1.a 
2,uOO 
2,5UO 
1,20u 
O:>sto por barril 
~ 7. UO 
$ 5. 0U 
$ 4. 00 
la fabrica desea saber la po11tica de (XJupras que ItBXiln;!.ce sus utüi-
Fo:prular un ltDde.J.o . de programaci6n lineal para este problaia . 
Soluci6n. 
Variables de decísiOn. Sean 
CDjetivo: 
~ el ntmero de barriles de whislcy tipo k, ko=A,B~C . 
y j el ntmero de barriles de licor tipo j, j~,R~N. 
~j el n1íooro de barriles de whislcy tipo k, usadO en la 
IOOzcla de licor tipo j, k=A, B,C¡ j'" A, R, N. 
~zar lap utilidades que po;!;' fabr,icac;t6n y venta de 
.Loa .Licores punto azul, rojo y negro tiene la · f~ica de 
!icores. 
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Entonces el problema consiste en: 
Maximizar z=6 , BOyA+S , 70y +4 , SOy -7 , 00x -S , OOx -4 OOx R N A B ' C 
Suj eta a 
a. 
b, 
c , 
d, 
Restricciones de consistencia o 
XAA+XAR+XAN=XA 
xBA+xBR+XBN=xB 
xCA+xCR+xCN=xC 
xAA+xBA+xCA=YA 
XAR+xBR+xCR=YR 
xAN+xBN+xCN=YN 
Restricciones de especificaciones o 
Restricciones de disponibilidad , 
Restricciones de no negatividad o 
X K ~ O; Yj ~ O; xkj ~ O; k=A,B,C; j=A,R,N. 
Métodos de soluciono 
Antes de describir lo s metodos de solucion de los mod e los de 
programación lineal analizados en la seccion anterior, deberemos e sta-
blecer conceptos de programación lineal a 
Solución factible basica y solución óptima, 
Consideremos el sistema de ecuaciones o 
Ax=b 
Donde A es una matriz de ro renglones y n columnas; b, un vector 
columna de m componentes, y x es un vector columna de n variables. 
Supongamos que el rango de la matriz A es m, por lo que entonces es 
posible elegir m columnas de A que sean linealmente independientes 
y sin perdida de generalidad puede considerarse que estas s.on las -
primeras m columnas,. las cuales forman una submatriz de A de orden 
mxm, no singular la que denominaremos B. De esta forma podemos es-
cribir Az B,R donde R es otra submatriz de A formada por las n-m 
columnas restantes de A. 
Definamos ahora x= T donde xB es la dimensión m el cual es-
tg asociado a la matriz Bj x
r 
es la dimensión n-m y estg asociado a 
la matriz R. Entonces podemos escribir: 
B,R = b 
Haciendo xr=O. obtenemos una solución para Ax-b, ya que B~=b y por 
-1 
ser B no singular, entonces xB=B b, esto es, 
= 
T X= T 
Esta solución se denomina un solución bgsica con respecto a la base 
B Y los componentes de x asociados a las columnas de B, esto es, los 
componentes de xB se denominan variables bgsicas. Si una o más de las 
variables bgsicas tiene valor cero decimos que la solución bgsica es 
a:eneradao Observemos que en una solución basica no degenerada es in-
mediata la identificación de las columnas de A que forman ·la matriz 
no singular B. En cambio, en una Bolucion degenerada existe cierta ~ 
biguedad para identificar B, ya que las variables basicas con valor 
cero pueden ser c·onfundidas con las variables no basicas cuyo valor es 
también cero. Consideremos el siguiente problema de programación lineal. 
119 
Minimizar Z=cx 
Ax b 
x = , O 
donde A es una matriz de orden m x n; b, un vector columna de m comp~ 
nentes; e, un vector hilera de n componentes y x es un vector co-
lumna de n componentes a determinar e Decimos que x es una solucion 
factible si satisface las restricciones del problema . Si la solucion 
factible es también basica, se denomina solucion factible basica. Si 
en la solucion factible basica, una o mas de las variables básicas son 
nulas, entonces se trata de una solución factible basica degenerada o 
Finalmente, una solucion factible basica para la cual 
la funcion objetivo adquiere un valo r mín~o se denomina solución op-
4 0 5. 2. Método de solucion grafica. 
En esta sección describiremos un procedimiento geo-
métrico para resolver problemas de programación lineal a Cabe aclarar 
que este metodo solo lo podemos aplicar a prqblemas pequeños a lo mas 
de tres variables o Sin embargo, este metodo ayuda en gran manera a 
entender varios conceptos importantes de la programacion linealo 
Consideremos el siguiente problema de programacion lineal: 
Minimice Z = ex 
Ax -;:. b 
X ,2'O 
debemos observar que la regian factible consiste de todos los vectores 
x que satisfagan: 
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Ax > b 
x > O 
De entre todos estos puntos, nosotros queremos encontrar un punto 
que haga mínimo el valor de cx. Como z es la función a ser minim! 
zada, entonces el plano (línea en un espacio de dos simensiones) 
n 
¿ c. x.=z deber~ desplazarse en forma paralela a ·si mismo en la j=l J J 
dirección que minimice en mayor grado la funci6n objetivo. Esta 
dirección es -C y por lo tanto al plano se deber~ mover en · la di-
rección -C tanto como sea posible. Este proceso se ilustra en la 
figura 4.3. 
c 
Objetivo decrece 
............. c x*+c x*=z* < Zl.Vi 1 1 2 2 
Figura 4.3. Solución geométrica. 
Observamos que cuando alcanzamos el punto x*, la línea z*=clx!+c2xi 
no la podemos desplazar ya en la direcci6n -c, donde -c = 
= <-c l ,-c 2 ) ya que nos saldríamos de la regi6n factible, por 
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lo cual podemos concluir que x* es la soluciÓn óptima. En el caso 
de que tuviésemos un problema de maximizaC1Ón, el plano cX2 z debe 
.rá trasladarse paralelamente a si mismo, tanto como sea posible, 
pero ahora en la direcciÓn c. 
El proceso antes descrito resulta conveniente aplicarlo a proble-
mas con dos variables, y se complica un poco para problemas con 
tres variables y obviamente no lo podemos aplicar a problemas que 
involucren más de tres variables. 
Podemos observar de la figura 4.3 que el punto x* es uno de los cin 
ca vértices que definen la regiÓn factible. Estos vértices son ll~ 
mados puntos extremos. Como veremos más adelante, si un problema de 
programaci6n lineal tiene una soluciÓn 6ptima finita, esta se 
alcanza en un punto extremo. 
Ejemplo 4.2. 
Minimice Z = -xl - 3x2 
s.a 
xl + x 2 ~ 6 0 
-x 1 + 2x 2 <8 0 
xl > O, x 2 > O 
objetivo decrece 
-
--~-x*-3x*=z*=-46/3 1 2 
-
-
c 
Figura 4.4. Ejemplo numérico 
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If:\ ~~p, f~QQl>;¡'e :;>e '/IlU~¡¡. ep, l,a f:j:~a 4. 4 (re.-
g~n asc;iUX'ada1 • :La p,!:';Ure!:a y segund¡3. r~.tx:;t.=;i.'Ones e~ ,r~.,. 
1:<Ida¡;¡ "abajo" de las · l~s 1 y 2 debido al sentido de la des;tgual-
~. La, ;re¡;¡tr;t.=;i.ón de ro negattv';tdad restringe los puntos a estar 
en el p¡::;imer cuad¡::ante. La ecuaci6n ~-3x2=Q se d~ el ·oontor-
m ·objet:,i.vo "j. pasa a través· del or;i.gen. 
:úos· oc:mtornos· se t,!:;as;l,adan paralelamente a s;i. l!l;i.wPs 
en la ~;i6n -C=;{1,3¡ tanto CCIlD sea fOs;ible hasta localizar el 
punte,> 6pt1lrDx*= (4/3, ~4/31 T. 
En el ejarplo anter;i:or, la ¡nluci6n óptima es miCa. 
PeJ:o se pueden presentar otros casos, dependierrl::> de la estrucblra que 
~te el problaiil. 'lOdos los posibles caros que pueden surgir, en 
un ~¡~ d,e optimízac;i6n líneal, a contínuaci6n se analizan. 
:;;i. la solucn'Sn óptima fín;i.ta es mica,entonces, esta 
ocu.rre en un punto extrEJIP. Las f;i.guras 4. 5 (a) y (b) muestran una ~ 
¡uc~n 6ptiJw. fín;i.ta . En la figura 4. 5 (a) la reg;ión facQ:ble ~ a~ 
tada, esto es, ex;i.ste un mIsa ab;i.erta oon centro en el origen de ra-
dW fU1;i.t.o, que cont;i.ene la regiÓn factible. En la figura 4.5 (p) la 
reg~n factible es· IX) acotada. En capa caso, la soluci6n 6pt.jrna es 
G,¡Upa, y fP1;i:ta . 
_--- z * z .V-i ). 
-
e ( a ) 
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1 
z . V- i. ). _. 
( b) 
Figura 4.5 . Solución óptima finita única: (a) - región factible aco -
tada ; (b) - región factible no acotada . 
ii. Soluciones alternativas óptimas finitas. 
Este caso se ilustra en la figura 4.6. Observamos que en la 
figura 4.6 (a) la reoión fact i ble es acotada. los dos puntos vérti 
* * ces u y v son óptimos y también s on óptimos todos los puntos so -
* * bre el segmento de r ecta u v . En la figura 4.6 (b) la región fact l 
b1e es no acotada pero el objetivo óptimo es finito. Todo punto del 
* 
"rayo " con vértice en x es óptimo. 
z!: z. V- i -
). 
z 
z . V-i 
). 
'-...z2 
zl Xl 
Figura 4.6 . Soluciones a1ter l ativas óptimas. (a) - región factible 
acotada. (b) - r ~ 9ión factible no acotada . 
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iiL SoluciÓn Óptima no acotada. 
Este caso. se ilustra en la Figura 4.7 donde tanto la 
regi6n factible como la soluci6n óptima son no acotados. Para un 
problema de minimizaciÓn el plano ex = z s~ puede trasladar paral~ 
lamente a si mismo en la direcci6n -c indefinidamente, intersectán 
dose siempre, con la regi6n factible. En este caso la funciÓn ob-
jetivo 
c 
en +~ .o:t. 
El contorno objetivo puede 
trasladarse indefinidamen-
te en la direcciÓn -d. 
Xl 
SoluciÓn óptima no acotada. 
iv. Región factible vacfa. 
En este caso el sistema de ecuaciones y/o desigualdades d~ 
finen de manera inconsistente a la regiÓn factible. Para ilustrar lo 
anterior, consideremos el siguiente problema: 
Minimizar Z = -2xI + 3)(2 
s.a. -XI + 2X2 < 2 cD 
2xI + .. )(2 < 3 0 
x. > 4 CD 
XI > O: X2 > O 
Examinando la Figura 4.8 vemos que no existe un punto (XI. )(2) tal -
que satisfaga las desiguladades -dadas. El problema entonces se dice 
que es no factible, inconsistente o con reqión factible vacía. 
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3 3 
1 
Figura 4 08 0 Reng16n factible vacía o 
4 05 03 0 M!!!toébs de soluci6n iterátivos . lDs diferentes rn!!todos de solu 
ci6n o algoritnos de prograrnaci6n lineal serán discutidos en los cap!. 
tulos posteriores o Solo cabe aclarar que intuitivarrente pensarros que 
un algoritno caro un proceso iterativo que general una sucesi6n de -
puntos, cada uno calculado E'n base a su infonnaci6n cerlida p::>r los -
puntos anteriores . Tenierrl:l en mente esto, veraTOS en los siguientes 
capítulos los algoritnos simplex, dual simplex, del transporte y otroso 
4 06 0 Conceptos básicos de prograrnaci6n lineaL 
Un problerra de programaci6n lineal consiste en la ~ 
x:irn;i.zaci6n o rninimizaci6n de una funci6n lineal de varias variables 
sujetas a restri=iones lineales en estas misnas variables. Una for-
ma partícular, a la que cualquier problerra lineal puerle ser transfor-
mado, es la siguiente forma estándar: 
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s.a 
Xl > O, x 2 > O, •.• ; X > O n 
donde los coeficientes a .. , b . y Q. son números reales, 
~J ~ ) 
y x., j = l, ... ,n son las variables a determinar. Una 
J 
forma compacta y usual de escribir (P) es: 
Minimice z = cx 
s.a 
Ax = b 
x > O 
donde A es una matriz m x n; c un vector hilera de n 
componentes; b, un vector columna de m componentes y x, 
un vector columna de n variables . 
127 
Existen dos formas conocidas a las cuales se puede transfor -
mar cualquier problema de programaci6n lineal, la forma est~ndar y 
la forma can6nica. Un problema de programaci6n lineal estará en la 
forma est~ndar si todas las restricciones son igualdad y todas las 
variables y todos los componentes del vector b son negativos. El 
método simplex se puede utilizar sólo lespués de haber hecho las 
transformaciones necesarias para expresar el modelo lineal en la 
forma est~ndar. La forma canónica es con frecuencia de gran utili-
dad, especialmante en teoría de dualidad. Un problema de minimiza-
ción está en forma canónica si todas las variables son no negativa s 
y todas las restricciones son del tipo ~ . Un problema lineal de 
maximizaci6n estará expresado en la forma canónica si todas las va 
riables son no negativas y las restricciones son del tipo < . En 
la tabla 4.1 se ilustran las formas estándar y canónica . 
.. 
PROBLEMA DE MINIMIZACION PROBLEMA DE MAXIMIZACION 
n n 
Minimizar Z= 1: c. x . Maximizar Z= 1: c . x . j = 1 J J j=l J J 
Forma Sujeto a Sujeto a 
están n n 1: a .. x.=b., i=l, ... ,m 1: a .. x.=b . , i=l, .. . ,m 
dar j=l 1J J 1 j=l 1J J 1 
Xj > O, j=l, ... ,n xj > O, j=l, ... ,n 
- -
n n 
Minimizar Z= 1: c. x . j=l J J Maximizar Z= 1: c.x . j=l J J 
Forma Sujeto a Sujeto a 
can6- n n 1: a"x .> b., i=l, ... ,m 1: a .. x .< b. i=l .... . ,m 
. _, 1 J J- 1 j = 1 1 J J- 1 , ,_ o 
nica .. ' ... 
x; > O, j=l, ... ,n xj > 0, j=l, ... ,n 
Tabla 4 . 1. Formas estándar y canónica. 
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Vamos a analizar todos los casos que se pueden presentar 
en un problema de programación lineal y los ~asos que debemos 
dar para hacer las transformaciones correspondientes. 
a). Desigualdades e igualdades. 
Una desigualdad (inecuaci6n) puede facilmente ser transfo~ 
mada en igualdad (ecuaci6n). Consideremos que las restricciones 
n 
dadas son 1: a . . x. > b .. Estas restricciones en forma de desigual j=l 1J J - 1 , 
dad las podemos poner en forma de igualdad restando una variable 
n 
de holgura no negativa xn+i con 10 cual obtenemos j~laijXij-xn+i= 
b1· con x +' > O. De manera semejante, las restricciones n 1 -
n n 
L a .. x. < b1. son equivalentes a j=1 1JJ -
L a .. x.+x +1 j=l 1J J n 
, n 
También una igualdad de la forma 1: a . . x.=b. la podemos transfor-j=l 1J J 1 . 
n n 
mar en dos desigualdades 1: a . . x. < b. Y 1: a .. x . > bi . j=l 1J J - 1 j=l 1J J 
b). No negatividad de las variables. 
Para muchos problemas prácticos las variables representan 
cantidades físicas y por 10 tanto deben ser no negativas. El mét~ 
do simplex resuelve problemas lineales donde las variables son no 
negativas. Si una variable x j es irrestricta (libre) en el signo, 
podemos reemplazarla por XJ~-XJ~" donde x~ > O Y x!' > O. Si xJ.>IJ' J - J - -
entonces la nueva variable x~=x .-1. es automaticamente no negati-J J J 
va. Si la variable xj está restringida de tal manera que x j ~ u j 
donde u j ~ O, entonces hacemos la sustitución xj=uj-x j y con ello 
tenemos una variable no ne9ativa. 
el. Problemas de minimización y maximización . 
Otro problema de manipulación que se presenta es conv-eTtir 
un problema de maximización a uno de minimización y a la inversa, 
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esto es , convertir un problema te minimización en uno de maximi-
zaciOn. Observamos que sobre cualquier región se cumple 
n n 
r CjX j = -Hfnimo r -c.x. j=1 j=1 J J 
Hhimo 
Por 10 tanto, un problema de maximización (minimización) 10 pode-
mos transformar a un problema de minimización (maximización) mul-
tiplicando los coeficientes de la funciOn objetivo por -1. Des-
pués de la optimización del nuevo problema la función objetivo del 
problema orioinal será -1 veces la función objetivo del problema 
transformado. 
Vamos a ver algunos ejemplos . 
Ejemplo 4.3. 
Considere el prOblema lineal (P): 
s . a S • a 
( P ) a11 x1 + a11 x2 < b1 ( pI) allxl+a12x2+x3 =b - 1 
a2l xI + a22 x2 < b2 a21xI+a22x2 +x 4=b 2 
-
xl ~ 0 1 x2 ~ O x1~O, x2~O, x3~O, x4~O 
Es inmediato que (P) es equivalente a (PI) y que este se encuentra 
en la forma estándar . Este método de transformar las restriccio -
nes de desigualdad en restricciones de igualdad, se denomina méto 
do de variables de holgura. 
Ejemplo 4.4. 
Considere el problema lineal (P): 
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s. a . ; ; 
(P) 
allx l + al2 x2 = bl 
a2l xI + a22x2 = b2 
Xl ~ O; x2 libre. 
Existen escencialmente dos m~todos para transformar una variable 
no restrin9ida en una restringida. 
Método a. Sea x2=x 3-x 4 donde x3 > O Y x4 > O. En este caso "el pr~ 
blema lineal (P) es equivalente a (P') y este se encuentra en la 
forma estándar. 
Minimice Z = cIx I + c2x2 - c 2x4 
s.a 
al IX I + a12 x3 a l2 x4 = b1 
( P , ) a2I xI + a22x3 il 2 2x 4 = b2 
M~todo b. Supongamos que en el problema (P) a22 ; O. Entonces. po-
demos despejar x2 de la segunda ecuación y sustituir su valor en 
la restante. En este caso el problema lineal (P) es equivalente a 
¡ 
(P")y este se encuentra. excepto por una constante.en la forma 
esUndar . 
s. a 
( p " ) 
Ejemplo 4 . 5 . 
Consideremos la iden ida ; : 
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" M~ximo { cx; XES } = -mín~o { -CX; XES }, 
donde c es un vector hilera de n componentes; x, un vector co 
lumna<den componentes y S, un conjunto en el espacio an . Esta 
identidad permite transformar prbblemas lineales de maximiza-
ci6n en, excepto por el signo, problemas de minimizaci6n . 
4.6.1. Teorema fundamental de la programaci6n lineal. 
En la soluci6n de problemas de programaci6n "lineal, el 
papel que desempeñan las soluciones factibles b~sicas es de 
primordial importancia. Específicamente, el teorema fundamen-
tal de la programaci6n lineal demuestra que en la determina-
ci6n de soluciones 6ptimas del problema lineal, en forma es-
t~ndar, es ünicamente necesario considerar las soluciones fac 
tibles b~sicas de este problema. Dado el problema: 
Minimizar z = cx 
sujeto a 
Ax = b 
x > O (4.3) 
donde A es una matriz de m renglones y n columnas y adem~s d e 
rango m; b es un vector columna de m componentes; c es un vec-
tor rengl6n de n componentes y x es un vector. columna de n va-
riables. 
i. Si existe una soluciÓn factible, existe una soluciÓn fac-
tible que es básica. 
ii. Si existe una soluciÓr factible 6ptima , existe una se 
luci6n factible báEica, que es 6ptima . 
Demostraci6n. 
i . Sean a1 ,a 2 " .. ,a n las columnas de A y supongamos que 
x=(x 1 ,X 2 ' ... ,x n ) T es una soluci6n facti ble ,esto es, x>O 
y además Ax=b. En términos de la columna de A se satisface 
( 4.4) 
Supongamos que exactamente p de las xl (i=1, .... n) son mayores 
que cero, y por conveniencia y sin pérdida de generalidad, sup~ 
nemos que estas son las primeras p componentes de x, luego se 
tiene: 
( 4 . 5) 
Y xk=O, k=p+l, ... ,n. Bajo esta suposición se presentan dos casos, 
correspondientes a la independencia o dependencia lineal del con 
junto al .... ,B p respectivamente. 
e a s o l. l •... ,p forman un conjunto de vectores 1inelmente 
i ndependi entes. Es obvi o que p ~ m por ser el rango de 
A igual a m. Si p=m la solución es básica factible, y 
por 10 tanto, la prueba termina. Si p<m, es posible se 
leccionar entre los n-p vectores columna restantes de 
A. m-p vectores que junto con los p vectores que ya te 
níamos, sean linealmente independientes. por ser el 
rango de A igual a m. Las m-p componentes del vector X 
correspondiente a los m-p vectores columna de A así se 
leccionados, se les asigna el valor cero, obteniendo 
así una solución factible básica degenerada. 
e a s o 2. Sea al •... ,a p conjunto de vectores linealmente indepe~ 
dientes, esto es, existen escalares yl •...• yp ·no todos 
cero tales que: a 1Y1+" .+apyp=o; Yi'o (4.6) para al-
guna i. i=1, ...• p. MultiplicandO la expresión (4.6) por 
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un escalar cualquiera E y restándola de la ecuación 
(4.5) obtenemos: 
(4.7) 
Observamos que esta expresión se satisface para cual 
quier E. sin embargo. para ~n E dido las desigua1da-
des x .-y. > O. i=I ..... p no se cumplen necesariamente. 1 1-
Sea el vector y =(Yl. y2 •...• Yp.0.0 •...• 0) elemento de 
Rn . Podemos f&ci1mente observar que (X-EY) es una so-
lución de (4.4). y en particular. para E=O se obtie-
ne x > O. esto es. la solución factible original y a-
dem&s conforme E aumenta su valor (en el sentido po-
sitivo). cada uno de los p componentes de X-EY aumen 
tao disminuye o permanece constante. dependiendo de 
que Yi • i=1 ..... p sea negativo. positivo o cero respeE, 
tivamente. Sin pérdida de generalidad. podemos suponer 
que existe al menos un Yi' i=1 •...• n positivo. y por 
10 tanto al menos una de las componentes de X-EY dismi 
nuye cuando E aumenta. esto es. hagamos 
c= mino {x/y i ; Yi 2:0. i-l ... . . p} (4.8) 
De donde. x - e y es una solució~ factible con. a 10 
m&s. p-l variables positivas. Repitiendo este proceso p ~ 
d em o s s e g u i r el i m i na n d o va r i a b 1 e s p o s i ti vas h a s t a , o b ten e r 
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una solución factible con vectores columna que sean linealmente 
independientes, estableciéndose de esta manera nuevamente el Ca 
so ly la prueba termina. 
ii. Sea x=Cx1 , •.. ,xn ) una solución factible óptima y suponga-
mos que x 1 , ... ,xp son positivas de manera análoga a la suposi-
ción hecha en la prueba de i, y nuevamente bajo esta suposición 
se presentan dos casos á analizar. 
Casal. Las columnas al, ... ,ap de A son linealmente indepen-
dientes. Donde la prueba es idéntica a la realizada 
en i para el caso 1. 
C a S o 2. Los vectores al"" ,a p son linealmente dependientes. 
La demostración es similar a la expuesta en ~ para 
el caso 2, pero ahora debemos demostrar que para 
cualquier E, la solución X-EY es óptima. Primera-
mente, observamos que el valor de la función objetivo para es-
ta solución factible básica es CX-ECy . Es claro que si cy=O la 
prueba termina (ya que Ey no afecta en nada y la solución X-EY 
será por lo tanto la solución básica factible óptima). Supong~ 
mos que cy#O, entonces, es fácil ver que para valores de e: su-
ficientemente pequeños, positivos o negativos, el vector xe:y 
es una solución factible y para alguno de estos E se tiene que 
e:cy > O, por lo tanto: 
CX - e:cy > cx ( 4 . 9 ) 
lo cual es una contradicción, pues x es la solución óptima por 
lo cual cy=O con lo cual queda establecido aue una nueva solu-
ción factible con menos componentes positivos también es aFti-
ma, y el resto de la demostración se completa igual en i, caso ·· 2 
con lo cual termina la prueba del teorema fundamental. 
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La importancia del teorema anterior radica en que, este 
establece que podemos reducir la bGsqueda de soluciones 
Óptimas del problema lineal en forma estándar a un con-
junto de soluciones formado por las soluciones factib les 
básicas, el cual es finito. En particular, se observa 
que el nGmero de soluciones factibles básicas en un pro-
blema de programaciÓn lineal con m restricciones y n 
variables es a lo más 
(:) = n! ro! (n-m)! 
correspondiente al nGmero de maneras de seleccionar ro 
de las n columnas de la matriz A. 
Ejemplo 4.6 
Consideremos el politope convexo (ver defin i -
ci6n 4.7) definido por las siguientes desigualdades, las 
cuales se ilustran en la Figura 4.9 
XI + X2 < 6 
X2 < 3 
Introduciendo las varibles de holgura x, y X. con el o~ 
jeto de poner el problema en forma estándar, tenemos : 
= 6 
X2 + x. = 3 
X I ~O; X 2~ O; x, > O; X. > O 
Figura 4.9. Soluci6n básica factible. 
Observamos que la matriz de restricciones Aes igual a 
1 1 
1 O 
De las definiciones anteriores, la · soluci6n factible básica es 
tará asociada a una base a de orden 2x2 con a-lb 
( 42
) = 2: 1~-2)! = 6 soluciones básicas, esto es : 
: ] 
-: l[: n:]' XR't: Jt 1 
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= [a 2' a 4 ] = [ : : ] 
. [:: r;lb r: l[: n: rR. f: n :] 
5). B 5 = [a 3' a 4 ] = r 1 O Ji 
L O 1 
=r 1 
I L O 
no existe pues las co-
lumnas de B6 son linealmente independinetes y por lo tanto 
. B6 en este caso, es singular por lo que B6 no es una base, 
pues no podemos generar a partir de ella, la segunda restric-
ci6n . 
Además, debemos observar que los puntos x B ' x B ' xB y x B 123 5 
son soluciones básicas factibles. Pero xB es una soluci6n bá 4 
sica pero no factible ya que viola las restricciones de no ne 
gatividad. Por lo tanto tenemos cuatro soluciones básicas fac-
tibles, esto es: 
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XI = 3 , Xz = 6 , Xl = O , X, = O 
3 O 3. O 
O O 3 6 
O 3 O 3 
Estos puntos pertenecen a R' , pues introdujimos dos v~ 
riables de holgura, por lo cual, cada solución básica -
factible tiene cuatro componentés '.' Si proyectamos en RZ 
las soluciones básicas factibles, esto es, en el espacio 
x x ,tenemos los siguientes puntos. 
1 2 
[ : 1 , [ : 1 [:J [:] 
Estos cuatro puntos se ilustran en la Figura 4.9 Obser 
vamos que estos puntos son precisamente los puntos extre 
mos de la regi6n factible . 
Te6ricamente hemos encontrado una soluci6n al problema 
de progranación lineal ya que si sustituimos en la fun-
ción objetivo las soluciones básicas factibles, estare-
mos en condiciones de determinar la soluci6n básica fa~ 
tibIe 6ptima, que será aquella que haga m!nima o máxima 
la función objetivo 'dependiendo si el problema es de mi 
nimizaci6n o maximizaci6n respectivamente . 
Debemos puntualizar que el teorema fundamental es sólo u 
na alternativa para resolver el problema lineal, pero en 
general,esta alternativa resulta práctica y computacio -
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nalmente ineficiente ya que, si por ejemplo, se tiene un proble-
ma de 10 variables y 7 restricciones, tendríamos que analizar 120 
bases. Sin embargo, la extensi6n de los argumentos de prueba de 
este teorema ha servido de base para diseñar m~todos de souci6n 
eficientes, tal como el m~todo simplex. 
El concepto de soluci6n básica en un problema 
de programaci6n lineal está relacionado con el concepto de punto 
extremo de un cierto politope convexo. Esta relaci6n de conceptos, 
uno algebráico y otro geom~trico, así como importantes relaciones 
con la teoría de desigualdades se tratan a continuaci6n. 
4.6.2. Relaciones importantes de la programaci6n lineal con con-
vexidad. 
Uno de los conceptos más importantes en la pr~ 
gramaci6n lineal es el de la convexidad ya que, geométrica y anal~ 
ticamente, es sencillo de manipular este concepto. Así mismo, al 
utilizar la convexidad se obtienen los resultados analíticos más 
relevantes de la programaci6n lineal. Por lo anterior, en el apén-
dice B se tratan los resultados más relevantes sobre conjuntos con 
vexos y optimizaci6n. 
Es interesante hacer notar que existe una rela-
ci6n bien definida entre las soluciones factibles básicas de un si 
stema lineal Ax = b, x > O Y los puntos extremos del politope forma 
do por las soluciones de este sistema. 
Definici6n 4.1. 
Si x,y son elementos del espacio enclidiano RI1 , 
se dice que la línea que une x con y es el conjunto de elemen-
tos { ZERI1 : Z = QX + (l-a)y: O < Q < 1 }. Un conjunto e con-
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tenido en Rn es convexo si dados . x,y~C 
está en C. 
la línea que las une 
Como ejemplo de un conjunto convexo, se tiene el con-
junto S definido por: 
s = {x: Ax > b, x ~ O }, 
es decir, el conjunto de soluciones no negativas del sistema 
Ax ~ b, donde A es una matriz de mxn, de rango m; b es un vec 
tor columna de m componenetes y x, un vector columna de n va-
riables . Para demostrar que se trata de un conjunto convexo se 
debe exhibir que para cualquier par de puntos, el segmento de 
recta que los une también está en el conjunto . 
Sea xl' x 2 dos puntos de S y a en 10,11 , entonces: 
aAx 1 > ab, a X1 > O; (1-a)Ax 2 > (l-alb, (1-a)x2 > o. 
Sumando: 
=> S convexo. 
Definición 4.2. 
Se dice que z es una combinación convexa de los m ele-
. ~'It~ 
mentos Xl' x 2 , ... ,xm del espacio R
n
, si 
z = 
m 
I: 
i=1 
a.X. 
l. l. 
, donde 
m 
I: 
i=l 
a . ]. 
= 1 y Cl i > O, i=l, ... ,m 
Este concepto nos permite obtener una caracterización al 
ternativa y comGn del conjunto convexo. 
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Proposici6n 4.l. 
Sea S un conjunto contenido en el espacio Rn , entonces S 
es convexo, si y s610 si contiene todas las combinaciones con-
vexas finitas de sus elementos . 
Definici6n 4 . 3 . 
Un conjunto K contenido en el espacio Rn es un cono si 
axcK cuando xcK y a ~ O. Lo cual implica que si un punto pert~ 
nece al cono, entonces la línea que parte del origen y pasa por 
el punto también pertenece al cono. El cono puede o no ser conve -
xo . 
Cono convexo Cono no convexo 
Figura 4.10 . Cono convexo y cono no convexo . 
El conjunto convexo mAs importante en la teor'a de opt i mi-
zación es el hiperplano. Establecer el concepto de hiperplano e s 
sencillo si se generalizan las propiedades de la l'nea y el plano 
en los espacios de dos y tres dimensiones. 
Definición 4 . 4. 
Un conjunto v en el espacio Rn es una variedad lineal si 
dados x,ycV se tiene que ax+(l-a)ycV para todo a c R. 
Se observa oue esta definici6n está relacionada 
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con la del conjunto convexo. Esto es, en la variedad lineal v 
(tambH!n llamada conjunto afín) dados. dos puntos, no solo la H 
nea que los une está en v, sino toda la línea que pasa por es-
tos puntos. 
y y 
x 
)-____________ ~~x 
z 
Figura 4.11. Variedades lineales en los espacios R2 y R3 . 
La interpretaci6n geométrica de este resultado es que 
una variedad lineal es la traslaci6n de un subespacio y dado 
esto , podemos hablar de su dimensi6n. Por ejemplo, en el espa-
cio de tres dimensiones, un punto, una línea y un plano son va-
riedades lineales de dimensi6n cero, uno y dos, respectivamente. 
n En general, la dimensi6n de una variedad lineal en R puede de-
terminarse trasladando esta al origen, lo que resulta en un sub 
espacio cuya dimensi6n es fácil de calcular. 
Definici6n 4.5. 
n Un conjunto H es un hiperplano en R si H es 
una variedad lineal de dimensi6n n-l. 
El hiperplano de un espacio es, simplemente,una 
variedad lineal que separa el espacio en dos partes. Por ejemplo, 
en el espacio de dos dimensiones, la línea recta (o hiperplano) s ~ 
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para los puntos del espacio en dos partes, lo mismo sucede con el 
plano en un espacio de tres dimensiones. Observamos que en el es 
pacio, R 3 , una linea recta (o variedad lineal) no separa los pun-
tos del espacio en dos partes. 
Teorema 4.1 
Un conjunto H es un hierplano en el espacio Rn 
si, y sólo si existen O '" aERn y bER tales que: 
H = {x: ax=b ) 
En vista de este teorema, el sistema de solu-
ciones de una ecuaci6n lineal con n inc6gnitas es un hiperolano 
n 
en R 
Definición 4.6 
Sea H = { x: aX-b} un hiperplano en Rn . Entonces los conjuntos 
convexos dados como 
= { x:ax > b ) y H = { x: ax ~ b ) 
se denominan los semiespacios cerrados posítivos y negativos asocia 
dos con H, respectivamente. Los semiespacios abiertos positivos y 
negativo respectivamente son 
- + H = {x: ax > b } 
Definición 4.7 
y H ={ x:ax < b ) 
Un conjunto que consiste de la intersección de un 
número finito de~eE~cios cerrados se denomina poli tope convexo. 
Asimismo, si un politope es no vacío y acotado se denomina poliedro. 
1~ 
P o 1 i t o p e P o 1 i e d r o 
Figura 4.12. Politope y poliedro convexos. 
A continuaci6n se presenta el concepto de punto 
extremo y se establece su caracterizaci6n analftica para el caso de 
politopes convexos, formado por las soluciones de un sistema de 
ecuaciones lineales. Esta caracterizaci6n nos permite analizar te6-
ricamente, el problema de programaci6n lineal. 
Geométricamente el concepto de punto extremo es 
obvio. Por ejemplo, en un espacio de dos dimensiones, un cuadrado y 
un triángulo tienen como puntos extremos sus vértices y en un cfrc~ 
lo todos los puntos frontera son puntos extremos. Analfticamente el 
concepto de punto extremo se puede establecer por la siguiente defi 
nici6n. 
Definici6n 4.8. 
Un elemento x del conjunto convexo S es un pun-
to extremo si para todo y,z de S y O < a < 1 se tiene: 
x=ay+(l-a)z => x=y=z. 
Teorema 4.2. 
Sea A una matriz mXn de rango m y b, un vec-
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tor tal que: 
Defiararros el vector y = (Yl' y 2 , ... ,yk ,0,0, ... ,0) en R
n
. Usando 
el hecho de que x. > 0, i=l, ... ,k es posible encontrar un E > ° 
1. 
tal que: 
x + EY > ° y x - EY ~ ° 
de donde x = l/2(x + EY) + l/2(x - EY), esto es, x se puede ex-
presar como una combinación convexa de dos elementos distintos 
en K, lo cual constituye una contradicción pues x es un punto e~ 
tremo. Entonces los vectores al' a 2 , ... , a k son linealmente inde 
pendientes. Observamos que k < m, si k = m es claro que x > ° y 
es una soluci6n básica de Ax = b. Si k < m es posible encontrar 
m-k vectores que junto con los k existentes sean linealmente in-
dependientes (estos m-k vectores se toman del conjunto de n-m v~ 
ctores restantes) y x sigue siendo una soluci6n básica, en este 
caso, degenerada. Esto termina la prueba. 
Conviene puntualizar que en el teorema ante-
rior el número de soluciones básicas del. sistema lineal Ax=b es 
finito pues a lo más es (:) = m: (n-m) n: correspondiente al 
al número de formas distintas de seleccionar m de las n columnas 
de la matriz A. Consecuentemente el número de puntos extremos de 
poli topes convexos formados poe las soluciones del sistema Ax=b; 
x > O es finito. También se enfatiza que el teorema anterior pu~ 
de ser aplicado en la caracterización de los puntos extremos de 
otros politopes convexos, como es el caso del politope convexo 
formado por las soluciones del sistema Ax < b, x > O. 
14G 
Proposici6n 4.2. 
Considere el sistema lineal 
Ax < b 
x > O (P) 
donde A es una matriz mxn; b, un vector columna de m componen-
tes, y x un vector columna de n variables. La forma estándar de 
(P) es 
Ax + Iy = b 
x > O, Y > O (P ° ) 
donde I es la matriz identidad mxm y y es un vector columna de 
m componentes. Entonces, existe una correspondencia uno a uno en 
tre los puntos extremos del poli tope (P) en Rn y los del polito-
pe (P 0) en Rn+m. 
P r u e b a. 
Sean (x, y) un punto extremo de (pO). Supong~ 
mos que x no es un punto extremo de (P). Entonces existen elemen 
tos destintos, xl' x 2 e n R
n que satisfacen (P), tales que 
x = a Xl + (1-a )x2 para algún O<a< l. Sin embargo 
de donde se concluye que y = b - Ax = aYl + (1-a)Y2 por lo que 
(x, y) no es un punto extremo de (pO) lo cual es una contradic-
ci6n. Por lo tanto x es un punto extremo de (pO). Además si x es 
punto extremo de (P), entonces (x, y), donde y = b - AX es un 
punto extremo de (PO). 
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Teorema 4.3. 
Supongamos que la función lineal z = cx tiene 
un mínimo en el politope convexo K = { XERn : Ax=b, x>O} . Enton-
ces el mínimo se adquiere en un punto. extremo de K. 
P : r u e b a. 
Sean 1 x , 2 x , ... , k x puntos extremos de K. 
entonces cada x en k puede expresarse como 
k k 
x = l: 
i=1 
i Cl .X 
l. 
1: Cli = 1, Cli > O, i=1, . . . ,k. i=1 
Sea z = rnin { i cx , i=l, .... ,k } . Entonces se tiene 
k i k 
cx = 1: Cl.CX > ( 1: Cli)Z = z 
i=1 l. i=1 
y la prueba termina. 
Teorema 4.4. Equivalencia de puntos extremos y soluciones bá-
sicas. 
Sean A una matriz mxn de rango m y b un vec-
tor columna de m componentes. Sea el politope convexo 
K = n {xER : Ax = b, x ~ O 
Entonces un vecotor x es un punto extremo de K si y sólo si 
x > O Y x es una solución básica de Ax = b. 
P r u e b a. 
Teorema B.2 del ap~ndice B. 
e o ro' a r i o 4.1. 
Si el conjunto convexo del teorema 4.4 es no 
1~ 
vacfo, entonces posee al menos un punto extremo. 
e o rol a r i o 4.2. 
Si el politope convexo K del teorema 4.4 
es acotado, entonces K consiste de las combinaciones convexas de 
puntos extremos. 
Proposición 4.3. 
En un problema de programación lineal, la 
soluci6n 6ptima ocurre en un punto extremo del poliedro convexo K 
del teorema 4.4. 
4.6.3. TEORIA DE DESIGUALDADES LINEALES. 
Vamos a estudiar brevemente los sistemas 
de desigualdades cuyas soluciones son mutuamente exclusivas. Las pr~ 
piedades de estos sistemas son, usualmente, la base para caracterizal 
en forma analítica las soluciones óptimas de un problema de optimi-
zaciÓn. El el análisis de un problema de optimización es comdn te-
ner que investigar la existencia de soluciones de sistemas de desi-
gualdades lineales. 
Existen dos formas generales de llevar a cabo es 
te proPósito, la primera es diseñar métodos iterativos, denominados 
algoritmos, para obtener la soluciÓn, si esta existe, o bien concl~ 
ir que no hay soluciÓn. Esta forma de procede r es, aparentemente la 
más conocida. La segunda forma consiste en analizar las consecuen-
cias de la no existencia de soluciones. Los resultados analíti-
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cos obtenidos en este caso, denominado Teoremas de Alternati-
vas, consisten en establecer que un sistema de desigualdades 
lineales de forma específica no tiene solución, si y sólo si, 
otro sistema de desigualdades tiene solución. Por esta raz6n 
-
remitimos al lector al Apéndice C en el cual tratamos los con 
ceptos básicos de desigualdades lineales . 
Teorema 4.5. 
m Sea A una matriz mxn y b un vector columna de R . En-
tonces uno y sólo uno de los s iguien tes sistemas tiene solución 
i) - Ax = b. 
ii)- AA = b; Ab = a , donde O t a~R . 
P r u e b a. Teorema C.l del apéndice C. 
Teorema 4.6. (Farkas). 
m Sea A una matriz mXn y b un vector columna en R . En-
tonces, uno y sólo uno de los siguientes sistemas tiene solu-
ción. 
i) - Ax = b x > O. 
ii) - AA > O Ab < O. 
P r u e b a. Teorema C.2 del apéndice C. 
Teorema 4.7. 
Sea A una matriz mxn y b un vector de m componentes. 
Entonces, uno y sólo uno de los siguientes sistemas de desi-
gualdades tiene solución. 
i) - Ax < b x > O. 
ii)- AA > O Ab < O A > O. 
159 
Prueba. 
Primeramente, observamos que 1 es equivale~ 
te a: 
[A ,11 [:] = b ; x > o, y > . O 
Por lo tanto, del teorema 4. 6 se tiene que el sistema anterior 
tiene solución si y solo si el sistema de desigualdades 
Al> O; Ab < O 
no tien e solución . Este resultado prueba el Teorema. 
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EJERCICIOS . 
4.1 Considere la representación gráfica del s iguiente pr ob l ema 
de programación lin eal . 
maXlmlce (minimice) Z = 5xl + 3x2 
s . a . 
Xl + x 2 ~6 
xl >3 
x 2 ~3 
2x 1 +3x 2 '::'3 
x 1 ~O, x 2 ~O 
(P) 
l. En ca da uno de lo s siguientes c a sos indique si la re -
gión factible tiene un punto , un número infinito de 
punto s o es vac ía. 
a. Las ~estricciones son tal y como se indican en (P) . 
b . La r estr icción Xl + x2 ~ 6 se cambia a x 1 + ~ ~ 5 . 
c . La restricción x 1 + x2 ~ 6 se cambia a Xl + x2 ~ 7 . 
ii . Para cada caso de l os i ndicados e n i., determine el nú-
me ro de punto s extremos . 
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lll. Para cada caso de los indicados e n i e n los cuales eXlS -
te una solución factib l e determine el máximo y e l mínimo 
de Z y sus puntos extremos asociados. 
4 . 2 Resuelva gráficamente el sigu iente problema. 
Maximizar Z = min { 3x1 - 10, -5x 1 + 5} 
s . a , 
O 2. xl 2. 5 
4 . 3 Considere el sigui e nte problema d e programación lineal . 
Maximizar Z = 4x 1 + 4x 2 
s . a 
2x1 + 7x 22. 21 
7x1 + 2x 2 2.49 
xl ' x 2 ~O 
Determine la solución optima ( x~ , x~)T gráficamente . ¿Cuál 
es el rango de variación de los coeficientes de la función 
1: 1; 
objetivo para el cual la solución ópt i ma ( ~1 ' ~2) se man-
tiene? 
4.4 Resuelva gráficamente el s iguiente problema lineal. 
Maximizar Z = 5x 1 + 6x 2 
s . a 
xl - 2x 2 > 2 
- 2x 1 + 3x 2 > 2 
xl' x 2 no restringidas. 
4 . 5 Determine la r egión factib le del conjunto {x : Ax <b} don-
". 
de A Y b se dan a continuación. Indique s i la región fac- . 
tible es vacía, no acotada o acotada . 
153 
l. A = 1 1 b= 6 
2 - 1 6 
O 1 2 
Ü. A = 1 1 b= 4 
-1 
- 2 - 12 
-1 O O 
4.6 La compafiia DELFIN tiene maqulnarla especializada en la in -
dustria de calzado . La compafiia inicia operaclones el pró-
ximo mes, que denominaremo s mes número uno y tiene disponib-
les 250 000 pesos y 20 máquinas . Por medio de un estudio de 
pronó sticos de venta, el gerent e de la compaft i a llega a la 
conclusión que la mejor decisión a corto plazo es tener el 
máximo número de máqui.nas en operación a l inicio del décimo 
mes. 
En cada mes, la compaftia tiene disponibles tres alternativas 
para adquirir maquinaria . En la primera alternativa puede 
comprar máquinas a 20 000 pesos cada una, pero el periodo d e 
e ntrega es de un mes . Esto es , si al inicio del mes t se pide 
l a maquinaria, esta se entregará al inicio del mes t+1 . En l a 
segunda alternativa se puede comprar en 15 000 pesos cada má-
quina, pero el periodo de entrega es de dos meses. La última 
alternativa es comprar en 10 000 pesos cada máquina con un p~ 
r i ada de entrega de cuatro meses. 
Al inicio de cada mes cualquier máquina requlere para su ope -
ración 400 pesos y produce al final del mes 900 pesos. 
Formu l e u n modelo de programación lineal para este problema . 
4 . 7 LA SURTIDORA presenta esta semana la siguiente variedad de 
carnes: 
Carnes 
Proteínas (%) 
Grasas ( %) 
Costo ( %) 
A 
19 
12 
45 
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B 
20 
8 
75 
C 
16 
25 
95 
D 
17 
23 
90 
E 
25 
20 
120 
Suponga que usted desea comprar distintas cantidades de car-
ne para formar una mezcla que contenga igual cantidad de gr~ 
sas y proteínas, a costo mínimo. Adicionalmente, suponga que 
usted desea que al menos cinco por ciento de la carne compr~ 
da sea del tipo A y que las carnes C o E sean incluidas con , 
al menos, otro cinco por ciento . 
Formule este problema como uno de programación lineal . 
Suponga que conoce la solución óptima del problema planteado . 
¿Cómo se modificaría esta solución Sl usted solo requiere de 
1 kg. de mezcla de carnes? 
4.8 La compañía DENA tiene 30 millones disponibles para asignar a 
tres de sus subsidiarias . Debido a sus compromisos de perso-
nal y maquinaria la compañía tiene que asignar un mínimo de 3 , 
5 Y 8 millones de las s ubsidiarias A,B y C, respectivamente. 
Las subsidiarias tienen oportunidad de realizar varios proye~ 
tos con lo s fondos que reciben . La tasa de interé s que cada 
.proyecto. tiene . e s .. . col'lo.cida a 's í como ' la .máxima .cantidad. de di-
nero a . invertir . 
155 
SUBSIDIARIA PROYECTO TASA LIMITE INVERSION 
1 8% '+ millones 
A 2 6% 5 millones 
3 7% . 6 millones 
4 5% 5 millones 
B 5 8% 7 millones 
6 9% 4 millones 
7 10% 6 millones 
C 8 6% 3 millones 
La compañía tiene la pOlítica que nlnguna subsidiaria ten 
ga asignado más dinero que la suma de dinero asignado a las o! 
ras subsidiarias . Asimismo, debido a un conflicto áe interés 
dentro de la compañía se tiene que en la subsidiaria A la can-
tidad de dinero adicional que reciba después de los 3 millones 
(la asignación máxima), debe ser menor que dos veces la canti-
dad de dinero adicional que recibe l a subsidiaria C después de 
los 9 millones (la asignación máxima) . 
Formule el problema lineal correspondiente . 
4.9 Considere la red de distribución de agua 
1 
W = 30 D 
6 
1 
W =45 e 
6 
1 
W =70 B 
5 
1 
W =8 0 
A 
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donde A,B,C y D son fuentes de abastecimiento cuya capacidad 
se indica en la figura; a,~,y yo, son puntos de unión de a-
venidas de agua; y 1,2" ... ,8 son plantaciones cuyas necesi-
dades de agua se especifican en la figura. Los costos de bom 
beo se indican en los arcos. Formule un modelo de programa-
ción lineal para resolver este problema de asignación de 
agua de" las fuentes de abastecimiento a las plantaciones, a 
costo mínimo. 
4.10 En la compañía de televisión TELEVAVOSA, el tiempo dedica-
do a comerciales se cobra de tres maneras distintas de acuer 
do a la siguiente clasificación: 
~ . El comercial que se transmite de noche (horas pico) a 
P1$/min. 
ii. El comercial que se transmite en día s hábiles a P2$/min . 
~~~. El comercial Que se trans mite los sábados y domingos 
(antes de las 6 p.m.) a P 3 $ /min . 
"",La: "compañía ~ vehae " .. bloques"'de "tiempo" a ,cuatro grandes" agenc~as 
publicitarias que tienen un efecto significante en la deter-
minación de precios. En particular, la agencia i,(i=l, ... ,4) 
desea adquirir un bloque de a i1 , a i2 , a i3 minutos de cada uno 
de los tres tipos de tiempo, siempre y cuando no sobrepase el 
coato de A. pesos por todo el bloque de tiempo. Además, se 
l 
tienen varias agencia s publicitarias menores a los que se ve~ 
den en total M1 minutos de noche, M2 minutos de días hábiles 
y M3 minutos de fin de semana. 
TELEVAVOSA desea conocer los precios para los tiempos destin~ 
dos a los comerciales de tal manera que el beneficio sea máxi 
mo. 
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Formule el modelo lineal de este problema . 
4.11 La compañía de productos metálicos PM dejó de producir un 
cierto artículo debido a que no se obtenía ninguna ganancia . 
Como consecuencia de lo anterior, se di sponen de los siguie~ 
tes tiempos de máquina: 
Tipo de máquina 
Fresadora 
Torno 
Pulidora 
Tiempo disponible 
(horas máquina) 
500 
350 
150 
La administración desea usar este tiempo desponible de má-
quina en la producción de uno o varios de los tres produc -
tos metálicos Pi' P2 Y P3 . El número de horas máquina re -
querido por un idad de cada uno de estos productos es, en 
horas máquina/unidad: 
Tipo de máquina 
Fresadora 9 3 5 
Torno 5 4 o 
Pulidora 3 o 2 
El departamento de ventas indica que el potencial de ventas 
para los productos Pi y P 2 supera la máxima tasa de produc-
ción y que el potencial de ventas del producto P 3 es de 20 
unidades por semana . La ganancia por unidad obtenida en los 
productos Pi' ?2 Y P3 es de $3000, $1200 y $1500, respecti-
vamente . La empresa desea determinar las cantidades de pro-
ducto p P y P que debe producirse para obtener la máxi-l' 2 3 
ma ganancla. Formule e l correspondiente modelo de programa-
ción lineal. 
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4 . 12 Una empresa está tratando de decidir cual sería su política 
óptima de compras, almacenamientos y ventas de un cierto 
producto para los j=1, ... ,n períodos de tiempo que consti-
tuyen su horizonte de planeación . 
Sean 
k = capacidad de almacenamiento. 
x = cantidad inicial de inventario en el almacen o o 
x.= compras en el período j . 
J 
y -j-
p.= 
J 
ventas en el período j. 
precio unitario de venta del producto en el período j . 
c . = costo unitario (de compra) del producto en e l período j. 
J 
Considere además las siguientes suposiciones: 
i. El producto se v~ene siempre en condiciones de compe-
tencia perfecta . 
~~. Las ventas se tienen que hacer necesariamente del in-
ventario físico existente al inicio de cada período . 
iii . El producto se compra siempre en condiciones de comp~ 
tencia perfecta. La cantidad a comprar está limitada 
únicament e por la capacidad de almacenamiento disponi 
ble . 
Con las definiciones y suposiciones anteriores formule el 
correspondiente modelo linel . Indique s ise requieren más 
suposiciones y cuales ,serán e s ta5 . 
4.13 Un inversionista tiene la posibilidad de invertir en dos 
tipos diferentes de sociedades de inversión . Al final de 
cada año el inversionista liquida su inversión y reinvierte. 
Las utilidades anuales de las sociedades dependen de como 
f luctúa anualment e e l mercado de valores de Nueva York. Ul-
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timamente este mer'cado ha estado oscilando alrededor del nl 
vel 1 000 del índice industrial Dow Jones de acuerdo a las 
probabilidaes indicadas en la siguiente matriz: 
I.I.D . J . 900 1000 1100 
900 0.3 0 . 5 0.2 
1000 0 . 1 0 . 5 0 .4 
1100 0 . 1 0 . 4 0 . 5 
Cada año que el mercado sube (o baja ) 100 puntos, la SOCle -
dad 1 tiene utilidades (o pérdidas) de $10 . Si el mercado 
sube (o baja) 200 ~untos en un año, la sociedad 1 tiene uti 
lidades (o pérdidas ) de $50, mientras que la sociedad 2 tie 
ne utilidade s (o pérdidas) de só lo $20. Si e l mercado no 
cambia , no hay utilidad o pérdida en las dos sociedades. For 
mul e este problema como un problema de programación lineal . 
4.14. Una empresa tiene que tomar la desición de si comprar o f~ 
bricar internamente un conjunto de n productos . Se cuenta 
con la siguiente información al respecto . La matriz T=( t .. ) 
l] 
indica los tiempos actuales de fabricación internos del pr~ 
ducto i en la máquina j Cj=l, . .. ,m) . Se tienen disponibles 
para el período de planeación con siderado b j unidades de 
tiempo para cada máquina de la empresa y se requiere entre-
gar una cantidad Ki de cada producto debido a compromisos 
contraídos . Se cuenta además con información sobre l os pre-
cios de compra p. de los productos y sus respectivos costos 
l 
internos de fabricación c i . ¿Cómo formularía este problema 
de decisión? 
4 . 15 Un productor de jabón tiene tres plantas localizadas en San 
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Luis Potosi, Puebla y Durango, y tiene 5 bodegas prlnclpa-
les localizadas en Monterrey, Guadalajara, D.F., Chihuahua 
y Mérida. 
Las ventas esperadas en cada bodega para el año que 
entra son: 
Bodega Ventas anuale s (miles de cajas) 
D.F . 60 
Guadalajara 30 
Monterrey 50 
Chihuahua 20 
Mérida 10 
Lo s costos de mandar de cada planta a cada bodega son 
(en pesos por cada 1000 cajas): 
Fab/Bod. D.F . Guad . Mont . Chih . Mérida 
S.L.P. 15 0 150 80 200 240 
Puebla 120 220 250 260 200 
Durango 210 170 150 180 280 
Las capacidades '- de producción 'de cada planta son: 
Planta CaEacidad (miles de cajas) 
S . L . P. 100 
Puebla 60 
Durango 50 
210 
Se desea s aber que plantas tienen que surtir a que bo-
degas de manera que se sati's'fagan l as demandas esperadas y 
que se minimice el costo de transporte. 
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4.16 El Consejo de Seguridad vial del Departamento de Tránsito 
del D.D.F. tiene para e l año de 1978 asignado un presupuesto 
de un millón de pesos para s er invertidos en diferentes pro-
gramas de seguridad v i al qu e i nc luye la previsión d e muertes 
por accidentes de trán s ito y la reducción de daño s a prople-
dad debidos también a accidentes . 
El consejo ha contemplado cuatro posibles pr oyectos ,es-
tos y la información r e l evant e se incluyen en l a tabla siguie~ 
te: 
TABLA 
Proyecto . Lími te de I n-
versión en el 
Proyecto . 
1 . Publicidad al 
u s o de cintu-
rones de ' segu 
ridad . -
2 . Investigación 
en el diseño 
de señaliza-
ción de semá-
foro s . 
3 . Investigación 
y presión a 
las Cías. de 
Autos para uti 
lización de -
equipos de ma-
yor seguridad. 
4. Invers ión en 
educación vial. 
60 0 , 000 
200,000 
4 50 , 000 
750,000 
Estimación 
del N°de 
muerte s ev i 
tadas por 
cada $10 000 
gastados . 
. 33 
. 25 
.1 5 
. 27 
Estimac ión de. 
r e ducc ión e n 
daños materia 
les por cada-
$1 0000 ga sta-
dos . 
$ o 
50,000 
120,000 
4 0 , 000 
Los Directores del Con se jo no se ponen de acuerdo sobre a 
cual de l os dos objetivos debe darsele mayor importancia ( evi 
tar muertes o evitar daños mat eriales), sin embargo, piensan 
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que una vida humana no tiene precio pero existen dos alter-
nativas que tienen la misma capacidad de salvar vidas, se 
preferirá aquella que ahorre más dinero en daños materiales. 
Por último, los Directores de Consejo han decidido que 
para poder comparar: los dos objetivos señalados, se le dará 
a cada vida humana un valor implícito de $450,000, ya que 
esa cantidad utiliza el gobierno para la responsabilidad ci-
vil de causar una muerte. 
Formule un problema de programación lineal que repre--
sente la óptima asignación del presupuesto a los diferentes 
proyectos, basado en la información presentada. 
4.17 La Comisión Federal de Electricidad está planeando la con-
strucción de nuevas plantas generadoras de energía eléctrica 
en el área de Chihuahua, para los próximos 10 años. Es posi~ 
le construir cuatro tipos de plantas: Termoeléctricas, Geo--
térmicas, Hidroeléctricas y Nucleares . 
El consumo de electricidad está bas ado en 3 caracterí-
sticas. La primera es el uso total anual, el requerimiento 
en el área se estima de 400 millones de kilowatts/hora en el 
10 0 año. La segunda característica e s el pico de utilización 
de energía, la necesidad pico estimada es de 3,000 millones 
de kilowatts .en "el . l0 0 afio. La tercera característica es la 
energía garantizada de salida. El requerimiento para el 10 0 
año es de 2,000· millones de kilowatts de energía garantizada. 
Las cuatro posible s plantas varían en la forma en que 
satisfacen estas características, por ejemplo, las Nucleares 
pueden cubrir un alto pico de consumo, mientras que las Ter-
moeléctricas no pueden. 
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Las características de cada tipo de planta se muestran 
en la tabla anexa . Cada una está medida en términos de uni--
dad de capacidad. La Unidad de capacidad se define como la 
capacidad de producir 1 millón de kilowatts-hora por año. 
Los costos de operación y lo~ costos de inversión va-
rían considerablemente para los difer entes tipos de plantas . 
La última co lumna muestra los costos totales incluyendo 
el costo de inversión y los costos de operación . 
La compañía quiere desarrollar un plan de 10 años pa--
ra determinar que tipos de plantas y de que capacidades deben 
ser construidas para satisfacer los requerimientos a un costo 
total mínimo. Sin embargo, se disponen por presupuesto sola--
mente de 35,000 millones de pesos para las inversion es 1n1C1a 
les en el período de 10 años. 
TIPO 
Termoeléc 
trica 
Hidroeléc 
trica 
Geotérmi-
ca 
Nuclear 
Características de Plantas Eléctricas 
por unidad (lmillón de kilowatt s-hora) 
de generación anual. 
Energía Ga Energía Pi Costos de Costo t otal 
rantizada ca I;"lVersión (Inv.+Oper . ) 
(MM kilo-- (MM kilo-- (MM pesos ) (MM pesos) 
watts) . watts) . 
0.15 0 . 20 30 65 
0.10 0 . 10 40 42 
0 . 10 0.40 60 64 
0.80 0.90 100 110 
Formule este problema como un problema de programación 
lineal . 
164 
4.18 Una empresa manufactur a un producto por un lapso de n pe-
ríodos (meses) para cubrir la demanda . En e l período i, la 
demanda ri (unidades) debe ser c ubierta de l a producci6n 
de ese período X. y/o del inventario acumulado de pasados 
l 
períodos . O sea que es posible producir más de ri unidades 
en el período i con e l sobrante usado para cubrir la deman 
da de un o o varios períodos en el futuro . 
La demanda en todos l os per6do s debe ser cubierta. Si 
el nivel de producción e n el período l se aumenta sobre e l 
nivel de l período i-1 ( si X. > X . 1) un costo de al' por unl 
l l -
dad de exceso es incurrido. Si X. < X. 1 un costo de b. por l l- l 
unidad de decrecimiento es incurrido. 
Hay un costo de C. pesos por mantener una unidad en el 
l 
inventario por el período i . 
El objetivo es encontrar la programac ión de producci6n 
que minimice los costos totales . 
Se desea además que el inventario a l final de los pe-
ríodo s , o sea 1 , sea cero . 
n 
165 
CAP 1 TUL O V 
EL METODO SIMPLEX 
5.1 El m~todo simplex nos permite, una ve~ determinada cualquier so 
lución básica factible inicial 
. 
(punto extremo), obtener una so-
lución básica factible óptima en un número finito de pasos o ite 
racciones. Dicha solución básica factible inicial pertenece al 
conjunto de restricciones de un problema en la forma estándar. 
Los pasos o iteraciones, antes mencionados, consisten en encontrar 
una nueva solución básica factible cuyo valor correspondiente de 
la función objetivo sea mellor que el valor de la función objetivo 
de la solución básica factible precedente. Este proceso se conti 
núa hasta que se alcanza una solución mínima (problema de minimiza 
ción). Por la presentación del capítulo anterior, tenemos que to-
das las soluciones básicas factibles (puntos extremos) tienen aso-
ciadas m vectores linealmente independientes. Por lo tanto, lim~ 
taremos nuesta búsqueda a aquellas soluciones que son generadas po r 
ro vectores linealmente independientes (matriz base B). Observa-
mos que hay un número infinito de tales soluciones. 
5.2 M~todo de Pivoteo para la solución de un sistema de ecuaciones li-
neales. 
Es esencial que entendamos este procedimiento de solución 
de ecuaciones lineales simultáneas, para tener una idea clara del 
m~todo simplex. 
Consideremos el siguiente conjunto de ecuaciones linea -
les: 
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a 21 x 1 + a22~2 + ••• + a 2 xn = b 2 
n 
a m1 x 1 + a m2 *2 + •• . + amnxn = bm 
donde m < n . En forma matricial, podemos escribir 
x = b 
( 5 • 1 ) 
( 5 • 2 ) 
En el espacio n R podemos interpretar este sistema de ecuaciones 
como una colección de m relaciones lineales que deben ser satis-
fechas por un vector X . Denotando por a. la i-ésima fila podemos 
1 
expresar a (5.1) como 
al x = b1 
a 2 x = b 2 ( 5 . 3 ) 
a x = b m m 
Lo cual corresponde a una interpretación de (5.1) como un conju~ 
to de m ecuaClones . 
Si m < n y las ecuaciones son linealmente independientes, entonces 
existe más de una solución al sistema de ecuaciones lineales (ver 
Apéndice A) . Una solución única se obtiene, por lo tanto, si n-m 
ecuaciones lineal es independientes y adicionales son consideradas. 
Por ejemplo, podemos iLtroducir n - rn ecuaciones de la forma 
e k x = O, donde e k es el k - ésimo vector unitario en Rn,(lo cual 
es equivalente a considerar i k = O),en cuyo caso obtenemos una s~ 
lución básica de (5.1) . Diferentes soluciones básicas se obtienen 
considerando diferentes ecuaciones adicionales de esta forma es -
pecial . 
Si las ecuaClones (5.3) son linealmente independientes, 
podemos reemplazar una ecuación dada por cualquier múltiplo dis -
tinto de cero de ella misma más cualquier combinación lineal de 
las restantes ecuaciones del sistema . Este método se conoce co-
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mo el método de e l iminación Gau ssian a (ver Apéndi ce A). 
Al a plicar este método obtenemos una forma tri-
angular o canónica de las ecuacion es . Es conocido , y se puede 
demostrar fácilmente, que si las primeras m columnas de a son 
line lmente independientes, el sistema (5 . 1) puede, por una s u -
cesión de multiplicaciones y restas, convertirse a l a sigu ien-
te forma canónica: 
"k 2 
Correspondi.endo a esta representación canóni.ca del sistema, la s 
variables xl' X2 , .. . , Xm se les llama básicas y al resto de las 
variables se le s denomina no básicas. La correspondiente so lu - - -
ción básica es entonces: 
. . . , x m = y mo ; = ú 
o en forma vectorial x = (yo,O) donde Yo es de dimen sión m y O 
es vector cero de dimensión n-m. 
La matriz de coeficientes del sist ema ( 5 . 4) en for-
ma de tabl e au queda: 
1 O 
':1 2 m+2 , 
O 1 
O O 1 Ym,m+l Ym ,rn+2 ~imn Yrno 
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El método de solución por pivoteo consiste en que 
dado un sistema en forma canónica, suponemos que una variab-
le básica pasa a ser no básica y una variable no básica pasa 
a ser básica, esto es, supongamos que en el sistema canónico 
(5.l¡) queremos reemplazar la variable básica x l.::.p.::.m por p, 
la variable no básica x . q 
Esto lo podemos hacer Sl y sólo si y es distin pq -
to de cero ya que el cambio se efectua dividiendo la fila p 
por Ypq de tal manera que la variable x q tendrá por coefi---
ciente la unidad en la p - ésima ecuación e inmediatamente des-
pues multiplicamos la fila p por alguñ múltiplo de cada una de 
las demás filas y las restamo s de tal manera que los coeficien 
tes de x en las demás ecuaciones serán cero. Lo cual transfor q 
ma la q-ésima cólumna del tableau donde tendremos solamente ce 
ros a excepción del término en la p-ésima posición donde apar~ 
ce la unidad, esto es, Ypq=l y por lo tanto no afectamos las 
columnas de las otras variables básicas. Si denotamos por y .. 
- lJ 
los coeficientes del nuevo sistema en la forma canónica así ob 
tenido, entonces tenemos: 
y ' = 
ij y . . -lJ x y. lq l .¡. p 
( 5 .5) 
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Las ecuaciones (5.5)50n las ecuaciones de pivoteo que 
con mucha frecuencia nos encontraremos en programación lineal . 
El elemento Ypq en el sistema original se conoce corno el elemen 
to pivote. 
Ejemplo 5 . '. Consideremos el siguiente sistema en forma canónica: 
Vamos a encontrar la solución básica teniendo por variables bási-
cas actuales a x, ,x 2 y x 3 . Formando el tableau de coeficientes te 
nemos: 
x, xz x3 x4 xs x6 
O O G) , -, S 
O O 2 -3 3 ; > 
O O ') - , 2 -, -, \.. v 
B, 
B ; ~ O : J -, ;B , 1 O 
El círculo indica el elemento que será nuestro primer pivote y co-
rresponde a reemplazar x , por x4 como variable básica. 
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Xl x 2 x 3 x 4 Xs x 6 
1 O O 1 - 1 5 
- 2 1 O O 8 3 -7 
\1 O 1) O 3 - 2 4 
v 
- 1 B1 
1 O O O O 
=> B = 2 1 O - 1 - 2 1 O => B = 2 2 
- 1 O 1 O 1 
De nuevo, el círculo indica cual es el elemento que será el pró -
ximo pivote, esto es, queremos reemp l azar x 2 por x s ' en t onces ob 
tenemos : 
3/5 
2/5 
'(l /S 
=> B3 = 3/5 
- 1 [ 
2/5 
- 1/5 
X2 
1/5 
- 1/5 
3/5 
'V 
- 1 
B3 
l/S 
- l /S 
3/5 
x 3 x 4 Xs x 6 
O O -2/5 18/5 
O O -3/ 5 7/5 
1) O O B - l /S 
-3 
2 
y de nu evo el círculo indica el siguiente pivote para reemplazar 
e n la base x 2 por x s ' esto es: 
- 1 
1 - 2 
- 3 
1 
-3 
2 
-2 
-3 
- S J 
o 
o 
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o o 4 
o 2 
o 
- 1 
- 2 - 2~ -3 
-S -3 
De esta última forma canónica obtenemos una nueva solución bási-
ca: 
5.3. Criterio para mejorar una solución básica factible. 
Dada una solución básica factible, vamos a descubrir un 
método para obtener una nueva solución básica factible que nos 
mejore el valor de la función objetivo. 
Consideraremos el siguiente problema de programación li-
neal: 
Minimice z=c·x 
s.a 
Ax=b (P) 
x > O 
donde A es una matriz mxn, de rango m; c, un vector renglón de n 
componentes; b, un vector columna de ro componetes; x, un vector 
columna de n variables. Supongamos que tenemos una solución bási 
ca factible (B- 1b,O)T la cual nos proporciona un valor de la fun-
ción objetivo zo dado por 
172. 
-1 
=c B b B (5.6) 
Sea x=(xB,xR)T una solución factible arbitraria, por lo tanto, 
XB ~ 0, x R ~ O. Esto es, x es la misma solución básica factible 
antes indicada, solo que ahora hecemos x R ~ ° para de esta manera 
analizar cual de las variables no básicas nos conviene meter a la 
base y así mejorar la solución. 
b=Ax=LB,RJ (5.7) 
- 1 Multiplicando (5.7) por B y reordenando términos, obtenernos: 
- 1 - 1 
x =B b-B Rx B R 
(5.8) 
donde J es correspondiente conjunto de índices de las variables no 
básicas. Observarnos qu e las ecuaciones (5.6) y (5.8) son suficien-
tes para calcular el valor de la función objetivo, para esta solu-
ción factible, esto es: 
=cBXB+cRXR 
=c (B-1b- ¡; 
B j ¡:J 
- 1 B a.x.)+ l: C·X· 
J J jE:J J J 
Zo- l: ( z .-c.)x. 
j¡:J J J J 
- 1 donde Zj =CBB a j para cada variable no básica. 
(5.9) 
De la ecuación (5.9) observarnos que resulta ventajoso si introduci-
mos a la base la variable x j la cual aumentará su valor desde el ni 
vel cero, más aún ,nos conviene que la variable x. alcance un valor 
J 
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máximo, dentro de lo posible, pues de esta manera disminuirnos el 
valor de la función objetivo. En vista de lo anterior podernos es 
tablecer el s iguiente criterio. Fijarnos cada variable no básica 
Xj al nivel cero, excepto aquella variable no básica x k a la que 
. 
corresponde el máximo valor positivo zk-ck. El nuevo valor de la 
función objetivo lo podernos c a lcular a partir de la ecuación (5.9), 
esto es: 
(S . 10) 
Al incrementar se , a partir de cero, el valor de x k ' las variables 
básicas se modifican, de acuerdo a la ecuación (5.8) obteniéndose: 
(5.11) 
donde 
Si denotamos las componentes de x B y & por x B ,xB , ... ,xB y 1 2 m 
&1,° 2 , .. . ,6m respectivamente, la ecuación (5.11) queda: 
x B = 61 Y1k 1 
x B 2 
&2 Y2k x k 
(5.12) 
De la ecuación (5.12) observarnos que si Yik ~ O, entonces x B. se 
1 
incrementa tanto corno se haya incrementado x k y por lo tanto XB. 
1 
continua siendo no negativa. Sin embargo si Yik < O, entonces XB . 
1 
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se incrementará tanto como se haya incrementado k. Con el objeti-
vo de no violar la condición de no negatividad, xk se incrementará 
hasta el puntó en el cual la variable básica xB decrezca a cero, 
r 
donde r denota el índice para el cual xB alcanza el nivel cero an 
r 
tes que las demás. Examinando la ecuación (5.12), resulta obvio 
que la primera variable que decrece hasta alcanzar el nivel cero 
corre:sponde a l mínimo de b/Yik para Yik positiva, esto es: 
_. 1 tb. =mlnlmo --1 <Í<m y ik (5. 13) 
En ausencia de degeneración b
r 
> O Y por lo tanto 
b 
x = k 
r 
> O. 
De la ecuación (5 .10 ) y del hec ho de que zk-ck > O concluimos que 
z < zo y por lo tanto hemos mejorado el valor de la función obje-
tivo, teniendo una nu eva solución básica factible, pues xk se in 
crement6 desde el nivel cero hasta el nivel br/Yrk' Sustituyendo 
b 
r 
xk= Yrk en la ecuación (5 . 12) obtenemos el siguiente punto: 
i=l, ... ,m 
b 
r 
x = 
k Yrk 
Xi=O~j€J, excepto j=k (5.14) 
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De la ecuación (5.14) tenerno s qu e xB ;0 y por lo tanto 
r 
seguirnos t eniendo a lo más m variables pos itivas , asociadas a la 
nueva base cuyas columnas son 
independientes si y solo si Yrk#O. Esto es, l a variabl e no bási 
ca xk ha pasado a ser bá sica y l a variable x r ha salido de la 
base y pasa a ser variable no bási ca . 
Ejemplo 5.2. 
s.a 
Xl .':. O, x2 .':. O. 
La ilustración de este problema se proporciona en l a figura 5 . 1. 
Movimiento hacia una mejor solución bási 
ca factible. 
Figura 5.1 . Solución básica fa c tibl e mejorada. 
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Introduciendo las variables de holgura x 3 y x 4 para transformar 
el problema a la forma estlndar tenemos que la matriz de restric 
ciones es: 
2 
1 
1 
° 
Consideremos la base B = [a 1 ,a 2 J' esto es, x 1 y x 2 son las va-
riables blsicas. 
'Be [:; r B- 1b - [: : rl n: -:j[: r [:] 
X
R 
= [:: 1 = [ : 1 z=3 
Estos puntos se muestr a n en la figura 5.1. Con el objeto de encon-
trar, si e s posible, una nueva solución blsica factible que mejore 
la función objetivo, procedemos a calcular z . - c. para las varia-
J J 
bIes no blsicas, esto es: 
- 1 
z3- c 3=CBB a 3-c 3= (1,1) 
-211 [01J J - ° = -1 
Por lo tanto dado que z 3 - c 3 > 0, el valor de la función objetivo 
disminuirl si aumentamos e l valor de x 3 . La nueva solución es dada 
por: 
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Xa = a-lb - 1 - a a 3x 3 
xl = 2 o 
x 2 1 1 x 3 
El m&ximo valor que puede alcanzar x 3 es 2, (ya que para un valor 
mayor de x 3 ' xl sería negativa). Por lo tanto, la nueva soluc i 6n 
b&sica factible es: 
Esto es, x 3 entra a la base y sale xl' Observamos que el nuevo 
punto ha mejorado el va l or de la finci6n objetivo y el decremento 
5 . 4. Criterio de optimalidad. 
De la discusi6n anterior, concluimos que si para cada var i able no 
b&sica x., j EJ se satisface z. - c. < O hemos alcanzado el 6ptimo 
J J ) 
ya que para cualquier otra nueva soluci6n b&sica tendríamos que 
X. > O Y por lo t anto e l valor de la funci6n objetivo se incremen ) 
tarta en (z. - c.)x. , alej&ndonos del óptimo. 
J J J 
En el caso de que se satisfaga z . -c . < O Y para algún j EJ se cu~ 
J J 
ple la estricta igualdad, esto es, zk-ck=O para j=kEJ tenemos , en 
ausencia de degeneración, que si introducimos a la base x k el va-
lor de la funci6n objet i vo no se altera , lo cual nos indica la 
presencia de una soluci6n óptima alternativa . A continuación eje~ 
plificamos las dos si t uaciones , esto es, la presencia de una solu 
ci6n 6ptima única y de una soluci6n 6ptima alternativa. 
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Ejemplo 5.3. 
Minimizar z = -3x1 + x 2 
s.a 
= 4 
x = R [::]' [:] 
z=-12 
Calculemos z2-c2 y z3-c3 correspondientes a las variables no bási 
cas: 
:J [:] -1=-7 
-0=-3 
Dado que z .-c . < O V j EJ la actual solución básica factible es 
J J 
T óptima y además única, esto es x=(4,O,9,5) es única. Este ejem-
plo se ilustra en la figura 5.2. 
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c [~]~ Solución óptima única . 
/ [~] / 
Figura 5 . 2 . So lución óptima única. 
Ejemplo 5. 4 . Co n sideraremos ahora el problema: 
Minimizar z=-2x l- 4x 2 
s.a 
Observarnos que la fun ción objetivo a minimi zar es distinta a l a 
del ejemp lo anterior p e ro las r es tricc iones son las mismas . Con 
sideremos la misma bas e , esto es: 
x = R 
z=- 1 2 
Calculemos c . -z . para todo jEJ, esto es: 
J J 
+4 =0 
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Si introducimos la variable básica Xz a la base, obtenemos una 
nueva soluci6n básica factible 6ptima ya que el va l or de la fun 
ci6n objetivo no cambia por ser zZ - cZ=O . Podemos determinar las 
soluciones básicas factibles óptimas estudiando el rango posible 
de variación de Xz que satisfaga la condición de no negatividad , 
esto es: 
Entonces para toda Xz < 5/3, la solución 
x*= x I = 4 Zx Z 
Xz Xz 
x3 O 
x4 5 3x Z 
es una solución óptima con z*=-8 . En particular si x Z=5/3 alcanz~ 
mos una solución básica factible óptima en la cual x4 sale de la 
base, i . e., alcanzamos un punto extremo óptimo . Esto se ilustra 
en la figura 7.4. 
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Familia de soluciones 
6ptimas a lternat ivas 
Figura 5 . 3 So luciones 6ptimas alternativas. 
5 . 5 No acotamiento. 
Supongamos que tenemos una soluci6n básica factible del SlS 
tema Ax = b , x > O con un valor de la f unci6n objetivo 
igual a zo · Sea x k la variable a entrar a la base , esto es, 
zk - c , > O con 'Ik < O. De la ecuación (5 . 12) tenemos: K 
X = S-1 b - Yk Xl< B 
y por ser Yk ~ O, concluimos que x
J
¿ puede incrementar su va 
l or i ndefinidamente Sln que alguna de las variables básicas 
alcance valor negativo. De la ecuaci6n (5.9) tenemos que el 
val or de la función ob Letivo está dado por 
la cual por lo tanto tiende a - 00 cuando ' k tiende a + 00 • 
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Resumiendo , si tenemos una solución básica factible con 
zk - c k > O para alguna variable no b á sica x k y tenemos Yk ~ O, 
entonces el óptimo es no acotado , tiende a y xk puede aumen-
tar indefinidamente su val or , sin perder l a fac tibi l idad de la 
solución básica , esto les, x tiende a +00 por l o cual concluimos 
que e n este caso tenemos un problema n o acotado . 
Ejemplo 5.5 . Consideremos el siguiente problema de programación 
lineal: 
Minimizar Z = -xl - 3x2 
s.a 
xl - 2x 2 < 4 
-xl + x 2 < 3 
xl > O, x 2 ~ o. 
El problema se ilustra en la figura 5.4, donde observa mo s que 
el problema tiene un óptimo no acotado. Después de transformar 
el probl ema a la forma estándar , introduciendo las variables 
de holgura x 3 y x 4 ' la matriz A de restricciones queda: 
A = [ 1 - 2 1 :] - 1 1 O 
Sea la base B = [ a 3 , a 4J => 
B 
" [: J 
x B = [::1 " ¡: :1 [:] ~ [:] XR = [::1 " [:] 
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Figura 5 .4 . Solución óptima no acotada . 
1 = 1 
3 = 3 
Por lo t anto entra a la base x 2 ya que z2 - c 2 > O Y es el más 
posi tivo . 
El máximo valor de x 2 es 3 y x 4 alc a nza el nivel cero . Por lo 
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T T tanto la nueva solución básica es (xl' x 2 ' x 3 ' x 4 ) =(0 , 3,10,0) 
La nueva base con inversa y 
y z4 - c 4 , esto es : 
(0,3) [~ 2J [11 + 1 = 4 
1 -lJ 
(0,-3) [~ : ] [:] - ° = - 3 
Observamos que zl-cl > 0, pero 
Por lo tanto la soluciól1 óptima es no acotada. En este caso, S1 
Xl se incrementa y x 4 alcanza el nivel cero tenemos : 
Es obvio que esta solución es factible para toda xl > O. En pa~ 
ticular 
y 
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Por lo tan to z = - 9-4x l , l a cual tien de a _00 cuando xl tiende 
a + 00 Por lo cual concluimos que l a solución óptima es no aco 
tada y se e ncuentra a través del rayo 
{(0 , 3 , 10 , 0) + x l (l , l , l , O); xi ~ O} 
5 . 6 . Converge ncia finita del método simplex en ausenCla de 
degene r ación . 
En ausencia de degeneración , el método simpl ex termin a e n un 
núme r o fi n i t o de iteraciones , obteniéndose una solución bási 
ca factible óptima o se concluye que el óptimo es un acotado . 
El algoritmo del simplex termina en un punto extremo óptimo 
Sl zk - c k ~ O para un problema de minimización . 
Otra fo rma de que termine el algoritmo es cuando 
zk - c k > O Y Yk < O. El algoritmo genera una n ueva solución 
básica fac tib l e si zk - c k > ° 
En a usen Cla de degen eración , b > 0 , y por lo tan to 
r 
x k = br / Yrk > ° y la diferencia del valor de la fun ción obje-
tivo será para esta nueva solución : 
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Esto quiere decir que la función objetivo decrece estric-
tamente e n cada solución generada por el método simplex, 
s iendo distintas cada una de las solucione s básicas facti-
bIes que se van generando. Como ya vimos, a lo más existen 
(mn) soluciones básicas, y además el método simpl ex no anali-
za todas, por lo tanto el número de iteraciones necesarias 
para determinar el óptimo o concluir que este no es acota-
do, es finito . 
En presencia de degeneración, es posible que br = O Y por 
lo tanto el decremento que se obtiene en la función obje-
tivo al entrar a la base xk es cero ya que xk = O y 
(Zi< - c k )' xk O. Por lo cual , en este caso, es posible que .-
e.L é 19oritmo del simp.Lex se desarrolle a través de unÓ. suce 
sión de bases , las cuales corresponden al mismo punto extr~ 
mo y por lo tanto el valor de la función objetivo será el 
mismo. Lo anterior se conoce como cicl o y existen formas de 
evitarlo aplicando lo que se conoce como método lexicográ--
fico, el cual no lo estudiaremos, pues se sale del alcance 
y extención del curso . 
5.7 Algoritmo del método Simplex. 
Sea e l siguiente pr ob lema de programación lineal: 
Min . z = cx 
S .a . 
Ax = b 
x > O 
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y consideremos el siguiente tableau del simplex, donde supo-
nemos que las variables básicas son xl' x 2 ,···,x . m 
al a 2 a a a m+l a. a k a LD(Lado r m J n Derecho) 
x B x B ... x B .. . x B x m+l ,.. x k x J n 1 2 r m 
1 O O O Y1 ,m+l··· y l j . . . y lk· .. Y1n b1 
O 1 O O Y2 ,m+l · ·· Y2j · .. Y2k · . . Y2n b 2 
O O · .. 1 · .. O Y +1 · . . y ..•• 8··· Yrn b r r,m rJ 
O O · .. O · .. 1 Y +1 · . . Ymj · .. Ymk · .. Ymn b m,m m 
O O · .. O · .. O zm+l- cm+l ·· . Z.-c .... ~-~ ... z - c cBb J J n n 
El algoritmo del simplex emplea el método de solución del plVO-
teo . Si consideramos que zk - c k > O es el más positivo de los 
z. - c . ,i . = m + 1, ... ,n entonces xk será la variable no básica l l 
que se incorpora a la base . Supongamos que 
entonces la variable básica x B sale de la base , lo cual slgn~ 
r 
fica que debemos pivotear sobre el elemento Y
rk , el cual se en -
cuentra encerrado en un círculo en e l tableau anterior , quedando 
este a hora , después del pivoteo, de la siguiente manera : 
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XB xB • •• x B 
.. , x B xm+ l 
x, ••• X k · .. x LD J n 1 Z r 
1 O 
Y1 k 
O Yrm+ l ~ Yr n b _ Y1k b · .. Y1m+l- Yl k ' .. y , , - l k" · O .. . y - =----Y 1k Yrk Yrk 1J Yr k r n Yrk 1 yrk _r 
YZk Yr m+ l Yr ' Yr n y -O 1 O YZm+l - ---YZk"'Y2 ' - ~Zk · ··O • .. y Zn - y---YZk b - ~b Yrk Yr k . J Yrk rk Z Yrk r 
1 
O O o . .. 1. . . 
O O 
Ymk 1 
Yrm+ l ~ Yr n Ymk -
· .. Ymm+1- Y
rk 
Ymk " ' Yroj - k " . O .•. y - =----Y k b --b Yrk Yrk ro ron Yrk m ro Yrk r 
(zm+l-cm+l)- (z. - c . ) - (z -c ) - cb -
zk-ck J J n n 
O O --- · .. O Yrm+ l y . . •• 0 .. • Yrn b Yrk - .:...El( z - c ) r (z -c ) - - - (z - c ) -(z - c ) -
Yrk k k Yrk k k Yrk k k k k Yrk 
A continuación enu nciamos el algoritmo del simplex. 
Paso O. Encuentre u n a soluci6n básica factible inicial con base B. 
Forme el siguiente tableau inicia l. 
LD 
1 B - 1 R b 
O - 1 c B R- c = B R Zj-C j ; j EJ cBb 
Paso 1 , 
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La solución actual es óptima. De otra manera continue al 
paso 2. 
Paso 2. Examine Yk. Si Yk ~ 0, alto . La solución óptima es no aco 
tada a lo largo del rayo 
donde ~ es el vector unitario en Rm, esto es, es un vec-
tor de ceros excepto en la k-Isima posición que vale 1. 
Si Yk > 0, determine el índice r tal que: 
= mínimo 
l<i <m 
Paso 3 . Actualice el tableau, pivoteando en Yrk. La variable no 
básica x k entra a la base y la variable básica x B sale r 
de la base. Regrese al paso 1. 
Ejemplo 5 . 6 . Sea el problema lineal: 
Minimizar z = x l + x 2 - 4x 3 
s.a 
Xl + x 2 + 2x 3 < 9 
xl + x 2 - x 3 < 2 
-xl + x 2 + x 3 < 4 
x. > O· j=1,2,3. 
J 
, 
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Transformando el problema a la forma estándar, esto es, intro 
duciendo las variables de holgura 4 ' 5 ' 6' obtenemos: 
Minimizar z = xl + x 2 - 4x 3 
s.a 
= 9 
Xl + x 2 x 3 + Xs = 2 
-x l + x 2 + x 3 = 4 
x. O' j= 1 ,.; . ,6. ) ,
Dado que b > 0, la base inicial que seleccionamos es 
B = [a4 , aS' a 6 J = 13 => B- l b = b > O. Entonces, el tableau 
inicial queda: 
Iteración 1. 
Xl Xz x 3 x4 Xs x 6 LD 
1 2 1 O O 9 
1 - 1 O O 2 
- 1 1 0 O O 1 4 .+ sale de la 
- 1 - 1 4 O O O O base x 6 
t 
entra a la 
base x 3 
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It eración 2 . 
x l x 2 x 3 x4 x o x6 LD ~ 
0 - 1 O O -2 .. sa l e de la base x4 O 2 O O 1 . 1 6 
-1 O O 4 
3 - 5 O O O -4 -16 
t 
entra a la base x l 
Iteración 3. 
xl x 2 x 3 x 4 Xs x 6 LD 
1 -1/3 O 1/3 O - 2/ 3 1/3 
O 2 O O 1 6 
O 2/3 1/3 O 1 /3 13/3 
O -4 O - 1 O - 2 - 1 7 
Observamos que z . - c. < O V j EJ;> tab lea u óp timo y la so lu-J J-
ción óptima está dada por: 
Debemos notar que la b ase óptima es tá formada por l as co lumnas 
B; ' ~1,a5,a3 J ; lr ~ 
- 1 
O 
O 
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-1 Y B = 1/3 o -2/3 
o 1 1 
1/3 1/3 
Es importante observar que la inversa de la matriz base la po-
demos identificar del tableau óptimo del simplex.Supongamos que 
en el tableau original la base está formada por la matriz iden-
tidad. Entonces, el proceso de ir actualizando la base B en cada 
proceso iterativo corresponde a prem~ltiplicar las m filas del 
- 1 tableau original por B con lo cual obtenemos el tableau origi-
nal ya que y=B- 1R, con lo cual transformamos la matriz identi-
- 1 - 1 dad del tableau original en B . Por lo tanto B se puede dete~ 
minar del tableau actualizado, considerando los elementos del n~ 
evo tabelau que formaron la matriz identidad en el tableau origi 
nal. 
5 . 8 . Modificación para un problema de maximización. 
Un problema de maximización podemos transformarlo en uno 
de minimización, multiplicando la función objetivo por -1. Tam 
bién podemos resolver directamente el problema de maximización 
considerando que si zk-ck es el mínimo de las Zj-C j para jcJ, 
alcanzaremos el óptimo cuando zk-ck ~ O, Y en lo demás aplic~-
remos exactamente los mismos pasos del método simplex que se si 
guen en un problema de minimización. 
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Ejemplo 5.7. 
Suponga el siguiente problema de programaci6n 1 inea 1: 
Max z ; cx 
s.a 
Ax b 
x > O 
donde A ; 2 O O b ; 8 Y e ; [1 , 1 , O , O , OJ 
2 O O 7 
O O O 3 
Si 1 {3,4,2} representa el conjunto de índices básicos 
- 1 Y además sabemos que B ; O - 1 
O 1 - 1 
O O 
determine que variable entra a la base y a que nivel, así 
como la variable que sale de la base, el cambio en la fun 
ci6n objetivo y el nuevo vector Yr correspondiente a 
la variable que sali6 de la base, así como el nuevo ín-
dice básico y la nueva inversa de la base. 
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Solución 
El tableau correspondiente será: T = B -1 A, esto es: 
T = 1 O -1 2 1 O O = 2 O 1 O -1 
O 1 -2 1 2 O 1 O 1 O O - 2 
O O 1 
° 
1 
° 
O 
° 
1 
° ° 
y la fila de costos reducidos para jiI, esto es, las va 
riables no básicas, será: 
-1 
z . - c. = cBB R - c R J J 
c B [c 3 ' c 4 ' c 2] = [ 0, ° , lJ 
c R = [c 1 ' csl = [ 1 , 0J 
R = [aT ' aT J = 2 - 1 1 S 
-2 
O 
z. c. =[O,O,lJ 1 
° 
-1] [: -1] - [1 ,OJ = J J ° 1 -2 -2 
° ° 
1 1 
=[ O,O,lJ [ : - 1 - [ 1 ,OJ = - 2 
= [O,lJ - [l,OJ = [-l,lJ 
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El vector del l ado derecho queda: 
o 
1 
o o 
y el valor de la función objetivo será: 
- 1 [O , O , 1 J [: ::][:r (0,0, '1 r z=cBB b= O 1 O 
por lo que el nuevo tableau 
Xl x 2 x 3 
2 O 1 
(0 O O 
O O 
- 1 O O 
t 
en tra x l 
Entonces x I 
ando sobre 
O 
1 
O 
o 
entra a la 
y 21 tenemos: 
O 
O 
1 
o 
1 
O 
O 
O 
base 
queda: 
x 4 Xs LD 
O - 1 S 
- 2 1 ..- sale 
O 3 
O 3 
a nivel '1, esto es , xI =1. 
LD 
- 2 3 3 
- 2 
O 3 
- 1 4 
x4 
Pivote 
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La función objetivo vale ahora z=4 . 
El vector Y
r 
pedido es Y4 y vale : 
y = -2 4 
1 
o 
El nuevo índice básico es I={3,1,2} y la inversa de esta base 
es: 
1 - 2 3 
o -2 
o O 
Ejemplo 5 .8. Considere el siguiente tableau el cual es óptimo : 
xl x 2 x3 x4 Xs x6 LD 
-1/3 O 1/3 O - 2/3 1/3 
O 2 O O 1 6 
O 2/3 1 1/3 O 1/3 13/3 
O -4 O - 1 O - 2 - 1 7 
el cual corresponde a un problema de minimización en el cual 
l as restricciones son del tipo ~ Determine el problema ori-
ginal. 
Solución. 
Sea To el tableau original y Ta el actual 
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tableau óptimo, entonces se tiene: 
T 
o 
= B T
a 
T = [:' O '~'Jl - 1/3 O 1/3 O -'1[: O :J o 1 2 O O 1/3 O 1/3 O 2/3 1/3 O 1 /3 -1 O 
[: -1/3 O 1/3 O -';'] l: 2 O :J 2 O O - 1 O 2/3 1/3 O 1/3 - 1 O O 
Lado derecho actual = B- 1b, LD original = b = BB - 1b => 
b = 1 O 2 1/3 = 9 
1 - 1 6 2 
.. 1 O 13/3 4 
Dado que las restricciones son del tipo < se tiene que las 
variables x4 ,x S · Y x6 son de holgura y por lo tanto c 4 ' C s 
y c 6 vale n cero . 
- 1 donde (c 1 ,O,c 3) z . c. = cBB a j - c. c B = J J J 
- 1 - 1 (c 1 ,O,c 3) 1/3 O -2/3 - 0= z4 c 4 = = cBB a 4-c 4 -
O O 
1/3 O 1/3 O 
=> c 1 = -3 - c 3 - - ------- (1) 
- 2 - 1 1 1 2 1 
° 
z6 - e 6 = = eBB a 6 - e 6 = (r 1 +r 3' ° , - r l +r3) 
° 
= 
2 1 
-
r l + r3 
=> el = 3 + 
c 3 (2) 2 - - -
De ( 1) Y (2): 
= (1/3e 1 + 1/3e 3 , 0,-2/3e 1 - e = 2 
= - 4 
- 1/3e 1 + 2/3e 3 +4 
Por lo tanto el tableau origi nal será: 
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LO 
1 2 o o 9 
- 1 o o 2 
- 1 1 o o 4 
- 1 - 1 4 o o o o 
y el problema original será: 
Min. 
s.a 
x. > O, j=1,2,3. 
J 
5.9. Variables artificiales. 
Es frecuente, que para encontrar una solución básica 
factibel inicial, tengamos la necesidad de introducir, inde 
pendintemente de la necesidad de variables de holgura, varia 
bIes artificiales las cuales nos permiten tener un. base 
inicial, esto es, la matriz identidad. Vamos a ver a conti-
nuación algunos casos en que se ha ce necesaria la introduc-
ción de varibles artificiales. 
i. Si las restricciones del problema son de la forma 
Ax?. b, x?. O, donde b> O, al introducir el vector de 
holgura xH obtenemos : 
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Observamos que la matri z de restricción [A , -lJ no con -
tien e la base inicial requerida por el método simplex, 
esto es, la matri z identidad. Debemos agregar entonces, 
un nuevo vector a rtificial x A y el sistema de re s triccio 
nes queda: 
es decir [A, -1,IJ x =b 
Consideremos las sigui e ntes restricciones: 
x 1+ Zx Z > 4 
-3x,+ 4x Z > 5 
x , > O , Xz > O 
Introduciendo las variables de holgura x 3 y x 4 tenemos: 
x 1 + ZX 2 - x 3 =4 
-3x 1+ 4x 2 - x 4 =5 
x . > O, j=1, . .. ,4 
J 
Observamos que la ma t riz de restricciones no contiene una 
s u bmatriz identidad d e orden 2. Por lo tanto . introduci-
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a a 
mas al problema las variables artificiales xl y xz' es-
to es: 
- x 3 =4 
a 
+ Xz =5 
con lo cual tenemos ya una solución básica factible ini-
a a 
cial con xl > O Y Xz > o. 
ii. Supongamos que las restricciones son de la forma Ax < b, 
X ~ O, pero el vector b no es no negativo, esto es, 
b i < O para algün i, i=1 , ... ,m. Al introducir el vector 
de holgura xH no podemos inicializar la solución hacien-
do x=O ya que xH=b viola la restricción de no negatividad . 
Sea el siguiente sistema de restricciones: 
Haciendo el cambio de signos a la primera restricción 
tenemos: 
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x, > O; xz > O; x3 > O. 
Introduciendo las variables de holgu ra x 4 y X s ' el S1S 
tema queda: 
= 3 
= 7 
Observamos que para tener una solución básica factible 
inicial debemos introducir una variable artificial x~ 
en la primera restricción, esto es : 
3x 3 + 
a 3 
-x, x z + - x 4 x, = 
- Zx, + Xz + 3x 3 + Xs 7 
O· O· a O. x, > , Xs > , x , > 
111. Supongamos que tenemos el co n junto de restricciones 
Ax = b, x > O donde A es una matriz de orden m x n de 
rango m y la matri z identidad de orden m no es una sub-
matriz de A . Por lo tanto para obtener una solu-
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ci6n básica factible inicial debemos introducir variables ar-
tificiales en las restricciones adecuadas. Así sea el conjun-
to de restricciones: 
2x 1+3x Z - x 4=18 
x l ~ O, Xz > O, x 3 ~ O, x 4 > o. 
Observamos que x 3=4 es una solución factible básica inicial, 
y si introducimos la variable artificial x~ en la segunda res 
tricci6n, esta será nuestra segunda soluci6n inicial con 
a 
x Z=18, esto es, el sistema queda: 
= 4 
. a O > O, Xz ~ . 
La manera de resolver los problemas lineales que involucran 
variables artificiales es tema de la siguiente secci6n. 
S.10. Método de penalizaciones (método de las M grandes ) . 
Consideremos el siguiente problema d e programaci6n li-
neal: 
Minimice z=cx 
s . a 
Ax=b 
x > O 
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Si una base conveniente no es determinada, introducimos 
el vector artificial xa y el sistema de restricciones 
queda: 
x ~ O; xa > O. 
La solución factible incial está dada por xa=b y x=O. 
Lo indeseable de tener el vector artificial a un nivel ma-
yor de cero, lleva a modificar la función objetivo donde 
ahora deberemos pagar una multa por tener una solución, do~ 
de el vector artificial no sea totalmente nulo. Esto es, 
el problema queda: 
Minimizar a z=Cx +Mx 
s.a 
a Ax +x =b 
a 
x > O, x .:: O, 
donde M es un número positivo muy grande, tan grande 
como queramos. El ténnino Hxa se interpreta como la mul ta 
a ser pagada por cualquier solución donde x a F o. 
La solución inicial x = O, a x = b es factible en las 
nuevas restricciones y tiene un valor de la función ob-
jetivo muy indeseable, M·b por ser este muy grande (en 
el sentido positivo) . Por lo tanto, el método simplex tra 
tará de sacar de la base las variables artificiales y en -
tonces continuar hasta encontrar la solución óptima del 
problema original. 
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Ejemplo 5 . 9. 
Minimi zar z=x 1-Zx Z 
s . a 
X1 + Xz > 2 
-x 1 + Xz > 1 
Xz < 3 
x 1 > O; Xz > O. -
Aplicand o el método de pe nalizaciones queda: 
s . a 
2 
1 
3 
El tableau del simplex queda: 
x 1 Xz x 3 x 4 Xs 
a a LD x 1 Xz 
1 - 1 O O O 2 
-1 1 O - 1 O O 1 
O 1 O O 1 O O 3 
- 1 Z O O O -M -M O 
Multiplicando las filas v , 2 por -14 y s umándoles l a últi 
ma fila (fila de las z_ - c _ o fila de costos reducidos) tenemos: 
J J 
xl a a LD Xz x 3 x4 Xs x l Xz 
1 - 1 O O 1 O Z 
-1 G) O -1 O O -+ 
O 1 O O O O 3 
- 1 ZM +Z -M -M O O O 3M 
t 
a a LD Xl Xz x 3 x4 Xs Xl x 2 
CV O -1 1 O 1 - 1 1 ... 
-1 1 O -1 O O 1 1 
1 O O 1 1 O -1 Z 
2M+l O -M M+Z O O -ZM-Z M- Z 
i 
Xl Xz x3 x4 Xs 
a a LD Xl Xz 
1 O -1/2 ® O 1/2 - 1/2 1/Z ... 
O -1 -1/ 2 -1/ 2 O 1/2 1 /2 3/2 
O O 1/2 1/ Z 1 -1/2 - 1 /2 3/2 
O O 1/2 3/Z O -M-l/2 -M-3/2 -5/2 
i 
a a LD Xl Xz x 3 x4 Xs Xl Xz 
Z O - 1 1 O 1 -1 
1 1 - 1 O O O Z 
-1 O G) O - 1 O 1 ... 
-3 O Z O O -M - Z -M -4 
o 
- 1 
O 
1 
O 
o 
O 
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1 1 
O 
o 
a a LD xl x 4 
O - 1 2 
O O 3 
- 1 O 1 
1 O o o - 2 -M -M -6 
Como (z . -c.) < O ~ j €J el último t ab le a u es 6ptimo , por lo 
J J 
t a nto x~ ; O; x~ ; 3; x3 ; 1 ; x4 ; 2; x~ ; O; x ~ a 
z* ; 6 . 
La sucesi6n d e puntos generada en e l es p acio (x 1 ' x 2) se mu-
es tra en l a figura 5 .5. 
DJ 
[~J 
[n 
[~J 
UJ 
Figura S.S. Ejemplo del método de penalizaciones. 
5 . 11. Análisis d el método de penalizaciones. 
Conside remo s el problema lineal: 
Minimice z; ex 
s.a 
Ax ; b (P) 
x > O 
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donde no existe ningun a matri z identidad de orden m, sub-
matri z a su ve z de l a matri z A de orden mxn y de rango m. 
Por lo tanto es necesaria la inclusión de un vector arti -
ficial xa y entonces e l problema (P) queda: 
Minimic e 
s.a 
a 
z = cx + Mx 
Ax + x a = b 
x > 
(P ' ) 
> O. 
Es t amos interesados e n obtener la solución de (P) y en el 
proceso de solución, se pueden pr esentar los sigui en tes ca 
sos: 
CASO A. - Solución óptima finita de (P ' ). 
En e ste caso se presentan dos posibilidades. La primera es 
aquella donde la solución óp tima a (P ' ) tiene t oda s las va -
ria bles artificiales a nivel ce r o . En l a segunda posibilidad 
no todas las variables art ificia les se encuentr an a nive l ce 
ro. Estas variantes c onst ituyen l os subcasos A.l y A2, r espe~ 
tivamente y se analizan a continuación. 
Sub-caso A.l. Cx* , x*a) = (x*, O) es l a sa luci 6n 6ptima de 
(P ' ) . 
En este caso x* es un a sol uci6n óptima del problema(P~ 
Par a demo s trar es t a aseveración , s upongamos que x es 
una so lución de (P) y observamos que (x, O) es un a so lu-
ción factible a l problema (P'). Si (x*, O) es un a so lu -
ción factible óptima del problema (~ , entonces, 
-
cx* + O cx + O, esto es , cx * cx. Por l o tanto x* es 
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una soluci6n factible del problema (P) y por lo tanto 
x* es la soluci6n 6ptima de (P). 
Subcaso A.2. (x*,x*a) es soluci6n 6ptima de (P') y 
Si M es un número positivo muy grande, podemos concluir 
que no existe soluci6n factible de (P). Supongamos, que 
es soluci6n factible de (P). Entonces (x,O) es una so-
luci6n factible de (P') y por las condiciones de optim~ 
lidad de (x*, x*a) tenemos 
cx* + Mx*a < cx + O =. cx . 
Dado que M e s muy grande y x*a > O Y x*a ~ O Y como x*a 
corresponde a una de las soluc iones básic as factibles, 
las cuales son finitas, la desigualdad anterior es imp~ 
sible. 
Por lo tanto x no puede ser soluci6n factible de (P) . 
Caso B. (P') tiene una soluci6n 6ptima no acotada. 
Supongamos que durante la soluci6n de (P'), la columna ac 
tualizada Yk es no positiva, esto es, Yk 2 0, donde el 
índice corresponde al más positivo de los z . - c. . En-
J J 
tonces (P') tiene una soluci6n 6ptima no acotada . Si to-
das las variables artificiales son iguales a cero, enton 
ces el problema original, esto es, el problema (P) tiene 
una soluci6n 6ptima no acotada. Por otra parte si al me-
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nos una variable artificial es positiva, entonces el pro-
blema original es no factible . 
Estos dos subcasos los discutimos a continuaci6n con más 
detalle. 
SubcasoB .': zk-_~k=máximo{(zi-ci); zi-ci > O; id}, 
Yk ~ O, Y todas las variables artificiales son iguales a 
cero. 
A este subcaso ie. corresponde tener una soluci6n factible 
en el problema original . Además, dado que P' es no aco-
tado, existe una direcci6n (d" d Z) ~ (0,0) del conjunto 
ya que esto precisamente es condici6n necesaria y sufi -
ciente para que (P') sea no acotado . Dado que M es muy gra~ 
de y d Z ~ O, tenemos que si ~d,+MdZ < O implica que dZ=O 
y además ~d, < O. Pero d, entonc es es la direcci6n sobre 
el conjunto {x : Ax=b, x > O} tal que cd, < O lo cual 
implica que (P) no tiene soluci6n 6ptima acotada. 
Subcaso B. Z: zk-ck=máximo {(z.-c.); z · -c· > O; jd} 
J J J J 
Yk ~ O, Y no todas las variable s artificiales son iguales 
a cero. 
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tn esta situaci6n no existe soluci6n factible del pro-
b l ema original (P). Supo ngamos que la base consiste de 
las primeras m columnas de A, donde las columnas de 1 
a l a p están asociadas a las va~iables originales y la 
column a p + 1 a la m están asociadas a las variables 
artificiales . El tableau correspondiente se da a con-
tinuaci6n . 
X l • • • X
o xu +1 " ,xm x m+1 · . . xi ••• X LD n 
1 
· . . O O · . . O Yl m+l · . . y 1 j .. . y 1 n 51 
O · . . O O · . . O YZm+l · • . y Z j • . 'YZ n 5 2 
O · .• 1 O · .. O Ypm +l · . . y pj . .. y 5 pn p 
O · . . O 1 · .. O Yp +l+m+1' ·.Yp+l j· · · Yp+l r 5 p+l 
O • •• O O • •• 1 .. 'Ymn 
Observamos que c. = M para 1 = P + 1 , . . . ,m . Para 
1 
j = m+l, ... ,n tenemos: 
Es 
Z . - c. ) ) 
P 
l: c· y . . 
i=l 1 1) 
fácil notar que 
+ M 
m 
m 
( l: y . . ) 
i=p+l 1) 
c. ) 
l: y .. 
i=p+ l 1) 
OJfj =m+ l , . .. ,n. 
(5. 1 5) 
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Para demostrarlo recordemo~ que Yk ~ O ~ kEJ 
m 
10 cual implica que E Y' k< O es trivial. Por contradi-
1 -i=p+l 
cción, supongamos que 
m 
E 
i=p 
y .. > O para alguna x. no bl-
1J J 
sica, esto es, jEJ . De la ecuación (5 . 15), dado que M es 
muy grande se tiene que z. - c. es un número positivo muy 
J J 
grande, violando la definición de 
Por 10 tanto: 
m 
E 
i=p+l 
y .. < O ~ j = m+l, . . . ,n . Sumando las última s m-p ecua 1J -
ciones del tableau a nt erior , tenemo s : 
m 
E 
i=p+l 
x. + 
1 
n 
E j=m+l 
m 
x. ( E 
J i =p + 1 
y . . ) 
1) 
m 
E b 1 i=p+l 
(5.16) 
Por contradicción, s upongamo s que el problema (P) tiene una 
solución factible. Ento nces x~ = O para toda s las varibles 
1 
artificiales y por lo tanto xi = O para i = p+l, ... ,m. 
Por otro lado x. > O Y 
J 
m 
E 
i=p+ l 
y .. < O 
1) para 
j = m+ 1 , m+2, . .. ,n. Por lo tanto, el lado i zquierdo de la 
ecuación (5.16) es no positivo . Pero el lado derecho de la 
misma ecuación es positivo ya que no todas las variables ar 
tificiales son iguales a cero. Esta contradicción demuestra 
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que el problema original (P) no puede tener solución fac-
tible. 
Debemos observar que no podemos concluir que el proble-
ma original (P) es inconsistente si alguna 
z. - c. > O, y. < O Y no todas las variables artificia -J J J 
les son cero. Es necesario qu e utilicemos en la demostra-
ción el más positivo de las z. - c . . 
J J 
Podemos resumir el a nálisis del método de penalizaciones 
de la siguiente manera: 
Resolver el problema (P I ) para 
una M positiva muy grande 
Optimo no acotado 
a 
x* =0 . El pr~ x*a¡10. El pr~ 
blema (P) no 
tiene solu--
ción factible 
x*a=o. El p:~ 
blema (P) tle 
ne solución 
ópt. ima n o aco 
tada. 
a 
x* =0. El pro 
blema P es in 
consistente. 
blema (P) tie 
ne solución 
6ptima. 
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5.12. El método de las dos fases. 
En este método durante la primera fase reducimos las 
variables artificiales al nivel cero o concluimos que el pro 
blema original (P) no tiene solución factible. En la segunda 
fase minimizamos la función objetivo original a partir de la 
solución básica factible obtenida al final de la primera fa-
se . Consideremos el siguiente problema lineal: 
Minimizar z=cx 
s.a 
Ax=b (P) 
x > O. 
Entonces, el método de las dos fase consiste en: 
FASE l. Debemos resolver el siguiente problema lineal, ini-
ciando con la solución básica factible inicial x=O y xa=b. 
Minimizar 
s.a 
a Ax+x =b (P' ) 
a 
x>O,x >0. 
Si en el óptimo xa#O, entonces alto, el problema original no 
tiene solución factible. De otra manera, denotemos por x B y 
XR las variables básicas y no básicas, respectivamente, cor-
respondientes al problema original (P) ya que implicitamente 
a 
estamos suponiendo que todos los componentes del vector x 
han salido de la base. 
Vamos a la fase 11. 
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FASE-1~ Resolvemos el siguiente 
do con la solución básica factible 
s.a 
problema 
-, 
x =B b B 
lineal, empezal2: 
(P' , ) 
La solución óptima del problema original P es dada por la 
solución óptima del problema (P' '). 
Ejemplo 5.'0. 
Minimizar z = x, - 2x 2 
s.a 
x, + x 2 > 2 
-x, + x 2 > 
, 
x 2 < 3 
x, > O· x 2 > o. - , 
La región factible y los pasos seguidos durante las fases 
1 Y 11 hasta alcanzar el óptimo se muestran en la figura 
5.6. Después de la introducción de variables de holgura x 3 , 
a a 
x 4 y X s y las variables artificiales x, y x 2 ' tenemos: 
Min imi za r z = x - 2x 
, 2 
s . a 
a a 
x, .::. O; x 2 .::. O; •.• ; X s > O; x, .::. O; x 2 .::. O. 
a 
+ x2 
= 2 
= 3 
La fase 1 la iniciamos minimizando el siguiente problema: 
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Minimi zar a a xO~x ,+x 2 
s . a 
x ,+x Z_x 3 
a 
+x, ~Z 
-x ,+x Z - x4 +x~ =' 
Xz +x S =3 
> O· j ~, , . . . ,5; a O· a O x. x, > Xz > J , , 
x2 
Gl [~J 
[~J 
[~] 
[~] x, 
c 
Figura 5. 6 . Método de las dos fases. 
FASE I. 
a a LD x, x2 x3 x4 xs x , x 2 
, 
-, O O , O 2 
-, , O -, O O , 
O O O , O O 3 
O O O O O -, -, O 
Sumando la s filas , y 2 a la última fila ob t e nemos: 
z6 - c 6=z7 - c 7=O, esto es: 
a a LD x, x 2 x3 x4 Xs x , x 2 
, , 
-, O O , O 2 
-, CD O -, O O , ... 
O , O O , O O 3 
O 2 -, -, O O O 3 
o 
- 1 
1 
2 
t 
o 
O 
o 
o 
1 
O 
o 
o 
o 
o 
- 1 
O 
O 
- 1 
-1/2 
- 1 /2 
1/ 2 
o 
- 1 
1/2 
- 1 /2 
1/ 2 
o 
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x 
o 
O 
o 
5 
o 
O 
1 
o 
o 
O 
o 
1/2 
1/2 
- 1/2 
- 1 
- 1 
- 1 
- 2 
-1/ 2 
1/2 
-1/2 
- 1 
1 
2 
1 
LD 
1/2 
3/2 
3/2 
o 
El tablea u anterior es el fin de la f ase I pue s 
z.- c. > O V j eJ y xo*=O . Debemos empezar la fase II con l a J J -
soluc i ón bás ica factible (x 1 ,x 2)=(1/2,3/2) y la funci6n ob 
jetivo original z será minimi zada a partir d el punto extre 
mo (1/2, 3/2), (ve r figura 5 . 6 ). En la f ase II ya no consi-
derar e mos la s variables a rti f i ciales . 
FASE TI. 
1 
O 
O 
o 
1 
O 
- 1/2 
-1 /2 
1/2 
1/2 
- 1 /2 
1 /2 
O 
O 
LD 
1/2 
3/2 
3/ 2 
----_._ ------- ----_._--_. --- -j----
.. j 2 O O O O 
Multiplicando l as filas 1 y 2 p o r e l Y -2 respectiva-
mente y sumando estas a la fila de las z . - c., logramos 
J J 
hacer 
zl- c l=ü y z2 - c 2=0, 
xl x 2 x 3 
1 O - 1 /2 
O 1 -1 /2 
O O 1/2 
O O 1 /2 
Xl x 2 x 3 
2 O -1 
1 - 1 
- 1 O 
-3 O 2 
t 
Xl x 2 x 3 
1 O O 
O 1 O 
- 1 O 
-1 O O 
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esto es: 
x4 
§ 
-1/2 
1/2 
3/2 
t 
x 4 
1 
O 
O 
O 
x4 
O 
O 
O 
O 
O 
1 
O 
O 
° 1 
° 
- 2 
LD 
1/2 ... 
3/2 
3/2 
- 5/2 
LD 
2 
-4 
LD 
2 
3 
1 
-6 
Dado que z.-c. < ° ~ jEJ, el tableau anterior es 6ptimo y 
J J 
xi=O, xZ=3 y z*=-6. Observamos que la fase I traslada la solu 
ci6n del problema del punto extremo no factible (0,0) al pun-
to extremo no factible (0, 1) y finalmente al punto extremo fac 
tibIe (1/2, 3/2). Desde este punto, la fase 11 traslada la so 
luci6n al punto extremo factible (0,2) y finalmente al punto 
extremo 6ptimo (0,3), tal y como se ilustra en la figura 5.6. 
El prop6sito de la fase 1 es lograr alcanzar un punto extre-
mo de la regi6n factible, el cual toma como punto inicial la 
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fase 11 hasta a l canz ar el punto 6ptimo. 
5. "13. ~!lál_isis del método de las dos fases. 
Al final de la fase 1 se ~ueden presentar dos casos: 
x
a 
# O o xa = O. Ambos casos los discutimos a continua ci6n. 
Caso _Jl,..~~ -¡ o. 
Caso B: a x 
Si xa-¡O, el problema original no tiene solu -
ci6n factibl e, ya que si existe x > O con Ax=b, 
entonces es una soluci6n factible del prQ 
blerna de la fa se 1 y Ox+ O= O < xa violando l a 02 
a timalidad de x . 
O. 
Este caso lo podemo s dividir e n dos subeasos. 
En el subcaso B.l todas las variables ar ti fi 
ciales salen de l a base al final de la fas e l . 
El subcaso B. 2 corresponde a la presencia de 
al meno s una variable artificial e n la base , 
a nivel cero. Ambo s subca sos los discutimos 
a continuaci6n. 
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Subcaso B 1. (Todas las variables artificiales salen de 
la base). 
Dado que al final de la fase 1 tenemos una solución bá-
sica factible formada totalmente por las variables legí-
timas, el vector x lo descomponemos en xB y xR y en tonce s 
tenemos el siguiente tableau al final de la fase 1: 
1 
o o 
a 
x 
- 1 
LD 
o 
Ahora podemos comenzar con la fase 11, después de omitir 
las columnas correspondientes a x a a (En las columnas de x 
- 1 
aparece B . , por lo tanto n~nguna variable artificial vol-
verá a e ntrar a la base). Las z. - c. para las variables 
J J 
no básicas están dadas por el vector CBB-
1R - c R el cua l 
puede ser fácilmente calculado de la matriz B- 1R dada en el 
tableau final de la fase I. El tableau inicial de la fase 
11 es dado a continuación y a partir de este tableau ap li c~ 
mas el método simplex para encontrar la so lución óptima. 
LD 
1 
o 
Subcaso B 2 . (Al menos una variable artificial a nivel cero 
pertenece a la base). 
En este caso procedemos directamente a la fase 11, o an t es 
eliminamos la(s) varible(s) artificial(es) básica(s) y en-
seguida proseguimos con la fase 11. Estas dos acci ones 
las discutimos a continuación con má s detalle. 
l-'----.!:.!:9ced~.E._directamente a la fase JI. 
Primero el iminamos las columnas cor respondientes a las 
variLles artifi c iales no básicas de la fase l. El ta-
bleau inicial de la fase JI contiene entonces algunas va 
riables legitimas y alguna(s) variable(s) artificial(es) 
a nivel cero. La fila de costos reducidos, esto es, la 
fila de los z. -c . se constituye para la función objetivo 
J J 
original de tal manera que todas las variables legitimas 
que son básicas tienen asociados a ellas z. 
J 
- c. = O. 
J 
Lo s coeficientes de cost os de las variables artificiales 
(que son básicas) tienen también un valor cero. Procede-
mas a resolver la fase TI, por el método simplex, cuida~ 
do mucho de que nunca las varia bles artificiales alcan-
cen un nivel positivo ya que en este caso, destruimo s l a 
fa c tibilidad. Para ilustrar lo a nterior, consideremos el 
siguiente tableau, donde por facilidad supo nemo s que las 
variables básicas legítimas son xl' x z ' ... , xk y las va 
a a 
riabl es artificiales x n+k+l' .. ·' xn+m (las variables ar 
tif i ciales x
n
+1 , ... ,xn+k sal ieron de la base durante la 
fase I). 
Xl· .. x k xk+l ... x. ... x X n+k+l·· . xn +m LD J n 
••• O Y1k+l ... y íj ... Yin O • • • O bl 
O ••• 1 O • •• O 
O ••• O Yk+1k+l .. ' Yk+l,j·· 'Yk+l,n • •• O O 
O ••• O 
... y rj ... y r " n O ••• 1 • •• O O 
O •• • O Ymk+ l ... Ymj ... y m,n O ••. O ••• 1 O 
O • •• O O • • • O •• • O 
Supon gamos que z . - c. > O es e l más po s iti vo de las 
J J 
Zi - c i ' i = k+l, ... ,n, es t o es, x j entra a la base. Si Yij~ O 
para 1 = k+l, .. . ,m, entonces la variable artificial xn+i perm~ 
nece al nivel cero, mi en tr a s x. entra a la base y reali zamos la 
J 
prueba de l radio mínimo . De otra manera, s upongamos que al me-
nos una component e Yrj G O (r = k+l , ... , m), e ntonces la va 
riable artificial X alcanza un nive l mayor que cero cuando x. 
n+r J 
se incrementa, lo cual es t á prohib ido dado que des truimos la fac 
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tibilidad. Lo a nt e rior es posible llacerlo si pivot eamos 
sobre y . en lugar de utili zar la prueba del radio mini 
rJ 
1110 usual. 
Por lo tanto si Y
rj < O, pivoteamos sobre Yrj mantenien 
do d e esta maner a la factibilidad, dado que el lado der~ 
cho de la correspondiente fila (5 ) es cero. En este ca-
r 
so x. entra a la base y la variable artificial x sale J n+r 
de la base y el valo r de la función objetivo permanece 
constante . Con e sta pequefta modi fic ación, utilizamos el 
mltodo simplex para r eso lver la fase 11. 
ii. Se elimillan las variables básicas artificiales al 
- ,--------------- •. _--. . _ - _.-- .. _---_._---, 
final de la fase l. 
En lugar de adopt ar e l procedimiento anterior, e l c ua l 
nos garantiza que las variables artificiales s iempre e~ 
tarán en el nivel cero durante la fase 11, podernos elimi 
nar totalmente las variables artificiales a nt es de pr oc~ 
der con l a fase II. El si gui e nte table au el cual se ob-
tiene al final de la fase I, no s muestra que la fila de 
cos tos no des em pefta ningdn papel importante en el siguie~ 
te análisis , razón por la cual lo omitimos. 
Variables bá 
sicas legítI 
mas. 
1 O · . . O 
O 1 · . . O 
. 
O O · .. 1 
O O · .. O 
. 
O O · .. O 
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Variables no 
básicas legí 
timas. -
x 
R1 
RZ 
Variables no 
básicas arti 
ficiales. 
R3 
R4 
Variables bá 
sicas artifí 
ciales. 
O · .. O 
O · .. O 
O · .. O 
1 · .. O 
. 
O · .. 1 
-
1)1 
b
z 
bk 
O 
O 
Vamos a proceder a sacar de la ba se las variables artificia-
les x n + k + 1 , ... , x n +m y reemplazarlas por las varibles no b! 
sicas legítimas x k 1 , ... , x . Por ejemplo, la variable bási + n -
ca artificial x
n
+k+ 1 l a podernos saca r de l a base, pivoteando 
en cualquier elemento no nulo de la primera columna de Rz.La 
variable no básica leg ítima correspondiente entra a la base, 
saliendo de ella x
n
+ k + 1 ' y actualizando totalmente el tableau 
continuarnos con el mismo procedimiento hasta eliminar de la 
base las variables básicas artificiales restantes, con lo 
cual la base estará constituida ahora unicamente de variab-
l es legi tima s , y procedemos con la fase 11 descrita en 
e l caso B. Sin embargo, e n el caso de que el tableau fi 
nal corre spondiente a ] 0 fase 1 tuviera la ma tri z RZ =O, 
ningu na de l as variable s básicas artificiales puede sa-
lir de la base in troduci e ndo en ella alguna de la s va-
riable s no básic as legitimas. Si denotamos a 
tivamente y desc omponi endo l a matriz A y eI ve c tor b de 
acuerdo a re s pecti vament e , en -
tonces es fá cil o bs ervar que e l s i s tema 
se pued e transformar e n 
k n-k 
k 1 
m- k o 
que constituye una sucesión de operac iones elementales 
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con ma~tric:es . Esto mues ~tra que el rango de (A, b) = k < m, 
esto es, las Gltimas m - k ecuaciones son matemiticamente 
filas del Gltimo tableau pueden ser eliminadas y e n tonces 
podemos proceder con l a fase 11 sin icluir ya las variables 
artificiales . La s vari ables bi sicas serin xl' x 2 , ... , xk y 
las var iables no b i s i ca s xk +l '· ··, x n . 
El tab leau i nicial de l a fase 1 1 , en este caso , s eri como 
e l que a continuación exponemos , donde c B = ( C l , ... , C k ) . 
T 
.L 
x 
n 
b 
~---------_._-+----+ 
o 
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5 . 1 Ut i lizando el método del pivoteo resuelva el siguiente sis-
tema de ecuacione s simultaneas : 
2x 1 
= 7 
5 . 2 Re sue l va el siguiente problema de programaeión lineal, uti -
lizando el método simplex . 
Maximizar Z = 3x 1 + x 2 + 3x 3 
S . a 
2x l + x 2 + x 3 < 2 
Xl + 2x 2 + 3x 3 < 5 
2x 1 + 2x 2 + x 3 < 6 
Xl > O · x 2 > O· x 3 > O . , - , 
5 . 3 Ut i lizan do el mé"todo simplex resuelva : 
Maximizar Z = 2x 1 + 4x 2 + x 3 + xl¡ 
S . a 
x l + 3x 2 + xl¡ < l¡ 
2x 1 + x 2 < 3 
x 2 + l¡x 3 + xl¡ < 3 
x . > O, j = 1 , . . . ,4 . , 
5.4 
5 . 5 
5 . 6 
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Maximizar Z = 2x1 + 4x 2 + x 3 + x 4 
S . a . 
xl + 3x2 + x 4 < 4 
2x1 + x 2 < 3 
x 2 + 4x 3 + x 4 < 3 
x . > O , j = 1, . . . ,4 . 
J 
Minimizar Z = 12x1 10x 2 30x3 
S . a 
-3x1 + 2x 2 + 8x 3 < 17 
- xl + x 2 + 3x 3 < 9 
-2x1 + x 2 + 8x 3 < 16 
x. > O , J = 1 , 2,3 . J 
Minimizar Z = 
- xl' - 4x 2 - 5x 3 
S . a . 
xl + 2x 2 + 3x 3 < 2 
3x1 + x 2 + 2x 3 < 2 
2x1 + 3x 2 + x 3 < 4 
x. > O , ] = 1,2,3. 
J 
Minimizar Z = -3x 1 - llx2 -9x3 + x 4 + 29x 5 
S . a . 
x 2 + x 3 + x 4 - 2x S < 4 
xl - x 2 + x 3 + 2x4 + x 5 > O 
xl + x 2 + x 3 3x5 < 1 
xl no restringida; x j > O, j = 2, . . . ,5 
Utilice solo una iteración. 
5 . 7 
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Mi n imizar z = 
S . a 
2x2 + x 3 + x 4 - x 5 
3x1 - 2x 2 - x~ + 2x4 
= o 
< 15 
< 5 
o 
X j > O; j = 1 , . . . , 5 ; x 6 no r estringida . 
5 . 8 Una p l a n ta qu ímica puede fab r icar tres productos A, B y C 
que r equierer, ser procesa dos en las m&quinas 1 y 3 ; 1 , 2 Y 3; 
2 Y 3 , respec tivamente , tal y como se mu estra en l a s iguie~ 
te figura : 
Produc to A 
Máqui - Maqui-
na Máqui- na 
1 f--i na H 3 Pro duc to B 
2 r---. Produc to e 
Cada pY'oducto requlere d e una unidad de capacidad de c a da 
máqui n a por la que pasa para cada l itro de l producto ela -
bor ado . Las má quinas 1 , 2 y 3 tien en una capacidad má xima 
de too , 200 y 40 0 unidades por día , respectivan¡ente y la s 
u t ili dades por l itro pr oducido de A, B y e siguen l a pro - -
po rción 3 : 4:2 . 
Exis t e demanda i limi t ada para los productos A y e pero n o 
se pueden ven de r má s de 80 l i tros d i arios de B. Actua lmen-
te la planta se utiliza para fabricar todo el pro duc t o B 
que puede ser vendido diariamente ya que este pr oduct o r e -
presenta las mayores utilidades . Despues se f a bri can 20 l i 
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tros de A para utilizar toda la capacidad de la máquina 1 
ell el segundo producto de mayor utilidad y por Gltimo el 
producto C se fabrica para utilizar la capacidad de las 
máquinas restantes , o sean 120 litros , por la limitación 
de la máquina 2 . 
El jefe de producci6n considera que esta es una soluciofi 
lógica al problema de maXJ.m1zar utilidades. ¿Qué opina Ud . ? 
5 . 9 El siguiente tableau corresponde a un problema de maximiza 
ción . La func i ón objetivo es Z = 5x 1 + 3X 2 y las variables 
X3 9 x 4 son de holgura . Las restricciones son del tipo < 
x 2 LD 
e o 1 1/5 2 
d e o 1 a 
---------_._- ,,_ ... _ - _ .. _-_._- _ .. . _-
b 1 f g 10 
l . Determi n e los valores de a hasta g , aar como 8- 1 . 
11 . En cuentre la s o luc ión óptima d e l problema . 
5 . 10 Considere el siguiente tableau de l método simplex, el cual 
corresponde a un problema de minimizaci.ón en donde todas las 
re stricciones 30n de l tipo < 
1 
O 
O 
-2 
-1 
O 
o 
1 
o 
x 4 
4 
5 
7 
O 
O 
1 
._ - ._ . .__ .•. _ .. -.--._--------_ .... _ . 
o a O b O 
l. Supon ga que a < J , b < O Y e , d , e > O. 
LD 
c 
d 
e 
f 
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a. Determine B- 1 . 
b. ¿El tableau es 6ptimo? 
c. De1:8rmin e el pY.':uner tableau, considerando que 
B = (B-:1 )-1 
o r ~::: 1 O donde el lado dere , 
O O 
L -7/4 O 1 
cho quedará en funci6n de c , d y e . 
d. En el tableau dado , ¿ f es mayor , igualo menor que ce-
ro? J usti f ique su respue s ta . 
iL Ahor'Cl supon ga que a> O; b < O Y c , d , e > O. 
a. ¿Es o~timo el tableau? 
b . Sean el = 1, d 2 = 1 Y f = -10 , donde el y 02 son los co-
eficientes de xl ) x 2 en la funci6n objetivo . Calcule el 
elemento e del lado derecho del tableau dado . ¿C6mo es 
la soluci6n básica q ue se obtiene? 
5.11 Explique los casos particulares que se presentan en proble -
mas de programaci6n lineal (degeneraci6n , no factib ilidad, 
no acotamien to, solucione s alterriativas) . ¿Qu~ significa ca 
da uno de ellos? ¿C6mo se identifican en e l tableau del s im 
plex? 
5 . 12 
5 . 13 
5 . 14 
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Resue lva los s i g uient es px'oblema s de 
programaci6n lineal util izando el In~ 
todo de penalización (método de los 
M grandes). 
Minimizar Z = xl 
S . a 
Maximizar Z = 
S . a 
Minimizal' Z = 
S . a 
- 2x 3 + x 4 - x 5 - 2x 6 > 3 
x 2 - 3x 3 + 4x 4 - 3x S - 5x 6 < 7 
X. > O; j = 1 '00., 6 . 
J 
I+X + 1 5x 2 3x 3 
xl + x 2 + x 3 = 10 
xl - x 2 > 1 
2x l + 3x 2 + x 3 < 20 
x . > O' j ' 0 1 , 2 , 3 . 
J 
, 
2x 1 + 4x 2 
Xl + 2x 2 x 3 + xl¡ < 2 
ZX1 + x 2 + 2x 3 + 3x 4 = 4 
x + 3 
Xl > O; x 2 ~ O; x 3 no restringido ; x 4 > O. 
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5 .1 5 
Maximizar Z = 2x 1 + 4x 2 + 4y. 3 - 3x 4 
s .a 
xl + :2 + x 3 = 4 
xl + 4x 2 + 4x 4 = 8 
x. > O' j = 1 , . . . , 4 . 
J 
, 
5 .16 
Maximizar Z = 5x 1 - 2x 2 + x 3 
s . a 
xl +4x 2 + x 3 < 6 
2x1 + x 2 + 3x 3 > 2 
xl > O' , x 2 no restringido; x 3 > O 
5 .1 7 
Minimizar Z = 3x1 2x 2 + 5x 3 
s . a 
xl + 2x 2 + x 3 > 5 
-3x1 + x 2 - x 3 < 4 
x. > O' J = 1,2,3 . J 
, 
Resuelva los siguientes problemas de pro-
gramación lineal, empleando el método de 
las dos fases . 
5 . 18 
5 . 19 
5 . 20 
5 . 21 
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Minimizar Z = xl + 3x 2 x 3 
s . a 
Xl + x 2 + x 3 > 3 
- xl + 2x 2 > 2 
- xl + 5x 2 + x 3 < 4 
x. > O; J = 1 , 2 , 3 . 
J 
Minimizar Z = 5x l - 2x 2 + x 3 
s . a 
Maximizar Z = 
s . a 
Xl + 4x 2 + x 3 < 6 
2x l + x 2 + 3x 3 > 2 
Xl ~ O; x 2 ~ O; x 3 no restringida. 
4x 1 + 5x 2 - 3x 3 
xl + x 2 + x 3 = 10 
xl - x 2 > 1 
2x 1 + 3x 2 + x 3 < 20 
x . > O; j = 1 , 2 , 3 . 
J 
5 . 22 Considere el siguiente problema de programación l ineal : 
Maximizar Z = xl + 2x 2 
s . a 
< 5 
l . Resue l va e l problema geométricamente . 
11 . Resuelva el pro~lema por e l método de las dos fases 
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Muestre que los puntos generados por la fase 1 
corresponden a las soluciones bá s icas del siste 
ma original . 
5 . 23 Compare l os m~todos de l as d~s fases y e l de penali-
zación . ¿Cuá les son las ventajas y desventajas de ca 
da uno? ¿Cuán grande puede e l egirse la M? 
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, 
CAPITULO VI 
, 
TEORIA DE DUALIDAD 
Para c ada problema lineal existe otro problema lineal asociado 
a aquel. Este nuevo problema lineal satisface algunas muy importan-
tes propiedades, las cuales pueden ser utilizadas para obtener la 
solución al problema original. Las variables del problema lineal 
asociado al original, proporcionan información muy útil acerca del 
óptimo del problema original. 
Consideremos los problemas lineales: 
Minimice Z = ex Maximice w = lb 
S. a . s.a 
( p ) Ax > b lA < c ( D) 
x > O 1 > O 
Donde A es una matriz m x n; b - un vector columna de m componentes; 
c - un vector hilera de n componentes; x - un vector columna de n 
incógnitas y 1 - un vector hilera de m variables. Estos problemas 
se denominan problemas lineales duales y se dice que (p) es el pro-
blema E.!:.:!.!nal y (D)-el correspondiente problema dual. También se di-
ce que estos problemas están en forma simétrica, pues el vector de 
variables a determinar en ambos problemas es no negativo y el núm~ 
ro de restricciones del primal (dual) es igual al número de variab 
l es a determina r del problema dual (primal) . 
Además, observamos que el problema primal (p) está dado en la for-
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ma can6nica, esto es, el probl ema dual (D), est á asoc i ado al pro-
blema primal e n forma canónica. 
Mi nim i zar Z = 6x I + 8x 2 
s . a . 3x 1 + x2 > 4 
-
5x I + 2x 2 > 7 ( P ) -
Xl > O' X2 > O , -
El probl ema dual asociado a ( P ) se rá : 
Maximizar w = 4 Al + 7A > 
s . a 
3A , + 5 1,2 < 6 
A, + 2 A 2. < 8 ( D ) 
-
La def i n i c i ó n dada de problemas lineales dua l es nos permite determi 
nar e l probl em a dual de un prob l ema linea l cual qu iera. Esto se ob -
tiene, bás i ca mente, medi a nte la trans f ormación del prob l ema li ne a l 
a la form a del problema (p), esto es, l lev~ n do l o a l a f orma canóni 
ca. Por ejemplo, consid e remos e l problema lineal en form a está n -
dar. 
Mi ni mi ce Z = ex 
s . a 
( p ) AX = b 
x > O 
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que puede escribirse en forma equiva lent e co mo : 
Minimice Z = cx 
s. a . 
Ax > b 
-Ax >-b 
x > 
° 
cuyo correspondiente problema dual es: 
Maximice w = ub - vb 
s.a 
uA - vA < c 
u :: O,v :: O 
donde u,v son vectores hilera de m componentes. Sea ~ = u-v. 
Enton ces podemos concluir que el correspondiente par de prQ 
blemas duales asociados son: 
( p , ) 
Minimice Z = cx 
S. a 
Ax = b 
x > ° 
Ma x imice w = ~ b 
s . a 
~ A < e ( ° ' ) 
A no restringido 
denom i nada la forma asimétrica, pues en un problema el 
vec tor de variable s es restringido y en el otro proble-
ma no 10 es. 
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Considerem os el problema l ineal: 
Minimizar Z = 6x 1 + 8x 2 
s.a 
El problema dual correspond i ente será: 
Ma ximizar w = 4A¡ + 7 A2 
s . a 
3A¡+ 5A 2<6 
< O 
- A2 < O 
= 4 
x = 7 4 
'l , A2 no restringidos 
En general, se cumple que si alguna de la s desigualdades del 
problema primal se cambia a igualdad, el componente corres pon-
diente del vector A en e l pr oblema dual será una variable no 
restr ingid a. Recfprocament e , si alguno de l os conlponentes del 
vect or X en el problema primal es no restringido, la desigual-
dad corre spo ndiente e n e l prob l ema dual será igualdad. 
Más aun, de la definición dada de la forma canónica del proble 
ma dual ob ser vamos que el problenla primal asociado deberá ser 
de minimización con restriccion es "mayo r o igual" y todas 
las variables no negativas. Asimi sm o, de las definiciones de 
la forma canónica o estándar del prob lema dual, es fácil demo-
strar que la otra es vá li da. Por ejemp lo supongamos que parti-
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mos de la forma estándar como definición y queremos dem ostrar 
que la f orma canónica es correcta. ARadiendo variable s de ho1 
gura a la forma canónica podemos entonces obtener la forma es 
tándar del prob1 ema dual, esto es: 
(p) 
Minimice Z = ex 
s • a 
Ma ximice W = Ab 
s . a 
AA < C 
- ). 1 < O 
( D) 
A no restringida 
Dado que - Al ~ O, t e nemos que A > O, obt e niendose de esta ma-
nera la forma canónica de l problema dual. 
6.2 Dual del dual. 
Dado que el problema dual es un pro ble ma 1 in ea 1, podemos obte-
ner el dual del problema dual. Consideremos el siguiente prob-
lema dual en forma canónica: 
Minimizar w = >" b 
s. a 
AA < C 
A > O 
el cual es equivalente al problema: 
242; 
Minimizar 
s. a 
-w = - ( b T) A T 
(_A T ) AT > (_C T ) 
A T > O 
El problema dual asociado a este problema está dado por: 
Maximizar -z = XT (_C T) 
s . a . 
El cual es equivalente a: 
Minimizar Z = ex 
s. a 
AX > b 
x > O 
El cual corresponde precisamente al problema primal del prob1~ 
ma dual original. 
Lema 6.1. El dual del dual es el primal. 
Hemo s visto ya en el capftu10 IV como podemos transformar cual 
quier tipo de problema lineal a la forma estándar o canónica. 
Por 10 cual estamos en condiciones de obtener el dual de cua1-
quier tipo de problema lineal. Consideremos el siguiente pro-
b1ema lineal: 
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Minimiza r Z = cx 
s .a 
A1x > bl 
A2x = b2 ( P ) 
A3x < b3 
x > O 
Convirtiendo (P) a la forma estlndar, tenemos : 
Mini mizar Z = cx 
s. a 
El dual de (P') es: 
s . a 
A1x - Ix h l 
( p , ) 
x > O; xh > O; xh ~ O. 1- 2-
Al ,A 2 ,}q no r e stringidas. 
A continuación ~amos en la figura 6 . 1 la s relaciones entre 
problemas primales y duales. 
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Figura 6. l Rel aei ones entre lo s problemas primales duales. 
Ejemplo 6.3. Consideremos el siguient e problema lineal 
M imizar Z = 8x I + 3X 2 
s . a Xl - 6X 2 > 2 -
5X l + 7 X2 = - 4 
Xl < O 
X2 > O 
Aplicando los resultados de la tabla. po~emos de inmediato obtener 
el dual correspondiente. 
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Minimizar IAI -- n, 
- 4A2 
s . a 
A, + 5A2 < 8 
-
-6 1. , + 7A2 > 3 
1. , < ü 
A2 no restringida 
La relación m~s importante y significativa de lo s problema s 11 
neales en la se cc ión anterior es considerada. Con el propósito 
de establecer esta relación, denominada el "teorema de dualidad~ 
es conve n iente considerar e l siguiente re su ltado de los probl ! 
mas lineales duales . 
ProposicJó n 6~~ Se cump l e que: 
mino {cx; Ax> b. x>ü} > max {A b; AA < e, A > ü} 
Prueba. Sean x y A so lu c ion es factible s (arbitrarias) de los 
respectivos problemas lineales duales. Entonces: 
ex > ( AA) x = A(Ax) > j b 
que es equ ivalente a l resultado de la proposic i ón . 
* * COI .... Qla rio_~ Sean x y A soluci on es factibles de lo s probl! 
* * * * mas l i neales anteriore s. Si cx = A b se tiene que x y A son 
so lu ciones óptimas de estos problemas. 
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Se observa de estos re s ultados que las soluciones factibles de 
los problemas lineales dual es permiten acotar el valor óptimo 
de las funciones objetivo. Asimismo, si el valor de la función 
objetivo de estas soluciones factib les es el mismo, las solu-
ciones son óptimas. El resultado recíproco se implica del teo-
rema de dualidad . 
TEOREMA DE DUALIDAD. Consideremos los prOblemas lin eales dua-
l e s : 
mi n. Z = cx max. W = Ab 
Ax > b AA < C 
( P ) x > O A > O ( O) 
a. Si (P) Y (O) son factibles tenemos mino Z = max. w (finito). 
b . Si (P) factible y (O) no fa cti ble tenemos mino z no acotado. 
c. Si (D) factible y (p ) no fa ct ible tenemos ma x . w no acotado. 
d. Los problemas (P) y (D) pueden ser ambo s no factibles. 
Prueba a . Si x y A son s olucion es factibles de (P) y (D) res-
pectivamente, se tiene que cx > Ab (Pr oposición 6.1) . De donde 
~ queda demostrada si existen sou c iones fa c tibles x y A tales 
que cx < Ab . Probaremos que el sistema 
Ax > b; AA < c; CX < J. b; x > O, A> O 
tiene solución. Este sis tema puede e sc ribirs e como: 
AT 
-:1 [: TJ 
< 
_: T1 [: T] 
> O ( 6 . 1 ) 
O 
_b T cJ O J 
Sin embargo, si este sis tema no tiene so lu ción sabemos que 
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[ U,V, ! ] AT O [u.v,s] cT 
O 
-A > O -b < O ( 6 . 2 ) 
_b T c O 
donde u ~ O, v > O, s > O tiene solución (Teorema C.3, apéndi-
ce el. Observamos que s es un es~alar y que lo s vectores hile -
ra u y v tienen tantos componentes como namero de columnas e 
hileras tiene la matriz A respect i vam e nte. Analizaremos do s ca 
sos. 
Caso 1: s > O. Sin pérdida de genera lidad, hagamos s ; l. En 
este caso se tiene que existe u ~ O Y v ~ O tales que 
Au T ~ b ; vA < c 
Sin embargo, esto contradice la proposición 6.1. 
Caso 2: s = O. Si el sistema (6.21 tiene s olución se tiene que 
> O 
no tiene solución (teorema C.3, anexo cl. Sin embargo, esto co~ 
tradice la suposición ini cial, esto es, (PI y (D) son factibles 
Estos argumentos demuestran que ~ se cumple. 
Dada la simetrfa de ~ y ~ sólo probaremos b. Primeramente, s i 
(DI es no facti bl e, se tiene que 
),l > O 
no tiene soluci6n. Consecuentemen t e,(teorema C.3, ap~ndice C) 
Ay , O cy < O y > O 
tiene soluci6n . Por otra parte, sea x una solución factible de (p) 
esto es, Ax ~ b ; x > O. Entonces, se observa que el vector x+ay , 
donde a> O, satisface las restricciones 
A( x+ay) ~ b x+ay > O 
y el valor de la función ob j etivo es z = cx + a cy. Sin embargn, si 
a tiende a infinito el valor de z tiende a menos infinito. De ~sto 
se concluye que el m'nfmo de z es no acotado. Finalmente, es senci 
110 construir ejemplos de problemas lineales duales que sean ambos 
no factibles. 
Una forma equivalente y simple de estab lecer el teorema de dualidad 
se resume a continuación . 
Corolario 6.2. (Teorema de dualidad) Si alguno de los problemas 11 
neales duales (p) ó (D) tiene solución óptima, lo mismo es cierto -
del otro problema y el correspo ndiente valor de la funci6n objetivo 
es el mismo . Por otra parte, s i uno de los problemas tiene funci6n 
objetivo no aco tada, el otro pr o blema no tiene soluci6n factible. 
las soluciones óptimas de los problemas lineales duales satisfacen 
ciertas relaciones adici onales que permiten establecer una interpr~ 
tac i6n económica de los mismos . Estas relaciones se resumen en el 
siguiente resultado denominado el Te orema de complementaridad. 
6.5 TEOREMA DE COMPLEMENTARIDAD. Co nsidere~los problemas lineales 
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duales 
min z =cx max W = Ab 
( p ) Ax > b AA < e ( D) 
x > O A > O 
Sean * * y A solucion es factibles de los problema s respectivos . 
* * Entonces, u~a co ndi c ión necesaria y suficiente pa ra que x yA sean 
óptimas es que satisfagan las relaciones 
* * a. x •, ~ O 'implica A a i = c' 1 
* b. x ., = O s i A a~ , < c i 
c . ;l. ': 
J > 
O implica ajx * = b. 
J 
ajx * d . A* = O s i > b. J J 
donde a;(a j ) es el ;-é s imo (j-ésimo) vector hilera (COlumna) 
de la matriz A. 
* * Prueba. Si x y ;l. son solucion es factibles de (p) y (O) respecti-
vamente 
* De do nde, CI + a e cx 
* establece qu e x y A 
* * que x = A b; que 
* CI = A 
8 = (c 
* 
-
A 
* 
* (Ax b) .:. O 
* A A) * x > O 
b. Sin embargo, 
so n soluciones óptimas 
es equiva l ente a CI =0 Y 
el teorema de dual idad 
si y sólo si se cumple 
a = o . Esto termina -
la prueba, pues las relaci ones del teorema son fá c iles de implicar 
dado que CI y 8 resultan del producto de vectores no negativos . 
Otra forma de presentar el teorema de comp l ementaridad es la qu e -
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se conoce como las condiciones de Kuhn-Tucker para restricciones de 
* * desigualdad. Sean x y l soluciones 6ptimas de los problemas li -
neales primal,en forma can6nic~ y dual respectivamente. Entonces 
las siguientes tres condiciones se satisfacen 
* * AX >- b X 2. O ( 6 .3) 
* * C 
- :1 A - V = O ,\ ~O, V ). O ( 6 .4) 
* * l (AX - b)= O VX ; O ( 6 .5) 
La primera condici6n es obvia. Dado que X* es solución óptima, p~ 
demos asegurar que es factible, por lo que la condición (6 .3) se -
cumple. La segunda condición (6.4) se refiere a la factibilidad -
de l dual. Recordemos que la restricción del dual asociado al pri-
mal en forma canónica e s l A < C. Entonces si la ponemos e n forma 
estándar obtenemos la condición (6.4). En este caso las variables-
* l Y V reciben el nombre de multiplicadores de Lagrange o varia --
bIes duales correspondientes a las restricciones AX~b y X~O respe~ 
tivamente. Finalmente la condición (6.5) se refiere precisamente 
a la holgura complementaria. 
* * Dado que :l ~O y AX~b entonces \ (AX-b) = O se satisface si y só -
* lo si A; es cero o la i-ésima variable de holgura es cero. Análo 
gamente VX = O si y sólo si Xj • O Ó Vj = o. 
6.6 Ejempl o~J_2. pl i caciones. 
En esta sección se considera la aplicación del teorema de dualidad 
ó su eq uivalen te, el teorema de complementaridad, el análisis ó so 
lución de algunos problemas de programación lin eal. 
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6', 6 ,1 Con s i d .~ remos e l prob', ema 1 ineal: 
Minimice Z = 20x - + 10x + x + 15x 
s, a _ 
3x 1 + 2x 2 + 10x 3 + 3x 4 < 
( p ) 2x l + 4x 2 + 20x 3 + x 4 < 
xl >0 x2 > O x32 O x 4 > ) -
Determine la solución óptima de es t e problema y de su dual. 
E'I prob1 ema dual de (p) es 
minimice w = 10 ), 1 + 15 ), 2 
3 ), 1 + 2), 2 > 20 
2),1 + 4 ), 2 ~ 10 
(O) 10),1 + 20 ), 2 > 1 
3).1 + ), 2 > 15 
), 1:: O ), 2 > O 
c uya solució n óptima, obtenida gráficamente, e s 
* * w = 200/3 ), 1 = 20/3 = O 
10 
15 
O 
Usando esta información y el teorema de comp1ementaridad se imp1i 
* ca qu e la solución óptima x de (p) satisface 
pues la segunda, tercera y cuarta restricciones del problema du-
al se satisfacen con estricta desigualdad cuando se sustituye l a 
* * solución óptima (Al' ), 2 )' Por otra parte 
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* dado que A1 es positivo se implica que la solución óptima del pro-
blema (p), satisface con igualdad la primera de las restricciones 
de desigualdad, esto es, se cump le que 
* * + 2x 2 + IOx 3 + = 10 
* * * que x2 = x3 = x4 = O Sin embargo, dado * se t iene Xl = 10/3 . 
* Finalmente, es fáci l ver ificar que el vector X es una s olución -
factible del problema (p), y que el valor de la función Objetivo -
* * es z = 200 / 3 . Esto demuestra que X es la so lución óptima del --
problema (p) . 
6.6.2 Co nsideremos e l problema lineal 
Minimizar ¿ = cx 
Ax = b 
X > O 
do nd e A es una ma triz mx n ; b, un vector columna de m componentes; 
c , un vector hilera de n componentes; y x, un ve ctor columna de n 
variables. Supongamos que este problema y su dual tiene n solucio-
* nes factibles. Sea n X y A* la s soluciones óptimas del problema 
primal y s u dual, respectivamente. 
a . Supongamos que la k-I Jim a ec ua c ión del problema primal se mul 
t i plica por el es calar "J. ! O. ¿Cuá l es la solución óptima del 
dual asociado al prob l ema modificado? 
b. Supongamos que al problema primal se suma a veces la k-ésima 
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ecuación a la r -ésima . ¿C uál es la solución 6ptima del dual 
asociado al problema modificado? 
c. Supongamos que en el problema primal se suma a veces la hile-
ra k de A al vector c. ¿Cuál es. 1 a sol ución 6ptima del pro -
blema primal modificado? 
Empecemos por considerar el problema obtenido de multiplicar por af.o 
la k-é si ma del problema primal origina l. 
Este problema lineal es equivalente a 
Minimizar W = cx 
x > O 
do nde Ek es una matriz elemental de orden mxn cuyos elementos es -
tan dados como 
1 si ; j t k 
e ij = a si i = j = k 
O si i ¡:. j 
El dual asociado al problema lineal modificado es 
Maximizar 
Sin pérdida de ge neralidad podemos definir el vector de variables 
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A = wE k ; que es e qu ivalente a multiplicar por a el k-ésimo compone~ 
te del vector w. De aquí obtenemos el problema 
Maximizar Ab 
A A < C 
que resulta ser el dual del primal origina l. Este problema tiene co 
* mo solución óptima A Consecuenteme nte la solución óptima del 
du al asociado el problema modificado es w* = Ekl~; que es equivale~ 
te a dividir por a e l k-ésimo elemento de~. 
La pregunta ~ puede contestarse usando lo s mismos argumentos que en 
la pregunta a. En tal caso la matriz elemental Ek deberá cambiarse 
por la matriz elemental correspondie nte. Se pide al lector que pr~ 
porcione los detalles. 
Finalmente consideremos el caso en que suma a veces la hilera k de -
la matriz A al vector de costos e en el problema primal. En este ca 
so el problema 1 ineal resultante es 
Minimizar 
ex 
Ax = b 
x > O 
donde a k es el k-ésimo vector hilera de matriz A. Sin embargo. se 
b d 1 t ·· k o serva e as res rlCClones qu e a x = bk donde bk es e l k-ésimo 
componente del vector b. Consecuentemente el problema anterior 
puede escribirse como: 
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Minimizar cx + a bk 
Ax = b 
x > O 
Es claro que la solución óptima de este problema es x*, la solu-
. 
ción óptima del problema primal original. 
6 . 6.3. Consideremos el Lema de Farkas (Teorema C.2, apéndice C). 
Sea A una matriz mxn y b un vector columna de m componentes. 
Entonces uno y sólo uno de los siguientes sistemas tiene solución 
i. Ax=b;x>O. 
i i. AA > O; Ab < O. 
Demuestre Farkas usando programación lineal. 
Prueba. Si el sistema (i) tiene solución, el problema lineal 
Minimizar cx + ab k 
Ax = b 
x > O 
tiene solución óptima y el valor mínimo de Z es cero. Asimismo, 
el problema dual 
max. w = ub 
VA < O 
tiene solución óptima y el valor máximo de w es cero (teorema 
de dualidad). Consecuentemente, si el vector u satisface 
uA < O, se tiene que ub < O por ser w* = O. 
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Haciendo ).. = -~ se t ien e que 
AA > O implica Ab > o. 
Esto demuestra que el sistema (ii) no tiene solución. 
Si el sistema (i) no tiene solución, el problema lineal 
mi n . Z = Ox 
Ax = b 
x > O 
no tiene solución factible. Sin embargo, el problema dual 
max. w = ~b 
~A < O 
tiene solución factible, esto es, ~ = o. Aplicando el teorema de 
dualidad se tiene que el problema dual es no acotado: esto es, 
existen vectores ~ tale s que ~A < O Y ~b ~ O. 
Haciendo A = -~ se concluye que el sistema 
AA ., O Ab < O 
tiene solución . Esto termina la prueba. 
6.6.4. Asignación de recursos en una economfa en competencia 
perfecta. 
Consideremos una economfa formada por m industrias (k =l, ... ,m) que 
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planean sus actividades para maximizar su s respectivas ganancias. 
Supongamos que cada industria k tiene caracterizado su nivel de 
actividades por un vector xk y sus restricciones de producción o 
tecnológicas por medio del sistema 
donde Bk es una matriz mkxn k ; y bk un vector columna de mk compo-
nentes. Puede decirse que bk es el vector de máxima capacidad (e~ 
to es, número de máquinas, hora s-hombre, etc.) disponible en la 
industria k. Asimismo, cada elemento (i ,j) de la matriz Bk puede 
interpretarse como la cantidad de recurso i necesario para obte-
ner una unidad de nivel de la actividad j. Las ganancias en la in 
dustria son dadas por ckx k ' donde c k es un vector hilera de nk 
componentes . Las industrias consumen un determinado número de re-
cursos básicos cuya cantidad depende del nivel de actividad a que 
operan. Específicamente, la industria k consume un vector de re-
cursos Ak xk , donde Ak es una matriz mOxn k . Sin embargo, los recur 
básicos son limitados e iguales al vector s. 
Consecuentemente, la suma de los recursos básicos consumidos por 
todas las industrias debe ser menor o igual a s, esto es: 
Ante esta situación, el gobierno decide que los precios de los re 
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cursos básicos sean cero si al seleccionar las industrias separa-
damente sus niveles óptimos de actividades se satisface l a rest-
ricción anterior. En el caso contrario, el gObierno establecerá 
un vector de precios p sobre los recursos de manera ta l que la re 
stricción (O), se satisfaga. 
En ta l caso cada industria k~l, ... ,m buscará 
Maximizar Z = (ck-p A)x k 
x > O k -
Podemos interpretar la funci6n objetivo de este prob l ema d i ciendo 
que la ganancia de l a industria k será ckx k menos l a cantidad de 
dinero que debe pagar por l os recursos básicos que consume, esto 
es, pAx k. 
El Departamento de control del estado procede a l a determinaci6n 
del vector de precios que permitirá reducir el consumo de recur-
sos básicos por las industrias a una cantidad menor o igual a s . 
Con este propósito, el Departamento plantea el problema linea l: 
(1) Max. Z = elx l + c 2x 2 + 
Al x1 + A2x2 + 
B1xl 
( 2 ) B2x2 
+ 
~ 
c x 
m m 
Amxm < 
< 
x > O 
m 
s 
bl 
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Este problema corre spondería a pedir que e l conjunto de industria s 
maximice sus ganancias totales, pero que el consumo de recursos bá 
sicos no exceda al vector de cantidades disponibles. Supongamo s 
que en este problema las ganancias totales son acotadas. Equival e~_ 
. 
temente, existe solución óptima del problema lineal dual asociado 
a (1) - (2), esto es: 
( 5 ) 
( 6 ) 
6.7. 
pAl+ylB l > c l 
pA 2+Y2 B2 > c 2 
pA +y B > c m m m - m 
p> O; y. > O;i=l •...• m. 
- 1-
Interpretación económica del dual. 
Consideremos el siguiente problema lineal y su respectivo dual: 
Minimice Z = cx Maximice W = Ab 
s • a s . a. 
( P ) Ax > b AA < c ( O ) 
x > O A > O 
Si B es la base óptima del problema primal y cB es el vector de 
costos básico. sabemos que 
ya que 
a Z * -1 
-cSB =A* ab 
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* Por lo tanto Ai es la tasa de cambio del valor de la función obj~ 
t i vo óptima, con un incremento de una unidad en el i-!simo compo-
* nente del vector de disponibilidades o' recursos.Dado " que ' ''i'::'O, 
* Z se incrementarl, permanecerá co nst ante o disminuirl segan bi se 
incremente, permanezca constante o disminuya. 
* Desde el punto de vista económico, podemos pensar en el vector" 
corno el vector de preci os sombra para el vector de recursos . Si 1 a 
i-!sima restricción representa una demanda para prodicir al menos 
bi unidades del i -!simo producto y ex representa el costo total de 
* producción, e ntonces Ai es el ~ost~~cremental (o incremento en 
el costo) de producir una unidad mis de l i-ésimo producto. Esto es, 
* Aj es el precio que nosotros pagarramos por tener una unidad extr a 
del i-ésimo producto. 
El problema dual completo, tiene también una interpretación econó-
mica. Suponganlos que contratamos una empresa para que nos fabri-
que dpterminad as cantidades b1 , bz, ...• bm de m productos o bienes . 
La empresa puede a su vez, con tratar a otra empresa la fabricación 
de los productos , en cualquiera de la s n actividades y variando 
los niveles de producción. 
Cada actividad j tiene su propio costo unitario c . , y nosotros es-
J 
tamos de acuerdo en paga r el costo total de producción. Desde nu-
estro punto de vista, nos gustarla tener control sobre las opera-- -
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ciones de la empresa de tal w~nera que pudiésemos especificar la s 
combinaciones o mezclas y niveles de actividades que la firma re-
contratarA de tal forma que minimizlramos el costo total de pro-
ducción. Si a ij representa la cantidad del producto i generada 
por una unidad de actividad j, entoñces 
n 
E a .. x. representa la s unidades del producto i qu e se j=1 lJ J 
producen, e l cual debe ser mayor o igual que la cantidad requeri-
da bi . Por lo tanto nosotros deseamos resolver e l siguiente pro-
blema. e l cual es precisamente e l problema primal: 
n 
Minimizar Z= EC.X. j=1 J J 
s . a 
n 
1: a .. x. > b i • i=1 • . . . • m j= 1 l J J 
x > O". j j =1.2 •...• n 
En lugar de tratar de controlar la operación de la empresa que 
contratamos para obtener más de l as combinaciones deseada s, su-
pongamos que convenimos en pagar a la . empresa precios unitarios 
A] ,Az, .. . ,A
m 
por cada uno de lo s m productos fabricados . PO I" lo 
tan to, estipulamos que estos precios declarados por la empresa 
deban ser justos. Entonce s . a ij es e l namero de unidades del prQ 
ducto i fabricado por una unidad de actividad j, y dado que A] 
es e l precio unitar io del producto term inad o i, entonces 
m 
1: a . .. lo podemos interpretar como e l precio unitario de la a c 
i=1 lJ 1 
tividad j co nf orme o compatible con lo s prec io s A¡,Az,··· , Am. 
Por lo cual, po demo s pedir a la empresa que e l precio imp l ícito de 
la actividad J. , 
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m 
E a .. A. nc exceda el precio actual c
J 
.. Por i=1 lJ 1 
m 
cual, la empresa debe respetar las restricciones r a .. A.<C., i=11J l-J 
j=l, ... ,no Con estas restricciones a la empresa le gustaría PQ. 
der seleccionar un conjunto de precios que maximice su ganancia 
m 
r A.b . . Esto nos conduce al siguiente problema dual de la em-i = 1 1 1 
presa: 
Maximizar 
s . a 
w = 
m 
m 
r A. b. 
. 1 1 1 1 = 
r d . . A. < c
J
. 
i=1 IJ 1 
A i > O i=l, . . . ,m 
El teorema de dualidad estatlece que existe un equilibrio entre 
el conjunto de actividade s y el conjunto de precios donde el mí 
nimo costo de producción es igual al máximo pago. Que estos dos 
valores objetivos son iguales en el óptimo es intuitivo, si ob-
servamos que ellos representan los cargos favorables al compra-
dor, donde el objetivo del primal está constituido por conside-
raciones de costos y el objetivo del dual se alcanza por un me-
canismo de precios. Para ilustrar lo anterior, vamos ahora a 
analizar la interpretación dual del ejemplo 4.4.3 del capítulo 
IV. La formulación de este problema tal y como se vió en el ca-
pítulo IV es: 
Minimizar 
s . a . 
4 
Z=1.5¡;x. 
j=l J 
X¡+W¡-y¡ 
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4 3 
+ 2 ¡; w. + 0.2 E y . 
j=lJ j=lJ 
y¡ + X2 + w2 - Y2 
-Xl 
Xj ~ O, wj > O, Yi > O, j =1, ... ,4, i=1,2,3, 
donde 
= 90 
= 160 
= 490 
= 360 
> -300 
> -250 
> -300 
-
> -300 
-
Xi = producci6n de pintura en el trimestre i (lts.x 10 3 ), 
i=1, ... ,4. 
Wi = cantidad de pintura comprada al competidor en el trimestre 
i (lts. x 10 3 ) , i = 1 , . . . ,4. 
Yi = nivel de inventario 1 a fin a 1 del trimestre i (lts.x 10 3 ) , 
i=1,2,3. 
La representaci6n gráfica de las restricciones de este modelo 
es : 
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~------.----._--. ------.------~ 
donde r i , = 1, ... ,4 son requerimientos en el mes i. 
¿y. 
. 1 
1 
Tratamos de minimizar el flujo que va del nodo O al nodo 5 de ma 
nera que las pérdidas sean mínimas. 
El problema dual asociado a este pro blema primal consiste en de-
terminar los precios trimestrales q.($/lt.) a que se alquilaría 
1 
la capacidad de producción de la compañía Atlántico y los precios 
trimestrales p¡($/lt.) a que se vendería la pintura a la compa-
ñía Atlánti co de mallera tal que se cumpla el contrato, esto es, 
la compañía Atlántico subcontrata el pedido que tiene, alquilando 
su capacidad de producción a yna tercera persona. En estas condi-
ciones el problema dual es: 
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s.a . 
PI < 1. 5 -
PI < 2. 0 -
-PI + P2 < 0.2 -
P2 
< 1. 5 
-
P2 
< 
-
2 .0 
-P2 + P3 
< 0. 2 
-
P3 
< 
-
1.5 
P3 
< 2. 0 -
P3 + P4 
< 0. 2 
-
P4 
< 1. 5 
--
P4 
< 2.0 -
La sol ución de este problema es ; 
r--. .r---- -
i 1 2 3 4 
._-
xi 190 000 250 000 300 000 300 000 
w O O O 60 000 i 
Yi 100 000 190 000 O O 
Pi 1.5 1.7 1.9 2. 0 
--
qi O 0.2 0 . 4 0.5 
-
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6.8. METODO DUAL SIMPLEX. 
Vamos a describir el método dual simplex, el cual resuelve el prQ 
blema dual diredtamente del tableau del simplex para el problema 
primal. En cada iteración nos movemos de una solución básica fac-
tible del problema dual a unp sol ución básica factible mejorada 
has ta llegar al óptimo del dual (y también del prima l) ó hasta con 
cluir que el dual es no acotado y por lo tanto el primal es no fac 
tible. 
6 . 8 . 1. 1 n ter p re t a ció n del a fa c t i b i 1_ ida d del d u a 1 e n el t a b 1 e a u 
d e.!2i}TI~ 1 e x E r a e I pro bl em a _'p"r i ma 1 . 
Consideremos el siguiente problema de programación lin eal: 
Minimizar Z = cx 
s. a. 
Ax > b 
x > O 
Sea B una base que no necesariamente es factible y consideremos el 
siguiente tableau: 
vari abl e;~e holgura 
,.. 
xl x 2 xn x n x n+m LO 
._ ... - ._- --_._---
------
Y11 Y11 Yln y 1 ,n+ 1 Yl,n+m b1 
Y21 Y22 Y2n Y2,n+1 Y2,n+m b2 
Ym1 Ym2 y + 1 ... m,n Ym,n+m 
_ ___ . _ ____ ___ ___ __ - -------- ---- - ------l-----
z -c n+m n+m 
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El tableau presenta una solución factible primal si bl~ O, i=I •... ,m, es-
- ' -1 ' 
to es, si b=B b ~ O. Más aún, el tab1eau es óptimo si l . -C. < O J J-
'1 Df' -1 para J= , ... ,n+m. e lnamos A=cBB . Para j=I.2 •. .• ,n tenemos: 
-1 Zj - c j = cBB ilj - c) = Aa j - c j 
E n e s te c a s o Z J' - c J' .::. O par a j = 1 , . .. • n om p 1 i ca q u e A a . - c. < O par a J J-
j=I, .. .• n que además imp1 ica que AA .::. c. Además observamos que 
an+i=-e i y cn+i=O para i=I.2, ... ,m y por 10 tanto tenemos : 
zn+l - cn+i = Aa n+i c n+i 
=-1... 
1 
Además. si zn+i-cn+i .::. O para i=l, .. . • m. 
i=l, ... ,m 
entonces A. > O para 
1 -
i=I •... ,m y por' lo tanto 1..>0. Debemos entonces demostrar que si 
Z j - c j .::. O par a j = 1 ,2 , . ..• n +m, i 111 P 1 i ca q u e AA.::. c y A ~ O, don d e 
-1 A=cBB . En otras palabras. la factibilidad del dual consiste pre -
cisamente en el criterio de optimalidad del simplex, esto es. 
* -1 En el óptimo A =cSB y la función objetivo del dual z . - c. < O-V-j. J J-
* * -1 -1 - * 
W =1.. b=(cBB )b=cB(B b)=cBb=z, esto ,e s, las funciones objetivo 
del dual y primal son iguales en el óptimo. Lo cual demuestra el 
siguiente lema. 
Lema 6.2 . 
En el óptimo de un pr oblema de minimización del primal. en la for-
ma canónica, esto es, Zj-C j . * -1 < O-V-J. A =cBB es una so lución ópti-
* ma del problema dual. Más aún A =-(Zn+i-Cn+i )=~Zn+i para 
i=1,2, ... ,m . 
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El lema anter'ior ficilmente se puede extender a un problema de 
minimización en la forma estindar. En este caso se debe cumplir 
1 _. -1 -1 que en e optlmo cSB R-c R ~ O => cBS R < c~.Si definimos a 
* -1 A =cBS se tiene: 
* 
=>A es factible y además 
* -1 A b = cSB b = cSx S . 
* * * Esto es, A es factible y w =z en el óptimo; lo cual a su vez 
prueba el siguiente teorema. 
Teorema 6.1 . 
Si el problema lineal 
Min Z = cx 
s . a 
Ax = b ( p ) 
x > O 
tiene soluci6n básica 6ptima correspondiente a la base S, donde 
esta es una submatriz de A de orden m x m, entonces el vector 
* -1 A =cBS es una soluci6n 6ptima del problema dual de (p) y los 
valores óptimos de ambos problemas son iguales. 
Ejemplo 6.3. 
Consideremos el prob1elna: 
s. a 
( P ) 
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I ntr oduciendo nuevas variab l es de holgura se t i ene que el pr o b l ~ 
ma l i neal en forma estándar tie ne el tab l eau: 
Xl x2 x3 x4 Xs LO 
2 0 1 1 . O 4 .,. 
1 2 2 O 1 6 
-1 
- 4 - 3 O O O 
t 
1 1 1/2 1/2 O 4 1 
-1 O 0 - 1 1 2 .,. 
----
----------_._ - .---"--...• 
3 O -1 2 O 8 
t 
3/2 1 O 1 - 1 /2 1 
- 1 O 1 -1 1 ~ 2 
----- ------------ ---- -
2 O O 1 1 10 
* => ta bl eau óptimo co n : z = Ir); x * 1 
El pro bl em a dua l del prob l ema (P) en la forma está ndar será : 
Mi n w = 4,) + 6'2 
s.a 
A) > O 
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* * * y la soluci ón óptima del dual será:l¡=1;12=1; w =10. 
6.8.2. El método dual simplex ~ 
Consideremos el siguiente problema lineal: 
Minimizar z = cx 
s . a 
Ax = b 
x > O 
Es frecuente el no encontrar una solución básica inicial que sea fa~ 
ti b 1 e (e s t o e s, b i ~ 0""'1) e n un pro b 1 emali n e al, sin n e c e s ida d de 
añadir variables artificiale s . 
Sin embargo, frecuentemente podemos encontrar una base inicial, aun-
que esta no sea necesariamente factible, cuya solución dual es facti 
ble (esto es, z.-c. < O para un problema de minimización). En tale s J J-
casos será útil desarrolar una variante del método simplex el cual 
nos puede pr oducir una serie de t ableaus simplex que mantengan la f~ 
ctibilidad du a l y por la holgura complementaria nos mantendremos den 
tro de la factibi 1 idad del prinal. 
Consi deremos el s iguiente tabl e au del simp le x el cual representa una 
solución básica en una iteración cualquiera. 
x. LD 
J 
- _._ - - ..... _. ------_ .. --_. __ . __ ._ .. _ .. _---_ .. _-- _._.+----
Y2 n 
Yrl Yrj Yrk Yrn br 
y ' ., Ymj Ymk Ymn bm mI 
--_._----- --
i 1-c I Zj-C j .. . zk-ck·· . l -c cBb n n 
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Supongamos que el tableau es dual factible (esto es, z.-c. < O 
J J 
para un problema de minimización). Entonces, s i el tableau es 
también primal factible (esto es,b. > O) tendremos la solución 
1 -
óptima. Si esto no se cumple, consideremos algún b
r 
< O. Seleccio 
nando la fila r-ésima como fila pivote y la columna k tal que 
Yrk < O como columna pivote, podemos transformar el nuevo elemen-
to del lado derecho tal que este será b' > o. Realizando la mis -
r 
ma operación descrita, podemos lograr que todos los b. > O man-
1 -
teniendo todos los t.-c. < O Y por 10 tanto logrando la optima-J J-
lidad. 
El problema que salta a la vista, consist e en como debemos sele-
ccionar la columna pivote de tal manera que mantengamos la fac-
tibilidad dual después del pivoteo. La columna pivote k, se de-
termina por la siguiente prueba del radio mínimo. 
fz. -c . ~ = mínimo J.,1: Yrj<O' jEJ J Y r J (8.1) 
Observemos que los nuevos elementos en la fila de costos reduci -
dos (última fila del tabl eau) están dados por 
y r j 
= (z.-c.) 
J J 
--_.( z -c ) 
Yrk k k 
Si Yrj ~ O Y como zk-ck ~ O Y Yrk < O, entonces 
(y ./Y k)(zk-ck) > O por lo tanto (z.-cj)' < z.-c . . 
rJ r - J - J J 
Resumiendo , si la columna pivote la seleccionamos de acuerdo a 
la ecuación (8.1), entonces la nueva base que se obtiene pivo-
teando sobre Yrk será dual factible. Además. la función objetivo 
del dual . después del pivoteo es dada por 
272 
ton ces -(Zk-ck)br/Yrk > O Y el objetivo del dual es mejorado so 
bre el valor cBB-1b~Ab. 
Hemos descrito un procedimiento que nos permite desplazarnos de 
una solución básica dual factible a una solución básica dual fac 
tibIe mejorada. Para completar e l análisis debemos considerar el 
caso cuando Yrj ~ O~j y por lo tanto no podemos e 'legir columna 
pivote. En este caso la j-ésima fila es; 
jYrjXj-b r · Dado que Yrj ~ O~j y xj ~ O, entonces jYrjX j ~ O 
para cualqier solución factible. Sin embargo breO, lo cual es 
una contradicción. Esto nos mue s tra que el primal no es factl 
ble y el dual es no acotado. Para ver que el dual, en este caso, 
es no acotado co nsideremos que el problema dual es: 
Maximizar w ~ b 
s .a 
AA < c 
A no restringida. 
Supongamos que b
r 
e O y Yrj ~ O~j. Consideremos el vector 
(0,0, ... ,-1,0, ... ,O)S-I, donde -1 ocupa la r-ésima posición. 
Este vector es precisamente el negativo de la r-ésima fila de 
S-l. Sea ~ cualquier so lución factible del problema dual, esto 
es, pA e c. Entonces: 
-1] [A + ~(O, ... ,-1,0, . .. ,0)6 A ) -1 ~ AA + u(O, ... ,O, .. . ,O B A, p~ 
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-1 1 
ro B A es e l tab1eau actual, y (0,0, ... ,-1 ,O, .. . , O)B- A es pre -
cisamente -(y l'Y 2""'Y ) _< O, por hipótesis. Entonces r r rn 
(0,0, . . . ,0,-1,0, ... ,0)B- 1 es factible para todo ~ ~ O. Por lo tan 
to, esta es una direcci6n de la r~gi6n dual factible. Además, 
(O, ... ,0,-1,0, ... ,0)B- 1b = -~ > O 
r 
ya que br < O. Por 10 tanto 
hemos establecido una direcci6n de la regi6n dual factible tal 
que Ab > O. Esta es la condici6n necesaria y suf i ciente para no 
acotamiento del dual. 
6.8.3. Algoritmo del método dual simplex. 
Paso O. Encuentre una base B del problema pr imal tal que 
- -1 Paso 1. Si b=B b~O, alto; la so lu ci6n actual e s óptima. De otra 
manera seleccione la fila pivote r con 
b <O, donde ¡; = mínimo {¡; .} 
r r l . 
l<i<m 
Paso 2. Si y . > O.\f-j, alto; el dual es no acotado y e l primal es 
rJ -
no factible. De otra manera, seleccio ne la columna pivo-
te k por medio de 1 a prueba del radio mínimo. 
zk -c k 
= mínimo {~~ ; y r j < O} ---Yrk j y r j 
Paso 3. Pivotee sobre Yrk y regrese al paso l. 
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Ejemplo 6.4. 
Considere el siguiente problema: · (el cual es un problema lineal ti 
pico donde se aplica el método dual simplex, esto es, los coeficie~ 
tes de costo son pOSitivos, las de si gualdades "mayor o igual" y el 
vec tor de recursos tiene sólo elementos positivos). 
Minimizar Z = 2X 1 + 3X 2 + 4X 3 
s . a 
Xl + 2X 2 + X3 > 3 -
2X , X2 + 3X 3 4 
" 
> 
Una solución bás i ca ini cial que es dual factible puede ser obtenida 
introduciendo las variables de holgura y cambia ndo de signo las 
ecuaciones restantes, con lo cual ya podemos formar el tableau ini 
c i aL 
Xl x2 x3 x4 x5 t LD 
.. _ --- ----------- .--_._--- ---------- --- - - ----
-1 -2 -1 l O ~- 3 @ 1 - 3 O 1 -4 
--_._---_._----~-_ .. _--_._ - ---- --- -- -
-2 -3 -4 O O O 
minimo Ib i ) = mfnimo {-3,-4} - - 4 = > fi la pivote = fila 2 
mínimo mfnimo {l,l.33} = 1 
j 
=> columna pivote - columna 1. 
Xl x2 
1/2 -5/2 
1 -1/2 
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x3 x4 x5 
----_._---- -_ .. _-------_._---,--_. 
1/2 1 -1/2 
3/2 O -1/2 
LO 
-1 
2 
------ ------ ---------------- -- ---------+--
O -4 -1 o -1 4 
Fil a pivote = f i 1 a 1 ya que b1 < O es el mínimo , 
co lumna pivote = fila 2 ya que sólo Y21 < O. 
x 1 x 2 x3 x4 x5 LO 
O 1 -1/5 - 2/5 1/5 2/5 
1 O 7/5 -1/5 - 2/5 11/5 
O O -9 / 5 -8/5 -1/5 28/5 
Dado que b > O Y Z_-c_ < O~j, hemos obtenido la s soluciones ópti -
J J-
mas del primal y del dual . En particular tenemos: 
= (11/ 5,2/5,0,0 ,0)T 
* * (Aj ,A2) = (8/5,1/5) 
Observamos que A ~ y A*2 son respectivamente el ne gativo de Z.- C. co-
J J 
rrespondientes a la s variable s de holgura X4 y Xs respectivament e _ 
También observamos que en cada it eració n el val or de la función o b-
jetivo se incrementa, ya que el problema dual correspo ndien te es de 
maximización. 
La convergencia del método dual simplex es s e ncilla de establecer, 
ya que existe un nGmero finito de ba ses y e n cada intención el va -
lor asociado con la función objetivo aumenta. La diferencia en e l 
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valor de la función objetivo del dual entre dos iteraciones su 
cesivas es: 
-(Zk-Ck)br/Y rk . Observamos que br<O, Yrk <O y zk-ck ~ O 10 cual 
implica que -(ik- ¿k) br /Y rk ~ O. En particular si ~k-ck < O, en-
tonces el valor de la función objetivo del dual estrictamente 
se incrementa y por 10 tanto no se pueden repetir bases por lo 
que el algoritmo converge en un número finito de pasos. 
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Ejercicios. 
6.1 Considere el siguiente problema de programación lineal : 
Maximi zar Z = lOx l + 24x 2+ 20x 3+ 20x 4+ 25x S 
s . a. 
xl + x2+ 2x 3+ 3x 4+ 5x 5 < 19 
2x l + 4x 2+ 3x 3+ 2x 4+ x5 < 57 
x j > O, j = 1, ... ,5 -
i . Escriba el problema dual y verifique que /'=( /' 1 ' /'2 )=(4,5 ) 
es una solución factible. 
ii. Utilice la información del inciso anterior y obtenga a 
partir de ella la solución óptima de los problemas pri 
mal y dual utilizando hol gura complementaria. 
6.2 Considere e l siguiente problema de programación lineal: 
Maximizar Z = 2x l + 3x 2+ 6x 3 
s . a . 
x l + 2x 2+ x3 < 10 ( P ) 
x l - x2+ 3x 3 < 6 
Xl ,x 2 ,x3 > O 
i . Escriba el problema du al. 
ii. Resuelva por e l método simplex el problema (PI. En ca 
da iteración identifique las variables duales y muestre 
las restricciones duales que se violan. 
iii.En cada iteraci6n identifique la base dual correspon-
diente a la iteración del simplex . Identifique las va-
riables duales básicas y no básicas. 
iv. Muestre que en cada iteración del método simplex el ob 
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jetivo dual "elqp eora " . 
v. Identifi que e n el tab l eau óptimo las soluciones pri-
males y duales óptima s. Verifique que los valores de 
las fun c iones ob jet ivo s on i guales y que se satisfa-
ce la holgura complement a ria . 
6.3 Cons i dere el pr oblema lineal: 
Maximizar Z = 2x 1+ x2 
s . a . 
2x 1 - 2x 2 < 1 
2x 1 - 3x 2 < 1 ( P ) 
2x 1+ x 2 < 2 
x l, x2 ~ 0 
De mu estre , por holpllra complementaria, que (X~, X;) T=(0, 2 )T 
es la so l ució n ópt i ma de ( P) y determin e la solución ópti-
ma del dual. 
6.4 La compa ñía ABC, S.A . produce dos tipos de sillas reclinab-
le s para exportación. Do s tipos bási cos de trabajo ca l if i-
ca do se requi eren durant e e l ensamb l e y en la terminación 
o acabado. Una unidad de l a cabeza reclina ble requiere 1. 5 
hora s de ensam bl e y 1 ho ra de acabado ~ se vende con una g~ 
nan cia de $200.00. Una unidad del cuerpo rec linable requie-
re 0.5 horas de e nsamble y 0.5 hora s de terminac ión y s e 
vende con una utilidad de $120.00. Actualmente se dispon e n 
de 100 horas de ensamble y de 80 horas de terminac i ón en la 
compañía, la cual se encuentra en negociaciones de tipo sa-
lar i al para e l próximo año. Usted es e l consultor de la com 
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pañía y debe de proporciona r l e el costo de una hora de tra 
bajo de ensamble y el co s to por hora del acabado. 
6.5 Considere el modelo lineal de selección de inversiones pa-
ra l a maximización de capital a l término de un período,d~. 
do como 
Maximizar z = vN 
s . a 
J 
¿ (-c .. xo) < fi' i ~ O, ... ,N-l j=l lJ J 
J 
¿ ( - cNox o) + vN ~ f N j = 1 J J 
0< x . < uJo, j=l, ...• J 
- J -
donde J es el conjunto que caracteriza a las distintas ma 
neras posibles de inversión; f i es l a cantidad neta de fon 
dos monet a rios exógenos de que se puede disponer al final 
del períOdO i (fi puede ser positivo o negati va); c ij es 
e l di nero que necesita ( si c ij < O) o produce ( si c ij > O) 
e l proyecto i al final del período j; x j es la variable de 
decisión que representa el nivel de inversión en el proye~ 
t o j; y vN es l a variable que representa el va l or del ca -
pital al fina l del período de pl aneación. Este mode l o se 
denomina se l ección de inversiones sin descuento. 
--- "---_. 
Otra manera de escribir las primeras restricciones es: 
J 
0< f i + ¿ C •• x. , j=O, ... ,N j = l lJ J 
y en est~ caso se puede decir que de 10 que se dispone al 
fina l del períOdO i, f i , más el dinero neto que producen 
los pr oyectos en ese períOdO 
J 
E c. o X . , j=l lJ J debe ser mayor o 
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igual a cero. 
La s otras restricciones s on sencillas de entender. Consi-
dere un caso concreto del problema de delección sin des-
cuento donde se tiene una cartera de 4 proyectos y el ho-
rizonte de planeación es de tres años . 
Proye c 
to -
A 
B 
e 
o 
Fin del Fin del 
año O año 1 
-1 
-1 
O 
-1 
0.60 
1 .10 
-1. O 
O 
Fin del 
año 2 
0.60 
O 
1. 2 5 
1. 3 O 
Cota Superior (Ca~ 
tidad máxima que 
se puede invertir 
en el proyecto) 
00 
500 
00 
00 
donde lo s coeficientes negativos indican una erogación de 
dinero en el proyecto y los coef icientes positivos - un 
beneficio . Asimismo se supone que el capital inicial es de 
1000 unidades monetarias. 
El modelo sin descuento consiste en: 
Maximizar Z = v 
s. a 
xA + Xs + Xo < 1000 
-0 .6 xA - 1 . Ix B + Xc < O 
-0.6 xA - 1.25x C - 1.30x O + v< O 
xB < 500 
X >0 ' X > O', A - ' [l 
La solución óptima de este problem a es: 
* xA .. 500; 
* X = B 
* * * 500; Xc = 850; Xo = O; v = 1362.5 
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Los precios som hra (variables duales) son: 
Especifique la maner a en que una unidad monetarid adicio-
nal al final del año 1 serí a in vertida para obtener el 
pre cio sombra de 1. 25. De ma ner a sem eja nte explique como 
invertiría una unidad monet ari a en los proyectos al final 
del año o para obtener un beneficio adicional de 1 .35 . 
6.6 
6.7 
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Resue lv a los si gui e ntes pr obl emas de programación 1i 
nea1 ap l icando e l m~todo dual simp 1e x. Proporcione 
los valores óptimos de las variables prima1es y dua-
les. Demuestre que se satis face la holgura comp 1eme~ 
taria . 
Maximizar Z = 
- 4x 1 - 6x 2- 18x3 
s . a . 
x l + 3x 3 > 3 
x 2+ 2x 3 > 5 
x l ,x 2 ,x 3 > O -
Minimizar Z = 2x 1+ 3x 2+ 5x 3+ 6x 4 
s . a. 
x1+ 2X2 i- 3x 3+ x4 > 2 
- 2x 2+ x 2- x3+ 3x 4 < -3 
x j > O, j = 1 , ... ,4 -
6.8 Consid e r e el problem a lineal: 
Minimizar Z = 2x 1+ x2 
s. a . 
-4 x1+ 3x 2- x3 > 16 
x + 1 6x + 2 3x 3 > 12 ( P ) 
xj > O, j = 1, 2,3 . -
i . Determi ne el problema du a 1 asociado a ( p) . 
ii. Uti lic e e l dual s implex para resolver el problema (P) 
iii. A partir del t~b leau óptimo del dual simplex, deter-
mine la solu c ión de l problema dual a soc iado a (P). 
6.9 
283 
El siguient e tableau e s óptimo y corresponde a un proble 
ma de maximizac i ón con t odas 1 a s restriccio nes de l tipo 
x 1 x 2 x 3 x4 x 5 x 6 LD 
_._- _._-------------
1 1 O 2 O 1 2 
O O 1 1 O 4 3/2 
O - 2 O 1 1 6 1 
-- - ----_._---- ----_.-.- - -
O O O 4 O 9 5 
i . Proporcione el va l or de 1 a solución prima l óptima 
(x * * , Z ). 
ii. Pr oporcio ne el valor de la solución dua l optima 
* * ) ( A ,(¡) • 
i i i. Determine aZ/a b , . Interprete este número . 
iv . Si uste d pudiera comprar una unidad adiciona l del 
primer recurso a un costo de 5/2, ¿lo comprarfa?, 
¿p or qué? 
< 
-
v. Otra empresa de la competen c ia desea adquirir de us 
ted una un idad ad icio nal del tercer r ecurso. ¿En culn 
to l o vender fa usted? ¿Porqué? 
vi. ¿Existe otra so lu ció n a l ternativa? ¿Porqué? Si exis-
te, prop orcio ne a l menos una. 
6. 10 Consi dere l os dos tab l eaus que a continuac i ón se dan . El 
pr i mero corresponde a l tablea u origina l y el segundo a l 
actual. 
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_l~_~_;t~_ _~5 ____ l _. x7 LD 
5 -4 13 b l l O 20 
l -1 5 c 1 O l 8 
--
l 6 -7 a 5 O O O 
Xl x 2 x3 x.L .. _~~_":~ __ ~ ___ LD __ _ . 
- 1/7 O 1 -2/7 3/7 -1 /7 4/7 12/7 
-12/7 1 O -3/7 8/7 -5/7 13/7 4/7 
.. _--------_ .. .. .. ------_._---_ .. _ .. _-
----
72/7 O O 11/7 8/7 23/7 - 50/7 I 60/7 
Determine: 
i , Lo s valore s de a , b Y c, 
i i , -1 B , 
i i i , ax 2/ax 5 ' 
i v , ax3/ab 2 ' 
v . dX3/ ab2 , 
vi , az / ax 6 , 
vii, La solución du a l, 
6,11 Apliqu e el m~todo dual simplex para reso l ve r e l siguiente pro 
blema de programación lineal: 
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Minimizar w = 
"3 
s . a 
1 
"1-
1 
- 3/4 4" "2 "2 < -
8 "1+ 121. 2 < 20 
" 1+ 
1 
" 32. 
1 
"2 "2 - - "2 
- 9 " 1- 3 "2 < 6 -
"1'''2' "3 > O. -
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