Semi-numerical absolute factorization of polynomials with integer coefficients  by Rupprecht, David
Journal of Symbolic Computation 37 (2004) 557–574
www.elsevier.com/locate/jsc
Semi-numerical absolute factorization of
polynomials with integer coefficients
David Rupprecht
Laboratoire de Mathe´matiques, Universite´ de Nice-Sophia Antipolis, Parc Valrose, Nice 06108, Cedex 2, France
Accepted 5 March 2001
Abstract
In this paper, we propose a semi-numerical algorithm for computing absolute factorization
of multivariate polynomials. It is based on some properties appearing after a generic change of
coordinate. Using numerical computation, Galois group action and rational approximation, this
method provides an efficient probabilistic algorithm for medium degrees. Two implementations are
presented and compared to other algorithms.
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1. Introduction
The computation of absolute factorization of polynomials has been studied by
many authors these last years (Kaltofen, 1985, 1995; Duval, 1991; Sasaki et al., 1991;
Yokoyama et al., 1992; Galligo and Watt, 1997). However, implementations of the current
algorithms in classical system like Maple or Mathematica or more specialized packages
can hardly handle general bivariate polynomials with degree higher than 15. In this paper,
we focus on the following problem: given a multivariate polynomial P with rational
coefficients, is it possible to find its factorization over C? More precisely, is it possible to
find a minimal extension Q[α] of Q and an irreducible (on C) factor of P in that extension?
Various algorithms have been proposed to solve this problem. Classical CA system use
an implementation of the “Single Extension Method”. A second method appears in Jean
E-mail address: rupprech@math.unice.fr (D. Rupprecht).
0747-7171/$ - see front matter © 2003 Published by Elsevier Ltd
doi:10.1016/S0747-7171(02)00011-1
558 D. Rupprecht / Journal of Symbolic Computation 37 (2004) 557–574
Franc¸ois Ragot’s thesis (Ragot, 1997), following previous work by D. Duval and M. Van
Hoeij. We compare these algorithms in the last section of this paper.
Classical algorithms have a polynomial time complexity. In contrast, this algorithm has
an exponential time complexity, however we were able to lower some exponents and the
algorithm becomes useful for medium degree (up to 70 or 80). As most computations can
be performed using floating point approximations, this algorithm could be really efficient
for such degrees.
The algorithm is based on previous work from Galligo and Watt (1997), using a
probabilistic approach. We need to perform a generic change of coordinates. This change
is analyzed in the mathematical section of this paper. We give a bound on the number of
checks we need to be generic. This bound is quite huge, but in fact, one random check is in
general sufficient. The starting point of the factorization is that, after a generic change of
coordinates (x ← x + λy + x0), some useful properties for the polynomial and its factors
appear. The first one is that the polynomial can be chosen monic (in y), and we can also
choose the factors to be monic (in y). This generic change of coordinates implies some
other interesting geometrical properties on the curve defined by P . They will be described
in the mathematical section.
The factorization algorithm is divided in several steps. First we compute the points of
a generic fiber of the curve defined by the polynomial P . We find a partition of these
points which corresponds to the different irreducible components of . Then using Hensel
liftings, we compute numerical approximations of the factors of P . Finally we construct,
by rational approximation, the exact candidate factors of P (and the algebraic extension
of Q) and test by division the exact validity of these factors.
The process of grouping the points in a fiber was also suggested in Sasaki et al. (1991),
where an algorithm for approximate factorization is exposed. However, the algorithm
presented here differs in many points and is much more efficient. Using our main theorem,
Galois group action and a generic change of coordinates can avoid performing heavy tests.
This article is structured as follows. The following section contains the fundamental
results for the algorithm: we analyze the effect of the generic change of coordinates and
give the main theorems. Then we explain the different steps of the factorization in detail.
Moreover, we propose many improvements which have not been implemented yet. In
“Error Analysis” section, we give some bounds for the needed precision in numerical
computations. In the last section, we propose several examples and compare our algorithm
with other implementations.
2. Mathematical considerations
In this section, we expose the mathematical results which lead to the factorization
algorithm. They are divided in two parts. First we perform some reductions on the input
polynomial in order to get a monic square-free irreducible (over Q) polynomial. This
gives some properties on the factors of P . Then we analyze the generic linear change
of coordinates: after the change x ← x + λy + x0, we denote by y1, . . . , yn the points
in the fiber x = 0. Then we compute the series expansion of the roots near these points:
ϕi (x) = yi + ai x + bi x2 + · · ·, where P(x, ϕi (x)) = 0. We show the following result: for
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almost all changes of coordinates, the number bi are all non-zero and different. Then we
give the 1–1 correspondence between vanishing sums of the numbers bi and factors of P .
2.1. Preliminary reductions for the polynomials
2.1.1. Reduction to a bivariate, irreducible polynomial
Let P ∈ Q[X1, . . . , Xn]. We can compute a square-free decomposition of the
polynomial and then assume that P has no multiple factor. Moreover, we assume that P is
irreducible over Q. Indeed a lot of efficient algorithms for factorizing polynomials over Z
are available.
By using either the Hilbert irreducibility theorem or Bertini’s theorem, we can come
down to a bivariate polynomial. The basic idea is that, after generic sections Xi =
ai X + biY + ci , an irreducible polynomial in Q[X1, . . . , Xn] becomes an irreducible
polynomial in Q[X, Y ]. Moreover, if after such generic hyperplane sections, P˜(X, Y ) =
P(a1 X + b1Y + c1, . . . , an X + bnY + cn) is reducible, then P is reducible and we can
recover his factors from the factors of P˜ by using Hensel liftings. An absolute factorization
of P˜ lifts up to an absolute factorization of P . This algorithm is described in Zippel (1993)
and we will now only focus on bivariate irreducible (over Z) polynomials P ∈ Q[X, Y ].
2.1.2. Reduction to a monic polynomial
Let P ∈ Q[X, Y ]. We denote by n its total degree. After a change of coordinate
x ← X + λY and y ← Y , we get a new polynomial Q(x, y, λ):
Q(x, y, λ) = An(x, λ)yn + · · · + A1(x, λ)y + A0(x, λ),
where Ai (x, λ) is a polynomial with degx (Ai ) ≤ n − i and degλ(Ai ) ≤ n. As the total
degree of P is n, the polynomial An ∈ Q[λ] is a non-zero polynomial and then, for all
specializations of λ in Q except at most n, An(λ) = 0 and is in Q. For such a value λ0, we
can divide by this leading coefficient An(x, λ0) = An(λ0) to get a new monic polynomial
in Q[x, y]: yn + an−1(x)yn−1 + · · · + a0(x) with deg ai(x) ≤ n − i .
Lemma 2.1. Let P = yn +an−1(x)yn−1+· · ·+a0(x) with deg ai (x) ≤ n−i and consider
an absolute factorization P = P1 · · · Ps. Then the factors Pi can be chosen as follows:
Pi = yni + a(i)ni−1(x)yni−1 + · · · + a
(i)
0 (x),
with a(i)k ∈ C[x] and deg a(i)k ≤ ni − k.
Proof. The proof is really straightforward. 
2.2. Absolute factorization and Galois group action
Let P be a monic (in Y ) square-free polynomial in Q[X, Y ], irreducible in Q[X, Y ].
We know there exists an absolute factorization P = P1 · · · Ps where Pi can be chosen as
in Lemma 2.1. Let K be the smallest extension of Q which contains all the coefficients of
the factors of P , and let us denote by its Galois group. If σ ∈ , then the conjugate
of a divisor Pi of P (denoted by σ Pi ) is still a divisor of P . The hypothesis made on the
factors implies that there exists some number j such that σ Pi = Pj . As K is the smallest
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extension containing all the coefficients, we have i = j (except if σ is the identity map).
Moreover if σ = σ ′ then σ Pi = σ ′ Pi . If we consider the product of all the conjugates
of Pi , we get a monic polynomial with rational coefficients which divides P . As P is
irreducible in Q[X, Y ], this polynomial is equal to P . Then each factor of P is a conjugate
of one particular factor Pi . As Pi is monic in y, its conjugates are also monic in y with the
same degree. This leads to the following lemma:
Lemma 2.2. Let P be a monic square-free polynomial in Q[X, Y ] which is irreducible in
Q[X, Y ]. Then there exists an extension Q[α] of Q and a factorization P = P1 · · · Ps, with
Pi = Y m + am−1(αi , X)Y m−1 + · · · + a0(αi , X),
where Pi is irreducible in C[X, Y ], ak ∈ Q[Z , X], degX (ak) ≤ m−k and where α1, . . . , αs
are the different conjugates of α.
One important result in this lemma is that the factors have all the same degree. We will
use this fact later. A straight forward corollary is the following: if the degree of P is prime,
then P is irreducible in C[X, Y ].
2.3. Definition of the number bi
Let P be a monic square-free polynomial in Q[X, Y ]. For x0 ∈ Q, we denote by
y1, . . . , yn the roots of P(x0, Y ). Then for all values of x0 except at most n(n − 1),
these roots are distinct and the curve defined by P is smooth at the points (x0, yi ), for
i = 1, . . . , n. If we choose such a value for x0, then there exists analytical functions ϕi (X)
in the neighborhood of x0 (for i = 1, . . . , n) such that{
ϕi (x0) = yi
P(X, ϕi (X)) = 0.
There exist complex numbers ai and bi (for i = 1, . . . , n) such that
ϕi (X) = yi + ai (X − x0) + bi(X − x0)2 + · · · .
If
α(x, y) = ∂ P
∂x
(x, y), β(x, y) = ∂ P
∂y
(x, y)
γ (x, y) = ∂
2 P
∂x2
(x, y), δ(x, y) = ∂
2 P
∂y2
(x, y), ε(x, y) = ∂
2 P
∂x∂y
(x, y),
then we have
ai = −α(x0, yi )
β(x0, yi )
, and
bi = − 12β(x0, yi ) (γ (x0, yi ) + 2ε(x0, yi )ai + δ(x0, yi )a
2
i ). (1)
We emphasize the difference with other algorithms for computing approximate
factorization of multivariate polynomials (e.g. Sasaki et al., 1991), where one needs to
compute higher degree terms in the series expansion and then try to group some factors
Y − ϕi (X) to obtain a candidate factor. In this paper, we only have to compute second
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degree coefficients and analyze the behavior of the sums bi1 + · · · + bik for some subsets
{i1, . . . , ik} ⊂ {1, . . . , n}. Now we develop the crucial results on the numbers bi :
Lemma 2.3. If P has no factor of degree 1, then for almost all values of x0, the numbers
bi are all non-zero (for i = 1, . . . , n).
Proof. We can consider = ∏ni=1 bi . This number is a symmetric rational function of
the number yi . Remember that y1, . . . , yn are the roots of P(x0, Y ) which is a monic
polynomial in Y . Then can be expressed as a rational function of x0 and the coefficients
of P(x0, Y ). Then is a rational function of x0. Suppose that this function is the zero
function and choose a number x0. There exists a neighborhood of x0 and an index i0
such that bi0 vanishes on . Then ϕi0(x) is a linear function on and P has a factor
of degree 1. Under the hypothesis of the lemma, this can not happen and is not the
zero function. Then for almost all value x0 (except a finite number), the numbers bi do not
vanish. 
The condition on the degree of the factors is not embarrassing. If P has one factor of
degree 1, then all his factors have degree 1 (Lemma 2.2). This situation will be analyzed in
Section 2.5. Now we suppose that the degree of the factors of P is greater or equal to 2.
2.4. Analysis of the sums bi1 + · · · + bik
We still consider a square-free polynomial P in Q[X, Y ], and we suppose that P does
not admit factors of degree 1. If I = {i1, . . . , ik} is a subset of {1, . . . , n}, we define
BI = bi1 +· · ·+bik . We first discuss on the case where P is an irreducible polynomial and
we prove that, after a generic section X = x0 + λ0Y , the sums BI where I  {1, . . . , n}
is non-zero. We give a bound on the number of “bad” sections. In the reducible case, we
show that, after a generic section, a vanishing sum BI corresponds to a divisor of P and
still give bounds on the number of wrong choices. We first recall some classical results.
Theorem 2.4. Let P be an irreducible polynomial in C[X, Y ], monic in Y , and deg P = n.
Then the curve defined by P in C2 is a ramified covering of degree n of C. Let ∆ =
{x1, . . . , xN } be the set of abscissas of the ramification points. Then the first homotopy
group Π1(C\∆) acts transitively on any smooth fiber of that covering.
Proof. See e.g. Mumford (1976) for a demonstration. 
If we choose a complex x0 outside∆, we can consider the roots y1, . . . , yn of P(x0, Y ).
Then any two roots yi and y j can be exchanged following a continuous path on the curve.
This theorem expresses the connexity of the subspace formed by the curve defined by P
minus the ramification points. For example, we can consider P = y2 − x and x0 = 1. We
have two roots y1 = 1 and y2 = −1. If we follow the circle x(t) = e2iπ t (t = 0.1), we can
parameterize the roots by y1(t) = eiπ t and y2(t) = −eiπ t . After a round the two roots are
exchanged.
Definition 2.5. We denote by P2(C)∗ the set of all lines in P2(C). This space is called
the dual projective plane. If is a projective curve in P2(C), we denote by ∗ the closed
subset of P2(C)∗ consisting of all lines of P2(C) either tangent to or passing by a singular
point of . We call this subset the incidence curve of .
562 D. Rupprecht / Journal of Symbolic Computation 37 (2004) 557–574
Now we give a more precise result than Theorem 2.4.
Theorem 2.6. Let be a projective irreducible curve of degree n in P2(C) and ∗ its
incidence curve in P2(C)∗. Then the first homotopy group Π1(P2(C)∗\ ∗) acts as the
symmetric group on any smooth linear section of .
Proof. See e.g. Harris (1981) for a demonstration. 
2.4.1. The irreducible case
Let P be a irreducible polynomial of degree n in Q[X, Y ]. As in Section 2.1, we
consider the polynomial Q(x, y, λ) = P(x +λy, y). We first choose a good specialization
λ0 for λ (see previous sections), and divides Q by its leading coefficient to get a polynomial
R(x, y, λ0) monic in y. Then we can express the number bi (for i = 1, . . . , n) as rational
function of degree less or equal to 3n of the number x0 and the roots y1, . . . , yn of
R(x0, y, λ0) (we say that a rational function has a degree less or equal to d if both its
numerator and denominator have a degree less or equal to d).
Now fix an integer m < n and consider the sums BI = bi1 + · · · + bim where
I = {i1, . . . , im}. These sums are rational functions of x0 and y1, . . . , yn of degree less
or equal to 3nm. Now consider the product of all these sums m :
m =
∏
card(I )=m
BI .
Then m is a rational function of x0 and y1, . . . , yn of degree less or equal to 3nm
(
n
m
)
.
Moreover this function is symmetric in the numbers yi . As the numbers yi are defined by
the following equation:
n∏
i=1
(y − yi ) = R(x0, y, λ0) = yn + An−1(x0, λ0)yn−1 + · · · + A0(x0, λ0),
where the total degree of An− j is j , we can express any symmetric polynomial in the
numbers yi as a polynomial of the same degree in x0 and λ0. Then m can be expressed
as a rational function of x0 and λ0 of degree less or equal to 3nm
(
n
m
)
.
Let us suppose that m is the zero function and choose a good specialization (λ0, x0).
Then there exists a neighborhood of (λ0, x0) and a subset I with card(I ) = m such that
BI = 0 in and so BI is identically zero. We can use Theorems 2.4 and 2.6 and deduce
that for any subset J with card(J ) = m we have BJ = 0. Now it is easy to show that if BI
is identically zero for any subset I of cardinal m, then numbers bi (for i = 1, . . . , n) are
all equal to zero and then P has only factor with degree 1 which leads to a contradiction
with the irreducibility of P . We have the following theorem:
Theorem 2.7. Let P be an irreducible polynomial of degree n. Consider Q(x, y, λ) =
P(x + λy, y). Then for almost all specializations (x0, λ0) of (x, λ), none of the sums∑
i∈J bi , for J  {1, . . . , n}, vanishes.
The set of bad specializations is a curve defined by a polynomial of degree less or equal
to 3n22n . We can give a bound on the maximal number of choices we have to make: using
a regular grid pattern {i/3n22n, j/3n22n} of [0, 1] × [0, 1], we know that at least one of
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the point is a good specialization for (x0, λ0). The main result is that, in fact, one random
choice for the linear change of coordinates is, in general, sufficient.
The factorization algorithm uses another property of the number bi :
Theorem 2.8. Let P be an irreducible polynomial of degree n. Consider Q(x, y, λ) =
P(x +λy, y). Then for almost all specializations (x0, λ0) of (x, λ), the number bi (defined
in Section 2.3) are all different.
Proof. We use the same kind of proof as in the previous theorem, except that we consider
the number
m =
∏
i = j
(bi − b j ).
This number is still a symmetric polynomial in the number yi and so can be expressed as
a rational function of (x0, λ0). If this function is the zero function, then there exists two
indexes i0 and j0 such that bi0 = b j0 (in a neighborhood of some specialization and so
“everywhere”). Using Theorem 2.4, we can change the indexes i0 and j0, and prove that
all the numbers bi are equal. As the sum of the number bi is vanishing, they are all equal
to 0, which leads to a contradiction. 
2.4.2. The reducible case
Now we suppose that P is a product of s prime (conjugate) factors of degree m. The
curve defined by P in C2 is the union of s irreducible curves 1, . . . , s . We fix a
specialization (x0, λ0) which gives a smooth section of . We get n intersection points
y1, . . . , yn . We suppose that the set of points belonging to k is Fk = {yNk , . . . , yNk+1−1}
where Nk = m(k − 1) + 1. For n′ < n, we consider the number n′ :
n′ =
∏
card(I )=n′
BI .
This number is still a rational function in x0 and λ0. If n′ is identically zero, then
there exists a subset I0 such that BI0 = 0 (as in the previous theorems). Let us write
I0 = I1 ∪ · · · ∪ Is , where Ik ⊂ {Nk , . . . , Nk+1 − 1}. Suppose that one of these subsets Il
satisfies cardIl = 0 and cardIl = m. Using Theorem 2.6, we can vary the indexes in Il ,
keeping other indexes fixed in the sum. We can easily deduce that the number yi in Fl are
all equal. As their sum is zero, they are all vanishing. This leads to the following theorem:
Theorem 2.9. Let P be a polynomial of degree n. Consider Q(x, y, λ) = P(x + λy, y).
Then for almost all specializations (x0, λ0) of (x, λ), the sums
∑
i∈J bi , for J  {1, . . . , n},
vanish if only if it corresponds to the union of roots of a family of factors of P.
Using the same kind of proof as in the irreducible case, we get another useful theorem
in the reducible case:
Theorem 2.10. Let P be a polynomial of degree n. Consider Q(x, y, λ) = P(x +
λy, y). Then for almost all specializations (x0, λ0) of (x, λ), the numbers bi (defined in
Section 2.3) are all different.
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2.5. Some remarks
2.5.1. Detection of factors of degree 1
Suppose that the polynomial P is monic, square-free and admits only linear factors. We
can write P = Π (y − yi −ai x). A first method for detecting linear factors is the following:
consider the homogeneous polynomial Q:
Q(X, Y, T ) = Π (Y − yi T − ai X) = T n P(X/T, Y/T ).
Then the number yi and ai are the roots of the polynomials Q(0, Y, 1) and Q(1, Y, 0)
(respectively). If we consider the extension defined by theses two last polynomials, then
we can check if P has a linear factor in this extension (which is easier as we already know
the extension) (see Ragot (1997) and Hohl (1997) for more details on the detection of linear
factors).
Otherwise, we could use the same kind of method as described above: after a generic
(rational) change of coordinates, we compute the numbers bi and check if they are all
equal to 0. We get directly the numerical factors and obtain exact factors using the same
procedure as in the “non-linear factors” case.
2.5.2. Terms of higher degree in the expansion of ϕi
After a generic change of coordinate, we have seen that a vanishing sum of some
numbers bi (defined in Section 2.3) corresponds to a product a factor of P . We could
also show the same result on other terms in the series expansion near a root yi : if we write
ϕi (x) = yi + ai (x − x0) + bi (x − x0)2 + ci (x − x0)3 + · · ·, a factor of P (generically)
corresponds to a vanishing sum of the numbers ci . This remains true for terms of higher
order. This could be used to have a stronger certification on the partition of {1, . . . , n}
which gives the relation with the factors. However we would have to spend time to compute
these higher degree terms and their sums, and the condition on the numbers bi is strong
enough to make the relation.
3. Algorithm
The previous section is the starting point of the algorithm detailed in the rest of this
article. Let P be a square-free polynomial in Q[X, Y ], irreducible in Q[X, Y ]. We aim to
find an absolute factorization of this polynomial. The algorithm will return an extension
Q[α] of Q defined by a polynomial and one of the conjugate factors in this extension.
Two implementation of this algorithm can be found at http://math.unice.fr/∼rupprech.
The first one is written essentially in Maple except for a procedure written in C . The
other implementation is entirely written in C using the PARI library for multiprecision
computation and computation in extensions of Q. In both algorithms, we use 2 constants
prec1 and prec2. The first one is used to test if a number is equal to 0 (if its absolute
value is lower than 10−prec1 then the number is 0). The other one prec2 is the number
of digits for computations. We discuss on some values for these constants in the end of
Section 4.
So let P be a square-free polynomial in Q[X, Y ], irreducible in Q[X, Y ]. First we
perform a generic change of coordinate X ← x + λ0 · y + x0, Y ← y, and get a
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monic polynomial in y, denoted by Q(x, y). We compute numerically the roots y1, . . . , yn
of Q(0, y) and the second order coefficients bi defined in Section 2.3. We look for a
minimal partition I1, . . . , Im of {1, . . . , n} such that card(I1) = · · · = card(Im) and BIk =∑
j∈Ik bk = 0 for k = 1, . . . , m. We denote by Rk the polynomial Rk =
∏
j∈Ik (y − y j ).
We have Q(0, y) = R1 · · · Rm and according to the mathematical section, the polynomials
Rk corresponds to the trace of the factors of Q for x = 0. Performing Hensel liftings to
these polynomials, we get new polynomials Qk such that{Q = Q1 · · · Qm mod xn+1
Qk(0, y) = Rk(y) for k = 1, . . . , m.
Performing the opposite change of coordinates, we get numerical polynomials P˜1, . . . , P˜m
which should give an absolute factorization of P . The last step of the algorithm is to find an
extension of Q and conjugates polynomials P1, . . . , Pm where P˜k is a good approximation
of Pk . Finally we test if P1 is a divisor of P .
All the previous computations are obviously numerical computations. In Section 4, we
analyze the errors involved by this kind of computation. Until the end of this section,
we detail the different steps of the algorithm but we suppose that we only have exact
computations.
3.1. Generic change of coordinates
We perform only one change of coordinates in the input polynomial: X ← x + λ0 ·
y + x0 and Y ← y, where λ0 and x0 are rational numbers. This change can be made
automatic or left to the user. The previous section shows that a random choice will give the
right answer. We usually use decimal numbers in [−1, 1].
3.2. Vanishing sums BI
This problem is one of the difficult part of the algorithm. We have a set of complex
numbers b1, . . . , bn and we are looking for vanishing sums of these numbers. This
combinatorial problem could be solved by an extensive search among all the 2n sums.
For n = 60, we would have to compute more than 1018 sums (or keep in memory some
of this sums). We propose many improvements for detecting vanishing sums in order to
come easily to degree 60 or even up to degree 80. These improvements is based on some
properties of the factors in an absolute factorization of P .
As Q(x, y) (the monic polynomial obtained after the change of coordinates) is in
R[x, y], the polynomial Q(0, y) is in R[y]. If yi and y j are two conjugate roots of Q(0, y)
then the corresponding terms bi and b j are conjugate (Eq. (1) shows that they are given by
a rational function with rational coefficients).
We can split the set {b1, . . . , bn} into 3 subsets (after reindexing the numbers):
1 = {b1, . . . , bm} the set of non-real numbers with a positive imaginary part, 2 =
{bm+1, . . . , b2m} the conjugate numbers (and bm+k = b¯k) and 3 = {b2m+1, . . . , bn}
the real numbers. If we get a subset I of {1, . . . , n} such that BI = 0 then we also have
B¯I = 0. Then we have 2 kinds of vanishing sums: the sums where non-real numbers
and their conjugates appear that can be split into 2 vanishing sums and those who cannot
be split. For i = 1, . . . , m, we denote by ci the real number ci = bi + bm+i and for
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i = m + 1, . . . , n − m, ci is the real number ci = bi+m . The next step is to find vanishing
sums of these n −m real numbers. Let us denote by the set of these n −m real numbers.
We split it into two subsets 1 containing the (n − m)/2 first numbers and 2 containing
the other ones. For both subsets, we compute the 2card( i ) sums. We could compute the
sums in the first set , but we would have to compute or store 2n−m numbers. Using the
algorithm described, we only have to store 2 arrays of 2(n−m)/2 real numbers. Then we
sort each arrays, compute vanishing sums and split those which can be split. Once we have
computed every vanishing sums, we search for a minimal partition of {1, . . . , n} which
leads to candidate factors. We keep in mind that every sets of the partition have the same
number of elements. If the change of coordinates is generic enough then we only get one
partition, otherwise we ask for a new change of coordinates.
Remark. The average number of real roots of a real polynomial of degree n is near log(n),
so m 
 (n − log(n))/2 and the size of the arrays is not far from 2n/4. Using this algorithm,
we can easily deal with degrees up to 80, as 220 
 106 and we only need a few megabytes
to store the data.
3.3. Hensel liftings
Once we have computed a partition of {1, . . . , n} in r subsets I1, . . . , Ir , we can perform
Hensel liftings in order to find candidate numeric factors for Q: with Rk =∏i∈Ik (y − yi ),
we are looking for polynomials Qk such that
{Q = Q1 · · · Qr mod xn+1
Qk(0, y) = Rk(y) for k = 1, . . . , r.
We only use Hensel liftings for 2 polynomials: if, for some polynomial P(x, y) with
degx (P) = n, we have a factorization P(0, y) = P1(x)P2(x), we can compute 2
polynomials P˜1 and P˜2 such that
{
P = P˜1 P˜2 mod xn+1
P˜i (0, y) = Pi (x) for k = 1, 2.
First we write P(1)i = Pi + x Qi (y) and solve P = P(1)1 P(1)2 mod x2: considering terms in
x , we have P1 Q2 + P2 Q1 = coefficient of x in P . This problem is easily solvable using
the Sylvester matrix of P1 and P2. Then we write P(1)i = Pi + x Q(1)i (y) + x2 Q(2)i (y) and
solve modulo x3. At each step we have to solve an equation P1 R2 + P2 R1 = S. So we
always use the Sylvester matrix of P1 and P2. The inverse of the matrix is computed only
once and used at each step. To compute the Hensel liftings of the starting polynomials, we
use this algorithm recursively.
3.4. Detection of exact factors
After performing the change of variable X ← x − λ0 y − x0 and Y ← y, we have
a candidate numerical factorization for the polynomial P , P = P1 · · · Pr . The next step
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is to find exact coefficients from the coefficients of the polynomials Pi and a polynomial
defining the conjugates. Let us write
Pi =
∑
k,l
a
(i)
k,l X
kY l .
For each (k, l) corresponding to a non-zero numbers a(i)k,l , we consider the univariate
polynomial
Rk,l (Z) =
s∏
i=1
(Z − a(i)k,l).
As the factors Pi are conjugate, these polynomials Rk,l have rational coefficients. The
polynomial Rk,l defines the extension for the coefficients of XkY l in P1, . . . , Ps . In fact,
as Rk,l is not an exact polynomial, we compute the best rational approximation for each
coefficient of Rk,l (this will be analyzed in next section). Then we keep the square-free part
of Rk,l :
Rk,l ← Rk,lgcd(Rk,l , R′k,l )
.
For each non-zero coefficient, we have a polynomial defining an extension. We compute
a common extension defined by a polynomial T . We should have deg T = r (the factors
of P are conjugate). Finally we express a factor in this extension. Then for each non-zero
coefficient a(1)k,l , we compute the roots of Rk,l in . Usually we have only one root but we
may get more. This root is the coefficient of XkY l . Finally we construct the candidate exact
factor (or the candidate exact factors if we get more than one root for some coefficient) and
test if the remainder of the exact division between P and the factor is 0. Otherwise, we have
to change some parameters: x0, λ0 or increase the number of digits in the computation.
3.5. Variations and improvements
We can propose several improvements for this algorithm. However I didn’t take them
into account in the current implementation.
• As we have computed a polynomial defining the conjugation for the coefficients
of a given monomial of the factors, it would be useful to work with this different
polynomials, especially when the total extension is a composite extension. Working
with a primitive element could be very slow (if the degree of the extension is greater
than 10), but it gives an easy way to represent the result.
• The last step of the algorithm could be improved using numerical test. When we get
more than one root in for some polynomial Rk,l , we will have to test as many
polynomials in the final division. If this situation occurs many times, the number
of polynomials to test becomes bigger and bigger. To circumvent this combinatorial
explosion, we can use a numerical test to eliminate the wrong roots. Remember that
Pi can be written Pi = Q(X, Y, αi ) where αi is one of the root of T . If we can
associate one of these roots to one of the factors, then we can eliminate the wrong
coefficients (by evaluating the candidate coefficients for the associated number αi ).
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However, if all coefficients give 2 or more roots, we have to find some other way to
associate a root αi to some factor.
• We can use a completely different method for computing exact factors, if we can
associate a root αi of the polynomial defining the extension to each factors. Let us
suppose that the factor Pi is associated to the root αi and consider the coefficients
of some monomial in the factors. We denote by ai the coefficient for Pi . Then there
exists a rational polynomial q such that ai = q(αi ). We can find its (numerical)
coefficients by solving the equation


1 α1 · · · αm−11
...
...
1 αm · · · αm−1m




q0
...
qm−1

 =


a1
...
am

 .
Then we can compute a rational approximation of each qi . Using this algorithm, we
do not have to compute roots in the extension defined by T . We can construct an
exact factor and test whether or not it divides P . This should really speed up the
recovery of exact factors.
• In the current implementation, we try to get a polynomial T (defining the extension)
as simple as possible (I use the polredabs0 procedure of PARI). In a different
way, we can compute this polynomial T before Hensel liftings. We recall that
we can write Pi (X, Y ) = Q(αi , X, Y ). Suppose that after a rational change of
coordinates, we have ϕi (x) = yi + ai (x − x0)+ bi (x − x0)2 + · · ·. The polynomials
Rk = ∏i∈Jk (y − ϕi (x)), where Jk correspond to minimal vanishing sums of the
numbers bi , are the factors of P . We can write
Rk = ys + ys−1



∑
i∈Jk
ai

 x + βk

+ ys−2(· · ·) + · · · .
We denote by γk the number (
∑
i∈Jk ai ). Then if the change of coordinate is generic,
a good rational approximation of the polynomial T =∏(z−γi ) defines the expected
extension. Moreover each factor has an associated root of T and we can use the
previous remarks to recover exact factors. Another advantage of this method is that
the error made on the roots and on the polynomial T is of the same order than the
error made on the numbers ai . We can easily compute γk with a lot of precision
and be (nearly) sure that we get the expected extension. The only drawback is
that we cannot simplify T if we want to keep the association between factors and
roots of T .
If we use these remarks for a new implementation of the algorithm, timings (given in
the last section of this paper) will be still better. For instance, for example 7, computation
of numeric factors take at most 20 s and computation in an extension of degree 10 more
than 1 h. I think we can come down to a few minutes (and even below 1 min) using the
previous remarks. This will be addressed in a future work.
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4. Error analysis
In the previous section, we suppose that all computations were done using exact
numbers. In this section, we analyze the effect of using floating point numbers. We use
two constants denoted by prec1 and prec2. The first one is the number of significant digits
(if the norm of some number is less than 10−prec1 then the number is set equal to 0). The
other one prec2 is the number of digits for computations.
We suppose that, after a generic change of coordinates, the roots yi (and theirs powers)
can be computed with enough precision. Many efficient packages are available for that
purpose.
4.1. Numbers bi
We denote by P the monic polynomial obtained after a generic change of coordinates
x ← x + λy. We recall the formula:
ai = −α(x0, yi )
β(x0, yi )
, and
bi = − 12β(x0, yi ) (γ (x0, yi ) + 2ε(x0, yi )ai + δ(x0, yi )a
2
i ).
with
α(x, y) = ∂ P
∂x
(x, y), β(x, y) = ∂ P
∂y
(x, y)
γ (x, y) = ∂
2 P
∂x2
(x, y), δ(x, y) = ∂
2 P
∂y2
(x, y), ε(x, y) = ∂
2 P
∂x∂y
(x, y).
Suppose that we have computed the roots yi with a precision 2−m . Let M be a
bound for the numbers |yi | (for instance, if P(x0, y) = yn + ∑ ai yi , we can choose
M = max(1,∑ |ai |)). We suppose that |x0| < 1. As the coefficients of the first and
second derivatives of P are bounded (respectively) by n‖P‖ and n2‖P‖ (where ‖P‖ is the
maximum of the norm of the coefficients of P), the coefficients α, β, γ, δ and ε (evaluated
at (x0, yi )) are known with a precision better than n2‖P‖Mn 2−m .
We denote by Q the resultant Q(x) = Resy(P, (∂ P/∂y)). As P is square-free, Q is not
the zero polynomial and there exists polynomials A(x, y) and B(x, y) such that
Q(x) = A(x, y)P(x, y) + B(x, y)∂ P
∂y
(x, y).
Suppose that we have chosen x0 such that |x0| < 1 and Q(x0) = 0. Since yi is a root of
P(x0, y)
Q(x0) = B(x0, yi )∂ P
∂y
(x0, yi ).
If we denote by N an upper bound of B(x, y) in the poly-disc D(0, 1) × D(0, M), then,
for all i = 1, . . . , n, we have∣∣∣∣∂ P∂y (x0, yi )
∣∣∣∣ ≥ |Q(x0)|N .
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Finally we denote by η, the number N/|Q(x0)| (or an upper bound for this number). Then
we have
|δai | ≤ n3η2‖P‖2 M2n−12−m .
As bi can be expressed as a rational fraction bi = N(x0, yi )/(2β(x0, yi )3), where N is a
polynomial of degree less or equal to 3n, we get
|δbi | ≤ 6n6η4‖P‖4 M4n−12−m .
These two formula give a bound for the precision of computation, once we have chosen
the “generic” change of coordinates.
4.2. Vanishing sums
Suppose we can compute the numbers bi with a precision 2−p. We want to certify that
a sum
∑
J b j is not vanishing. If the error made on a sum |BJ | is lower than |BJ |/2 (if
BJ = 0) then the sum is not vanishing.
Let J be a subset of {1, . . . , n} and B = BJ =∑ j∈J b j . We have
|∆B|
|B| ≤
1
|B|
∑
j∈J
|∆b j | ≤ n · 2
−p
|B| .
If this number is lower than 1/2 then B is not equal to zero: if B ≥ 2−p+1 · n then we can
certify than B is not vanishing. For instance, we can choose ε = 2−m and look for p such
that 2−p+1n ≤ 2−m (i.e. p ≥ m − 1 + log2 n), then if |B| > ε then J is not a subset of
{1, . . . , n} where∑ bi is vanishing.
Let b be a bound on
∑ |bi |. If we only have computed the numbers bi with a relative
precision 2−p, then the bound on |∆B/B| becomes b · 2−p/|B|.
The tolerance ε should be compared to the minimal number bi before computing,
otherwise this number will be considered as equal to 0. Finally the choice of m leads
to a condition on p and gives the minimal precision for the computation of the roots yi .
4.3. Hensel liftings
A complete analysis of Hensel liftings in a factorization process could be very hard to
make. In this section we can only give some ideas about this problem. First we recall some
classic theorems (see Golub and Van Loan, 1989) and then give some examples.
Consider the problem of solving the equation Ax = b where A is a matrix and b a vector.
As we have to consider numerical matrices and vector, we need to analyze the behavior of
a solution in a neighborhood of A and b. Consider the following perturbed system:
(A + εF)x(ε) = b + ε f.
If we denote by κ(A) the condition number of A(κ(A) = ‖A‖‖A−1‖), we have the
following result:
‖x(ε) − x‖
‖x‖ ≤ κ(A)
(‖F‖
‖A‖ +
‖ f ‖
‖b‖
)
ε + O(ε2).
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We recall another theorem (see Golub and Van Loan, 1989):
Theorem 4.1. Suppose we have
Ax = b and (A + δA)y = b + δb,
and a real  such that ‖δA‖/‖A‖ < ε and ‖δb‖/‖b‖ < ε. If r = κ(A) · ε < 1 then
‖x − y‖
‖x‖ ≤
2κ(A)
1 − r ε.
Each time we perform Hensel liftings, we have to solve such linear systems of equations.
As the data are numerical, the answers become more and more inaccurate. This explains
why we have to make computation with enough digits in order to get a sufficiently exact
result (for instance we usually use 100 digits to have a result with 30 digits).
Finally we give examples for some polynomials (see web page for more details):
• Polynomial P1: degree 8, 4 factors: The first Hensel lifting (for factors 1∗2 and 3∗4)
needs a Sylvester matrix with condition number 3452, the two other Hensel liftings
uses matrices with condition numbers 783 and 37 251. Performing the computation
with 200 digits, we get the final result with 196 exact digits.
• Polynomial P3: degree 20, 5 factors: the condition number of the first Sylvester
matrix is near 7 × 104 and they are lower than 103 for the other matrices. However
we get an answer with an accuracy of 192 digits.
• Polynomial P6: degree 40, 4 factors: we get some impressive condition numbers
(4 × 1012 for the first one). Nevertheless the result is still accurate as we get 164
exact digits (with 200 for computation).
• Polynomial P34: degree 48, 8 factors: condition numbers from 42 to 4 × 108 and a
result with 185 exact digits (89 with 100 digits for computation).
4.4. Rational approximation
The rational approximation of each floating point numbers is the last difficult step of
the algorithm. In the implementation, the PARI procedure bestappr(x, k) is used. The
number x denotes the floating point number to approximate and k denotes the maximal
denominator of the fraction. To give some idea of what we could expect, I wrote a small
program in C and using the PARI library which computes a floating point approximation of
the numbers 1/ i (with enough digits) and then recomputes its rational approximation using
only n significant digits with a denominator lower than k. The first bad approximation for
1/ i is
n k First
10 1010 29
30 1020 750 × 106
30 1018 >109
With n = 30 and k = 1020, the program doesn’t stop after getting a bad approximation
but after a “precision loss in truncation” error message from PARI.
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4.5. Discussion on precision
Finally, we can propose some constants which usually give the expected result. For most
polynomials of degree less than 40, the constants prec1 = 50 and prec2 = 200 seem to
work. All tests below this degree were successful (the norm of the coefficients was lower
than 1012). We may choose smaller numbers without any problems (say prec1 = 30 and
prec2 = 100). However, for these degrees, numerical computations do not take a lot of
time and we can keep the proposed constants.
For greater degrees, we can start with the same numbers (prec1 = 50 and prec2 = 200)
and increase them if it fails. In the next section, we give timings comparison using different
precisions.
5. Tests and comments
We compare the 2 implementation of the algorithm with other implementations. Tests
were done on a rather small PC: PII-333 with 192 Mb of memory. We give some timing
using the evala(AFactor) procedure in Maple V.4. The comparison is only possible for
small degree as Maple didn’t give any answer after one hour for most polynomials. We also
add timings given by J.F. Ragot in his thesis. He used a bi-Pentium Pro 200 with 256 Mb of
memory and gave timings for two algorithms: the first one is the Trager/Traverso method
(TT), the second one the Duval/van Hoeij/Ragot algorithm (DHR) (see Ragot’s thesis for
details Ragot (1997)). The 2 implementations of the algorithm detailed in this article (R1
and R2) use a former algorithm for detecting vanishing sums—the size of the arrays in this
procedure is about 3n/4 and we could not give examples for degree greater than 60. Our
future implementation R3 will use the procedure described in Section 3.2.
5.1. Comparison
In this section, timings are given (and commented) for the 3 following polynomials:
• P1(x, y) = y9 + 3x5y6 + 5x4y5 + 3x10y3 − 3x6y3 + 5x9y2 + x15.
• P2(x, y) = y5x5 + 9 x8y4 − 6 x14y2 − 18 x10y6 − 18 x6y10 + x20 + 5 x16y4 +
10 x12y8 + 10 x8y12 + 5 y16x4 + 9 y8x4 − 6 y14x2 + y20.
• P3(x, y) = −125 685 x + 151 959 x8 + 917 230 x6 + 8717 398 y5x5 +
5108 544 x8y4 − 1564 434 x5 + 7744 756 x5y6 + 306 683 x3y6 + 413 268 x4y6 +
9081 976 x6y6 + 1317 780 x6y5 + 76 745 x4y5 − 15 797 040 x7y5 + 99 348 x3y5 +
4106 178 x6y4+2010 995 x4y4−11 264 228 x7y4−12 465 712 x5y4+40 908 x2y4+
404 227 x3y4 − 9204 694 x7y3 − 49 266 x2y3 − 3500 343 x4y3 + 1512 264 x3y3 +
6405 504 x8y3 +9879 662 x6y3 −3821 606 x5y3 −592 704 x9y3 −8503 779 x5y2 −
783 216 x9y2 + 10 608 275 x6y2 + 574 917 x2y2 − 10 143 xy2 + 5943 180 x4y2 −
3295 022 x3y2 + 3452 692 x8y2 − 6432 756 x7y2 − 344 988 x9y + 67 473 xy +
2548 458 x4y − 2646 351 x7y + 1059 606 x8y − 3698 541 x5y − 491 400 x2y +
430 155 x3y + 4011 984 x6y + 1530 912 x4 + 617 526.
I use prec1 = 30 and prec2 = 100 for computation in both algorithms. Timings are:
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Example Degree AFactor T T DH R R1 (s) R2 (s)
P1 15 41.9 s 5 min 30 5 s 8.3 1.5
P2 20 >1 h >1 h 30 50 s 31.5 2.6
P3 12 43.6 s 30 s Too large 6.7 1.6
5.2. Some timings
I give some timings using only the second implementation. They can be found on my
web page. The number of the example corresponds to the number of the example on that
page. I could not compare with other CA algorithm (Maple, Mathematica) as they couldn’t
give any answer before 1 h. First we detailed an example:
Example Degree Extension x0 λ0 prec1 prec2 Time (s)
1.0 −1.0 50 200 26.3
20 80 12.9
2 30 6 10 40 9.3
0.6 0.2 50 200 23.9
10 40 9.1
This example shows that the choice of x0 and λ0 doesn’t have much influence on the
timings. As expected, when we lower the number of digits for computation, the algorithms
becomes faster. However, it could fail if this number is too small. So the difficulty is to
balance these two aspects.
Example Degree Extension x0 λ0 prec1 prec2 Time
26 16 4 0.5 −.5 30 100 16.3 s
6 40 4 1.0 −1.0 30 100 23.8 s
7 40 10 1.0 −1.0 40 120 1 h 30
8 36 6 1.0 −1.0 50 200 261 s
9 40 2 −0.9 0.5 30 100 21.3 s
12 48 4 0.8 −0.7 50 200 141 s
19 48 6 0.9 1.1 100 300 290 s
31 50 2 1.0 −1.0 50 200 40.8 s
34 48 8 0.1 −0.9 50 200 83 s
33 24 6 0.5 −0.5 40 100 6.8 s
As already explained, the main limitation for the current implementation is the degree
of the field extension. If we compare Examples 7 and 34, we can remark a huge difference
in the timings whereas the characteristics are rather close. In fact the main difference is the
number of coefficient in a factor. For Example 34, the result only contains 3 monomials
with a non-rational coefficient whereas in Example 7 we get more than 10. As, in the
current implementation, we have to factorize a polynomial in the extension for each
coefficient, the last step of the algorithm is not really efficient in that case.
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6. Conclusion
The current algorithms in CA systems for absolute factorization can hardly treat
bivariate polynomials of degree greater than 20. In this paper, we presented a new algorithm
for computing an absolute factorization of bivariate rational polynomials. This algorithm
uses both numeric and algebraic method. It is rather fast for polynomial of degree up to
60 and we also indicated several possible improvements not yet implemented. However
we use arrays of exponential size and we cannot expect to deal with polynomials of
degree much greater than 80. So our first 2 implementations of the algorithm are really
more efficient than other implementations, and some important improvements are under
programming.
After performing a generic change of coordinates, special properties of the input
polynomial disappear (symmetry, sparsity . . . ). Some special geometric reduction in
presence of symmetries are also possible and may lower the degree of the polynomial.
Some investigations in this direction may be useful and will be considered. Finally some
generalizations of this algorithm for multivariate polynomials, ideals in higher degrees are
under programming.
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