ABSTRACT. In this paper, we provide a unified approach to various scaling regimes associated with Gaussian stochastic volatility models. The evolution of volatility in such a model is described by a stochastic process which can be represented as a nonnegative continuous function of a continuous Gaussian process. If the volatility process exhibits fractional features, then the model is called a Gaussian fractional stochastic volatility model. Important examples of fractional volatility processes are fractional Brownian motion, the RiemannLiouville fractional Brownian motion, and the fractional Ornstein-Uhlenbeck process. If the volatility process admits a Volterra type representation, then the model is of Volterra type. Three scaling regimes associated with a Gaussian stochastic volatility model are introduced in the paper: large deviation scaling, moderate deviation scaling, and central limit scaling. We prove a sample path large deviation principle for the log-price process in a Volterra type Gaussian stochastic volatility model and a sample path moderate deviation principle for the same process in a Gaussian stochastic volatility model. We also study the asymptotic behavior of the distribution function of the log-price, call pricing functions, and the implied volatility in mixed scaling regimes. It is shown in the paper that the asymptotic formulas for the above-mentioned quantities exhibit discontinuities on the boundaries, where the moderate deviation regime becomes the large deviation or the central limit regime. It is also shown that large deviation tail estimates are locally uniform. Another problem addressed in the paper concerns exponential moment explosions for the driftless log-price and moment explosions for the asset price in Gaussian stochastic volatility models. AMS 2010 Classification: 60F10, 60G15, 60G18, 60G22, 41A60, 91G20.
INTRODUCTION
The present paper deals with various scaling regimes associated with Gaussian stochastic volatility models. We establish sample path large and moderate deviation principles for the log-price process in a Gaussian model, and study the asymptotic behavior of the distribution function of the log-price, call pricing functions, and the implied volatility in mixed scaling regimes. In addition, exponential moment explosions for the driftless log-price and moment explosions for the asset price are studied.
The asset price process S in a Gaussian stochastic volatility model satisfies the following stochastic differential equation:
where s 0 is the initial price, and T > 0 is the time horizon. The process Z in (1.1) is standard Brownian motion. The equation in (1.1) is considered on a filtered probability space (Ω, F , {F t } 0≤t≤T , P), where {F t } 0≤t≤T is the augmentation of the filtration generated by the process Z (see [29] , Definition 7.2). The filtration {F t } is right-continuous ( [29] , Corollary 7.8). It is assumed in (1.1) that σ is a nonnegative continuous function on R, and B is a nondegenerate continuous Gaussian process adapted to the filtration {F t } 0≤t≤T . It follows from (1.1) that the evolution of volatility in a Gaussian stochastic volatility model is described by the stochastic process σ( B). We call the function σ and the Gaussian process B, appearing in the previous description, the volatility function and the volatility process, respectively. We will often need to take into account the correlation structure between the asset price and the volatility. It will be assumed in such a case that standard Brownian motion Z, appearing in (1.1), has the following form: Z t =ρW t + ρB t , where W and B are independent standard Brownian motions, ρ ∈ (−1, 1) is the correlation coefficient, andρ = 1 − ρ 2 . Then, the model for the asset price takes the following form:
(1.2)
In the special case, where the correlation coefficient ρ equals zero, the model in (1.2) is called uncorrelated. The asset price process in such a model satisfies the stochastic differential equation dS t = S t σ( B t )dW t , S 0 = s 0 > 0, ≤ t ≤ T. Let us denote by { F t } 0≤t≤T the augmentation of the filtration generated by the process B. If the volatility process B is a Volterra type continuous Gaussian process (see Definitions 2.1 and 2.2 in Section 2), then it is adapted to the filtration { F t } 0≤t≤T , and the model in (1.2) looks like a classical correlated stochastic volatility model. We call such a model a Volterra type Gaussian stochastic volatility model. Note that Definition 2.2 of a Volterra type process with Hölder kernel includes an r-Hölder-type condition in L 2 for the kernel of the volatility process.
If the volatility process is, in a sense, fractional, then the model is called a Gaussian fractional stochastic volatility model. Important examples of fractional Gaussian processes are fractional Brownian motion, the Riemann-Liouville fractional Brownian motion, and the fractional Ornstein-Uhlenbeck process.
We will next introduce classical fractional processes. For 0 < H < 1, fractional Brownian motion B H t , t ≥ 0, is a centered Gaussian process with the covariance function given by
The process B H was first implicitly considered by Kolmogorov in [30] , and was studied by Mandelbrot and van Ness in [35] . The constant H is called the Hurst parameter. The Riemann-Liouville fractional Brownian motion is defined as follows:
where 0 < H < 1. This stochastic process was introduced by Lévy in [32] . More information about the process R H can be found in [34, 39] . The fractional Ornstein-Uhlenbeck 2 process is defined for 0 < H < 1 and a > 0, by the following formula:
(see [5, 27] ). Fractional Brownian motion, the Riemann-Liouville fractional Brownian motion, and the fractional Ornstein-Uhlenbeck process are all of Volterra type with r = 2H (see Lemma 2 in [20] ). For fractional Brownian motion, the previous statement was established in [47] . We refer the reader to [8, 12, 23, 24, 25, 36] for more information on Volterra type processes.
The unique solution to the equation in (1.1) is the Doléans-Dade exponential
Therefore, the log-price process X t = log S t satisfies
where x 0 = log s 0 . Suppose H > 0, β ∈ [0, H], and let ε ∈ (0, 1] be a small-noise parameter. For the sake of simplicity, we assume throughout the paper that the initial condition s 0 for the asset price satisfies s 0 = 1. It is easy to understand how the results obtained in the present paper transform if s 0 = 1. One can simply replace the process X ε,β,H by the process X ε,β,H − x 0 .
We will work with the following scaled versions of the model in (1. We call the scaling with β = 0 the large deviation scaling. In Section 2, we prove a sample path large deviation principle (LDP) for the log-price process ε → X ε,0,H (see Theorem 2.8) . Note that a large deviation principle for the process ε → X ε,0,H T was earlier established in Forde and Zhang [14] in the case, where the function σ satisfies the global Hölder condition, while the process B is fractional Brownian motion. In [20] , we proved the Forde-Zhang LDP under milder restrictions on σ and B. We formulate the latter result in Section 2. If 0 < β < H, then the model is in the moderate deviation regime (see, e.g., [3, 11, 17] , and the references therein for more information on moderate deviations). In Section 3, we prove a sample path moderate deviation principle (MDP) for the process ε → X ε,β,H (see Theorem 3.1), and also establish a corresponding MDP for the process ε → X ε,β,H T (see Corollary 3.5) . As it often happens in MDPs, the rate function in Corollary 3.5 is 3 quadratic. At the end of Section 3, we explain how to pass from small-noise large and moderate deviation principles to small-time ones under the condition that the volatility process is self-similar.
The case where β = H corresponds to the central limit (CL) regime. In Section 4, we characterize the limiting behavior in the path space of the distribution function of the process ε → X ε,H,H (see Theorem 4.1), and also that of the process ε → X ε,H,H T in the space R (see Theorem 4.2). The results in the CL regime can be considered as degenerate MDPs with the rate function equal to a constant (see Remark 4.3 in Section 4). An example of a CL scaling can be found in [19] . The volatility of an asset in [19] is modeled by the process δ → σ(δ U), where σ is a smooth function, while U is the stationary fractional OrnsteinUhlenbeck process (our notation is different from that used in Section 3 of [19] ). The CL scaling in [19] corresponds to the following values of the parameters: H = 1 and β = 1 (our notation).
It follows from what was said above that the class of small-noise parametrizations of the log-price process in a Gaussian stochastic volatility model (see formula (1.4)) can be split into three disjoint subclasses, which correspond to large deviation, moderate deviation, and central limit regime. An interesting discussion of certain differences between those regimes can be found in [11] . Gaussian stochastic volatility models and their scaled versions were studied in [3, 14, 16, 17, 20, 19, 21, 22] . More references are contained in a short survey of Gaussian fractional stochastic volatility models in [20] . A unified approach to LDP and MDP regimes in rough stochastic volatility models is suggested in [16] .
The theory of sample path large deviation principles for solutions of stochastic differential equations goes back to a celebrated work of Freidlin and Wentzell (see [15] , for more information consult [9, 10, 45] ). We also refer the reader to [2, 7, 38, 42] for applications of sample path large deviation principles in financial mathematics.
In the second half of the paper, we study the asymptotic behavior of distribution functions (tails) of log-price processes in Gaussian stochastic volatility models, and also that of call pricing functions and the implied volatility. In Section 5, we compute the limit as ε ↓ 0 of the quantity
It is assumed that the parameters appearing in (1.6) satisfy the following conditions:
Note that the parameter β may take negative values.
In Section 6, we find leading terms in asymptotic expansions of call pricing functions. To the author's knowledge, the derivations of upper call price estimates from the validity of a large deviation principle for the log-price always exploit the finiteness of certain exponential moments of the log-price process, or its quadratic variation. For example, it is known that the upper call price estimates can be derived from a large or moderate deviation principle, when the volatility function σ satisfies the linear growth condition. However, in Section 7, we show that if the volatility function grows slightly faster than the first power, then all the nontrivial exponential moments of the quadratic variation of the driftless log-price process are infinite (see Theorem 7.5) . Moreover, it is established that in an uncorrelated Gaussian stochastic volatility model with the volatility function growing faster than linearly, all the moments of order greater than one of the asset price process are infinite (see Theorem 7.12). We also obtain partial results concerning explosions of exponential moments of the driftless log-price process and the moments of the asset price in a correlated Gaussian stochastic volatility model (see Theorem 7.13 and Corollary 7.14). More information can be found in Remarks 6.3 and 7.16 below. We would also like to bring the attention of the reader to the paper [37] , where the author explains how the exponential integrability of the maximal function of a continuous local martingale depends on the growth of the moments of its quadratic variation.
Section 8 is devoted to the study of small-noise asymptotic behavior of the implied volatility in Gaussian stochastic volatility models under various scaling regimes. Finally, in Section 9 we show that large and moderate deviation tail estimates are often locally uniform.
LARGE DEVIATIONS
We have already mentioned in the introduction that in [14] , Forde and Zhang obtained a large deviation principle for the log-price process in a fractional Gaussian stochastic volatility model, under the assumption that the volatility function satisfies a global Hölder condition, while the volatility process is fractional Brownian motion. This result was generalized in [20] , where an additional scaling was introduced, and the LDP was established under milder conditions than those in [14] . It was assumed in [20] that the volatility function satisfies a very mild regularity condition, while the volatility process is a Volterra type continuous Gaussian process.
Our next goal is to introduce Volterra type processes. We will also formulate the large deviation principle obtained in [20] , and establish a sample path large deviation principle under the same restrictions as in [20] .
Suppose the model in (1.2) is fixed, and let K be a square integrable kernel on
be the linear operator defined by Kh(t) = T 0 K(t, s)h(s)ds, and let B be a centered Gaussian process having the following representation in law:
where B is the Brownian motion appearing in (1.2). Such representations of Gaussian processes are called Fredholm representations. Actually, for every centered continuous Gaussian process there exists a Fredholm representation with Brownian motion depending on the process (see [44] , Theorem 3.1). In this paper, we assume that the process B has a representation in (2.1) with the process B appearing in (1.2). The modulus of continuity of the kernel K in the space L 2 [0, T] is defined as follows:
We will next define Volterra type processes and Volterra type processes with Hölder kernels. [23, 24] . It was also used in [20] . Fractional Brownian motion, the Riemann-Liouville fractional Brownian motion, and fractional Ornstein-Uhlenbeck process are Volterra type Gaussian processes with Hölder kernels, for which r = 2H (see [20] for more information). 
A special example of a modulus of continuity is ω(s) = s γ with γ ∈ (0, 1). In this case, the condition in Definition 2. 
The following notation will be used below:
We will next formulate the large deviation principle for Volterra type Gaussian stochastic volatility models established in [20] . We adapt the formulation to the notation used in the present paper. 
The symbols A • andĀ in the previous estimates stand for the interior and the closure of the set A, respectively.
We refer the reader to [3, 14, 20] for more information. Let us define a measurable functional Φ from the space
In addition, for all y ∈ R and all the remaining pairs ( f , g), 
Proof. For the sake of simplicity, we assume that T = 1 and s 0 = 1. It was shown in the proof in Section 6 of [20] that the process ε → ε H (W 1 , B, B) with state space R × C 0 [0, 1] 2 satisfies the large deviation principle with speed ε −2H and good rate function given by
In the previous definition, the function I is defined as follows: 2 ds, and in all the remaining cases, I( f , g) = ∞. Using the same ideas as in Section 5 of [20] , we can show that if we remove the drift term, then the LDP in Theorem 2.8 is not affected. More precisely, this means that it suffices to prove the LDP in Theorem 2.8 for the process ε → X ε,0,H , where
We will use the following notation:
For every ε ∈ (0, 1], the following equality holds in law:
Indeed the fact that the finite-dimensional distributions of the processes appearing in (2.6) coincide can be established by conditioning on the path of B, 0 ≤ s ≤ 1, and using the independence of W and B. It follows from the continuity of both processes in (2.6) that their laws on the Borel σ-algebra of the space C 0 [0, 1] are the same. Therefore, Theorem 2.8 will be established, if we prove it for the process ε → V ε,H . Our next goal is to show how to apply the extended contraction principle in our environment (see Theorem 4.2.23 in [9] ). Let us define a sequence of functionals
It is not hard to see that for every m ≥ 1, the mapping Φ m is continuous. We will next establish that formula (4.2.24) in [9] holds in our setting. This formula is used in the formulation of the extended contraction principle (see [9] , Theorem 4.2.23). 
Proof. The proof of Lemma 2.9 is similar to that of Lemma 21 in [20] . It is not hard to see that for every f ∈ H 1 0 [0, 1] and m ≥ 1,
Then, to prove Lemma 2.9, it suffices to show that for all ξ > 0,
It was established in the proof of Lemma 21 in [20] that
as m → ∞ (the previous statement follows from (49) in [20] ). Now, it is clear that (2.8) and (2.9) imply (2.7). This completes the proof of Lemma 2.9.
It remains to prove that the sequence of processes
is an exponentially good approximation to the process ε → V ε,H . The previous statement means that for every δ > 0,
Using the definitions of V ε,H and Φ m , we see that in order to prove the equality in (2.10), it suffices to show that
The formula in (2.11) was established in [20] , formula (53). This completes the proof of (2.10). Finally, by taking into account (2.5), (2.10), and Lemma 2.9, and applying the extended contraction principle (Theorem 4.2.23 in [9] ), we show that the process ε → V ε,H satisfies the large deviation principle with speed ε −2H and good rate function Q 1 defined in (2.3). Next, using the statements before formula (2.4), and after formula (2.6), we see that Theorem 2.8 holds for T = 1. To prove Theorem 2.8 for T = 1, we can employ the methods used in the reasoning before Definition 17 in [20] .
This completes the proof of Theorem 2.8. Formula (2.2) for the rate function I T was derived in [20] from the following formula:
(see (71) in [20] for the case where T = 1). In this derivation, we used the fact that in the case, where the state space is R, the mapping Suppose h ∈ R, and denote by
Since h ∈ R, the set U(h) is not empty. Now, it is clear that for all h ∈ R, the rate function Q T satisfies
Note that there is some resemblance between the formulas in (2.12) and (2.2).
MODERATE DEVIATIONS
In this section, we assume that 0 < β < H, and prove a sample path large deviation principle for the process ε → X ε,β,H . We also obtain a similar result for the process ε → X ε,β,H T . It is not assumed that the Gaussian stochastic volatility model is of Volterra type. The next statement is the main result of the present section. 
We will first prove that in the environment of Theorem 3.1, the removal of the drift term does not affect the validity of the LDP. 
Remark 3.3.
The definition of the exponential equivalence can be found in [9] . In our case, the exponential equivalence means that for every y > 0,
Proof of Lemma 3.2.
A statement similar to that in Lemma 3.2 was obtained in a little different setting in Section 5 of [20] . In our case,
and we can finish the proof of Lemma 3.2, using the same tools as in the proof in Section 5 of [20] .
It follows from Lemma 3.2 that the processes ε → X ε,β,H and ε → X ε,β,H satisfy the same large deviation principle (see [9] for the proof of the fact that the exponential equivalence of two processes implies that they satisfy the same LDP). Hence, it suffices to prove Theorem 3.1 for the former process. 
and define a stopping time by ξ
To estimate J 1 , we will reason as in the proof of Lemma 22 in [20] . It is not hard to see that for every ε ∈ [0, 1], the process M (ε) is a local martingale. Let τ n ↑ T be a localizing sequence of stopping times for M (ε) . Then for every n ≥ 1, the process t → M (ε) (t ∧ τ n ) is a martingale, and hence the process M (ε)
By the continuity of the sample paths of the process M(ε), the expression on the righthand side of (3.3) tends to M(s ∧ ξ (ε) η ) as n → ∞. Our next goal is to pass to the limit as n → ∞ under the expectation sign on the left-hand side of the equality in (3.3). To do that, it suffices to prove the inequality n . Using Doob's maximal inequality and the properties of quadratic variation, we obtain
It follows from (3.5) and (3.6) that
Next, using the estimate in (3.7) and the monotone convergence theorem, we get
This establishes (3.4). It follows that the process
is a martingale. Let us fix λ > 0. Then, for 0 < ε < ε 0 , the stochastic exponential
is a martingale (use (3.6) and Novikov's condition). We will assume in the rest of the proof that 0 < ε < ε 0 . It follows from (3.6) and the martingality condition formulated above that
for all t ∈ [0, T]. Plugging t = T into (3.9), we get
Since the process in (3.8) is a martingale, the integrability condition in (3.9) implies that the process
is a positive submartingale (see Proposition 3.6 in [29] ). Next, using (3.10) and the first submartingale inequality in [29] , Theorem 3.8, we obtain 2 , we get from the previous inequality that
It is possible to replace the process M by the process −M in the reasoning above. This gives the following inequality that is similar to (3.11):
(3.12)
It follows from (3.11) and (3.12) that
for all δ > 0 and 0 < η < 1. Therefore
(3.14)
Our next goal is to estimate J 2 . We have
for all ε ∈ (0, T], δ > 0, and η ∈ (0, 1). Using the large deviation principle for the maximum of a Gaussian process (see, e.g., (8.5) in [33] ), we can show that there exist constants C 1 > 0 and y 0 > 0 such that
for all y > y 0 . Next, taking into account (3.15) and (3.16), we obtain lim sup
Finally, combining (3.2), (3.14), and (3.17), and using the inequality
we can prove that
The proof of Lemma 3.4 is thus completed.
To finish the proof of Theorem 3.1, we observe that by Schilder's theorem (see [9] ), the process G ε,β,H satisfies the LDP in the formulation of Theorem 3.1. Next, using the exponential equivalence in Lemmas 3.2 and 3.4, we see that the same LDP holds for the process X ε,β,H .
This completes the proof of Theorem 3.1. 
Corollary 3.5 can be derived from Theorem 3.1. Indeed, let A be a Borel subset of R, and consider the Borel subset A of C 0 consisting of f ∈ C 0 [0, T] such that f (T) ∈ A. Then, it is not hard to prove the LDP-estimates in Corollary 3.5 for the set A, by applying the LDP-estimates in Theorem 3.1 to the set A. [20] ), imply the following tail estimates:
Remark 3.6. The large deviation and moderate deviation results obtained in Theorem 2.7 and Corollary 3.5, and also the fact that the rate function I T is nondecreasing on [0, ∞) (see
Our next goal is to discuss relations between small-time and small-noise LDPs for selfsimilar volatility processes.
Fractional Brownian motion B H and the Riemann-Liouville fractional Brownian motion R H are H-self-similar, while the fractional Ornstein-Uhlenbeck process U H is not.
Suppose the volatility process B is H-self-similar. Then, we can pass from small-noise LDP and MDP in Theorem 2.7 and Corollary 3.5 to small-time LDP and MDP, by making the following observation (such methods are well-known). Set
14 It is not hard to see that under the self-similarity condition for B, for every ε ∈ (0, 1] the equality
Here the process X is defined by (1.3). Then
in the previous equality is defined in (2.4) and (3.1). Next, replacing t by T and ε by t, we obtain 
and using (3.19), we see that the process on the left-hand side of (3.19) satisfies the LDP in Theorem 2.7 for β = 0, and the MDP in Corollary 3.5 for β ∈ (0, H). The possibility of drift replacement can be justified using the ideas employed in Section 5 of [20] . The previous reasoning shows how to obtain small-time large and moderate deviation principles from the small-noise ones. For β = 0, a small-time analogue of the LDP in Theorem 2.7 was obtained in [20] , Theorem 18.
CENTRAL LIMIT REGIME: β = H
We will next describe what happens if β = H. Recall that in LDP and MDP regimes, we can ignore drift terms. For β = H, this is no more the case, and drift terms have to be taken into account. In the rest of the paper, the symbolN will stand for the standard normal complementary cumulative distribution function defined bȳ
Let us assume that the restrictions on the function σ imposed in Theorem 3.1 hold. We have
If β = H, then the expression on the left-hand side of (3.18) has the following form:
It will be shown below that the limit in (4.1) exists for every x > 0, and its value will be computed. We will first study the behavior of the process ε → X ε,H,H on the path space. Set 
Proof. For every y > 0,
We will first show that lim
To prove the equality in (4.3), we employ the methods used in the proof of Lemma 3.4.
Analyzing the proof preceding (3.13), we see that the estimate in (3.13) holds for β = H too. This gives
Now, it is not hard to see how to prove (4.3) using (3.15) and (3.16).
Our next goal is to show that lim
For all η ∈ (0, 1), we have
For a fixed y > 0 and η small enough, the first term on the last line in (4.5) is equal to zero, since ω(η) → 0 as η → 0. Moreover, for a fixed η ∈ (0, 1), we have
The previous equality can be obtained using (3.16) . Now, it is not hard to see that (4. 
Therefore the limit in (4.1) exists for every x > 0, and moreover
Proof. By Theorem 4.1, the process X ε,H,H T converges in probability as ε ↓ 0 to the ran-
It is known that convergence in probability implies convergence in distribution. Since for every x > 0, the set [x, ∞) is a set of continuity of the distribution of Z T , we have
Now it is clear that (4.6) follows from (4.7). This completes the proof of Theorem 4.2. 
as x → 0 (actually, more terms in the Taylor expansion above were found in [3] ). Note that there is also a discontinuity in the asymptotic formulas at β = H. One of the reasons for the abovementioned discontinuities is that it is in general not possible to pass to the limit with respect to an extra parameter in asymptotic formulas.
TAIL ESTIMATES IN MIXED REGIMES
It is clear that for the function R defined in (1.6) the following equality holds:
Suppose α + β = H. Then it follows from (1.5) and the possibility of removing the drift terms that
The following statement can be derived from Theorem 2.7, Corollary 3.5, and from the equality in (5.1).
Theorem 5.1. (i) Suppose the conditions in Theorem 2.7 hold. Suppose also that
(ii) Suppose the conditions in Corollary 3.5 hold. Suppose also that 0 < α + β < H. Then
It remains to characterize the tail behavior in the regime where α + β = H. It is clear that in this regime, we have R(ε; x, α, β, H, T) = log P α,H,T ε (x), where
It was established in the proof of Theorem 4.2 that for α = 0,
Making slight modifications, we can prove that for α ∈ (0, H],
in probability. Next, using the fact that convergence in probability implies convergence in distribution, we can prove the following assertion.
Theorem 5.2. Suppose the conditions in Corollary 3.5 hold. Suppose also that
Theorems (5.1) and (5.2) describe the tail behavior in the mixed regime for all admissible values of the parameters.
ASYMPTOTIC BEHAVIOR OF SMALL-NOISE CALL PRICING FUNCTIONS IN MIXED

REGIMES
In this section, we discuss the asymptotic behavior of small-noise call pricing functions in the mixed regimes described in Section 5. The methods, allowing to pass from tail estimates to the estimates for the call price, are well known (see, e.g., [20] and the references therein). We will only give short sketches of the proofs of upper and lower call price estimates. More details can be found in Section 7 of [20] . It is known that if the linear growth condition holds for the function σ, then the asset price process S in the model described by (1.1) is a martingale, and hence P is a riskneutral measure (see, e.g., [14, 20] ). The process S can be a martingale even for more rapidly growing functions σ. For example, it was established in [26] that for the Scott model (see [43] ), where σ(x) = e x and B is the classical Ornstein-Uhlenbeck process, the process S is a martingale if and only if −1 < ρ ≤ 0. A more detailed discussion of the martingale property of the asset price process and the related moment explosion property in Gaussian stochastic volatility models can be found in Section 3 of [20] . In the present section and Section 8, we restrict ourselves to the case, where the function σ satisfies the linear growth condition. What happens when the volatility function grows at infinity faster than linearly is discussed in the next section.
Consider the small-noise call pricing function in the mixed regime, that is, the function
In the previous formula, the maturity is parametrized by ε, while the log-strike follows the path ε → xε α (see [18] for the discussion of various parametrizations of the call). It is known that under the linear growth condition the upper large deviation style estimates for the call price follow from the large deviation principle. The next assertion is standard.
Theorem 6.2. (i) Suppose the conditions in Theorem 2.7 hold. Suppose also that α + β = 0, and the linear growth condition holds for the function σ. Then
(ii) Suppose the conditions in Corollary 3.5 hold. Suppose also that 0 < α + β < H, and the linear growth condition holds for the function σ. Then
Proof. The techniques used in the proof of Theorem 6.2 are known (see, e.g., [13, 14, 20, 38] ). We will only sketch the proof of part (i) of Theorem 6.2 for the sake of completeness. The proof of part (ii) is similar.
To prove the lower estimate for the call (here the linear growth condition is not needed), we fix δ > 0, and observe that
Then, taking into account Theorem 5.1, we see that under appropriate restrictions,
Next, using the continuity of the rate functions, we obtain lim inf
To get the upper estimate, we reason as follows: Let p > 1 and q > 1 be such that
It can be seen from the previous estimate that lim sup
The rest of the proof of the upper estimate in part (i) of Theorem 6.2 follows the proof of a similar estimate in Corollary 31 in [20] (formula (81) in [20] ). By reasoning as in the latter proof we can establish that for all ε ∈ (0, 1], p > 1, and β ∈ [0, H),
In the proof of (6.1), the assumption that the asset price process S is a martingale is used. It was shown in [20] that there exists δ 1 > 0 such that
Next, using the linear growth condition for σ, we prove that the inequality in (6.2) implies the existence of ε 0 > 0 and δ 2 > 0 for which 
Remark 6.3. It is interesting that if the volatility function σ grows at infinity a little faster than linearly, then the inequality in (6.3) may fail (see Theorem 7.5). This means that special methods of establishing the upper LDP and MDP call price estimates, which are based on the finiteness of the exponential moments of the integrated variance can not be employed under even a slightly weaker than the linear growth restriction on the volatility function σ (for more information see the discussion in Section 7).
Next, let α + β = H. We will first restrict ourselves to the case where α = 0 and β = H. 
Remark 6.5. The formula in (6.4) can be rewritten as follows:
where the symbol C − (k, ν) stands for the call price in the Black-Scholes model as a function of the log strike k ≥ 0 and the dimensionless implied volatility ν (see the definition in formula (3.1) in [18] ). We leave the proof of the fact that the formulas in (6.4) and (6.5) are the same as an exercise for the interested reader. It follows from [18] (see the second equality in formula (3.1) and formula (3.3) in [18] ) that for every fixed k, C − is a strictly increasing function of ν.
Proof of Theorem 6.4. It is not hard to see, using (5.2), that
Our next goal is to estimate the distribution function P 0,H,T ε (y). It follows from (5.2), Chebyshev's exponential inequality, and the Cauchy-Schwartz inequality that for every
Now, using the linear growth condition for σ and the fact that the stochastic exponential in (6.7) is a martingale (see Lemma 13 in [20] ), we obtain for some constant l > 0 independent of y. It is not hard to see that (6.6), (6.8) , and the integration by parts formula imply the following:
Next, using (6.9), (4.6), (6.8) , and the Lebesgue dominated convergence theorem, we see that for all x > 0, the equality in (6.4) holds. We will next turn our attention to the case where α + β = H and β = H. This case is exceptional. It exhibits a special discontinuity when compared with the neighboring regimes. 
as ε ↓ 0.
22
Proof. We have
It is not hard to see, by reasoning as in the proof of (6.8) that there exists ε 1 > 0 such that
for some constant s > 0 and all y > 0. The estimate in (6.11) allows us to integrate by parts in (6.10) . This gives
Next, using the same ideas as in the proof of the estimates in (6.7), we can show that the dominated convergence theorem applies to the integral in (6.12). Finally, taking into account (5.2) and Theorem 5.2, we establish the asymptotic formula in Theorem 6.6.
THE LINEAR GROWTH CONDITION REVISITED
We have already advertized that the inequality in (6.3) may fail if the volatility function σ grows at infinity a little faster than linearly (see Remark 6.3). In the present section, we prove an assertion (Theorem 7.5), which makes the previous statement more precise. In addition, for uncorrelated Gaussian stochastic volatility models, we establish that in the absence of the linear growth condition all the moments of order greater than one of the asset price are infinite (see Theorem 7.12). We also obtain partial results for correlated models.
In the rest of this section, we use certain results from the theory of regularly varying functions (see the monograph [4] by Bingham, Goldie, and Teugels). The next definition introduces slowly varying functions. Definition 7.1 in a more general case of measurable functions can be found in Subsection 1.2.1 of [4] . Slowly varying functions were originally introduced and studied by Karamata in [28] . The class of slowly varying functions is denoted by R 0 .
Smoothly varying functions with index 0 play an important role in the theory of slow variation.
Definition 7.2. A positive function f defined on some neighborhood of infinity is called smoothly varying with index 0 if the function h(x) = log f (e x ) is infinitely differentiable in a neighborhood of infinity and such that h
The class of all functions of smooth variation with index 0 is denoted by SR 0 . It is known that SR 0 ⊂ R 0 . Moreover, the function f belongs to the class SR 0 if and only if
for all n ≥ 1. Definition 7.2 in a more general case and the properties of functions of smooth variation formulated above can be found in Subsection 1.8.1 of [4] . For positive continuous functions f and g defined on a neighborhood of infinity, the standard symbol f ∼ g will be used when
→ 1 as x → ∞. An important result in the theory of slow variation is the Smooth Variation Theorem (see Theorem 1.8.2 in [4] ). We will need only a special case of this theorem. A complete formulation can be found in [4] . Let f ∈ R 0 , and let the functions g and h be such as in Theorem 7.3. To prove Corollary 7.4, we only need to establish that g(x) → ∞ as x → ∞. It is easy to see that f ∼ g, and the previous statement follows.
Our next goal is to prove an assertion confirming what was said in Remark 6.3.
Theorem 7.5. Suppose the volatility function σ in the model described in (1.1) satisfies the following additional condition:
2) where x 1 > 0, and l is a function from R 0 defined on (x 1 , ∞). Suppose also that the function l is such that l(x) → ∞ as x → ∞. Let B be a nondegenerate centered Gaussian process. Then, for all t ∈ (0, T] and γ > 0 the following equality holds:
The equality in (7. 3) also holds with the function x → σ(−x) instead of the function σ.
Proof. It follows from the discussion above that there exist a number x 2 > x 1 and a function h ∈ SR 0 defined on (x 2 , ∞) and such that h(x) → ∞ as x → ∞, and l(x) 2 
Since h is a strictly positive function, we havê
. 24 for all x > x 2 . Next, using the condition h ∈ SR 0 , the previous formulas, and (7.1), we see that there exists x 3 > x 2 such that the functionσ is strictly increasing and convex in [x 3 , ∞). Define a functionσ on R by the following:
It is not hard to see that the functionσ is convex in R.
For every x ∈ R, we have σ(x) 2 ≥σ(x) −σ(x 3 ). Therefore, to establish (7.3), it suffices to prove that
Since the functionσ is convex, Jensen's inequality implies that
It follows that for all y > 0,
The functionσ is strictly increasing in (x 3 , ∞). Therefore, for y > y 1 ,
and hence for u > u 1 ,
The Riemann integral 
with v > 0. Next, using the inequality
which can be derived from 7.1.13 in [1] , we obtain
Finally, by taking into account (7.5), (7.6 ) and the fact that h(u) ↑ ∞ as u → ∞, we see that K = ∞. To prove the last statement in the formulation of Theorem 7.5 we apply the formula in (7.3) to the process − B. This completes the proof of Theorem 7.5. We will next show that if the volatility function grows at infinity faster than the third power, then an assertion analogous to that in Theorem 7.5 can be established for the absolute value of the driftless log-price. 
Suppose also that the function l is such that l(x) → ∞ as x → ∞. Let B be a nondegenerate continuous Gaussian process adapted to the filtration {F t } 0≤t≤T . Then, for all t ∈ (0, T] and γ > 0,
The equality in (7.8) also holds with the function x → σ(−x) instead of the function σ.
Remark 7.7. Note that there is a gap between the linear growth condition in (7.2) and the cubic growth condition in (7.7). We do not know whether Theorem 7.6 holds true if condition (7.7) in it is replaced by condition (7.2).
Proof of Theorem 7.6. We will need the following lemma.
Lemma 7.8. Under the conditions in Theorem 7.6, for every γ > 0, the following equality holds:
Proof of Lemma 7.8. Let η be any positive continuous function on R, and let
Then M is a local martingale. Its quadratic variation is given by
For every integer N ≥ 1, define a stopping time by
the case, where the set in the previous equality is not empty, while if this set is empty, we set ξ N = T. Next, reasoning as in the proof of Lemma 3.4, we can show that for every
, is a martingale. Its quadratic variation is given by
Denote by M * N the maximal function associated with the process M N , that is M *
Then, using the Burkholder-Davis-Gundy inequality, more precisely, the lower estimate in it, with the constants such as in [40] , Theorem 2, we obtain the following:
for all integers n ≥ 1 and an absolute constant c 1 > 0. It follows from Stirling's formula that there exists c 2 > 0 such that for every n ≥ 1, n n ≤ c n 2 n! Now, the previous estimate, formula (7.10) , and Hölder's inequality with p = 3 2 and q = 3 imply Next, using the monotone convergence theorem, we obtain
Note that we did not restrict the growth of the function η in the proof of (7.11). Let us plug η = σ into the formula in (7.11). It is not hard to see that in order to finish the proof of Lemma 7.8, it suffices to show that L 1 = ∞, where L 1 is the expression on the right-hand side of (7.11) with η = σ. The rest of the proof of Lemma 7.8 follows that of Theorem 7.5. We first choose a function h ∈ SR 0 such that h(x) → ∞ as x → ∞, and moreover l(x) 2 ≥ h(x) for all x > x 2 . The function x → x 6 h(x) is strictly increasing and convex on [x 3 , ∞).
Then it is clear that the function σ 2 0 is convex on R and σ(x) 2 ≥ σ 0 (x) 2 − x 6 3 h(x 3 ) for all x ∈ R. To finish the proof of Lemma 7.8, it suffices to show that L 2 = ∞, where L 2 is the expression on the right-hand side of (7.11) with η = σ 0 . Using Jensen's inequality as in the proof of (7.4), we can estimate L 2 from below by an expression similar to the last expression in (7.5) with the function h 1 3 instead of the function h. Finally, using Theorem 7.5, we establish the equality L 2 = ∞.
Let us return to the proof of Theorem 7.6. The following additional condition will be assumed in the rest of the proof:
The condition in (7.12) does not restrict the generality (expand the exponential and use Itô's isometry).
Denote by L γ the expression on the left-hand side of (7.8). Fix t ∈ (0, T], and set M * (t) = sup 0≤u≤t |M(u)|. The square-integrability condition in (7.12) implies that the process M defined in (7.9) is a martingale. Using Doob's martingale inequality, we get
It follows from (7.13) and the inequality
By Lemma 7.8 with t instead of T, the first term on the right-hand side of (7.14) is equal to infinity. By the Burkholder-Davis-Gundy inequality, the Cauchy-Schwartz inequality, and (7.12), (7.14) and (7.15) show that L γ = ∞.
To prove the last statement in the formulation of Theorem 7.6 we apply the formula in (7.8) to the process − B.
This completes the proof of Theorem 7.6. 
Proof. It follows from Theorem 7.6 that for every γ > 0,
Next, using (7.18) and the inequality e |u| ≤ e u + e −u , u ∈ R, we see that for every t ∈ (0, T] and γ > 0 either
Fix t > 0. If there is no γ for which (7.19) holds, then (7.20) should hold for all γ > 0 by the previous, which shows that (7.17) is valid for such a number t. Otherwise set
It is easy to see using Hölder's inequality that (7.19 ) is valid for all γ > a t . Suppose a t = 0. Then (7.16) holds. On the other hand, if a t > 0, then (7.20) is true for all γ ∈ (0, a t ), and hence it is also true for all γ > 0.
The proof of Theorem 7.9 is thus completed. In [3] , the authors consider Volterra type Gaussian stochastic volatility models, in which the asset price process S satisfies the following conditions:
(iiia) S is a martingale;
(iiib) For every 1 < γ < ∞ there exists t > 0 such that E S γ t < ∞ (see Assumption 2.4 in Section 2 of [3] ). It was shown in [3] that if conditions (iiia) and (iiib) hold, then upper large deviation style estimates for the call price follow from the corresponding large deviation principle.
An interesting improvement of the previous statement was obtained in [16] , where the same implication was obtained under weaker restrictions (see Assumption (A2) in [16] ). In terms of the time parameter t, Assumption (A2) is as follows: There exsits γ > 1 such that lim sup t→0 E[S γ t ] < ∞. It is not hard to see that if condition (iiia) holds, then Assumption (A2) follows from the following assumption: (i) There exist γ > 1 and t > 0 such that E S γ t < ∞. In the rest of the present section, we consider Volterra type Gaussian stochastic volatility models. It will be shown next that for uncorrelated Volterra type models, Assumption (A2) does not hold if the volatility function σ grows faster than linearly. More precisely, all the moments of order greater than one of the asset price explode (see Theorem 7.12) . A similar result for correlated Volterra type models that we obtained is weaker. The faster than cubic growth condition becomes important here (see Theorem 7.13 and Corollary 7.14). Note that in the results established in the rest of the present section, we only assume that the Volterra type process B satisfies the conditions in Definition 2.1.
The asset price process S in an uncorrelated Gaussian stochastic volatility model is given by
Since Brownian motions W and B are independent, it is rather standard to prove, by conditioning on the path of the process B, that the process S is a martingale. Therefore, Proof. It is clear that
Using the independence of W and B and conditioning on the path of the process B, we obtain
where
It is not hard to prove that for all t ∈ (0, T] and γ such as in the formulation of the theorem, we have E t = 1 a.s. Here we use the fact that the simple stochastic exponentials appearing in (7.23) are martingales. It follows that
Next, taking into account that under the restrictions on γ, the inequality γ 2 − γ > 0 holds, we can use Theorem 7.5 to obtain the equality in (7.22) .
To prove the equality in (7.21), we reason similarly. It is clear that
Now, using Theorem 7.5, we obtain (7.21). The proof of Theorem 7.12 is thus completed. We will next turn our attention to the correlated Volterra type models. Let us fix ρ = 0, and denote the corresponding Volterra type model by M. Let us also consider the Volterra type model M, in which the the volatility function σ is the same as in M, while the volatility process is − B. Note that the volatility processes B and − B are equal in law. We will denote by S the asset price process in the model M. (b) There exists a sequence τ n ∈ (0, T], n ≥ 1, such that τ n → 0 as n → ∞ and
Proof. We first observe that
Next, conditioning on the path of the process B and reasoning as in the proof of Theorem 7.12, we obtain
The last estimate in (7.24) follows from the restriction on γ. Similarly, 
ASYMPTOTIC BEHAVIOR OF THE IMPLIED VOLATILITY IN MIXED REGIMES
In this section, we describe small-noise asymptotic behavior of the implied volatility in the mixed regimes considered in the previous section.
The implied volatility can be determined from the equality
In the cases, where 0 ≤ α + β < H, Theorem 6.2 implies that
as ε ↓ 0. In the previous formula, the symbol J T stands for the rate function I T defined in (2.2), in the case where α + β = 0 (here we assume that the assumptions in part (i) of Theorem 6.2 hold), while J T (x) = x 2 2Tσ(0) 2 , in the case where 0 < α + β < H, and the assumptions in part (ii) of Theorem 6.2 hold. In (8.2), the parametrized dimensionless implied volatility is given by
→ 0 as ε → 0. This means that the formula in Remark 7.3 in [18] can be applied to characterize the asymptotic behavior of the dimensionless implied volatility ε → ν(ε) in the mixed regime. In our case, the formula in [18] , Remark 7.3, gives the following:
as ε ↓ 0. Next, taking into account (8.2), we obtain the following assertion. 
Let α = 0 and β = H. Then, for the Black-Scholes model with σ = σ H,H,T (ε, x), the equality in (6.9) takes the following form: as ε ↓ 0.
We will next turn our attention to the only remaining case of the implied volatility estimates in mixed regimes. → 0 as ε ↓ 0. Next, applying the formula in Remark 7.3 in [18] (see (8. 3) above), we derive (8.6).
The proof of Theorem 8.3 is thus completed.
LOCAL UNIFORM ESTIMATES
In the last section of the present paper, we show that under rather general conditions, the tail estimates derived from a large deviation principle are locally uniform. It follows that some of the tails estimates established in the previous part of this paper are locally uniform.
Let G t , 0 < t ≤ T, be a continuous stochastic process on a probability space (Ω, F , P) with state space R, and let b be an increasing continuous positive function on [0, T] such 34 that b(0) = 0. We will denote marginal distributions of the process G by µ t , t ∈ [0, T]. Suppose J is a continuous nonnegative nondecreasing function on R such that J(0) = 0. It is clear that for x < 0, J(x) = 0. Define a function on R by Ψ(t, x) = b(t) log P (G t ≥ x) , if 0 < t ≤ T, x ∈ R, −J(x), if t = 0, x ∈ R, where we assume log 0 = −∞. Proof of Theorem 9.2. We will first prove Theorem 9.2 in a special case. Proof of Lemma 9.5 . In the proof of the joint continuity of Ψ, we will use the following simple but useful theorem due to W. H. Young (see [46] , see also [6, 31] ). We adapt Young's theorem to our special case. [31] . It is easy to adapt the proof in [31] to our setting.
Remark 9.7. A simple proof of Young's theorem can be found in
We will first prove the joint continuity of the function Ψ on the set D. It suffices to prove the previous statement on the set (0, t(c)) × (−∞, c) for every c ∈ R.
It follows from the definition of the function Ψ and the formula in (9.1) that for every 0 < t < t c , x → Ψ(t, x) is a nonincreasing function on (−∞, c). The separate continuity of the function Ψ on (0, t c ) × (−∞, c) can be established as follows. Let s ∈ (0, t c ).
Since G is a continuous process, the bounded convergence theorem implies that for every bounded continuous function g on R, lim t→s E[g(G t )] = E[g(G s )]. This means that the family of probability measures t → µ t , t ∈ (0, t c ), is weakly continuous. By the Portmanteau theorem and the absolute continuity of µ t with respect to the Lebesgue measure, the function t → P(G t ≥ x), t ∈ (0, t c ), is continuous for all x ∈ (−∞, c). Hence, the function t → Ψ(t, x) is continuous on (0, t c ) for all x ∈ (−∞, c).
We will next establish the continuity of the function x → Ψ(t, x), x ∈ (−∞, c), for all t ∈ (0, t c ). Fix t ∈ (0, t c ) and x ∈ (−∞, c).
Since µ t is a continuous measure,
