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究现状。统计模拟发现，在弱相关、一般相关和强相关三种情形下，L1 Group Bridge、L1 Group MCP、Composite MCP
都表现良好，其中 L1 Group Bridge 的假阳数最低且最稳定。最后，将整合分析用于研究具有来源差异性的新农合家
庭医疗支出，以及具有超高维、小样本等大数据典型特征的癌症基因数据，得到了一些有意义的结论。
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Integrative Analysis for Big Data
Ma Shuangge Wang Xiaoyan Fang Kuangnan
Abstract: The difference of data source，high dimensionality and sparsity are the main characteristics of big data． How
to mining the heterogeneity and association of different datasets and achieve dimension reduction is one of goals and
challenges of big data analysis． Integrative analysis provides an effective way of analyzing big data． It simultaneously
analyzes multiple datasets，avoiding the model instability from individual variations caused by regional and time factor and
so on． The coefficients of each covariate across all datasets are treated as a group and penalty function is used to shrinkage
these groups of coefficients to achieve variable selection． In this paper，we review the existing research of penalized
integrative analysis from three aspects of homogeneity integrative analysis，heterogeneity integrative analysis and network
integrative analysis． Three simulations are conducted to verify the performance of integrative analysis，including weak，
moderate and strong correlations． It shows that L1 Group Bridge、L1 Group MCP、Composite MCP perform well，and L1
Group Bridge has the lowest false positive and is most stable． Finally，integrative analysis is applied to analyze the new
rural cooperative medical expenditure data with source difference，as well as cancer genetics data with typical characteristics
of big data such as super high dimension and small sample．
Key words: Big Data; Integrative Analysis; Variable Selection; Medical Expenditure; Cancer Genetics Data















or difference) 和同质性( homogeneity or similarity) 是
大数据分析的两个重要目标［1］。但它的建模比较





异质性( heterogeneity) ; 另一方面，也不能分开各自
建立模型，因为这样会忽略各个数据集间的关联性。





























溯到 Lasso( Tibshirani，1996) 的提出，它颠覆了逐步
回归、最优子集、模型选择等贪婪方法，以压缩的角
度实现自动识别。此后，学者提出了多种基于惩罚
的变量选择方法，根据其特点可分为 4 类: 只能选择
单个 变 量 的 单 变 量 选 择 方 法 ( Individual Variable
Selection) ，如 Lasso( Tibshirani，1996) 、SCAD( Fan 和
Li，2001 ) 、MCP ( Zhang，2007 ) 、Bridge ( Frank 和
Friedman，1993) ; 高度相关数据的变量选择方法，如
弹 性 网 ( Zou 和 Hastie，2005 ) 、Mnet ( Huang 等，
2010) ，在一定程度上能解决共线性问题; 组选择方
法，Group Lasso ( Yuan 和 Lin，2006 ) ［2］、CAP ( Zhao
等，2009) 等，对以组形式出现的变量进行选择; 双
层 选 择 方 法 如 Sparse Group Lasso ( Simon 等，




























假设有 M 个数据集，p 个解释变量。第 m 个数据
集的样本量为 n ( m) ，因变量 y ( m) 为 n ( m) × 1 向量，连




y ( m) = X ( m) 'β ( m) + ε( m) ( 1)
其中，β ( m) = ( β ( m)1 ，…，β
( m)
p )
T 为 回 归 系 数;
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ε( m) 为随机项，满足 E( ε( m) = 0) 、var( ε( m) ) = σ2( m)。
记解释变量 Xj 在所有数据集中的回归系数为 β j
= ( β ( 1)j ，…，β
( m)
j 。与单数据集模型相比，这 M 个模






β = arg minβ{ L( X，y; β) + P( β; λ) } ( 2)
其中 y = ( y ( 1) '，…，y ( M) ' ) ' 是Σ
M
m = 1
n ( m) × 1 因变
量，X = diag( X ( 1) ，…，X ( M) ) 是Σ
M
m = 1
n ( m) × Mp 设计矩
阵，β = ( β ( 1) '，…，β ( M) ' ) ' 是 Mp 维未知参数向量。
L( X，y; β) 是建立在所有数据集上的损失函数，通常
可表示为 L( X，y; β) = Σ
M
i = 1
L( X ( m) ，y ( m) ; β ( m) ) ，L(·)
可取对数函数的负向变换、最小二乘函数等，下文分
析以 最 小 二 次 函 数 为 例，即 L( X，y; β) = ( y －
Xβ) '( y － Xβ) 。P( λ; β) 是惩罚函数，通过调整参数
λ 的值平衡模型的拟合度和复杂度，估计参数并同


























I( β ( 1)j = 0) = …I( β
( M)
j = 0) ，j = 1，…，p ( 3)
从式( 3) 可知，向量 β j 中各元素要么全为 0，要





罚 Pouter 和组内惩罚 Pinner 构成，具体形式为:
P( β; λ) = Pouter ( Σ
pj
k = 1
Pinner ( | β
( j)
k | ; λ) ) ( 4)
该惩罚函数的特点之一是组间 Pouter 惩罚函数
具有变量选择功能，特点之二是组内 Pinner 只能压缩
而无选择变量功能，通常组内 Pinner 用 Ｒidge 惩罚函
数( Hoerl 和 Kennard，1970 ) ，利用它无法将系数压





者解释变量群构成。常用方法有 L2 Group Bridge、
L2 Group MCP 等。
1． L2 Group Bridge。
Ma 等( 2011a) ［5］在 Logistic 回归中提出复合型
方法 L2 Group Bridge，建立同构数据模型。惩罚函数
为组内 Ｒidge、组间 Bridge，形式为:









( β( i)j )
2) 1 /2) γ
其中 0 ＜ γ ＜ 1。文中以 Group Lasso 估计作为
初始值 进 行 迭 代 估 计，并 从 理 论 上 证 明 了 Group
Lasso 会选择过多，但 L2 Group Bridge 满足选择一致
性［6］。Ma 等( 2012) ［7］又将 L2 Group Bridge 用到了
AFT( Accelerated Failure Time) 模型，并从理论上证
明了选择一致性。
2． L2 Group MCP。
L2 Group MCP 最早用于单数据集中连续型因变
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量建模［8］［9］，解决以组形式出现的变量选择问题。
Ma 等( 2011b) ［10］首次将其用于整合分析，分析复杂
的删失生存数据。它的惩罚函数结构为组内 Ｒidge、
组间 MCP，形式为:
P( β; λ，α) = Σ
p
j = 1
PMCP ( ‖β j‖; λ，a)
其中 PMCP (·) 为 MCP 惩罚，属于二次样条型惩
罚，形式为:





2 ， θ ＞ a
{ λ
P'MCP ( θ; λ，α) =
λ － θa θ≤ aλ





Liu 等( 2014 ) ［11］的研究中再次提到了同构模型下





系统研究，仅在 Zhang 等( 2015 ) ［12］的研究中，有简
单的分析和理论论证。惩罚函数形式为:





已有 方 法 的 性 质，证 明 了 在 一 定 条 件 下 Group





所有数 据 集 中 都 显 著 的 单 个 解 释 变 量。因 此 L2




























| β ( m)j | ; λ，a)
组内是 Lasso，组间是 MCP 函数。Lasso 形式简
单，计算易实现，但是在单数据集变量选择中，它倾
向选择过多的变量，理论上不满足 Oracle 性质( Fan
和 Li，2001 ) ，效果不如 MCP。因此 Liu 等 ( 2014a)
又提出了 Composite MCP 惩罚，它的组内、组间都是
MCP 函数，惩罚函数为:








j | ;λ，a) ;λ，b)
Composite MCP 的理论性质比 L1 Group MCP 更
好，Zhang 等( 2015) 证明了在一定条件下，Composite
MCP 在组内和组间均满足选择一致性，而 L1 Group
MCP 只满足组选择一致性。
在单 数 据 集 的 双 层 选 择 中，L1 Group Bridge
( Huang 等，2009) 是最早的方法，而将其用于整合分
析是在 Shi 等( 2014 ) ［13］的研究中。L1 Group Bridge
组内是 Lasso 函数、组间是 Bridge 函数，因此实现了
两层选择。惩罚函数为:




















其中，函数 P1 (·) 作用在系数组上，具有组选择
功能，无法在组内选择，因而能够选择重要的解释变
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量; 函数 P2 (·) 作用在每一个系数上，能够进行单个
系数选择，故能识别解释变量在哪些数据集中显著。
Zhang 等( 2015) 从理论上证明了这类方法的选择一
致性。并 建 立 Sparse Group MCP 函 数 ( P1 (·) 和
P2 (·) 均为 MCP 惩罚) ，模拟分析了它的整合分析
效果。
在单数据集分析中，已有学者提出了稀疏组惩
罚方法 Sparse Group Lasso ( SGL) ( Simon 等，2013 )
和 adaptive Sparse Group Lasso ( adSGL ) ( Fang 等，
2014) ［14］。这两者的惩罚函数形式分别为:
PSGL ( β; λ1，λ2 ) = λ1Σ
p
j = 1
‖β j‖ + λ2‖β‖1




T | β |
SGL 是 Lasso 和 Group Lasso 的线性组合，两者
在理论上都不满足 Oracle 性质，预期 SGL 也不满
足，因此 Fang 等( 2014 ) 提出了更一般化的 adSGL，
通过引入组权重 w 和单个系数权重 ξ，改进选择一
致性和估计一致性。两个权重都由数据本身决定，
与系数的真实值成反比，真实值越大，权重越小，压












为数据集内部结构 ( within-dataset structure) 。不同
数据集具有相同的解释变量甚至因变量，因此有理
由相信，同一解释变量在不同数据集中的系数存在
某种 相 似 性，称 为 跨 数 据 集 结 构 ( across-dataset
structure) 。
Liu 等( 2013 ) ［15］建立了数据集内部结构下的
网络结构惩罚方法，惩罚函数为:













的 M 个系数作为一个整体，惩罚其 L2 范数差。其中
ajk 为权重，若变量 Xj 与 Xk 越相似，则惩罚越重，那
么 β j 与 βk 的 L2 范数差越小，它们的估计值越相近。
Liu 等( 2013) 将提出的惩罚与 L2 Group MCP 结合，
用于同构数据的建模。
Shi 等( 2014) 研究跨数据结构，提出了 Contrast
惩罚，通过对回归系数的差进行惩罚，解决系数相似
性问题。Contrast 惩罚函数为:












差，式( 6 ) 中 a ( kl)j = I( sgn( β
( k)
j ) = sgn( β
( l)
j ) ) ，若
sgn( β ( k)j ) = sgn( β
( l)
j ) ，则变量 Xj 在数据集 k 和 l 中
的系数越相似; 若 sgn( β ( k)j ) ≠ sgn( β
( l)
j ) ，Xj 在这两
个数据集中的系数符号相反，因此不存在相似性，相
应的 Contrast 惩罚值为零。估计 sgn( β ( k)l ) 的方法
可有多种，具体可参见文献 Shi 等( 2014 ) 。Contrast





是组坐标下降法 ( Group Coordinate Descent，GCD )
( Yuan 和 Lin，2006 ) 。 GCD 是 坐 标 下 降 法




最早出现在线性模型的 Group Lasso 求解，Meier 等
( 2008) 也 用 该 算 法 求 解 Logistic 回 归 下 的 Group
Lasso，其中损失函数用二次函数逼近。在最小二乘
框架下，其基本流程如下( Zhao 等，2015) ［16］:
步骤 1: 给定初始值 β［0］ = ( β ( 1) T0 ，…，β
( J) T
0 和收
敛精度，记已循环次数 s = 0，计算当前残差 r = y
－ Xβ［0］。
步骤 2: 对每个 j∈ ( 1，…，p) ，固定 β［0］k ( k≠ j) ，




j ) ' 进行估计。




j ，其中Xj 是设计阵中与 β j
有关的子矩阵;
② 更新 β［s+1］j ← F( zj，λ) ，F( zj，λ) 是由目标函
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数求解而得的优化式，例如由偏导数为零得到参数
更新方程;





步骤 3: 更新 s 为 s + 1。
步骤 4: 重复步骤 2、步骤 3 直到收敛。





的，算法就会收敛。以 Group Lasso 为例，最小二次
函数作为损失函数时，L( β; y，X) 为严格凸函数，而
惩罚函数 P( β; λ) 不可微，但是它在组之间是可分






第一步确定最大值 λmax，此时所有参数 β = 0，满足
这一条件的 λ 非常多，但是会存在一个下确界，该下
确界可作为 λmax。第二步确定最小值 λmin，通常取接
近 0 的 数，或 者 取 λmax 的 很 小 比 例，如 λmin =
0. 001λmax。粗略确定取值范围［λmin，λmax］后，接着
基于模型选择的思想确定最优 λ。
模型 选 择 中，常 用 的 评 价 准 则 有 交 叉 验 证
( Cross Validation，CV) 、广义交叉验证( GCV) 、广义
信息准则( GIC) 、AIC、BIC、风险膨胀准则( ＲIC) 、Cp
准则等。鉴于 CV 的思想简单且非常流行，而且现
有整合分析方法 ( Ma 等，2011a、2011b、2012 ) 发现
其他准则的效果不如它，本文只介绍 k 倍 CV 的基
本思想: ①构建评价指标，例如预测误差平方和，将











个数据集，样本量都是 80，解释变量 1000 个:
模拟 1 中各数据集分别有 5、6、7 个显著变量，
模型共有 18 个显著系数。前两个数据集的共同变
量有 3 个，后两者之间也是 3 个，而第 1 和第 3 个数
据集无共同变量。
模拟 2 中各数据集分别有 7、8、9 个显著变量，3
个数据集共同的显著变量有 5 个，且各有 2、3、4 个
特有变量，共 24 个显著系数。
模拟 3 中 3 个数据集各有 10 个显著变量，且两
两无重叠。显著系数也是 30 个。以上三种情况包
含部分重叠、完全重叠和不重叠。
参考相关文献 ( Zhang 等，2015; Liu 等，2014 ) ，
数据产生方式如下: ① X 服从多元正态分布，满足
cov( Xi，Xj ) = ρ
| i －j| ，ρ为 Xi 与 Xj 的相关系数; ②非0
系数从 U［0. 5，1］∪ U［－ 1，－ 0. 5］中随机产生，误
差项的标准差 σ = 0. 5。
模拟 方 法 包 含 MCP、L1 Group MCP、L1 Group
Bridge 以及 Composite MCP，MCP 作为代表性的单变
量选择方法用于对比，后三者是典型的双层选择方
法，都能用于异构数据整合分析。评价指标有两个:
P 表示选择的非 0 系数数目，TP 是正确选择的个
数。模拟 100 次的平均结果如表 1 所示。
从模拟结果得出: ①随着相关系数增大，4 种方
法的 P 指标值越接近 TP，说明假阳数随之减少。②
3 种异构数据方法在各例子中能较准确地识别非零
系数，尤 其 在 弱 相 关 和 一 般 相 关 情 形 中 能 接 近
100%识别。③3 种异构数据方法在强相关数据中，
明显比 MCP 好; 在相关系数为 0. 2 或 0. 5 时，平均
来说 MCP 的假阴数是最高的，其他 3 种方法的假阴
数基本 为 零。④ 3 种 异 构 数 据 方 法 中，L1 Group
Bridge 的效果最好，它在所有模拟结果中假阳数都
最低，且接近零，方差也最小，因而最稳定; Composite
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表 1 模拟结果( 括号内数据为标准差)
ρ
MCP L1 Group MCP L1 Group Bridge Composite MCP
P TP P TP P TP P TP
模拟 1 0. 2 21. 91( 3. 49) 18( 0) 30. 12( 13. 08) 18( 0) 19. 14( 0. 80) 18( 0) 29. 94( 10. 80) 18( 0)
0. 5 25. 86( 5. 45) 17. 93( 0. 26) 27. 87( 9. 57) 18( 0) 18. 62( 0. 72) 18( 0) 26. 25( 8. 00) 18( 0)
0. 8 16. 90( 4. 92) 10. 57( 1. 13) 19. 00( 2. 34) 16. 97( 0. 91) 18. 19( 1. 10) 17. 05( 0. 91) 19. 02( 2. 40) 16. 95( 0. 92)
模拟 2 0. 2 30. 34( 5. 44) 23. 97( 0. 30) 44. 14( 14. 11) 24( 0) 25. 30( 0. 95) 24( 0) 42. 48( 12. 87) 24( 0)
0. 5 28. 17( 4. 05) 23. 90( 0. 33) 34. 32( 7. 64) 24( 0) 24. 40( 1. 01) 23. 76( 0. 45) 34. 14( 6. 27) 24( 0)
0. 8 20. 10( 4. 70) 12. 47( 1. 35) 24. 66( 2. 36) 22. 10( 1. 53) 21. 79( 1. 46) 21. 49( 1. 27) 24. 72( 2. 26) 22. 09( 1. 53)
模拟 3 0. 2 35. 30( 5. 93) 29. 98( 0. 20) 48. 23( 11. 76) 30( 0) 31. 09( 1. 06) 29. 98( 0. 14) 48. 10( 11. 98) 30( 0)
0. 5 32. 18( 2. 85) 29. 19( 1. 46) 38. 02( 4. 46) 30( 0) 30. 22( 0. 80) 29. 79( 0. 41) 37. 86( 4. 24) 30( 0)








心于 2012 年 7 月至 9 月的农村入户调查得到，调查
范围包括福州、龙岩、三明、南平、漳州 5 个地级市。
经数据预处理后得到有效样本 688 份，5 个地区各
含 87、58、296、59、188 份。因变量为家庭过去一年
的农村家庭实际医疗支出，也就是指医保报销后的
家庭实际现金支出。自变量分为 3 类: 一是基本信
息，包括家庭人数、65 岁以上人数、户主年龄、户主
教育、户主婚姻，共 5 个变量; 二是经济指标，包括家
庭总收入、家庭基本支出、家庭储蓄、农业支出、烟酒












由于模拟分析中 L1 Group Bridge 综合表现最
好，本文建立该方法下关于医疗支出的异构数据模

















究成果( Mcbride，2005; Fang 等，2012 ) 在不同程度
上吻合。
表 2 医疗支出数据的估计结果

























参合因素( 老人) 0. 423









·10· 统计研究 2015 年 11 月
模型: L1 Group Bridge 惩罚异构数据模型，合并 5 个
数据集建立 MCP 惩罚线性模型，5 个数据集分别建
立 MCP 惩罚模型。后两者代表单数据集模型，之所
以选择 MCP 惩罚，是因为该惩罚在单变量选择中综
合效果最好。5 个数据集都按 3∶ 1随机划分为训练
集和测试集，基于训练集建立模型，测试集上构建预
测指标 MSE =
( ytest － ŷtest )
T ( ytest － ŷtest )
ntest
，并分地区
计算了预测指标值。运算 100 次的平均结果如表 3
所示，可得出不论在总体还是各地区中，L1 Group
Bridge 异构模型的预测效果都比分开的 MCP 模型
好。再与合并的 MCP 模型进行对比，除三明市外，




表 3 预测结果( 括号内数值为标准差)
数据 L1Group Bridge 合并的 MCP 模型 分开的 MCP 模型
总体 0. 733( 0. 070) 0. 742( 0. 071) 0. 786( 0. 067)
福州 0. 398( 0. 105) 0. 626( 0. 089) 0. 529( 0. 141)
龙岩 0. 925( 0. 232) 0. 739( 0. 121) 1. 026( 0. 215)
南平 0. 639( 0. 110) 0. 647( 0. 123) 0. 672( 0. 115)
三明 0. 942( 0. 345) 0. 819( 0. 282) 0. 972( 0. 273)













Ma，2014; Shi 等，2013; Liu 等，2013)。
肺癌基因数据共有 3 个独立的数据集，来自 3
个不同的研究机构，解释变量( 被测基因) 共 22283
个，总的有效样本数 336，3 个数据集的有效样本数
分别为 175、79、82; 其中在研究过程中死亡的样本




基于两种异构数据整合分析方法 L1 Group MCP 和
Composite MCP 展开分析，以 AFT( accelerated failure
time) 模型为基础。
基因选择和参数估计结果限于篇幅不再给出，
从结果可得出: ①L1 GroupMCP 从 22283 个基因中
筛选出 25 个显著基因作为解释变量，只有两个基因
( SOD1、PTMA) 出现在两个数据集中，其他 23 个都
仅出现在一个数据集中。②CompositeMCP 筛选出
16 个基因，且不同数据集中不存在交叉基因，该特
点与已有研究一致，在 Liu 和 Ma( 2014 ) 中，该方法
筛选出的 5 个基因在不同数据集中也不存在交叉。








叉验证 ( Cross-Validation ) 的预测评价方式来验证
( Huang 和 Ma，2010; Ma 等，2009 ) 。数据按 3 ∶ 1随
机分为训练集和测试集，基于 log-rank 统计量对预
测结果进行考察。根据重复 100 次的预测结果取中
位数，得 到 L1 Group MCP 的 log-rank 统 计 量 为
4. 77，Composite MCP 为 3. 70。且 L1 Group MCP 能































好地识别非 0 系数，但都存在假阳性，而 L1 Group
Bridge 的假阳数最低、方差最小。最后，将整合分析
方法应用到两类具有来源差异性的代表数据。首
先，利用 L1 Group Bridge 异构数据模型分析了新农
合政策下家庭医疗支出影响因素的地区差异性，模
型估计结果比较符合现实意义，不论在总体还是各
地区中 L1 Group Bridge 的预测效果都比单数据集
MCP 要好。然后，将 L1 GroupMCP 和 Composite MCP
构建异构 AFT 模型分析了具有超高维、小样本等特
征的癌症基因数据，两种方法筛选出的基因不完全
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