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Résumé 
L'identification et/ou la vérification des visages possède plusieurs avantages sur les autres 
technologies biométriques : elle est naturelle, non intrusive et facile à utiliser. Les systèmes 
biométriques (unimodaux) permettent de reconnaître une personne en utilisant une seule 
modalité biométrique, mais ne peuvent pas garantir avec certitude une bonne identification. 
Alors la solution  est la mise en place de systèmes biométriques multimodaux obtenus en 
fusionnant plusieurs systèmes de reconnaissance de visages. Dans ce présent travail, nous 
abordons plusieurs points importants concernant la biométrie multimodale. Tout d’abord, 
après avoir dressé un état de l’art de la reconnaissance de visages et étudié plusieurs méthodes 
pour sélectionner les meilleurs systèmes d’authentification de visages. Ensuite, nous 
présentons la multimodalité et les méthodes de fusion de score pour les deux approches 
combinaison et classification. Enfin les  méthodes de fusion de scores sont comparées sur la  
base de données des visages XM2VTS et les scores de visages et  voix de XM2VTS selon son 




The identification and / or verification of faces have several advantages over other biometric 
technologies: it is natural, not intrusive and easy to use. Unimodal biometric systems can 
recognize a person using a single biometric modality, but cannot guarantee with certainty the 
proper identification. So the solution is the establishment of multimodal biometric systems 
obtained by merging several face recognition systems. In this work, we discuss several 
important issues concerning the multimodal biometrics. First, after taking a state of the art of 
face recognition and studied several methods for selecting the best face authentication 
systems. Then, we present multimodality and fusion methods score for both combination and 
classification approaches. Finally, the fusion methods are compared on the XM2VTS database  




                                                                                                                        صخهي 
ٔ ذٌذحت/ تٌزتيٍٕبنا ثاٍُمتنا ٍي اْزٍغ ٍي زثكأ اٌازي ةذع ِٕخٕنا ٍي كمحت ٔأ(لاًعتسلاا تهٓسٔ تٍعٍبط) . ىظُن ٍكًٌ
طئاسٕنا يداحلأا تٌٕٓنا ٍي كمحتنا)xuadominu(  تٌزتيٍٕب ةذحأ تمٌزط وذختسٌ يذنا صخشنا ًهع فزعتنا  , ٍك لأ
ذٍخ مكشب تٌٕٓنا ذٌذحت ًٍضٌ لا اذْ .ف ًناتبٔإطئاسٕنا دذعتي تٌٕٓنا ٍي كمحتنا ىظَ ذٍفُت ْٕ محنا ٌ)xuadomitlum(  
ّخٕنا ًهع فزعتنا تًظَأ ٍي ذٌذعنا حيد كٌزط ٍع آٍهع لٕصحنا ىت ًتنا .مًعنا اذْ ًف , اٌاضل ةذع تشلاُي دذصب ٍَٓ
طئاسٕنا ةدذعتي تٌزتيٍٕبنا ثاساٍمناب كهعتت تياْ .ّخٕنا ىهع فزعتنا قزط وذمَ ٌأ ذعب تٌاذب , راٍتخأ آُي ذٌذعنا تسارد
آهضفأ .حئاتُنا حيد قزطٔ طئاسٕنا ةدذعتي ىظَ وذمَ ىث)serocs(  .ازٍخأ , قزط تَرامًب وٕمَإ  ثاَاٍب ةذعال تطسإب جايد
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 La Biométrie est une science qui s’est développée depuis le début du siècle passé. Elle 
a été employée au début pour identifier les criminels. Cette technique initiée par Alphonse 
Bertillon (1853-1914). Ce criminologue français fonda en 1870 le premier laboratoire de 
police scientifique d'identification criminelle et inventa l'anthropométrie judiciaire appelée 
"système Bertillon" ou "bertillonnage". Le système de reconnaissance des personnes, proposé 
par Bertillon, est basé sur la mesure de différents paramètres du corps humain [1]. Dans ses 
travaux, Bertillon affirme qu'en prenant quatorze mensurations (taille, pieds, mains, nez, 
oreilles, etc.) sur n'importe quel individu, il n'y a qu'une seule chance sur deux cent quatre-
vingt-six millions pour qu'on retrouve les mêmes mesures chez une autre personne. On s’est 
intéressé ensuite de plus près à l’empreinte des doigts et à étudier sa forme et sa texture. La 
découverte de l’unicité pour chaque personne de celle-ci par Johann Christoph Andeas 
Mayer, est une étape importante dans la diffusion de ce procédé d’identification auprès des 
services de polices et de sécurité  pour authentifier les signatures faites à l’époque par 
l’empreinte et pour le contrôle dans les prisons. Ensuite, on a exploré d’autres modalités 
biométriques : la voix, l’iris, la forme de la main, etc. La modalité la plus naturelle de se 
reconnaître entre Hommes est le visage. Elle est sujette à de nombreuses études pour 
comprendre ce mécanisme  de reconnaissance et comment l’homme arrive à différentier les 
visages. 
 Les premières études théoriques sur la reconnaissance faciale remontent au moins au 
début des années 1970. Le passage vers des produits commerciaux n’a reçu une impulsion 
décisive qu’à partir des années 1994-1996 en bonne partie grâce à la mise en œuvre d'un 
programme d'évaluation international FERET (Face Recognition Technology), organisé par 
le ministère de la Défense américaine (Department of Defense, DoD). On dispose alors d'une 
base d'images de référence pour les tests. La fin du programme en 1996 a marqué l'apparition 
sur le marché des premiers produits commerciaux. Le vif intérêt du marché potentiellement 
gigantesque a fait éclore un grand nombre d'algorithmes de reconnaissance de visages ou de 
variantes, dont la plupart n'étaient même pas présents lors des tests d'évaluation FERET. Le 
DoD décida alors de lancer des programmes d'évaluation, FRVT (Facial Recognition Vendor 
Test) successivement en 2000, 2002 et en 2006 dont l'objectif était d'évaluer les performances 
des produits commerciaux. 




 Comme tout autre sujet de reconnaissance de formes, les problèmes liés à la 
reconnaissance de visages peuvent être caractérisés par les deux difficultés suivantes : (a) la 
variabilité intra-classes et (b) la similarité inter-classes. La première difficulté est d'abord 
liée aux variations intrinsèques du visage produites par exemple par les changements 
d'expressions faciales, l'évolution de la physionomie du visage et les transformations du 
visage voulues ou subies. Cette variabilité englobe également des variations 
environnementales provoquées par exemple par les changements de conditions d'éclairage, 
l'orientation du visage de la personne ou l'occlusion d'un visage par des accessoires ou par 
d'autres objets. La seconde difficulté caractérise la similarité entre des classes d'individus 
différents. Ici, les apparences faciales de deux personnes différentes peuvent être similaires 
par exemple en raison des liens familiaux (jumeaux, jumelles, père/fils, mère/fille, etc.) ou 
plus généralement de l'appartenance à une même race. 
 Alors, le système biométrique de reconnaissance de visages et tous les systèmes 
biométriques en générale  utilisant un seul système (appelés systèmes monomodaux) ont trois 
limitations principales : une limitation en termes de performances, une limitation en termes 
d'universalité d'utilisation et une limitation en termes de détection des fraudes. La première 
limitation concerne les performances en reconnaissance parce que les biométries sont des 
caractéristiques physiques variables dans leur acquisition mais aussi dans leur nature. Le 
visage change selon les expressions, les conditions d'éclairage, la position et l'instant de 
capture. On ne pourra jamais trouver deux images du même visage strictement identiques 
alors qu'elles correspondent cependant à la même personne. Cette variabilité des 
caractéristiques biométriques et de leur acquisition entraîne des performances en 
reconnaissance d'identité plus ou moins bonnes selon les biométries utilisées. Par exemple on 
considérera qu'un système d'empreinte digitale fait de l'ordre 0.1% à 1% d'erreurs (il s'agit 
d'un ordre de grandeur comparatif, cette valeur peut être variable selon les capteurs, les 
personnes et les conditions d'acquisition), alors qu'un système de visage aura un taux d'erreur 
pouvant varier de 1% à 30% selon la variabilité des images.  
 La deuxième limitation est due à la non-universalité de certaines biométries. La non-
universalité signifie que certaines biométries ne sont pas possédées par le sujet à authentifier 
ou ne sont pas assez informantes pour permettre la vérification de l'identité de certaines 
personnes. Par exemple, certaines personnes peuvent avoir les empreintes digitales 
inutilisables à cause d'un accident ou d'un travail manuel prolongé qui a endommagé la peau 
au niveau des empreintes digitales. Une personne muette ne peut utiliser la reconnaissance par 
la voix ou une personne handicapée ne peut signer. Pour toutes ces personnes, certains 




systèmes biométriques ne sont pas accessibles et ceci risque alors de les exclure de certaines 
utilisations si aucune alternative ne leur est proposée. La troisième limitation concerne la 
détection des impostures. En effet, la fraude ou le vol d'identité est un problème qui a toujours 
existé et qui peut être réduit par la biométrie car il est plus facile de falsifier un mot de passe 
ou un papier d'identité que de reproduire un visage ou des empreintes digitales. Cependant ces 
impostures existent, en particulier pour les empreintes digitales qui est, de nos jours, la 
biométrie la plus utilisée et pour laquelle il est possible de "voler" (car les empreintes digitales 
laissent des traces) et de reproduire (à l'aide de silicone par exemple) les empreintes digitales 
d'une autre personne. 
 Toutes ces limitations peuvent être réduites voire supprimées par l'utilisation conjointe 
de plusieurs systèmes biométriques formant alors un système biométrique multimodal. 
Les systèmes multimodaux permettent d'améliorer les performances de reconnaissance. Ils 
permettent également de régler le problème de non-universalité de certaines biométries en 
proposant une alternative aux personnes ne pouvant utiliser certaines biométries. Et enfin, ils 
permettent de limiter les possibilités de fraude car il est plus difficile d'obtenir et de 
reproduire plusieurs caractéristiques qu'une seule. Pour toutes ces raisons, les systèmes 
biométriques multimodaux ont fait l'objet de beaucoup d'études. En effet, si les premiers 
travaux sur la biométrie multimodale ont été publiés au milieu et à la fin des années 1990 
[2, 3, 4, 5], ces travaux précurseurs dans le domaine ont été essentiellement basés sur la 
combinaison de données audio-vidéo (voix et visage). Avec la diversification des biométries 
et le premier "workshop" MMUA1 (MultiModal User Authentication) consacré à la 
multimodalité en 2003, plusieurs thèses sur le sujet on peut citer celles de Julian Fierrez-
Aguilar [6], de Norman Poh [7], de Jonas Richiardi [8], de Karthik Nandakumar [9], Lorène 
Allano [10] et Nicolas Morizet [11]. 
 Au moment du début de cette mémoire, beaucoup de questions et des problèmes 
concernant la biométrie multimodale et les techniques de fusion. Le premier problème a été 
celui des bases de données multimodales.  Lorsque nous n'avons pas trouvé une base de 
données multimodale nous avons changé   la direction des multi-biométries ver les multi-
algorithmes de reconnaissance de visages. Alors le deuxième problème est de chercher  des 
systèmes monomodaux  de reconnaissances de visages pour cela  nous avons consacré une 
grande partie de notre travail (chapitre1, chapitre2) pour chercher des systèmes efficaces de 
reconnaissance de visages. Le problème le plus important dans notre travail est la recherche 
de la méthode de fusion à utiliser  parce que  les  techniques de fusion étaient encore ouvertes. 
En effet, les premiers travaux ont étudié la fusion de décisions par des méthodes de vote puis 




sont arrivés des méthodes de fusion aux niveaux des scores. Pour la fusion de scores, des 
méthodes plus ou moins complexes de classification ont été proposées et la question de la 
différence "d'efficacité" entre ces méthodes était encore ouverte. Les études sur la 
multimodalité depuis l’année 2003 étaient essentiellement axées sur la comparaison des 
méthodes de fusion et la question : quelle méthode de fusion et pour quelle situation ? C'est 
pour cela que dans le chapitre 4 nous étudions plusieurs méthodes de fusion de scores  et le 
chapitre 5 présente la comparaison entre ces techniques sur la base de données des visages 
XM2VTS et les scores voix et visages de la base de scores XM2VTS.   
 Le reste de ce manuscrit est organisé de la façon suivante : 
 Le chapitre 1 présente l’état de l'art de reconnaissance de visage pour les trois 
grandes familles des méthodes de reconnaissance: les méthodes globales, locales et 
hybrides. Notre  modèle de reconnaissance de visages est décrit en détail, et  nous 
avons présenté quelques algorithmes utilisés dans les trois étapes d’un système de 
reconnaissance faciale. Enfin nous présenterons la mesure de la performance d’un 
système biométrique et l’intervalle de confiance.  
 Le chapitre 2 présente les résultats expérimentaux d’authentification  monomodaux 
de visages et fait les comparaisons des méthodes détaillés dans le chapitre 1. 
 Le chapitre 3 présente les limitations des systèmes biométriques lorsqu'ils n'utilisent 
qu'une seule modalité biométrique. Et présente aussi  la biométrie multimodale qui 
est l’objectif de notre étude 
 Le chapitre 4 récapitule l'ensemble des méthodes de fusion de scores pour les deux 
approches de fusion, l’approche de combinaison (précédées d'une phase de 
normalisation), qui traite les scores séparément avant de les combiner. Et  l’approche 
de classification de scores qui cherches également à modéliser la séparatrice des 
classes dans l'espace multidimensionnel, 
 Les résultats expérimentaux de la multimodalité sont décrits dans le chapitre 5, 













1 Reconnaissance de visage 
 
1.1  Introduction 
L'identification et/ou la vérification (on en trouvera une explication approfondie en 
Annexe A) des visages ont attiré l'attention des chercheurs depuis quelques décennies, et reste 
encore et toujours un sujet de recherche attractif et très ouvert. Beaucoup de connaissances 
dans les domaines de la reconnaissance des formes, du traitement d'images, des statistiques 
ont été appliquées au domaine de la reconnaissance du visage. En plus, les capacités 
grandissantes des moyens informatiques et l'existence de bases de données de grandes tailles 
ont permis de mettre au point des algorithmes et des approches de plus en plus complexes et 
par conséquent, les performances de reconnaissance se sont trouvées améliorées. 
La reconnaissance faciale possède plusieurs avantages sur les autres technologies 
biométriques : elle est naturelle, non intrusive et facile à utiliser. Parmi les six attributs 
biométriques considérés par Hietmeyer [12], les caractéristiques faciales marquent un score 
de compatibilité le plus élevé dans un système MRTD (“Machine Readable Travel 
Documents”) [13], ce score étant basé sur plusieurs facteurs d’évaluation tels que 
l’enrôlement, le renouvellement des données, les requis matériels et la perception des 
utilisateurs (figure 1.1). 
 
Figure 1.1 :   Scores de compatibilité pour différentes technologies biométriques dans un système MRTD. 
Dans ce chapitre, nous donnerons tout d’abord  l’état de l’art des méthodes de 
reconnaissance de visage 2D dans la section suivante, nous présenterons notre modèle de la 




reconnaissance de visage. Enfin dans la dernière section, nous détaillerons la mesure de la 
performance d’un système biométrique.   
1.2  État de l'art des techniques de reconnaissance de visage  
Les méthodes de reconnaissance faciales peuvent être séparées en deux grandes 
familles, les méthodes globales (ou holistiques) et les méthodes locales, basées sur des 
modèles. Le choix a été fait de se concentrer sur ces deux types d’approches fondamentales et 
de n’aborder ni les réseaux neuronaux(NN)  [14] (plus adaptés à la détection des visages), ni 
les modèles cachés de Markov (HMM) [15] (plus utilisés en reconnaissance de la parole) car 
ces deux dernières techniques rencontrent des problèmes lorsque le nombre d’individus 
augmente (les calculs deviennent très importants). Cependant, on pourra se référer aux 
travaux des équipes françaises du LE2I [16, 17] et du GIPSA [18, 19], qui les ont 
respectivement appliquées aux images de visage et aux signaux de parole [11]. 
Dans cette description de l'état de l'art et vu le grand nombre de méthodes 
appliquées à la reconnaissance du visage, la citation de la totalité des approches et des 
méthodes ne peut être complète. Nous nous sommes donc intéressé à décrire la plupart des 
grandes méthodes classiques et la majorité des approches qui ont apporté une vraie originalité 
et une avancée sensible dans le domaine. Dans la première section, nous  commencerons par 
un résumé des méthodes globales liés aux méthodes de réduction d'espace. Dans la 
deuxième partie, nous résumerons les méthodes locales les plus populaires des algorithmes 
basés sur les points caractéristiques .Enfin nous finirons par les méthodes hybrides.  
1.2.1  Méthodes globales 
Les méthodes globales de classification par réduction d'espace restent parmi les 
techniques les plus utilisées et les plus populaires dans le domaine de la reconnaissance du 
visage 2D, sont basées sur des techniques d’analyse statistique bien connues. Il n’est pas 
nécessaire de repérer certains points caractéristiques du visage (comme les centres des yeux, 
les narines, le centre de la bouche, etc.) à part pour normaliser les images. L’avantage 
principal des méthodes globales est qu’elles sont relativement rapides à mettre en œuvre et 
que les calculs de base sont d’une complexité moyenne. En revanche, elles sont très sensibles 
aux variations d’éclairement, de pose et d’expression faciale. Ceci se comprend aisément 
puisque la moindre variation des conditions de l’environnement ambiant entraîne des 
changements inéluctables dans les valeurs des pixels qui sont traités directement.  




Nous pouvons distinguer deux types de techniques parmi les méthodes globales : les 
techniques linéaires et les techniques non linéaires. 
1 Les techniques linéaires 
Les techniques linéaires projettent linéairement les données d’un espace de grande 
dimension (par exemple, l’espace de l’image originale) sur un sous-espace de dimension 
inférieure. Dans un sous-espace linéaire, les distances sont utilisées pour faire comparer des 
vecteurs de données. La technique linéaire la plus connue et sans aucun doute l’analyse en 
composantes principales (PCA), également appelée transformée de Karhunen-Loeve [20]. 
Une autre méthode qui vise à représenter le visage sans employer la notion de classe est la 
factorisation non négative des matrices (Non Negative Matrix Factorization, NMF) [21] Ou 
encore l’analyse en composantes indépendantes (ICA) [22]. 
 Cependant, le PCA classique nécessite que les images de visage soient mises sous 
formes de vecteurs, ce qui a pour effet de détruire la structure géométrique de l’image. Pour 
ne pas perdre les informations de voisinage lors du passage de l’image en vecteur, une 
méthode PCA bi-dimensionnelle (2-D PCA) [23] a été étudiée. Cette méthode prend en entrée 
des images et non plus des vecteurs. 
Il existe d’autres techniques également construites à partir de décompositions linéaires 
comme l’analyse discriminante linéaire (LDA) est parmi l'une des méthodes les plus utilisées 
pour la reconnaissance de visage [24],  le modèle discriminant Linéaire amélioré de Fisher 
(EFM)[25], la directe LDA (DLDA) [26] et RLDA (Regression LDA) [27].  
2 Les techniques non linéaires  
Afin de pouvoir traiter ce problème de non-linéarité en reconnaissance faciale, de 
telles méthodes linéaires ont été étendues à des techniques non linéaires basées sur la notion 
mathématique de noyau (“kernel”) comme le Kernel PCA [28] , le Kernel LDA [29] et 
Kernel ICA [30]. 
1.2.2  Méthodes locales 
Les méthodes locales, basées sur des modèles, utilisent des connaissances a priori que 
l’on possède sur la morphologie du visage et s’appuient en général sur des points 
caractéristiques de celui-ci. Kanade [31] présenta un des premiers algorithmes de ce type. Les 
approches Bayesiennes (comme la méthode BIC [32]), les machines à vecteurs de support 




(SVM) [33], la méthode des modèles actifs d’apparence (AAM) [34] ou encore la méthode 
“local binary pattern” (LBP) [35] ont été utilisées dans ce but. 
Toutes ces méthodes ont l’avantage de pouvoir modéliser plus facilement les 
variations de pose, d’éclairage et d’expression par rapport aux méthodes globales. Toutefois, 
elles sont plus lourdes à utiliser puisqu’il faut souvent placer manuellement un assez grand 
nombre de points sur le visage, ce qui peut être fait automatiquement et de manière assez 
fiable par un algorithme de détection [36,11]. 
1.2.3  Méthodes hybrides 
Les méthodes hybrides permettent d’associer les avantages des méthodes globales et 
locales en combinant la détection de caractéristiques géométriques (ou structurales) avec 
l’extraction de caractéristiques d’apparence locales. Les techniques hybrides, proches du 
fonctionnement du système visuel humain, elles permettent d’augmenter la stabilité de la 
performance de reconnaissance lors de changements de pose, d’éclairement et d’expressions 
faciales. 
L’analyse de caractéristiques locales (Local Feature Analysis : LFA) [37] et les 
caractéristiques extraites par ondelettes de Gabor comme : l’Elastic Graph Matching (EGM) 
et l’Elastic Bunch Graph Matching (EBGM) [38] et l’algorithme Log Gabor PCA (LG-PCA) 
[39]  sont des algorithmes hybrides typiques. 
Le tableau 1.1 fournit une comparaison des performances des algorithmes proposés sur 
les bases de visages : Yale, AR, FERET, XM2VS, BANCA (G1) et ORL [40, 41, 42, 43]. 
Nous pouvons dire qu’au travers les résultats expérimentaux provenant de différentes 
sources (tableau 1.1) que la méthode globale des fisherfaces  (FLD particulièrement EFM) 
est très performante, en comparaison avec les techniques citées dans l’état de l’art. Les 
fisherfaces présentent en plus l’avantage d’être facilement généralisables à des problèmes 
plus complexes. Pour toutes ces raisons notre choix s’est porté sur les méthodes globales à 
base des fisherfaces  puis nous  utilisons des méthodes d’extraction des caractéristiques 
associées à une méthode globale  de projection linéaire à base des fisherfaces  afin de 































Fisherfaces 1998 ZCK98[44] 91.5 % 
ICA 2002 BMS02[45] 71.5% 
SVM 2002 Yan02[46] 82 % 
Eigenfaces à 
noyau 
2002 [46] 75.8 % 
Fisherfaces à 
noyau 




Eigenfaces 1991 [47] 70.7 % Evalué en moyenne sur les 3 
variations d’expressions de la 
base 
 
Fisherfaces 1997 BHK97[48] 81.7 % 





Eigenfaces 1991 [47] 80 % et 20 % Base d’apprentissage : 3323 
images de 1196 personnes.  
Base de test :  
fb et fc 
Fisherfaces 1999  [48] 96 % et 59 % 
EBGM 1998 [38] 95 % et 81 % 
Eigenfaces 1991 [47] 77 % 5 bases d’apprentissage:  
Chacune incluant  140 images  
de 140 personnes. 
5 bases de test : 
Chacune avec 140 images ou  
plus. 
ACP à noyau 2002 [49] 87 % 
ACP Bayésienne 2002  [48] 95 % 
ICA 2002 [45] 77 % 
 
XM2VTS 
Eigenfaces 2006 [41] 88.73 %  
Protocole 1 
Fisherfaces 2006 [41] 96.34 % 
EFM 2006 [41] 96.78 % 
S de l’espace de 
couleur TSV+LDA  
2007 [52] 96.74% 
BANCA 
(G1) 
Eigenfaces 2009 [42] 83.19 % Protocole Mc 















Fisherfaces 1998 [44] 98.5 % 
ICA 2002 [45] 93.75 % 
SVM 2002 [49] 97 % 
Eigenfaces à 
noyau 
2002 [49] 98 % 
Fisherfaces à 
noyau 
2002 [49] 98.75 % 
Fisherfaces 2008 [43] 91 % Partitions aléatoires en  Base 
d’apprentissage :  
 5 images /personne. 
Base de test : 
 5 images /personne.   
2D-LDA 2008 [43] 92.5 % 
2D-WLDA 2008 [43] 93.5 % 
SVM 2000 [51] 91.21 % 
Rdn probabiliste 1997 [52] 96 % 
Tableau 1.1 : Comparaison des performances des algorithmes proposés sur les bases de visages :Yale, 
AR, FERET, XM2VS, BANCA (G1) et ORL . 




Avec :  
 SVM : Les machines à vecteurs de support (Support Vector Machine), 
                      ICA : l’analyse en composantes indépendantes, 
                      ACL : Analyse des Caractéristiques Locales, 
                      EBGM : Elastic Bunch Graph Matching, 
                      EFM : Le modèle discriminant Linéaire amélioré de Fisher, 
                      2D-LDA : LDA bi-dimensionnell, 
                      2D-WLDA : LDA pondérée bi-dimensionnell, 
1.3.  Présentation de modèle   
La reconnaissance faciale est une tâche que les humains effectuent naturellement et 
sans effort dans leurs vies quotidiennes. La grande disponibilité d’ordinateurs puissants et peu 
onéreux ainsi que des systèmes informatiques embarqués ont suscité un énorme intérêt dans le 
traitement automatique des images au sein de nombreuses applications, incluant 
l’identification biométrique, la surveillance, l’interaction homme-machine et la gestion de 
données multimédia. La reconnaissance faciale, en tant qu’une des technologies biométriques 
de base, a pris une part de plus en plus importante dans le domaine de la recherche, ceci étant 
dû aux avances rapides dans des technologies.  
Idéalement, un système de reconnaissance faciale doit pouvoir identifier des visages 
présents dans une image. Le système peut opérer dans les deux modes suivants : 
authentification ou identification. Le principe de fonctionnement de base de notre   système de 
reconnaissance faciale (figure 1.2) peut être résumé en quatre étapes :  
 Prétraitement,  
 Extraction de caractéristiques,  
 Réduction d’espace,  
 Comparaison. 
Image                                                                                                                                                          Identité                              
                                                                        du visage                              
 
 
Figure 1.2 :   Principe de fonctionnement d’un système de  reconnaissance de visage. 
Prétraitement  Extraction de 
caractéristiques  
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d’espace    
Comparaison 




Décision     




La première phase c’est la phase de prétraitement pour éliminer le bruit par des 
techniques de traitement et de restauration d'images et procéder à une localisation de visage 
dans l'image, cette opération est très complexe et importante puisque les tâches secondaires de 
vérification dépendent fortement du succès de la technique de localisation.  Notre intérêt s’est 
porté sur les trois phases extraction des caractéristiques, réduction d’espace et la comparaison. 
Et à chaque étape nous avons essayé de retenir la meilleure méthode au  sens de performance 
et stabilité du système. Cette conception ainsi obtenue représente la première partie de nos 
travaux. Car, par la suite et une fois le modèle de reconnaissance choisi nous l’appliquons à 
quatre  pour en sortir avec quatre scores. Ces derniers sont normalisés par des techniques 
finement choisies et fusionnés   par deux approches par combinaison et par classification. 
Finalement une décision est prise concernant le Client ou l’Imposteur. 
1.3.1  Extraction des caractéristiques des visages  
Dans un visage de la même personne, au point que deux images très semblables (à 
l'œil humain) pourraient être extrêmement différentes si elles sont comparées pixel par pixel. 
Il est donc nécessaire d'extraire les caractéristiques appropriées et discriminantes à partir des 
images du visage et de comparer ces caractéristiques au lieu de comparer des images 
approximatives. Naturellement, plus sont les caractéristiques discriminantes, plus la 
reconnaissance  sera facile. 
Dans le cadre de notre travail nous optons pour  les deux descripteurs  suivants pour 
caractériser les images de visages de la base de données utilisées la XM2VTS : 
 La transformation de Hough. 
 Les ondelettes de Gabor. 
1 Extraction des caractéristiques par la transformée de Hough 
La transformée de Hough est un outil de détection de courbes paramétriques dans 
l’image, elle a été proposée par Hough en 1960[53]. Inaperçue pendant plusieurs années, cette 
dernière a été vulgarisée par les travaux de Rosenfield [54], Duda et Hart [55]  au début des 
années 70 et fait l’objet par la communauté scientifique depuis cette date à ce jour d’une 
particulière attention. Depuis les années 80, elle a quitté les laboratoires de recherche pour 
trouver des champs d’applications dans de nombreux domaines industriels  tels que la vision 
par ordinateur et le traitement d’images. Elle est devenue une solution plus adaptée au 
problème de détection des lignes droites, cercles ou toute autre forme paramétrique dans 
l’image [56].  




  Principe de la transformée de Hough 
  Une droite est décrite dans le plan cartésien (x,y) par l’expression suivante : 
F (y, x, a, b) =  y – a x – b  =  0                                              (1.1) 
Sachant que a est la pente et b  l’ordonnée à l’origine des abscisses. Etant donné un 
ensemble de contours d’objets représentés par un ensemble de points discrets Mi, nous 
cherchons à déterminer si un ou plusieurs sous-ensembles de points Mi font partie d’une 
courbe dont les paramètres a  et b restent à définir. Si nous cherchons à tester les n points Mi 
deux par deux, nous arriverons à un nombre exagéré d’itérations au moins supérieur à 𝐧𝟐. 
Hough puis Rosenfeld  ont proposé une méthode pour détecter les droites à l’aide 
des points du plan (x, y). Son principe est de calculer pour chaque point Mi de coordonnées 
(xi, yi), du contour d’un objet, l’ensemble des paramètres a qui vérifient l’équation : 
 f (yi, xi, a, b) = 0 avec b fixé. 
Pour chaque point Mi (xi, yi), de l'image, il y a un ensemble de valeurs possibles pour 
les paramètres a et b. Cet ensemble forme une droite d'équation  b = -ax + y dans l'espace des 
paramètres (ab) appelé espace de Hough. Deux points pi et pj de cordonnées (xi, yi) et (xj, yj) 
respectivement, appartenant à la même droite, forment des droites dans l'espace des 
paramètres (a b), qui se coupent au point N de coordonnées (a’, b’). De cette façon tous les 
points qui appartiennent à la même droite forment des droites dans le plan des paramètres (ab) 





(a)                                  (b) 
Figure 1.3: Transformée de Hough, (a) Plan cartésien (xy), (b) Plan des paramètres (ab). 
        Le traitement Hough consiste en une quantification du plan des paramètres en cellules 
accumulatrices sur la figure 1.4. Où (amin  ,a max ), et ( bmin , bmax) sont les valeurs limites de 











Figure 1.4 : Quantification du plan des paramètres (ab) 
Chaque cellule de coordonnées (i, j) a une valeur accumulée A (i, j) et correspond à la 
cellule de coordonnées (ai,bj) dans le plan des paramètres (a b). Initialement, ces cellules sont 
mises à zéro. Pour chaque point de l’image de coordonnées (xk,yk ) on calcule pour chaque 
valeur de a quantifié a la valeur p  sur l’axe des a, son correspondant b en utilisant l’équation 
suivante : b = - axk + yk . La valeur résultante b est arrondie à la valeur la plus proche de b 
quantifiées bq sur l’axe des b. Si on obtient une valeur bq suite à  ap choisie, on incrémente la 
valeur de la cellule correspondante:  
A (p, q) = A (p, q) + 1                                   (1.2) 
A la fin de cette procédure, la valeur n de  A (i, j) dans une cellule (i, j) correspond à n 
points dans le plan (x,y) qui vérifient l’équation y = aix + bj , donc il existe n points qui 
appartient à la droite de pente ai et de l’ordonnée à l’origine des abscisses bj . 
L’inconvénient majeur de cette procédure réside dans son incapacité de détecter les 
droites verticales. Pour remédier à ce problème, un paramétrage polaire (ρ, θ) est plus 
satisfaisant. Ce paramétrage est illustré dans la figure 1.5. 
Une droite est alors définie par l’équation suivante : 
                                             f (x,y, ρ, θ )= ρ -xcosθ-ysinθ =0                              (1.3) 
Avec  ρ la distance perpendiculaire à la droite de l’origine du plan (x y) et θ l’angle 





Figure 1.5 : Paramétrage polaire d'une droite 
L’utilisation de cette représentation dans la construction du tableau accumulateur est 
identique à celle développée précédemment (représentation a b sur la figure 1.6).  




     On précisera que le choix de quantification de l’espace des paramètres ()  doit 
porter sur les trois objectifs essentiels suivants: 
 Garantir une précision de détection aussi bonne que possible. 
 Diminuer la mémoire nécessaire au stockage des accumulateurs. 






                               Figure 1.6 : Quantification du plan des paramètres (ρ θ) 
Chaque point Mi de coordonnées (xi, yj) d’une droite se transforme dans le plan des 
paramètres (ab) en une sinusoïde d’équation : 
                                 ρ =xi cosθ + yj sinθ                                                    (1.4)                  
Donc une droite sera représentée par un ensemble de sinusoïdes qui se coupent en un 
seul point de coordonnées polaires (ρ0,θ0) ρ , θ caractéristique de cette droite dans le plan des 




(a)                                                   (b) 
Figure 1.7  Transformée de Hough, (a) Plan cartésien (xy), (b) Plan des paramètres (ab) 
2  Extraction des caractéristiques par les ondelettes de Gabor 
Une alternative à l'usage de la morphologie mathématique est l'application d'une 
transformée d'ondelette. Les ondelettes de Gabor sont connues comme le moyen d'analyse 
espace-fréquence qui minimise l'incertitude de Heisenberg à savoir si on est précis dans 
l'analyse de l'information dans l'espace du pixel on le sera moins dans l'espace fréquentiel et 
vice versa. Cette caractéristique fait des ondelettes de Gabor un moyen puissant pour 
l'analyse de la texture. Elles ont été développées au début pour l'analyse des signaux à une 
dimension. Leur expression générale est : 




                                   (1.5) 
Où ω est la fréquence et i2 = -1. Cette ondelette est en fait une gaussienne modulée par une 
fonction sinusoïdale. La généralisation de cette fonction en 2D donne une fonction gaussienne 
à deux dimensions modulée par une harmonique. Les ondelettes de Gabor 2D ont la 
caractéristique d'être modulables par différents paramètres qui contrôlent leurs orientations, 
fréquences, phases de la sinusoïde, le support temporel et l’enveloppe de la gaussienne 
[57]. L'équation générale d'une ondelette de Gabor en 2D est : 
 
                                                                                                                                               (1.6) 
Ou : 
 x’ = xcosθ + ysinθ    et   y’ = -xsinθ + ycosθ. 
Il y a donc 5 paramètres qui contrôlent l'analyse par ondelette. Ce jeu de paramètres permet 
dès lors une analyse complète de la texture d'une région de l'image.  
L’orientation de l’ondelette (θ)  
  Ce paramètre fait pivoter l’ondelette autour de son centre. L’orientation de l’ondelette 
(figure 1.8) détermine l’angle des contours ou des lignes de l’image auxquelles l’ondelette 
va être sensible. 
 
Figure 1.8 : Orientation de l’ondelette. 
La fréquence centrale de l’ondelette (λ)  
Ce paramètre spécifie la longueur d’onde du cosinus ou inversement la fréquence 
centrale de l’ondelette (figure 1.9). Les ondelettes avec une grande longueur d’onde seront 
sensibles à des changements progressifs d’intensité dans une image. Les ondelettes avec une 
petite longueur d’onde seront sensibles à des contours et des lignes abruptes. 





Figure 1.9 : Fréquence centrale de l’ondelette  
La phase de la sinusoïde (φ)  
  On utilise à la fois la partie réelle et la partie imaginaire de l’ondelette complexe de 
Gabor. Ce qui nous donne, en quelque sorte, deux ondelettes : une ondelette paire et une 
ondelette impaire. La convolution (incluant alors deux phases) donne un coefficient 
complexe basé sur deux ondelettes qui sont déphasées de 𝝅/2  (figure 1.10). 
 
Figure 1.10 : Phase de l’ondelette. 
Le support temporel de l’ondelette (σ)   
Ce paramètre spécifie le rayon de la gaussienne (figure 1.11). La taille de la 
gaussienne détermine la quantité de pixels de l’image qui vont être pris en compte dans la 
convolution. 
 








L’enveloppe de la gaussienne (γ)  
Ce paramètre agit sur la forme de l’enveloppe gaussienne, en l’étirant spatialement 
(figure 1.13). Ce paramètre a été inclus de manière à ce que les ondelettes puissent 
approximer certains modèles biologiques.  
 
Figure 1.13 : Forme de l’enveloppe gaussienne. 
 La (figure 1.14) présenté quatre vingt masques d’ondelettes de Gabor différents avec cinq 













Figure 1.14: Les 80 masques d’ondelettes de Gabor. 
1.3.2  Les algorithmes de réduction d’espace de données 
Une image du visage est un signal à 2 dimensions, acquis par un capteur digital 
(caméra numérique, scanner...). Ce capteur codera la couleur ou l'intensité des différents 
points de l'image dans une matrice de pixels à deux dimensions. 
Après une normalisation de l'image et une mise à l'échelle vers une taille fixe  (ex : 
m*n), l'image du visage peut être considérée comme un vecteur dans un espace 
multidimensionnel R
mn
. Ce vecteur est obtenu en mettant, simplement, dans un ordre fixe les 




éléments de la matrice des pixels. Afin de définir une image (ou un point) dans l'espace des 
images, nous devons spécifier une valeur pour chaque pixel de cette image. Le nombre de 
points constituant cet espace devient rapidement très grand, même pour les images de petite 
dimension. Cette dimensionnalité pose un certain nombre de problèmes pour les algorithmes 
de reconnaissance, qui se basent sur cette représentation de l'image, à savoir : 
 Dans un contexte de la reconnaissance, travailler dans un grand espace pose un 
problème de complexité de calcul. 
 Pour les méthodes paramétriques, le nombre de paramètres à estimer peut rapidement 
dépasser le nombre d'échantillons d'apprentissage, ce qui pénalise l'estimation. 
 Pour les méthodes non paramétriques, le nombre d'exemples nécessaires afin de 
représenter efficacement la distribution des données peut être insuffisant. 
Le cas du visage est assez particulier. Le visage est formé par des surfaces lisses et une 
texture régulière. Il possède une forte symétrie (dans le cas des images frontales) et il est 
formé à partir de mêmes objets (yeux, nez et bouche), qui ont les mêmes positions pour tous 
les visages. Ces spécificités donnent lieu à plusieurs constatations : 
 les différents pixels de l'image du visage sont fortement corrélés. 
 les images des différents visages sont aussi corrélées. 
 un important nombre de points dans l'espace des images ne représentent pas des 
visages. 
En 1994, Ruderman a démontré que les images naturelles possèdent une grande 
redondance statistique [59]. En 1996, Penev [60] a démontré que dans le cas précis des 
images normalisées des visages, cette redondance statistique est d'autant plus forte. 
L'appartenance à un même sous-espace et la redondance statistique qui caractérise les 
visages expliquent l'intérêt des chercheurs pour les méthodes de reconnaissance basées sur les 
approches par réduction d'espace, appelées également "les approches globales". Le fait que 
les visages soient confinés dans un sous-espace permet de définir une base (orthogonale, ou 
non orthogonale) dans cet espace. Cette base devrait représenter de façon plus pertinente 
n'importe quel point de l'espace des visages. L'avantage de la redondance statistique est 
qu'elle permet une extraction d'une structure simple des caractéristiques importantes et 
pertinentes de l'image du visage. Cette structure permettrait de représenter le visage tout en 
gardant l'information la plus importante, et par conséquent, de réduire la dimensionnalité de 
l'espace visage. Tout l'intérêt des approches globales est la construction de cette base de 
projection qui permettra de comparer, de reconnaître ou d'analyser l'information essentielle 
des visages [42]. 




1  Analyse en Composantes Principales (ACP) 
           L'analyse en composantes principales (ACP) est une méthode mathématique qui peut 
être utilisée pour simplifier un ensemble de données, en réduisant sa dimension et pour 
représenter efficacement les images de visages. Qui peuvent être approximativement 
reconstruites à partir d’un petit ensemble de poids et d’une image de visage standard  (Eigen 
Picture). Ces poids sont obtenus en projetant l’image dans un espace de visage engendré par 
les visages propres (Eigen faces). Ainsi au lieu de stocker un vecteur image de taille 
résolution N, on stocke un vecteur de taille R ≤ nombre d’image d’apprentissage M. Dans 
l’approche PCA la normalisation d’éclairage est toujours indispensable. 
Les visages propres sont des images de la même taille que les nombres d’images 
d’apprentissage et qui montrent des visages ayant un aspect fantomatique. 
Mathématiquement, elles sont les composantes principales de la distribution des visages, ou 
les vecteurs propres de la matrice de covariance de l’ensemble des images de visage. Chaque 
image de visage de l’ensemble d’apprentissage peut être exactement représentée en termes de 
combinaison linéaire des visages propres et du visage moyen. 
Le nombre possible des visages propres  est égal au nombre d’images de visage dans 
l’ensemble d’apprentissage. Néanmoins les visages peuvent être approximés, en utilisant 
seulement les meilleurs visages propres (ayant les plus larges  valeurs propres qui représentent 
en fait, la plupart de variance dans l'ensemble d'images de visage), permettant ainsi de 
diminuer les calculs. 
      La  ACP est une technique rapide, simple et populaire dans l'identification de modèle, 
c’est l’une des meilleures techniques. Les projections de  la ACP sont optimales pour la 
reconstruction d'une base de dimension réduite. Cependant, la  ACP n'est pas optimisée pour 
la séparabilité (discrimination) de classes. Une alternative qui est l'analyse discriminante 
linéaire LDA tient compte de ceci [77].  
Le processus de reconnaissance (Karhunen-Loève) 
Au début de la phase d’apprentissage, on fait l’acquisition, la lecture et la 
normalisation des images d'apprentissage (de taille N). Puis on calcule le visage moyen de ces 
images. On soustrait ensuite le visage moyen de chaque image d’apprentissage normalisée 
(ces nouvelles images représentent les colonnes d’une matrice 𝑋 ). On fait le calcul de la 
matrice de covariance.  
Chaque image est représentée  par un vecteur de taille N.  
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Nx x x x                         
(1.7) 
Où   N  est le nombre de pixels dans l’image.  
Toutes les images sont centrées en soustrayant l'image moyenne  de chaque vecteur 
image,  
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
                                       (1.8) 
m  :    La moyenne de toutes les images d’apprentissage.  
Ces vecteurs sont combinés, côte à côte, pour créer une  matrice de données 
d’apprentissage de taille NxP  (où P est le nombre d'images d’apprentissage, N  la taille de la 
vecteur image).   
                       
1 2 3[ ... ]pX x x x x                                                 (1.9) 
Le calcul de la matrice de covariance qui est définie par la formule :                
  
TXX                                                     (1.10)               
On calcule ensuite les vecteurs propres  V  et les valeurs propres  D  de la matrice Ω.  
 Les valeurs propres de la matrice Ω représentent le taux de variation le long de l'axe 
du vecteur propre associé. Dès lors, on pourra éliminer les vecteurs propres les moins 
importants sans perte conséquente d'information.  
Puis on passe à l’étape de calcul des visages propres selon la formule  
  U = 𝑋 * V * (abs (D)) -0.5                                             (1.11) 
Et finalement on calcule les poids des visages de la base (de taille M)  en les projetant dans le 
sous-espace engendré par les visages propres “Face Space”. 
Pendant la phase de vérification on fait l’acquisition, la lecture et la normalisation de l’image 
de vérification (de taille N). Puis on soustrait le visage moyen (calculé auparavant lors de la 
phase d’apprentissage) de l’image de vérification normalisée. Ensuite on calcule le poids de 
l’image (de taille M) en utilisation les visages propres comme une base de projection. Et 
finalement on utilise les distances de similitude [42]. 
Le choix de la dimension M de l'espace de visage [41] 
En général le choix de la dimension M ou le nombre des vecteurs propres  n'est pas 
facile. En effet, plusieurs techniques ont été utilisées pour déterminer cette dimension 
intrinsèque M de l’espace des visages. 




 L'utilisation d'un critère d'énergie [61]: M est choisi tels que les valeurs propres 
maintenues contiennent 95% de toute l'énergie. 
                                                                                                  (1.12) 
 La sélection est basée sur les caractéristiques des vecteurs propres [62] : les auteurs 
notent qu'au-dessus du rang 300, les vecteurs propres encodent principalement le bruit 
et devraient être jetés pour des tâches de classification de visages. 
 Les résultats empiriques basé sur une large gamme de bases de données de visages 
[63]: il est suggéré de choisir un nombre M qui représente le 40% du nombre de tous 
les vecteurs propres. 
 Une sélection de type bayésienne est utilisée dans [64] pour trouver une dimension 
correcte. Une approche pragmatique consiste en choisissant M de telle sorte de 
minimiser les taux d'erreur de classification sur l'ensemble de données. 
 Le choix dépend de l'étape du prétraitement des images. Par exemple, si les visages 
sont normalisés par une transformation souple de sorte que l'information de la forme 
soit uniforme comme dans [65] le sous-espace de visages est de dimension basse car 
seule la variation de l'information de niveau de gris doit être représentée par le 
modèle. 
 Dans [83] la partie du visage utile pour la classification est déterminée en étudiant les 
rangs statistiques (rank statistics) entre les pixels dans l'image. La bonne localisation 
de visage donne une région étroite du visage en éliminant le front et le fond et donc 
permet de réduire la dimension M. 
 Inconvénient 
L’ACP ne tient pas compte de l'aspect (discrimination) des classes et on ne devrait pas 
s'attendre ainsi une performance optimale pour des tâches telle que l'authentification de visage 
en utilisant la ACP pour le codage.  
 Solution 
Une solution qui a été proposée pour résoudre ce nouveau  problème est d'employer 
l'analyse discriminante linéaire de Fisher (FLD) pour le but même de réaliser une séparabilité 
élevée entre les différentes classes dans lesquelles la classification est intéressante.  
2 Analyse Discriminante Linéaire 
           L'analyse discriminante linéaire (LDA) et les discriminants linéaires de Fisher (FLD) 
relatifs, sont utilisés pour trouver la combinaison linéaire des caractéristiques qui séparent le 
mieux les classes d'objet ou d'événement. Les combinaisons résultantes peuvent être 




employées comme classificateur linéaire, ou généralement dans la réduction de 
caractéristiques. 
La LDA est étroitement liée à la ACP, du fait que toutes les deux recherchent des 
combinaisons linéaires des variables qui représentent au mieux les données. La LDA essaye 
explicitement de modeler la différence entre les classes des données. La ACP quand à elle, ne 
tient pas compte des différences entre les classes. 
Chaque visage, qui se compose d'un grand nombre de pixels, est réduit à un plus petit 
ensemble de combinaisons linéaires avant la classification. 
Chacune des nouvelles dimensions est une combinaison linéaire des valeurs de pixels. 
Les combinaisons linéaires obtenues en utilisant FLD s'appellent les Fisherfaces, en analogie 
avec les visages propres ( Eigenfaces) [67]. 
La LDA est une technique qui cherche les directions qui sont efficaces pour la 
discrimination entre les données. La figure 1.15 représente un exemple de classification de 
deux nuages de points. L'axe principal de la LDA est l'axe de projection qui maximise la 
séparation entre les deux classes. Il est clair que cette projection est optimale pour la 
séparation des deux classes par rapport à la projection sur l'axe principal calculé par ACP. 
 
Figure 1.15 : Comparaison entre les projections de deux classes de points ("class 1" et "class 2") sur les axes 
principaux construits par ACP et par LDA. 
Les étapes de l’analyse discriminante linéaire sont : 
1) Calcul des moyennes  
Nous calculons la moyenne des images dans chaque classe (
im )  et la moyenne de toute 
les images m  
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P : Le nombre d’images d’apprentissage. 
in  : Le nombre d’images dans chaque classe. 
C : Le nombre de classes.  
2) Centrer les images dans chaque classe  
Soustraire la moyenne de chaque classe de l’image de cette classe   
                          
ˆ, ,i i ix X X X x x m                          (1.15) 
3) Centrer les moyennes  de chaque classe  
Soustraire la moyenne totale des moyennes de classes. 
                     
ˆ
i im m m                                                        (1.16) 
4) Calculer la matrice de dispersion intra-classes SW (within class scatter 
matrix)  
La matrice de dispersion intra-classes (SW) est la somme des matrices de  dispersion  des 
classes. Pour la  i
éme
 classe la matrice de dispersion Si  est calculée par la somme des matrices  
de covariance  des images centrées. 
                                                     
T
                                            (1.17) 
La matrice de dispersion intra-classes (SW)  est la somme de toutes  les matrices de 
dispersion.   






                                                (1.18) 
Où  C  est le nombre de classe.  
5) Calculer de la matrice de dispersion inter-classes SB (Between class scatter 
matrix)  
La matrice de dispersion inter-classes (SB) est  la somme de dispersion  entre classes. 
                                                        T                             (1.19) 
Où   
in  : Le nombre d’images dans la classe. 
           : La moyenne des classes.   
Le but est de maximiser les distances inter-classes tout en minimisant les distances  intra-




Donc W est optimale pour :   




          
                                                                                                           (1.20)      
        
 
6) Résoudre le problème de valeurs propres  généralisé  
 Résoudre le problème généralisé de vecteurs propres (V ) et des valeurs propres  
( ) de la matrice de dispersion  SW  et la matrice de dispersion  SB. 
 
VSVS WB 
                                             
(1.21) 
La solution est rendue par calcul des vecteurs propres et des valeurs propres de  
la matrice      
BW SS *
1 . 
 Ordonner les vecteurs propres par ordre décroissant des valeurs propres 
correspondantes. La matrice  de transformation de la LDA est constituée par  les 
premiers  vecteurs propres. 
 Inconvénient 
FLD exige un grand nombre d’échantillons de l’ensemble d’apprentissage pour la 
bonne généralisation. Quand un tel besoin n'est pas répondu, la FLD crée un problème de  
sur-ajustement aux données d'apprentissage et ceci s’apprête mal aux nouvelles données de 
test [41, 67, 68].  
 Solution 
Le modèle discriminant Linéaire Amélioré de Fisher (Enhanced Fisher Model EFM). 
3 Le modèle discriminant linéaire amélioré de Fisher (Enhanced Fisher linear 
discriminant Model (EFM)) 
Ce modèle discriminant linéaire de Fisher améliore la capacité de généralisation de la 
FLD en décomposant la procédure FLD en diagonalisation simultanée des deux matrices de 
dispersion intra-classe et inter-classe [70]. La diagonalisation simultanée est une étape 
sagement équivalente à deux opérations comme l'a souligné Fukunaga [91]. Blanchiment de 
la matrice de dispersion intra-classe et l'application de la ACP sur la matrice de  dispersion 
intre-classe en utilisant les données transformées. Durant l’opération du blanchiment de la 
matrice  de dispersion intra-classe apparaisse dans le dénominateur de la séparabilité des 
petites valeurs propres qui tendent à capturer du bruit [70]. Pour atteindre des performances 
améliorées l’EFM préserve un équilibre approprié entre la sélection des valeurs propres 
(correspondant à la composante principale de l'espace de l'image originale) qui tiennent 
compte de la plupart de l'énergie spectrale des données brutes, c.-à-d., représentation adéquate 




et l'exigence que les valeurs propres de la matrice de dispersion intra-classe (de l'espace ACP 
réduit ) ne sont pas trop petites, c.-à-d., meilleure généralisation. 
Le choix de rang des composantes principales (m) pour la réduction de la dimension, 
prend en compte de l’ordre de grandeur de l’énergie spectrale.  Les valeurs propres de la 
matrice de covariance fournit un bon indicateur pour répondre au critère de l'énergie. Il faut 
ensuite calculer les valeurs propres de la matrices de dispersion intra-classe dans l'espace 
ACP réduit pour faciliter le choix du rang des composantes principales de sorte que l'exigence 
de grandeur est respectée. A cette fin, on effectue la FLD par des étapes comme décrit ci-
dessous. En particulier, ces étapes FLD permettent de trouver les valeurs propres et les 
vecteurs propres de  SW
-1
Sb  comme résultat de la diagonalisation simultanée de  SW  et Sb . 
Alors l’étapes de EFM sont présentées comme suit : 
 Blanchissons d’abord la matrice de dispersion intra-classe :   
                  SWV=VΛ    et V
T
V=I                                                                  (1.22) 
                 Λ-1/2VTSWVΛ
-1/2
=I                                                             (1.23) 
Où V, Λ∈ Rm×m sont la matrice des vecteurs propres et la matrice diagonale des valeurs 
propres de SW   respectivement.  
Les  valeurs propres de la matrice de dispersion intra-classe  dans l'espace ACP réduit peut 
être obtenu en (équation 1.22). 
Donc, EFM diagonalise en premier lieu la matrice de dispersion intra-classe  SW  (1.22) et 
(1.23). Notez que V et Λ  sont les matrices des vecteurs propres et des valeurs propres 
correspondants aux vecteurs caractéristiques.  
 En second lieu EFM procède à calculer la nouvelle  matrice de dispersion inter-
classe comme suit: 
                                              Λ-1/2VTSbVΛ
-1/2 
= Kb                                          (1.24) 
 Diagonalisons  maintenant la nouvelle matrice de dispersion inter-classe Kb : 
                                 KbVb=VbΛb   et Vb
t
Vb=I                                    (1.25) 
Où Vb , Λb ∈ R
m×m
 sont la matrice des vecteurs propres et la matrice diagonale des valeurs 
propres de Kb   respectivement. 
 La matrice  de transformation globale de l’EFM est définie comme suit [91]: 
                               U=VΛ-1/2Vb                                                 (1.26) 
 
 




4 La LDA directe (DLDA)  
Une nouvelle approche, appelée la DLDA, a été proposée dans [73] afin de maximiser 
le critère de Fisher. La première étape de cette approche est la diagonalisation de la matrice 
Sb par le calcul de la matrice V : 
                                                    
V
T
 Sb V = Λ                                      (1.27) 
Avec :  V
T
V = I. Le problème est alors ramené à la résolution d'un problème de valeurs 
propres. Chaque vecteur de la matrice V est un vecteur propre de la matrice Sb et Λ contient 
toutes les valeurs propres de Sb. Comme la matrice Sb peut être singulière, Λ peut contenir des 
valeurs propres nulles ou très faibles. Ces valeurs ainsi que les vecteurs propres associés 
doivent être écartés car une projection dans la direction de ces vecteurs n'apporte aucune 
information discriminante entre les classes. 
Soit Y la sous-matrice composée des m premières colonnes de V (Y étant de dimension mxn 
et n étant la taille de l'échantillon d'entrée) : 
                                       Y
T 
Sb Y = Db > 0                               (1.28) 
Avec : Db la sous-matrice de Λ, de dimension mxm. 




 de part et d'autre on aboutit à : 




 Sb (Y Db
-1/2
)= Db 
En posant Z= Y Db
-1/2
 ; 
 Nous obtenons : 
                   Z
T 
Sb Z = Db                                                         (1.29) 
On constate que Z permet de réduire la dimension de Sb de nxm à mxm. 
Considérons la diagonalisation de la matrice Z
T
 Sw Z par la résolution du problème des 
valeurs propres : 




Sw Z U = Dw                                                              (1.30) 
Avec : U
T
 U = I. Dw  peut contenir des valeurs nulles sur la diagonale. 
L'objectif est de minimiser l'éparpillement des inter-classes. Il est donc important de 
garder les vecteurs de projection associés aux valeurs propres les plus faibles, spécialement 
les valeurs nulles, et d'écarter ceux associés aux valeurs propres les plus fortes. 




, A permet la diagonalisation du numérateur et du 
dénominateur du critère de Fisher : 




                                 A Sw A
T
 = Dw    ;  A Sw A
T
 = I                                (1.31) 
En posant  𝜙 = Dw
-1/2
A , nous obtenons la matrice de projection qui répond au critère 
de Fisher [42]. 
5  L’Analyse Discriminante Linéaire Bidimensionnelle Orientée (ADL2Do)   
Les techniques de projection statistique des vecteurs-images ont été très utilisées dans 
le contexte de la  reconnaissance de visages (ACP, LDA, DLDA, EFM…). Ces analyses de 
données en très grandes dimensions sont coûteuses en temps de calcul, et souffrent 
d’instabilité numérique. Pour pallier ces inconvénients, Yang et al. Ont introduit dans [74] la 
technique d’Analyse en Composantes Principales bidimensionnelle (ACP2D), plus 
performante et robuste aux différentes sources de variabilité que la méthode des eigenfaces 
[75]. Nous avons donc présenter  l’Analyse Discriminante Linéaire Bidimensionnelle 
Orientée (ADL2Do). 
On dispose d’une base de données  Ω contenant n images de visages, avec plus d’une 
vue par personne. L’ensemble des images correspondant à une même personne est désigné par 
le terme de classe. La base de données  contient C classes. Chaque image est stockée sous la 
forme d’une matrice de pixels de taille h × w, et sa classe d’appartenance Ωc est connue. 
L’ADL2Do se décline en deux versions : l’ADL2D orientée en lignes (ADL2DoL) et 
l’ADL2D orientée en colonnes (ADL2DoC). Présentons dans un premier temps l’ADL2DoL. 
Considérons une matrice de projection P, de taille w × k, et la projection suivante : 
                                                       Xi 
p
=Xi  P                                (1.32) 
Ou Xi 
p
 est la matrice de taille h×k correspondant à la projection de la matrice-image Xi sur P, 
et constitue la matrice de la signature associée à l’image Xi par l’ADL2DoL. 
Nous recherchons la matrice P qui maximise après projection la distance Euclidienne 
entre classes différentes tout en minimisant la distance entre les éléments provenant d’une 
même classe. Sous l’hypothèse que les lignes de pixels des images constituent des vecteurs 
gaussiens et que les lignes provenant de classes différentes ont la même covariance intra 
classes, on peut montrer que la matrice P
*
 maximisant le critère de Fisher généralisé suivant : 
                                                                   
(1.33) 
Où : Sw et Sb sont respectivement les matrices de covariance intra et inter classes 
généralisées de Ω : 
                                                                                                                      (1.34) 




                                                                                                                      (1.35) 
Où :  𝑿 c est la matrice moyenne des nc visages appartenant à la classe Ωc et 𝑿  est la matrice 
moyenne de tous les visages de Ω. Sous l’hypothèse que Sw est inversible (on peut aisément 
montrer que cette hypothèse est généralement vérifiée), les k colonnes de la matrice P
*
 sont 
les k premiers vecteurs propres de la matrice Sw
−1
Sb (c.-à-d. ceux associés aux plus grandes 
valeurs propres). 
 De la même manière, pour l’ADL2DoC, la projection considérée est la suivante : 




Xi                                                    (1.36) 
Où Q est une matrice de projection de taille h × k, Q
T
 est sa transposée et la matrice Xi
Q 
de 
taille k × w, constitue
 
la signature associée au visage Xi par l’ADL2DoC. Sous
 
les hypothèses 
de multinormalité et d’homoscédasticité des colonnes des matrices-images, nous pouvons 
considérer
 
que la matrice Q
*
, optimale pour une taille h × k fixée,
 
maximise le critère de 
Fisher généralisé suivant : 
                                                                              (1.37) 
Où : Σw et Σb désignent respectivement les matrices de covariance intra et inter classes 
généralisées de la base constituée des (Xi
T
)∈{1…n}                                          
                                                                                                    (1.38) 
                                                                                                                  (1.39) 
 
On peut montrer que les k colonnes de la matrice Q
*
 sont les vecteurs propres de 
 Σw
-1Σb associés aux plus grandes valeurs propres [40]. 
1.3.3  Comparaison  
Lorsqu’on souhaite comparer deux vecteurs de caractéristiques réduit issus du module 
de réduction de données  d’un système biométrique, on peut soit effectuer une mesure de 
similarité (ressemblance), soit une mesure de distance (divergence). 
Bien que la distance euclidienne soit optimale dans la théorie, les diverses expériences 
ont trouvé que la distance euclidienne est surpassée par d’autres distances. Une d’elles est la 
corrélation normalisée (normalized correlation) [76] qui est définie par :   









),(                                     ( 1 . 4 0 )   
 
          Cette fonction calcule simplement le cosinus de l’angle entre les deux vecteurs 
caractéristiques A et B. Une valeur élevée de corrélation normalisée correspond à une bonne 
similarité entre les deux vecteurs.  
           Et lorsqu’on souhaite comparer deux matrices  de caractéristiques réduit. Dans [77] 
Yang a proposé une nouvelle mesure de similarité au plus proche voisin pour la 
reconnaissance de visages. La distance de Yang se base sur la classification de matrices 
caractéristiques obtenues par l'ACP2D. Cette distance a été, également, adoptée par Visani et 
al [78] et Bengherabi [79]. Elle est définie pour deux matrices caractéristiques réduites  
                                 et                                          comme suit :   
                                                                                                               (1.41)          





                                                                                                            (1.42) 
Avec                                                                                         
Dans [80], Zuo a proposé « l'Assembled Matrix Distance: AMD » définie par: 
                                                                                                (1.43) 
Pour laquelle la distance de Yang est obtenue pour p = 1 et la distance de Frobenius pour        
p = 2. 
1.4  Mesure de la performance des systèmes d’authentification biométriques 
  Tout d’abord, afin de comprendre comment déterminer la performance d’un système 
biométrique, il nous faut définir clairement quatre  critères principaux : 
 Le premier critère s’appelle le taux de faux rejet ou TFR (“False Reject Rate” 
ou FRR). Ce taux représente le pourcentage de personnes censées être reconnues 
mais qui sont rejetées par le système, 
 Le deuxième critère est le taux de fausse acceptation ou TFA (“False Accept 
Rate” ou FAR). Ce taux représente le pourcentage de personnes censées ne pas 
être reconnues mais qui sont tout de même acceptées par le système, 




 Le troisième critère est connu sous le nom de taux d’égale erreur ou TEE 
(“Equal Error Rate” ou EER). Ce taux est calculé à partir des deux premiers 
critères et constitue un point de mesure de performance courant. Ce point 
correspond à l’endroit où TFR = TFA, c’est-à-dire le meilleur compromis entre 
les faux rejets et les fausses acceptations. 
 Le quatrième critère est le taux de réussite ou TR égale (100-(TFR+TFA)). 
La figure 1.16 illustre le TFR et le TFA à partir de distributions des scores clients et 
imposteurs tandis que le TEE est représenté sur la figure 1.17 
 
Figure 1.16 : Illustration du TFR et du TFA. 
 
Figure 1.17 : Courbe caractéristique de fonctionnement (ROC) d’un système de Vérification Biométrique. 
 La performance globale d'un système de vérification d'identité est mieux 
caractérisée par sa courbe caractéristique de fonctionnement (Receiver Operating 
Characteristic ou ROC), La courbe ROC (figure 1.17) trace le taux de faux rejet en fonction 
du taux de fausse acceptation [81]. Plus cette courbe tend à épouser la forme du repère, plus le 
système est performant, c’est-à-dire possédant un taux de reconnaissance global élevé. 
 Le seuil de décision doit donc être ajusté en fonction de l’application ciblée : 
haute sécurité, basse sécurité ou compromis entre les deux. 
 




1.4.1. Intervalle de confiance 
 Le choix des critères d'évaluation des performances des systèmes biométriques, nous 
devons faire face à une autre difficulté de l'évaluation d'un système biométrique. En général, 
on ne dispose que de peu de données de chaque personne et de peu de personnes dans les 
bases. Certaines bases sont composées de quelques dizaines de personnes seulement et on a 
peu de données par personne, même si récemment des bases de l'ordre de centaines de 
personnes ont fait leur apparition. Il est alors impératif de mesurer en plus des taux d'erreurs 
calculés, une mesure de confiance associée. 
 Deux types de mesure des intervalles de confiance sont introduits par Mellakh [42] et 
Allano [10] : l’une basée sur une méthode non-paramétrique appelée "bootstrap" et l’autre 
basée sur une méthode paramétrique.  
1  Méthode non-paramétrique 
  Pour utiliser la méthode d'estimation d'intervalles de confiance par le "bootstrap", il 
faut réaliser un ré-échantillonnage de l'ensemble de test. Ce ré-échantillonnage consiste en un 
tirage aléatoire avec replacement de M exemples. Dans notre cas, on prendra M égal au 
nombre d'exemples. Pour l'estimation du TFR, on prendra donc M = Nc avec Nc le nombre de 
scores "client" et pour le TFA, on prendra M = Ni, Ni étant le nombre de scores "imposteur". 
 Pour chaque tirage, on va donc choisir M exemples avec replacement, c'est à dire que 
les exemples peuvent être utilisés plusieurs fois ou jamais. Pour chaque tirage, on estime 
ensuite les valeurs du TFR et du TFA pour une valeur du seuil θ. On répète ensuite cette 
procédure T fois avec T tirages (en général, 1000 tirages sont suffisants). A partir de ces T 
valeurs de TFA(θ) et de ces T valeurs de TFR(θ), on peut estimer alors l'intervalle de 
confiance à 90% ou à 95% autour de la médiane. Le problème de cette méthode est changée  
les protocoles d'évaluation biométrique, les bases d'apprentissage et les listes des tests. 
2  Méthode paramétrique  
 L'hypothèse principale qui est faite lorsqu'on utilise cette méthode d'estimation de 
l'intervalle de confiance est que les scores sont issus de variables indépendantes et 
identiquement distribuées même pour les scores d'une personne, c'est-à-dire que tous les 
scores sont issus de la même loi et sont mutuellement indépendants. Cette hypothèse semble 
très stricte mais est nécessaire pour l'application des théorèmes. Ceci dit, elle n'est 
généralement pas vérifiée en pratique. 




 Il s'agit ensuite d'estimer les taux d'erreur TFA(θ) et TFR(θ) pour une ou plusieurs 
valeurs du seuil θ. Pour estimer ces erreurs, l'estimation des fonctions de répartition, appelées 
"fonctions de répartition empiriques", pour les deux classes "client" et "imposteur" doit être 
réalisée par une loi normale. L'estimation des intervalles de confiance des taux d'erreur TFA 
et TFR à un seuil θ est obtenue par :  
TFA(θ) 𝐓𝐅𝐀  (𝛉) λ × 
𝐓𝐅𝐀   𝛉 (𝟏−𝐓𝐅𝐀   𝛉 )
𝐍𝐢
 , 𝐓𝐅𝐀  (𝛉) λ × 
𝐓𝐅𝐀   𝛉 (𝟏−𝐓𝐅𝐀   𝛉 )
𝐍𝐢
 ], 
(1.44)     
TFR(θ) 𝐓𝐅𝐑  (𝛉) λ × 
𝐓𝐅𝐑   𝛉 (𝟏−𝐓𝐅𝐑   𝛉 )
𝐍𝐜
 , 𝐓𝐅𝐑  (𝛉) λ × 
𝐓𝐅𝐑   𝛉 (𝟏−𝐓𝐅𝐑   𝛉 )
𝐍𝐜
 ],    
(1.45)  
Avec 𝐓𝐅𝐀 (𝛉)𝐓𝐅𝐑  (𝛉) les valeurs calculées pour un test donné et Nc les scores "client" et 
Ni les scores "imposteur" du test. Pour des intervalles de confiance à 90%, on a λ = 1.645 et 
pour des intervalles de confiance de 95%, on a λ =1.96.  
 Cette méthode non paramétrique sera utilisée dans la suite afin de calculer les 
intervalles de confiance. Ce choix est justifié pour  éviter le changement dans  les protocoles 
d'évaluation de notre base de données et cette méthode est la plus utilisée  [10, 11, 42, 57, 82]. 
1.5  Conclusion    
Dans ce chapitre, nous avons présenté l’état de l'art et notre modèle de 
reconnaissance de visage, ce chapitre n'a pas pour finalité de décrire tous les algorithmes de 
reconnaissance faciale mais nous nous sommes contentés de présenter les algorithmes qui ont 
introduit une nette évolution dans le domaine de cette biométrie, permettant ainsi une 
véritable amélioration des performances. Dans l’état de l'art nous avons décomposé les 
méthodes  en trois  grandes familles : les méthodes globales, pour lesquelles les 
caractéristiques sont extraites directement depuis l’ensemble des valeurs de pixels des images 
et les méthodes locales, basées sur l’extraction de signatures extraites localement du visage. 
Les techniques dites hybrides utilisent conjointement ces deux types de modélisation.  
Parmi les méthodes globales, on compte notamment les méthodes basées sur la 
projection statistique, aussi appelées techniques de réduction de dimension. Elles visent à 
définir un espace de projection dans lequel les données sont projetées puis classées. Deux 
types de critères peuvent être utilisés pour déterminer ce sous-espace : un critère de 




représentation des données (on cherche à préserver la distribution des données) ou de 
séparabilité en fonction de la classe d’appartenance. Pour optimiser le premier critère, on 
utilise essentiellement l’ACP ou l’ACI tandis que, pour le second critère, l’LDA est 
généralement préférée. Ces méthodes sont caractérisées par un apprentissage rapide, un faible 
nombre de paramètres à ajuster et de très bonnes performances. Nous avons vu à traverse de 
résultats expérimentaux provenant de différentes sources (tableau 1.1) que la méthode globale 
des  fisherfaces  (LDA) est très performante, en comparaison avec les autres techniques de 
l’état de l’art. Les  fisherfaces présentent de plus l’avantage d’être facilement généralisables à 
des problèmes plus complexes alors notre choit est porter sur les méthodes globale à base des 
fisherfaces.   
   Dans la section de présentation de modèle, nous avons essayé de présenter quelques 
algorithmes utilisés dans les trois étapes  d’un système de reconnaissance faciale. Nos efforts 
sont concentrés la dessus :  
 pour l’étape d’extraction des caractéristiques nous utilisons  deux types de 
descripteurs de visages la transformée de Hough et les ondelettes de Gabor et un 
choix du meilleur filtre s’impose.  
 Mais pour l’étape de réduction l’espace de données nous présentons plusieurs  
d’algorithmes de réduction globale à une dimension (Analyse en Composantes 
Principales (ACP), Analyse Discriminante Linéaire (LDA), le Modèle 
Discriminant Linéaire Amélioré de Fisher (Enhanced Fisher Linear 
Discriminant Model (EFM) et LDA directe (DLDA) et la LDA à deux 
dimensions (L’Analyse Discriminante Linéaire Bidimensionnelle Orientée 
(ADL2Do).  
 Et finalement nous présentons des algorithmes de comparaisons entre deux 
vecteurs et deux matrices à base de plusieurs métriques. La  distance qui 
donne les meilleures performances est retenue.  
Enfin nous détaillons  la mesure de la performance et l’intervalle de confiance   d’un 
système biométrique. 





2 Authentification de visages et  étude expérimentale  
 
2.1Introduction  
 Jusqu’ici nous avons approché la reconnaissance automatique des visages d’un point 
de vue théorique. Comme l’authentification est un problème pratique, il est maintenant 
d’examiner les différentes alternatives de solutions et d’essayer de tirer quelques conclusions. 
 Les résultats expérimentaux que nous allons présenter sont divisés en deux 
parties.Nous donnerons tout d’abord les résultats des comparaisons des méthodes de réduction 
d’espace.Nous développons ensuite la partie d’extraction de paramètres  par deux méthodes : 
la transformation de Hough et les filtres de Gabor. Finalement, le modèle ainsi étudié est 
appliqué sur les images de visages de la base de données XM2VTS et les résultats obtenus 
sont exposés et les  meilleures systèmes d’authentification de visages  est retenue dans la 
conclusion.    
2.2 La base de données XM2VTS    
La base de données XM2VTS(Extended Multi Modal Verification for Teleservices 
and Security applications)[83] est une base multimodale développée au sein du projet 
européen ACTS offre des enregistrements synchronisés desphotos de visages prises de face et 
de profil et des paroles de 295 personnes des deux sexes hommes et femmes de différents 
âges, elle est utilisée pour la vérification d'identité. Pour chaque personne huit prises ont été 
effectuées enquatre sessions distribuées pendant cinq mois afin de prendre en compte le 
changement d'apparence des personnes selon plusieurs facteurs (présence et/ou absence de 
lunettes, barbe, changement de coiffure, pose, etc.). Parcontre, seules les expressions neutres 
ont été considérées,et chaque session est composée de deux enregistrement, une pour les 
séquences de parole et l'autre pour les séquences vidéo de la tête. Les vidéos et photos sont en 
couleur de haute résolution (format ppm), la taille est de 256 x 256 pixels pour les images et 
de très bonne qualité codé sur 24 bits dans l'espace RGB. Cela permet de travailler en niveaux 
de gris ou en couleur. 
Le choix principal de XM2VTS est sa taille grande, avec 295 personnes et 2360 
images en total et sa popularité puisqu'elle est devenue une norme dans la communauté 
biométrique audio et visuelle de vérification multimodale d'identité. 




 Pour la tâche de vérification, un protocole standard d’estimation de performances a 
étédéveloppé. Appelé «Lausanne protocolsplitsrandomly»,il existe deux configurations 
différentes, la configuration I et la configuration II(LPIet LPII)et définis dans [83]. Nous 
n’utiliserons la configuration I puisqu'elle est la plus dure,  il consiste à séparer les individus 
en deux classes, client et imposteur. Le groupe client contient 200 sujets, alors que le 
groupeimposteur est divisé en 25 imposteurs pour l'évaluation et 70 imposteurs pour le test. 
La répartition des photos dans les différents ensembles sont présentée dans le tableau 2.1, et 
les figures 2.1,2.2 présentent des images de face de la base de données XM2VTS. 
 
Figure  2.1: Exemples des images de la base de données XM2VTS. 
 
Figure 2.2: Exemples des images d’une personne de la base de données XM2VTS 
Ensemble Clients Imposteurs 
Apprentissage 600 images (3 par personne) 0 images 
Evaluation 600 images (3 par personne) 200 images (8 par personne) 
Test 400 images (2 par personne) 560 images (8 par personne) 
Tableau 2.1Répartition des photos dans les différents ensembles 




2.3Comparaisondes  algorithmes de réduction l’espace de donnée 
Dans un visage de la même personne, au point quedeux images très semblables (à l'œil 
humain) pourraientêtre extrêmement différentes si elles sont comparées pixelpar pixel. Il est 
donc nécessaire d'extraire lescaractéristiques appropriées et discriminantes à partir desimages 
du visage et de comparer ces caractéristiques au lieude comparer des images approximatives. 
Naturellement,plus les caractéristiques discriminantes, plusl'authentification sera facile. 
2.3.1Prétraitement d’image  
 Le prétraitement est une phase importante dans le processus globale d’authentification. 
C’est une méthode simple qui augmente en général les performances du système. Elle permet 
souvent une première réduction des données et elle atténue les effets d’une différence de 
conditions lors des prises de vues. Pour notre travail nous avons besoin de trois  phases de 
prétraitement : le découpage de l’image puis ladécimation conversion de la couleur en 
l’espace de couleur TSV. 
1Découpage  
Le découpage de l’image consiste à conserver les maximums des variations 
intrinsèques duvisage, et de supprimer les autres informations comme l'arrière plan, les 
cheveux, les cols de chemise, les oreilles…etc.afin d'améliorer les performances du système 
d'authentification. 
 Une fenêtre rectangulaire de taille (161x121) est centrée autour des caractéristiques les 
plusstables liées aux yeux, aux sourcils, au nez et à la bouche a été utilisée. La Figure 2.3 




Figure 2.3 : l’image de visage a)avant et b) après découpage 
 
2Décimation 




Consiste à ne prendre qu’un pixel sur quatre. Cela réduit bien entendu la résolution des 
images.L'image de visage passera ainsi d'une dimension 256x256=65536 pixelsvers une 




Figure 2.4 : image de visage a)avant b) après décimation. 
3La composanteS de l’espace de couleur TSV de l’image  
 Les systèmes d'authentification de visages utilisent souvent la représentation en 
niveaux de grisde l'image de visage comme caractéristique d'entrée. Mais lorsque les images 
sont en couleurs, il est avantageux d’utiliser cette information supplémentaire pour améliorer 
les performances de ce système d'authentification. Alor nous avons utilisée l’espace de 
couleurTSV (Teinte, Saturation, Valeur) ou HSV (Hue, Saturation, Value) car est le système 
le plus utilisée dans la littérature [42]. La quantification dela couleur de notre base de données 
XM2VTS est faite dans le système RVB (Rouge, Vert et Bleu), Le passage du système de 
couleurs RVB au système TSV se fait parune fonction de transfert non linéaire. La figure 2.5 
présente les deux systèmes colorimétriques RVB et TSV. 
 
(a)                                                               (b) 
Figure 2.5: Différents systèmes colorimétriques : (a) plan du système de couleurs RVB, (b) cylindre du système 
de couleurs TSV. 




Soient min et max, respectivement, les valeurs minimales et maximales descomposantes R,V 
et B (min = minimum(R,V, B) et max = maximum(R, V, B))et soient x et y les coordonnées 
d'un pixel de l'image. 
Les transformations des espaces RVB vers TSV sont données par les équations suivantes[42]. 
 
 








V(x, y) = max(2.3) 
Pour plus de détails sur cette transformation, voir [84]. 
 Dans [85] est étudiée les espaces de couleurs pour la base de donnée XM2VTS pour 
les deux protocoles deLausanneest trouvée que la composante S  est donnée le meilleur 
résultat pour la tache de vérification d’identité de visages, a partir de cette résultat nous avons 
utilisée la composons S de l’espace de couleur TSV comme caractéristique d’entrer de 
l’algorithme de réduction d’espace de donnée.  
La figure 2.6 présente la conversion de couleur et l’extraction de composante S de visage   . 
   (a)                       (b)                  (c) 
Figure 2.6: (a) Image découpée et décimer, (b) Image en système TSV, (c)  La composons S de TSV. 
4Enchaînement des (lignes/ou colonnes) 
 C'est la conversion de la matrice image vers un vecteur. Extrayons de l'image la  
matrice de composant couleur S. Puis nous faisons la conversion de la  matrice à un vecteur 
par l'enchaînement des lignes ou colonnes de la matrice correspondante. 
 
5Photo normalisation 




 La photo normalisation a un double effet : d’une part elle supprime pour tout 
vecteurimagexun éventuel décalage par rapport à l’origine et ensuite elle supprime tout effet 





  (2.4) 
mean(x) : le moyen de x  
std (x) : l’écart type  de x. 
2.3.2Les algorithmes de réduction d’espace  
 Nous avons étudiée  6 algorithmes de réduction d’espace de donnée pour choisier la 
meilleur algorithme, les étapes de chaque algorithme est présenter comme suite : 
1L'analyse en composantes principales(PCA)  
1. Prétraitement. 
2. Création de la matrice des données X (L'ordonnancement desvecteur images des 
clients coté à coté). 
3. Centrer la  matrice des données  𝑋  
4. Calcul de la matrice de covariance des données 𝑋 𝑋T. 
5. Calcul des valeurs et vecteurs propres de la matrice de covariance. 
6. Ordonner les vecteurs propres par ordre décroissant des valeurs propres 
correspondantes. 
7. La matrice  de transformation de la PCA est les m premiers vecteurspropres (UPCA). 
2Analyse Discriminante Linéaire (LDA) 
1. Prétraitement. 
2. Calcul la matrice de dispersion intra-classes SW( équation1.17). 
3. Calcul de la matrice de dispersion inter-classes SB( équation1.18). 
4. Calcul des valeurs et vecteurs propres de la matriceSW
-1
 * SB. 
5. Ordonner les vecteurs propres par ordre décroissant des valeurs propres 
correspondantes. 
6. La matrice  de transformation de la LDA est les m premiers vecteurspropres (ULDA). 
3Le modèle discriminant Linéaire amélioré de Fisher (EFM) 





2. Calcul la matrice de dispersion intra-classes SW( équation1.17). 
3. Calcul de la matrice de dispersion inter-classes SB( équation1.18). 
4. Calcul des valeurs (Λ) et vecteurs (V) propres de la matriceSW. 







6. Calcul des valeurs (Λb) et vecteurs (Vb) propres de la matriceKb. 
7. Calcul de la matriceU=VΛ-1/2Vb. 
8. La matrice  de transformation de l’EFM est les m premiers vecteurs de U (UEFM). 
4La LDA directe (DLDA)  
1. Prétraitement. 
2. Calcul la matrice de dispersion intra-classes SW( équation1.17). 
3. Calcul de la matrice de dispersion inter-classes SB( équation1.18). 
4. Calcul des valeurs (Db)et vecteurs (Y) propres de la matriceSB avec Y
T 
Sb Y = Db> 0. 







6. Calcul des valeurs (UW) et vecteurs (DW) propres de la matriceKW. 





5L’Analyse Discriminante Linéaire Bidimensionnelle Orientée en lignes (ADL2DoL) 
1. Prétraitement. 
2. Calcul la matrice de dispersion intra-classes SW( équation1.34). 
3. Calcul de la matrice de dispersion inter-classes SB( équation1.35). 
4. Calcul des valeurs et vecteurs propres de la matrice SW
-1
 * SB. 
5. Ordonner les vecteurs propres par ordre décroissant des valeurs propres 
correspondantes. 
6. La matrice  de transformation de l’ADL2DoL est les m premiers vecteurspropres 
(UADL2DoL). 
6 L’Analyse Discriminante Linéaire Bidimensionnelle Orientée en 
colonnes(ADL2DoC) 
1. Prétraitement. 
2. Calcul la matrice de dispersion intra-classes SW( équation1.38). 
3. Calcul de la matrice de dispersion inter-classes SB( équation1.39). 
4. Calcul des valeurs et vecteurs propres de la matrice SW
-1
 * SB. 




5. Ordonner les vecteurs propres par ordre décroissant des valeurs propres 
correspondantes. 
6. La matrice  de transformation de l’ADL2DoC est les m premiers vecteurspropres 
(UADL2DoC). 
2.3.3Projection des images 
 Pour l’algorithme de réduction d’espace ACP 
 Le vecteur image Xi se transforme en vecteur Yi par la relation : 
Yi=UACP
T
* Xi ( 2 . 5 ) 
 Pour les algorithmes de réduction d’espace LDA, EFM est DLDAnous avons 
effectuée deux opérations de projection la première par ACP pour réduire les 
dimensions  de vecteur image et la deuxième projection par  LDA, EFM est DLDA 
pour faire la réduction et la séparation entre les classes.Le vecteur image Xi se 





 Xi (2.6) 
 Pour l’algorithme de réduction d’espace ADL2DoL 
 Lamatrice  image Xi se transforme en matriceYi par la relation : 
Yi=UADL2DoL* Xi(2.7)  
 Pour l’algorithme de réduction d’espace ADL2DoC 





 Nous utilisonspour la comparaison la distance de corrélation normalisée donnée par 
l’équation 1.40pour comparer deux vecteurs caractéristiques réduits. Mais pour la 
comparaison de deux matrices caractéristiques réduites nous utilisons la 
distanceAMD(AssembledMatrix Distance)définie parl’équation 1.43. 
 
 
2.3.5 Résultats de simulation 




 Nous utilisons plusieurs algorithmes de réduction d’espace,on peut légitiment se poser 
la question : quelalgorithme choisir ? Pour répondre à cette question nous avons effectué nos 
expériencessur tous cesalgorithmes, pour le choix du meilleur. 
La figure 2.7 nous montre que la méthode  EFM est mieux performante que la LDA 
suivie de la DLDA suivie de L’ACP enemployant un nombre restreint de caractéristiques 









Figure 2.7 :Comparaison des TEEpour ACP, LDA, EFM et DLDA dans l'ensemble d’évaluation . 
Les figures 2.8 et 2.9illustrent les taux d’égale erreur TEE obtenus sur l’ensemble 
d’évaluation de deux méthodes (ADL2DoL,ADL2DoC)en appliquant la AMD pour la 
mesure  de distance  avec p= 0.125, 0.5, 1, 2.Nous remarquons que le meilleur résultat est 
obtenu par p= 0.125 pour les deux méthodes d’extraction de caractéristiques par un nombre 
restreint des vecteurs propres. Le tableau 2.2 montre les meilleurs résultats obtenus dans 
l’ensemble d’évaluation et l’ensemble de test pour tous les algorithmes de réduction d’espace 
étudiées. 
 
Figure 2.8 :TEE dans l'ensemble d'évaluation pour différentes fonctions de mesure de distances pour 
(LDA2DoL). 











Ensemble de test Nombre de 
caractéristiques 
 TEE   % TFR   % TFA   % TR % 
ACP 5.7 ±1.04 2.7 ±1.58 8.1 ±0.17 89.2 ±1.75 200 
ACP+LDA 2.83 ±0.74 2 ±0.08 4.12 ±1.94 93.88 ±2.03 90 
ACP+EFM 2.66 ±0.13 2 ±1.37 3.66 ±0.12 94.33 ±1.49 80 
ACP+DLDA 3 ±0.72 2.1 ±1.4 4.3 ±0.12 93.6 ±1.53 195 
LDA2DOL 5.1 ±0.98 2 ±1.37 6.3 ±0.15 91.7 ±1.52 2*81 
LDA2DOC 5.01 ±0.97 2 ±1.37 6.19 ±0.15 91.81 ±1.52 2*61 
Tableau 2.2 :Performances des méthodes  ACP, LDA, EFM, DLDA, LDA2DoL et LDA2DoC  (intervalle de 
confianceparamétrique à 95%). 
Le tableau 2.2nous montre bien que le meilleur résultat est obtenu avec EFM avec 
unTEE=2.66 ±0.13%et unTR=94.33 ±1.49% en utilisant seulementun nombre 
80deparamètres caractéristiques, et nousremarquons aussique les TR et TEE obtenus par la 
DLDA et la LDAsont assez proches. Alors que le mauvais  résultat est obtenu par PCA 
appliquée uniquement et c’est un résultat bien évident puisque cette méthode est gourmande 
en quantité de données et n’assure pas une discrimination optimale. Les deux méthodes 
LDA2DOL et LDA2DOC donnent presque le même résultat avec un nombre de 
caractéristiques 2*81=162 pour   LDA2DOL et 2*61=122 pour LDA2DOC. Donc, ces 
méthodes à deux dimensions n’améliorent pas la performance d'authentification de visage par 
rapport aux LDA, EFM et DLDA car  la base de données XM2VTS  a été réalisée sur une 
longue période ce qui a permis d’obtenir plusieurs images d’une même personne et donc une 
grande variabilité d'apparence (changement de coiffure, présence et/ou absence de lunettes, 




etc…). Parcontre, seules les expressions neutres ont été considérées, donc nous proposons 
l'utilisation deces méthodes pour les bases de données qui contiennent plusieurs expressions. 
L’algorithmede réduction d’espace de donnée  retenu restele modèle discriminant 
Linéaire Amélioré de Fisher (EFM). 
2.4La transformation  de Hough 
 Cette transformation nécessite un filtrage passe haut et un seuillage de la composons S 
de l’espace de couleur TSL de l’mage découpé et décimé, nous permettant de  déterminer les 





Figure 2.10 : (a)  la composons S de l’image découpée et décimée (b) après le filtrage par Roberts. 
 
La transformée de Hough(TH) opère sur des données binaires des points contours de 
l'image.La quantification du plan des paramètres revient à quantifier l'intervalle 0 
<pour la dimension de et l'intervalle-R Rpour la dimension de , avecR la moitié 
de la diagonale de l'image. 
ketkpas de quantification des dimensions deet. 
netnle nombre de valeurs discrètes dans les intervalles deet . Les valeurs 
deetdiscrétisées s'écrivent comme suit : 
= t * k                          0 tn 
= -R + r * k         0 rn  Avec : nk     et    n2R/ 
Pour chaque point contour de coordonnées (x, y) de l'image, nous calculons pour chaque 
valeur discrète dela valeur discrète de suivant l'équation suivante : 
= x *cos+ y *sin 
Ensuite, nous incrémentons la cellule correspondante dans le tableau accumulateur. Nous 
faisons la même chose pour tous les points contours de l'image. L’organigramme ci-dessous 
de la figure 2.11 décrit ce calcul [56]. 
 





















Figure 2.11 : Organigramme de la Transformée de Hough. 
Finalement, le vecteur caractéristique de l’image de visage est construit par l'enchaînement 
des lignes ou colonnes de le tableau accumulateur puis la Photo Normalisation. Nous 
utilisons ACP + EFM comme méthode de réduction d’espace et la corrélation pour la 
mesure de similarité. La courbe de taux d’égale erreur TEE obtenu dans l’ensemble 
d’évaluation  de notre approche du système d’authentification de visages en utilisant la 
transformation deHough comme méthode d’extraction des caractéristiques de visage est 
montrée par la figure 2.12. 
Cette figure nous montre que le meilleur résultat est obtenu avec un nombre de 
caractéristiques égaleNp=140. Le tableau 2.3 donne le meilleur TEE obtenu dans l’ensemble 
d’évaluation et l’ensemble de test pour la transformation deHough. 
 
 














Ensemble de test Nombre des 
caractéristiques 
 TEE   % TFR   % TFA   % TR % 
TF Hough 5.01 ±0.97 2 ±1.37 6.19 ±0.15 91.81 ±1.52 140 
Tableau 2.3 : TF de Houghdans l'ensemble d’évaluation et test(intervalle de confiance paramétrique à 95%). 
 Le meilleur TEEobtenu dans le cas de cette transformation est égale 5.01 ±0.97 % 
dans l’ensemble d’évaluation et un TR égale 91.81 ±1.52dans l’ensemble de test qui demeure 
un résultat nécessitant des améliorationspour la vérification de visages. 
2.5Les ondelettes de Gabor 
2.5.1Extraction des caractéristiques  
 La méthode de reconnaissance que nous étudions dans cette partie  repose 
principalement sur l'extraction des caractéristiques du visage par filtrage de Gabor 2D. Les 
filtresde Gabor sont connus comme un moyen d'analyse espace-fréquence très robuste. Cette 
spécificité a fait des filtres de Gabor un moyen puissant d'analyse de textures et de 
classification. Les filtres de Gabor analysent la texture d'un objet suivant différentes 
résolutions et différents angles. Dans le domaine spatial, un filtre deGabor 2D est une 
fonction à noyau gaussien modulée par une onde sinusoïdaleplane complexe.L'équation 
générale d'une ondelette de Gabor en 2D est : 
(2.9) 
Où :  
x’ = xcosθ + ysinθety’ = -xsinθ+ ycosθ. 




Il y a donc cinq paramètres quicontrôlent l'analyse par ondelettes, à partir [57,86]. Nous 
choisissons les cinq paramètres comme suit :  
 θspécifie l'orientation du filtre. Nous utilisons dans ce cas huit orientations : 
 θ={0,𝜋/8 , 𝜋/4, 3𝜋/8, 𝜋/2 , 5𝜋/8 ,3𝜋/4 , 7𝜋/8 }. 
 λspécifie la longueur d'onde et donc la fréquence de la sinusoïde. Cette variablepeut 
prendre cinq valeurs comprises entre 4 et 16 : λ={4, 4 2 , 8 ,8 2 , 16 }. 
 φ spécifie la phase de la sinusoïde. Elle vaut 0 ou 𝜋/2 selon que l'on veut lapartie 
réelle ou imaginaire. 
 σ  spécifie la variance de la gaussienne (sa taille ou résolution). Elle est 
proportionnelle à lalongueur d'onde de la sinusoïde. Dans notre cas σ= λ. 
 γspécifie l'aspect de la gaussienne. Ici les gaussiennes sont de forme circulaire : 
γ= 1. 
La représentation de Gabor d'une image de visage est obtenue par la convolution de 
l'image avec la famille des filtres de Gabor, définie par IG(r,o)= I * G(r ,o)oùIG(r, o) est le 
résultat de la convolution de l'image par le filtre de Gabor à unecertaine résolution r et à une 
orientation o. 
La famille de filtres de Gabor est alors caractérisée par un certain nombre 
derésolutions ou fréquences et  orientations, qui seront appelées "caractéristiques"par la suite. 
Comme on peut le remarquer dans l'équation 2.9, les filtres de Gabor ont uneforme complexe 
qu'il est possible d'exploiter. En effet, étant en quadrature dephase, il est important d'utiliser 
les informations données par la partie réelle et la partie imaginaire des coefficients de Gabor.  
Deux choix triviaux s'offrent à nous :l'étude de l'amplitude et l'étude de la phase de Gabor. 
Dans [87], Oppenheim adémontré que la phase des analyses multi-résolutions est plus 
informative que les amplitudes qui peuvent souffrir des problèmes d'illumination. 
L'amplitude et la phase seront notées respectivement par : 
  (2.10) 
  (2.11) 
La figure 2.13 présente les amplitudes et les phasesde la convolution de l’image de visage en 
l’espace de couleur TSV par quarante filtres de Gabor. 
 
 










Figure 2.13: Résultats de la convolution d'une image de visage avec une famille de 40 filtres de Gabor (8 
orientations (horizontales) et 5 résolutions (verticales)).(a) Image en espace de couleur TSV , l'ensemble (b) 
représente les amplitudes et (c) les phases de cette convolution. 




2.5.2Représentation du visage et choix des filtres de Gabor 
La majorité des approches se basant sur le filtrage de Gabor pour la reconnaissance de 
visages (approches globales par réduction d'espace ou approches localespar points 
caractéristiques) utilisent uniquement l'amplitude de la réponse ou lafusion de l'amplitude et 
de la partie réelle [88, 89, 90]. L'utilisation de ces représentations est rarement argumentée et 
la non-utilisation de la phase de Gabor est  dans la plupart des cas, justifiée par une instabilité 
temporelle de la réponse [57]. 
1Influence des caractéristiques de la famille des filtres de Gabor  sur les performances 
de l’authentification de visages  
Nous commencerons par étudier l'influence des caractéristiques des famillesdes filtres 
de Gabor sur les performances de l’authentification pour en déduire lechoix optimal. 
La représentation de l'image considérée est l'amplitude des réponses des filtres de Gabor. 
L'image d'entrée est une image de visagecoupée et décimée. Nous considérons la 
composanteS de l'image couleur dans l'espace TSV.L'algorithme de réduction d’espace utilisé 
estACP + EFM  appliquée à l'amplitude des réponses des filtres de Gaboret la mesure de 
similarité utilisée est lacorrélation.Le tableau 2.4 présente les résultats de l’authentification  
en terme taux d'égale erreurTEEdans l'ensemble d’évaluation pour différent  niveau de 
résolution et d'orientations de quarante filtres de Gabor et un nombre de caractéristiques dans 




Orientations des filtres (θ) 
0 𝜋/8 𝜋/4 3𝜋/8 𝜋/2 5𝜋/8 3𝜋/4 7𝜋/8 
4 9.28 10.1 8.13 8.02 8.01 8.04 8.63 7.3 
4 2 8.33 9.01 7.54 9.61 5.35 7.95 7.2 8.5 
8 9.31 7.34 8.7 5.7 7.85 5.13 8.02 8.17 
8 2 9.54 8.64 7.31 9.36 10.19 8.3 7.07 7.54 
16 9.17 8.48 8.65 9.18 9.18 8.64 7.84 7.62 
Tableau 2.4 :Taux d'égale erreurTEEdans l'ensemble d’évaluation pour différent  niveaux de résolutions et 
d'orientations pour les 40 filtres. 
Dans ce tableau nous constatons que le meilleur TEE= 5.13%avec résolution (σ=8) et 
orientation (θ= 5𝜋/8 ) et ce n’est pas encore un bon résultat. Pour cela nous nous intéressons 
aux phases des filtres de Gabor. 
 




2Utilisation de la phase de Gabor pour l’authentification de visages 
Lorsque nous considérons une image du visage, certaines parties du visage n'ont 
aucune texture informativequi pourrait être analysée par les basses résolutions des filtres de 
Gabor. Pour ces régions, l'analyse par filtrage de Gabor donne Real(IGs,o)≅0 et 
Im(IGs,o)≅0. 
Même si ces valeurs sont très près de 0, l'amplitude de la convolution n'est pas affectée par ce 
problème, alors que la phase devient une forme indéterminée pour ces régions spécifiques. 
Pour éviter les formes indéterminées, nous sélectionnons  les régions informatives par 
seuillage de l'amplitude à chaque point d'analyse. 
 
Si   M (IGs,o)(x,y) > Th(2.12) 
Si M (IGs,o)(x,y) <  Th 
 
Où (x; y) sont les coordonnées du point analysé et Th est le seuil de sélection de la phase. 
Optimisation du seuil pour la sélection de la phase 
Afin d'étudier l'influence du seuillage de la phase en fonction des performances. La 
figure 2.14 montre l'évolution des taux d'égale erreurTEEen fonction du seuil Thpar un filtre 
de Gabor avec résolution σ = λ=4 et orientations θ =/𝟐 . 
 
Figure 2.14 : Taux d'égale erreur dans l'ensemble d'évaluation en fonction du seuil Th. 
La courbe  de la figure 2.14 montre que la variation du taux de TEE en utilisant la 
phase de Gabor est bien liée aux seuils du filtrage. 




Notre choix s’est porté sur le seuil du filtrage Th =0.014qui comme le montre la 
courbe présente le meilleur  TEE. Notre  seuil est presque égale à celui obtenu par Mellakh 
[42]. La même étude a été publiée dans [91] mais sur la base FRGC. 
Dans cette deuxième  phase, nous choisissons les filtres de Gabor optimaux pour la 
phase. Le tableau 2.5 présente les résultats de l’authentification de visages en terme taux 
d'égale erreurTEEdans l'ensemble d’évaluation pour différents  niveaux de résolutions et 
d'orientations des quarantefiltres de Gabor et un nombre de caractéristiques dans la phase de 




Orientations des filtres (θ) 
0 𝜋/8 𝜋/4 3𝜋/8 𝜋/2 5𝜋/8 3𝜋/4 7𝜋/8 
4 4.79 5.14 4.12 4.96 2.69 3.21 3.79 4.64 
4 2 4.8 5.29 6 5.28 4.15 4.88 4.87 5.3 
8 6.03 6.53 7.16 6.79 6.04 6.85 6.29 7.04 
8 2 6.64 7.47 7.29 8.21 8.52 8.14 7.66 7.8 
16 6.5 7.01 8.16 8.45 9.01 8.61 7.99 7.84 
Tableau 2.5 : Taux d'égale erreurTEEdans l'ensemble d’évaluation pour différent  résolution et d'orientations 
des filtres pour les 40 filtres. 
Nous remarquons quela première résolution et l’orientations : θ=𝜋/2 , 5𝜋/8,5𝜋/8, 
donnent le meilleur TEE. Les résultats obtenus par les phases de Gabor sont satisfaisants et 
encourageants. Nous utiliserons donc dans ce qui suit et pour la conception de notre système 
multi-algorithmesces trois phases des filtres de Gabor. 





Ensemble de test 
 
TEE % TFR % TFA % TR % 
Système 1 2.66 ± 0.72 2± 1.37 3.66± 0.11 94.33± 1.48 
Système 2 2.69 ± 0.72 0.5± 0.69 4.07± 0.12 95.43± 0.81 
Système 3 3.3 ± 0.8 2± 1.37 4.41± 0.12 93.59± 1.49 
Système 4 3.79 ± 0.85 0.5± 0.69 4.47± 0.12 95.03± 0.82 
Tableau 2.6 Résultats du système d’authentification de visages pour les quatre meilleurs systèmes retenus dans 
l’ensemble d’évaluation et test (intervalle de confiance paramétrique à 95%). 
Avec : 
 Le système 1utilise l’étape deprétraitement (voir paragraphe 2.3.1)  puis  




ACP + EFM comme  étape de réduction d’espace et  une comparaison par la métrique  
corrélation. 
 Le système 2utilise la phase filtrée de la convolution de la composante  S de l’espace 
de couleur TSV de l’mage découpée et décimée et filtrée par le filtre de Gabor de la 
première résolution (σ = λ= 4) et l’orientation (θ=𝝅/𝟐)  puis ACP + EFM comme  
étape de réduction d’espace et enfin la corrélation  pour la comparaison. 
 Le système 3 est identique au système 2 avec (σ = λ= 4) et l’orientation (θ= 𝟓𝝅/𝟖). 
 Le système 4 est aussi identique aux systèmes 2 et 3 avec (σ = λ= 4) et l’orientation 
((θ= 𝟑𝝅/𝟒)). 
2.6Conclusion  
 Dans ce chapitre nous avons présenté les résultats obtenus en effectuant une étude 
comparative tout d’abord sur les méthodes de réduction d’espace. Puis une comparaison entre 
la transformation de Hough et les filtres de Gabor où l’information apportée par les phases des 
filtres est retenu et un seuil étudié argumente bien notre choix. Ces résultats montrent : 
 L’efficacité de l’approche ACP+EFM par rapport ACP, LDA, DLDA, ADLB2Doc 
et ADLB2Dol. 
 La transformation de Hough ne donne aucune amélioration au sens performance. 
 Les phases filtrées de la convolution des images de visages par les filtres de Gabor 
contiennent beaucoup d’information et donnent  de bons résultats surtout pour des 
orientations particulières.  
Malgré des résultats satisfaisants pour les systèmes d’authentification de visages obtenus 
dans ce chapitre les taux d’erreur associés à des systèmesbiométriques uni-modaux sont 
restent relativement élevés. Ce qui les rend inacceptablespour un déploiement d’applications 
critiques de sécurité. Pour pallier à ces inconvénients,une solution est l’utilisation de 
plusieurs modalités biométriquesau sein d’un même système. On parle alors de système 








3 La multimodalité 
 
3.1 Introduction 
Comme il a été annoncé dans le résultat obtenu dans le chapitre 2 concernant les 
systèmesuni-modaux d’authentification de visages. Chaque système  en soi ne peut pas 
toujours être utilisé de manière fiablepour effectuer la reconnaissance. Cependant, la 
consolidation d’informations présentéespar les différentes modalités peut permettre une 
authentification précisede l’identité. Alors labiométrie multimodale est la combinaison de 
plusieurs modalités biométriques différentes, ce qui implique l'utilisation d'informations 
complémentaires pour une personne donnée. Dans ce chapitre, nous allons d'abordprésenterles 
limitationsdes systèmes biométriques lorsqu'ils n'utilisent qu'une seule modalité biométrique. 
Ensuite, nous présenterons la biométrie multimodale qui est l’objectif de notre étudeet :  
 Les différents multi- possibles, 
 Les architectures, 
 Les niveaux de fusion, 
 Choix des types de multimodalitéet du niveau de fusion,   
 État de l'art de la fusion de scores, 
3.2Les limitations des systèmes biométriques monomodaux  
 Bien que les techniques de reconnaissance biométrique promettent d’être très 
performantes,on ne peut garantir actuellement un excellent taux de reconnaissance avec 
dessystèmes biométriques unimodaux, basés sur une unique signature biométrique. De plus, 
cessystèmes sont souvent affectés par les problèmes suivants [92] : 
 Bruit introduit par le capteur: le bruit peut être présent dans les données 
biométriques acquises, ceci étant principalement dû à un capteur défaillant ou mal 
entretenu. Par exemple, un mauvais focus de caméra entraînant du flou dans des 
images de visage. Le taux de reconnaissance d’un système biométrique est très 
sensible à la qualité de l’échantillon biométrique et des données bruitées peuvent 
sérieusement compromettre la précision du système [93], 
 Non-universalité : si chaque individu d’une population ciblée est capable de présenter 





universelle. Ce principe d’universalité constitue une des conditions nécessaires de base 
pour un module de reconnaissance biométrique. Cependant, toutes les modalités 
biométriques ne sont pas vraiment universelles. Le National Institute of Standards and 
Technologies (NIST) a rapporté qu’il n’était pas possible d’obtenir une bonne qualité 
d’empreinte digitale pour environ 2% de la population [94].  
 Manque d’individualité : les caractéristiques extraites à partir de données 
biométriques d’individus différents peuvent être relativement similaires. Par exemple, 
une certaine partie de la population peut avoir une apparence faciale pratiquement 
identique dûe à des facteurs génétiques (père et fils, vrais jumeaux, etc…). Ce manque 
d’unicité augmente le taux de fausse acceptation TFA d’un système biométrique. 
 Manque de représentation invariante: les données biométriques acquises à partir 
d’un utilisateur lors de la phase de reconnaissance ne sont pas identiques aux données 
qui ont été utilisées pour générer le modèle de ce même utilisateur lors de la phase 
d’enrôlement. Ceci est connu sous le nom de "variations intra-classe". Ces variations 
peuvent être dûes à une mauvaise interaction de l’utilisateur avec le capteur (par 
exemple, changements de pose et d’expression faciale lorsque l’utilisateur se tient 
devant une caméra), à l’utilisation de capteurs différents lors de l’enrôlement et de la 
vérification, à des changements de conditions de l’environnement ambiant (par 
exemple, changements en éclairement pour un système de reconnaissance faciale). 
Cependant, dans la plupart des systèmes biométriques, ces caractéristiques ne sont pas 
invariantes et, par conséquent, des algorithmes complexes sont requis pour prendre en 
compte ces variations. De grandes variations intra-classeaugmentent généralement le 
taux de faux rejetTFR d’un système biométrique. 
 Sensibilité aux attaques: bien qu’il semble très difficile de voler les modalités 
biométriques d’une personne, il est toujours possible de contourner un système 
biométrique en utilisant des modalités biométriques usurpées. Des études [95] ont 
montré qu’il était possible de fabriquer de fausses empreintes digitales en gomme et de 
les utiliser pour contrer un système biométrique. Les modalités biométriques 
comportementales telles que la signature et la voix sont plus sensibles à ce genre 







La multimodalité est l'utilisation de plusieurs systèmes biométriques. 
Lacombinaison de plusieurs systèmes a pour objectif d'en diminuer les problèmes vus au 
paragraphe 3.2. En effet, l'utilisation de plusieurs systèmes a pourbut premier d'améliorer les 
performances de reconnaissance. En augmentant laquantité d'informations discriminante de 
chaque personne, on souhaite augmenterle pouvoir de reconnaissance du système. De plus, le 
fait d'utiliser plusieursmodalités biométriques réduit le risque d'impossibilité d'enregistrement 
ainsique la robustesse aux fraudes. 
3.3.1 Les différents multi- possibles 
Les systèmes biométriques multimodaux diminuent les contraintes des systèmes 
biométriques monomodaux en combinant plusieurs systèmes. On peut différencier 5 types de 
systèmes multimodaux selon les systèmes qu'ils combinent (figure 3.1). On les appelle [10]: 
 multi-algorithmes : lorsque plusieurs algorithmes traitent la même image acquise, 
cette multiplicité des algorithmes peut intervenir dans le module d'extraction en 
considérant plusieurs ensembles de caractéristiques et/ou dans le module de 
comparaison en utilisant plusieurs algorithmes de comparaison. 
 multi-instances : lorsqu'ils associent plusieurs instances de la même biométrie, par 
exemple l'acquisition de plusieurs images de visage avec des changements de pose, 
d'expression ou d'illumination. 
 multi-capteurs : lorsqu'ils associent plusieurs capteurs pour acquérir la même 
modalité, par exemple un capteur optique et un capteur capacitif pour l'acquisition de 
l'empreinte digitale. 
 multi-échantillons : lorsqu'ils associent plusieurs échantillons différents de la même 
modalité, par exemple deux empreintes digitales de doigts différents ou les deux iris. 
Dans ce cas les données sont traitées par le même algorithme mais nécessitent des 
références différentes à l'enregistrement contrairement aux systèmes multi-instances 
qui ne nécessitent qu'une seule référence. 
 multi-biométries : lorsque l'on considère plusieurs biométries différentes, par 










Figure 3.1 : Les différents systèmes multimodaux 
3.3.2Les architectures 
Les systèmes multimodaux associent plusieurs systèmes biométriques et nécessitent 
donc l'acquisition et le traitement de plusieurs données. L'acquisitionet le traitement peuvent 
se faire successivement, on parle alors d'architecture en série, ou simultanément, on parle 
alors d'architecture en parallèle. 
L'architecture est en réalité surtout liée au traitement. En effet, l'acquisitiondes 
données biométriques est en général séquentielle pour des raisons pratiques. Il est difficile 
d'acquérir en même temps une empreinte digitale et une imaged'iris dans de bonnes 
conditions. Il existe cependant certains cas où les acquisitionspeuvent être faites 
simultanément lorsque les différentes données utilisentle même capteur par exemple les 
capteurs d'empreintes multi-doigts quipermettent d'acquérir plusieurs doigts simultanément ou 
même les empreintespalmaires. 
L'architecture est donc en général liée au traitement et en particulier à la décision. En 
effet la différence entre un système multimodal en série et un système multimodal en parallèle 
réside dans le fait d'obtenir un score de similaritéà l'issue de chaque acquisition (fusion en 
série) ou de procéder à l'ensemble desacquisitions avant de prendre une décision (fusion en 
parallèle). 
L'architecture en parallèle (figure 3.2) est la plus utilisée car elle permetd'utiliser 
toutes les informations disponibles et donc d'améliorer les performancesdu système. En 





en temps et en matériel, et réduitle confort d'utilisation. C'est pour cela que l'architecture en 
série (figure 3.3)peut être privilégiée dans certaines applications ; par exemple si la multi-
modalité est utilisée pour donner une alternative pour les personnes ne pouvant pasutiliser 
l'empreinte digitale. Pour la majorité des individus seule l'empreinte estacquise et traitée mais 
pour ceux qui ne peuvent pas être ainsi authentifiés onutilise un système à base d'iris 
alternativement [10]. 
 
Figure 3.2 : Architecture de fusion en parallèle 
 
Figure 3.3 : Architecture de fusion en série (incrémentale ou séquentielle) 
3.3.3Les niveaux de fusion[10,11] 
La combinaison de plusieurs systèmes biométriques peut se faire à quatre niveaux 
différents : au niveau des données, au niveau des caractéristiques extraites,au niveau des 







Figure 3.4 : Les différents niveaux de fusion 
Ces quatre niveaux de fusion peuvent être classés en deux sous-ensembles : 
 la fusion pré-classification (avant comparaison), 
 la fusion post-classification (après la comparaison). 
1La fusion pré-classification 
La fusion pré-classification correspond à la fusion des informations issuesde plusieurs 
données biométriques au niveau du capteur (images brutes) ou auniveau des caractéristiques 
extraites par le module d'extraction de caractéristiques. 
Niveau du capteur(SensorLevel) 
La fusion au niveau capteur est relativementpeu utilisée car se faire uniquement si les 
diverses captures sont des instances du même trait biométrique obtenu à partir de 
plusieurscapteurs compatibles entre eux ou plusieurs instances du même trait biométrique 
obtenuà partir d’un seul capteur. De plus, les captures doivent être compatibles entre elles etla 
correspondance entre les points dans les données brutes doit être connue par avance.Par 
exemple, les images de visage obtenues à partir de plusieurs caméras peuvent êtrecombinées 
pour former un modèle 3D du visage. Un autre exemple de fusion au niveaucapteur consiste à 
mettre en mosaïque plusieurs images d’empreintes digitales afin deformer une image 





possible si les instances des données sontincompatibles (par exemple, il est peut être difficile 
de fusionner des images de visagesprovenant de caméras ayant des résolutions différentes).  
Niveau Caractéristiques (FeatureLevel) 
La fusion au niveau des caractéristiques est moins limitée par lanature des données 
biométriques. Cependant une certaine homogénéité est nécessaire pour la plupart des 
méthodes de fusion au niveau des caractéristiques comme par exemple la moyenne de 
plusieurs "templates" d'empreintes ou devisage. Un exemple de fusion au niveau des 
caractéristiques qui ne nécessitentpas vraiment d'homogénéité est la concaténation de 
plusieurs vecteurs de caractéristiques avant le traitement par l'algorithme de comparaison. Par 
exemple,dans [96], Jing et al proposent une méthode de fusion de caractéristiques pourde la 
fusion de visage et d'empreinte palmaire. La fusion est effectuée par concaténation d'images 
obtenues par transformée de Gabor sur les images de visageet d'empreinte de la main. Mais la 
concaténation pose le problème de la dimension de l'espace de classification qui lorsqu'il 
augmente, rend plus difficile la tache de classification.  
Les méthodes de fusion pré-classification sont assez peu utilisées car elles posent un 
certain nombre de contraintes qui ne peuventêtre remplies que dans certaines applications très 
spécifiques. En revanche, la fusion post-classification est très étudiée par les chercheurs. 
2La fusion post -classification 
 La fusion post-classification peut se faire au niveau des scores issus des modules de 
comparaison ou au niveau des décisions. Dans les deux cas, la fusion est en fait un problème 
bien connu de la littérature sous le nom de "Multiple Classifier systems". 
Niveau Décision (DecisionLevel) 
La fusion au niveau des décisions est souvent utilisée pour sa simplicité. En effet, 
chaque système fournit une décision binaire sous la forme OUI ou NONque l'on peut 
représenter par 0 et 1, et le système de fusion de décisions consiste à prendre une décision 
finale en fonction de cette série de 0 et de 1. Les méthodesles plus utilisées sont des méthodes 
à base de votes telles que le OR (si un systèmea décidé 1 alors OUI), le AND (si tous les 
systèmes ont décidé 1 alors OUI) ou levote à la majorité (si la majorité des systèmes ont 
décidé 1 alors OUI). On peutégalement utiliser des méthodes plus complexes qui pondèrent 
les décisions dechaque sous-système ou qui utilisent des classifieurs dans l'espace de 





grand nombre de méthodes de fusion de décision. Ces méthodes de fusion auniveau des 
décisions sont très simples mais utilisent très peu d'information (0ou 1). 
Niveau Score (Score Level) 
La fusion au niveau des scores est le type de fusion le plus utilisé car ellepeut être 
appliquée à tous les types de systèmes (contrairement à la fusion pré-classification), dans un 
espace de dimension limité (un vecteur de scoresdont la dimension est égale au nombre de 
sous-systèmes), avec des méthodes relativement simples et efficaces mais traitant plus 
d'information que la fusion de décisions. La fusion de scores consiste donc à la classification : 
OUI ou NON pour la décision finale, d'un vecteur de nombres réels dont la dimension est 
égale au nombre de sous-systèmes. Il existe un grand nombre de méthodes de fusionde scores 
qui serontprésentée dans le paragraphe 3.3.5 et seront détaillées dans le chapitre 4. 
3.3.4Choix des  types de multimodalitéet du  niveau de fusion   
Comme nous l'avons vu dans les sections3.3.1 et 3.3.3 il existe une multitude de 
systèmes biométriques multimodaux qui se distinguent par leurs types de modalités et de 
niveau de fusion. Après notre étude et pour des raisons de disponibilité de base de données 
visage (Face) notre choixest la fusion multi-algorithmique qui se présente comme suit : 
1  Choix du type de multimodalité 
 Nous essayons de combinerplusieurs algorithmes d’authentification devisages (multi-
algorithmes ) pour une raison de manque d’autres BDDs la seule que nous avons est les 
visages 2D de la base de données XM2VTS et ensuite  parce que :  
 Les caractéristiques faciales marquent un score de compatibilité le plus élevé dans un 
système MRTD[13].  
 La modalité du visage est non-intrusive, cela veut dire qu’elle n’atteint pas l’intimité 
de l’individu ; elle constitue l’une des voies les plus naturelles pour reconnaître une 
personne, elle permet d’effectuer un travail à la volée et son coût de déploiement est 
relativement faible : une simple caméra reliée à un ordinateur peut suffire. 
 L'acquisition et le traitement d'un grand nombre de données biométriques est coûteux 
en temps et en matériel, et réduit le confort d'utilisation. 
 Les systèmes combinant plusieurs informations issues de la même image de visage 






2  Niveau de fusion  
 Pour le choix du niveau de fusion nous sommes basés sur les travaux de les référence [10, 
11]. Nous utilisons dans notretravail la fusion des scores pour les raisons suivantes :  
 La relation entre les espaces de caractéristiques des différents systèmesbiométriques 
n’est pas forcément connue. Dans le cas où la relation est connue, on doit prendre soin 
d’éliminer les caractéristiques qui sont fortement corrélées. Cela requiert l’application 
d’algorithmes de sélection de caractéristiques avant l’étape de classification, 
 La concaténation de deux vecteurs de caractéristiques peut engendrer un vecteur de 
caractéristiques ayant une grande dimension, menant au fameux problème de la 
"malédiction de la dimensionnalité". Bien que ce soit un problème général dans la 
plupart des applications de reconnaissance de forme, cela est encore plus marquant 
dans les applications biométriques à cause du temps, de l’effort et du coût impliqués 
dans la collecte de grandes quantités de données biométriques, 
 La plupart des systèmes biométriques commerciaux ne fournissent pas l’accès aux 
vecteurs de caractéristiques qui sont utilisés dans leurs produits. Ainsi, très peu de 
chercheurs ont étudié la fusion aux niveaux caractéristiques et la plupart d’entre eux se 
tournent généralement vers les schémas de fusion de scores, 
 La fusion au niveau des scores est le type de fusion le plus utilisé car elle peut être 
appliquée à tous les types de systèmes (contrairement à la fusion pré-classification). 
 Après les vecteurs de caractéristiques, les scores donnés en sortie par les systèmes 
contiennent l’information la plus riche à propos du modèle d’entrée. 
  La fusion au niveau score donne le meilleur compromis entre la richesse 
d’information et la facilité d’implémentation. Aussi, il est relativement facile 
d’accéder et de combiner les scores générés par les différents systèmes.  
 L’intégration d’information au niveau score est l’approche la plus courante dans les 
systèmes biométriques multimodaux.  
3.3.5État de l'art de la fusion de scores  
 Au cours des dix dernières années les systèmes multi-algorithmes ou multi-classifieurs 
(multiple classifier systemsMCS) sont devenus une méthode établie pour concevoir des 
systèmes de classification. Un grand nombre d'éléments de preuve à la fois  théoriques  et 
expérimentales montre que les systèmes  multi-classifieurspeut surpasser un classifieurunique 





exemple[99,100]). En particulier, plusieurs auteurs ont montré que MCS peut permettre 
d'améliorer l'authentification biométrique de visages [101, 102, 103]. 
 Il existe deux approches pour fusionner les scores obtenus par différents classifieurs :  
1Approche par classification de scores 
Plusieurs classifieurs ont été utilisés pour combiner les scores de correspondance 
afind’arriver à une décision. 
Wang et al[104] considèrent les scores provenant de modules de reconnaissancefaciale et de 
reconnaissance par l’iris comme un vecteur de caractéristiques à deux dimensions. Une 
analyse discriminante linéaire de Fisher (LDA) et un classifieur par réseau de 
neuronescombiné à une fonction de base radiale (RBF) sont ensuite utilisé pour la 
classification.Verlinde et Chollet[105] combinent les scores provenant de deux modules de 
reconnaissance faciale et d’un module de reconnaissance de la parole avec l’aide de 
troisclassifieurs: un premier classifieur utilisant la méthode des "k plus proches voisins" 
(“knearestneighboralgorithm”, “k-NN”) avec une quantification vectorielle, un 
deuxièmeclassifieur basé sur unarbre décisionnel et un dernier classifieur basé sur un modèle 
derégression logistique. 
Chatzis et al[106] utilisent une méthode de regroupement (“clustering”) appelée“fuzzy k 
means” et une quantification vectorielle floue (“fuzzyvectorquantization”),couplée à un 
classifieur de réseau de neurones de RBF médiane pour fusionner les scoresobtenus à partir 
de systèmes biométriques basés sur des caractéristiques visuelles (visage)et acoustiques 
(voix). 
Sanderson et al[107] utilisent un classifieur basé sur une Machine à Vecteurs deSupport 
(SVM) pour combiner les scores issus d’un module de reconnaissance faciale etd’un module 
de reconnaissance de la parole. Ils montrent que la performance d’un telclassifieur se 
détériore en la présence de conditions de bruit en entrée. Afin de surmonterce problème, ils 
implémentent des classifieurs résistants au bruit structurel commeun classifieurlinéaire définit 
par morceau (“Piece-Wise Linear Classifier”) et un ClassifierBayésien Modifié. 
Ross et Jain[108] utilisent un arbre décisionnel et des classifieurs discriminantslinéaires 
pour combiner les scores des modalités du visage, d’empreinte digitale et degéométrie de la 
main. 





Kittler et al[109] ont développé un cadre théorique pour combiner les 
informationsd’identification obtenues à partir de plusieurs classifieurs en utilisant des 
schémastels que la règle somme (“sumrule”), la règle "produit" (“productrule”), la règle 
maximum(“max rule”), la règleminimum(“min rule”) et la règlemédiane (“medianrule”). 
Afin d’employerces schémas, les scores doivent être convertis en probabilitésà postériori 
conformément à un utilisateur client ou imposteur. Ils considèrent leproblème de classer un 
modèle d’entrée X dans l’une des m classes possibles (dans unsystème de vérification, m = 2) 
d’après l’information d’identification fournie par R classifieurs ou matchers différents. 
Kwak et al [110] réalisent l'intégration floue deChoquet pour deux systèmes multi-
classifieurs. Le premier système combine des images traites du visage (yeux, nez et la 
bouche) et images globales de visage.  Le deuxième système est basé sur des classifieurs 
opérant sur quatre ensembles de sous-image générée par décomposition en ondelettes. 
Rasheed  et al [111] utilisent l’intégrale floue de Sugeno pour la combinaison de scores pour 
un système multi-classifieurs pour la décomposition d’un signal électromyographique (EMG). 
Chia et al [112]utilisent une méthode hybride de calcul du minimum, maximum ou somme 
pour la combinaison des scores de deux systèmes d’authentification de visages et voix. 
Yong Li et al[113] utilisent la somme pondérée pour la fusion par combinaison des scores.  
Shukla et al[114] proposent un calcul adaptatif et hybride utilisant la combinaison de scores 
par logique floue à base de l’intégrale de Sugeno  ou de  Choquet. 
Travaux récents 
Morizet et Allano ont essayé d’utiliser les deux approches et arrivent à des taux de réussite 
très intéressants. 
Allano[10]utilise les deux approches basées sur le SVM pour l’approche par classification de  
scores et le moyenne, le produit, le minimum, le maximum , la médiane et somme 
pondéréepour l’approche par combinaison de scores.  
Morizet[11] utilise l’approche basée sur la combinaison de scores avec les méthodes simples 
(moyenne, le produit, le minimum, lemaximum , la médiane et somme pondérée) et  une 
nouvelle technique de fusion adaptative appelée “WaveletScore DenoisingStatisticalFusion” 
(WSDSF), 
 Nous nous sommes inspirés de leurs travaux et nous utilisons les deux approches 
l'étude des stratégies de fusion basée sur des méthodes de ces approches de  fusion dont 





les performances du systèmes biométrique. Les approches de fusion utiliséessont les suivantes 
et sont bien développées dans le chapitre 4: 
 lapremière approche est de traiter le sujet comme un problème de combinaisonpar 
les méthodes simples : moyenne, le produit, le minimum, lemaximum , la médiane 
et somme pondérée[113,115] et la combinaison de scores par logique floue à base de 
l’intégrale de Sugenoou deChoquet [111,114,116]. 
 la deuxième  approche est de voir cela comme un problème de classificationcomme 
méthode statistique de Fisher [117], les machines à vecteurs de support 
SVM[102,10,118,115] et les réseaux de neurones artificiels (MLP)[119]. 
Une autre question importante traitée dans ce travail est la normalisation des scores comme 
présentée par [120] qui est une phase nécessaire avant  de faire la combinaison.  
3.4Conclusion  
 Dans ce chapitre nous avons commencé par la présentation les limitationsdes systèmes 
biométriques lorsqu'ils n'utilisent qu'une seule modalité biométrique. Nous avons ensuite 
présenté une façonde réduire les limitations des systèmes biométriques monomodaux en 
combinantplusieurs systèmes menant ainsi à la biométrie multimodale. Les systèmes 
multimodaux peuvent être de différente nature. Nous avons donc présenté dans cechapitre les 
différents types de combinaisons de modalités possibles, mais aussiles architectures et les 
niveaux de fusion qui peuvent être utilisés dans un système multimodal.Nous avons 
présentéencore le type de modalités et le  niveau de fusion et l’état de l'art de la fusion de 
scores.Dans notretravail nous n'étudierons pas tous les aspectsdes systèmes multimodaux. 
Nous nous concentrerons sur les systèmesfaisant la fusion au niveau des scoresqui sera 
développée dans le chapitre 4. Nous traitons les systèmes multi-algorithmes ou multi-
classifieurs. Ces systèmes de fusion de scores seront traités par des architectures en parallèle 
pour les systèmes multi-algorithmes  appliqués sur la base de données XM2VTS d’une part et 
d’autre part les multi-biométriesappliqués sur les scores de visage et voix de la base de 
















4 Les méthodes de fusion de scores 
 
4.1 Introduction 
Après avoir introduit et définit la biométrie multimodaleen général auchapitre 3. Nous 
allons maintenant nous intéresser aux méthodes de fusion de scores. Les méthodes de fusion 
de scores combinent les informations au niveaudes scores issus des modules de comparaison 
comme indiqué sur la figure 4.1. 
Un système de fusion est constitué de deux modules, un module de fusion etun 
module de décision (voir figure 4.1). Le problème devient donc un problème de classification 
à 2 classes (OUI ou NON, Client ou Imposteur) à partir d'unvecteur de nombre réels dont la 




Figure 4.1 : Schéma de la fusion de scores. 
Il existe deux approches pour combiner les scores obtenus par différents systèmes : 
i) La première approche est de traiter le sujet comme un problème de 
combinaison, 
ii)  tandis que l’autre approche est de voir cela comme un problème de 
classification.  
Il est important de noter que Jain et alont montrés que les approches par combinaison sont 
plus performantes que la plupart des méthodes de classification [121, 122]. 
Dans l’approche par combinaison, les scores individuels sontcombinés de manière à 
former un unique score qui est ensuite utilisé pour prendre la décisionfinale. Afin de s’assurer 




que la combinaison de scores provenant de différentssystèmes  soit cohérente, les scores 
doivent d’abord être transformés dans un domaine commun : on parle alors de normalisation 
de score [123]. 
Dans l’approche parclassification, un vecteur de caractéristiques est construit en 
utilisantles scores donnés en sortie par les systèmes individuels ; cevecteur est ensuite attribué 
à une des deux classes : Client ou Imposteur. En général, le classifieurutilisé pour cette 
opération estcapable d’apprendre la frontière de décision sans tenir compte de la manière dont 
le vecteur de caractéristiques a été généré. Ainsi, les scores en sortie de différentes systèmes 
peuvent être non-homogènes (mesure de distance ou de similarité, différents intervalles de 
valeurs prises, etc.…) et aucun traitementn’est requis avant de les envoyer dans le classifieur. 
4.2. Normalisation de scores 
Les méthodes de normalisation de scores ont pour objectif de transformer 
individuellement chacun des scores issus des systèmes pour les rendre homogènes avant de 
les combiner. En effet, les scores issus de chaque système peuvent être de nature différente. 
 Certains systèmes produisent des scores de similarité (plus le score est grand, plus la 
référenceressemble au test, donc l'utilisateurest un Client), d'autres produisent des distances 
(plus la distance estfaible, plus la référence et le test sont proches, plus l'utilisateur est un 
Client).De plus chaque système peut avoir des intervalles de variations des scores différents, 
par exemple pour un système les scores varient entre 0 et 1 et pourun autre les scores varient 
entre 0 et 1000. 
On comprend bien la nécessité de normaliser les scores avant de les combiner. Les 
méthodes de normalisationprésentées dans la suite, traitent des scores qui varient déjà tous 
dansle même sens (en général on considère tous les scores sous forme de similarité).Pour 
transformer des distances en similarité il existe deux solutions : l'inverse oul'opposé. Dans 
toute la suite, nous considérerons que tous les scores à fusionneront été transformés en scores 
de similarité (scores Client > scores Imposteur) [10]. 
Les différentes techniques de normalisation de scores utilisés sont :  
 Normalisationparla méthode Min-Max 
 Normalisationparla méthode Z-Score  
 Normalisationparla méthode tangente hyperbolique "Tanh"  
 Normalisation parla médiane et l’écart absolu médian (MAD) 
 Normalisation parune fonction quadratique-linéaire-quadratique (QLQ) 




4.2.1 Normalisationparla méthode Min-Max[10, 11,124] 
La technique de normalisation la plus simple est la normalisation Min-Max. Elle 
estla plus adaptée dans le cas où les bornes (valeurs minimales et maximales) des 
scoresproduits par des systèmes  sont connues. Dans ce cas, on peut facilement translater 
lesscoresminimums etmaximums respectivement vers 0 et 1. Cependant, même si les scoresne 
sont pas bornés, on peut estimer les valeurs minimales et maximalespour un jeu de scores 
donné et appliquer ensuite la normalisationMin-Max. Soit sij le j
ème
score de sortie 
dui
ème
système, oùi = 1, 2, ...,N et j = 1, 2, ...,M (N est le nombre de systèmes  etMle nombre de 
scores disponibles dans l’ensemble de données d’entraînement). Le score normaliséMin-Max 
pour 
le score de test sik est donné par (4.1): 
𝑠𝑖𝑘
′ =
𝑠𝑖𝑘 −𝑚𝑖𝑛  𝑠𝑖.  
𝑚𝑎𝑥  𝑠𝑖.  − 𝑚𝑖𝑛  𝑠𝑖.  
,                                                                                  4.1  
Où{si.} = {si1, si2, ..., siM}. Quand les valeurs minimales et maximales sont estiméesà partir du 
jeu d’entraînement de scores donné, cette méthode n’est pas robuste (c’est à dire que cette 
méthode est fortement sensible aux valeurs aberrantes dans les donnéesutilisées pour 
l’estimation). La normalisation Min-Max conserve la distribution de scoresoriginale à un 
facteur d’échelle près et transforme tous les scores dans l’intervalle [0, 1]. 
4.2.2Normalisationparla méthode Z-Score[10, 11,124] 
La technique de normalisation de score la plus employée est certainement la Z-
Scorequi utilise la moyenne arithmétique et l’écart-type des données. On peut s’attendre à 
ceque cette méthode fonctionne bien si on a une connaissance à priori du score moyen etdes 
variations de score d’un système. Si on n’a pas de connaissance à priori sur la naturede 
l’algorithme de reconnaissance, nous devons alors estimer la moyenne et l’écart-typedes 
scores à partir d’un jeu de scores donné. Les scores normaliséssont donnés par (4.2) : 
  
    (4.2) 
Oùμ est lamoyenne arithmétique et σ l’écart-type des données. Cependant, 
lamoyenneet l’écart-type sont tous les deux sensibles aux valeurs aberrantes et donc cette 
méthoden’est pas robuste. De plus, la normalisation Z-Score ne garantit pas un 
intervallecommun pour les scores normalisés provenant de différents systèmes. Si la 
distributiondes scores n’est pas gaussienne, la normalisation Z-Score ne conserve pas la 




distributiond’entrée en sortie. Cela est simplement dû au fait que la moyenne et l’écart-type 
sontles paramètres de position et d’échelle optimaux seulement pour une distribution 
gaussienne. 
Pour une distribution arbitraire, la moyenne et l’écart-type sont respectivementdes estimateurs 
raisonnables de position et d’échelle, mais ne sont pas optimaux. 
4.2.3 Normalisationparla méthode tangente hyperbolique "Tanh" [10, 11,125] 






{ tanh(0.001              ) +1},                                         (4.3) 
Oùμ est lamoyenne arithmétique, σ l’écart-type des données et tanh la tangente 
hyperbolique.La méthode tangente hyperbolique met chaque score normalisédans l'intervalle 
[0, 1]. 
4.2.4Normalisation parla médiane et l’écart absolu médian (MAD) [11,124] 
Ces deux méthodes ont insensibles aux valeurs aberranteset aux points aux extrémités 
d’une distribution. Ainsi, une méthode de normalisationutilisant la médiane et la MAD(l’écart 
absolu médian) serait robuste et est donnée par (4.4): 
    (4.4) 
 Où:MAD = median({|si.− median({si.})|}) 
Cependant, les estimateurs issus de lamédiane et de la MAD ont une faible efficacité 
comparée aux estimateurs issus de lamoyenne et de l’écart-type, c’est-à-dire que lorsque la 
distribution de score n’est pasgaussienne, la médiane et la MAD sont de pauvres estimateurs 
des paramètres de positionet d’échelle. Ainsi, cette technique de normalisation ne conserve 
pas la distributiond’entrée et ne transforme pas les scores dans un intervalle commun. 
4.2.5Normalisation parune fonction Quadratique-Linéaire-Quadratique 
(QLQ)[11,126,127,128] 
Snelick et al[126] utilisent une fonction Quadratique-Linéaire-Quadratique 
(QLQ)pour normaliser des scores au préalable transformés dans l’intervalle [0, 1] (sMM) grâce 
àune normalisationMinMax(sMM). Cette normalisation QLQ prend comme paramètres le 
centrec et la largeur w de la zone de recouvrement des distributions des scores Imposteurs et 
Client (figure 4.2). 





Figure 4.2 : Normalisation QLQ. 
La zone de recouvrement reste inchangée tandis que les autres régions sont 
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 4.5   
4.2.6Normalisationparune fonction double sigmoïde[11,129] 
Cappelli et al[127]ont utilisé une fonction double sigmoïde pour la normalisationde 
score dans un système biométrique multimodal qui combine différents systèmes d’empreinte 




















  4.6   
Où t est le point de fonctionnement de référence et r1 et r2 sont respectivement 
lesbords gauche et droit,la figure 4.3 montre un exemple d’une normalisation double 
sigmoïde, où lesscores étant dans l’intervalle [0, 300] sont transformés dans l’intervalle [0, 1], 
avect = 200,r1 = 20 et r2 = 30. 





Figure 4.3 : Normalisation double sigmoïde. 
Ce schéma transforme les scores dans l’intervalle [0,1]. Mais il demande de 
paramétrerprudemment t, r1et r2 afin d’obtenir une bonne efficacité. En général, t est choiside 
façon à être une valeur appartenant à la région de recouvrement entre les distributionsdes 
scores client et imposteurs, et r1et r2 sont fixés de telle sorte qu’ilscorrespondent 
respectivement aux extrémités de recouvrement entre les deux distributionsvers la gauche et 
vers la droite de t (on peut également voir cela comme les valeurs correspondant 
respectivement au minimum des scores de similarité des clients  etau maximum des scores de 
similarité des imposteurs). Ce schéma de normalisation fournitdonc une transformation 
linéaire des scores dans la région de recouvrement, tandisque les scores à l’extérieur de cette 
région sont transformés de manière non linéaire.  
4.3 Approche par combinaison de scores 
4.3.1Méthode de combinaisons simples 
Les méthodes de combinaisons de scores simples sont des méthodes très simples 
dontl'objectif est d'obtenir un score final s à partir des N scores disponibles si pouri = 1 à N 
issus de Nsystèmes. 
Les méthodes les plus utilisées sont la moyenne, le produit, le minimum, le maximum 
ou la médiane [10,113]. 










 Combiner les scores par le produit consiste à calculer s tel que 
 
     (4.8) 
 
 Combiner les scores par le minimum consiste à calculer s tel que  
 
s = min (si)                              (4.9) 
 
 Combiner les scores par le maximum consiste à calculer s tel que 
 
s = max (si)                                (4.10)       
 
 Combiner les scores par la médiane consiste à calculer s tel que 
 
s = med (si)                                (4.11) 
 
 La somme pondérée c’est une méthode un peu plus évoluée qui nécessite une 
adaptation par le réglage de paramètres.  
       (4.12)             
  
La somme pondérée permet de donner des poids différents ωià chacun dessystèmes en 
fonction de leur performance individuelle ou de leur intérêtdans le système multi-algorithmes. 
4.3.2 Combinaison de scores par logique floue  
La théorie de la logique floue (des sous-ensembles flous) a été introduite par Zadeh 
en1965 [130] comme une extension de la logique binaire d’une part et une amélioration dela 
logique multivaluée (admettant plusieurs valeurs de vérité) d’autre part. L’importance de 
lalogique floue réside dans le fait qu’elle s’approche du raisonnement humain par 
l’intégrationet le traitement du caractère approximatif, vague, imprécis ou flou de la 
connaissancehumaine. Les termes linguistiques tels que « environ », « moyenne »,  
« approximativement»sont de nature à donner un caractère flou aux phrases énoncées. Par 
exemple, la règle « si leprix est inférieur à 6000 DA, j’achète » sera intuitivement utilisable 
sile prix est de 6002DA, mais elle ne pourrait être exploitée en logique classique puisque le 
prix indiqué nesatisferait pas la prémisse. 




Dans [110] on réalise l'intégration floue de Choquet pour deux approches de fusion : 
 La première approcheest de combiner des images  des traits du visage(yeux, nez et la 
bouche) et images  globales  de visage. 
 La deuxième approcheest à l'agrégation des classificateurs opérant sur quatre 
ensembles de sous-image générée par décomposition en ondelettes. 
1Mesure floue 
Un jeu de fonction g : P(Y) → [0, 1] est appelée une mesure floue si les conditions 
suivantes sont remplies : 
1. conditions aux limites: g(𝜙) = 0, g(Y) = 1 
2. monotonie :g(A) ≤ g(B), siA  B et A, B  P(Y) 






 est une suite croissante d'ensembles 
mesurables. 
A partir de cette définition, Sugeno [131] a introduit un soi-disant gλmesure floue qui est 
livré avec une propriété supplémentaire 
g(AB)=g(A)+g(B)+λg(A)g(B)(4.13) 
Pour tous les A, B Y et A ∩ B = 𝜙, et  pour certains λ> -1. 
Évidemment quandλ=0, le gλmesure flouedevient une mesure de probabilité standard.  
En général, la valeur de λ peut être déterminéeen raison de l'état limite de lamesure 
flouegλ.Cette condition pour g(Y)=1. Par conséquent, la valeur de λ est déterminée par la 




 (   (1 +𝑛𝑖=1  λg
i
 ) -1)  ,λ ≠ 0(4.14) 
est  l’équivalent de : 
λ+1= (1 +𝑛𝑖=1 λg
i
 )(4.15) 
Oùλ∞λ≠ 0,et giest la valeur de la fonction de densité floue.La solution 
peut être facilement obtenue;évidemment on s’intéresse à la racine supérieure a-1[132]. 
 
 
2Intégrale floue  
L'intégrale floue de la fonction h calculée sur Ypar rapport à une mesure floue gest 
définie sous la forme 




 h y o
Y
g ∙ = sup
αϵ 0,1 
 min α, g  y h y ≥ α      4.16  
Intégrale floue de Sugeno[110,111,114,133] 
 Lorsque les valeurs desh(.) sont classés dans l'ordre décroissant, 
h(y1) ≥ h(y2) ≥…≥ h(yn)  
L'intégrale floue deSugeno est calculé comme suit:   
 h y o
Y
g ∙ = max
i=1:n
 min h yi , g Ai    4.17  
Où  Ai= {y1,y2,…,yi } désigne un sous-ensemble d'éléments.Les valeurs deg(Ai) pris en charge 
par la mesure floue sur les sous-ensembles correspondant d'éléments peut être déterminée de 
manière récursive sous la forme : 
g(A1)=g(y1 )=g
1
  (4.18) 
g(Ai) = g
i
 + g(Ai-1) + λg
i
g(Ai-1) ,                                   (4.19) 
Le calcul de la fonction de densité floueg
i




 = βpi,                i =1(4.20) 
g
i
 = (1- β)pi,          i = 2,3,4 
Où pi est le taux de classification dans l'intervalle [0, 1]pour chaque système. 
Β∈[0, 1]est un facteur qui mettre en place un certain équilibre entre les résultats de la 
classification. 
Intégrante floue de Choquet[110,111,114,133] 
Il a été démontré que (4.17)n'est pas une extension correcte de l’intégration deLebesgue 
habituelle.En d'autres termes, lorsque la mesure est additive l'expression ci-dessus ne retourne 
pas l'intégrale au sens de Lebesgue. Afin de remédier à cet inconvénient,Murofushi et Sugeno 
[134]ont proposés un soi-disant intégrante floue de Choquet calculé de la manière suivante: 
 h y d
Y
g ∙ =   h yi − h yi+1  g Ai h yn+1 = 0
n
i=1
                      (4.21) 
4.4 Approche par classification de scores 




L’approche par classification de scores[135] cherche à prendre une décision à partir du 
vecteur de scores de dimension N. Le but des méthodes de fusion basées sur des classifieursde 
chercher une séparatrice entre les 2 classes, Clientet Imposteur, dans l'espace à N dimensions 
des scores. La séparatrice peut êtreplus ou moins complexe selon le classifieurutilisé. Toutes 
les méthodes classiquesde reconnaissance des formes et d'apprentissage automatique peuvent 
être utilisées pour la fusion de scores qui est un problème de classification comme unautre. 
Dans le domaine des systèmes multi-algorithmes, dont l'objectif est d'utiliser un 
classifieur pour combiner plusieurs systèmes sources (ici ce sont des systèmes biométriques 
que l'on veut fusionner) afin de consolider la décision de classification, un grand nombre de 
méthodes ont été utilisées. Les méthodes utilisées dans notre travailsont : 
 la méthode destatistique deFisher, 
 les machines à vecteurs de support (SVM : Support VectorMachine) 
 les réseaux de neuronesRN. 
4.4.1Fusion par méthode statistique de  Fisher  
La méthode statistique introduite ici, se base sur les travaux de Fischer [68] et fait 
usage d’une frontière de décision linéaire pour séparer deux populations données, à savoir les 
clients et les imposteurs dans notrecas. Dans le contexte particulier de l’authentification de 
personnes, Duc et al [136] utilisent eux aussi une règle de décision linéaire, mais l’optimisent 
en se fixant un critère dérivéde la théorie de Bayes [3].  
Envisageons à présent la règle de décision développée par Fisher. Elle sebase sur le 
rapport de vraisemblance repris ci-dessous: 
  (4.22) 
Où k représente un seuil d’acceptation dont la valeur dépenddu compromis TFA/TFR 
que l’on veut obtenir. Dans le problème qui nous préoccupe, T(z|c) et T(z|i) sont inconnus et 
doivent être estimés à partir des données d’apprentissage. Une hypothèse courante consiste à 
approcher les distributions réelles par des distributions normales à p variables Np(μA, Σ),où  
A= {c, i}représente la classe d’individus, μA le vecteur des scoresmoyens et Σla matrice de 
covariance entre experts. En un premier temps,on supposera la matrice Σ indépendante de la 
classe d’individus. Sous de telles hypothèses, les fonctions de densité de probabilité s’écrivent 
sous laforme: 
  (4.23) 




Les paramètres μc, μi et Σ sont inconnus, mais peuvent être estimés à partir des 
données d’apprentissage, soit x les ncdonnées relatives aux accès clientset y, les ni données 












Notons que l’on tient compte ici, par l’intermédiaire de Σ, de la dépendance qui peut 
exister entre experts. 
En combinant les équations (4.22) à (4.28), on peut réécriresous la forme de DL(z) ≥ 




Fisher fut le premier à utiliser cette fonction à des fins de classification. 
Comme DL(z) est linéaire en z, elle fut communément appelée fonction linéaire 
discriminante ou LDF(LinearDiscriminant Function). Ainsi, la procédure à suivre pour 
vérifier l’identité d’un candidat, consiste à calculer à partir des données d’entrainement (ce 
qui est effectué une fois pour toutes), puis DL(z) et comparer celui-ci au seuil k∗donné. Si 
DL(z) ≥ k∗, le candidat est accepté commeclient. 
Dans le cas de distributions de scores clients et imposteurs ne satisfaisant pas 
l’hypothèse d’une covariance Σ unique, la règle de décision (4.29) peut se réécrire sous la 








DQ(z) est appelée fonction quadratique discriminanteou 
QDF(QuadraticDiscriminant Function ). Cette règle permetd’obtenir de meilleurs résultats 
que ceux obtenus dans le cadre d’une fusion linéaire, mais requiert un ensemble 
d’apprentissage suffisamment étendu pour pouvoir évaluer Σc et Σiavec précision [117]. 
4.4.2Les machines à vecteurs de support (SVM) 
Les machines à vecteurs de support (Support VectorMachine : SVM), 
égalementappelés Séparateurs à Vaste Marges, introduits par Vapnik [137] est utilisée dans la 
fusion de données dans les références [10, 85, 129, 138, 139, 140, 141]. Ils ont pour but de 
définir un hyperplan de séparation entre les deux classes, hyperplan qui minimise l'erreur de 
classification sur un ensemble d'apprentissage. Cette méthode d'apprentissage supervisée peut 
apprendre une séparatrice plus ou moinscomplexe selon la nature du noyau choisi. Le noyau 
le plus simple est le noyaulinéaire qui correspond à chercher une séparatrice linéaire dans 
l'espace à Ndimensions des scores. Le but des fonctions noyau est de transformer 
l'espaceinitial (des scores à N dimensions) en un espace de dimension plus grande danslequel 
les données pourraient être linéairement séparables. La séparatrice est donc toujours linéaire 
dans l'espace transformé par la fonction noyau, mais nel'est plus dans l'espace des scores. 
Le but du SVM est donc de trouver une séparatrice qui minimise l'erreur de 
classification sur l'ensemble d'apprentissage mais qui sera également performanteen 
généralisation sur des données non utilisées en apprentissage. Pourcela le concept utilisé est 
celui de marge (d'où le nom de séparateurs à vastemarge). La marge est la distance 
quadratique moyenne entre la séparatriceetles éléments d'apprentissage les plus proches de 
celle-ci appelés vecteurs de support (figure 4.4).Ces éléments sont appelés vecteurs de support 
car c'est uniquement surces éléments de l'ensemble d'apprentissage qu'est optimisée la 
séparatrice. 
 
Figure 4.4 : Séparation linéaire dans un espace à deux dimensions. 
Tout classifieur a pour but de classifier un élément x, ici x = (s1,…sN) estun vecteur de 
scores de dimension N, dans l'une des classes possibles. Dansnotre problème il y a deux 




classes, Client ou Imposteur, dont l'étiquette seranoté yavec y = -1 et 1, -1 correspondant à la 
classe des Imposteurs et 1 à la classe des Clients. Le classifieur a donc pour but de déterminer 
ftelle que : 
y= f (x)                                    (4.31) 
Le SVM a pour but de trouver la meilleure séparatrice linéaire (en terme demarge 
maximale, c'est à dire la meilleure généralisation) dans l'espace transformé par la fonction de 
noyau K, c'est à dire de déterminer le vecteur w et laconstante btels que la séparatrice ait   
pour équation : 
w .k (x) +b = 0                                     (4.32) 
La distance entre un point de l'espace xi et l'hyperplan d'équation w.K(x)+b = 0 est 
égale à : 
 (4.33)         
Pour maximiser la marge, il faut donc minimisertout en maximisantw.K(xi) + bpour les 
xidéfinis comme vecteurs de support. Ces vecteurs desupports sont les xi pour i = 1 : m de la 
base d'apprentissage tels que w.K(xi)+b = ± 1. 
La résolution de ce problème d'optimisation est faite par l'utilisation desmultiplicateurs 
de Lagrange où le Lagrangien est donné par :    
   (4.34) 
Avec les coefficients αi appelés multiplicateurs de Lagrange. Pour résoudrece 
problème d'optimisation, il faut minimiser le Lagrangien par rapport à w etbet le maximiser 
par rapport àα. 
Dans la pratique, il est souvent impossible de trouver une séparatrice linéaire(même 
dans l'espace transformé par la fonction noyau) car il y a toujours des erreurs de classification. 
Il a donc été introduit par Vapnik [137] la technique demarge souple. Ce principe de marge 
souple tolère les mauvais classements parl'introduction de variables ressorts ζi qui permettent 
de relâcher les contraintessur les éléments d'apprentissage qui ne doivent plus être à une 
distance supérieure ou égale à 1 de la marge (l'égalité correspondant aux vecteurs de 
support),mais à une distance supérieure ou égale à 1-ζi, c'est à dire :  
 (4.35)  
Avecζi≥0 pour i = 1 : M,M étant le nombre d'éléments de la based'apprentissage. 




Le problème d'optimisation est donc modifié et le Lagrangien devient : 
(4.36) 
OùC est une constante strictement positive qui permet de régler le compromisentre le 
nombre d'erreurs de classification et la largeur de la marge [10]. 
4.4.3. Réseaux de neurones artificiels 
Le principe général des Réseaux de Neurones Artificiels (RNA) est à l’origine inspiré 
de certaines fonctions de base des neurones naturels du cerveau.  
Un réseau de neurones artificiel est généralement organisé en plusieurs couches : 
 une couche d’entrée,  
 une couche de sortie,  
 des couches intermédiaires appelées couches cachées.  
La présence de couches cachées permet de discriminer des classes d’objets non 
linéairement séparables. 
En général, un réseau de neurones est fondamentalement un classifieur, il réalise untravail 
de classification pendant la phase d’apprentissage, et de classement lors de lareconnaissance. 
Mais on peut l’utiliser pour réaliser la fusion de données [119, 142] pour séparer deux 
populations données, à savoir les clients et les imposteurs dans notrecas. 
Les grands avantages des réseaux de neurones résident dans leur capacité 
d'apprentissage automatique (approximation universelle (Cybenko, Hornik)), ce qui 
permet de résoudre desproblèmes sans nécessiter l'écriture de règles complexes, tout en étant 
tolérant aux erreurs. Ilsrésident aussi dans leur capacité à prendre une décision à partir de 
critères non formalisables explicitement[143]. 
Le réseau perceptron multicouche MLP (Multi-Layer perceptron) 
1) Structure du réseau 
Les réseaux monocouches ont rapidement montré des limites car ils ne permettaient 
detraiter ni le cas des classes non linéairement séparables, ni le cas multi-classes [144]. 
Leperceptron multicouche s’est imposé par la suite comme une réponse à ces problèmes,grâce 
à sa propriété d’approximateur universel [145], qui le rend capabled’approcher une fonction 
quelconque avec une précision arbitraire. Comme son noml’indique, sa structure est organisée 
en couches (voir figure 4.5) : 




Chaque neurone élémentaire est connectéà tous les neurones de la couche qui suit celle à 
laquelle il appartient. Les fonctions d’activation peuvent être quelconques, et le nombre de 
neurones en sortie dépend généralement du codage adopté. Par exemple, dans unproblème de 
discrimination, chacun d’eux est généralement dédiéà une classe donnée. 
 
Figure 4.5 :Exemple de perceptron multicouches 
La figure 4.5 illustre un exemple de perceptron multicouches avec 3 entrées, 2 couches 
cachées comportant2 neurones chacune et une couche de sortie comportant 2 neurones. 
2) Contrôle de la complexité du réseau 
Le problème des méthodes d’apprentissage est qu’elles risquent de donner lieu à 
unréseau trop adaptéà l’ensemble d’apprentissage. Dans ce cas les performances du 
réseauseront excellentes sur l’ensemble d’apprentissage, mais médiocres sur des 
exemplesinconnus.Ceci peut arriver lorsque l’algorithme d’apprentissage n’est pas arrêtéà 
temps. 
Pour éviter ce phénomène de surapprentissage, une technique consiste à utiliser un 
ensemblede validation. Les données, qui doivent être en quantité suffisante, sont alorsséparées 
en deux sous-ensembles :  
 l’ensemble d’apprentissage  
 l’ensemble de validation. 
L’ensemble d’apprentissage est utilisé pour déterminer les poids par l’algorithme de 
rétropropagation du gradient.  
L’ensemble de validation, lui, permet de vérifier lapertinence du réseau sur des 
échantillons qu’il ne connait pas. Si le risque empirique diminuesur l’ensemble 
d’apprentissage, alors qu’il augmente de manière significative surl’ensemble de validation, on 
arrête alors le processus d’apprentissage [146]. 
3) Sélection de modèle 




La mise en œuvre pratique des perceptrons multicouches soulève une autre 
questiondélicate : combien de couches et de neurones cachées utiliser ? Dans un problèmede 
régression, cela dépend de la fonction que l’on cherche à approcher. Dans un problèmede 
classification, c’est la complexité de la surface de séparation entre les classes quiimporte. Plus 
le nombre de neurones est élevé, plus la taille de l’espace des fonctionsatteignables est 
grande, et plus les surfaces de séparation sont complexes. Cependant, encore une fois, si le 
réseau a une structure trop complexe, il aura tendance à êtretrop bien adaptéà l’ensemble 
d’apprentissage (cas de surparamétrisation), et il risquerade donner de l’importance à des 
exemples marginaux. Au contraire, s’il ne l’est passuffisamment, la modélisation sera trop 
sommaire. Dans les deux cas, les capacités degénéralisation du réseau seront faibles, ce qui 
aura des conséquences négatives sur sesperformances. 
Deux approches permettent de déterminer une taille convenable pour les 
perceptronsmulticouches. La première consiste à déterminer l’architecture optimale du réseau 
[146]: 
 soit par une méthode constructive : on construit une estimée grossière à l’aide d’un 
réseau de petite taille, puis on ajoute successivement des cellules pour affiner le 
modèle [147], 
 soit par élagage : on part d’un réseau surdimensionné et on annule les poids participant 
peu à la détermination de la sortie [148]. 
La seconde approche consiste à travailler à architecture fixée et surestimée, puis à pénaliser 
certains poids [149]. 
Pour plus de détaille sur les réseaux de nueronsavec d’exemples programmer par 
MATLAB dans [50]. 
4.5 Conclusions 
Ce chapitre nous a permis de connaitre un certain nombre de méthodes defusion de 
scores. Nous avons présenté les deux approches essentielles de fusion des scores  la première 
est l’approche par combinaison. Cette dernière traite les scores séparément avant de les 
combiner et elle est basée sur les méthodesles plus utilisées telles que la moyenne, le produit, 
le minimum, le maximum ou la médiane. 
Nous avons également montré qu'il y a différents niveaux de "complexité" pour les méthodes 
de combinaison.  
La deuxième approche étudiée est basée sur la classification de scores qui cherche 
également à modéliser la séparatrice des classes dansl'espace multidimensionnel.Une  phase 




de normalisation préalable aux deux approches est réalisée c’est ce qui fait l’originalité de 
notre travail.Car dans les travaux antérieurs la normalisation se limite à la première approche 
seulement. Cependant,il y a toujours de nombreuses questions ouvertes qui sont laissées sans 
réponse. 
 Toutes ces méthodes ont des avantages et des inconvénients selon la complexité,le 
besoin de données d'apprentissage ou les paramètres à optimiser. Le choix d'une méthode va 
donc dépendre de l'application visée selon le compromis entreperformance, simplicité, confort 
et quantité de données d'apprentissage disponible.Toutes ces méthodes seront comparées sur 










5Conception du système multimodale 
 
5.1 Introduction 
 Dans ce chapitre nous tentons de présenter les résultats expérimentaux de la multi-
modalitéet qui sont divisés en deux catégories. 
Nous nous intéressons tout d’abord auxrésultats sur la fusion multi-algorithmes en 
exploitant deux approches  de fusion en étudiant la normalisation de scores pour chaque cas. 
Dans la deuxième partie nous testons les deux approches de fusion de scores des visages et 
des voix de la base de données XM2VTS et ceci dans le but de construire un système multi-
biométrique. 
Application I 
5.2 La multi-modalité (multi-algorithmes)  
Le système multimodale étudié dans cette section est un système multi-algorithmes ou 
multi-classifieurs (Multiple Classifier Systems). Celui-ci est construit par les quatre systèmes 
retenus.En effet lorsque l'on cherche à fusionner  plusieurs systèmes d’authentification de 
visages, comment choisit la méthode la plus appropriée ? Le choix de cette méthode dépend 
de plusieurs critères qui sont : 
 les systèmes  à combiner et surtout les distributions de leurs scores,  
 la difficulté des données, c'est-à-dire la séparabilité des classes Client et Imposteur, 
  la quantité de données disponibles pourl'apprentissage  
  l'application visée.  
 Selon la nature des scores de comparaison issus de chaque système, uneétape de 
normalisation des scores peut être nécessaire. Cette étape ne pose pasvraiment de problème à 
partir du moment où l'on connaît la loi des scores ou que l'on possède un échantillon 
d'apprentissage pour l'estimer. 
 La difficulté des données est associée à la possibilité de séparer les classesClient et 
Imposteur. Cette caractéristique est directement liée à la performancede reconnaissance. La 
difficulté des données doit être considérée séparément pour chaquesystème biométrique à 
combiner pour une connaissance préalable à l'étape de fusion des différentes performances 
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individuelles des systèmes. En effet, on ne combinera pas de la même façon des systèmes 
avec des performances à peu près équivalentes et des systèmes avec des performances très 
différentes, car dans ce dernier cas, on voudra que le "bon" système ait plus de poids dans la 
décision que le "mauvais". Ainsi, l'étude des performances individuelles peut nous aider à 
choisir la méthode de fusion adéquate. Mais c'est surtout la séparabilité des données 
multidimensionnelles (c'est-à-dire en considérant les vecteursde scores) qui va nous donner 
une indication sur la complexité de la méthode defusion à utiliser. En effet, des données très 
bien séparées dans l'espace des scoresà N dimensions ne nécessiteront pas l'utilisation d'une 
méthode très complexe,une séparatrice linéaire sera suffisante. En revanche, dans le cas de 
données nonséparables linéairement, on pourra essayer d'utiliser une méthode de fusion 
pluscomplexe avec une séparatrice ou des transformations de score non linéaires. 
 L'étude de la séparabilité des données ou l'utilisation de méthodes de fusioncomplexes 
nécessitent la disponibilité de données étiquetées pour l'apprentissage.Selon la quantité et la 
représentativité des données disponibles. 
 L'application visée a également une part importante dans le choix de la méthode de 
fusion. En revanche, les exigences de performance sont impactées par le choix dela méthode 
de fusion. En effet, selon les applications (de sécurité ou de confort),les performances 
attendues ne sont pas les mêmes et surtout les deux types d'erreursde classification que sont 
letaux de fausse acceptation et le taux de faux rejetne sontpas considérées de la même façon. 
Selon le point de fonctionnement visé, on nechoisira pas les mêmes méthodes de fusion ; par 
exemple, un classifieur commel’optimise sa séparatrice en considérant de la même façon les 
deux types d'erreurs n'est donc peut être pas approprié pour une application de sécuritéqui 
cherche à minimiser les fausses acceptations. 
 Cette section  a donc pour but de comparertoutes les méthodes de normalisation des 
scores et toutes les méthodes de fusion de scores pour les deux approchescombinaison et 
classification présentées au Chapitre 4pour les quatre systèmes d’authentification de visages 




























Figure 5.1 : Organigramme du  Système de fusion de scores des quatre  systèmes d’authentification de visages. 
5.2.1. Les distributions et normalisation de scores 
 Les distributions de scores pour les quatre systèmes d’authentification de visages 
représentées sur la figure 5.2. 
  Nous remarquons que les quatre  systèmes donnent des distributionsClient et 
Imposteur différentes. Les distributions sont différentes en termesde plage de variation, ce qui 
rendra nécessaire l'étape de normalisation des scoresdétaillée au Chapitre4. Elles sont 
également différentes dans leurs formes et leursrecouvrements entre les deux classes (Client 
et Imposteur). Même si toutes les distributions ont un seul mode (mais pas forcément 
symétrique). 
 Voir par exemple l’effet de la normalisation MinMax pour les quatre systèmes sur la 
figure 5.3, nousremarquons que toutes les distributions normalisées sont dans un  intervalle 
conjointet la variation des distributions se trouve entre 0 et 1.  
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(c) système 3                                                          (d) système 4 
Figure5.2 : Les distributions de scores des quatre  systèmes d’authentification de visages  sur la base de données 
XM2VTS. 
Remarques : 
 Nombre de scores dans l'ensemble d’évaluation : 
 Pour les clients : Il est  égale au  Nombre des Clients * Nombre des Poses de 
Clients dans l’ensemble d’évaluation, et c’est  égale à 200*3 = 600. 
 Pour les imposteurs : Il est  égale au Nombre des Clients * Nombre des 
Imposteurs dans l’ensemble d’évaluation * Nombre de Poses des Imposteurs  
dans l’ensemble d’évaluation, et c’est égale  à 200*25*8 = 40000. 
 Nombre de scores dans l'ensemble de test: 
 Pour les clients : Il est égale auNombre des Clients * Nombre des Poses des 
Clients dans l’ensemble de test, et c’est égale à 200*2 = 400. 
 Pour les imposteurs : Il est égale au Nombre des Clients * Nombre des 
Imposteurs dans l’ensemble de test   * Nombre des Poses des Imposteurs  dans 
l’ensemble de test, et égale 200*75*8 = 120000. 
Nous pouvons direque le nombre de scores Imposteurs est beaucoup plus important 
que le nombre de scores des Clients. C'est ce qui expliquela différence de forme pour les deux 
distributions de Client et Imposteur.    
 
 
































Scores du système 2 normalisé 
Scores du système 1 normalisé 
Scores du système 2 
Scores du système 1 
Normalisation
Minmax  Scores du système 3 normalisé Scores du système 3 
Scores du système 4 Scores du système 4 normalisé 
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Dans la figure 5.4la transformation des scores du premier système est présentée pour 












(c) médiane et l’écart absolu médian      (d)   QLQ                       (e) fonction double sigmoïde 
Figure 5.4 : Normalisation de scores 
Nous remarquons que les méthodes de normalisation Min-Max, Znorm, Tanh, la 
médiane et l’écart absolu médian ne modifient pas la forme des distributions mais leur 
différence se situe dans la façon dont chaque distribution sera répartie dans l'intervalle et donc 
dans la façon dont les systèmes àcombiner se juxtaposeront dans l'intervalle défini (avec 
Znorm la moyenne de distribution des  Clients de chaque système sera en 0.Alors qu'avec 
Min-Max c'est les extrémités qui sont définis et la moyenne sera positionnée différemment 
selon les systèmes.De plus,les méthodes de normalisation par fonction Quadratique-Linéaire-
Quadratique (QLQ) et fonction double sigmoïde modifient la forme des distributions. 
5.2.2 Comparaison des méthodes de normalisation  
1 Méthodes de normalisation associées aux méthodes de combinaisons simples  
Nous avons vu dans le paragraphe précédent que les scores ont des distributions et 
intervalles de variation différents et qu'il est donc nécessaire de les normaliser avant de les 
fusionner. Comme nous l'avons déjà cité,il existe deux types : 
 des méthodes de normalisations de scores qui ne modifient pas la forme des 
distributions, 
 les méthodes qui modifient la forme des distributions.  
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Ces méthodes de normalisation sont ensuite associées aux méthodes de combinaison de 
scores simplesque sont la somme, le produit, le minimum, le maximum, la médiane et la 
somme pondérée.En effet, pour réaliser la fusion il faut combiner les quatre  scores 
normalisés pour obtenir un score final qui permet de calculer les taux d'erreurs. Les 
performances de ces différentes associations de méthodes de normalisation avec les  méthodes 




Taux  de 
performance 
Règles de Fusion 





TEE 1.95±0.62 2.03±0.63 3.11±0.77 2.04±0.63 2.18±0.65 1.95±0.62 
TFR 0.5±0.69 0.5±0.69 0.5±0.69 1±0.97 0.5±0.69 0.5±0.69 
TFA 2.8±0.1 2.99±0.1 4.49±0.12 2.93±0.1 15.36±0.22 2.8±0.1 




TEE 1.95±0.62 2.03±0.63 3±0.76 2.03±0.63 2.21±0.66 1.95±0.62 
TFR 0.5±0.69 0.5±0.69 1±0.97 0.5±0.69 0.5±0.69 0.5±0.69 
TFA 2.79±0.1 3.01±1 4.31±0.12 2.92±0.1 15.12±0.22 2.77±0.1 




TEE 1.95±0.62 1.96±0.62 3±0.76 2.03±0.63 2.21±0.66 1.95±0.62 
TFR 0.5±0.69 0.5±0.69 1±0.97 0.5±0.69 0.5±0.69 0.5±0.69 
TFA 2.79±0.1 2.82±0.1 4.31±0.12 2.92±0.1 15.12±0.22 2.77±0.1 
TR 96.71±0.79 96.68±0.79 95.59±1.1 96.58±0.79 84.38±0.91 96.73±0.77 




TEE 2±0.62 2.04±0.63 3.16±0.78 1.99±0.62 2.31±0.67 1.95±0.62 
TFR 0.5±0.69 0.5±0.69 1±0.97 0.5±0.69 0.5±0.69 0.5±0.69 
TFA 2.92±0.1 3.04±0.1 4.41±0.12 2.78±0.1 16.26±0.22 2.8±0.1 
TR 96.58±0.79 96.46±0.79 94.59±1.1 96.72±0.79 83.24±0.91 96.7±0.19 
Tableau 5.1: Performances des méthodes de normalisation qui ne modifient pas la forme des 
distributionsassociées aux méthodes de combinaison de scores simples (intervalle de confiance paramétrique à 
95%). 
Dans le tableau 5.1 nous constatons qu'il n’est pas de grandes différences de 
performances selon les normalisations et les méthodes de combinaison.En particulier la 
méthode médianequi donne mauvais résultat pour les données de test.  
 La méthode somme donne de bons résultats pour les quatre  normalisationset fait 
toujours mieux que le meilleur système. La somme pondérée est la meilleure méthode de 
combinaison. Elle consiste en la définition de poids associés à chaque système, poids calculés 
de façon àminimiser le taux d'erreur sur la base d’évaluation. Nous constatons quela somme 
pondérée améliore les performances comparée à la deuxième meilleure méthode de 
combinaison qui est la somme simple (avec des poids identiquespour toutes les systèmes, ici 
¼ sauf pour la normalisation Min-Maxpour laquelle les performances sont équivalentes). 
 







Taux  de 
performance 
Règles de Fusion 







TEE 2.18±0.65 2.68±0.72 3.21±0.79 2.95±0.75 2.13±0.64 2.13±0.64 
TFR 0.5±0.69 0.5±0. 69 0.5±0. 69 1.5±1.29 0.5±0. 69 0.5±0. 69 
TFA 3.05±0.1 3.88±0.12 4.49±0.12 3.21±0.09 25.27±0.27 2.9±0.1 




TEE 2.16±0.65 2.33±0.67 2.81±0.74 1.96±0.62 2.15±0.65 2.17±0.65 
TFR 0.5±0. 69 0.5±0. 69 1±0.97 0.5±0. 69 0.5±0. 69 0.5±0. 69 
TFA 3.15±0.1 3.5±0.11 4.07±0.13 2.74±0.1 14.03±0.21 3.14±0.1 
TR 96.35±0.79 96±0.8 94.93±1.1 96.76±0.79 85.47±0.9 96.36±0.79 
Tableau 5.2: Performances des méthodes de normalisation qui modifient la forme des distributions associées 
aux méthodes de combinaison de scores simples (intervalle de confiance paramétrique à 95%). 
Dans le tableau 5.2nous constatons que les méthodes de normalisation modifiant la 
forme des distributions n’améliorent pas la performance de vérification associées aux 
méthodesde combinaison par rapport aux méthodes de normalisation qui ne modifient pas la 
forme des distributions. Mais nous aspirons que ces méthodes donnent de bons résultat par la 
combinaison de scores par la logique floue.    
 Enfin nous pouvons affirmer que la somme et la somme pondérée sont les meilleures 
méthodes de combinaison simples. Lasomme pondérée étant légèrement meilleure mais 
nécessitant un apprentissage de poids. 
2 Comparaison des méthodes de normalisation par logique floue 
 Dans ce paragraphe, nous avonssélectionnée trois méthodes de normalisation de 
score :  
 une méthode qui ne modifient pas la forme des distributions :c’est  laZnorm(ayant 
donnée le meilleur résultat par rapport Min-Max, la médiane et l’écart absolu médian et 
c’est une méthode simple par rapport à tangente hyperbolique), 
 deux méthodes modifiant la forme des distributions : qui sont  la fonction Quadratique-
Linéaire-Quadratique (QLQ), fonction double sigmoïde. 
Pour comparerles méthodes de combinaisons par logique floue à base de l’intégrale de  
Sugeno  et de  Choquet. 
 L’algorithme suivant présente comment on faitla combinaison par les deux intégrales : 
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1. Calcul la fonction de densité flouegi 
g
i
 = βpi,                 i =1                                        (5.1) 
g
i
 = (1- β)pi,          i = 2,3,4 
  
Avec: 
pi est le taux de classification dans l'intervalle [0, 1]pour chaque système. 
Β∈[0, 1]est un facteur qui met en place un certain équilibre entre les résultats de la 
classification. 
i :l’indice de chaque système. 
2. Calcul de λ par :λ+1= (1 +𝑛𝑖=1  λg
i
 )                         (5.2) 
Oùλ∞λ≠ 0. 
3. Calcul de g(Ai) la mesure floue sur les sous-ensembles par : 
g(A1)=g( y1 )=g
1
    (5.3) 
g(Ai) = g
i
 + g(Ai-1) + λg
i
g(Ai-1) ,                                   (5.4) 
4. Calcul de l'intégrale floue deSugeno par : 
 h y o
Y
g ∙ = max
i=1:n
 min h yi , g Ai    5.5  
h(yi) sont les scores et sont classés dans l'ordre décroissant , n =4. 
Ou calculel'intégrale floue deChoquetpar :  
 h y d
Y
g ∙ =   h yi − h yi+1  g Ai h yn+1 = 0
n
i=1
                      (4.21) 
 Le tableau 5.3 présente la comparaison des méthodes de normalisation associées aux 
méthodes de combinaisons par logique floue. 
Dans le tableau 5.3 nousremarquons que la méthode de normalisation par la fonction 
Quadratique-Linéaire-Quadratique(QLQ) est intéressante pour les deux intégrales Sugeno et 
Choquet. Nous  obtenons une bonne performance par la fonction double sigmoïde associée 
au l’intégrale de  Sugeno. 
Nous pouvons dire que les méthodes de normalisation de score qui modifient la forme 
des distributions (La fonction doublesigmoïde) nous donne le meilleur résultat  pour 










Taux  de 
performance 
Règles de Fusion 
Intégrale 
flouede Sugeno 







TEE 2.08 ± 0.64  
0.3 
2.16 ±0.65  
0.1                               TFR 0.5 ± 0.69 0.5 ± 0.69 
TFA 3.22 ± 0.11 3.19 ± 0.1 






TEE 1.22 ± 0.49  
 
0.523 
1.89 ±0.61  
 
0.13 
TFR 0.5 ± 0.69 0.5 ±0.69 
TFA 1.45 ±0.07 2.42 ±0.09 




TEE 1.14 ± 0.47  
0.509 
 
2.4 ± 0.68  
 
0.12 
TFR 0.5 ± 0.69 0.5 ± 0.69 
TFA 1.14 ± 0.06 3.82 ±0.11 
TR 98.36 ± 0.75 95.68 ± 0.81 
Tableau 5.3 : Performances des méthodes de normalisation par logique floue( intervalle de confiance 
paramétrique à 95%). 
5.2.3 Méthodes de normalisation associées aux méthodesde classifications  
 Dans cette section nous étudions la fusion de scores par l’approche de classification de 
scores (voir paragraphe4.4). 
 Normalement les méthodes de fusion  par classification de scorescherchent à prendre 
une décision à partir du vecteur de scores de dimension N sans normalisation de scores.Dans 
notre cas nous proposonsd’utiliser les méthodes de normalisation de scores pour transformer 
individuellement chacun des scores issus des systèmes afin de les rendre homogènes avant 
defusionner et ceci pour augmenter la performance d’authentification. Pour cela nous utilisons 
trois  méthodes de normalisation:Z-Score, fonction Quadratique-Linéaire-Quadratique (QLQ) 
et normalisation parune fonction double sigmoïde(sont sélectionnées dans le paragraphe 
5.2.2). 
1 Classification de scores  par méthode statistique de  Fisher  
 Les différents taux d’erreur et de succès dans l’ensembled’évaluation et de test en 
utilisant la fusion par fonction linéaire discriminante (LDF) et fonction quadratique 
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discriminante (QDF)(voir paragraphe 4.4.1) sans et avec les méthodes de normalisation  sont 






Règles de Fusion 
LDF QDF 
sans normalisation TEE 2.14 ± 0.64 2.15 ± 0.65 
TFR 0.5 ± 0.69 0.5 ± 0.69 
TFA 3.18 ± 0.1 3.12 ± 0.1 




TEE 1.98 ± 0.62 2 ± 0.62 
TFR 0.5 ± 0.69 0.5 ± 0.69 
TFA 2.84 ± 0.1 2.89 ± 0.1 





TEE 1.97 ± 0.62 2.2 ± 0.68 
TFR 0.5 ± 0.69 0.5 ± 0.69 
TFA 2.68 ± 0.1 3.06 ± 0.1 
TR 96.82 ± 0.79 96.44 ± 0.79 
La une fonction 
double sigmoïde 
TEE 2.17 ± 0.65 2.18 ± 0.65 
TFR 0.5 ± 0.69 0.5 ± 0.69 
TFA 3.15 ± 0.1 3.19 ± 0.1 
TR 96.35 ± 0.79 96.31 ± 0.79 
Tableau 5.4 : Performances des méthodes de normalisation par fusion statistique de  Fisher dans d’ensemble 
évaluation et test( intervalle de confiance paramétrique à 95%). 
Le tableau 5.4 montre clairement que les méthodes de normalisation  améliorent la 
performance de l’authentification, et on constate qu'il n'y’a pas de grandes différences de 
TEE pour les deux fonctions de fusion linéaire discriminante (LDF) et quadratique 
discriminante (QDF). Le meilleur résultat est obtenu avec un TEE = 1.97± 0.62% et TR= 
96.82±0.79% par la méthode de normalisation de score  la fonction Quadratique-Linéaire-
Quadratique(QLQ) qui modifiela forme des distributions et la fonction de fusion LDF.  
2 Classification de scores avec les machines à vecteurs de support (SVM)  
Nous  utilisonsune machine à vecteurs de support (SVM) avec un noyau RBF (Radial 
BasisFunction ou fonction à base radiale) (voir équation4.32). 
Le SVM a été implémenté en utilisant la librairie LibSVM  disponible gratuitementau site 
(http ://www.csie.ntu.edu.tw/ cjlin/libsvm/).Le noyau RBF utilisé est de la forme : 
(5.7) 
Chapitre 5                                 Conception du système multimodale  
94 
 
Où γ  est un paramètre qui règle la largeur de la marge. Le SVM nécessite également le 
réglage du paramètre C qui règle le compromis entre la largeur de la marge et le nombre 
d'erreurs admissibles (comme décrit dans équation 4.36).  
 Les différents taux d’erreur et de succès dans l’ensembled’évaluation et test en 
utilisant la fusion par une machine à vecteurs de support (SVM) avec un noyau RBF sans et 
avec les méthodes de normalisation  sont montrés dans le tableau 5.5. 
 
 
Règles de Fusion 
Ensemble 
d’évaluation 
Ensemble de test   
 
Sans normalisation 
TEE  % TFR % TFA % TR % γ C 
2±0.62 0.5±0.69 2.93±0.1 96.53±0.79 1.5 0.6 
Znorm 
 




1.96±0.62 0.5±0.69 2.14±0.09 97.36±0.78 2 0.7 
Fonction double sigmoïde 1.66±0.0.62 0.5±0.69 2.39±0.9 97.11±0.78 1.6 3 
Tableau 5.5 : Performances des méthodes de normalisation associées au  SVMdans d’ensemble évaluation et 
test (intervalle de confiance paramétrique à 95%). 
Le tableau 5.5 montre clairement que les méthodes de normalisation améliorent la 
performance de l’authentification de visages. Notons également que le meilleur résultat avec 
un TEE=1.5±0.54 % et un TR=97.44± 0.77%est obtenu par la méthode de normalisation 
Znorm qui ne modifient pas la forme des distributions. 
 La figure 5.5 présente la séparation de SVM de   distributions 2D des scores des six  
couples des systèmes pour les deux classes Client et Imposteur car est impossible de 









(a)Système 1/Système 2             (b) Système 1/Système 3          (c) Système 1/Système 4 
 
(d)Système 2/Système 3(e) Système 2/Système 4(f) Système 3/Système 4   
Figure 5.5 : la séparation non linéaire de SVM de   distributions 2D des scores des six couples des systèmes 
pour les deux classes Client et Imposteuravec la normalisation de scores Z-norme 
3 Classification de scores avec réseaux de neurones artificiels 
 Nous essayons finalement d’appliquer la fusion par classification de scoresavec un 
réseaux de neuronessimple de type MLP (Multi Layer Perceptron). Sa structure est organisée 
en couches (voir figure 4.5) : 
 des paramètres d’entrée, 
 une ou plusieurs couches cachées, 
 une couche de sortie. 
Chaque neurone élémentaire est connectéà tous les neurones de la couche qui suit celle à 
laquelle il appartient. Les fonctions d’activation peuvent être quelconques, et le nombre de 
neurones en sortie dépend généralement du codage adopté[146]. 
Les paramètres choisis par notre expérience sont : 
 Quatre entrées sont les scores pour chaque système. 
 Une couche cachée avec dix  neurones et la fonction d’activation sigmoïde. 
 Deux neurones dans la couche de sortie et la fonction d’activation tangente 
hyperbolique. 
Les différents taux d’erreur et de succès dans deux ensembles évaluation et test en utilisant un 
classifieur MLP sans et avec les méthodes de normalisation  se trouvent dans le tableau 5.7. 
 




Règles de Fusion Ensemble 
d’évaluation 
Ensemble de test 
 
Sans normalisation 
TEE  % TFR % TFA % TR % 
1.83±0.6 1±0.97 2.75±0.1 96.25±1.07 




1.66±0.57 0.5±0.69 1.93±0.08 97.84±0.77 
Fonction double sigmoïde 1.33±0.51 0.5±0.69 2.01±0.08 97.49±0.77 
Tableau 5.7: Performances des méthodes de normalisation associées à laclassification  MLP(intervalle 
de confiance paramétrique à 95%). 
Le tableau 5.7 montre bien là aussi  que les méthodes de normalisation améliorent la 
performance de l’authentification. Nous constatons qu'il n'y’a pas de grandes différences de 
TEE  selon les méthodes de normalisation. Les méthodes de normalisation qui modifient la 
forme des distributions donnent debons résultats avec TEE=1.66±0.57% et TR = 
97.84±0.77%par fonction Quadratique-Linéaire -Quadratique(QLQ) et TEE= 1.33±0.51 % 
et TR = 97.49±0.77% par la fonction double sigmoïde. 
Nous pouvons dire que la méthode proposé qui utilise la normalisation de scores avant 
la classification de scores améliore en générale la performance d’authentification de visages. 
Dans la majoritédes cas les méthodes de normalisation qui modifient la forme des 
distributions donnent de meilleurs résultatsqueles méthodes qui ne modifient pas la forme des 
distributions. Les deux méthodes de classification de scores SVM(TEE=1.5±0.54 % et un 
TR=97.44± 0.77%) et MLP(TEE= 1.33±0.51 % et TR = 97.49±0.77%) donnent presque le 
même résultat. 
La méthode retenue reste la fusion par combinaisonsde scores par intégrale floue de 
Sugeno(TEE=1.14 ±0.47 % et TR= 98.36±0.75 %)qui donne le meilleur système multi-
algorithmes d’authentification de visages   avec un temps de calcul trés réduit t=0.94 seconde 
( Langage de programmation utiliser est MATLAB R2009b et ordinateur :Intel Pentium Dual 
CPU 2.2 GHz , 1.49 GHz de RAM) . Le meilleur système de fusion est donc celui qui est 
construit par la normalisation de scores par la fonction double sigmoïde et la fusion par  
combinaison par l’intégrale floue de  Sugeno. 
 
 





5.3La multi-modalité (multi-biométries)  
Dans cette section nous utilisons la base des scores de visage et voix de la base de 
données XM2VTS  pour construire un système  multi-biométries par les deux modalités 
visage et voix pour deux buts : 
 Faire la comparaison pour les deux approches de fusion de scores combinaison et 
classification. 
  Faire la comparaison entre les deux systèmes multimodale multi-algorithmes et  
multi-biométries. 
5.3.1Les scores de visage et voix de la base de données XM2VTS 
Pour les deux  protocoles de Lausanne (LP1 etLP2), Norman Poh a mis à 
dispositionun ensemble de scores issus de 5 classifieurs de visage et 3 classifieurs devoix 
présentés dans [151]. Ces scores donnent 21 configurations différentes pour 21 couples de 
classifieurs voix et visage (15 couples pour le protocole I et 6 couplespour le protocole II). 
Chaque configuration correspond à un couple des systèmes :un système de voix et un système 
de visage. Chaque système est composé d'un moduled'extraction de caractéristiques et d'un 
classifieur. Un seul classifieur estutilisé pour la voix : le GMM (mélange de gaussiennes). 
Deux classifieurs sontutilisés pour le visage : le GMM (mélange de gaussiennes) et le MLP 
(réseauxde neurones appelé " Multi Layer Perceptron"). Trois modules d'extraction 
decaractéristiques sont disponibles pour le visage (FH : Face Histogram, DCTs :Discrete 
Cosinus Transform (small size) et DCTb : Discrete Cosinus Transform(big size)) et trois 
modules d'extractions de caractéristiques pour la voix (LFCC :Linear Filter-bank Cepstral 
Coefficient, PAC-MFCC : Phase Auto-CorrelationMel Filter-bank Cepstral Coefficient et 
SSC : Spectral Subband Centroid). Tousles détails des classifieurs et des modules d'extraction 
de caractéristiques sontdonnés dans [2]. 
 Nous allons maintenant nous intéresser uniquement au Protocole I (LP1)pour lequel 
nous allons comparer les méthodes de fusion. 
 Le tableau 5.8 présente la performance des  5 systèmes de visages et les trois 
systèmes de voix dans l’ensemble d’évaluation et de test. Nous remarquons dans ce tableau 
que le système de Voix : (LFCC, GMM) donne un bon résultat avec un TEE=0.84±0.4% et 
un TR=97.7±1.15%. 








Ensemble de test 
 
TEE % TFR % TFA % TR % 
Visage : (FH, MLP) 1.66±0.57 2±1.37 1.74±0.08 96.25±1.45 
Visage : (DCTs, GMM) 4.37±0.91 4±0.91 4.44±0.12 91.55± 2.04 
Visage : (DCTb, GMM) 1.53±0.55 1.5±1.19 1.87±0.08 96.62±1.27 
Visage : (DCTs, MLP) 2.96±0.76 3.5±1.80 3.17±0.1 93.32±1.91 
Visage : (DCTb, MLP) 4.82±0.96 8±2.65 4.41±0.12 87.58± 2.78 
Voix: (LFCC, GMM) 0.84±0.4 1.25±1.08 1.04±0.06 97.7± 1.15 
Voix: (PAC, GMM) 5.82±1.05 7.5±2.58 4.85±0.13 87.64±2.71 
Voix: (SSC, GMM) 4.36±0.19 4.5±2.03 4.42±0.12 91.07±2.15 
Tableau 5.8: Performances des 5 systèmes de visages et 3 systèmes de voix(intervalle de confiance 
paramétrique à 95%). 
Les distributions de scores pour les 5  systèmes d’authentification de visages et les 3 
systèmes d’authentification de voixreprésentées sur la figure 5.6. 
 Dans la figure 5.6nous remarquons que les systèmes donnent des distributions Client 
et Imposteur différentes. Les distributions sont différentes en termes de plage de variation et 
différentes dans leurs formes et leurs recouvrements entre les deux classes, ce qui rendra 
nécessaire l'étape de normalisation de scores. 
 
Visage : (FH, MLP)               Visage : (DCTs, GMM)       Visage : (DCTb, GMM) 
 
Visage : (DCTs, MLP)           Visage : (DCTb, MLP)         Voix : (LFCC, GMM) 




Voix : (PAC, GMM)                               Voix: (SSC, GMM) 
Figure5.6 : Les distributions de 5  systèmes d’authentification de visages et  3 systèmes d’authentification de 
voix sur la base de données XM2VTS.   
Le tableau 5.9 présente la performance en terme de taux d’égale erreur TEE dans l’ensemble 
d’évaluation et en terme taux de réussite TR dans l’ensemble de test pour les 15 couples de 
systèmes voix et visage (voix, visage). La méthode de normalisation utilisée est la fonction 
double sigmoïde (voir l’annexe C les trois méthodes de normalisation Minmax, fonction 
Quadratique-Linéaire-Quadratique (QLQ) et la fonction double sigmoïde) ainsi que 
l’approche de fusion appliquée la combinaison de scores par la somme pondérée (Celle qui a 
été retenue  voir paragraphe  5.2.2.), l’intégrales de floue de Sugeno et Choquet. 
 
 Méthodes 
Voix ,Visage    
somme pondérée Intégrale floue de 
Sugeno 
Intégrale floue de 
Choquet 
TEE% TR % TEE% TR % TEE% TR % 
(LFCC, GMM),(FH, MLP) 0.16±0.17 99.7±0.26 0.002±0.02 99.99±0.04 0.28±0.23 99.62±0.3 
(LFCC, GMM),(DCTs, GMM) 0.2±0.2 99.39±0.38 0.001±0.01 99.99±0.04 0.20±0.2 99.09±0.46 
(LFCC, GMM),(DCTb, GMM) 0.16±0.17 99.21±0.43 0.007±0.03 99.93±0.12 0.14±0.16 99.5±0.34 
(LFCC, GMM), (DCTs, MLP) 0.04±0.01 99.31± 0.4 0.03±0.07 99.91±0.14 0.13±0.16 99.58±0.31 
(LFCC, GMM), (DCTb, MLP) 0.34±0.08 98.95±0.5 0.04±0.08 99.88±0.17 0.54±0.32 99.04±0.48 
(PAC, GMM),(FH, MLP) 1.46±0.53 98.6±0.57 0.17±0.18 99.49±0.35 1.69±0.57 99.00±0.49 
(PAC, GMM),(DCTs, GMM) 0.68±0.36 98.79±0.53 0.24±0.21 98.69±0.56 1.36±0.52 97.28±0.8 
(PAC, GMM),(DCTb, GMM) 1.35±0.51 96.07±0.96 0.03±0.07 99.39±0.28 0.82±0.4 96.75±0.88 
(PAC, GMM), (DCTs, MLP) 0.69±0.37 97.78± 0.72 0.04±0.08 99.66±0.28 0.54±0.32 98.67±0.56 
(PAC, GMM), (DCTb, MLP) 0.61±0.34 98.55±0.58 0.63±0.53 99.21±0.43 1.33±0.51 96.87±0.86 
(SSC, GMM),(FH, MLP) 0.64±0.35 98.77±0.54 0.09±0.13 99.72±0.25 0.99±0.44 98.41±0.61 
(SSC, GMM),(DCTs, GMM) 0.98±0.44 97.51±0.77 0.28±0.23 99.48±0.35 1.2±0.48 96.57±0.90 
(SSC, GMM),(DCTb, GMM) 0.68±0.36 98.57±0.58 0.03±0.07 99.64±0.29 0.97±0.44 97.45±0.78 
(SSC, GMM), (DCTs, MLP) 0.67±0.36 98.38±0.62 0.2±0.2 99.40±0.37 0.79±0.39 97.41±0.78 
(SSC, GMM), (DCTb, MLP) 1.36±0.26 96.55±0.90 0.45±0.3 97.65±0.74 1.49±0.54 96.00±0.97 
Tableau 5.9 : Performances des combinaisons de scores pour les  15 couples des systèmes  (voix, visage)  
(intervalle de confiance paramétrique à 95%). 
 Le tableau 5.9montre que la combinaisons de scores par l’intégrale floue de Sugeno 
donne le meilleur résultat par un système multi-biométries avec le couple voix visage (LFCC, 
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GMM),(DCTs, GMM)  et une performance d’authentification presque parfaite avec un 
TEE=0.001±0.01% et un TR=99.99±0.04% . 
 Le tableau 5.10 présente la performance de fusion de scores par l’approche de 
classification (méthode statistique de  Fisher, SVM et MLP)pour les 15 couples de systèmes 
voix et visage (voix ,visage). La méthode de normalisation utilisée est la fonction double 
sigmoïde (voir l’annexe nous avons utilisé trois méthode de normalisation Minmax, fonction 
Quadratique-Linéaire-Quadratique (QLQ) et la fonction double sigmoïde). 
 Méthodes 













TEE% TR % TEE% TR % TEE% TR % TEE% TR % 
(LFCC, GMM),(FH, MLP) 0.54±0.32 98.45±0.60 0.19±0.19 99.65±0.29 0.17±0.18 99.67±0.28 0.23±0.21 99.57±0.32 
(LFCC, GMM),(DCTs, GMM) 0.18±0.19 99.21±0.43 0.82±0.4 99.06±0.47 0.19±0.19 99.14±0.45 0.19±0.19 99.12±0.45 
(LFCC, GMM),(DCTb, GMM) 0.16±0.17 99.20±0.43 0.51±0.21 99.21± 0.43 0.14±0.16 99.51±0.34 0.22±0.21 99.04±0.48 
(LFCC, GMM), (DCTs, MLP) 0.17±0.18 99.15±0.45 0.45±0.3 99.20±0.43 0.03±0.07 99.30±0.41 0.05±0.1 99.28±0.41 
(LFCC, GMM), (DCTb, MLP) 0.35±0.26 99.19±0.44 1.95±0.62 97.99±0.69 0.33±0.25 99.24±0.42 0.25±0.22 98.97±0.49 
(PAC, GMM),(FH, MLP) 4.5±0.93 89.42±1.57 2.37±0.68 93.25±1.26 0.83±0.4 99.06±0.47 0.81±0.4 98.10±0.67 
(PAC, GMM),(DCTs, GMM) 1.36±0.52 95.82±0.99 1.45±0.53 97.26±0.80 1.49±0.54 97.36±0.79 1.11±0.47 97.37±0.79 
(PAC, GMM),(DCTb, GMM) 1.69±0.57 93.04±1.28 1.13±0.47 94.50±1.14 0.81±0.59 98.78±0.54 0.69±0.37 98.39±0.62 
(PAC, GMM), (DCTs, MLP) 2.68±0.72 92.01±1.37 0.82±0.4 94.18±1.17 0.61±0.34 98.43±0.61 0.38±0.27 98.36±0.62 
(PAC, GMM), (DCTb, MLP) 1.63±0.56 94.29±1.16 1.45±0.53 96.07±0.96 1.85±0.6 96.25±0.94 1.13±0.47 96.30±0.93 
(SSC, GMM),(FH, MLP) 4.21±0.92 91.73±1.39 3.96±0.87 39.06±3.49 0.46±0.3 98.72±0.55 0.43±0.29 98.86±0.52 
(SSC, GMM),(DCTs, GMM) 2.13±0.64 94.27±1.16 2.85±0.74 45.60±3.34 0.95±0.43 97.73±0.73 0.74±0.38 97.20±0.81 
(SSC, GMM),(DCTb, GMM) 3.01±0.76 93.20±1.26 3.2±0.79 43.73±3.38 0.54±0.32 98.36±0.62 0.41±0.28 97.62±0.75 
(SSC, GMM), (DCTs, MLP) 3.37±0.18 92.79±1.30 3.14±0.78 43.09±3.40 0.67±0.36 97.84±0.71 0.59±0.34 98.31±0.63 
v(SSC, GMM), (DCTb, MLP) 2.61±0.71 93.87±1.20 3.12±0.78 42.89±3.40 1.2±0.48 96.70±0.88 0.99±0.44 97.18±0.82 
Tableau 5.10: Performances des classification de scores pour les  15 couples des systèmes  (voix, visage) ( 
intervalle de confiance paramétrique à 95%). 
Dans le tableau 5.10nous constatons qu'il n'y’a pas de différences de performances 
selon la classification de scores par SVM et MLP. Cependant le SVM donne la meilleure 
performance par le couple de systèmes  (LFCC, GMM),(DCTs, MLP) avec un 
TEE=0.03±0.07% et un TR=99.30±0.41%. 
 Enfin de cette série de résultats, un tableau de synthèse (tableau 5.11) permet 
decomparer notre système d’authentification multi-algorithmes  et multi-biométries 
(visage,voix)par quelque travaux connus enfusion multimodale. Ainsi nous pouvonsfaire la 
comparaison entre les systèmes  multi-algorithmes  et multi-biométriessur différentes bases de 
données telles la base de données XM2VTS et la base de scores XM2VTS selon le protocole 
de Lausanne I, la base FERET, CASIA et la base de scores de BioSecure (DS3). 
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Gating of Scores 
XM2VTS TFA=0.48%, 
TFR= 0.5%  
TR=98.45% 
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2009 Li et al [153] multi-biométries 
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2009 Morizet[11] multi-biométries 
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TEE=0.011% 
2009 Allano [10] multi-
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Score Classification SVM (noyau RBF) XM2VTS TEE=1.66% 
TR=97.84% 
2011 Nous multi-biométries 
visage ,voix 







2011 Nous multi-biométries 
visage ,voix 





2011 Nous multi-biométries 
visage ,voix 
Score Classification SVM (noyau RBF) XM2VTS TEE=0.17% 
TR=99.67% 
Tableau 5.11 : Tableau de synthèse des résultats obtenus en fusion multimodale. 
 Nous pouvons dire que la  performance de notre système multi-algorithme 
d’authentification de visages et presque équivalent à celui obtenu en 2007par Sadeghi 
etKhoshrouavec un TEE =1.14% et un TR=98.36.Notre systèmemulti-biométries 
d’authentification de visage et voix ainsi conçu est le meilleur comparé aux travaux  2009 et 
2010avec un TEE=0.001% et un TR=99.99% qui est justifiépar l’efficacité de la méthode de 
normalisationde scores la fonction double sigmoïdeet la fusion de scores par intégrale 
floue de Sugeno. 
 Pour la comparaison entre les deux systèmes multi-algorithmeset multi-biométries 
le système multi-biométries  donne une performance presque parfaite avec un TR=99.99%, 
mais avecquelques inconvénients: temps de capture de visage et voix trés grand [17], le 
coûtdu matériel, le confort d’utilisateurs etc… Ceci dit la performance satisfaisante est 
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obtenue par  un système multi-algorithmesd’authentification de visagesavec un TR= 0.98 * 
TR de système multi-biométries et avec l’avantage de temps de calcule réduit (parce que le 
temps de capture est trés supérieure que le temps de traitement [10]), le conforte d’utilisateurs 
etc…. 
5.4. Conclusion 
Dans ce chapitre les résultats sont présentéssous forme de deux applications comme 
suit :  
 Dans la première partie nous avons construit un système multi-algorithmes par la 
fusion des quatre systèmes retenusà travers l’étude menée dansle chapitre 2. Une étape de 
normalisation de scores avant la fusion est nécessaire. Pour celà nous  comparons  six 
méthodes de normalisation de scores. Nous étudions  deux approches de fusion de scores qui 
sont la combinaison et la classification. Enfin le meilleur système multi-algorithmes est 
obtenu avec un TEE=1.14±0.47%et un TR=98.36 ± 0.75% avec la normalisation de scores 
par la fonction double sigmoïdepour l’intégrale floue de Sugeno. 
 Dans la dernière partie nous testons les deux approches de fusion de scores des visages 
et des voix de la base de données XM2VTS pour construire un système multi-biométries. Le 
meilleur résultat dans ce cas est réalisé avec un TEE=0.001±0.01% et un TR=99.99±0.04% 
pour l’intégrale floue de Sugeno. Enfin nous confirmons l’efficacité de notre 
systèmemultimodale par la comparaison de notre modèle  avec  quelquestravaux connus 










Dans ce présent travail nous avonstout d’aborddonner un aperçu sur l’état de l’art des 
méthodes de reconnaissance de visage 2D, ensuite nous présentons notre modèle de la 
reconnaissance de visage. Puis, nous détaillons la mesure de la performance d’un système 
biométrique. Dans l’état de l'art nous avons décomposé les méthodes  en trois  grandes 
familles : les méthodes globales, pour lesquelles les caractéristiques sont extraites 
directement depuis l’ensemble des valeurs de pixels des images et les méthodes locales, 
basées sur l’extraction de signatures extraites localement du visage. Les techniques dites 
hybrides utilisent conjointement ces deux types de modélisation. Parmi les méthodes 
globales, on compte notamment les méthodes basées sur la projection statistique, aussi 
appelées techniques de réduction de dimension. Nous avons vu au travers des résultats 
expérimentaux provenant de différentes sources (tableau 1.1) que la méthode globale des 
fisherfaces (LDA) est très performante, en comparaison avec les autres techniques de l’état 
de l’art. Donc notre choixs’est porté sur les méthodes globales à base desfisherfaces. Dans 
notre modèle de la reconnaissance de visage, nous avons essayé de présenter quelques 
algorithmes utilisés dans les trois étapes  d’un système de reconnaissance faciale  (l’étape 
d’extraction des caractéristiques, l’étape de réduction l’espace de données et la 
comparaison entre deux vecteurs et deux matrices). Enfin  pour la mesure de la performance 
nous avons définir quatre  critères principaux et une mesure de confiance associée (tauxde 
faux rejet(TFR),tauxde fausse acceptation(TFA),tauxd’égale erreur(TEE)ettaux de réussite 
(TR)). L’étude expérimentale de l’authentification de visages sur la base de données 
XM2VTS selon son protocole associé «protocole de Lausanne I»est présentée dans le 
chapitre 2. Le choix principal de cette base de données est sa grande taille et sa popularité, 
puisqu'elle est devenue une norme dans la communauté biométrique audio et visuelle de 
vérification multimodale d'identité. D’abord nous commençons par la comparaison des 
algorithmes de réduction d’espace, puis nous avons étudié deux méthodes d’extraction des 
caractéristiques de visage.  
Pour la comparaison de méthodes de réduction d’espace de donnée nous avons utilisé 
deux types des méthodes de réduction le premier type sont les méthodes en une dimension 
(Analyse en Composantes Principales (ACP), Analyse Discriminante Linéaire (LDA), Le 
modèle discriminant Linéaire amélioré de Fisher (EFM) et LDA directe (DLDA)) et le 





Bidimensionnelle Orientée (ADL2Do)). Dans cette étude nous déduisons que la méthode une 
dimension EFMest la meilleure et les méthodes en deux dimension n’améliore pas la 
performance d'authentification de visage par rapport aux LDA, EFM et DLDA  car  la base de 
données XM2VTS  a été réalisée sur une longue période ce qui a permis d’obtenir plusieurs 
images d’une même personne et donc une grande variabilité d'apparence (changement de 
coiffure, présence et/ou absence de lunettes, etc.). Parcontre, seules les expressions neutres 
ont été considérées, donc nous proposons utiliser ces méthodes 2D pour les bases de données 
qui contiennent plusieurs expressions. 
 Dans notre étude deux méthodes d’extraction de caractéristiques de visage ont été 
réalisées. D’abord nous avons utilisé la transformation de Hough comme méthode de 
détection de contours de l’image de visage et nous avons remarqué que cette méthode 
n’améliore pas la performance de vérification de visage en termes de précision. Puis nous 
avons utilisé l'information spatio-fréquentielle du visage pour obtenir une bonne 
représentation. Cette information est extraite de l'image des pixels par application de filtres de 
Gabor à différentes résolutions et à diverses orientations. Cette représentation a largement 
été utilisée et étudiée dans la littérature. Dans la majorité de ces études, seule l'amplitude de 
la réponse des filtres de Gabor a été employée alors que la phase est omise. Nous avons 
expliqué les raisons de la limitation de l'utilisation de cette phase et nous avons fourni une 
solution simple pour pallier cette limitation par une seuillage de la phase. Nous avons 
également montré que les phases filtrées de la convolution des images de visages par les 
filtres de Gabor ont données les meilleurs résultats par rapport aux amplitudes. Et finalement 
nous sélectionnonsles meilleurs systèmes d’authentification de visages pour construire un 
système multi-algorithmes dans la deuxième partie de notre mémoire. 
Dans la deuxième partie de notre travail les limitationsdes systèmes biométriques 
lorsqu'ils n'utilisent qu'une seule modalité biométrique est passée en revue. Ensuite nous 
présentons une façonde réduire les limitations des systèmes biométriques monomodaux en 
combinantplusieurs systèmes menant ainsi à la biométrie multimodale. Les systèmes 
multimodaux peuvent être de différentes natures. Pour cela nous étions amenés à étudier les 
différents types de combinaisons de modalités possibles, mais aussiles architectures et les 
niveaux de fusion qui peuvent être utilisés dans un système multimodal. Nous présentons 
donc le type de multimodalitéet le  niveau de fusion. Parmi les divers niveaux de fusion 
existant, nous avons choisi de travailler au niveauscore car il offre le meilleur compromis 





est complètement indépendant des algorithmesqui sont utilisés pour générer des scores. 
Ceci offredonc une grande souplesse d’intégration dans des systèmes existants qui peuvent 
êtremis à jour sans interférer avec la technique de fusion à mettre en place. Un état de l’art de 
la fusion de scores est présenté dans la fin du chapitre 3et la théorie des méthodes de fusion 
de scores pour les deux approches combinaisonet classification de scores ainsi six méthodes 
de normalisation de scores sont présentées dans le chapitre 4.Les résultats expérimentaux 
de la multimodalitésont divisés en deux parties dans le chapitre 5comme suit : 
Dans la première partie  nous étudions un système multi-algorithmes ou multi-
classifieurs (Multiple Classifier Systems) d’authentification de visages. Celui-ci  est construit 
par les quatre systèmes retenus dans l’étude expérimentale de l’authentification de visages 
dans le chapitre 2. Tous d’abord nous présentons les distributions de scores et nous 
remarquons que  les distributions sont différentes en termes de plages de variations et 
différentes dans leurs formeset leur recouvrements entre les deux classes (Client et 
Imposteur). Ce qui rend nécessaire l'étape de normalisation des scores. Ainsi nous 
appliquons  les six méthodes de normalisation de scores sur le système 1 d’authentification de 
visages et nous étudions les méthodes de normalisation : 
 Minmax, Znorm, Tanh et la médiane et l’écart absolu médianqui sont des 
méthodes qui ne modifient pas la forme des distributions.Mais leurs différences se 
situent dans la façon dont chaque distribution sera répartie dans l'intervalle commun, 
 et les méthodes de normalisation par fonction quadratique-linéaire-quadratique 
(QLQ) et fonction double sigmoïdedes méthodes qui modifient la forme des 
distributions.  
Ensuite nous comparons les méthodes de normalisation associées aux méthodes de 
combinaisons de scores, pour les méthodes de combinaisons de scores simples :la somme, 
le produit, le minimum, le maximum, la médiane et la somme pondérée.Nous constatons qu'il 
n'y’a pas de grandes différences de performances selon les normalisations. Mais surtout selon 
les méthodes de combinaison, en particulier la médiane.  
Nous pouvons dire que la somme et la somme pondérée sont les meilleures, la somme 
pondérée étant légèrement meilleure mais nécessitant un apprentissage des poids.  
Pour la combinaison de scores par logique floue à base de l’intégrale floue de  Sugeno  et 
de  Choquet  nous obtenonsune bonne performance d’authentification de visage par 
l’intégrale floue de Sugeno  et la méthode de normalisation de scores la fonction double 





 Dans la section de comparaison des méthodes de classification  de scores nous 
proposonsd’utiliser les méthodes de normalisation de scoresavant la classification c’est ce qui 
fait l’originalité de notre travail. Les méthodes de classification de scores utilisées sont : 
méthode statistique de  Fisher, les machines à vecteurs de support (SVM) et un réseau de 
neurones simple de type MLP (Multi layer perceptron), sans et avec les méthodes de fusion 
suivant : Z-Score,Fonction Quadratique-Linéaire-Quadratique (QLQ) et normalisation 
parune fonction double sigmoïde. D’après toute cette étude et les résultats obtenus nous 
affirmons que les méthodes de normalisation de scores améliorent la performance en générale  
de l’authentification de visages pour toutes les méthodes de classification de scores utilisées. 
Et les deux méthodes de classification de scores non linéaire SVM et MLP donnentdes 
résultats équivalents, ceci dit le SVM présente une simplicité d’application. Les deux 
fonctions de classification de Fisher : la fonction linéaire discriminante (LDF) et fonction 
quadratique discriminante (QDF)ont des performances moindres  que celles obtenues par le 
SVM et le MLP.  
  Dans la  deuxième  partie nous appliquons  nos deux approches de fusion à la base des 
scores des visages et voix de la base de données des scores XM2VTS pour construire un 
système  multi-biométriespar les deux modalités visage et voix avec 15 couples des 
systèmes voix, visage pour deux buts :  
 faire la comparaison pour les deux approches de fusion de scores combinaison et 
classification, 
 faire la comparaison entre notre  système multimodale multi-algorithmes et  multi-
biométries. 
 La combinaison de scores par l’intégrale floue de Sugeno donne le meilleur résultat 
pour un système multi-biométries avec le couple (voix,visage)(LFCC, GMM),(DCTs, 
GMM)  et une performance d’authentification presque parfaite avec un 
TEE=0.001±0.01% et un TR=99.99±0.04%. 
 Pour la comparaison entre les deux systèmes multi-algorithmeet multi-biométries : 
 Le système multi-biométries donne une performance presque parfaite avec un 
TR=99.99%, mais avec beaucoup d’inconvénients : temps de capture de visage et 
voix assez lent, coût du matériel, confort de l’utilisateur ...etc.  
 Nous obtenons une performance très satisfaisante pour  un système multi-





biométrieset avec pas mal d’avantages : temps de calcul réduit parce que le temps de 
capture est très supérieure que le temps de traitement, le confort d’utilisateurs ...etc.   
Perspectives 
 Nous avons le long de notre travaillé uniquement sur les scores issus des systèmes 
monomodaux pour réaliser la fusion. Malgré des résultats très intéressants, nous nous sommes 
rendu compte que nous atteignons des limites en ne considérant que les scores. En effet,les 
scores ne donnent qu'une quantité d'information limitée. Si l'on souhaiteaméliorer davantage 
les performances en fusion, il faudrait se placer dans un espace contenant plus d'information, 
comme par exemple celui des caractéristiques. 
Comme suite à notre travail et comme travaux futurs nous pouvons proposer certaines 
idées. Les perspectives d'évolution dece travail sont alors multiples : 
 Application de nos systèmes multimodaux sur les bases de données génériques qui 
contiennent de très grand nombre d’individus, et les bases de personnes virtuelles.  
 Chercher des systèmes d’authentification monomodaux plus performants.      
 Etudier d’autres systèmes multi-biométries comme le   visage et l’empreinte. 
 Faire de la fusion au niveau des caractéristiques. Dans un espace de dimension plus 
grande par les ondelettes, unclassifieur de type SVM ou la modélisation 
multidimensionnelle, parce que  le score augmente de beaucoup la taille de l'espace 
de travail. C'est ce que l'on recherche pour augmenter l'information disponible, mais 
cela engendre également des contraintes et des difficultés en termes de complexité et 
de temps de calcul. 










Authentification et identification  
 
 Il existe plusieurs types d'application qui nécessitent la reconnaissance des utilisateurs. 
Ces applications peuvent être séparées en 2 catégories que sont la vérification d'identité ou 
l'identification (figure A.1). 
A.1.La vérification ou authentification 
  La vérification est une comparaison un à un, dans lequel le système valide l'identité 
d'une personne en comparant les données biométriques saisie avec le modèle biométrique de 
cette personne stockée dans la base de données du système. Dans un tel mode, le système doit 
alors répondre à la question suivante: «Suis-je réellement la personne que je suis en train de 
proclamer ?». Actuellement la vérification est réalisée via un numéro d'identification 
personnel, un nom d'utilisateur, ou bien une carte à puce. 
A.2. L'identification 
 L'identification est une comparaison un à N, dans lequel le système reconnaît un 
individu en l’appariant avec un des modèles de la base de données. La personne peut ne pas 
être dans la base de données. Ce mode consiste à associer une identité à une personne. En 
d'autres termes, il répond à des questions du type: « Qui suis-je ? ». 
Les différents modules qui composent un système biométrique sont représentés sur la 
figure A.1. Leur fonctionnement peut être résumé comme suit : 
 Le processus  d’enrôlement : C’est une phase d’apprentissage qui a pour but de 
recueillir des informations biométriques sur les personnes à identifier. Plusieurs 
campagnes d’acquisitions de données peuvent être réalisées afin d’assurer une certaine 
robustesse au système de reconnaissance aux variations temporelles des données. 
Pendant cette phase, les caractéristiques biométriques des individus sont saisies par un 
capteur biométrique,  puis représentées sous forme numérique (signatures), et enfin 
stockées dans la base de données. Le traitement lié à l’enrôlement n’a pas de 
contrainte de temps, puisqu’il s’effectue « hors-ligne ». 
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 Module capteur biométrique : correspond à la lecture de certaines caractéristiques 
physiologiques, comportementales ou biologiques d’une personne, au moyen d’un 
terminal de capture biométrique, 
 Module extraction des données : extrait les informations pertinentes à partir des 
données biométriques brutes, par exemple des images de visage ou des régions 
caractéristiques de visage, 
 Module création d’une signature : crée un modèle numérique afin de représenter la 
donnée biométrique acquise. Ce modèle, appelé aussi signature ou caractéristique , 
sera conservé sur un support portable (puce ou autre) ou dans une base de données, 
 Module comparaison : compare les caractéristiques biométriques d’une personne 
soumise à contrôle avec les « signatures » mémorisées. Ce module fonctionne soit en 
mode vérification (pour une identité proclamée) ou bien en mode identification (pour 
une identité recherchée). 
 Module base de données : stocke les modèles biométriques des utilisateurs enrôlés. 
 
 
Figure A.1 : Principaux modules d’authentification et identification d’un système biométrique. 
 




Introduction à Matlab pour le traitement d'image  
B.1  Les images numériques 
 Une image est un signal bidimensionnel. Une image analogique est par exemple celle 
formée sur la rétine de l’œil ou les images obtenue par la photographie argentique classique. 
 Une image numérique est un signal numérique composé d’unités élémentaires 
(appelées pixels) qui représentent chacun une portion de l’image. Contrairement au cas 
unidimensionnel, nous étudierons uniquement les images numériques (discrètes). 
Une image numérique est définie par : 
 le nombre de pixels qui la composent en largeur et en hauteur (qui peut varier presque 
à l’infini), 
 l’étendue des teintes de gris ou des couleurs que peut prendre chaque pixel (on parle 
de dynamique de l’image). 
 
Figure B.1. Pixels et niveaux de gris. 
 I est l’image numérique : I[i, j]=n est la valeur du niveau de gris. Lorsque 
n[Nmin,Nmax], Nmax -Nmin est le nombre de niveaux de gris . La dynamique de l’image est 
donnée par Log2 (Nmax- Nmin) . 
B.1.1  Les images binaires (noir ou blanc) 
 Exemple, images les plus simples, un pixel peut prendre uniquement les valeurs noir 
ou blanc. C’est typiquement le type d’image que l’on utilise pour scanner du texte quand celui 
ci est composé d’une seule couleur. 
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B.1.2 Les images en niveaux de gris 
En général, les images en niveaux de gris renferment 256 teintes de gris. Par 
convention la valeur zéro représente le noir (intensité lumineuse nulle) et la valeur 255 le 
blanc (intensité lumineuse maximale). Le nombre 256 est lié à la quantification de l’image. 
En effet chaque entier représentant un niveau de gris est codé sur 8 bits. Il est donc compris 
entre 0 et 2
8 
-1= 255. C’est la quantification la plus courante. On peut coder une image en 
niveaux de gris sur 16 bits. 
B.1.3 Les images couleurs 
 L’espace couleur est basé sur la synthèse additive des couleurs, c’est à dire que le 
mélange de trois composantes (par exemple (R, V, B)) donne une couleur. On garde 
l’information couleur, ou intensité lumineuse et chromaticité. Un pixel est codé par trois 
valeurs numériques. La signification de ces valeurs dépend du type de codage choisi. Le plus 
utilisé pour le maniement des images numériques est l’espace couleur Rouge, Vert, Bleu 
(R,V, B) (RGB en anglais). La restitution des couleurs sur écran utilise cette représentation 
(synthèse additive). 
 
Figure B.2. L’espace couleur Rouge Vert Bleu (RGB) 
Il en existe beaucoup d’autres : CMJ (ou CMY en anglais), TSV (ou HSV en anglais), YUV, 
YIQ, Lab, XYZ. 
B.2  Introduction à Matlab 
B.2.1  Q'est-ce que MATLAB 
 MATLAB est l'abréviation de MATrix LABoratory. C'est un logiciel pour le calcul 
numérique et la visualisation optimisé pour le calcul matriciel. 
 MATLAB peut être considéré comme un langage de programmation, il dispose d'une 
syntaxe spécifique mais elle est simple et intuitive. 
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 MATLAB est un interpréteur : les instructions sont interprétées et exécutées ligne par 
ligne. 
  MATLAB propose deux types de fonctionnement : 
 un fonctionnement en ligne de commande où MATLAB exécute les 
instructions au fur et à mesure qu'elles sont données par l'utilisateur. 
 un fonctionnement via des scripts, dans ce cas MATLAB exécute ligne par 
ligne un fichier texte que l'on désigne par programme. 
 MATLAB propose également une aide très complète illustré d'exemple, étant donné le 
très grand nombre d'instructions utilisables, il est important de bien savoir l'utiliser. 
B.2.2 Les variables 
 Les variables manipulés sont en priorité des matrices à éléments réels ou complexes. 
Un scalaire est une matrice 1x1. Un exemple de matrice : 
» a=[1,2,3 ;4,5,6] 
Lorsque les composantes d'un vecteur forment une suite régulièrement espacée, on peut 
utiliser une boucle dite (implicite) de la forme : 
» a= (0 :2 :10) ce qui est équivalent à a=[0,2,4,6,8,10] 
On accède au premier élément d'une matrice par a(1,1) et à la première ligne de la matrice par 
a (1, :). 
Remarque : Il faut respecter les minuscules majuscules dans l'appellation des variables. 
B.2.3  Les opérations matricielle 
 u * v multiplication matricielle 
  u + v addition matricielle 
 u − v soustraction matricielle 
  u^v  exponentiation 
 u. * v multiplication terme a terme u et v 
  u./v division du tableau u par le tableau v terme à terme. 
 u.^v  exponentiation terme à terme 
 A\b résolution du système linéaire Ax=b 
  u’ prend le transposé de u 
 inv(A) inverse d'une matrice 
 det(A) déterminant d'une matrice 
 rank(A) rang d'une matrice 
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B.2.4  Les variables prédéfinies 
 ones(L,C) : matrice de L lignes C colonnes contenant des 1. 
 zeros(L,C) : matrice de L lignes C colonnes contenant des 0. 
 randn(L,C) : matrice de L lignes et C colonnes contenant un échantillon de distribution 
gaussienne centrée de variance 1. 
 rand(L,C) : matrice de L lignes et C colonnes contenant un échantillon de distribution 
uniforme sur l'intervalle (0,1). 
 eye(L,C) : matrice de L lignes C colonnes contenant des 1 sur la diagonale principale 
et des 0 ailleurs (matrice identité). 
 diag(V) : matrice carrée avec le vecteur V sur la diagonale et des 0 ailleurs. 
 La constante pi vaut 3.14159265358979. 
  Les constantes i, j sont aussi prédéfinies et i^2 = j^2 = −1. 
B.2.5  Les fonctions 
 Les fonctions mathématiques de base : 
abs, sqrt ,real, imag, conj, round, fix, floor, ceil, sign, rem , exp, log.  
 Les fonctions trigonométriques : 
            sin, cos, tan, asin, acos, atan, sinh, cosh, tanh, asinh, acosh, atanh.  
 Autres fonctions utiles : 
 La fonction eig permet d'obtenir les valeurs propres et vecteurs propres d'une 
matrice. 
 La fonction poly donne le polynôme caractéristique associé à la matrice. 
 La fonction roots fournit les racines d'un polynôme. 
B.2.6  Les entrées sorties 
Affichage des résultats : 
 MATLAB affiche automatiquement le résultat après l'exécution d'une ligne de 
commande. Il faut placer un  « ; » après une commande si l'on veut empêcher cet 
affichage. 
Les entrées sorties : 
 input et ginput pour les acquisitions au clavier. 
 disp et sprintf pour les affichages sur l'écran. 
 gtext, plot, grid, title pour les affichages graphiques. 
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 load et save pour charger ou sauvegarder dans un fichier format MATLAB. 
 fopen, fread, fwrite pour charger sauvegarder dans des fichiers sous un autre format. 
B.2.7  Structure des programmes 
 Un programme MATLAB est un fichier texte contenant des suites d'instructions 
MATLAB dont le nom a comme extension .m Par exemple« programme. m ». Dans la fenêtre 
commande, si l'on tape « programme. m », les instructions contenues dans le fichier 
programme. m seront exécutées une par une. 
B.2.8  Les toolboxes 
 En plus de fonctions de bases pour le calcul matriciel, MATLAB dispose de 
nombreuses librairies de fonctions spécialisées appelées « toolbox » dans différents domaines. 
On peut citer notamment les toolboxes : control system, data acquisition, fuzzy logic, neural 
network, optimization, statistics, signal processing, wavelet et la toolbox image processing qui 
nous intéresse plus particulièrement. 
B.3  Traitement d'image sous MATLAB 
B.3.1  Image Processing Toolbox 
Les fonctions de la librairie «  traitement d'image » de MATLAB : 
 Lecture, écriture et affichage d'une couleur ou niveau de gris, 
 Transformations spatiales et transformations fréquentielles, 
 Filtrage linéaire et non linéaire, 
 Binarisation et morphologie mathématique, 
 Analyse, et restauration d'image, 
 Changement d'espace couleur, 
  . . . 
B.3.2  Codage d'une image, représentation spatiale 
 Une image est considérée comme un ensemble de points ou pixels (picture element), 
associé au quadrillage rectangulaire de l'image d'origine. La représentation d'une image se fait 
donc par l'intermédiaire d'une matrice d’entier codé entre 0 et 255. Les images en niveau de 
gris sont représentées par des matrices 2D, les images couleurs représentés par 3 composantes 
(Rouge, Vert, Bleu) sont représentées par des matrices 3D. On accède à un pixel grâce a son 
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indice de ligne et son indice de colonne. Le premier pixel d'une image est le pixel en haut à 
gauche. Cette représentation est appelé représentation spatiale de l'image. 
B.3.3  Lecture, écriture et affichage d'une image 
 Matlab est capable de lire et de décoder les fichiers images JPEG, TIFF, BMP, PNG, 
HDF, PCX ou XWD. Une image sous Matlab peut être représentée sous plusieurs formes, 
mais toujours sous forme d'une matrice. Avant de traiter une image dans Matlab, il faut la lire 
et décoder son format afin de la transformer en une matrice de valeurs. L'exemple ci-dessous 
permet de lire une image au format TIFF, de la décoder dans la variable img et de l'afficher à 
l'écran dans une figure. La commande axis('image') rend l'image affichée carrée pour garder 
les proportions. L'appel à axis on permet l'affichage des graduations des axes. Enfin, colorbar 





» axis on 
» colorbar 
------------------------------ 
 L'accès à un élément particulier d'une image est indexé par le nom et la position de cet 
élément. Par exemple, si on conserve l'image img ci-dessus, on peut récupérer les valeurs ou 




» img(1:3,31:39) = 0; 
» figure;imshow(img); 
------------------------------ 
 Matlab offre une possibilité intéressante, en effet, il est possible d'afficher plusieurs 
images dans la même figure. Pour ce faire, il faut utiliser la commande subplot. Elle s'utilise 
avec comme arguments le nombre de ligne, le nombre de colonnes et le numéro de l'image 
dans la figure. Dans l'exemple ci-dessous on souhaite afficher deux images sur la même ligne 
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 Afin de fermer une figure sous Matlab, on tape close s'il s'agit de la dernière figure 
ouverte ou bien close avec en paramètre le numéro de figure pour fermer la figure donnée en 







» close all 
------------------------------ 
 Pour sélectionner une figure, on demande l'affichage de celle-ci à l'aide de la 





 Matlab autorise l'exportation d'images sous divers formats: BMP, TIFF, EPS, PS... La 
commande qui permet da sauvegarder une figure est print –dFORMAT fichier. Un exemple 
est donné ci-dessous. Dans cet exemple, on affiche une image dans une figure et grâce à la 





» print -djpeg result.jpg 
------------------------------ 
 Les valeurs des images lues sous Matlab sont entières, mais dans certaines 
circonstances, on a besoin de travailler sur des valeurs réelles. La transformation pour passer 
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B.3.4  Opérations géométriques 
 Les opérations géométriques classiques sont permises avec la boîte à outils de 
traitement d'images: rotation, changement de taille, découpage... 
L'exemple ci-dessous illustre la rotation d'une image avec Matlab. Dans le premier cas, 
imgrot1 est plus grande que img. Dans le second cas, le paramètre 'crop' impose un découpage 









 Le zoom permet d'agrandir une partie de l'image à l'aide de la souris, pour cela, il faut 
entrer la commande dans l'éditeur de Matlab puis sélectionner une zone de l'image à agrandir. 




 Un autre outil géométrique très utile pour détecter les niveaux de gris dans une image 
est la fonction de profil. On exécute cette fonction, on choisit à l'aide de la souris une ligne de 






B.3.5. Détection de contours 
 La détection de contours permet de repérer les différents objets qui constituent la scène 
de l'image. Il existe de nombreuses méthodes pour trouver les contours des objets, la plupart 
sont basées sur les dérivées premières et secondes de l'image. 
------------------------------ 
» img = imread('rice.tif'); 
» cont1 = edge(img,'prewitt'); 
» cont2 = edge(img,'canny'); 
» figure; imshow(img); 
» figure; imshow(cont1); 
» figure; imshow(cont2); 
------------------------------ 
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B.3.6. Histogramme - seuillage 
 L'histogramme d'une image donne la répartition de ses niveaux de gris. Ainsi pour une 
image qui possède 256 niveaux de gris, l'histogramme représente le niveau de gris en fonction 
du nombre de pixels à ce niveau de gris dans l'image. 
------------------------------ 
» img = imread('rice.tif'); 
» histo = imhist(img,256); 
» figure;plot(histo); 
------------------------------ 
 On sait que les niveaux de gris à zéro correspondent au noir et que les niveaux de gris 
à 1 indiquent le blanc. L'histogramme donne donc une excellente idée de la séparation entre 
quelque chose qui est clair et quelque chose qui est foncé dans l'image. Typiquement, une 
utilisation de ce fait est le seuillage d'une image, ce terme désigne la définition d'un seuil au-









B.3.7. Espace de couleurs 
 La couleur est une donnée importante pour une image, elle modifie la perception que 
l'on a de l'image. L'espace de représentation standard décompose une image en trois plans de 
couleur: le rouge, le vert et le bleu  (Red/Green/Blue RGB en anglais). Les couleurs finales 
sont obtenues par synthèse additive de ces trois couleurs primaires. Il existe cependant des 
problèmes qui peuvent nécessiter de changer d'espace de couleur pour percevoir différemment 
l'image. Il y a des images où la couleur importe peu, par exemple des photographies de 
cellules vivantes (pseudo-transparentes), des images radar, des images satellites... Dans ce 
cas, l'espace RGB n'est plus utilisé. On lui préfère d'autres espaces comme HSV 
















» help graph3d 
------------------------------ 
 La boîte à outils images de Matlab gère les espaces de couleur RGB, HSV, YCbCr, 
NTSC. Un exemple ci-dessous permet de se rendre compte de l'utilisation d'un changement 







 Une fonction utile à connaître est la fonction de passage d'une image couleur à une 
image en niveaux de gris. Cette fonction rgb2gray permet d'obtenir une image en niveaux de 































Les deux approches de fusion de scores pour trois méthodes de 
normalisation de scores pour les scores de la base de données XM2VTS 
 
   Les tableaux C.1, C.2, C.3, C.4, C.5, C.6 et C.7 présentent les performances en 
terme de taux d’égale erreur TEE dans l’ensemble d’évaluation et en terme taux de réussite 
TR dans l’ensemble de test pour les 15 coupe des systèmes voix et visage (voix , visage ) de 
la base de scores XM2VTS. Les méthodes de normalisation de scores utilisée sont :  Minmax, 
fonction quadratique-linéaire-quadratique (QLQ) et la fonction double sigmoïde, et les 
méthodes de fusion sont : la somme pondérée, l’intégrale floue de Sugeno et de Choquet, la 
méthode de Fisher (LDF), la méthode de Fisher (QDF), la méthode à base de classifieur 
(SVM) et méthode à base de classifieur (MLP). 
   
Méthodes 
 
Parole ,Visage    
Normalisation    
Z-Score 
Normalisation 
par une fonction 
QLQ 
Normalisation 





TEE% TR % TEE% TR % TEE% TR % TEE% TR % 
(LFCC, GMM),(FH, MLP) 0.18 98.91 0.15 98.99 0.16 99.7 0.84 97.7 
(LFCC, GMM),(DCTs, GMM) 0.17 98.99 0.19  98.66 0.2 99.39 0.84 97.7 
(LFCC, GMM),(DCTb, GMM) 0.16 99.21 0.12 99.07 0.16 99.21 0.84 97.7 
(LFCC, GMM), (DCTs, MLP) 0.11 98.84 0.14 98.76 0.04 99.31 0.84 97.7 
(LFCC, GMM), (DCTb, MLP) 0.32 99.03 0.32 98.76 0.34 98.95 0.84 97.7 
(PAC, GMM),(FH, MLP) 0.68 98.03 0.67 98.01 1.46 98.6 1.66 96.25 
(PAC, GMM),(DCTs, GMM) 1.35 96.29 1.28 97.28 0.68 98.79 4.37 91.55 
(PAC, GMM),(DCTb, GMM) 0.82 96.69 1.65 95.1 1.35 96.07 1.53 96.62 
(PAC, GMM), (DCTs, MLP) 0.61 98.23 0.62 98.05 0.69 97.78 2.96 93.32 
(PAC, GMM), (DCTb, MLP) 1.32 93.75 1.29 94.28 0.61 98.55 4.82 87.58 
(SSC, GMM),(FH, MLP) 0.48 98.65 0.47 98.45 0.64 98.77 1.66 96.25 
(SSC, GMM),(DCTs, GMM) 0.87 97.8 0.84  97.59 0.98 97.51 4.37 91.55 
(SSC, GMM),(DCTb, GMM) 0.64 97.59 1.36 96.07 0.68  98.57 1.53 96.62 
(SSC, GMM), (DCTs, MLP) 0.68 97.87 0.62 97.94 0.67 98.38 2.96 93.32 
(SSC, GMM), (DCTb, MLP) 1.18 96.25 1.15 96.30 1.36 96.55 4.82 87.58 
Tableau C.1 : Performances de combinaison de scores par la somme pondérée pour les  15 couples des systèmes  
(voix, visage)  dans d’ensemble d’évaluation et test. 
 
 





Parole ,Visage    
Normalisation    
Z-Score 
Normalisation 
par une fonction 
QLQ 
Normalisation 





TEE% TR % TEE% TR % TEE% TR % TEE% TR % 
(LFCC, GMM),(FH, MLP) 0.45 98.92 0.001 99.72 0.002 99.99 0.84 97.7 
(LFCC, GMM),(DCTs, GMM) 0.77 98.02 0.09 99.71 0.001 99.99 0.84 97.7 
(LFCC, GMM),(DCTb, GMM) 0.27 98.87 0.08 99.73 0.007 99.93 0.84 97.7 
(LFCC, GMM), (DCTs, MLP) 0.65 98.07 0.01 99.96 0.03 99.91 0.84 97.7 
(LFCC, GMM), (DCTb, MLP) 1.39 96.65 0.02 99.88 0.04   99.88 0.84 97.7 
(PAC, GMM),(FH, MLP) 1.4 96.6 0.05 99.16 0.17 99.49 1.66 96.25 
(PAC, GMM),(DCTs, GMM) 2.02 94.66 0.14 98.64 0.24 98.69 4.37 91.55 
(PAC, GMM),(DCTb, GMM) 1.72 94.88 0.08 99.12 0.03 99.39 1.53 96.62 
(PAC, GMM), (DCTs, MLP) 1.65 94.88 0.02 99.45 0.04 99.66 2.96 93.32 
(PAC, GMM), (DCTb, MLP) 2.57 92.41 0.27 97.95 0.63 99.21 4.82 87.58 
(SSC, GMM),(FH, MLP) 1.13 97.70 0.17 99.49 0.09 99.72 1.66 96.25 
(SSC, GMM),(DCTs, GMM) 1.60 95.28 0.33 99.28 0.28 99.48 4.37 91.55 
(SSC, GMM),(DCTb, GMM) 1.07 95.69 0.04 99.60 0.03 99.64 1.53 96.62 
(SSC, GMM), (DCTs, MLP) 1.42 95.63 0.13 99.60 0.2 99.40 2.96 93.32 
(SSC, GMM), (DCTb, MLP) 2.26 93.21 0.27 98.76 0.45 97.65 4.82 87.58 
Tableau C.2 : Performances de combinaison de scores par la  masure floues et intégrale floue de Sugeno pour 
les  15 couples des systèmes  (voix, visage)  dans d’ensemble d’évaluation et test. 
Méthodes 
Parole ,Visage    
Normalisation    
Z-Score 
Normalisation 
par une fonction 
QLQ 
Normalisation 





TEE% TR % TEE% TR % TEE% TR % TEE% TR % 
(LFCC, GMM),(FH, MLP) 0.33 99.12 0.14 99.31 0.28 99.62 0.84 97.7 
(LFCC, GMM),(DCTs, GMM) 0.29 99.22 0.2 98.66 0.20 99.09 0.84 97.7 
(LFCC, GMM),(DCTb, GMM) 0.19 99.39 0.46 98.60 0.14 99.5 0.84 97.7 
(LFCC, GMM), (DCTs, MLP) 0.29 98.91 0.59 98.70 0.13 99.58 0.84 97.7 
(LFCC, GMM), (DCTb, MLP) 0.84 97.93 0.61 97.81 0.54 99.04 0.84 97.7 
(PAC, GMM),(FH, MLP) 0.790 98.19 0.63 98.53 1.69 99.00 1.66 96.25 
(PAC, GMM),(DCTs, GMM) 1.18 97.08 1.33 95.22 1.36 97.28 4.37 91.55 
(PAC, GMM),(DCTb, GMM) 0.86 96.70 1.66 94.35 0.82 96.75 1.53 96.62 
(PAC, GMM), (DCTs, MLP) 0.64 98.24 0.54 98.19 0.54 98.67 2.96 93.32 
(PAC, GMM), (DCTb, MLP) 1.48 95.06 1.34 94.31 1.33 96.87 4.82 87.58 
(SSC, GMM),(FH, MLP) 0.47 98.73 0.48 98.48 0.99 98.41 1.66 96.25 
(SSC, GMM),(DCTs, GMM) 0.95 97.79 0.83 97.84 1.2 96.57 4.37 91.55 
(SSC, GMM),(DCTb, GMM) 0.62 97.91 1.34 96.18 0.97 97.45 1.53 96.62 
(SSC, GMM), (DCTs, MLP) 0.7 97.85 0.70 98.52 0.79 97.41 2.96 93.32 
(SSC, GMM), (DCTb, MLP) 1.38 95.64 1.32 96.35 1.49 96.00 4.82 87.58 
Tableau C.3 : Performances de combinaison de scores par la  masure floues et intégrale floue de Choquet pour 
les  15 couples des systèmes  (voix, visage)  dans d’ensemble d’évaluation et test. 
 





Parole ,Visage    
Normalisation    
Z-Score 
Normalisation 
par une fonction 
QLQ 
Normalisation 





TEE% TR % TEE% TR % TEE% TR % TEE% TR % 
(LFCC, GMM),(FH, MLP) 0.2 99.11 0.7 97.79 0.54 98.45 0.84 97.7 
(LFCC, GMM),(DCTs, GMM) 0.15 98.75 0.45 98.41 0.18 99.21 0.84 97.7 
(LFCC, GMM),(DCTb, GMM) 0.28 98.85 0.69 98.06 0.16 99.20 0.84 97.7 
(LFCC, GMM), (DCTs, MLP) 0.13 98.79 0.70 97.79 0.17 99.15 0.84 97.7 
(LFCC, GMM), (DCTb, MLP) 0.28 98.84 0.78 97.79 0.35 99.19 0.84 97.7 
(PAC, GMM),(FH, MLP) 2.34 92.81 5.63 87.83 4.5 89.42 1.66 96.25 
(PAC, GMM),(DCTs, GMM) 2.19 92.39 3.2 91.09 1.36 95.82 4.37 91.55 
(PAC, GMM),(DCTb, GMM) 3.47 90.36 5.37 88.29 1.69 93.04 1.53 96.62 
(PAC, GMM), (DCTs, MLP) 3.16 91.17 5.62   87.85 2.68 92.01 2.96 93.32 
(PAC, GMM), (DCTb, MLP) 3.52 89.81 5.46 88.01 1.63 94.29 4.82 87.58 
(SSC, GMM),(FH, MLP) 0.66 98.53 0.36 91.06 4.21 91.73 1.66 96.25 
(SSC, GMM),(DCTs, GMM) 1.01 96.67 3.46 92.53 2.13 94.27 4.37 91.55 
(SSC, GMM),(DCTb, GMM) 1.51 95.83 4.31 91.18 3.01 93.20 1.53 96.62 
(SSC, GMM), (DCTs, MLP) 1.03 96.81 4.35 91.08 3.37 92.79 2.96 93.32 
(SSC, GMM), (DCTb, MLP) 1.49 95.92 4.35 91.08 2.61 93.87 4.82 87.58 
Tableau C.4 : Performances de classification de scores par la méthode de Fisher (LDF) pour les  15 couples des 
systèmes  (voix, visage)  dans d’ensemble d’évaluation et test. 
 
Méthodes 
Parole ,Visage    
Normalisation    
Z-Score 
Normalisation 
par une fonction 
QLQ 
Normalisation 





TEE% TR % TEE% TR % TEE% TR % TEE% TR % 
(LFCC, GMM),(FH, MLP) 0.64 98.54 10.83 82.48 0.19 99.65 0.84 97.7 
(LFCC, GMM),(DCTs, GMM) 0.19 98.69 10.70 81.67 0.82 99.06 0.84 97.7 
(LFCC, GMM),(DCTb, GMM) 0.33 98.97 10.84 82.71 0.51 99.21 0.84 97.7 
(LFCC, GMM), (DCTs, MLP) 0.21 98.92 10.53 82.50 0.45 99.20 0.84 97.7 
(LFCC, GMM), (DCTb, MLP) 0.51 98.81 10.83 82.50 1.95 97.99 0.84 97.7 
(PAC, GMM),(FH, MLP) 0.83 98.04 16.12 65.25 2.37 93.25 1.66 96.25 
(PAC, GMM),(DCTs, GMM) 1.53 94.18 15.87 65.39 1.45 97.26 4.37 91.55 
(PAC, GMM),(DCTb, GMM) 1.65 93.08 15.99 64.80 1.13 94.50 1.53 96.62 
(PAC, GMM), (DCTs, MLP) 0.54 97.07 15.85 65.63 0.82 94.18 2.96 93.32 
(PAC, GMM), (DCTb, MLP) 1.36 93.16 15.79 65.47 1.45 96.07 4.82 87.58 
(SSC, GMM),(FH, MLP) 0.99 98.19 14.51 74.28 3.96 39.06 1.66 96.25 
(SSC, GMM),(DCTs, GMM) 0.87 97.77 14.45 75.15 2.85 45.60 4.37 91.55 
(SSC, GMM),(DCTb, GMM) 0.71 97.47 14.52 74.25 3.2 43.73 1.53 96.62 
(SSC, GMM), (DCTs, MLP) 0.87 98.11 14.49 74.31 3.14 43.09 2.96 93.32 
(SSC, GMM), (DCTb, MLP) 1.15 96.27 14.47 74.34 3.12 42.89 4.82 87.58 
Tableau C.5 : Performances de classification de scores par la méthode de Fisher (QDF) pour les  15 couples des 
systèmes  (voix, visage)  dans d’ensemble d’évaluation et test. 
 




Parole ,Visage    
Normalisation    
Z-Score 
Normalisation 
par une fonction 
QLQ 
Normalisation 





TEE% TR % TEE% TR % TEE% TR % TEE% TR % 
(LFCC, GMM),(FH, MLP) 0.18 99.18 0.30 99.10 0.17 99.67 0.84 97.7 
(LFCC, GMM),(DCTs, GMM) 0.15 98.76 0.18 98.70 0.19 99.14 0.84 97.7 
(LFCC, GMM),(DCTb, GMM) 0.15 98.92 0.19 98.85 0.14 99.51 0.84 97.7 
(LFCC, GMM), (DCTs, MLP) 0.04 98.83 0.17 98.97 0.03 99.30 0.84 97.7 
(LFCC, GMM), (DCTb, MLP) 0.33 99.01 0.53 98.76 0.33 99.24 0.84 97.7 
(PAC, GMM),(FH, MLP) 0.78 98.01 0.81 98.06 0.83 99.06 1.66 96.25 
(PAC, GMM),(DCTs, GMM) 1.31 97.08 2.15 94.87 1.49 97.36 4.37 91.55 
(PAC, GMM),(DCTb, GMM) 0.78 97.82 1.12 96.97 0.81 98.78 1.53 96.62 
(PAC, GMM), (DCTs, MLP) 0.51 98.50 0.61 98.42 0.61 98.43 2.96 93.32 
(PAC, GMM), (DCTb, MLP) 1.28 95.44 1.32 95.37 1.85 96.25 4.82 87.58 
(SSC, GMM),(FH, MLP) 0.46 98.72 0.45 98.74 0.46 98.72 1.66 96.25 
(SSC, GMM),(DCTs, GMM) 0.95 97.72 0.87 97.77 0.95 97.73 4.37 91.55 
(SSC, GMM),(DCTb, GMM) 0.61 98.29 0.96 97.23 0.54 98.36 1.53 96.62 
(SSC, GMM), (DCTs, MLP) 0.52 98.02 0.63 97.93 0.67 97.84 2.96 93.32 
(SSC, GMM), (DCTb, MLP) 1.31 96.46 1.12 96.32 1.2 96.70 4.82 87.58 
Tableau C.6 : Performances de classification de scores par SVM pour les  15 couples des systèmes  (voix, 
visage)  dans d’ensemble d’évaluation et test. 
Méthodes 
Parole ,Visage    
Normalisation    
Z-Score 
Normalisation 
par une fonction 
QLQ 
Normalisation 





TEE% TR % TEE% TR % TEE% TR % TEE% TR % 
(LFCC, GMM),(FH, MLP) 0.08 99.50 0.25 99.01 0.23 99.57 0.84 97.7 
(LFCC, GMM),(DCTs, GMM) 0.19 98.64 0.19 98.63 0.19 99.12 0.84 97.7 
(LFCC, GMM),(DCTb, GMM) 0.18 99.14 0.40 98.51 0.22 99.04 0.84 97.7 
(LFCC, GMM), (DCTs, MLP) 0.05 98.79 0.06 98.76 0.05 99.28 0.84 97.7 
(LFCC, GMM), (DCTb, MLP) 0.36 98.92 0.55 98.72 0.25 98.97 0.84 97.7 
(PAC, GMM),(FH, MLP) 0.58 98.35 0.47 98.40 0.81 98.10 1.66 96.25 
(PAC, GMM),(DCTs, GMM) 1.22 96.27 1.42 97.20 1.11 97.37 4.37 91.55 
(PAC, GMM),(DCTb, GMM) 0.64 97.95 1.18 96.38 0.69 98.39 1.53 96.62 
(PAC, GMM), (DCTs, MLP) 0.51 97.51 0.56 96.82 0.38 98.36 2.96 93.32 
(PAC, GMM), (DCTb, MLP) 1.22 94.16 1.19 94.22 1.13 96.30 4.82 87.58 
(SSC, GMM),(FH, MLP) 0.48 98.67 0.51 98.38 0.43 98.86 1.66 96.25 
(SSC, GMM),(DCTs, GMM) 0.86 96.98 0.88 97.76 0.74 97.20 4.37 91.55 
(SSC, GMM),(DCTb, GMM) 0.52 98.11 0.88 97.27 0.41 97.62 1.53 96.62 
(SSC, GMM), (DCTs, MLP) 0.64 97.73 0.42 97.81 0.59 98.31 2.96 93.32 
(SSC, GMM), (DCTb, MLP) 1.01 96.36 1.4 96.52 0.99 97.18 4.82 87.58 
Tableau C.6 : Performances de classification de scores par MLP pour les  15 couples des systèmes  (voix, 
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