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Abstract— In this work we adopt an OFDMA like Multi-Carrier 
scheme for wireless sensor networks with the aim of improving 
the performance in the presence of intensive traffic load. To 
examine the MAC performance, a simple, yet accurate analytic 
model has been provided, validated by simulation results. We 
demonstrate that the proposed scheme can achieve better 
throughput under heavy offered traffic load, as a result of the 
higher bandwidth utilisation.  In addition, energy efficiency and 
service delay performance can be significantly increased. 
Keywords- Multi-Carrier, OFDMA, Wireless Sensor Networks, 
Throughput, Service Delay, Energy Efficiency 
I. INTRODUCTION  
Wireless Sensor Networks (WSNs) have been widely 
promoted over the last decade, where they were designed to 
monitor various environmental parameters, e.g. temperature, 
light, and humidity. Recent applications of WSNs have 
expanded into more advanced fields, for example structural 
health monitoring, manufacturing automation monitoring, and 
multimedia surveillance etc. In these advanced applications, 
WSNs could be re-recognized as a data intensive network 
instead of the traditional low duty cycle network. When 
exposed with the heavy offered traffic load, the collision 
probability in the wireless channel is increasing rapidly, which 
decreases the successful transmission ratio and delivered 
throughput. Consequently, the energy consumption of the WSN 
device will increase as well, due to the wasted energy on failed 
transmission attempts. Furthermore, WSNs are usually multi-
hop networks, with the competition for bandwidth caused by 
hidden terminals and the exposed terminals further degrading 
the network performance in the terms of throughput decrease 
and energy consumption increase. However, the flexibility of a 
multi-hop network is the main motivation for sensor networks, 
e.g. in the Golden Gate Bridge Monitoring Project [1], where 52 
MicaZ devices have been deployed forming a multi-hop 
network. To avoid the problems mentioned above, the authors 
set all nodes to sample at the same time but transmit data back 
one after another, which means that there is only one transmitter 
in the whole network at one time slot to avoid the potential 
competition. All these problems can have negative effects on 
the throughput, and the energy efficiency of the network, that 
limit the application of sensor networks in advanced, traffic 
intensive fields.  
Attempting to solve these problems, some researchers [2;3] 
have proposed using Code Division Multiple Access (CDMA) 
based wireless technology to increase MAC layer efficiency, 
and as a result, increase the performance of WSN. Due to the 
well designed orthogonal code set, CDMA is able to increase 
the channel multiplexing. However, a CDMA based network 
will be highly dependent on accurate power control to level the 
received power of all incoming signals to avoid interference. 
Similar requirements exist in the time synchronization, since the 
orthogonality will rapidly decrease due to the shift of code 
words. The costs of these requirements are acceptable in a star 
topology network (e.g. cellular system), but may be overly 
complex for a multi-hop network. Another proposed approach 
is the multi-radio based system [4;5]. In this architecture, high 
flexibility can be expected, due to the use of independent and 
simultaneously accessible radio transceivers. Since each 
transceiver can operate in different channels, simultaneous 
wireless communication with multiple devices will be enabled 
in the MAC layer. In turn, this will provide the performance 
gain in the terms of minimizing service delays, and increasing 
network throughput. However, as expected, the performance 
gain obtained in this approach is at the expense of additional 
radio transceivers, which will increase both the power 
consumption and the system cost. 
Orthogonal Frequency Division Multiple Access (OFDMA) 
has been widely employed in cellular and data networks (e.g. 
LTE and WiMax system), because of its high flexibility in 
allocating spectrum to multiple users and its robustness in the 
presence of multi-path effects. The basic concept of OFDMA 
system is to divide the wireless channel into several sub-
carriers, sets of which can be allocated to different devices to 
achieve frequency multiplexing. Therefore, an OFDMA system 
can achieve similar flexibility as the multi-radio system but 
with a single transceiver. Thus, we are motivated to exploit 
these advantages of OFDMA as an efficient multiplexing 
approach for wireless sensor networks. However, some well-
known characteristics of OFDMA, in particular the sensitivity 
to Carrier Frequency Offset (CFO) and the high Peak to 
Average Power Ratio (PAPR) pose challenges to its application 
in low cost, multi-hop sensor network. Due to these 
characteristics, OFDMA is only used in the downlink mode by 
the LTE and WiMax systems, where there is only one sender 
and several receivers. If OFDMA were to be used in WSNs, 
where there will be several senders, the carrier frequency offset 
caused by frequency variations between different sender’s 
Local Oscillator (LO) frequency variation would cause 
significant Inter Channel Interference (ICI) and Multi User 
Interference (MUI) [6], which would dramatically degrade the 
system error performance. In addition, the high PAPR can cause 
low power efficiency and increase device cost, since it requires 
highly linear power amplifiers to avoid signal distortion. As 
such problems have been significant existed network, we 
suggest that in a WSNs consisting of hundreds of nodes and 
tens of hops, the OFDMA architecture without any 
modification will be even more challenging to implement.  
To avoid these problems but benefit from the advantages 
(i.e. spectrum flexibility and resistant to multi-path effect) of 
the OFDMA architecture for sensor networks, we have 
analytically examined the cause of these problem, and 
experimentally demonstrated one possible modified Multi-
Carrier architecture for WSN in [7], where pulse shaping, 
differential modulation, and chip spreading have been jointly 
employed to increase the CFO resistance and decrease the 
PAPR. The proposed physical layer design has been validated 
by the experimental approach, where the proposed system 
shows very good performance in against the above mentioned 
problems.  
In this paper we investigate to what degree WSNs can 
benefit from this OFDMA like multi-carrier based architecture. 
In [8;9], researchers have argued that the simple increase of 
spectrum flexibility without an increase in overall bandwidth 
will not increase the throughput performance of network in the 
MAC layer. However, as the throughput is not necessarily the 
priority in WSNs, we consider if the multi-carrier architecture 
can offer other benefits such as energy efficiency. Due to 
experiment limitations on the network performance, in this 
work, we present an analytical approach to demonstrate the 
performance of this multi-carrier system and show that energy 
efficiency can be achieved while still maintaining high 
throughput when exposed with heavy offered traffic load.  
This paper is organised as follows: In section II, we present 
an analysis of the system performance at the MAC layer for a 
multi-carrier based sensor network, which based on the 
previous work of [7] forming the physical layer of the system to 
be investigated. In section III, a simulation based comparison is 
shown to validate the accuracy of proposed analytic model. In 
the last section, we summarise our findings.  
II. THE ANALYTIC MODEL OF MULTI-CARRIER BASED 
MAC PROTOCOL 
In our previous work, one of the possible multi-carrier 
physical layer architectures has been proposed and examined 
through an experimental approach, which enables the devices in 
the wireless sensor network to use the OFDMA like 
multiplexing function with great flexibility [7]. Differing from 
traditional devices (e.g. CC2420) that can only switch between 
independent channels, devices with this new architecture will be 
able to transmit data over any number of sub-carriers at the 
same time as well as enabling several devices to transmit 
concurrently by occupying different sub-carriers. To quantify 
the potential performance benefits, an analytic model has been 
developed, in which the overall bandwidth is equal to one 
channel in the traditional system, e.g. 2MHz in IEEE 802.15.4 
as shown in Fig. 1. This restriction normalises the performance 
gain highlighting the benefit obtained due to channel sharing 
flexibility without any bandwidth increase.  
 
Figure 1. Channel regulation 
The proposed analytic model is based on the Slotted Aloha, 
as it is the simplest MAC protocol in a wireless network. 
Further extension of the proposed analytic model to other MAC 
protocols, like Carrier Sense Multiple Access (CSMA) or other 
more complex random access MAC protocols, as well as an 
unsoltted model is straightforward.    
A. 2-Level Renewal Process 
The analytic model was built on the concept of a level based 
renewal process, which was first proposed to analyze the 
performance of MAC protocols in [10]. This approach can 
significantly simplify the mathematical analysis without loss of 
accuracy.  
Fig. 2 shows the renewal cycle scheme of slotted aloha. 
Each time a device has a packet ready to send, it will backoff a 
random number of time slots following the specified 
retransmission policy. After the backoff period, the device will 
send a packet via the wireless channel. If there is only one 
device sending, then this attempt will be successful (marked as 
X2 cycle in level 1) and the device will receive the ACK packet 
from the receiver later that time slot, otherwise this 
transmission attempt will be failed due to a collision (marked as 
X1 cycle in level 1). There can be i (i>0) X1 cycles before one 
X2 cycle, where i depends on the successful probability of 
transmission. In level 2, there will always be a successful 
transmission event in each Y cycle, while the average length of 
Y cycle depends on the performance of the X cycle. After the 
calculation of the Y cycle’s average length, the performance 
factors of the current node, including throughput, service delay 
and energy efficiency can be derived. 
The Multi-Carrier based mode will follow the main 
principle of slotted aloha. The only modification is that the 
device will randomly choose a sub-carrier from the set of  sub-
carriers to send the packet. Consequently, the successful 
transmission condition is determined by whether there are other 
devices transmitting on the same sub-carrier. Thus, it will 
decrease the collision probability and increase the overall 
performance.  
A single-cluster wireless sensor network with N devices will 
be analyzed in this model. To simplify this analysis, all devices 
are considered to be placed within the transmission range of one 
another, so there will be no hidden terminals in the network. All 
the devices are random distributed with uniform probability 
around the sink device.   
B. Analytic Model 
In this paper, three retransmission policies including 
uniform backoff, binary exponential backoff, and geometric 
backoff will be analysed. When a packet transmission fails, a 
retransmission is scheduled after a random backoff period  
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Figure 2. Renewal process 
determined by a specific retransmission policy. Let   be the 
    backoff period in units of time slots, then the 
    retransmission takes place at the beginning of the   th 
available slot after the last failed transmission. 
Although we are aware that the duty cycle in WSN is 
usually very low, each WSN device in this model is assumed to 
work in saturation conditions. Such an assumption demonstrate 
the comparative performance of different networks as is likely 
to occur in the congestion scenario, which is thought to be the 
most harmful factor to the performance of WSNs system. 
Uniform Backoff 
Under a Uniform Backoff (UB) policy, all   are uniformly 
distributed in the same range from [0~   ]. Where w is the 
backoff window size. The current device will start to transmit in 
the current slot with the probability, defined by 
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where    is the average length of X cycles:  
                
 
   
 
   
  
   
 
        
(2) 
Under the assumption that the channel is ideal, i.e. no 
transmission error, the conditional probability that a device 
transmits a packet successfully in single carrier system can be 
derived as: 
    
           (3) 
where N is the number of devices within the network. If none of 
the other N-1 devices are trying to transmit in the same slot, 
then the current device’s transmission will be successful. 
Hence,      
  represents the ratio of X1 cycle number to X2 
cycle number in level 1 within a single carrier system, which 
means that a level 2 cycle contains a average number of        
  
level 1 cycles with average length of   . The extension to 
realistic non-ideal channel assumption (the packet will be 
transmitted with the error probability instead of perfect 
transmission) will be discussed in section II.C. 
As mentioned in pervious sections, the main performance 
gain of the multi-carrier system in this model was contributed 
by increased sharing of the wireless channel, i.e. the increase of 
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 (4) 
Compared with equation (3), the probability of successful 
transmission is constituted of two parts: the first part is identical 
to equation (3): the current device will not transmit in the 
current slot, while the second part can be understand as: the 
current device will transmit in the current slot, but the chosen 
sub-carrier from the overall B sub-carriers is different to the one 
chosen by the current device. Normally     
  is much smaller 
than     
 , especially when the number of competing nodes is 
large.  
Thus, the average length of a level 2 cycle can be defined 
as: 
   
  
      
 (5) 
The throughput of single device can be simply calculated, as 
only one packet can be successfully transmitted in each level 2 
cycle: 
    
 
  
 (6) 
where L is the payload in one slot time.  
Therefore, considering that N sensor nodes exist in the 
network, the network throughput at the sink node can be 
defined as: 
         (7) 
Binary Exponential Backoff 
Considering a Binary Exponential Backoff (BEB) policy, 
the backoff period is uniformly distributed in a binary, 
exponentially expanding range. After each unsuccessful 
transmission, the backoff window size will be doubled. In other 
words,   is uniformly distributed in [0~ 
        ], where   
is the number of the retransmission,   is the initial backoff 
window size. Clearly, the length of X cannot be directly 
estimated as in the uniform backoff scenario, since it will be 
dependent on the successful transmission rate. With a given 
    , the average length of the level 1 X cycle can be written as: 
           
                                              
             
    
         
      
 
  
   
              
   
     
    
        
 
 
          
 
     
    
        
 
 
(8) 
where M is maximum retry number, after which the current 
device will discard the packet.    
  is the expectation of the 
back off slot, which can be expressed as:  
     
    
     
 
 (9) 
By applying    
  to equation (7), the expectation of X can be 
calculated in equation (9): 
                
 
   
   
 
 
     
   
 
   
   
 
          
 
 
     
   
   
   
 
 
(10) 
As we expected, the average length of X is highly dependent 
on the value of     . Recall the consistence of      shown in 
equation (4), we can conclude that    and      have formed a 
non-linear system shown in equation (11). 
The equations of (11) represent a non-linear system with 
two unknowns,   and     
 , both of which are continuous and 
monotonic functions in the range of      . Both equations 
represent a non-linear system with two unknown variables,   
and     . With given scenario related parameters, these non-
linear system can be solved numerically, following the method 
provided in [11]. 
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Geometric Backoff 
For a Geometric Backoff (GB) policy, the backoff period is 
geometrically distributed with parameter q, where the device 
will start transmission in the current slot with probability of q.  
Obviously, the expectation of     is only determined by q, 
which can be expressed as    . Thus, the average length of the 
X cycle can be expressed as: 
           
 
 
 
   
 (12) 
All the other equations needed for the GB model for both 
single carrier system and multi-carrier systems are similar to the 
UB model discussed previously, and can be easily solved 
following the same approach. 
C. Model Extension  
Non- ideal channel 
A non-ideal channel will cause unsuccessful reception of 
packets in a real deployment, even without any collision. In the 
more realistic assumption, equation (7) should be rewritten as: 
    
 
   , since each device will have a different error 
probability based on their different distances from the sink 
device.  
       
 
   
 
  
      
 
  
 
   
 
   
                 
        
 
  
 
                 
        
  
(13) 
where       is the Packet Receive Rate (PRR) for device n, 
and is a joint function with the packet length and the distance 
between device n and the sink device. However, with the 
assumption that all the devices are randomly placed with a 
uniform distribution around the sink device, a constant value of 
PRR expectation can be used for analysis. 
Service delay 
Service delay can be defined as the duration from the time 
that the packet was generated to the end of its successful 
transmission. The average length of a level 2 cycle represents 
the time period between two successful transmissions. If 
   , in other words, a packet will never be discarded,   will 
be the exact service delay. However, a packet will be discarded 
after M attempts in a real deployment so that    should be 
redefined as a combination of the service time for discarded 
packets and the service time for the current packet.  
If we define      as the probability that a packet will be 
discarded by the current device after M unsuccessful 
transmissions,      can be expressed as: 
  We note that there will be only one successful transmitted 
packet in every  
 
    
 attempted packets.  
The average service delay   should be the average length of 
level 2 minus the average length contributed by discarded 
packets: 
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Energy consumption 
Power efficiency in this model is evaluated by the average 
power consumed for each of the level 2 cycles, i.e., the power 
consumed for each successfully transmitted packet.  As stated 
previous, each successful transmission is based on several level 
1 cycles, which are consisted of three stages: backoff, 
transmission and receive, with each stage, consuming power 
with rates:   ,    and    respectively. It should be noted that the 
power consumed in that slot will always be the same whether or 
not the ACK is successfully received. As a result, the power 
consumed in this stage has been normalised to a single rate    
to simplify the calculation. The energy consumption for each 
transmission attempt can be defined as: 
                    (16) 
             
  (14) 
where     and     are related to different scenarios, which can 
be derived from equation (4), (8), (12). 
Considering that current transmission attempt is a success 
transmission with probability    , then the energy consumption 
for each successfully transmitted packet can be defined as   : 
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III. MODEL VALIDATION AND PERFORMANCE ANALYSIS 
All three retransmission policy based scenarios discussed 
above have been implemented in the open source network 
simulator OMNet++ 4.0 and the results are used to validate the 
accuracy of proposed analytic model  
According to the analytic model, all devices are limited to 
within one hop of the sink device. All the devices are assumed 
to be uniformly distributed within the Dmax =40 meters area. 
Two RF physical modes have been implemented in the 
simulation for network performance evaluation: the first mode 
is the standard IEEE 802.15.4 PHY mode where the RF front-
end occupies a bandwidth of 2 MHz and enables a 250 kbps 
data rate; the second is the proposed multi-carrier system 
discussed previously, which divides the 2 MHz overall 
bandwidth into 4 sharable sub-carriers, each of which has a data 
rate of 62.5 kbps (250kbps/4). We configured that       
follows normal distribution with            (i.e. 50 kHz, 
according to the 42 kHz frequency offset monitored in an 
IEEE802.15.4 system through an experimental approach). 
Therefore the PRR expectation for the analytic model can be 
derived from experiment data. It worth noting that, as discussed 
in the previous work of [7], although the proposed multi-carrier 
system has acceptable performance when the frequency shift is 
within  
 
 
  , the error expectation of multi-carrier system will 
still be slightly worse than a single-channel system in the same 
network scenario. The time slot length was set to be      , (Ts 
is set to be one symbol duration: 16  sec, according to [12]), 
which equates to 80 bits of data in the packet. The initial 
backoff windowsize W is set to 8, with the maximum 
retransmission attempts M set to 4, and the geometric 
probability q used in the GB model set to 0.1. The transmission 
error performance is derived from the previous experiment 
result in [7]. Each simulation program takes around 30min, and 
is repeated 10 times to give an average result. 
Throughput is calculated in the sink device and shows how 
many data packets arrived at the sink device successfully in a 
given period.  The result in Fig.3 shows a high degree of 
correlation between the simulation and the proposed analytic 
model. Therefore, although the throughput of the proposed 
system is lower than the traditional system because of the lower 
available traffic load with lower node numbers (since the 
simulation works in saturation mode, the offered traffic load is 
only decided by node number), the throughput of the proposed 
system will be greater than the standard system when the node 
number crosses a threshold. Furthermore, the throughput of the 
single-carrier system will trend to zero when the size of 
network is extremely large, while the proposed system still 
shows very good performance. The result shows that the 
proposed system is more suitable for data intensive applications 
in large scale networks.  
Fig. 4 shows the performance of the average service delay 
for the three different policies. The general trends can be seen in 
the UB mode: the service delay of single-channel based UB 
system increases rapidly to the upper bound, while the result 
from the multi-carrier based UB system increases slowly and 
converges to the upper bound only when the network size is 
extremely large. Similar trends also exist in the GB and BEB 
systems. However, as the average cycle lengths in these two 
models are larger than the UB model, these trends have been 
significantly amplified.  
In order to calculate the energy performance, we make an 
approximation of the power consumption of the CC2420 
transceiver (as shown in Table 1), which is deduced from the 
datasheet of the CC2420 [13]. However, the datasheet only  
 
Figure 3. The validation of analytic model using simulation result (W=8, M=4, q=0.1, B =4) 
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TABLE I: POWER CONSUMPTION SETTINGS  
 Power Consumption (mA) 
Tx front-end (PA) 9 (output 0 dBm) 
Rx front-end(LNA) 11.3 
Baseband (DAC,ADC) 4 
Digital Processing 4 
Idle (CLK, bus) 0.4 
provides the total power consumption for Tx and Rx modes, 
17.4mA and 19.7mA respectively. We make an approximation 
that the Tx front end consumption is 9mA when transmitting at 
0dBm, which means that the remaining 8.4mA is consumed by 
other parts. In this case, the Rx front end power consumption 
should be 11.3mA. The data sheet provides an idle state power 
consumption of 400µA, which is treated as consisting of the 
clock source, I2C bus communication and other basic functions. 
The remaining 8mA has been assumed to be formed of two 
parts; 4mA for baseband processing, with another 4mA for 
digital processing. Nonetheless, it must be noted these figures 
are based on assumptions not real test data due to the level of 
integration and only represent a typical device.  
In equation (16),     is set to 8.4 mA and    is set to 
18.5mA. The proposed multi-carrier based WSNs system has 
been considered with a 1mA increase in power consumption in 
the digital processing component due to the additional signal 
processing function proposed in [7].  The result, shown in Fig.5, 
is in the form of energy consumption per cycle, which can be 
understood as how much energy has been consumed to 
successfully transmit a packet. The result demonstrates that the 
proposed multi-carrier system has superior performance over 
the traditional single-carrier system. For instance, the energy 
consumption in the single carrier based system increases rapidly 
with network size is increasing, while the multi-carrier system 
maintains relatively low power consumption until the network 
size is as large as 40. This excellent performance in energy 
efficiency is due to the high availability of the shared wireless 
channel, i.e. the higher     .  
The analyses prove that, although the proposed multi-carrier 
based WSNs may not be able to achieve a significant 
performance improvement in the throughput of network, i.e. in 
the form of maximum achieved throughput, the proposed multi-
carrier scheme does gain in the other important performance 
metrics, notably, service delay and energy efficiency. The 
deliverable throughput is also gained when exposed with heavy 
offered traffic load in dense network. 
It should be noted that the proposed system will have access 
to all the sub-carrier information in Clear Channel Assessment 
(CCA) operation under a CSMA based MAC protocol, which 
means the collision probability can be further decreased (i.e. the 
performance further increased) by avoiding occupied sub-
carriers. The system can also be designed to work with a wider 
overall bandwidth, (e.g. the system works across all 16 
IEEE802.15.4 channels), which can be expected to give a 
significant performance improvement compared with the 
standard IEEE802.15.4 system. Nevertheless, the proposed 
analytic model may still apply for these scenarios, and the 
extension should be very straightforward. 
 
Figure 4. Average service delay for each successfully transmitted packet 
 
Figure 5. Average energy consumption for each successfully transmitted 
packet 
To simplify the analyses, the analytic model was introduced 
with the stipulation that each device only occupies one sub-
carrier. Then it is easy to conclude that, for any device, the 
performance can be increased, if it occupies more sub-carriers. 
This could be the best solution to provide different QoS service 
according to application requirements. However, the 
assignment of sub-carriers at the network level is expected to be 
an extremely complex optimization problem, especially in the 
multi-hop network scenario. This will be studied in our future 
work.  
IV. CONCLUSION 
In this paper, based on a realisable low cost multi-carrier 
physical layer proposed previously, we demonstrate the 
potential performance gain that the implementation of this PHY 
layer in conjunction with an appropriate MAC layer can 
achieve. An analytic model has been proposed to evaluate the 
potential performance gain of proposed architecture under an 
Aloha based network scenario with multi-carrier modification. 
A simulation program has been implemented in OMNet++4.0 
to validate this model.  
The work proposed has a number of benefits. First, superior 
energy efficiency can be expected when compared with a single 
carrier system. This is because of the efficient channel sharing 
which reduced backoff time and retries time. Second, the 
proposed multi-carrier base sensor network can have better 
throughput performance in larger networks with intensive 
traffic load, due to efficient bandwidth management in dense 
network scenario. These performance improvements are the 
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result of the fact that the transmitting mode is able to transmit 
over any number of sub-carriers, while receiving mode is able 
to listen and receive from all sub-carriers. This modification 
enables the design of MAC protocol with great flexibility and 
leads to better bandwidth sharing.  
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