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A new approach is developed for investigating abstract Cauchy problems 
for first order systems of operator differential equations. Questions of existence, 
representation, and uniqueness for solutions of these systems are settled. 
Several applications are given and generalizations and extensions of the method 
are discussed. 
1. INTRODUCTION 
Hersh [S, 91 has investigated the Cauchy problem 
P(d/dt, A) u(t) = 0, 
uyo) = ZCk , O<k<nz-1, 
where 
U-1) 
Here P(x, y) is a polynomial in x and y with real or complex coefficients which 
may depend upon t, and P is of degree rn and Y in x and y, respectively; A is a 
group generator on a Banach space B; D(A) denotes the domain of -4; and u(t) 
is a B-valued function of the real variable t. Hersh used the formula: 
n(t) = c w(t, x) eiArqS dx 
to solve problem (1.1). Here 
m-1 
where wj(t, .x) is the fundamental solution of 
P(d/dt, -d/‘dx) zuj(t, x) = 0, t > 0, -CXJ<X 
(S/W) eo,(t, x))itso = s,, S(x), 0 & k < m 
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In this way he obtained existence and representation for the solution of (1.1) 
assuming that (1.3) is correct in the sense of Petrowsky. For his uniqueness 
result, he had to assume also that A* generates a group. Carroll [l] has pointed 
out that these results of Hersh extend to operator differential equations in which 
the operator 9 generates a locally equicontinuous group in a complete separated 
locally convex space. 
The requirement that A* generate a group in their uniqueness result appears 
to be necessary only because of their method of proof. An earlier result of 
Hille [lo] has shown that a necessary and sufficient condition for the initial value 
problem for the abstract wave equation 
u”(t) = A%(t) 
to have a unique solution is that 4 be the infinitesimal generator of a strongly 
continuous group. 
In this paper a uniqueness result is obtained for solutions of first order systems 
of operator differential equations. The method employed in obtaining the 
uniqueness result does not require -4% to generate a group. Indeed, it is shown 
that the full uniqueness theory of Gel’fand and Silov [7] can be extended to the 
operator case, provided A generates a group. In this sense the theory of these 
first order systems of operator differential equations is parallel to that theory of 
first order systems of partial differential equations developed by Gel’fand and 
Silov [6, 71. 
Many of the results obtained for systems of abstract operator differential 
equations are motivated by analogous results for systems of partial differential 
equations. Generally, if the corresponding system of partial differential equation 
has a certain property, then the system of abstract operator equations has a 
similar property. For example, if the system of partial differential equations has a 
unique solution, then one may expect the corresponding system of operator 
differentiaf equations to have a unique solution. 
The results of this paper have been announced in f2]. ,4pplications of this 
method to study questions of uniqueness for improperly posed problems are 
given in [3]. Since a/ax generates a group on suitable function spaces, the results 
of this paper may be viewed as an extension of the work of Gel’fand and Silov 
for systems of partial differential equations. 
2. A FIRST ORDER SYSTEM OF ~STRACT OPERATOR EQUATIONS 
Let P(s, t) be an n x n matrix whose elements are polynomials in s with 
coefficients that are real or complex valued functions of t and let ,B denote the 
degree of the polynomial of highest degree in s appearing in P(s, t). GA(x) will 
denote a strongly continuous group of operators on 3 with infinitesimal generator 
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A. Let u(t) be an n-vector with components that are B-valued functions of t on 
[0, co). Finally, let 4 be an n-vector with components that are elements of 
D=‘(A) = fi:=, D(An). 
We consider the abstract Cauchy problem which may be formulated as follows. 
To find a function u(t) on [0, co) to B such that 
1 
norm(‘) 
each component of u(t) is continuously differentiable on [0, 03) in. the 
; 
(ii) each component of u(t) is in the domain of Ae and 
u’(t) = P(-iA, t) u(t) for each t > 0; 
(iii) lim,\ s II u$) - A II = 0, 1 < i < n, where q(t) and & are the ith 
components of u(t) and 4, respectively. 
We shall rewrite this problem in the form 
u’(t) = P(-iA, t) u(t), 
u(0) = cj. 
The following results from the theory of semigroups are needed. 
(24 
LEMMA 2.2. Let $ E D(Am), m a positive integer. Then 
G,(x)A’“d, = A”G,(x)+ = (dk/dx”)[G,(x)$] 
forO<k<m. 
LEMMA 2.3. Let GA(x) be a strongly continuous group. Then there exist positive 
constants M and w such that 
For proofs of these two lemmas, see [l 11. 
The n-vector (GA(x)& , GA(x)& ,..., G,(x)+,) resulting from the application 
of GA(x) to each component of $ will be denoted by GA(x)+ A consequence of 
Lemma 2.2 is the following result. 
LEMMA 2.4. Let each component of $ be an element of D(Ae), and let Pj,J-iA, t) 
be any element of the matrix P(-iA, t). Then 
Moreover, 
Pj,(-iE?/8x, t) G,(x)+ = Pjk(-iA, t) GA(x)+. 
P(-ii?/ax, t) GA(x)+ = P(-iA, t) GA(x)+ 
= G,(x){P(-iA, t)+>. 
P-5) 
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Now we apply the family of operators G,(s) to the expressions in (2.1 j and 
employ the result in (2.5) in order to obtain the system 
GA(x) u’(t) = P(--ia/&, t) G,(x) u(t), 
(2.4) 
This system, upon setting G,(x) a(t) = W(x, t), may be rewritten in the form 
(apt) W((x, t) = P(-iapx, t) W(x, t), 
f2.71 
W(x, 0) = G,(x)+ = G(x). 
This illustrates the relation of first order systems of operator differential equations 
to first order systems of partial differential equations in B. 
3. EXISTENCE AND REPRESENTATION 
The questions of existence and representation for solutions of the abstract 
Cauchy problem in (2.1) may now be settled. 
THEOREM 3.1. If the initial value problem for the first order system of partial 
dtSferential equations in (2.7) has a strict solution W(x, t), then the abstract C’auchy 
problem in (2. I) has a strict sohtio?r whose representation is prooided by the formula: 
u(t) = GA(-x) W(x, t). (3.la) 
Proof. To prove that the first order system of operator equations is satisfied, 
we compute: 
u’(t) = GA(+) W&r, t) 
= GA(-x) P(-ia/&, t) W(x, t) 
= P(-iA, t)[GA(-x) W(x, t)] 
= P(-iiz, t) u(t). 
Since 
u(O) = G,(-x) W(x, 0) 
= GA(-~FAG+I 
= 4, 
we see that the initial condition is satisfied, also. 
In the first part of the proof we have used the following lemma. 
404 J. A. DONALDSON 
LEMMA 3.1. If W(x, t) is n stl-ict solution of (2.7), then 
GA(-~)[i3k/c3~k] TV@, t) = A”[G,(--x) W(x, t)] 
for 0 < k < ,f3. 
As an application of Theorem 2.8 we consider the initial value problem 
u’(t) = Q(-iA) u(t), 
40) = 4, c$ E D(P), 
(3.2) 
where o(s) is a polynomial in s of degree 2n whose leading coefficient has negative 
real part, and as above, ,4 is the generator of the group GA(x). 
Upon applying GA(x) to this problem we obtain 
whose solution is given by 
where ft(() is the inverse Fourier transform of etQtS). Now upon employing the 
theorem we obtain 
as a representation for the solution of (3.2). Th. 1s representation was obtained by 
Hersh in [S] . 
We remark that Theorem 3.1 indicates how to prescribe sufficient conditions 
to guarantee the existence of a strict solution for (2.1). These conditions coincide 
with the sufficient conditions for existence of a strict solution for 2.7. 
For the definition of hyperbolic and parabolic systems of partial differential 
equations, see Gel’fand and Silov [7]. If the system in (2.7) is parabolic (hyper- 
bolic) we shall call the system in (2.1) parabolic (hyperbolic). 
Upon making certain modifications in the developments given by Gel’fand and 
Silov for first order systems of “concrete” partial differential equations it can be 
shown that if the system in (2.7) is parabolic or hyperbolic, then it has a strict 
solution given by the formula 
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where E(f, t) is the fundamental solution of the “concrete” analog of (2.7). 
(We remark that R(t, t) may be a distribution.) 
By a system of “concrete” partial differential equations, we mean that the 
elements of the unknown vector W(x, t) are scalar functions of x and t. 
The following definitions and notations from the theory of distributions are 
now needed. The symbols K, and Z,p (p > 1) will denote, respectively, the 
space of infinitely differentiable functions with compact support, and the space 
of entire functions of order p in the complex plane with exponential decay of 
order p on the real line. T(K) and T(Z,p) will denote the space of bounded 
linear operators from K to 23, and from ZPp to B, respectively. By T(“)(F) we 
mean the space of n-tuples of distributions from the space T(F), 
{(Tl , T2 ,..., T,): T< E T(F), 1 < i < ?Q, 
where F is the space K, or the space Z,*. 
We are now able to give an alternative representation for strict solutions of 
(2.1) which is suggested by Theorem 3.1, and the formula in (3.3). 
THEOREM 3.4. Let the system in (2.1) be parabolic. Fwthemore let 
0 < o < l/a, zvlzere 01 is the order of the system in (2.1). Then the system in (2.2) 
has a solution 
(3.4a) 
such that GA4(x) u(t) is in T(qz)(Z:z,“)fo~ each t 3 0. 
THEOREM 3.5. Let the system in (2.1) be hyperbolic. Then the system has a 
solution 
(3Sa) 
such that GA(x) u(t) is in the space T(“)(K). 
For the definition of the order of a system, the reader is referred to definition 
(4.2) in the next section of this paper. For the proofs of Theorems 3.4 and 3.5, 
see Donaldson [4]. 
We remark that the formulas in (3.4a) and (3.5a) were obtained already by 
Hersh [9] for higher order abstract Cauchy problems. 
4. UNIQUENESS 
We move now to the question of uniqueness for the system in (2.1). By 
exploiting the connection between the system in (2.1) and the system in (2.7~ 
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we are able to obtain a complete and satisfactory resolution of the uniqueness 
question. 
Suppose that w(t) and w(t) are two solutions of the Cauchy problem in (2.1), 
and that the first order system in (2.7) with zero initial conditions has only the 
zero soiution in B. Then u(t) = w(t) - z(t) satisfies the initial value problem 
u’(t) = P(-L4, t) u(t), 
48 = +, 
which is transformed into 
upon applying GA(.v). By assumption this problem has only the zero solution. 
Therefore, 
0 EE W(x, t) = GA(x) u(t) = G,(x)[w(t) - w(t)], 
which implies that w(t) = c(t), since for each X, G,(X) is a bounded linear 
operator. We have proved the following result. 
THEOREM 4.1. If the fimt order system in (2.7) with zero initial conditions has 
only the zero solution in B, then the abstract Cauchy problem in (2.1) has at most 
one sohtion. 
Renzm-k. The conclusion of this theorem remains valid when the operator kl 
in (2.1) is permitted to be the infinitesimal generator of a strongly continuous 
semigroup, not necessarily a group. 
It is convenient to establish conditions for uniqueness of the abstract Cauchy 
problem which do not involve directly the associated problem in (2.7). These 
conditions are prescribed to guarantee that the system in (2.7) with zero initial 
conditions has only the zero solution in B. This leads naturally to the investiga- 
tion of the uniqueness classes for the system in (2.7). As in the classical case, the 
uniqueness classes here are determined by the reduced order of the system, a 
parameter which is also associated with the system in (2.1). 
Let R(s, a, t) be the solution of the first order system 
(44 R(s, a, t> = P(s, t) R(s, a, t), 
R(s, a, a) = E, the identity matrix. 
The elements Rij of R(s, a, t) are entire functions in s of order pij . 
DEFINITION 4.2. The number p, defined by p = max{pij: 1 <i, j <n} will 
be cahed the reduced order of the system in (2.7). 
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Because of the relation between the systems in (2.7) and (2.1), we will let p 
denote the reduced order of the system in (2.11, also. 
LEMMA 4.3. The problem in (2.7) has at most one solution in the class of B-valued 
functions satisfying the inequality 
where (i) E(x) is a function of arbitrary growth, ;f p < 1; E(x) = exp[C, j x ir] 
(P an arbitrary, buifixedpositive number) ifp = 1; and (iii) E(x) = exp[C, 1 x !@‘I, 
UllP) -I- (Ill4 = 1) ifP > 1. 
Remark. The demonstration of the validity of this assertion is modeled, with 
obvious modifications, after the proof of Theorem 1 in Gel’fand and Silov 
f7, P. 421. 
Suppose that atI and u,(t) are two strict solutions of (2.1). Let u(t) = 
ul(t) - uz(t). Then W(X, t) = GA(b) u(t) is a strict solution of (2.7) with zero 
initial conditions. Furthermore, the inequality in Lemma 2.2 implies for each 
fixed t > 0 that 
It follows from Lemma 4.3 that W(,lc, t) = 0. Thus we obtain the conclusion of 
the following theorem as a consequence of Theorem 4.1. 
THEOREM 4.4. The abstract Cauchy problem in (2.1) can have at most one 
strict soh&ion. 
Upon employing the Fourier transform method one may demonstrate the 
following uniqueness result for solutions u(t) such that GA(x) u(t) are B-valued 
distributions. 
THEOREM 4.5. If the elements of the matrix R(s, a, t) are multipliers for 
T(“)(F) for any t with 0 < t < a, then the system (2.1) can have at most one 
solution u(t) such that GA(x) u(t) is in T’@(F) where F is the test function space I( or 
the test fzcnction space Z,?‘. 
5. Suwiwa~~ AND EXTENSIONS 
Hersh [9] states that many features of the theory of differential operators 
depend only on the fact that djdx generates a group. The results in Section 2 
show that operator differential equations in a Banach space B are closely related 
to partial differential equations in B. 
The theory developed in this paper has applications in the study of various 
aspects of operator differential equations. For example, the theory has been 
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applied to operator differential equations with delay, singular perturbation 
theory, two point boundary value problems, and singular operator differential 
equations. 
The basic result that these Cauchy problems can have at most one strict 
solution provides a satisfactory completion of the program begun by Hersh [9]. 
,Results for higher order Cauchy problems involving spectral operators have been 
obtained by Sandefur [12]. F or examples illustrating some of the applications 
of this theory to the abstract wave equation, and the abstract Euler-Poisson- 
Darboux equation, see Donaldson [4]. 
The methods of this paper extend readily to the case in which the elements 
of the matrix P are polynomials of several commuting operators A, ,..., & . We 
consider the special case n = 2 only, since the treatment for general n is similar. 
Upon applying the two parameter family of operators GAdI GAP(y) to 
u’(t) = P(t, 44, ) --iAJ u(t), 
40) = $9 (5.1) 
we obtain the initial value problem 
(apt) W(x, y, t) = P(t, -iajax, -ia/ay> W(x, y, t), 
w(x, y, 0) = G,&) G+(Y)+ = @‘(%Y>, 
where we have set 
We may proceed now as in Sections 3 and 4 to obtain existence, representation, 
and uniqueness theorems for the solutions of (5.1). 
Finally, although we have investigated only strict solutions of the system in 
(2.1), the methods of Sections 2, 3, and 4 suggest a procedure for defining and 
studying weak solutions of this first order system of abstract operator equations. 
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