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ABSTRACT 
Let T = ~aea M(a) ® P(a) ,  where M is a unitary matrix representation f 
the group G as unitary linear operators on a space U, and T~(a) the permuta- 
tion operator on W = ~n V. A generalized symmetric tensor is a tensor of the 
form T(u ® w), where u C U and w is a decomposable t nsor of W. We dis- 
cuss the properties of generalized symmetric tensors. The conditions when two 
generalized symmetric tensors are equal are also considered. We present a new 
characterization f the set of A satisfying J~4(AX) = .&4(X) for arbitrary X with 
M(A) = E~,eG M(a) l"[i~=l a,~(O. 
1. INTRODUCTION 
Let S~ be the full symmetr ic  group of degree n, and G a subgroup of 
Sn. Let F be an arb i t rary  field, and C be the complex number field. V 
will denote an n-dimensional  vector space over F ,  and (~nV will be the 
n-tensor power of V. We denote by Fn the set of maps from {1 , . . . ,n}  
into {1 , . . . ,  n}. If a E F~, we identify it with the n-tuple (~(1) , . . . ,  c~(n)), 
and (1 , . . . ,n )  will be denoted by e. If ~ c S~, we denote by P (a )  the 
permutat ion  matr ix  with (i, j) entry 5~,(j). For an n × n matr ix  A = 
(aij) and (~,/~ E F~, A[a [ /3] will denote the matr ix  whose (i, j) el- 
ement is a~(,),~(j). For a e Fn, a E Sn, we write ~a = (a (a (1) ) , . . . ,  
Let A = [a{j] be an n x n matr ix  over F ,  and c(a) an arb i t rary  func- 
t ion from Sn into F. The generalized matr ix  function de(A) is defined 
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When F is the field C, we can define the function b from S~ into C by 
b( . )  = 
aESn 
and the corresponding generalized matrix function db(A). 
When c(a) is a character of the subgroup G, we write ,k(a) instead of 
c(a) and da~(A) instead of de(A).  The order of the group G will be denoted 
by g. For each a E G there is a linear mapping P(a)  : (~nV ~ (~nV 
satisfying 
P(a -1)x l  ® . . .  ® x,~ = x,~(1) ®. ' .  ® x,,(n). 
The linear mapping 
Tc = E c(a)~P(a) 
aES,~ 
is called the symmetrizer, and Tc(x l  ®. . .  ® Xn) is called the star product 
Xl * • • • * xn.  The problem of finding conditions for 
Xl  * ' ' "  * Xn  = Y l  * " ' "  * Yn  (1.1) 
or 
X l * - . . *Xn  -~-0 
has been studied by many authors (see [6-13]). Some of the results obtained 
are: 
(A1) [6] If Xl , . . .  , X n are linearly independent, then Xl * -.. * xn ¢ 0. 
(A2) [6] I f0  ~ x l * . . . *x~ = Yl*'"*Y,~, then X l , . . . , xn  and yl,...,Y,~ 
generate xactly the same subspace of V. 
(A3) [8, 9, 12] Let X l , . . . ,x~ be linearly independent vectors. Assume 
Y l , . . .  , Yn are vectors atisfying Yl * "'" * Yn = Xl * "'" * x,~. Then there is 
an n x n matrix B E Mn(C) satisfying 
n 
= b j j, i = 1 , . . . ,  (1.2) 
j= l  
and 
db(BB*)  = db(B) = b(id). (1.3) 
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Conversely, if x l , . . . ,  Xn are linearly independent vectors, then (1.2) and 
(1.3) imply (1.1). 
Let M be a representation f G as unitary linear operators on a finite 
dimensional unitary space U. Denote by W the tensor power ~n V. We 
define an endomorphism T on U ~ W by 
T : E M(a) ®P(a), (1.4) 
aEG 
where P(a)(xl ® ... ® Xn) = x~-1(1) ® ""  ® x~-l(n) is the permutation 
operator. The natural inner product in U ® W can be defined by 
(Ul ® Xl ®' ' "  ® Xn, U2 ® Yl ®""  ® Yn) = (Ul, u2) H(x i ,  Yi). 
i= l  
(1.5) 
One may easily verify that (see [4]) 
T = T*, T 2 = sT, (1.6) 
where g is the order of G. 
As was defined in [14], a generalized symmetry operator on U ~ W is 
any operator of the form T = ~,~e~ M(a)®P(a). A generalized symmetric 
tensor is a tensor of the form T(u ® w), where w is a decomposable t nsor 
in W. 
Let w =x lQ. . .®xn,  and let el , . . . ,e,~ beabas is  for V. Let A~ be 
the matrix whose ith row (i = 1,. . .  ,n) consists of the coefficients of xi 
expressed in terms of e l , . . . ,  e~. We call A~ the matrix associated with w 
with respect o the basis e l , . . . ,  en. Inversely, given a matrix A E Mn(C), 
a corresponding decomposable t nsor WA can also be obtained similarly, 
and we call WA the associated tensor of A. 
For an arbitrary n-square matrix A, we define 
crEG i=1 
Let /k be the character of the representation M; then the generalized 
matrix function d~(A) is exactly 
n 
= tr M(A)  = H (1.7) 
o'EG i= l  
When M is of degree 1, then AA(A) coincides with d~(A). 
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The semigroups defined by 
S(G, A) = {,4 • M~(F) I d~(AX) = d~(X) VX • Mn(F)}, 
Af(G, A) = {,4 • Mn(F) ] d~(AX) = 0 VX • Mn(F)} 
and their relationship with the characterization f (1.1) have been studied 
in the literature. Many interesting results have been obtained; for details 
see [1-3, 9-13]. 
Let 
S(G, M) = {A e Mn(C) I M(AX)  = M(X)  VX • M~(C)}, 
N'(G,M) = {.4 • Mn(C) I M(AX)  = 0 VX • M,~(C)}. 
From (1.7), it can be easily seen that 
S(G,M) c_ $(G, A) and .Af(G, M) _c N'(G,A). 
So all the properties atisfied by the elements of $(G,/~) must be satisfied 
by the elements of S(G,M). For example, when A e $(G,A), IdetA[ = 1 
(see [8]), then all the elements of S(G, M) have also this property. 
Characterizations for S(G, )~) and $(G, M) have already been known 
(see [9] and [1D. Let H~, be the subgroup generated by the transpositions 
r C G which satisfy 
M(T) = e(T)Im. 
For a matrix A, let GA be the subgroup of S~ generated by all the 
transpositions (i j) such that a~j ~ O. Let 
Z = {T e G] M(Tr)M(T) = M(~-)M(rr) Vrr e G}. 
In the sequel, we will assume that e~,.. . ,  en and u l , . . .  ,urn are the 
orthonormal bases for V and U respectively. Let e ~ = el @ ... @ en, and 
u E U such that [lull = 1. 
The following results are known. 
THEOREM 1.1. If the matrix A associated with w is upper triangular, 
then 
(i) IIT(u ® w)l I ---- V~(.A4(H)u,u)I/2, and 
(ii) (T(u ® w), T(u ® e®)) = g det A, 
where H = AA* (A triangular) and g is the order of G. 
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THEOREM 1.2. If the matrix A associated with w is nonsingular and 
upper triangular, then T(u ® w) and T(u N e ®) are collinear if] GA C G 
and (M((7)u, u) = e((7) for (7 e GA. 
THEOREM 1.3. Let H = AA* be any positive definite matrix where A 
is triangular. Then, for a unit vector u, (]t4(H)u, u) = det H if[ either 
(i) GA C_ G and (M((7)u,u) = e(a) for (7 E GA, or 
(ii) GH C: G and (M(a)u, u) = e(a) for (7 E GH. 
THEOREM 1.4. Let H = AA* be any positive definite matrix where A 
is triangular. Then dax (H) = m det H iff GA C G and M(a) = e((7)Im for 
o~GA.  
THEOREM 1.5, Let M be a matrix representation of the subgroup G 
with degree m. Then A E 8(G, M) iff 
A = BP(~/) 
with Bij = 0 whenever i and j belong to different orbits of H~., ~/ E Z, and 
(det B)Im : M(~/). 
THEOREM 1.6. For A, X E Mn(C),  
M(AX)  = M(X)  VX iff M(A[e I ~]) = M(I[e ~]) V~ e rn. 
THEOREM 1.7. Let A E Mn(C).  Then 
n 
M(AX)  = ~ M(A[e I a]) I lx~(~)~ (1.8) 
and 
A e H(a ,  M) iff A ~ 2¢(a, x). 
As an easy consequence of Theorem 1.7, we have 
A E JV'(G, M) iff .M(A[e I o~]) = 0 Vo~ ~ r,~. (1.9) 
For Theorems 1.1-1.4, see [14], for Theorems 1.5, 1.6 see [1], and for 
Theorem 1.7 see [1, 3]. A point worth mentioning is that, from the proofs 
of Theorems 1.1 and 1.2 in [14], we can see that the corresponding results 
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for a lower triangular matrix A also hold. We will need this observation i  
our discussion. 
In this paper we discuss the properties of the generalized symmetric 
tensors, and the equality conditions for two generalized symmetry tensors 
similar to (A1), (A2), and (A3) are obtained, and a new characterization 
of S(G, M) is also presented. 
2. PROPERTIES OF THE GENERALIZED SYMMETRIC 
TENSORS 
THEOREM 2.1. Let A be the matrix associated with w = xl ®" • • ® xn. 
Then 
T(u ® w) = E AJ(A[e I/3])u ® e~ 
flEr~ 
Proof. From the definition, we have 
T(u ® ~) = 
VuE U. 
M(o)u ® P(o)~ 
aEG 
= ~ M(~)u®z~-,(1)®...®z~-~(~) 
aEG 
-~ ~ - -  M(a)u  ® aa-~(1)je j aa- l (n) je j 
aEG \ j= l  / \ j= l  
= 
flEF,~ aEG 
= E (M(A[e ] f~l)u) ® e~, 
fiEF.. 
where af~a =- aa-l(1)~(1) " ' "a~-l(,~)f~(n) = alf~(a(1)) "" ' anf~(a(n)), and e~ = 
e~(1) ® • "- ® e~(~). • 
THEOREM 2.2. Let A and B be respectively the matrices associated with 
the decomposable t nsors w and z. Then 
(T(u ® ~), T(~ ® z)) = ~ (M(A[~ I ~])u, M(B[~ f ~])~) W e U. 
aEF,~ 
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Proof. Using Theorem 2.1, 
(T(u @ w),T(u ® z)) 
. f iEF , , .  
aEF~ 
fiEF,,. 
= (M(A[e  I ])u,M(B[e L
aEF~ 
/3EF,, 
= E (~4(A[e [ a])u, ~4(B[e ] al)u). 
ozEF,, 
THEOREM 2.3. Let A and B be respectively the matrices associated with 
the decomposable t nsors w and z. Then 
T(u®w) = T(u®z) Vu E U if] Jk4(A[e l a]) : AA(B[e l ~]) V~EFn.  
Proof. This is an easy consequence of Theorem 2.1. 
THEOREM 2.4. Let A be the matrix associated with the decomposable 
tensor w. Then the following conditions are equivalent: 
(i) T(u ® w) = 0 Vu c U; 
(ii) M(A[e [ a]) = 0 Ya e Fn; 
(iii) JVl(AX) = 0 VX; 
(iv) d~(AZ)  = 0 VX. 
Proof. This can be easily obtained by combining Theorems 2.1, 1.7, 
and (1.9). • 
THEOREM 2.5. Let A = (aij) and B* = (-bji) be the matrices associated 
with the decomposable t nsors w and z. Then 
(T (u®w) ,T (u®z) )  :g (Ad(AB)u ,u )  Vu E U. 
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Proof. From (1.3), 
(T(u ® w), T(u ® z) ) = g(T(u ® w), u @ z) 
= g E (M(cr)u, u)(P(cr)w, z) 
aEG 
aEG aEF~ aEF~, 
= g E (M(cr)u, u) E a~b~, 
aEG aEFn 
where as  = al~O) " • • ana(n) and b~ = b~(1)1 - • • ba(n)n. 
Since 
E ac,~b~ = E a~b~-i 
aEFn aEF . ,  
n n 
= E ~ai~(i)1-Ib,~z-,(i)# 
c~EFn i=l  i~ l  
n 
-- E I - I  ai"(i) 1-~I b"(i),~(i) 
c~Ern i= l  i=1  
n n 
= 1-I E aijbj~(~) 
i=1  j= l  
n 
= l~(AB)i(,(,), 
i.~.1 
then 
n 
(T(u @ w), T(u ® z)) = g E (M(a)u, u) H(AB)~(i) =- g(M(AB)u, u). 
aEG i=1 
It  can be easily seen that  Theorem 1.1 is a special case of Theorem 2.5. 
THEOREM 2.6. Let A = (aij), B = (bij) E Mn(C) .  Then 
g(M(AB)u,u)= E(M(A[e Ia ] )u 'M(B*[e [a ] )u )  VuEU.  
c~EFn 
Proof. The result follows immediately on combining Theorems 2.2 and 
2.5. • 
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REMARK. When the representation M is of degree 1, let M(a)  = )~(a); 
then Ad(A[e ]c~]) = da~(d[e I c~]). Theorem 2.6 shows that 
9d~(AB)  = E da~ (A[e J c~])d~(B*[e [c~]) 
c~6F., 
= E daA(A[e l a J )d?(B[a leD' (2.1) 
aEP,, 
This result becomes the generalization of the Cauchy-Binet formula given 
by Marcus and Minc [5]. For another generalization of (2.1), see [8]. 
3. EQUAL ITY  OF TWO GENERAL IZED SYMMETRIC  TENSORS 
In this section we discuss the problem of finding conditions for 
® : T(u  ® z) vu e u, 
wherew = xt®- . .Nx~,  z =y l®- . .Nyn  E ~)~V. Results similar to 
(A1), (A2), and (A3) in Section 1 are obtained. 
THEOREM 3.1. Let w = xl  ®. . .  @x~ E @~ V. I fT (uNw)  = 0 Vu E U, 
then x l , . . . , xn are linearly dependent. 
Proof. Let A be the matrix associated with w = xl ® '. • ® xn. Using 
Theorem 2.4 in Section 2, we have 3A(A[e I c~]) = 0 Vc~ E Fn, or df (AX)  = 
0 VX. 
Now if x l , . . . ,x ,~ are linearly independent, then A is nonsingular, so 
A -1 exists. Choose X = A- l ;  we have df (AA -1) = d f ( I~)  = A(id) = 0, a 
contradiction. Hence x l , .  • •, xn are linearly dependent. • 
THEOREM 3.2. Let w = x l  @ .." ® xn, z = Yl ® "'" ® Y~ E ~'~ V. I f  
T (u  ® w) = T (u  ® z) ~ 0 Vu ~ O, then x l , .  . . ,Xn and Y l , . .  . ,Yn generate 
the same subspace of V, i.e., @1 . . . .  ,xn} = (Y l , . . .  ,Yn). 
Pro@ Denote S = (Xl , . . . ,xn}.  Let e l , . . . , ek  be a basis of S. If there 
exists a y~ ¢ S, we may extend e l , . . . ,  ek, ek+l = Yi, ek+2, • • •, en to become 
a basis of V. Let f l , . .  • f~ be its dual basis; then 
and 
f~(x j )=0,  j= l , . . . ,n ,  for k<r<_n (3.1) 
f~(Y i )=O for 1 <s<k.  (3.2) 
Let Ul . . . .  ,um be a basis of U and gx,- • •, gm its dual basis. 
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For c~ • rn, we know that gj l-Ln=l fa(t) is (n+ 1)-linear on U@(@ n V); 
by the universal factorization property, there exists a linear map Ta,j: 
U@(@ n V) --~ C such that gj ~=1 f~(t) = T~,j®, so gj(u) I-Itn=l fa(t) 
(xt) = Tc~,j(u ® w) In particular we have 
n 
T.,j (u~ ® e?) = gj (~) I I f - ( , )  (e~(,)) = ~,j~.~. 
t= l  
Since T(u ® w) ~t 0 whenever u # 0, there must exist j and/3 • Fn 
such that T~,j(T(u ® w)) ¢ O. Otherwise, Vj = 1, . . . ,  m, we have/3 • Fn, 
TZ,j(T(u ® w)) = 0. Using Theorem 2.1, 
~EF~ t= l  
= gj(M(A[e [ f l ] )u )  = 0 Yu, j,/3. 
Therefore we have J~4(A[e I /3]) = 0 V/3 c F,~; then T(u®w)  = O, a 
contradiction. So 
n 
0 • Tfl,jT(u ® w) = y~ g j (M(a-1)u)  H ffl(t)(xt). 
aEG t= l  
(3.3) 
This shows that /3(t) _< k for t = 1 , . . . ,n  [otherwise there would be a 
/3(t) > k, and from (3.1) and (3.3), the right hand side of (3.3) would be 0, 
a contradiction). But according to (3.2), 
n 
TzdT(u  ® w) = TzdT(u ® z) = ~ gj(M(a)u)  H fz(t)(Yt) = O. 
acG t= l  
This contradiction shows that each Yi E (Xl,...,x,~), or (Yl,...,Y,~) C_ 
(x l , . . . ,  x,~). The inverse inclusion can be similarly proved. • 
THEOREM 3.3. Let w = Xl ® • .. N Xn, z = Yl ® "" • ® Yn C @n V. If  
x l , . . . ,  Xn are linearly independent, hen T(u @ w) = T(u ® z) Vu E U iff 
n 
y~ = ~c i ix j ,  i = 1 , . . . ,n ,  (3.4) 
j= l  
and 
M(cc* )  = .~(c )  = fro, (3.5) 
where C = [%]. 
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Proof. The "only if" part: By Theorem 3.2, there exists a matrix C 
satisfying (3.4). We only have to prove (3.5). Since Xl . . . .  , xn are lin- 
early independent, we can define in V an inner product ( , )  in such a 
way that xl, . . . ,xn is an orthonormal basis of V. Let f l , . . . , fn be its 
dual basis. We may also choose Ul , . . . ,u ,~ to be an orthonormM basis 
n 
for U, and gl,... ,gin its dual basis. For all j, 9j [It=l ft is an (n + 1)- 
linear map on U (~(~n V). By the universal factorization property, there 
n exists a linear map Tj : U ~(~n V) ~ C such that Tj® = 9j rIt=l ft. 
Thus 
Tjf(u ® z) : E gj(M(cOu) ft (Yet-l(1) @' '"  @ Ya-l(n)) 
cxEG 
n 
: E 9j(M(a)u) I-[ ft(Y~-,(t)) 
aEG t= l  
: E gj(M(a)u c~-~(t)jxj 
aEG t= l  \ j= l  
n 
= E gj(M(a)u) r [  co-~(t)t 
aEG t : l  
= TjT(~ ® ~) 
n 
= E gj(M(a)u) 1-[ ft(x~-l(t)) = gj(u). 
a6G t= l  
So 
j = 1 , . . . ,m,  
and hence 
VuE U. 
Therefore 
n 
A,4(C) = E M(a) 1-I eto(t) 
aEG t~ l  
=/m. (3.6) 
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Since X l , . . . ,  X n is an orthonormal  basis of V with respect o the inner 
product  ( , ) ,  the matr ix  associated with w = Xl @ -." @ xn is In, and the 
matr ix  associated with z = Yl ® "'" <9 Yn is C. Using Theorem 2.5 and 
(3.6), we have 
and 
(T(u ® w),T(~ ® w)) = a ( . ,~(&)~,  u) = gllull e 
(T(u ® z), T(~ ® w) ) = g(M(Cb,  ~) = gll~ll 2 
We also have 
So 
Vu (3.7) 
Vu (3.8) 
Combining this with (3.6), we arrive at 
.,w(cc*) = M(c )  =im. 
The "if" part :  By our hypothesis and (3.7), (3.8), and (3.9), we obtain 
(T(u®w),T(u®w)) = (T(uQz),T(u®w)) = (T(u®z),T(u®z)) Vu. 
(3.10) 
So 
](T(u®z),T(u®w))] 2 = (T(u@w),T(u®w))(T(u®z),T(u®z))  Vu. 
This is the Cauchy-Schwarz inequal ity in the case of equality. If u : 0, 
then obviously T(u®w) = T(u®z) = 0. If u # 0, we can prove that  neither 
T(u ® w) nor T(u ® z) is zero. Otherwise, using Theorem 2.1, we would 
have either 
or 
This leads to 
T(~®~)  : 
T(u ® z) : 
M(±[e t d )u  ® e2 = 0 
(9=0.  M(c I~ I ,:4)u ® e,~ 
c~6F,,. 
M( I [e  l a] )u = 0 or M(C[e I~])u = o w e rn. 
Choose a = e. Since All(C) = Ira, we obtain u = 0, a contradict ion. 
(M(cc*b, ~) = (M(cb ,  ~) = II~ll ~ v~. 
(T(u ® z), T(u ® z)) : g(A.4(CC*)u, u) Vu. (3.9) 
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Now recall the equality condition of the Cauchy-Schwarz inequality. We 
have 
T(u ® w) = kT(u ® z) Vu. 
Replacing T(u @ w) in (3.10) by the above equality, we immediately prove 
that  k = i. • 
4. COLLINEARITY AND THE CHARACTERIZATION OF S(G,M) 
THEOREM 4.1. Let A be a lower triangular and nonsingular matrix as- 
sociated with the decomposable tensor w, and M be a matrix representation 
of the group G with degree m. If Ad(AX) does not depend on X whenever 
X is an arbitrary upper triangular matrix with [L=ln Xii = 1, then 
(i) GA C_ G and M(a) = e(a)Im V~ e GA; 
(ii) T(u ® w) and T(u ® e ®) are collinear Vu E U; 
(iii) dT(H) =mdet  H, where H = AA*. 
Proof. From Theorem 1.4, (i) and (iii) are equivalent, and from The- 
orem 1.2, we can see that if (i) holds, then for arbitrary u, T(u ® w) and 
T(u ® e ®) are collinear, and (ii) follows immediately. So we need only to 
prove (i). Denote by E j+z(i) the matrix obtained from the identity matrix 
by adding x times column i to column j. Our proof can be divided into two 
steps. Let A(j -~ 0) denote the matrix obtained from A by replacing its 
j th  column with the zero column. First we are going to prove the following 
assertion: 
(A) If ]~4(AX) is independent of X whenever X is upper triangular with 
1-I N x i i  = 1, then i=1  
( 'ri ) M A(j ~ O) E g)+~dt) = 0 
l=i  
for arbitrary i < j. 
For arbitrary i < j,  let X be the matrix obtained from IN by replacing 
its j th  column with x T = (0, . . . ,  O, xi, xi+l, • .. ,  xj-1, xj, 0, . . . ,  O) T, where 
xj = 1. Then AX is obtained from A by adding xt times column l to 
column j for i < l < j,  while all the other columns remain unchanged. 
And the j th  column of AX is of the form 
( O, . . . ,O ,a , ,x ,  . ,  oo, x, 
l=i  l=i l=i l=i 
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Note that  x s = 1. We can write this vector as a sum of two vectors u and 
v with 
U = (0 , . . . ,  0 ,0 ,0 , . . . ,a j j ,aS+l ,S , . . .  ,arts) T 
and 
( / j -1 T v = 0 , . . . ,0 ,a i~z i ,~a i+ l , lZ i , . . . ,~astz~,  as+l , l x l , . . . ,  anlz, 
t=~ l=~ t= i  l= i  / 
Denote the r th  column of a matrix Y by Yr. Then u = Aj and 
AX = (A1,..., Aj -1 ,  u + v, Aj+I ,  • • . ,  An). 
From the definition of A4(A), it is easy to see that 
M(AX)  = M(A1, . . . ,A j - I ,u ,  Aj+I, . . . ,An) 
+ J~(A1, . . . ,  Aj -1 ,  v, AS+l , . . .  , An) 
---- M(A)  + J~vI(A1,..., Aj-1, v, AS+l,... , An). (4.1) 
It can be easily seen that 2~¢[(A1,..., Aj-1, v, AS+x,..., An) is a combina- 
tion of matrices with indeterminate coefficients. And because .A4(AX) does 
n X not depend on X whenever X is upper triangular with 1-[i=1 ii = 1, from 
(4.1) we have 
f ld (A1 , . . . ,As - i , v ,  A j+ I , . . . ,An)  = O. 
Now it is obvious that  
.M A(j ~O) E (s)+x'(~) =.M(A1,. . . ,Aj_ I ,V,  Aj+I,...  , An)=O. 
l=i 
This proves (A). 
If asi ¢ O, choose xi = x and xl = 0 V l¢  i; then from (A), 
M(A( j  ~ O)E(S)+~(~)) _- O. 
The transposition r = (i, j )  must belong to G; otherwise 
.A.4(A(j --* 0)E (2+~(~)) = Im auaj,ix ¢ O, 
l~j ] 
which contradicts the assertion that  AJ(A(j ~ 0)E (j)+z(i)) = 0. So we 
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have (i, j)  • G, and 
]~4(A(j --* O)E (j)+x(~)) =Im auaj#x + M(T) alz xaj# 
l~j  / l¢ j  / 
= all aj#x[M(T) + Im] 
z#j / 
- -0  
So 
M(r)  = -Ira. 
Hence we have GA C_ G and M(a)  = e(a)Im for a • GA. 
A similar result for nonsingular upper triangular matrices also holds; the 
proof is parallel to that of the above theorem. 
THEOREM 4.2. Let A be an upper triangular and nonsingular matrix 
associated with the decomposable t nsor w, and M be a matrix represen- 
tation of the group G with degree m. If A4(AX)  does not depend on X 
n whenever X is an arbitrary lower triangular matrix with 1-L=lXu = 1, 
then 
(i) GA C_ G, and M(a)  = e(a)Im Ya • GA; 
(ii) T(u ® w) and T(u ® e ®) are coUinear Vu • U; 
(iii) df (H)  = mdetH,  where g = AA*. 
We are now able to present a new characterization f $(G, M). 
THEOREM 4.3. Let M be a matrix representation of the subgroup G 
with degree m. Then A • S(G, M) iff 
A = BP(y)  
with GB C G satisfying M(a) = ~(a)Im Vcr • GB, and with y • Z and 
(det B)Im = M('y). 
Proof. The "if" part: From the definition of H~ in Section 1, we can 
see that GB C H~. So according to the definition of GB, Bij must be 0 
whenever i and j are in different orbits of H~. Recalling Theorem 1.5, we 
obtain A E S(G, M). 
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The "only if" part: Let A • $(G, M). It is well known that there exists 
a permutation 7 such that 
A = LRP('y), 
where L is lower triangular with principal elements equal to 1, and R is 
nonsingular upper triangular. According to our proof of Lemma 3.8 in 
[1], A4(LX) and M(RY)  do not depend on upper triangular X and lower 
n n 
triangular Y respectively with 1-[i=1 Xii = 1 and I-[i=1 Yii = 1. Using 
Theorems 4.1 and 4.2 above, we have GL C G and GR C G, with 
M(a) = e(a)Im Va • GL U GR. 
Let B = LR; then 
n 
Bij = Z Lik Rkj. 
k=l  
(4.2) 
So if the transposition (ij) • Gu, i.e., Bij ~ 0, then there exists k such 
that Lik Y~ 0 and Rkj • 0, i.e., (ik) • GL and (kj) • GR. And because 
(kj)(ik)(kj) = (ij), we show that GB C_ (GL, GR), where (GL, GB) denotes 
the subgroup generated by GL and GB, which is also a subgroup of G. From 
(4.2), we verify that 
GBC_G and M(a)=e(a) Im 'Ca•GB. 
The proof of the remaining part can be obtained from the proof of Lemma 
3.8 in [1]. • 
A similar characterization for the group S(G, ;~) can also be obtained, 
but we will not go into details here. 
We know that the matrix associated with e ® is In, and 
T(u ® e ®) = Z M(I[e ] a])u ® e~. (4.3) 
c~EF., 
THEOREM 4.4. Let A be the matrix associated with the decomposable 
tensor w. Then the following conditions are equivalent: 
(i) T(u ® w) = T(u ® e ®) Vu C U; 
(ii) A4(A[e [a]) = A4(I[e [a]) Ya • Pn; 
(iii) M(AX)  = A,~(X) VX; 
(iv) M(AA*) = M(A) = Ira; 
(v) A = BP('y), with B~j = 0 whenever i and j belong to different orbits 
of H~, 7 • Z, and (det B)Im -= M(~/); 
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(vi) A = BP(~),  with GB C G satisfying M(a)  = c(a)Im Va e GB, and 
with "~ E Z and (det B)Im = M(~). 
Proof. Using Theorem 2.3, (i) and (ii) are obviously equivalent. The 
equivalence of (ii) and (iii) is the content of Theorem 1.6. The equivalence 
of (i) and (iv) is implied in Theorem 3.3. The equivalence of (iii) and 
(v) is exactly Theorem 1.5. The equivalence of (iii) and (vi) follows from 
Theorem 4.3. • 
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