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Adaptive Control of Decouplable Systems and 
Nonlinear Flight Control Systems 
Sahjendra N. Singh and William R. Wells 
Howard R. Hughes College of Engineering 
University of Nevada, Las Vegas 
Las Vegas, NV 
Abstract 
This paper treats the question of output trajectory tracking in 
nonlinear systems in the presence of uncertainty. It is assumed that 
the nominal system is decouplable using state variable feedback. An 
adaptive control law is derived such that in the closed-loop system, 
output vector asymptotically converges to the given reference trajec-
tory. The controller includes a dynamic system in the feedback path. 
This result is applied to design a flight control system to control roll 
angle, angle of attack and sideslip in rapid, nonlinear maneuvers of 
aircraft. 
Introduction 
Considerable effort has been made in decoupling control of nonlinear sys-
tems [1-2]. The derivation of results in these papers require complete knowl-
edge of the system. In a realistic situation, the mathematical model of the 
system is not completely known. Thus there is a need to design controllers 
for systems in the presence of uncertainty. Nonlinear flight control systems 
- have recently been designed in literature [3-8). 
We consider the trajectory tracking control of a class of nonlinear systems 
which can be decoupled by state variable feedback. It is assumed that there 
are uncertain variations in the system parameters and unknown disturbance 
inputs acting on the system. Based on the Lyapunov stability theory, a non-
linear adaptive control law is derived such that in the closed-loop system the 
error between the reference trajectory and the output of the system asymp-
totically tends to zero. The control input is the sum of a decoupling control 
signal uc~ and a control signal U 11 which nullifies the effect of uncertainty in 
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the system. The control law. ud decouples the system when there is no uncer-
tainty in the system. The derivation of the control law is based on a result 
of (9]. 
This design approach is applied to synthesize a flight control system for 
the trajectory control of roll angle, angle of attack, and sideslip in large, rapid 
maneuvers of aircraft using aileron, rudder and elevator deflections. In this 
study it is assumed that roll angle and angle of attack represent the basic 
lateral and longitudinal variables the pilot would like to control. 
Problem Formulation 
Consider a nonlinear system described by the equation of the form 
x(t) - A(x, t) + aA(x, t) + (B(x, t) + aB(x, t))u(t) 
y( t) - ( Ct (X, t), ... , Cm (X 1 t) )T ( 1) 
- C(x, t) 
where the vectors x(t), u(t), and y(t) are real functions of time and of di-
mension n x 1, m x 1 and m x 1, respectively. It is assumed that A, B, and 
Care analytic functions of the variables x and t, and the functions L\A and 
aB which represent uncertainty in the system are continuously differentiable 
with respect to x and t. (Often the arguments of functions are suppressed 
for simplicity). Then nominal system is obtained by setting L\A = 0 and 
aB = 0 in (1). It is assumed that the solution of (1) exists for any initial 
condition (x(t0 ,t0 )£X x (O,oo)...:..M where the closed, bounded set XC R:' 
denotes the state space of the system. 
The systems to be considered here are those which can be decoupled by 
_ state variable feedback when the uncertain functions aA and L\B are zero. 
A closed-loop system is said to be decoupled if each output is 1ndependently 
controlled by a single input. 
The following operators are useful in the sequel. 
Ae;(x, t) 
-
~(x, t) + (~(x, t))A(x, t) 
~ ( 8c · Be· ) ... ~
8z - ~~ '8z,. (2) 
Aie;(x, t) 
-
A(Ai-1e;)(x, t) 
A0e;(x, t) 
-
e;(x, t). 
Let ai be the least nonnegative integer j such that (oAie;(x, t)fox]B(x, t) # 0 
for each (x, t)£M. 
We are interested in the class of nonlinear systems for which the following 
assumptions hold. 
Assumption 1. Each Oi < oo, i = 1, ... , m and them x m matrix B*(x, t) 
236 
is nonsingular at each (x,t).f.M, where 
- [ 
(tz-A01 c1(~:' t))B(x, t) ] 
B*(x, t) 
(!,A 0 "'Cm(x, t))B(x, t) 
- [B~(x, t))T, ... , (B~(x, t))T]T. 
Assumption 2. Fori= 1, ... , m;j = 1, ... , Oi- 1 and (x, t)f.M. 
I :z-(A~Ci(x, t)) l AA(x, t) = 0 a:.(A'G(x, t)) AB(x, t) = 0 
(3) 
(4) 
Since B* is nonsingular on M, according to Assumption 1, the nominal 
system can be decoupled by state variable feedback [1,2]. Assumption 2 
implies that u_ncertain functions do not appear in the jth derivative of Yi 
(denoted as v!'>) along the solutions of (1), j = 1, ... , oi; i = 1, ... , m, where 
y=(Y~t···,Ym)T. 
Using the definition of Oi and in view of Assumption 2 it follows that the 
derivatives of Yi(t) along the trajectories of (1) are given by (i = 1, ... , m) 
yp>(t) 
-
AiG(X, t),j = 0, 1, ... 'Oi 
Y!a;+I)(t) 
-
Ai(x, t) + AAi(x, t) (5) 
+ [B;'(x, t) + AB;'(x, t)]u(t) 
where 
Ai(x, t) 
-
Aa;+lG(x, t) 
AA~ 
-
[~Aa;G(x, t)]AA(x, t) I L,~Aa;G(x, t)]AB(x, t). ABe: 
-I 
(6) 
Let an analytic function y,.(t) = (y,.1(t)7 ... , Yrm(t)f be a given refer-
ence output trajectory which is to be tracked by system (1). Let y = 
(Yt - Yrl, ... , Ym - Yrm f be the tracking error, i!j) = di id dti, Y ( t) = 
(y!~t+I)(t), ... ,y~"'+I>(t))T,A• = (Ai, ... ,A~f,andAA· = (AAi, ... ,AA~f. 
A decoupling control law u = ud is given by 
(7) 
where ki; are constants. The control law Uct is obtained as a function of x by 
substituting the derivatives of Yi from (5) in (7). In the closed-loop system 
(1) and (7) when AA* = 0 and AB* = 0, one has 
•(a;+l) k ·(a·) k • 0 Yi + i,o;+lY I + ... + ilYi = (8) 
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It follows from (8) that responses Yii i = 1, ... , m are decoupled. In the 
presence of uncertainty, additional unknown coupling terms appear in (8) 
and exact decoupling is not possible. 
We are interested in deriving a control law u = utl + (B*t1u,. such that 
in the closed-loop system the tracking error fj tends to zero as t-+ oo in spite 
of the uncertainty in the system. 
Adaptive Trajectory Control 
Let 
( - -(as) - -(a.,.))T z = Y1, • • • , Yt ; • · · ; Ym, · · · , Ym (9) 
where zfR", and p = m + E~1 a;. In view of (5), (9) defines a mapping from 
M x Rm to R!' where (x, t)dl. We assume that zfN C R", where N is a 
sufficiently large closed and bounded set. 
In view of (5), and (7), the differential equation for z can be written as 
z=Ez+Fw (10) 
where E = diag(Ei)i f = diag(F;); i = 1, ... , m; E; is a (a;+ 1) x (a;+ 1) 
matrix; F; = (0, ... , 0, 1]T is a (a;+1) vector; w = LlA*(x, t)+ilB*(f(x, z, t)+ 
(B*(x, t))-1u,.] + U0 j f(x, z, t) = utl(x, t) and 
[ 
0 1 
0 0 
E; = 0 0 
-kil -~2 
The parameters k;; are selected such that the eigenvalues of E have nega-
tive real parts. Thus given any positive definite symmetric matrix Q (denoted 
as Q > 0) there exists a unique solution P > 0 of the Lyapunov equation 
(11) 
In view of the special structure of (10), we choose Q = diag(Qii), and 
Qii > 0,1 = 1, ... , m. Let P = diag(P,,), i = 1, ... , m. Then (11) gives 
Define v = (v11 • • • ,vm)T = pTpz, and z, = (y,, ... ,y~a'))T. Then it follows 
that Vj = F[ ~jZj. 
To this end, it is essential to obtain certain bounds on uncertain functions. 
Assumption 9. There exist functions -y1(x, t) and "'h(x, z, t), and constants 
"Yo and 120 such that for each (x, t)fM, and zfN 
llilB*(x, t)(B*(x, t))-111 ~ "Yt(x, t) <"Yo < 1 
ll.£lA•(x, t) + LlB*(x, t)f(x, z, t)ll ~ 12(x, z, t) < "Y2o 
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(12) 
In order to obtain the structure of the controller, we compute 
u!' w - u!'[.6.A*(x, t) + .6.B* f(x, z, t) + {.6.B*(B*(x, t))-1 + J}u.) 
> lluall2(1 - "Yt(x, t))- lluaii"Y2(x, z, t) (13) 
> (1-"Yo)lluall[llu.ll-ll(x,z,t,P)] 
where ll(x,z,t,,B) ="Y2 (x,z,t)/(1-"Yo) and PtRk. 
Assumption 4: There exists functions h0 ( x, z, t), h ( x, z, t) and p, > 0 such 
that for (x, t)tM, and ztN, 
ll(x, z, t, P) = ho(x, z, t) + ,8Th(x, z, t) (14) 
For the derivation of the adaptive control law it is assumed that the 
functions ho and h are known but the constant vector ,8 is unknown which 
depends on the uncertainty in the system. 
We select a control law of the form 
1fa ( t) 
P(t) 
i(t) 
- -ll(t,x,z,P)s(t,x,z,p,f) 
- Lh(x, z, t)llv(z)ll, P(to)t(O, oo)A: 
- -lt(t), l > 0, t(t0 ) > 0 
(15) 
where LtRkxk is diagonal with positive elements, and the functions is given 
by 
s(t,x, z, P) = sat[ll(t,x,z, ,B)v(z)/t] (16) 
where 
Now we state the following result. 
Theorem 1. Consider the closed-loop system (1), (7) and (15). Suppose 
that in the closed-loop system the trajectory x(t) beginning at (x0 ,t0 )tM 
remains in X for all t ~ t0• Then in the closed-loop system, z(t) -+ 0 as 
t-+ 00. 
Proof. Consider a Lyapunov function 
V(t, z,,B) = zT pz + ~(1 - "Yo)PT L.:_1 P + (1 - "Yo)l-1t (17) 
where P = P- p. Then one can show that along the trajectory of the 
closed-loop system 
(18) 
Since proof can be completed by following the steps of [9] the details are not 
given here. 
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Flight Control System Design 
For this study the mathematical model of the aircraft has been taken 
from [10]. The equations of motion are given by 
p 
q 
. 
r 
a 
~ 
¢> 
8 
-
lp{i + l9q + lrr + (lp0 {i + lrcrr).6a + l11p- i1qr 
ma.6a + m9q + i2pr- mc,p{i + mc,(g/V)( cos() cos¢>- cos Do) 
np{i + nrr + n11p + nJ'Cip.6a - i3pq + n9q 
q - p{i + Z0 Aa + (g /V)( cos ()cos t/> - cos Oo) 
yp{i + p( sina0 + !!:.a) - r cos a0 + (g /V) cos ()sin t/> 
p + q tan () sin ¢> + r tan 8 cos ¢> 
q cos ¢> - r sin ¢> 
i6a l6r 0 
0 0 ffl6e 
+ n~a n~r z~e [ ;~e ] 
Y6a Y6r 0 a 
0 0 0 
0 0 0 
· A(x) + AA(x) + (B(x) + .6B(x))u 
(19) 
where state vector and control vector are x = [p, q, r, a, {i, ¢>, O]T, u = [6a, 6r, 6e]T, 
i6. = 16ts+la6ts.6a a.nd ii6ts = n6a+ncr6ts.6a. The output vector to be controlled 
is the linear function of x given by 
y = (t/>,{i,a)T = C(x). (20) 
The mathematical model of the airplane response in (19) ignores speed 
changes and contains only a rudimentary representation of aerodynamic non-
linearities. Although the assumption of constant speed in large maneuvers 
is unrealistic, these simplifications are in no way essential and are used only 
to make the example more tractable. Speed could be considered as variable 
a.nd could be decoupled from the other responses by including a throttle con-
trol, while introducing more complete nonlinear aerodynamics would simply 
increase the computational difficulties. 
Let A(x) = A(x) + l!:.A(x) a.nd B = B(x) + .6B(x). For simplicity 
in notation, let A(x) = (j11,j9 ,/r,Ja,ftJ,f•,J,)T. Now we compute the ai 
parameters a.nd matrices A• + .6A• a.nd B• + !!:.B•. Using the definition of 
operators in (2), gives 
(21) 
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For simplicity, the effect. of control forces is neglected here, since Ys,., Ysr, 
and zse are small. Thus we set [8C / 8z]B = 0 and we proceed to compute 
ai. It easily follows that a 1 = et2 = et3 = 1, 
A*(x) + .6.A*(x) = A2Ci(x) 
B*(x) + .6.B*(x) = [8(AC(x)f8x]B(x). (22) 
The expressions for these matrices are computed easily. The matrices A* 
and B* are obtained at a given nominal flight condition. The perturbation 
matrices .6.A* and .6.B* represent the contribution of uncertainty when the 
flight condition changes. The region of interest in the state space for the 
control system design is the one in which B* ( x) is nonsingular. 
We are interested in designing a control system to follow reference tra-
jectories generated by a command generator of the form 
(23) 
where Yr = (tPr,/3r,etr)T. The parameters 9cii are selected by equating the 
characteristic polynomial of (23) to a standard third-order polynomial 
s
3 + 9c22s2 + 9cu s + 9cOO 
= (s + .\c)(s2 + 2(cWncS + w!e)· (24) 
The parameters .\c, (c, and Wnc are chosen to obtain desirable command 
. trajectories Yr· Let ~ = tP- tPr, P = f3 - /3r, & = et - Ctr· 
The control law (7), and (15) is easily determined by using the expressions 
forB* and A* evaluated at the nominal flight condition and it takes the form 
(25) 
For simplicity, we take kiJ = klJi j = 1,2; i,l = 1,2,3. Now we determine 
u,. using (15). 
Conclusions 
For a class of decouplable systems, an adaptive control law was derived. 
The adaptive controller includes a dynamic compensator in the feedback 
path. In the closed-loop system, the output vector asymptotically converges 
to the reference trajectories in spite of the uncertainty in the system. Based 
on this result, an adaptive control law was derived to control roll angle, angle 
of attack, and sideslip angle of aircraft in rapid, nonlinear maneuvers. 
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