Introduction

23
The precise quantification of movements is critical for understanding how neurons, biomechanics, 
28
3D joint and appendage tracking promises to accelerate the dissection of neural control principles, 29 As a result, in recent years the computer vision community has largely forsaken these techniques 48 in favor of deep learning-based methods. Consequently, the effectiveness of monocular 3D human 49 pose estimation algorithms has improved greatly. This is especially true when capturing human 50 movements for which there is enough annotated data to train deep networks effectively. Walking precisely registering multiple camera viewpoints using traditional approaches would require the 69 fabrication of a prohibitively small checkerboard pattern, along with the tedious labor of repeatedly 70 calibrating using a small, external target. 71 To overcome these challenges, we introduce DeepFly3D, a deep learning-based software pipeline 72 that achieves comprehensive, rapid, and reliable 3D pose estimation in tethered, behaving adult 
Results
87
DeepFly3D
88
The input to DeepFly3D is video data from seven cameras (Figure 12 ). These images are used fine-tune the 2D pose deep network. Self-supervision constitutes 85% of our training data.
115
Improving 2D pose using pictorial structures and active learning 116 We validated our approach using a challenging dataset of 2063 frames manually annotated using 117 the DeepFly3D annotation tool (Figure 6) First, we performed unsupervised behavioral classification using 2D pose data from three adja-146 cent cameras containing keypoints for three limbs on one side of the body. Using these data, we 147 generated a behavioral map ( Figure 3A) . In this map each individual cluster would ideally repre-148 sent a single behavior (e.g., backward walking, or grooming) and be populated by nearly equal 149 amounts of data from each of the three cameras. This was not the case: data from each camera 150 covered non-overlapping regions and clusters (Figure 3B-D) . This effect was most pronounced 151 when comparing regions populated by cameras 1 and 2 versus camera 3. Therefore, because the 152 underlying behaviors were otherwise identical (data across cameras were from the same animals 153 and experimental time points), we concluded that unsupervised behavioral classification of 2D pose 154 data is highly sensitive to corruption by viewing angle differences. 
Discussion
162
We have developed DeepFly3D, a deep learning-based 3D pose estimation system that is optimized 163 for quantifying limb and appendage movements in tethered, behaving Drosophila. By using multiple 164 synchronized cameras and exploiting multi-view redundancy, our software delivers robust and accu-165 rate pose estimation at the sub-millimeter scale. Our approach relies on supervised deep learning 166 to train a neural network that detects 2D joint locations in individual camera images. Importantly, 167 our network becomes increasingly competent as it runs: By leveraging the redundancy inherent 168 to a multiple-camera setup, we iteratively reproject 3D pose to automatically detect and correct 169 2D errors, and then use these corrections to further train the network without user intervention. Therefore, DeepFly3D is a critical step toward the ultimate goal of achieving fully-automated, high-185 fidelity behavioral data analysis.
186
Materials and Methods
187
With synchronized Drosophila video sequences from seven cameras in hand, the first task for 5,063 were labeled manually in the first iteration, 29,000 by automatic correction, and 6,000 by 220 manually correcting those proposed by the active learning strategy.
221
Deep network training procedure. We trained our Stacked Hourglass network to regress from 222 256 × 512 pixel grayscale video images to multiple 64 × 128 probability maps. Specifically, during 223 training and testing, networks output a 19 × 64 × 128 tensor; one 64 × 128 probability map per 224 tracked point. During training, we created probability maps by embedding a 2D Gaussian with 225 mean at the ground-truth point and 1px symmetrical extent, i.e., with = 1 on the diagonal of 226 the covariance matrix. We calculated the loss as the 2 distance between the ground-truth and 227 predicted probability maps. During testing, the final network prediction for a given point was the 228 probability map pixel with maximum probability. We started with a learning rate of 0.0001 and 229 then multiplied the learning rate by a factor of 0.1 once the loss function plateaued for more than 230 5 epochs. We used an RMSPROP optimizer for gradient descent, following the original Stacked include (i) illumination conditions -we randomly changed the brightness of images using a gamma 238 transformation, (ii) scale -we randomly rescaled images between 0.80x -1.20x, and (iii) rotation -we 239 randomly rotated images and corresponding probability maps ±15
• . This augmentation was enough 240 to compensate for real differences in the size and orientation of tethered flies across experiments. point. We remove trivial points such as the body-coxa and coxa-femur-which remain relatively 271 stationary-to fairly evaluate our algorithms and to prevent these points from dominating our 272 accuracy measurements.
273
From 2D landmarks to 3D trajectories 274 In the previous section, we described our approach to detect 38 2D landmarks. 
where is a 3 × 3 rotation matrix and a 3 × 1 translation vector. Combining 
, where = is a 3 × 4 matrix.
Camera distortion. The pinhole camera model described above is an idealized one. on, we will therefore write the full projection as Replacing the squared loss by the Huber loss makes our approach more robust to erroneous 333 detections , . We empirically set to 20 pixels. Note that we perform this minimization with respect 334 to ten degrees-of-freedom per camera: three translations, three rotations, and four distortions.
335
For this optimization to work properly, we need to initialize these ten parameters and we need to 336 reduce the number of outliers. To achieve this, the initial distortion parameters are set to zero. We Choosing the best candidates. To identify the best subset of resulting 3D locations, we intro-361 duce the probability distribution ( | , ) that assigns a probability to each solution , consisting 362 of 38 sets of 2D points observed from each camera. Our goal is then to find the most likely one. . If the set of 2D observations is incomplete, as some points are totally occluded in some camera 370 views, we triangulate the 3D point using the available ones and replace the missing observations 371 by projecting the recovered 3D positions into the images, ( ) in Equation 3. In the end, we aim to 372 find the solution̂ = argmax ( | , ). This is known as Maximum a Posteriori (MAP) estimation.
373
Using Bayes rule, we write
where the two terms can be computed separately. We compute ( | , ) using the probability 375 maps , generated by the Stacked Hourglass network for the tracked point for camera . For a 376 single joint seen by camera , we model the likelihood of observing that particular point using 377 ( , | , ), which can be directly read from the probability maps as the pixel intensity. Ignoring the 378 dependency between the cameras, we write the overall likelihood as the product of the individual 379 likelihood terms
which can be read directly from the probability maps as pixel intensities and represent the network's 381 confidence that a particular keypoint is located at a particular pixel. When a point is not visible from 382 a particular camera, we assume the probability map only contains a constant non-zero probability, 383 which does not effect the final solution. We express ( | ) as − , , , ) . We model the reprojection error for a particular point as
which is set to zero using the variable , denoting the visibility of the point from camera . If a 2D 389 observation for a particular camera is manually set by a user with the DeepFly3D GUI, we take it to 390 be the only possible candidate for that particular image and we set ( | ) to 1, where denotes 391 the manually assigned pixel location. Modifying DeepFly3D to study other animals. DeepFly3D can also be applied toward 3D 431 pose estimation in other animals (e.g., humans (Figure 11) , primates, rodents, and other insects). Generally, for any new dataset, the user first needs to provide an initial set of manual annotations. 437 Then, in skeleton.py, the user should describe the number of tracked points and their relationships 438 to one another (e.g., are they connected). Then, in Config.py, the user should set the number of To perform camera calibration, the user should select the Calibration button on the GUI Figure 9 . Arduino (Arduino, Sommerville MA USA) and custom software written using the Basler camera API. 
