Let ¼ be a Radon measure on R d which may be non doubling. The only condition that ¼ must satisfy is the size condition ¼.B.x; r // ≤ Cr n for some fixed n ∈ . 
Introduction
In the whole paper we assume that d ∈ N and 0 < n ≤ d. We also assume ¼ is a for all x ∈ supp ¼ and r > 0. We do not assume that ¼ is doubling. Dachun Yang [2] The doubling condition on ¼ is an essential assumption in most results of classical function spaces, Calderón-Zygmund theory and so on. However, recently it has been shown that many results in the classical Calderón-Zygmund theory and the classical Hardy and BMO spaces also hold without the doubling assumption; see [12, 13, 15, 14, 9, 10, 11, 8, 16] and their references. In particular, Tolsa in [13] introduced the spaces RBMO.¼/ and H 1;∞ atb .¼/ and proved that these spaces have properties similar to ones of the classical spaces BMO and H 1 defined for doubling measures and are useful in the study of the L p .¼/ boundedness of Calderón-Zygmund operators without assuming doubling conditions; see also [15, 14] .
The purpose of this paper is to consider the local versions of the spaces RBMO.¼/ and H 1;∞ atb .¼/ in the sense of Goldberg [4] by using ideas coming from [13] . The organization of this paper is as follows. In Section 2, we introduce the local version, rbmo.¼/, of the space RBMO.¼/ in [13] and then give some basic properties including several equivalent definitions of this local space. By using these properties, we establish the John-Nirenberg's inequality for the functions in the space rbmo.¼/. In Section 3 we introduce the local version, h 1;∞ atb .¼/, of the space H 1;∞ atb .¼/ in [13] and we then prove the dual space of the space h atb .¼/, respectively. Finally, in Section 6, we give some remarks on our results in case ¼ is doubling. Even in this case, our result is also new.
Let us now introduce some basic notation. By a cube Q ⊂ R d , we mean a closed cube centered at some point in supp ¼ with sides parallel to the axes. Its side length is denoted by l.Q/ and its center by z Q . Given ² > 0, we denote by ² Q the cube concentric with Q with side length ²l.Q/. DEFINITION 1.1. Given Þ > 1 and þ > Þ n , we say that the cube Q ⊂ R d is .Þ; þ/-doubling if ¼.Þ Q/ ≤ þ¼.Q/.
As shown in [13] , due to the fact that ¼ satisfies the growth condition (1.1), there are a lot of 'big' doubling cubes. To be precise, given any point x ∈ supp ¼ and c > 0, there exists some .Þ; þ/-doubling cube Q centered at x with l.Q/ ≥ c, which follows from (1.1) and the fact that þ > Þ n . On the other hand, if þ > Þ n , then for ¼-a.e. x ∈ R d , there exists a sequence of .Þ; þ/-doubling cubes {Q k } k centered at x with l.Q k / → 0 as k → ∞; see also [13] . So there are a lot of 'small' doubling cubes too.
In the following, for any ² > 1, we denote by þ ² one of these big constants þ. For definiteness, one can assume that þ ² is twice the infimum of these þ's.
Recall that given two cubes Q ⊂ R, Q R stands for the smallest cube concentric [3] Local Hardy and BMO spaces 151
with Q containing R. Without assuming Q ⊂ R, we denote by Q R the smallest cube concentric with Q containing Q and R.
Ž.Q; R/ was first introduced by Tolsa in [13] ; see also [15, 14] . Throughout the paper, the letter C is used for non-negative constants that may change from one occurrence to another. Constants with subscripts, such as C 0 , do not change in different occurrences. For any cube Q ⊂ R, we write K Q;R = 1 + Ž.Q; R/.
The following lemma was proved by Tolsa in [13] , which plays a fundamental role in the whole theory. From this lemma, it is easy to see that K Q;R reflects some geometric aspects of cubes. 
then K Q;² N Q ≤ C with C depending on þ, ² and C 0 .
The space rbmo(µ)
Given ² > 1 and a cube Q ⊂ R d , we let N be the smallest nonnegative integer such that 2 N Q is .²; þ ² / doubling and we denote this cube by Q. In the following, we also set
DEFINITION 2.1. Let ² > 1 be some fixed constant.
and for any two .²; þ ² /-doubling cubes Q ⊂ R,
Moreover, we define the RBMO.¼/ norm of f by the minimal constant C 1 and we denote this by · * .
(ii) Let 1 < Á ≤ ² < ∞. We say that f ∈ L 1 loc .¼/ is in rbmo.¼/ if there exists some constant C 2 ≥ 0 such that (2.1) holds for any cube Q with l.Q/ ≤ 1 and C 2 instead of C 1 , (2.2) holds for any two .²; þ ² /-doubling cubes Q ⊂ R with l.Q/ ≤ 1 and C 2 instead of C 1 , and
for any cube Q with l.Q/ > 1. Moreover, we define the rbmo.¼/ norm of f by the minimal constant C 2 and we denote this by · * .
The space RBMO.¼/ was introduced by Tolsa in [13] and it was proved that the definition of RBMO.¼/ in [13] is independent of the choices of Á and ². It is easy to see that rbmo.¼/ ⊂ RBMO.¼/, and there are some measures ¼ (for example, the d-dimensional Lebesgue measure) such that the above inclusion is strict.
The following proposition is similar to [13, Proposition 2.5] whose proof is also similar. In fact, the properties (i) and (ii) are easy to check. The third property can easily follows from the following Proposition 2.4 and the fourth property follows from the third one.
PROPOSITION 2.2. (i) rbmo.¼/ is a Banach space of functions (modulo additive constants).
(
Let us now see some other equivalent norms for the space rbmo.¼/. Let Á ∈ .1; ∞/. Suppose that for a given function f ∈ L 1 loc .¼/, there exist some constant C 3 ≥ 0 and
with C ≥ 0 depending on Á and Á 1 .
Next proposition proves that for any fixed Á ∈ .1; ∞/ and Á ≤ ² < ∞, the norms · * * and · * are equivalent, which indicates that the norms · * are also independent of 1 < Á ≤ ² < ∞. 
We first prove that f * * ≤ C f * . To do so, for any cube Q, we set
0 o t h e r w i s e :
Here we used the facts that Á ≤ ², K R;Q0 ≤ C by Lemma 1.3 and Q 0 is a .²; þ ² /-doubling cube. Thus (2.7) holds. Case 6. 1 < l. R/ < l. Q/. In this case (2.7) is trivial. Thus (2.7) holds in all cases and we obviously have (2.6). So, f * * ≤ C f * . Let us now prove the converse. We first prove that if Q is a cube with l.Q/ > 1,
In fact, for each x ∈ Q ∩ supp ¼, we choose a cube Q x ⊂ ÁQ with its center at x and l.Q x / ≤ 1 < ¹l.Q x /, where ¹ > max.1; 1=.Á − 1//. By (1.1), we can take Q x to be a .²; þ ² /-doubling cube. Then, by the Besicovich covering theorem, we can find a family of points {x i } i ⊂ Q ∩ supp ¼ such that the cubes {Q xi } i form an almost disjoint covering of Q ∩ supp ¼. Since l.Q xi / ≤ 1 < ¹l.Q xi /, by (2.5), (2.6) and Lemma 1.3, we have
Since Q xi is .²; þ ² /-doubling and Á ≤ ², we also have
From (2.9) and (2.10) we deduce
Thus (2.8) holds. Now if Q is a .²; þ ² /-doubling cube with l.Q/ ≤ 1, by (2.4) and Á ≤ ², we have
Thus for any cube Q with l.Q/ ≤ 1, by (2.11) when l. Q/ ≤ 1 or by (2.6) and (2.8) 
Finally, if Q ⊂ R with l.Q/ ≤ 1 are .²; þ ² /-doubling, by (2.5), (2.11) when l.R/ ≤ 1 or by (2.5), (2.6) and (2.8) when l.R/ > 1, we have
This proves that f * ≤ C f * * . 
The following proposition indicates other possible ways of defining rbmo.¼/.
loc .¼/, the following are equivalent:
(ii) There exists some constant C b ≥ 0 such that for any cube Q with l.Q/ ≤ 1,
for any two cubes Q ⊂ R with l.Q/ ≤ 1,
and for any cube Q with l.Q/ > 1,
and for any .²; þ ² /-doubling cube Q with l.Q/ > 1,
Moreover, the best constants C b and C c are comparable to the rbmo.¼/ norm of f .
PROOF. Let us first prove that (i) implies (ii). If f ∈ rbmo.¼/, then for any cube
From this, we easily follow that (2.12) holds with C b = 2 f * . Now let us prove that (2.13) also holds. We consider several cases. Case 1. l. Q/ ≤ 1 and l. R/ ≤ 1. By (2.18) and (2.7) we have
that is, (2.13) holds.
3) and the facts that Q and R are .²; þ ² /-doubling, we deduce |m Q f − m R f | ≤ C f * . By this and (2.18) we obtain (2.13). 
We then obtain (2.13) by this and (2.18). Case 4. l. Q/ > 1 and 1 < l.R/ < l. R/. In this case, by (2.3) and (2.18), we have
Thus (2.13) also holds. Case 5. l. Q/ ≤ 1 and l.R/ ≤ 1 < l. R/. In this case, by [13, (2. 14)], we have
From this and (2.18), we then easily deduce (2.13). 
Thus, in all cases, (2.13) holds. Estimate (2.14) is obvious. That (ii) implies (iii) is trivial. Let us now see that (iii) implies (i). We first prove (2.3). Let Q be a cube with l.Q/ > 1. We consider the same covering as in the proof of (2.8). Since 
From this, (2.15) and (2.10), we deduce
Thus (2.3) holds.
Finally, we need to prove that (2.15) holds for any cube Q with l.Q/ ≤ 1. We suppose Q is not a .²; þ ² /-doubling cube. The argument is similar to the one given in the proof of [13, Lemma 2.10] 
We know that for all x ∈ Q ∩ supp ¼, there exists some .²; þ ² /-doubling cube centered at x with side length ¹ −k l.Q/, where k ∈ N. We denote by Q x the biggest cube satisfying these properties. Since þ ² > ¹ n , we then can prove, by Lemma 1.3 
The following theorem is a version of John-Nirenberg's inequality related to the space rbmo.¼/. To prove it we adapt the arguments of [13, Theorem 3.1] which is, in fact, the John-Nirenberg's inequality for the functions in RBMO.¹/ (see also [7] ). THEOREM 2.6. Let f ∈ rbmo.¼/ and let Á ∈ .1; ∞/, ² ∈ [Á; ∞/ and { f Q } Q be a collection of numbers satisfying
for any two cubes Q ⊂ R with l.Q/ ≤ 1, and for any cube Q with l.Q/ > 1,
Then, for any cube Q with l.Q/ ≤ 1 and any ½ > 0, we have
and for any cube Q with l.Q/ > 1 and any ½ > 0, we have
Here C 4 ≥ 0 and C 5 ≥ 0 depend on Á and ² and are independent of ½ and f .
To prove our theorem, we need the following lemma. 
If max.l.Q/; l.R// > 1; say, l.R/ > 1, then l.Q/ ≤ 1 and l.R / > 1. Thus, by (2.22) and (2.23), we obtain
Thus (2.26) also holds. If l.R/ ≤ 1, then l.Q/ > 1 and l.R / > 1, we then can obtain (2.26) also by (2.22) and (2.23).
The following lemma is similar to [13, Lemma 3.3] and its proof is also similar, by replacing [13, Proposition 2.5] by Proposition 2.2, to the proof of [13, Lemma 3.3] . We omit the details.
We also have a remark similar to [13, Remark 3.4 ], which will be used in the proof below. REMARK 2.4. Let f ∈ rbmo.¼/ and let { f Q } Q be a collection of numbers satisfying (2.21)-(2.23). We set f Q;+ = max. f Q ; 0/ and f Q;− = − min. f Q ; 0/ and we set
Then, it is easily seen that
where C ≥ 0 is independent of q. 
for any cube R with l.R/ > 1. Thus, if we choose B big enough, by (2.29), we then have
We now prove that 
Thus, in any case, (2.31) holds. Now we consider the function
Since f is bounded, X .t/ < ∞. By (2.28), (2.30) and (2.31), we have
If l.Q 0 / ≤ 1, by a modification of the argument in [13, pages 108-110], we can prove
From (2.34) and (2.35), it follows that
Thus, for t 0 small enough, we have X .t 0 / ≤ C 7 , where C 7 ≥ 0 depends on t 0 , B and C 6 . Therefore, if f is bounded and l.Q/ ≤ 1, then
which is equivalent to (2.24). If f is bounded and l.Q/ > 1, then
which is equivalent to (2.25 
for any two .²; þ ² /-doubling cubes Q ⊂ R with l.Q/ ≤ 1, and for any cube Q with l.Q/ > 1, 
see [7, page 30] and [13, pages 115-116] . Given Á ∈ .1; ∞/, ² ∈ [Á; ∞/, þ ² big enough and f ∈ L 1 loc .¼/, we denote by f • the minimal constant C 9 ≥ 0 such that
for any two .²; þ ² /-doubling cube Q ⊂ R with l.Q/ ≤ 1,
Then we have the following proposition which is similar to [13 
To prove our claim we only need to prove that if Q ⊂ R with l.Q/ ≤ 1;
But, this can be proved by a similar way to (2.7) and we omit the details. Now, let us see the converse. We want to prove that f • ≤ C f * * : Let Q be any .²; þ ² /-doubling cube with l.Q/ > 1. Then, by the definition of Þ Q . f /, we have
From this, it follows that
By (2.8) we then have
that is, (2.40) holds.
To verify (2.38), we first see that if Q is a .²; þ ² /-doubling cube with l.Q/ ≤ 1; then
Now, replacing (2.8) and (2.11) in the last part of the proof of Proposition 2.4, respectively, by (2.42) and (2.43), we then can prove that (2.38) and (2.39) also hold with C 9 ≤ C f * * . Thus our claim holds. 
The space
Then we define |b| h
block if it satisfies only (i) and (iii).
Moreover, we say that f ∈ h We remark that the atomic blocks were first introduced by Tolsa in [13] . He used them to define the Hardy space H If b is an atomic block, then [13, Lemma 4.3] can be adopted to show (3.2) . We now prove (3.2) when b is a block with supp b ⊂ R and l.R/ > 1. Suppose b = i ½ i a i and let {g Q } Q be the collection of the numbers satisfying (2.4)-(2.6) of the definition of g ∈ rbmo.¼/. We then write
By (2.6) and the definition of b, we have
Moreover, if l.Q i / > 1, by (2.6) and (2.8), we obtain
If l.Q i / ≤ 1, by (2.4) and (2.5), we then have
From (3.5), (3.6 ) and the definition of b, it follows that
Now (3.4), (3.7) and (3.3) tell us (3.2) .
We now prove that the converse inequality in Lemma 3.2 is also true.
PROOF. By Lemma 3.2, we only need to prove that
prove this by showing that there exists some function f ∈ h
For simplicity we assume that ² = 2. Let ž > 0 be some small constant which will be fixed later. There are two possibilities:
(1) There exists some doubling cube
or there exists some doubling cube Q ⊂ R d with l.Q/ > 1 such that 
If (3.9) holds, we take f = sign g=¼.Q/. Then f ∈ h 1;∞ atb .¼/ and f h 1;∞ atb .¼/ ≤ C: By (2.41) and (3.9), we then have
Thus, in case (1), our claim holds. Now, let us consider case (2). We have two subcases.
(a) For any two doubling cubes Q ⊂ R with l.Q/ ≤ 1,
(b) There are doubling cubes Q ⊂ R with l.Q/ ≤ 1,
Let us first consider case (a) under assumption (2) . In this case, by the definition of g • , there exists some cube Q with l.Q/ ≤ 1 such that Then supp f ⊂ Q ⊂ Q; and f h
Moreover, since (3.9) does not hold for Q, by (3.10), we have
atb .¼/ ; if we choose ž small enough. Thus, in this case, our claim also holds.
Let us consider case (b). If l.R/ ≤ 1, then the same argument as in [13, page 118] gives us the proof of our claim. If l.R/ > 1, we take f = Q . Then
Since (3.8) does not hold for Q and (3.9) does not hold for R, we then have
atb .¼/ ; if we choose ž small enough. Thus, in this case, our claim is still true.
To establish the duality between h 1;∞ atb .¼/ and rbmo.¼/, we follow the same procedure as that for the duality between H 1;∞ atb .¼/ and RBMO.¼/ in [13] ; see also [7] . To do so, we introduce the atom and block spaces h In the following, for a fixed is called a p-block if it satisfies only (i) and (iii) . For a p-atomic block or a p- 
From (3.13) and the definition of p-atomic blocks, we then deduce
We first have
If l.Q j / ≤ 1, by (2.36) and Remark 2.3, we easily see that (3.14) still holds. From this, it is easy to deduce
If l.Q j / > 1, by (2.37), we have
and therefore, Q j a j [g − m R .g/] d¼ ≤ C g * . By combining (3.16) and (3.17) with (3.15), we obtain our claim.
From the above, (3.12), and [13, Lemma 5.4] , Lemma 3.4 follows; see also [7] .
LEMMA 3.6. For 1 < p < ∞, we have h 
for any two doubling cubes Q ⊂ R with l.Q/ ≤ 1, and for any doubling cube Q with l.Q/ > 1, 
Thus (3.20) holds. We now verify (3.18). If Q is a doubling cube, by the proof of [13, (5. 2)] we know that (3.18) holds. Suppose now Q is non doubling. If l. Q/ ≤ 1, then (3.18) is also true by the proof of [13, (5.2) ]. Now suppose that l. Q/ > 1. We take
Then supp b ⊂ Q. By Lemma 1.3, we have K Q; Q ≤ C and from this, it follows that
Since (3.20) is true for Q, by (3.21) and Proposition 3.4 (ii), we have (3.19) . Now suppose that l.Q/ ≤ 1 < l.R/. We then take
Then it is easy to check that
(see the proof of (3.21)). By (3.20) for R and (3.23), as in (3.22), we then have 
where R is a cube with the center z R and the side length l.R/.
We first suppose b is a block. Then l.R/ > 1. In this case, it is easy to see that supp T b ⊂ C 11 R; where C 11 ≥ 0 depends only on C . We then write
Now let us estimate I 2 . We first have The estimate for the second term in the left-hand side of (5.6) is similar. We also write 
Some remarks
In this section, we further suppose the measure ¼ satisfying the following condition ¼.B.x; r // ∼ r n for all x ∈ supp ¼ and all 0 < r ≤ diam.supp ¼/, where, for a set E, diam E = sup{|x − y| : x; y ∈ E}: Then, supp ¼ is a space of homogeneous type in the sense of Coifman and Weiss in [1] .
Let h 1 .¼/ = F [5] . We remark that our Theorem 5.3 and Corollary 5.4 are also true for this special case. Moreover, the function satisfying (5.1)-(5.3) exists in this special case. In fact, we can just take = S k for some fixed k ∈ Z, where {S k } k∈Z is an approximation to the identity constructed by Coifman's method; see [2, 5, 6] .
