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Abstract 
This thesis concerns the development of complexity reduction methodologies for the 
application of multi-parametric/explicit model predictive (mp-MPC) control to 
complex high fidelity models. The main advantage of mp-MPC is the offline 
relocation of the optimization task and the associated computational expense through 
the use of multi-parametric programming. This allows for the application of MPC to 
fast sampling systems or systems for which it is not possible to perform online 
optimization due to cycle time requirements. The application of mp-MPC to complex 
nonlinear systems is of critical importance and is the subject of the thesis. The first 
part is concerned with the adaptation and development of model order reduction 
(MOR) techniques for application in combination to mp-MPC algorithms. This first 
part includes the mp-MPC oriented use of existing MOR techniques as well as the 
development of new ones. The use of MOR for multi-parametric moving horizon 
estimation is also investigated. The second part of the thesis introduces a framework 
for the ‘equation free’ surrogate-model based design of explicit controllers as a 
possible alternative to multi-parametric based methods. The methodology relies upon 
the use of advanced data-classification approaches and surrogate modelling 
techniques, and is illustrated with different numerical examples.  
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Chapter 1: Introduction !
Process control has allowed process industries to automate production for decades. A 
particular generic control scheme is process feedback control. In feedback control the 
variable being controlled is measured and compared with a reference value. The 
controller manipulates an input variable to the system is order to minimize the 
deviation between the controlled variable and the reference value (or set-point). A 
general schematic for process feedback control is given in Figure 1-1. Classical 
process feedback techniques can be traced back to the 1930s from the contributions of 
Nyquist and Bode [Nyquist, 1932; Bode, 1945] who introduced frequency response 
analysis methods for single-input single-output (SISO) systems and contributed to 
improvement of proportional integral differential (PID) controllers, a methodology 
which still account for the vast majority of SISO control systems in industry. Optimal 
control is a more recent methodology, which consists of deriving the optimal control 
law that minimizes some performance criterion while satisfying plant constraints.  
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Figure 1-1: Configuration of a typical process feedback control system 
 
Originally, optimal control was mainly concerned with the minimization of variance 
of signals [Weiner, 1949;  but popularity in industry with the development of linear 
quadratic regulators (LQR) (Kalman, 1960) and later, linear quadratic Gaussian 
regulators (LQG). Model predictive control (MPC) was first developed circa 1980 
[Ivakhnenko, 1970 ;Richalet et al, 1978; Cutler & Ramaker, 1980] and is a particular 
instance of optimal control in which a mathematical model is used to describe the 
system under consideration in order to predict its future behaviour and calculate the 
appropriate optimal control value for the input. In most cases, an optimization 
problem is formulated based on a discrete representation of the system and an 
optimizer is used to derive the optimal control law based on process measurements. 
 
Figure 1-2: Model predictive controller block diagram 
Model predictive control has been at the forefront of control engineering research, 
evidencing substantial growth in terms of range of applications and versatility. This 
technology is characterized its capability of treating multiple-input multiple-output 
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(MIMO) systems and the handling of process constraints. MPC is increasingly 
regarded as a key element for performance enhancement in an increasingly wider 
range of application areas. The chemical industry has historically been a major user of 
nonlinear model predictive control technology, a trend that has recently been 
exacerbated by the necessity to comply with tighter safety regulations and efforts to 
reduce operating costs in an increasingly competitive economic environment. The 
inherent complexity of such systems often involves the use of sophisticated high 
fidelity first-principles models. Application of MPC to complex models is a major 
challenge, as the development of model-based control methods inevitably lags the 
constant increase in modeling sophistication. Formulating a control problem for such 
nonlinear systems usually highlights a trade-off between accuracy and optimality 
versus computational speed.  Pistikopoulos and co-workers (Bemporad et al, 2002) 
addressed the issue of online computational effort by introducing explicit/multi-
parametric model predictive controllers1. The key characteristic of this particular 
technique is that the online optimization problem is solved offline via multi-
parametric programming techniques. Whilst in online MPC, the ‘optimal’ control law 
of the manipulated variable as a function of the states is implicitly defined by the 
underlying optimization problem, in mp-MPC, the objective is to find an explicit 
algebraic representation of the control law for all possible values of the states using 
the theory of multi-parametric programming. This involves the creation of a convex 
partition of the state-space into critical regions containing an affine expression for the 
optimal value of the manipulated variable as a function of the states. Conceptually, 
this equates to finding a piece-wise affine approximation of the surface of the optimal 
control value as a function of the state variable of the system. However this approach 
is still facing a number of challenges:  
 
1.1 Key Challenges 
 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!!
1 For completeness we also mention development of fast model predictive control techniques which have 
gained considerable attention in recent years [Diehl et al, 2002; Wang & Boyd, 2010; Zaval and Biegler; Houska 
et al, 2011; Spivey et al, 2012]. This thesis, however, is mostly focused on explicit MPC. 
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Firstly, the dimensionality of the state variable often leads to intractability of the 
multi-parametric programming problem, as a large number of critical regions are 
needed to approximate a surface of higher dimension.  Complexity analysis of mp-
MPC (Bemporad et al, 2002) indicates that the number of critical regions is strongly 
dependent on the number of constraints, which is directly related to the control 
horizon and, to a lesser extent, the number of states. One of the major areas of 
research is the extension of the technology to nonlinear systems. A suggested research 
direction concerns the development of model reduction techniques that are compatible 
with existing mp-MPC algorithms. This idea was formalized as a methodological 
framework by Pistikopoulos et al (2009) who suggested the use of model 
simplification and dimensionality reduction techniques to support the application of 
mp-MPC to complex systems. 
Secondly, multi-parametric/explicit model predictive control generally assumes 
availability of the information on the state variables of the system. In general, this is 
not the case and estimation techniques need to be applied. Another similar issue is the 
fact that the reduced states of an approximate model usually do not bear any physical 
meaning and therefore cannot measured. In order to develop fully multi-parametric 
methodologies, one area of research has been the formulation of moving horizon 
estimation techniques in a multi-parametric form (mp-MHE). Yet again, these multi-
parametric approaches are limited to systems with a relatively small number of states. 
Therefore model reduction techniques are also indicated to facilitate its application. 
This was indeed carried out in (Sun et al, 2005) with combination of empirical 
balanced truncation to extended Kalman filters.  
Thirdly, the approximation of the aforementioned surface of the optimal control value 
as a function of the states is not only rendered difficult by the dimensionality of the 
system but also its nonlinearity. To illustrate this aspect we consider the example 
presented in (Dominguez et al, 2010). The model example consists of a dynamical 
system representing a continuously stirred tank reactor (CSTR) (Hicks and Ray, 1971) 
with an irreversible reaction . The manipulated variable is the temperature of 
the cooling jacket and the controlled variables are the two states of the system, 
BA→
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namely temperature and concentration described by the following ordinary nonlinear 
differential equations (ODEs): 
 
 
 
(1.1 )
  
 with model parameters: 
 
 
 
 
The objective of the control problem is to minimize the squared deviations from an 
equilibrium point given by the set points . 
min! !! ! − !!! + !! ! − !!! + !! ! − !!!!!!  ! ! ,! ! ∈ !,!(!) ∈ ! 
(1.2 )
  
Where ! = 0.0367,0.2367 × 0.6293,0.8293  
This system is considered highly nonlinear and was used to demonstrate a nonlinear 
mp-MPC algorithm in Dominguez & Pistikopoulos (2010). The continuous dynamical 
system was discretized using an implicit Runge-Kutta method (Kameswaran and 
Biegler, 2008) using ten finite elements and three collocations points. The NMPC 
problem was formulated into a NLP problem involving 90 variables, 2 parameters, 
and 120 equality/inequality constraints, 60 of which are nonlinear. In figure 1-1 we 
show examples of critical region maps obtained through different mp-MPC 
algorithms as presented in Dominguez et al (2010).  
dC
dt =
(1−C)
θ
− k10e−N /TC
dT
dt =
(yf −T )
θ
+ k10e−N /TC −αU(T − yc )
5,300,20 10 === Nkθ
.94.3,81.3,95.1 224 −−− === eyeye fcα
340,776.0,,0944.0 === ssssss UTC
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Figure 1-3: Critical region maps for a CSTR with two state variables and obtained 
with three different (nonlinear) multi-parametric model predictive control algorithms. 
 
As exhibited in Figure 1-3, designing an mp-MPC controller for this type of nonlinear 
system may result in a very high number of critical regions. The high number in 
critical regions, in this case, is not due to the dimensionality of the original system 
(only two state variables) but the fact that a high number of affine expressions are 
necessary to correctly approximate the surface representing the optimal control value 
as a function of the states. The number of constraints resulting from discretization, the 
control horizon and the specified optimization tolerance are known to influence the 
number of critical regions (Bemporad et al, 2002). More specifically, a critical region 
map is a projection of the surface defining the optimal control value as a function of 
the parameters. Consequently, to correctly approximate this surface projection, a high 
number of critical regions is required to correctly delimitate the areas of the state-
space where constraints are activated using only convex critical regions (defined by 
linear inequalities) with affine expressions. As it was shown in (Sakizlis et al, 2007), a 
parametric controller designed through the use of vibrational approaches on a 
continuous system only yields a limited number of critical regions based on time-
varying/nominal constraints. This indicates that classical mp-MPC approaches results 
in the creation of ‘unnecessary’ critical regions due to the nature of the algorithm. 
Indeed, the surface representing the optimal control value as a function of current 
states is composed of two plateaus areas originating from actuator saturation and an 
unconstrained surface. Lastly, intractability in the design of parametric controllers is 
not the only problem arising from a high number of critical regions. Indeed, a large 
 
 
 
NLSENS (Dominguez et al, 2010) 855 
critical regions 
mp-NLP (Johansen, 2002) 720 critical 
regions 
mp-QA (Johansen, 2004) 442 critical 
regions 
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number of critical regions also poses a problem during implementation of the 
controller for point location i.e. the search of the region in which the current state of 
the system belongs.  One possible investigation route, which is the object of the 
second part of the thesis, could be the development of ‘equation-free’ explicit control 
techniques that can circumvent some of the current difficulties in designing mp-MPC 
controllers. 
 
The contributions in this thesis aim to address the aforementioned current challenges 
and limitations and are summarized in the next section. 
 
 
2. Thesis Outline !
The thesis is essentially divided into two parts: Model order reduction and ‘equation-
free’ methodologies. The chapters subdivision is thus: 
!
• In Chapter 2, the fundamentals of online and multi-parametric/explicit model 
predictive control and moving horizon estimation are introduced. This 
includes a literature overview of recent nonlinear mp-MPC algorithmic 
developments.  
 
• In chapter 3, the concept of model order reduction is introduced followed by 
another brief literature review of the topic, with special emphasis and 
discussion to the applicability to mp-MPC. 
 
• Chapter 4 presents developments on the application of model reduction to 
state of the art mp-MPC/MHE algorithms. Two methodologies are presented. 
Firstly the combined use of nonlinear model reduction mp-NMPC techniques. 
Secondly, the application of model reduction for multi-parametric/explicit 
moving horizon state estimation (mp-MHE), illustrated on model examples. It 
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also provides a performance comparison of linear and nonlinear model order 
reduction on the considered example. 
 
• Chapter 5 introduces an alternative variance based approximation technique 
for the application of linear mp-MPC algorithms to nonlinear systems without 
the use of ‘classical’ linearization. This approach can be applied through 
Monte-Carlo methods and may offer several advantages over existing model 
approximation techniques. Its performance accuracy is compared on an 
example against other model order reduction techniques.  
 
• In Chapter 6, a short overview of surrogate modelling and classification 
techniques is given with a rational for their application in the development of 
‘equation-free’ explicit model predictive control techniques (i.e. explicit 
control without the analytical procedures of multi-parametric programing). 
 
• Chapter 7 aims to demonstrate the potential of ‘equation-free’ techniques, 
including classification and surrogate based modelling to facilitate the 
development of explicit controllers without the use of analytical parametric 
programming techniques. The chapter proposes a framework for the design of 
such controllers, and methodologies for practical applications illustrated on 
example models. 
 
 
 
 
 !
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!
 
 
Part 1: Model Approximation technique for multi-
parametric/explicit model predictive control !!!!!!!!!!!!!!!!!!!!!
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!!!!
Chapter 2: Multi-parametric/explicit model 
predictive control and moving horizon estimation – 
A brief overview 
 
2.1 Model Predictive Control !
Model predictive control (MPC) is an advanced model-based control technology 
wherein control variable moves are determined by the solution of an optimization 
problem. Model predictive control relies on the availability of a model of the system 
under consideration, which, in most cases has to be discretized. Besides optimality, 
the main advantages of MPC are the ability to handle multiple-input/multiple-output 
(MIMO) systems and the theoretical possibility to ensure operational constraint 
satisfaction. Implementation of MPC relies on repeated solution of an optimal control 
problem at each sampling time and only the first control move of the discretized 
manipulated control variable is applied. The repetitive nature of the basic steps for the 
implementation of a model predictive controller leads to an implicit feedback control. 
The Procedure, illustrated in Figure!2)1 is the following: 
1. The current system measurements are obtained. 
2. The optimal control problem is solved and a sequence of the optimal values for the 
manipulate variable is derived. 
3. The first value of the optimal control sequence is applied. 
4. Upon availability of the next measurements, the procedure starts again from step 1. 
 
 In the case of a linear model of the system, obtained either by linearization or system 
identification, the optimal control problem takes a quadratic form. However, most 
complex systems are nonlinear and the use of linearization may lead to model 
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mismatch and sub-optimality. In some cases, implementation of MPC can be 
problematic, for instance when computational time requirements to derive the solution 
of the optimal control problem is larger than the desired cycle time. A number of ‘fast 
MPC’ techniques have been developed to address the issue of online computational 
time.  Fast MPC relies on the application of smart discretization schemes [Diehl et al, 
2002; Zaval and Biegler, 2009] combined to efficient highly optimized automatic 
code generation (Mattingley and Boyd, 2009 ; Houska et al, 2011; Spivey et al, 2012]. 
Authors reported computational speed in the microsecond range, several orders of 
magnitude lower than via the use of classical optimisers. A review of fast MPC 
methodologies can be found in (Diehl et al, 2009). Another approach to reduce the 
online computation time is to solve the optimization problem with multi-parametric 
programming techniques. This methodology is described in the next section: 
 
Figure 2-1: Schematic representation of model predictive control 
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2.1.1 Multi-parametric/explicit model predictive control 
Multi-parametric programming has received significant attention in the open 
literature, due to its important applications in Model Predictive Control (MPC). Multi-
parametric/explicit control (mp-MPC) describes a technology, introduced by 
Pistikopoulos and co-workers (Bemporad et al, 2002), which allows for the off-line 
derivation and tabulated pre-computation of the optimal control laws. In mp-MPC, the 
optimal control actions are stored in a critical region map defined by a polytopic 
partition of the state space. This polytopic partition (e.g. hypercubes) is characterized 
by a number of regions that delimits areas of the state space associated with a 
particular functional expression describing the optimal control action as a function of 
the states. Thus, instead of solving an optimization problem online, the only 
computational requirements merely consist of locating the current state on the critical 
region map and applying the corresponding control action. This methodology is 
illustrated in Figure 2-2. One of the advantages of the pre-computation of optimal 
control actions is the possibility of embedding the controller in a chip (Bemporad et 
al, 2002). For a series of examples of application of mp-MPC the reader will refer to 
the review of Pistikopoulos (2012) 
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Figure 2-2: Schematic representation of multi-parametric/explicit model predictive 
control 
 
2.1.2 Linear multi-parametric/explicit model predictive control 
 
We consider the mp-MPC problem of a linear discrete-time system with state and 
input constraints: 
 
 
min! !!!!!! + !!!!!! + !!!!!!!!!!!!  !!!! = !!! + !!! , ! = 0. .! − 1 !! ∈ ! ⊂ ℝ!,!! ∈ ! ⊂ ℝ! 
 
 
( 2.1 ) 
 
Where ! and ! are the states and inputs of the system, respectively. !  and ! are the 
sets defining the state and input constraints and that contain the origin in their interior. !! is the current value of the state (measurement) and ! and ! are symmetric positive 
semi-definite matrices and ! is a symmetric positive definite matrix, ! is the horizon 
length of the MPC. The controller is posed as a quadratic programming convex 
optimization problem by substituting !! = !!!! + !!!!!!!!!!!!!!!!!  in (2.1): 
 
min!! 12!!!" + !!!" + !!!!!!s. t.!!!" ≤! + !!!  
 
 
( 2.2 ) 
 
where ! = !!,… ,!!  is the vector that contains the control moves sequence 
(optimization vector) and !,!,!,!,!,!  are obtained from !,!  and (2.1). The 
quadratic optimization problem in (2.2) can be converted to a multi-parametric 
programming problem by performing the linear transformation: 
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! = ! + !!!!!!! 
 
( 2.3 ) 
 
 
 
The resulting mp-QP has the following form:
  
 ! !! = min! 12 !!!" !" ≤! + !!! 
                                           !! ∈ ! ⊆ ℝ!, ! ∈ ! ⊆ ℝ! 
 
( 2.4 ) 
 
where ! represents the new decision variable while ! is defined as: 
 ! = ! + !!!!!! 
 
( 2.5 )
  
In this new formulation, !! is now acting as a parameter of the optimization problem 
and only appears in the constraints. A local optimum !∗(!!) is found by applying the 
Karush-Kuhn-Tucker (KKT) conditions of optimality: 
 !!∗ + !!!∗ = 0, !∗ ∈ ℝ! 
 
( 2.6 )
  
 !!∗ !!!∗ −!! − !!!! = 0, ! = 1. . ! !∗! ≥ 0, ! = 1. . ! !" ≤! + !!! 
 
( 2.7 )
  
 
Where the active constraints satisfy the condition: 
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!!!∗ −!! − !!!! = 0, !∗! > 0 
 
(2.8 )
  
And the inactive constraints the condition: 
 !!!∗ −!! − !!!! < 0 = 0, !∗! = 0 
 
 
 
(2.9 )
  
From (2.6) and (2.7) the following relations are derived: 
 !∗ !! = − !!!!!! !!(! + !!!) !∗ !! = !!!!! !!!!!! !!(! + !!!) 
 
 
where !,!, ! are formed by collecting inactive constraints. 
(2.10)
  
 
Next, local sensitivity analysis is performed on the Karush-Kuhn-Tucker (KKT) 
conditions of the mp-QP in order to find the set in space for which the solution !∗(!!)  
is valid. !(!)!(!) = − !! !!!! ! − !! + !(!!)!(!!)  
where !! and !! are constant matrices as shown in (2.8) and (2.9): (2.11)
  
 
 
 
(2.12)
  
 
M0 =
H G1T ... GqT
−λ1G1 −V1
 
−λqGq −Vq
"
#
$
$
$
$
$
%
&
'
'
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(2.13 )
  
 
 
where !is the null matrix and ! represents the !!! row of the matrices. 
 !! = !!! !! −!! − !!!!. The parameter space i.e. the set of ! values for which the 
explicit relationship between !(!), !(!)  and the parameter around the point !(!!), !(!!)  remains optimal is termed a critical region, which is of the following 
form: 
 
 !ℛ! = ! ∈ ℝ!|!!(!) ≤! + !!!, !(!) ≥ 0  
 
(2.14 )
  
 
Where !,!, !, ! correspond to the inactive constraints. Each of these critical regions 
contains an affine expression describing the optimal control value of the states: 
 
! = ! !! = !!!! + !!!!"!! ∈ !!!…!!!! + !! !!"!! ∈ !!!  (2.15 )
  
 
where !!is the number of critical regions. As explained before, this reduces the online 
implementation of MPC to simple function evaluation, facilitating real time 
applications. One of the main difficulties when attempting to design a multi-
parametric/explicit controller is the increase in the number of critical regions with the 
number of states and constraints, the latter being a function of the control prediction 
horizon. Here we give the worst-case computational complexity for an mp-QP 
controller: 
 
!! = !! !!!!!!  ( 2.16 )
 
N0 = Y λ1S1 ... λpSp!"#
$
%&
T
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! = !!! − ! ! !!!!!!  
 
 
where ℎ is the number of optimization variables and ! is the number of inequalities 
(which is also dependent on the number of parameters). 
Another issue is the transposition of mp-MPC techniques to nonlinear systems. This is 
the topic of the next paragraph. 
 
2.1.3 Nonlinear multi-parametric/explicit model predictive control !
In most practical applications, the use of a linear MPC formulation is not sufficient as 
linearization can result in significant model mismatch. A number of algorithms have 
been introduced that use multi-parametric nonlinear programming (mp-NLP) 
techniques for the design of nonlinear mp-MPC controllers. Some of the most recent mp-
NMPC approaches are described in Table 2-1. 
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!
Table 2-1:Literature review summary of mp-NMPC algorithms 
Authors Methodologies Key Features 
Johansen (2002) Quadratic 
approximation 
partitions the state space into a set of 
polytopes (e.g., hypercubes); the mp-
NLP problem 
is approximated locally via mp-QP 
solutions inside each partition. 
Hale (2005) Moving front partitions the state space into simplicial 
complexes;20 the solution manifold of 
the mp-NLP 
problem is approximated via local 
parametrizations of the Fritz-John 
optimality 
conditions. 
Akesson & Toivonen (2006) Neural networks 
based control 
vector 
parameterization 
Formulation of an optimization problem 
consisting of a sum of control problems 
and with a parameterization of the 
control variables using neural networks, 
to construct explicit control laws 
Grancharova et al (2007) Approximate mp-
NLP 
partitions the state space into a set of 
hypercubes; the mp-NLP problem is 
approximated 
locally via piecewise linear interpolation 
of the solution of NLPs at the vertices 
of the 
hypercube. 
Hedengren & Edgar (2008) ISAT Approximation of the optimal control 
response surface using in situ adaptive 
tabulation (ISAT). 
Ulbig (2010) PWA mappings approximate 
mapping of a general nonlinear system 
in a set of linear piecewise affine 
(PWA) systems. Interpolation on the 
final critical region map. 
Dominguez & Pistikopoulos 
(2010 
Sensitivity based, 
successive 
linearizations. 
partitions the state space into a set of 
polytopical critical regions, obtained 
through the 
succesive linearization of the nonlinear 
constraints at different points of the 
state space; a 
piecewise approximation to the mp-
NLP is obtained using the main 
sensitivity results of 
nonlinear programs 
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In this section, we describe the algorithm of Dominguez et al (2010), which is used 
later in the thesis, in combination to nonlinear model order reduction. Consider a 
nonlinear dynamic discrete time system of the form: 
 !!!! = ! !! ,!!  !!! = !(!! ,!!) 
 
 
( 2.17 )
  
where !! describes the evolution of the vectors of states ! and ! and ! correspond to 
the vectors of control input and system outputs, respectively. An optimal control 
problem for system (2.17) has the following form: 
 
! !! = min! !!!!!! + !!!!!! + !!!!!!!!!!!!  
st: !!!! = ! !! ,!! , ! = 0. .! − 1 !! = ! !! ,!! , ! = 0. .! − 1 !!! ≤ !! , ! = 1. .! ! = !, !,! ! 
 
 
 
 
 
( 2.18 )
  
Where ! ≥ 0,! ≥ 0 are cost matrices relating to the states and manipulated variables 
and ! ≥ 0 corresponds to the terminal cost matrix, usually chosen to be the solution 
of the Ricatti equation (Mayne et al, 2000). ! represents the finite prediction horizon 
of the problem and !!! ≤ !! , correspond to constraints on the state and manipulated 
variables. Similarly to (2.2) this optimal control problem may be reformulated as 
follows: 
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! !! = min! !(!, !!) 
st: !! !, !! = 0, ! = 1. . ! !!! ≤ !! , ! = 1. .! !! ∈ ! 
 
 
 
( 2.19 )
  
Where ! corresponds to a feasible set of initial states for which the explicit solution 
should be obtained. The procedure for solving the problem in (2.19) is based on the 
principle of multi-parametric nonlinear programming. The first KKT condition for 
problem (2.16) may be written as follows: ∇!! !, !, !, ! = 0 !! !!! − !! = 0 !! !, !! = 0, ! = 1. . ! !!! ≤ !! , ! = 1. .! !! ≥ 0, ! = 1. .! 
 
 
( 2.20 )
  
where the Lagrangian of the function ! is defined as: 
  
∇!! !, !, !, ! = ! !, ! + !!(!!!! !!! − !!)+ !!!! !, !!!!!
 
 
( 2.21 )
  
with !!, !! corresponding to the Lagrange multipliers of the inequality and equality 
constraints, respectively. Under certain assumptions, the optimality conditions may be 
tracked in the neighbourhood of a particular state realization !!, providing an explicit 
function to the optimizer !(!)  and the Lagrange multipliers !(!)  and !(!)  as a 
function of parameters. The existence of the solution is ensured by the theorem of 
Fiacco (1983). 
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Theorem 1 Local Sensitivity Theorem (Fiacco, 1983) 
Let !! be a particular state realization and ! = !!, !!, !!  a solution verifying the 
condition in (2.20). In the neighbourhood of !! , there exists unique and once 
continuously differentiable functions !(!), !(!) and ! ! .! Moreover the jacobian of 
the system (2.21) is defined by the matrices !!!and !!: 
 
 
 
( 2.22 )
  
 
where !! = !!! !! − !! 
and !! = ∇!"! !,−!!∇!!!!,… ,−!!∇!!!!,∇!!!!,… ,∇!!!! ! 
The assumptions in theorem 1 ensure that the inverse of the jacobian exist. Violations 
of the assumptions are detected when the matrix !! is non invertible. A corollary of 
the theorem implies that the value of the explicit expressions of !(!), !(!) and ! !  
can be approximated by piece-wise affine functions of !. 
 
 
Corollary:  First order estimation of !(!), !(!) and ! !  in the neighbourhood  of  !! (Fiacco, 1983). 
Under the assumptions of Theorem 1, the first order approximations of !(!), !(!) 
and ! !  in the vicinity of !! are given by: 
M0 =
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2L A1... Ap... ∇υHq
−λ1A1

−λpAp
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!(!)!(!)! ! = −!!!!!! ! − !! + ! !  
 
( 2.23 )
  
To obtain the critical regions in the parameter space 
 !ℛ = !|A!(!) ≤ !|!(! ! , !) = 0, !(!) ≥ 0,  
 
 
( 2.24 )
  
where A!(!) ≤ !  corresponds to inactive inequality constraints and !  are the 
Lagrange multipliers corresponding to the active constraints. It may be noted that if !(! ! , !) is nonlinear, the resulting critical regions will also be nonlinear and 
possibly non-convex. The algorithm of Dominguez et al (2010) is based on the 
successive linearization of these constraints around a local solution of the NLP 
problem. A first order approximation of !(! ! , !) around a local NLP solution !! is 
given by the following relationship:  ! !!, ! + ∇!! !!, ! ! − !! = 0 
 
( 2.25)
  
Using this relation in (2.22), an approximate representation as a convex critical region 
can be derived:  !ℛ! = !!Ψ! ≤ !  
 
( 2.26 )
 
where the matrices Ψ and ! are obtained by replacing (2.25) in (2.24).  The remaining 
region in the parameter space may be partitioned using the procedure in Dua and 
Pistikopoulos (2000). The key steps of the algorithm are summarised below: 
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i. Define the initial region !ℛ!, a list of regions to be explored ℛ and a list 
of optimal critical regions !ℛ∗ 
ii. Set ℛ = !ℛ! 
iii. Select !ℛ from ℛ 
iv. Solve a NLP at ! ∈ !ℛ and record the solution !! 
v. Compute the first-order approximate solution in the neighbourhood of ! 
vi. Replace the nonlinear equalities by the corresponding linearization around !! 
vii. Obtain the approximate region !ℛ! using (2.22) and add !ℛ! to !ℛ∗.  
viii. Set ℛ = ℛ − !ℛ! 
ix. Partition ℛ using the method in (Dua & Pistikopoulos, 2000) and collect 
the generated critical regions. 
x. Repeat from step iii. until ℛ = ∅ 
xi. The solution of the problem is the union of all convex critical regions in  !ℛ∗ and their associated affine expressions. 
Remark: Note that some convex set representations may not always yield an exact 
covering of the state space. In this condition, the parametric controller is not valid for 
the totality of the state-space.  
It has been established that an inherent difficulty of applying mp-NMPC algorithms is 
the steep increase of the number of critical regions with an increase in the number 
states and constraints. In the previously presented algorithm, the nonlinearity of the 
system may potentially entail a very large number of linearization of the constraints, 
leading to a high number of critical regions (Dominguez et al, 2010). The combined 
effect of nonlinearity and dimensionality may render the algorithm computationally 
intractable. 
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2.1.4 Framework for the application of multi-parametric/explicit model 
predictive control to complex ‘high-fidelity’ models. 
 
 As previously outlined, the implementation of multi-parametric/explicit control is not 
straightforward and may be hindered by both the dimensionality and nonlinearity of 
the underlying dynamical system. Pistikopoulos (2009) introduced a framework (fig 
3) that emphasizes the need for model approximation as a key element for design and 
implementation of multi-parametric/explicit model predictive controllers. Two main 
methodologies are system identification, which relies on process data to create black 
box models, and model order reduction, which reduces the dimensionality of the 
original model via mathematical transformations. Model order reduction is suitable in 
cases when it is desirable to retain the structural form of the system. In this thesis we 
focus on model order reduction techniques and their combination to mp-MPC. In the 
next chapter, an overview of model reduction technique is given. 
 
 
 
 
 
 
 
 
 
Figure 2-3:Framework for multi-parametric programming and MPC (Pistikopoulos, 
2009) 
!!
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2.2 Moving horizon estimation 
 
In this section we briefly introduce the theoretical background moving horizon 
estimation. Contrary to Kalman filters, optimization based estimation enables the 
incorporation of system knowledge as constraints (For example, some physical values 
are always positive) in the estimation and analogously correspond to the same 
difference between PID and MPC controllers. Consider the following optimization 
problem: 
 
min!!, ! !!!!!!(!! − x!)!!!!! !! − x! + !!!!!!!!!!!!!!! + !!!!!!!!!!!!!  
st: !!!! = !!! + !!! + !!!
 
 !! = !!! + !! !! ∈ ! = !! ∈ ℝ!|!!!! ≤ !!  !! ∈! = !! ∈ ℝ!|!!!! ≤ !!  !! ∈ ! = !! ∈ ℝ!|!!!! ≤ !!  
( 2.27 )
  
where is the current time, !!!! are positive definite matrices and x! 
is the mean of !! .  Matrix ! captures the effect of noise !. ! correspond to an 
additive measurement noise. Both are assumed to be independent zero-mean Gaussian 
variables (Markov process). ! and ! represent respectively the estimated state and the 
manipulated variable in the system. The assumptions for the resolution of the above 
problem is that the system (!,!) is observable and the noise terms are bounded. Note 
that the objective function of (2.27) is equivalent to the Kalman filter.  If all of the 
available past measurements are used to solve problem (2.27) this latter is referred full 
information estimator. However, in order to keep the optimization problem tractable, 
it is necessary, as in MPC, to limit the size of the processed data (finite horizon). 
Practically, this consists of sliding a window over the data, leading to a Moving 
T ,0,0 ≻≻ kk RQ
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Horizon Estimator (MHE). The functioning of MHE is given in Figure!2)4:!Schematic!representation!of!moving!horizon!estimation 
 
 
 
 
 
Figure 2-4: Schematic representation of moving horizon estimation 
 
As a result, it is necessary to formulate an arrival cost to account for the information 
of the oldest measurements that have been discarded in order to obtain a finite 
horizon. Following the presentation of Tenny (2002), who formulated the following 
moving horizon problem: 
 
st: !!!! = !!! + !!! + !!!
 
 !! = !!! + !! !! ∈ ! = !! ∈ ℝ!|!!!! ≤ !!  !! ∈! = !! ∈ ℝ!|!!!! ≤ !!  
( 2.28 )
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!! ∈ ! = !! ∈ ℝ!|!!!! ≤ !!  
where is the current time, are the covariances of 
assumed to be symmetric, !  is the horizon length of the MHE, 
is a vector containing the past  measurements, the amount 
of past data taken into account and is a vector containing the 
past inputs.   denotes the variables of the system and  denote the 
estimated variables of the system and and  denote the 
decision variables of the optimization problem (2.28), respectively the estimated state 
variable and the noise sequence. 
 
 
( 2.29)
  
is described as the arrival cost, where for  : 
 
( 2.30)
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is updated at each step with 
 
(2.33 )
  
And is calculated by the following backward Ricatti equation: 
 
(2.34 )
  
 
For steady state MHE the matrices are time invariant. In particular 
which correspond to that of the steady state Kalman filter. The current 
state of the system can be computed from the initial state !!|!!!  by forward 
programming using the systems equation in (2.27), with the knowledge of the 
deterministic input !!!!!!!  and the noise sequence !!!!!!! . It is therefore sufficient to 
estimate the initial state !!|!!!∗  and the noise !!∗. Once these values are found by 
solving the optimization problem in (2.28), the current state estimate !!|!∗  is 
calculated by substituting !!|!!!∗  and !!∗  into the system dynamics described in 
(2.27), i.e. !!|!∗ = !!!!|!!!∗ + !!!!!!!!!∗!!!!!!!! . 
 
Remark: The optimization problem in (2.28) is a particular possibility but other 
formulations with different arrival costs were presented for example in Alessandri et 
al (2003) and Darby and Nikolaou (2007). 
 
2.2.1 Multi-parametric/explicit moving horizon estimation 
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Similarly to mp-MPC, multi-parametric programming can be applied to MHE to 
formulate an mp-MHE problem. The parameters of the mp-MHE are the values of x 
in the arrival cost, the sequence of past measurements, and the sequence of past 
inputs. In order to formulate an mp-MHE problem the optimization problem in (2.28) 
needs to be reformulated as a multi-parametric quadratic programming problem. 
Explicit formulations of MHE have been derived by Hedengren (2006) and Darby & 
Nikolaou (2007), and Volker (2011). The latter formulated the following multi-
parametric optimization problem:  
 (2.35 )
 
 
where the meaning of the different terms is given below: 
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where !"#$(!) and !"#(!) denote respectively a block diagonal matrix (respectively, 
block column) matrix of appropriate size, based on matrix or vector ! . ! = !!!!|!!! = !!!. 
 
2.3 Summary 
In this chapter, the fundamentals of multi-parametric MPC and MHE were presented. 
These theoretical aspects are reused in the first part of the thesis, which deals with 
their use in combination to model reduction in chapter 4. The fundamentals of model 
reduction are introduced in the next chapter. 
 
 
 
 
  
 
 
Chapter 3: Model order reduction technique – a 
brief overview 
 
3.1 Objectives of model order reduction 
Model order reduction (MOR) describes a technology intended to reduce the 
dimensionality of a dynamical system while preserving its input-output behaviour. 
The main purpose of model order reduction originally stemmed from a need to derive 
approximations of large-scale dynamical systems for simulation purposes (Astrid, 
2002). One major area of application has concerned the reduction of finite element 
models originating from the discretization of large-scale systems of ordinary 
differential equations (ODEs), differential algebraic equations (DAE), partial 
differential equations (PDEs) and partial differential algebraic equations (PDAEs). In 
effect, sophisticated discretization techniques yield computationally prohibitive high 
dimensional systems. These discretized systems tend to be extremely complex and 
sometimes intractable for the purpose of prediction and simulation, and even more so, 
in the case of the resolution of inverse problems characterizing optimization, 
parameter estimation and model predictive control. In the context of multi-
parametric/explicit model predictive control, this complexity takes a very specific 
meaning. Indeed, complexity directly materializes in the steep increase in the number 
of critical regions, which results from the compounded effect of a high number of 
state variables (parameters) and constraints (dependent on the length of the prediction 
horizon). In this section, an overview of model order reduction techniques is 
presented. Following the introduction of a brief taxonomy of model reduction 
techniques, specific issues for their application to multi-parametric model predictive 
control techniques are discussed.  
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Figure 3-1: Schematic representation of the MOR approximation procedure 
 
3.2 Linear Model Order Reduction !
An important class of model reduction techniques concerns linear systems. A major 
area of application of this class of problem has been the reduction of large-scale 
micro-electro-mechanical systems (Antoulas, 2001). Most MOR techniques are 
projection based i.e. consist of projecting the dynamics of the original system on a 
lower dimensional subspace. One major class of methods is that of singular value 
decomposition methods (SVD) and is based on the more general concept of principal 
component analysis (PCA). PCA is a procedure concerned with inferring the 
covariance structure of a system by converting a set of observations of possibly 
correlated variables into a set of values of linearly uncorrelated variables called the 
principal components. The transformation results in a set of principal components that 
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are then ordered by decreasing variance. In particular, it allows the identification of 
the principal directions (e.g. state variables) in which the observation data varies. The 
two main classes of MOR techniques are SVD methods and moment matching 
approaches.  In balanced truncation, a transformation is operated that projects the 
system dynamics in a space where the most observable systems correspond to the 
most controllable ones. Following the procedure described in (Antoulas, 2001), we 
formulate a dynamical system in an equivalent balanced form: 
 
 
( 3.1 )
  
The linear controllability and observability gramians CW and OW are defined as the 
unique positive definite solution to the Lyapunov equations: 
 
 
( 3.2 )
  
 
 
 
Finding a balanced form for these gramians consists of finding a diagonal matrix Σ  
such that: 
 
( 3.3 )
  
Where 
 
 
( 3.4 )
  
T  is a transformation matrix and the iσ are the Hankel singular values. The 
transformation matrix is then used to reformulate the dynamical system in an 
equivalent balanced form: 
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( 3.5 )
  
It is possible to truncate the system by retaining the states accounting for most of its 
dynamical behaviour by partitioning the balanced system: Noting 1−=TATA and 
TBB =  a reduced order LTI is obtained, after ordering the Hankel singular values in 
order of decreasing importance: 
 
( 3.6 )
  
where: 
 
( 3.7 )
  
 
 
 
 Those synthetic (i.e. physically meaningless) states form an ordered set of decreasing 
controllability and observability. Another very important class of linear MOR 
techniques is that of moment-matching approaches. This class of method consists of 
the interpolation of the transfer function of a system, usually via the Pade 
approximation (Gallivan, 1994). It also belongs to the wider class of projection 
techniques known under the name of Krylov subspace methods (Krylov, 1931). Two 
widely used moment matching methods are the method of Arnoldi (1951) and 
Lanczos (1950). Current research concerns the combination of the two paradigms 
(Antoulas, 2001). These techniques are commonly referred to as  ‘SVD-Krylov’ 
methods.  For a thorough overview of linear MOR techniques, the reader will refer to 
Antoulas (2001). In some cases, a linear system is not sufficient to accurately capture 
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the dynamics of a dynamical system. As linearization potentially leads to a significant 
loss of information, nonlinear model reductions approaches were introduced. 
 
3.3 Nonlinear Model Reduction  
In the case of highly nonlinear dynamical systems, the need may arise to be able to 
perform order reduction whilst preserving the nonlinear input-output behaviour. The 
design of nonlinear model order reductions (NMOR) techniques has undergone 
intense research efforts. NMOR is a challenging area and often has to rely on 
empirical approaches. Like linear MOR techniques, NMOR is based on the concept of 
projection of the dynamics on a lower dimensional subspace. Three well-known 
NMOR techniques are the proper orthogonal decomposition (POD), empirical 
balanced truncation, and trajectory piece-wise linearization (TPWL). These 
approaches are briefly presented in the next section. 
 
3.3.1 Trajectory Piecewise Linearization !
This method, introduced by Rewienski (2003), is based on the idea of combining 
linear models along a ‘typical’ trajectory of the state variable. In this approach, the 
approximated model is built using multiple expansion points in the state space of the 
original model (Figure!3)2). The selected expansion points define a ‘typical’ training 
trajectory. Once a set of linear models has been derived, it is then possible to use 
linear MOR techniques to reduce their dimensionality. The approach is therefore an 
attempt to approximate a nonlinear system by a weighted sum of linear models to 
which linear MOR is subsequently applied. The weights are used to define the 
distance of a given value of the state variable to each expansion point. The evaluation 
of the reduced order model is computationally cheaper but may incur considerable 
memory storage.  
Considering a control affine system of the form: 
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! = ! ! + !" ! = !!! 
 
( 3.8 )
  
A trajectory piecewise linearization of the above system takes the following form: 
 
!(!) ≈ !!(!) ! !! + !!(! − !!)!!!!!!  
 
( 3.9 )
  
where the !! are the linearization points, !! are the jacobians of ! evaluated at the 
linearization points and !! represent weighing functions such that !!(!)!!!!!! = 1 for 
any given !. Applying linear model order reduction to the system in (3.8) it is 
possible to reduced the order of the expansion in (3.9) by projection: 
 
! = !!(!) !!! !! + !!!!(!" − !!)!!!!!! + !!!" ! = !!!" 
 
( 3.10 )
  
Comments on the use of TPWL in an explicit MPC context are given in section 3.3.4. 
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Figure!3)2:!Expansion!points!for!TPWL!(Rewienski,!2003) 
 
3.3.2 Proper Order Decomposition !
 Proper Orthogonal Decomposition (POD) belongs to the class of SVD methods and 
is based on the Karhunen-Loeve decomposition theorem [Karhunen, 1947; Loeve, 
1978]. It has been used for the model reduction of PDEs for optimization and control 
of distributed parameter systems in CFD and chemical transport process applications 
[Kunnish & Volkein, 1999; Willcox & Peraire, 2002 ; Bergmann et al, 2005; Astrid et 
al, 2008; Bui-Thanh et al, 2006; Bonnis & Theodoropoulos, 2011; Agarwal & 
Biegler, 2013]. Here a brief description of the method is given, following the 
presentation in Astrid (2004): 
Consider the heat equation example to facilitate presentation without loss of 
generality: 
 !"!" = ! !!!!!! ( 3.11 )
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where the temperature profile ! is defined over a one-dimensional spatial domain ! = 0,1 , and temporal domain ! = 0, !! . Considering any ! ∈ !, the function !(. , !) which maps ! ∈ ! to ℝ as an element of a Hilbert space ! with orthonormal 
basis !! !∈!, with ! ⊂ ℕ, it is possible to write !(!, !) as an expansion using variable 
separation (similar to a Fourier decomposition): 
 ! !, ! = !! !!∈! !!(!) 
 
( 3.12 )
  
To derive such expansion the method of snapshots (Astrid, 2004) relies on data 
collected along trajectories, to construct a two-point correlation matrix: ! = 1! !!"#$!!"#$! 
 
( 3.13 )
  
where !!"#$ = ! 1 !! 2 …! !   is a !×!  matrix with !  the number of 
discretization points and ! the number of ‘snapshots’ collected through simulations 
of the system. SVD is then applied to derive a set of orthogonal expansion basis 
functions ϕ = !! !∈!: 
 !" = Λϕ 
 
( 3.14 )
  
where Λ = diag !!,…,!! > 0  with !  the number of non zero values and ϕ an 
orthogonal matrix.  Using the separation principle it is then possible to obtain an 
expansion as in (3.12). A Galerkin projection is then applied to project the dynamics 
of the system onto the most significant basis functions associated to the ! highest 
singular values capturing most of the ‘energy’ of the system: 
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!! = !!!!!! !!!!!! ≈ 1 
 
( 3.15 )
  
Generally a few Eigen values will capture most of the energy. An example of singular 
value decay is shown in Figure! 3)4. The result is a reduced order model of the 
following form: 
 ! !, ! ≈ !! ! !!(!)!!!!  
 
( 3.16 )
  
 
Finally, using the relation in (3.16), the model (3.11) is transformed into an equivalent 
reduced order system of ODEs on the time coefficients!!! ! .  
 
Figure 3-3: Schematic representation of the POD order reduction process 
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Figure 3-4: Example of Eigen values decay in the context of POD order reduction 
!
3.3.3 Empirical Balanced Truncation 
 
Empirical Gramians and Covariance Matrices were introduced by (Lall et al., 1998) 
and have been employed in the order reduction of chemical nonlinear systems by 
Hahn and co workers (Hahn et al., 2007) and (Hahn al.,2002). The method belongs to 
the class of nonlinear SVD techniques. Contrary to POD, the method accounts for 
input to state relationship and not only state-to output relationships, which render the 
method inherently more efficient for control applications. Despite the preservation of 
the original nonlinearity of the system, computational gains have been reported for the 
use of this approach in model predictive control applications (Hahn et al, 2002). The 
step-wise methodology is outlined following the description in Hahn & Edgar (2004): 
Considering a dynamic system of nonlinear ODEs: 
 !!!! = ! !! ,!!  !! = ! !! ,!!  
 
( 3.17 )
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where !,!  are functions of class !! , ! 0,0 = 0 , with !!  the states and !!  the 
manipulated variables at instant  !.  The empirical covariance matrices are calculated 
using the following notations, where ! is the number of perturbation directions, ! is 
the number of perturbations of size for each direction and ! is the number of inputs 
(manipulated variables): 
 
 
!! = 1!"!!! (!!!"# − !!!"#)(!!!"# − !!!"#)!!"!!!!!!!!!!!!!!  !! = 1!"!!! !!(!!!"# − !!!"#)(!!!"# − !!!"#)!!!!!"!!!!!!!!!!  
 
( 3.18 )
  
!!!"# is the system state corresponding to the impulse input !! = !!!!!!!! + !! and !!!"#  is the output corresponding to the initial condition !! = !!!!!! + !!  and !!!"#refers to the steady-state of the system and corresponding output, respectively. !! 
is a Dirac impulse function and the vectors !! are standard unit vectors. The set of !! 
and !! vectors are defined as !!,… ,!!;!! ∈ ℝ!×!,!!!!! = !, ! = 1. . !  
where ! is the number of matrices for excitation/perturbation (usually equal to 2) 
 ! = !!,… , !!; !! ∈ ℝ, !! ≥ 0, ! = 1. . !   where  ! is the number of perturbation sizes 
for each direction. 
 
The balanced form of the covariance matrices is obtained by singular value 
decomposition: 
 !! =!! = Σ = diag !!,… ,!! ,!! ≥ !! ≥ ⋯ ≥ !! 
 
( 3.19 )
  
where ! is the dimension of the system. 
The following relation holds: 
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                                                    !! = !!!!! 
                                               !! = !!! !!!!!! 
 
( 3.20 )
  
A balanced form for the state variable is obtained by the transformation: 
 ! = !" 
 
( 3.21 )
  
and the system in (3.17) is transformed as: 
 !!!! = !" !!!!! ,!!  !! = ℎ !!!!  
 
( 3.22 )
  
It is then possible to discard the unessential variables similarly to POD or linear 
balanced truncation. In this work, the order of the nonlinear models was reduced 
using residualization, which typically provides better results than reduction by 
truncation (Hahn & Edgar, 2002). In this technique, the derivatives of the less 
significant states are set to zero and these states are eliminated from the set of 
differential equations. The resulting system is then described by the dynamic 
equations of the remaining states. 
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Moment Matching 
Methods 
SVD Methods 
Linear Systems Nonlinear Systems 
Arnoldi (1951) 
Lanczos (1950) 
 
Balanced Truncation 
(Moore, 1982) 
Hankel Approximation 
(Adamjan, 1971; 
Antoulas & Sorensen, 
2001)  
POD (Wong, 1971; Astrid, 
2004) 
Empirical Balanced 
Truncation (Lall & Marsden, 
1998; Hahn & Edgar, 2002) 
 
TPWL (Rewienski, 2003) 
Table 3-1: Classification of the main order reduction techniques 
!
 
  
60 
Table 3-2: Selective summary of literature on model order reduction 
!!!!!
Authors Methodologies Key Features 
Singh & Hahn (2005) Empirical Balanced 
Truncation, 
Luenberger type 
observers 
State estimation on nonlinear reduced order 
models obtain through empirical balanced 
truncation 
Hovland & Gravdahl (2007) POD, mp-MPC, 
Kalman filters  
Implementation of a ‘goal-oriented’ model 
constrained optimization framework to 
determine the optimal POD reduction 
projection basis. Simultaneous use of Kalman 
state estimation on the reduced order systems. 
Narciso & Pistikopoulos (2008) Balanced Truncation, 
mp-MPC 
Combines linear balanced truncation and 
explicit MPC incorporating the error bound 
into the control formulation. 
Bonnis et al (2012) Successive 
linearization, Krylov 
Methods 
‘Equation-free’ successive linearization of 
nonlinear systems of ODEs to which an 
Arnoldi order reduction scheme is applied. 
   
Agarwal & Biegler (2013) POD Implementation of a trust-region framework 
to guarantee optimality conditions with 
respect to the original system in optimization 
problems defined on reduced order POD 
models. 
Hedengren & Edgar (2005) Empirical balanced 
truncation, ISAT 
Order reduction through empirical balanced 
truncation coupled to complexity reduction 
and linearization via ISAT 
Xie et al (2012) ANNs, POD A hybrid, data-driven approach, constructing 
POD approximate models with !! !  time 
varying coefficient determined via ANN 
black-box models and the basis function in 
POD from data plant ‘snapshots’. 
Xie et al (2011) POD,TPWL, mp-MPC POD model order reduction of the 
dimensionality with respect to the spatial 
coordinate and use of TPWL to linearize the !! !  coefficients in the POD expansion. 
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3.3.4 Model Approximation for Multi-parametric/explicit model 
predictive control !
Model order reduction has been applied in a number of studies present in the open 
literature. Narciso & Pistikopoulos (2008) studied the combination of linear model 
order reduction and linear multi-parametric/explicit control. This study included the 
incorporation of the a-priori error bounds that characterize balanced truncation into 
the constraints of the optimization problem.   Hovland et al. (2007) proposed an 
approach for control oriented model reduction of distributed parameter systems 
(PDEs). Their approach consisted of building the reduced order based on an 
optimization problem to determine the optimal reduction basis subject to model 
constraints. Theodoropoulos and co-workers have published a number of studies 
involving the combined use of POD and TPWL (Xie et al,) as well as online 
successive linearization and moment matching MOR (Bonnis et al, 2011). Fully 
‘equation-free’ and data-driven model reduction approaches were also suggested, as a 
combination of ‘black-box’ models and order reduction techniques. These hybrid 
types of model have been discussed in Luna-Ortiz & Theodoropoulos (2005). Two 
interesting examples are the schemes proposed in Xie et al (2012), who combined 
ANN black box models to POD model order reduction, and in Hedengren & Edgar 
(2005), who used empirical balanced truncation to reduce the order of nonlinear 
systems of ODE and In-Situ Adaptive Tabulation (ISAT) to provide a piecewise 
linear approximation of the resulting system. With the purpose of deriving multi-
parametric/explicit model based controllers in mind, these developments highlight 
two key research directions: The first one consists of taking advantage of recent 
advances in nonlinear mp-MPC in order to apply state-of-the-art nonlinear model 
order reduction techniques. The second is to design model order reduction schemes, 
for nonlinear systems, that are compatible with linear mp-MPC techniques e.g. Xie et 
al (2011). Three examples illustrating each methodology are presented in the next 
section. Another very important area of research is that of state-estimation. In effect, 
the reduction of dynamical systems does not a priori exempt from the knowledge of 
the value of the original states. Indeed the projection of the dynamics onto a lower 
dimensional subspace leads to a loss of physical interpretability and the value of the 
reduced states necessary to simulate the approximate system still requires multiplying 
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the original state vector by a transformation matrix. Singh et al (2005) proposed the 
implementation of Luenberger type observer based on reduced order models derived 
from empirical balanced truncation. A valuable development would provide the 
ability to implement this kind of schemes in an mp-MPC context. Such a 
methodology is demonstrated in Chapter 4. Finally, it is important to note that the 
developments highlighted higher and in Table!3)2 reflects the increasing need to using 
‘equation-free’ and data-centric approaches, which will be discussed further in the 
thesis. 
Remark: for a comprehensive review of model order reduction in the context of model 
predictive control the reader is advised to refer to the excellent reviews of Marquardt 
(2001) and Theodoropoulos (2010).  
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Chapter 4: Model Order Reduction for multi-
parametric/explicit model predictive control and 
moving horizon estimation 
 
In this Chapter, different combinations of state-of-the-art mp-MPC/MHE techniques 
with model reduction techniques are investigated. The first subject of study concerns 
the application of nonlinear model reduction (empirical balanced truncation) in 
combination with nonlinear mp-MPC. Secondly a methodology featuring the use of 
reduced order model to facilitate mp-MHE is presented.  
 
 
4.1 Benchmark model examples !
4.1.1 Distillation Column with constant volatilities 
 
This example considers the design of a controller for a simplified model of a 
distillation column (Benallou, Seborg, & Mellichamp, 1986). The motivation for this 
example is to demonstrate how nonlinear model reduction techniques may be used to 
overcome the limitations of multiparametric programming algorithms for systems 
with high dimensionality. The assumptions in this example do not intend to describe 
an industrial situation and, at the current state of the art, explicit multi-parametric 
controllers are not suitable for large-scale applications such as industrial distillation 
columns (Pistikopoulos, 2009). The system is schematically depicted in Figure! 4)1:!Schematic! of! the! distillation! column! example! model and the underlying equations 
presented in Appendix A. It may be noted that the system is mostly linear, with 
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nonlinearities arising only from the equation defining volatilities. The 2 control 
problem consists of regulating the product purity to a fixed set-point of !!" = !0.935, 
using the reflux ratio as the manipulated variable. The system states, !! , ! = 1. .32 are 
assumed to be measured and no external disturbances are considered. A constraint is 
imposed on the manipulated variable, which is allowed to vary in the interval !!! ∈ ! [0!; !5]. Due to the high dimensionality of the model, the mp-NMPC algorithm 
in section 2.1.3 cannot be directly applied and a model order reduction step should be 
included beforehand. For the purposes of this example, reduced order models with 1 
and 2 states were derived, using the empirical balanced truncation method presented 
in section 2.6.3. 
 
 
 
 
 
 
 
 
 
 
Figure 4-1: Schematic of the distillation column example model 
 
 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!!
2 The work presented in this Chapter was published with reference: Rivotti, P., Lambert, R.S.C,  
Pistikopoulos, E.N. (2012).! Combined model approximation techniques and multiparametric 
programming for explicit nonlinear model predictive control. Computers & Chemical Engineering 
42:277-287. 
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4.1.2 Train of CSTRs !
This example concerns a nonlinear model of a train of 2 CSTRs (continuous stirred-
tank reactors) where a generic irreversible reaction A→ B takes place (Hahn & Edgar, 
2002). The system is schematically depicted in Figure! 4)9 and the underlying 
equations presented in Appendix B. As opposed to the previous example, the 
nonlinearities present in this model are more pronounced, especially due to the 
exponential terms in the energy balances. The system comprises six states, 
corresponding to the temperature, volume, and the concentration of A in each reactor. 
The volume and temperature of the second reactor are observed variables and 
correspond to the outputs of the system. The control problem consists of regulating 
the system outputs to a fixed set-point of !2! = !100 and !2! = !463.13. Two control 
inputs, are available, which allow manipulating the heat !! = ! supplied to the first 
reactor and the outlet flow !! = !2. As in Example 4.1.1, all states are assumed to be 
measured and no external disturbances are considered. A constraint is imposed on 
both manipulated variables, which are allowed to vary in the interval !! ∈ ! [0.5!; !1.1]. !
 
4.2 Combined mp-NMPC with nonlinear empirical 
balanced truncation !
In this section, we provide results from the application of empirical balanced 
truncation in combination to the use of a nonlinear mp-MPC technique. This work 
relies on the methods introduced in sections 2.1.3 and 3.3.3.  
 
4.2.1 Distillation Column - Calculation steps and results !
Firstly, the number of discarded states needs to be determined by calculating the 
Hankel singular values of the system by balancing (equation (3.19)) the empirical 
observability and controllability gramians. Using 2 directions of perturbations, the 
number of samples for the calculation is arbitrarily set to 1,000 as the reduction step is 
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a one-off procedure that will not need to be repeated. Simulation are performed for 
durations ! = 10 and with a sampling time of !" = 0.1. The perturbation size of 
inputs is chosen as 1e-1. The steady state used as a reference in the calculation of the 
observation gramian is the one provided in appendix C. After calculation of both 
gramians, the singular values matrix equates to the following: Svd = 0.1160,0.0049,0.000785,0.000124,2.13! − 5,…  
The three first singular values accounts for most of the information contained by the 
system and the 29th remaining values are all lower than 1e-4 and can be neglected. 
This phenomenon of the decay of singular values is displayed in figure 4-2:   
 
 
 
 
 
 
 
 
Figure 4-2: Singular value of the distillation column example 
 
Despite the discarding of the obvious 29th non-essential states, determining the 
number of retained states among the three larger singular values is rather a process of 
trial and error using simulations. We show an example of model fit for the three 
potential model candidates in figure 4-3. In this study we will arbitrarily use 1 and 2 
states for the reduced order models. Note that these two models will be compared in 
close-loop simulation. 
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Figure 4-3: Comparison of reduced order models fit for 1,2 and 3 states 
The discrete-time representation of the reduced system of ODEs is then obtained 
using an implicit Runge–Kutta method (Zavala, Laird & Biegler, 2008). For the 
discretization, 3 collocation points were used, and the number of finite elements was 
set to 9 and 6 for the reduced order controllers with 1 state and 2 states, respectively. 
A suitable number of collocation points and finite elements may be determined 
performing off-line simulations. Even though a larger number of finite elements 
would lead to a finer approximation, and have impact on the control performance, it is 
limited by the corresponding increase in computational burden. Using a tolerance of 
1e-6 for the optimization in the multi-parametric controller derivation, the resulting 
control law consists of an expression for the manipulated variable, u, as an explicit 
function of the reduced states of the system. As depicted in Figure!4)5, the control law 
is affine in each of the critical regions identified by the mp-NMPC algorithm. Some 
examples of the optimal solutions and corresponding critical regions are presented in Table!4)1. The algorithm resulted in 11 and 49 critical regions, for the controllers with 
1 state and 2 states, respectively. The map of critical regions for the reduced order 
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controller with 2 states is depicted in Figure!4)4. It should be noted that the reduction 
scheme projects the system dynamics into a different space and therefore the state 
variables of the reduced order model, do not hold the same physical meaning as in the 
original model. Also presented in Figure! 4)4 are the state trajectories for several 
disturbances with initial conditions lying in different critical regions of the state space. 
It may be observed that all trajectories converge to the desired set-point. To assess the 
quality of the mp-NMPC algorithm approximation, the closed-loop performance of 
the reduced controller with 2 states was compared against a NMPC controller based 
on the same reduced model. Figure! 4)6 shows how the two controllers perform in 
rejecting a disturbance of −5%. It may be observed that the explicit multi-parametric 
controller very closely approximates the performance of the NMPC controller based 
on the same reduced model. However, it should be noted that the computational time 
required to compute each control action is significantly lower for the explicit 
multiparametric controller, since the online optimization requirements are replaced by 
a set membership test and function evaluation problem. For the disturbance of −5%, 
the performance of the reduced order controllers with 1 state and 2 states were 
compared. The output trajectories, shown in Figure! 4)7, indicate that the original 
system dynamics are mainly projected in the first state of the reduced model, which 
was also confirmed earlier in Figure! 4)2. Therefore, no significant improvement is 
obtained by increasing the order of the reduced model from 1 to 2, in accordance with 
results presented in Hahn and Edgar (2002). The performance of the explicit multi-
parametric controller based on the reduced model with 1 state was also assessed 
against a NMPC controller based on the original full order model. To design this 
controller, the number of states of the affine model was reduced by truncation to the 5 
variables with the highest sensitivity indices. The resulting controller presented 7 
critical regions. The results of the comparison, presented in Figure!4)8, show that the 
reduced order controller closely approximates the performance of the full order 
controller. A small offset (0.2%) is present for the reduced order controller with 1 
state.  
 
Remarks: 
a) In order to simulate the application of the multi-parametric controllers it is 
necessary to obtain the values for the two retained states from the simulation 
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of the full state original model. The full state of the original model is assumed 
to be measured. However, it is not possible to measure the two states 
corresponding to the reduced model as these states do not have any physical 
meaning. In order to obtain the values of these two states we apply the 
following scheme: The vector containing the full state information is 
multiplied by the EBT transformation matrix ! in order to obtain the full state 
of the equivalent balanced system: ! = !".!As we use truncation, the 30 
discarded states are set to their steady state values i.e.  !!! = !!!!.  
b) The tolerance applied for the derivation of mp-MPC is arbitrarily selected. It is 
noteworthy that this has an influence on the number of critical regions with an 
increase of their number with smaller tolerances. This is due to the definition 
of the surface defining the optimal control move as a function of the states 
requiring more definition and therefore more piece-wise approximation 
regions. Also note that using lower tolerances proved to be computationally 
intractable. 
c) The offset shown in figures Figure!4)6 and Figure!4)7 could not be suppressed. 
It is not due to the multi-parametric controller as the offset is also present for 
the online NMPC. The most likely reason for this offset is the model-
mismatch due to model reduction and discretization.  
 
 
4.2.2 Train of CSTRs - Calculation steps 
 
The model order reduction was achieved using the technique presented in section 
3.1.3. Even though the model has a relatively small dimensionality, a reduced model 
with 2 states (considering the singular values) was derived in order to test the 
combined usage of nonlinear model order reduction and nonlinear mp-MPC in the 
presence of this type of higher nonlinearities. The same parameters as described in 
section 4.2.1 are used to compute the empirical gramians: 
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WC =
0.0820 −0.1927 0.0049 0.1724 −0.4344 0.0014
−0.1927 18.3590 −0.8540 −1.4913 43.8790 −1.0874
0.0049 −0.8540 0.0400 0.0637 −2.0726 0.0529
0.1724 −1.4913 0.0637 0.6358 −7.1474 0.2254
−0.4344 43.8790 −2.0726 −7.1474 179.49 −5.4751
0.0014 −1.0874 0.0529 0.2254 −5.4751 0.1908
"
#
$
$
$
$
$
$
$
%
&
'
'
'
'
'
'
'
 
WO =
159900 −665.5 −65597 32341 −3.6 801.2
−665.5 10.4 1198.7 −501.1 0.4 451.7
−65591 1198.7 143790 −60516 18.2 57433
32341 −501.1 −60516 43051 −8.2 −28834
−3.6 0.4 18.2 −8.2 0.2 9.5
801.2 451.7 57433 −28834 9.5 248620
"
#
$
$
$
$
$
$
$
%
&
'
'
'
'
'
'
'
 
and the matrix of singular values: 
Σ =
222.450 0 0 0 0 0
0 193.890 0 0 0 0
0 0 36.114 0 0 0
0 0 0 9.625 0 0
0 0 0 0 1.541 0
0 0 0 0 0 0.037
"
#
$
$
$
$
$
$
$
%
&
'
'
'
'
'
'
'
 
 
 
The discrete-time representation of the reduced system of ODEs was once again 
obtained using an implicit Runge–Kutta method (Zavala et al., 2008). For the 
discretization, 3 collocation points were used, and the number of finite elements was 
set to 10. The resulting control law consists of an expression for the manipulated 
variables, u, as an explicit function of the reduced states of the system. The algorithm 
identified 26 critical regions, presented in Figure!4)10. It should be noted that, once 
again, the reduction scheme projects the system dynamics into a different space and 
therefore the state variables of the reduced order model, do not hold the same physical 
meaning as in the original model. Also presented in Figure! 4)10 are the state 
trajectories for several disturbances with initial conditions lying in different critical 
regions of the state space. It may be observed that all trajectories converge to the 
desired set-point.  To assess the quality of the mp-NMPC algorithm approximation, 
the closed-loop performance of the reduced order controller was compared against an 
online NMPC controller based on the same reduced model. Figure! 4)13 and Figure!
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4)14 show how the two controllers perform in rejecting a disturbance of +5% to the 
steady-state of the system. It may be observed, in accordance with the results from the 
distillation column example, that the multi-parametric controller very closely 
approximates the performance of the NMPC controller based on the same reduced 
model. The time required to compute the control actions was decreased from an 
average of 8.3 s, for the online NMPC controller, to less than 0.001 s, for the explicit 
multi-parametric controller.  The performance of the explicit multi-parametric 
controller based on the reduced order model was also assessed against an online 
NMPC controller based on the original full order model. The NMPC online 
optimisation problem was solved at each time instant using the dynamic optimisation 
tools in the gPROMS package. The results of the comparison, presented in Figure!4)15 and Figure! 4)16, show that the reduced order explicit controller closely 
approximates the performance of the full order controller. In contrast to the previous 
example, no offset was detected for any of the system outputs. 
 
Figure 4-4: Critical Region map for the mp-NMPC 2 states reduced order controller  
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Figure 4-5: Optimal Control law as a function of the reduced order models 
 a) 1 state b) 2 states.  
 
 
Figure 4-6: Closed-loop performance for reduced order online NMPC and explicit 
multi-parametric controllers (2 states).  
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Figure 4-7: Closed-loop performance for the reduced order controllers with 1 state 
and 2 states  
 
 
 
 
 
 
Figure 4-8: Closed-loop performance for the reduced order controllers with 1 state 
and 2 states. 
 
 !
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Figure 4-9: Schematic of the train of two CSTRs in series (Hahn et Edgar, 2002) 
 
 
 
   
 
 
 
 
 
 
 
Figure 4-10: Critical regions and system trajectory for different disturbances. 
! initial point; ": set-point. 
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Table 4-1: Example of critical regions for the reduced controllers with two states and 
corresponding optimal solutions for the distillation column case. !! = !! and !! = !! 
respectively correspond to the two states of the reduced controller. 
 
 
 
 
 
 
 
  
76 
 
 
 
 
 
 
 
 
 
Figure 4-11: Surface of the optimal control value of !! as a function of states 
 
 
 
 
 
 
 
 
 
 
 
Figure 4-12: Surface of the optimal control value of !! as a function of states 
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Figure 4-13: Volume !! trajectory of the second reactor for a disturbance of +5%. 
 
 
 
 
 
 
 
 
 
 
Figure 4-14: Temperature !! trajectory of the second reactor for a disturbance of +5%. 
  
78 
 
 
 
 
 
 
 
 
 
Figure 4-15: Closed-loop controller performance for disturbance rejection; !! 
 
 
 
 
 
 
 
 
Figure 4-16: Closed-loop controller performance for disturbance rejection; !! !
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The methodology used in section 4.2 relies on the assumption of full state information 
availability, which is not the case in practice. In order to use these methodologies, it is 
necessary to resort to state-estimation. To preserve the benefits of using a mp-MPC, it 
is necessary to use similar corresponding multi-parametric MHE approaches. The 
combination of mp-MPC and mp-MHE based on reduced model is presented in the 
next section. !!
4.3 Simultaneous multi-parametric/explicit model 
predictive control and moving horizon estimation 
 
4.3.1 Motivations 
 
While model reduction is efficient for deriving lower dimensional models that 
preserve input-output behaviours, mp-MPC usually requires full state information. 
Moving horizon estimation techniques are sometimes preferred over Kalman filters as 
they are able to incorporate systems constraints and handle non-gaussian noise. As 
part of the suggested framework, moving horizon estimation has been formulated into 
multi-parametric/explicit form (mp-MHE) (Hedengren and Edgar, 2006) (Darby and 
Nikolaou, 2007) and Volker (2011), with recent enhancement addressing robustness 
against estimation error (Voelker et al, 2013a), (Voelker et al, 2013b). The main aim 
of this study is to derive multi-parametric/explicit moving horizon estimators for high 
dimensional systems and is in part inspired by the work done in Sing et al (2005) who 
applied nonlinear model order reduction to construct extended Kalman filters. In this 
study, two model order reduction methodologies are used. The first methodology 
employed consists of linearizing the original system and subsequently reducing it with 
linear model reduction techniques, whereas the second methodology employs a 
nonlinear model order reduction technique followed by linearization of the reduced 
order model. A comparison of these two simple model order reduction schemes is 
given, with implementation of simultaneous mp-MHE/mp-MPC on the distillation 
benchmark model example presented earlier in this chapter 
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4.3.2 General framework 
 
Based on the model approximation techniques described in Chapter 3 (sections 2.5 
and 3.3.3), simultaneous reduced order mp-MPC/MHE can be applied in a reduced 
order fashion. This approach has two advantages. The first advantage is the reduction 
in computational complexity, as both the controller and estimator no longer operate 
based on full state information. It is also noteworthy that full state moving horizon 
estimation is not possible for mp-MHE due to computational limitation. The second 
advantage has been discussed in (Singh et al, 2005) in the case of extended Kalman 
filters. It was showed that the use of reduced order observers avoids a estimation error 
due to poor observability of part of the states. In the presented framework, the 
parameters ! = x!!!! ,!!!!! ,… ,!!! ,!!!!! ,… ,!!!!! !  (where x!!!!  relates to the 
reduced states)  are fed to the multi-parametric moving horizon estimator which 
computes the estimate for the reduced states of the system. These estimates are then 
fed to the multi-parametric controller that will calculate the optimal control value to 
apply to the system. The methodology is illustrated in Figure!4)17 and it is applied to 
the distillation column example presented in section 4.2. 
 
Figure 4-17: Schematic of simultaneous reduced order mp-MHE/MPC 
 
Remark: Note that according to the separation principle, the observer should converge 
before the control action is applied. This also has implications on the estimation error, 
which should ideally be estimated and taken into account, in order to satisfy MPC 
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constraints. These considerations are not addressed specifically in this thesis but are 
discussed in chapter 8 listing suggested future work. 
 
4.3.3 Application Example !
We consider the design of a controller for a simpliﬁed model of the distillation 
column presented in section 4.1.1. In this case involving state estimation, the inlet 
concentration is assumed to be the main source of uncertainty of the system and will 
be included as noise for the moving horizon estimation. A Gaussian distribution 
centred in !! = 0.5 and with a 3% standard deviation is assumed. The available 
measurement is the distillate concentration, which is also one of the states of the 
original system.  
Multi-parametric moving horizon estimators were built for the following 
approximation schemes: 
Case 1: The original distillation column model was first linearized around the steady 
state given in appendix A, thus yielding a 32-state linear time invariant system. This 
latter was subsequently reduced to two states via balanced truncation (described in 
section 3.2).  
Case 2: The original distillation column model was reduced to two states by using 
empirical nonlinear balanced truncation (section 3.3.3.). The resulting two states 
system of ODEs was then linearized around the steady state !!! = !!!!  where !!!  is 
the steady state for the 32-state variable given in Appendix A. 
The linear time invariant system matrices are summarized in Error! Reference 
source not found.. Linearization was performed using analytical jacobians using both 
the original 32-state model equations and the reduced model equations derived in 
section 4.2.1. 
Relative performance of both reduced order model is shown in Figure 4-18 where 
both linear time invariant systems are compared with the original system of appendix 
A. 
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Figure 4-18: Dynamic simulations of the original system compared to reduced order 
models 
Note that the 32-states model cannot be directly used to derive multi-parametric 
controllers/estimators. It should also be noted that the remaining states are those 
required to compute optimal control laws when deriving a mp-MPC controller. The 
state estimators are constructed for a horizon of ! = 5 and the constraint 0,485 ≤!! ≤ 0.515. In this case the parameters vector therefore includes the ! past 
measurements and values for the manipulated variable. Although the first state of the 
original system of ODEs is also the measured variable, it is also possible to 
reconstruct it from the estimated reduced states. This is shown in  
  
83 
 
 
 
 
 
 
 
Figure 4-19. One can notice that case 2 offers a significantly better estimation than 
case 1 although both systems are linear. The comparison is also performed on the 
reduced states. Figure 4-20 and Figure 4-21 show the performance of both reduced 
order estimators in their respective subspace. One observation that can be made, 
having used similar reduction techniques both based on singular value decomposition 
and balancing of the system, is that the order in which the linearization and reduction 
steps are performed does matter and nonlinear model order reduction seems to 
perform better in this very case if employed prior to linearization The two lower 
dimensional subspaces onto which the original states are projected are not the same 
since the linearization in case 1 is performed around the steady states values of the 
original states while the linearization in case 2 is carried out on the steady state values 
for the nonlinear reduced order model. In Figure 4-22 we show the critical regions for 
the moving horizon estimator based on case 2, which will be used for simultaneous 
mp-MPC/MHE. 
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Figure 4-19: Comparison of reconstructed states for both reduced order models 
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Figure 4-20: actual and estimated reduced order state information for case 1 
 
 
 
 
 
 
 
Figure 4-21: actual and estimated reduced order state information for case 2 
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!!!!
 
 
 
Figure 4-22: Multi-Parametric critical region maps for the estimator where !! and !! 
respectively represent the first and second states of the reduced model obtained by 
successively aplying empirical balanced truncation and linearization. 
 
4.3.4 Simultaneous mp-MPC/MHE 
mp-MHE and mp-MPC were combined  and a close-loop simulation, shown in Figure 
4-23, was performed to evaluate the performance of the methodology. It can be seen 
that the estimator provides sufficiently accurate information to the parametric 
controller to drive the system to the desired set point based only on measurement 
information. The combination of two reduced order parametric maps (Figure 4-22 and 
5-10) is then sufficient to operate a control policy for high order chemical process. A 
slight offset is observed around the set-point and is mainly due to the noise or 
uncertainty of the inlet concentration of the column. In the case of high measurement 
noise (Figure 4-24 and Figure 4-25), the control profiles are more erratic but the 
simultaneous implementation of mp-MPC and mp-MHE still achieve the desirable 
set-point change. 
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Figure 4-23: Close loop simulation of  a set-point change operated through 
simultaneous mp-MHE and mp-MPC. 
0 10 20 30 40 50 60
0.935
0.9355
0.936
0.9365
0.937
0.9375
0.938
0.9385
0.939
0.9395
0.94
time (min)
D
is
til
la
te
 C
on
ce
nt
ra
tio
n
  
88 
 
Figure 4-24: Evolution of the control input variable in the case of high measurement 
noise 
 
Figure 4-25: Evolution of the output variable input variable in the case of high 
measurement noise. 
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Figure 4-26: Critical regions for the mp-MPC controller implemented simultaneously 
to mp-MHE. !! and !! respectively represent the first and second states of the 
reduced model obtained by successively aplying empirical balanced truncation and 
linearization. 
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Table 4-2: LTI system for case 1 and 2 corresponding to different approximation 
schemes for the distillation column model. 
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4.4 Concluding remarks !
4.4.1 Combined mp-NMPC and empirical balanced truncation !
The first part of this chapter aimed at demonstrating the combined use of nonlinear 
model order reduction techniques and nonlinear multi-parametric control for the 
design and implementation of fast responding explicit multi-parametric controllers, 
for nonlinear systems. It was shown that the multi-parametric algorithm provides a 
very close approximation for the corresponding online control problem, while 
significantly reducing the required computational time. The explicit multi-parametric 
controller also showed a good closed-loop response, when compared to a full order 
online controller, based on the original model. However an offset was present in the 
distillation case, which is thought to be due to model mismatch.  
 
4.4.2 Reduced order mp-MHE 
 
We demonstrated the possibility to combine linear multi-parametric MPC and MHE 
based on reduced order models. In this case, only the states for the reduced system 
need to be estimated which allows for increased computational tractability. Instead of 
estimating the full order state, it is possible to only proceed in the reduced state-space. 
In the treated example, results tend to indicate that the order in which to perform 
linearization and reduction does have an influence on the accuracy of the approximate 
model. In this very case, and although it does not necessarily represent a general 
situation, it appears that applying nonlinear model order reduction first allows for a 
better accuracy. The method could be improved by the use of robust MPC approaches 
in order to compensate the potential estimation error, which, according to the 
separation principle, can theoretically lead to constraint violations. 3 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!!3The work presented in this chapter has been accepted for publication in the proceedings of the 10th 
IFAC International Symposium on Dynamics and Control of Process Systems, with title: R.S.C., 
Lambert, Nascu, I., Pistikopoulos, E.N., Simultaneous Reduced Order Multi-Parametric Moving 
Horizon Estimation and Model Predictive Control.International Symposium on Dynamics and Control 
of Process Systems. 
  
91 
 
 
Chapter 5: A Monte-Carlo model approximation 
technique for linear for linear multi-parametric 
model predictive control on nonlinear systems 
 
In this chapter we introduce a Monte-Carlo based approximation technique for 
approximation of nonlinear dynamical systems. The method consists of generating 
sets of affine algebraic expressions to represent the nonlinear system. The approach is 
empirical and based on the calculation of conditional variances of the original model 
with respect to the system states and manipulated variables. The data is generated 
through simulations of the original mathematical model. The main advantages of the 
proposed method are the affine nature of the approximations, allowing the use of 
linear MPC, the ability to perform order reduction in the original space, and the 
possibility to accurately estimate model mismatch. The chapter is organised as 
follows: Firstly a mathematical description of the control formulation is given. 
Secondly, the procedure to derive the model approximation is then presented and 
explained in detail with two case studies. 4 
!
5.1 Control Formulation 
We consider nonlinear dynamical systems of the general form: 
 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!!!
4 The work described in this Chapter has been published with reference: Lambert, R.S.C, Rivotti, P., 
Pistikopoulos, E.N. (2013) Monte-Carlo based model approximation technique for linear model 
predictive control of nonlinear systems, Computers & Chemical Engineering, 54:60-67 
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!!!! = ! !! ,!!  !! = ! !!  
 
 
( 5.1 )
  
where ! represent the states variables, ! the manipulated inputs and ! the controlled 
output variables. A canonical optimal control problem for the system (5.1) has the 
following form: ! !!,!!!,!!"
= min!!∈ !,! (!!!!!! !! − !!")!!(!! − !!")+ !! − !!!! !! !! − !!!! +!!!! (!! − !!")!!(!! − !!") 
st:!!!!! = ! !! ,!! , ! = 0,1,… ,! − 1 !! = ! !! , ! = 0,1,… ,! !! ∈ !,!! ∈ ! 
 
 
 
 
 
( 5.2 )
  
where ! ≽ 0 and ! ≻ 0 are cost matrices relating to the states !-dimensional vector 
and inputs respectively, and!! ≽ 0 corresponds to the terminal cost matrix, usually 
chosen to be solution of the Ricatti equation (Mayne et al, 2000). !!and !  are 
discretized version of the functions in (5.1) and for which we will use the same 
notation for convenience. ! represents the finite prediction horizon of the problem 
and the constraints !! ∈ !,!! ∈ !  usually refer to operational or safety restrictions 
on the state variables and control inputs. The discrete time dynamical system in (5.2) 
is obtained by discretization of a first principle model or by system identification. We 
propose an approach consisting of a modification of the dynamical system in (5.2) 
into a linear MPC form: 
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! !!,!!!,!!"
= min!! !∈ !,! (!!!!!! !! − !!")!!(!! − !!")+ !! − !!!! !! !! − !!!! +!!!! (!! − !!")!!(!! − !!") 
st:! !!⋮!! = !!! + !! +! !! ∈ !,!! ∈ ! 
 
 
 
 
( 5.3 )
  
where ! represents the mean value of the variable ! at every sampling time point !!… !! over the horizon ! and  ! = !!,… ,!!  ! is a !×! dimensional matrix and !  a !×! lower triangular matrix, in which the iterative nonlinear discrete time 
system is replaced with a set of ! independent algebraic expressions !! function of 
only the initial conditions for the states !!!and the sequence  ! = !!,… ,!!  of 
control moves, scaled in unit hypercube [0,1]!×! , equating to control vector 
parameterization of the manipulated variable !. The dynamic system in (5.3) will be 
referred to as a “meta-model”. The expressions for the !! are affine and lumped into 
matrix form.  
Remark:  As the expressions in (5.3) are linear in !!  and ! , it is possible to 
reformulate the problem as a multi-parametric/explicit control problem (Bemporad et 
al, 2002) of the form. 
 
min!! 12Δ!!!Δ! + !!!! + !! Δ! 
 
( 5.4 )
  
In the next section the procedure to derive such expressions is presented. 
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5.2 Approximation Procedure 
 
5.2.1 Statistical Fundamentals of the approach !
The fundamental objective of the presented technique is to assess the sensitivity of the 
response of a model !!…!! (values of the output ! at future time instants !!… !!) to 
initial values for the states and change in values for the control variables. The ability 
to quantify the influence of the different values taken by the state variables on the 
output of the system is essential when attempting to perform model reduction. Most 
dimensionality reduction techniques consist of the projection of the state variable on a 
lower dimensional space. This technique is different in that it consists of  truncating 
non-influential states in the original space, by quantifying the variance of the system 
with respect to these states. Besides, another aim of the technique is to determine how 
accurate an affine system of the form (5.3) can represent the original nonlinear 
system. The statistical fundamentals of the approach are inspired from sensitivity 
analysis and in particular, global sensitivity analysis. For more information on the 
subject, the reader may want to refer to the work of Saltelli and co-workers [(Homma 
and Saltelli 1996) and (Saltelli, 2004)]. Assume it is desired to model the dynamics of 
a system at time !!  based on a ! −dimensional state variable ! = !!,… !!  and !!,…!!   the values taken by the manipulated variable until time !! .  An affine 
expression of the value of the output !! at time !! has the following generic form: 
 
!! = ! + !!!!!!!! + !!!!!! !! 
 
( 5.5 )
  
 
Where !! and !! !are fixed coefficients relating to states and the manipulated variable. 
The problem is to determine the extent of the change in the  output variance when the 
value of one of the states is fixed. Assume the value of state !! is set to !!∗ to obtain a 
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reduced conditionnal variance describing the output variance being taken over all 
variables but !!: ! !! !! = !!∗  !!∗ ∈ ![0,1] 
 
( 5.6 )
  
An obvious problem with this measure of variance is the absence of a priori 
knowledge on how to fix !! to a specific value. This can be overcome by averaging 
this measure over the distribution of uncertain factors (state variables and control 
moves) as:  ! ! !!|!! = ! !(!!|!! = !!∗) !!∗∈![!,!] ,! ∈ 1,! , ! ∈ 1,!  
 
( 5.7 )
  
Where ![0,1] represents the uniform distribution in hypercube [0,1] as it is assumed 
that the variables are bounded with box constraints and scaled to [0,1] (see 5.2.2 for 
more details). The expression in (5.7) is equivalent to considering the factor with the 
smallest weighted average of the measure in (5.6) over all possible values of !!. In 
particular the following relation holds (Saltelli, 2004): !(!(!!|!!))+ !(!(!!|!!)) = !(!!) 
 
( 5.8 )
  
Where the first term on the left hand side is called residual and the second term is 
known as the first order effect of !! on !!. A property of the measure described in the 
partial variance (5.8) is that it is larger when the more !! is influential. The first order 
sensitivity index is then defined as follows (Saltelli, 2004): 
!!! = !!(!(!!|!!)!(!!)  
 
( 5.9 )
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Ranking the !!!  for each uncertain variable !!  enables one to determine which 
uncertain state variable is important or has most influence on the dynamics of the 
system. The same variance measures will be also calculated for the manipulated 
variable and sensitivity measures !!! can be defined to assess the influence of the 
control moves on the response of the system. After calculating these sensitivity 
measures it is possible to determine if the expression in (5.5) is sufficient and optimal 
by calculating the total sum: 
 
! = !!! +!!!! !!!!!!! = !!!!(!!)+ !!!!(!!)!!!!!!!!  
 
( 5.10 )
  
Indeed if the sum is equal or ‘close’ to 1 (with an arbitrary user defined precision to 
define closeness), the affine expression in (5.5) is sufficient to accurately represent the 
system in (5.1) and a nonlinear expression will not provide better accuracy. If !!! << 1 the variable !! has little imporance and it can be discarded while building 
the approximation. The formulation is based on conditionnal variance and thereby 
sensitivy indices is very useful for dimensionality reduction. One of the advantages of 
this form of reduction is the fact that it is performed in the original ‘physical’ space 
instead of projecting in a physically non-interpretable subspace. In the next 
paragraphs, the procedure to obtain the coefficients !! and !! in (5.5) is detailed. 
5.2.2 Step-wise procedure 
For the sake of clarity, single-input/single-output systems (SISO) will be considered 
although the method can be extended to multiple-input multiple-output systems 
(MIMO). The approximation technique is based on inference from simulation data. 
The algorithm consists of the following key steps:  
 
i. Definition of application domain for the approximation:  
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a- Define the area of the state space on which the approximations are calculated: 
this consists of selecting appropriate box constraints representing the area of 
the state space relevant to the system and operating conditions under study. 
b- Define bounds for the control variables. 
 
ii. Selection of a sampling time value and a prediction horizon. 
This step is problem dependent. The prediction horizon will be intrinsically linked to 
the settling time of the system and the sampling time selected accordingly in a similar 
manner to a ‘classical’ MPC formulation. 
iii. Generation of a low discrepancy uniform sequence 
The approximation is constructed from input-output data collected from simulation 
of the system at different initial conditions and with different control sequences 
applied to it. The low discrepancy sequence aims to uniformly sample possible 
values (initial conditions !!) for the states ! and control sequences expressed as 
control vector parameterization of the manipulated variables ! over the selected 
prediction horizon. One of the most efficient low discrepancy sequence is that of 
Sobol’ [(Sobol’, 1967), (Feil et al, 2009)] and has been employed in this work. 
 
iv. Dynamic simulations 
Dynamic simulations of the original dynamical system are performed at all points 
of the previously generated sequence. Values ! = !!,… ,!!  of the output 
variables (i.e. values taken by the output variable at every sampling time point !!… !!  over the prediction horizon) are collected. Each simulation therefore 
corresponds to a set of initial conditions !!  for the states variables, a control 
sequence ! = !!,… ,!!  (i.e.  piecewise constant control vector parameterization  
of the manipulated variable over the prediction horizon) and the corresponding 
values !!,… ,!!   of the control variable for all time instant ! ∈ 1,!  over the 
horizon. 
 
v. Derivation of approximation expressions 
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From the generated input-output data in step i.v., infer the discrete time representation 
in (3) via numerical integration; An affine structure of the “meta-model” is postulated 
as an affine algebraic expression of the form in (5.3): !!⋮!! = !!! + !! +! 
 
(5.11 )
  
 
Or equivalently  algebraic expressions for the value of the output variable at every 
sampling instant over the prediction horizon 
!! = !!!! + !!!!! +!!!!!! , ! = 1. .! 
 
 
( 5.12 ) 
The approximation technique requires the variables to be scaled into 0,1  values, for 
variable ranking purposes. Assuming that ! and ! have been scaled in the appropriate 
dimension unit hypercube, which can be done with a simple linear transformation, the 
matrices ! and ! are expressed as follows:
 ! = !!! ⋯ !!!⋮ ⋱ ⋮!!! ⋯ !!!  
 
 
( 5.13 ) 
Where !!! represents the coefficient relative to state variable number ! for time instant ! over horizon !.
 ! = !!! ⋯ 0⋮ ⋱ ⋮!!! ⋯ !!!  
 
( 5.14 )
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Where row ! correspond to the coefficients with respect to the values taken by the 
manipulated variable until sampling time instant !. The matrix is thus lower trangular 
as there is no dependency of control move number ! > ! in the sequence for sampling 
time instant !!. 
The coefficients !!!  and !!!   for all ! ∈ 1,! ,! ∈ 1,! , ! ∈ 1, ! !are computed as 
follows: 
 
!!! = !(!(!!⃓!!!)) = !!!!(!! !!!)!!!!⋍ lim!→! 1! !! ! !! !!! !!!!!  
!!! = !(!(!!⃓!!)) = !!!!(!! !!)!!!≃ lim!→! 1! !! ! !! !! ! , ! ∈ 1, !!!!!  
 
( 5.15 )
  
where !! !  represents the !-th realization (simulation) respectively corresponding to 
initial condition !!! !  and control move !! ! . !! represents the Legendre polynomial 
of order one  !! ! = 3(2! − 1)  which is used for uniform distribution in unite 
hypercubes [0,1]!  
vi. Evaluation of the accuracy of the approximation  
Using the sensitivity measures presented in (5.9), it is possible to evaluate the 
accuracy of the approximation. If the sum of these sensitivity indices is close to 1, the 
approximation is adequately represented by the derived affine expressions. In the 
following section, we present in detail the steps of the proposed method on two 
benchmark examples from the literature. In the case that a linear approximation is not 
sufficient, families of Legendre polynomial of order > 1 can be used in order to 
construct a high dimensional model representation (c.f. Appendix F. for details).  
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5.2.3 Objective function reformulation for multi-parametric/explicit 
model predictive control !
Consider an example of horizon ! = 3. An explicit formulation of the objective 
function in (5.2) is: 
!"#!" !!!!!!!! ! 0 00 ! 00 0 ! !!!!!!!! + !!!!!!!! !! ! 0 00 ! 00 0 ! Δ!!!Δ!!!Δ!!+ !!!! −2! − 2! − 2! !!!!!!!!  
! = !!!!!!!!  ( 5.16 )
  
!" = !!!!!!!!!!!  
 
( 5.17 )
  
! = ! 0 00 ! 00 0 !  
 
 
 ( 5.18 )
  
! = ! 0 00 ! 00 0 !  
 
 ( 5.19 )
  
! = 0 0 00 0 0−2! −2! −2!  ( 5.20 )
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which we can reformulate in a more compact generic form:  !"#!" !!! ! + !"!!!" + !!!" ( 5.21 )
  
where the dynamic system in (5.1) is approximated under the following form: 
 ! = !!! + !" +! ( 5.22 )
  
With !! = !!! + !!! !! = !!! + !!!+!!! !! = !!! + !!!+!!! + !!! 
 
( 5.23 )
  
! = 111 !!! + 1 0 01 1 01 1 1 !" 
 
( 5.24 )
  
 
 
\Noting 
! = 111  ( 5.25 )
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! = 1 0 01 1 01 1 1  
 
( 5.26 )
  
! = !!!!!!!"  
 
( 5.27 )
  
Where !!" the set-point. the model approximation reformulates as: ! = !" + !"!!! + !"#$ +! 
 
( 5.28 )
  
or similarly: ! = !!!!"!!0 !! + !"#$ +! 
 
( 5.29 )
  
Noting ! = !!!!"!!0  
 
( 5.30 )
  ! = !" 
 
( 5.31 )
  ! = !!! + !"# +! 
 
( 5.32 )
  
the control problem in (5.17) is subsequently reformulated as follows: 
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min!" !!! + !"# +! !! !!! + !"# +! ! + !"!!!"+ !!! !!! + !"# +! ! 
 and removing the constant terms that do not influence the solution of the 
optimization problem: 
( 5.33 )
  
!"#!" !"! !!!! + ! !" + 2 ! !!!! +!! !!"# 
 
( 5.34 )
  !!!! + ! = !2  
 
( 5.35 )
  !"#!" 12!"!!"# + [!! 2!!!! + !" + 2!!!!!]!" 
 
( 5.36 )
  
we note !! = 2!!!! + !"  
 
( 5.37 )
  !! = 2!!!! 
 
( 5.38 )
  !"#!" 12!"!!"# + !!!! + !! !" 
 
( 5.39 )
  
Quadratic programming may now be used. Defining constraints is done in the 
following way: !" + !"# +! ≤ !!"# ( 5.40 )
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  –!" − !"# −! ≥ !!"# 
 
( 5.41 )
  !" + !"# ≤ !!"# 
 
( 5.42 )
  
-!" − !"# ≥ !!"# 
 
( 5.43 )
  
 
5.3 Application examples !
5.3.1 Distillation example !
The following example is is the same one as used in Chapters 4 and 5 and is described 
in Appendix C. As a reminder, the control problem consists of regulating the product 
purity to a ﬁxed set-point of !! = 0.95, using the reﬂux ratio as the manipulated 
variable. The system states, !! = 1. .32 are assumed to be measured and no external 
disturbances are considered. In the present case, a constraint is imposed on the 
manipulated variable, which is allowed to vary in the interval !!!∈ [2 ; 4]. 
 
5.3.2 Definition domain !
The determination of the region of the state space on which the approximation is valid 
is problem dependent. The boundaries on the state space are selected for the area of 
operation of the system. This will define the region on the state space on which the 
validity of the approximation is guaranted. Given the high correlation between trays it 
is possible to select a limited area of the state space corresponding to the actual 
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dynamics of the system. A range deviating of 2% from the steady state is selected. 
The manipulated variable is the reflux rate and the following range is considered: ! = 2,4  
 
5.3.3 Selection of sampling time and prediction horizon !
The prediction horizon to be selected will be equal to the control horizon. We choose 
a horizon of ! = 20 for a sampling time of !" = 2  
 
5.3.4 Generation of a low discrepancy sequence !
The approximation technique is based on multiple simulations of the original 
model and inference through numerical integration. The sampling data therefore aims 
to provide an exhaustive spanning of the whole area of interest on the state space and 
possible control move sequences ! = !!,… ,!! . A sequence of ! = 16,000 52-
dimensional points corresponding to the 32 states of the system and control horizon  ! = 20 is generated.  
 
5.3.5 Data generation through dynamic simulation !
This step is the computationnally intensive part of the approximation technique. 
Simulations at all points generated in previous steps are performed. Although 
expensive, this step is only performed once and the order in which the simulations are 
performed does not matter thus enabling the use of parralel computing. During the 
simulations, snapshots of the values !!,… ,!!   of the controlled variable are 
collected at each sampling time over the prediction horizon for each simulation 
 
5.3.6 Approximation inference and generation of expression !
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Applying the computations formulas in (5.15), explicit expressions for the 4-state 
reduced approximate model are derived. For illustrative purposes, expressions for  !!,!!!,.. !! , the first four values of !, are presented: 
 !! = 0.93545+ 0.00248!! + 0.00119!! + 0.0.00102!! + 0.00067!!+ 0.00242!! !! = 0.94543+ 0.00118!! + 0.00066!! + 0.0007!! + 0.00056!!+ 0.00312!! + 0.0025!! !! = 0.93541+ 0.00071!! + 0.00043!! + 0.0005!! + 0.00043!!+ 0.00298!! + 0.0032!! + 0.00248!! !! = 0.93539+ 0.00048!! + 0.0003!! + 0.00039!! + 0.00033!!+ 0.00277!! + 0.00306!! + 0.00318!! + 0.00243!! !! = 0.94537+ 0.00035!! + 0.00023!! + 0.00031!! + 0.00026!!+ 0.00255!! + 0.00284!! + 0.00304!! + 0.00313!!+ 0.00245!! 
 
 
 
 
 
( 5.44 )
  
In this method, only forward calculations are employed and no bias is introduced, 
contrary to standard least square techniques. 
 
5.3.7 Calculation of error metrics !
For every sampling time instant along the horizon, we can derive sensitivity indices 
measures with respect to state and manipulated variables. In Figure 5-1 we show the 
evolution of global sensitivity indices of the state and manipulated variables for the 
output variable. It can be seen that the most important states are the four first ones and 
that the others may be discarded. It is noteworthy that this technique also assumes 
availability of the information on the four first states 
5.3.8 Comparison to other approximation methods and control profiles !
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We evaluate the performance of the approximation method in both open-loop 
simulation and close-loop control against the original model. We compare the 
approximation to the following approximation schemes in simulation: 
a) Empirical balanced truncation (Hahn & Edgar, 2002) with reduction to 4 states. 
b) Empirical nonlinear balanced truncation with reduction to four states followed 
by linearization. 
c) Original model linearization followed by reduction to 4 states via linear 
balanced truncation  
d) Monte-Carlo based approximation (reduction to 4 states) 
e) Full order model linearization 
 
In Error! Reference source not found. and Figure 5-3, overlay charts of the 
different approximation schemes are shown around steady state. It can be seen that the 
best approximation schemes are a), b), and d). b) introduces considerable offset which 
shows that model order reduction should be performed before linearization in this 
example, to preserve the dynamics of the system. Scheme a) is nonlinear so it 
performs better than other methods, although scheme b) and d) offer good 
approximation and do not require nonlinear optimization for control implementation. 
When the initial condition for the simulation is further away from the steady-state 
value at which the approximations a b c e were generated, the picture is different. For 
a deviation of +1% ( 
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Figure 5-2) the best approximation fits are now only the nonlinear scheme a- and the 
presented Monte-Carlo based technique d-, the other schemes showing considerable 
offset. For a deviation of -1% from the steady state (Figure 5-3), the situation is 
similar. The Monte-Carlo based approximation can approximate the nonlinear 
dynamics with linear expressions that have an accuracy that can emulate nonlinear 
model reduction, provided a sufficient number of samples is used in order to correctly 
approximate the integrals in equation (5.15).  In  
 
 
 
Figure!5)4 we show a close-loop simulation of the set-point change and disturbance 
rejection for the Monte-Carlo based controller. The performance of the Monte-Carlo 
based approximation is compared with close-loop nonlinear optimisation performed 
with simulation software gPROMS (2012). Figure!5)5 shows different projections of 
the critical regions of the derived multi-parametric/explicit controller. The controller 
based on the Monte-Carlo approximation shows good performance. The advantage of 
the 4 states model is the possibility to discard the other states and measure only the 
concentration of the distillate and in the four first trays, thus avoiding the use of state 
estimation. Indeed, classical model order reduction schemes usually require the 
knowledge of all physical states as the order reduction merely consists of projecting 
the dynamics onto a lower dimensional subspace. Besides, the states retain physical 
interpretability contrary to standard model order reduction techniques. For empirical 
and linear balanced truncation, the information of all physical states is still necessary 
to run the model and is typically obtained through state estimation.!
Remark: The performance of the 4-state approximate model seems to be better than 
the dynamic simulation using gPROMS. This can be due to the discretization and 
tuning of the used optimization in the software. 
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Figure 5-1: Evolution of sensitivity indices for output variable ! at time instants !!,!!! 
and !! 
 
 
 
 
 
 
 
Figure 5-2: Simulation with a +1% deviation from steady-state as initial condition and 
10% deviation from the steady-state input value !!! = 3 
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Figure 5-3: Simulation with a -1% deviation from steady-state as initial condition and 
10% deviation from the steady-state input value!!!! = 3 
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Figure 5-4:Set point change and disturbance rejection for the distillate.  
 
 
Figure 5-5: Multi-parametric/explicit controller. a) showing critical regions projected 
on the two first states !! and !! and  the set-point !!"  b) showing critical regions for 
projection on the three first states !!, !! and !!. 
 
 
 
 
(a)$
(b)$
!!" !
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5.3.9 Train of CSTRS !
This example is taken from the work of Hahn and Edgar (2002) and is the same as 
treated in Chapter 4 and described in Appendix C. It is a typical example of a highly 
nonlinear model with an endothermic instability/runaway and relatively fast dynamics 
for a chemical process. This model cannot be approximated by a linear system 
without generating a significant model mismatch (Hahn & Edgar, 2002). We found no 
simple linear reduced order model that was suitable to efficiently control the reactor 
around the chosen set-point !! = 445!  (piecewise linearization and online 
linearization were not attempted and may certainly produce satisfying results although 
entailing more complex control formulations). We consider a time horizon ! = 10 
and a sampling time !" = 0.1!min. In this case, ! = 4096 points are sufficient to 
derive the approximation. Figure! 5)6 shows the set point change aimed at cooling 
down the reactor to !!" = 445. We use the following upper and lower bounds for the 
states: 
state 1:!!! 2: !"! 3:!! 4:!! 5: !"! 6:!! 
lower bound 195 0.008 435 90 0.0025 440 
upper bound 210 0.04 445 115 0.005 450 
 
• It can be noted that the controller is very fast, the set point being reached in 0.7 
minutes. To further test the performance of the controller we introduce an 
output disturbance to the system. The disturbance rejection test shows the meta-
model approximation has relatively good stability.  
• In the present example, the order reduction is not as significant as in the 
distillation column example due to the highly nonlinear dynamics. In Figure!5)7 
we present close-loop control simulation with reduction to the three states !"!,!!,!! based on their respective coefficient/sensitivity indices and a process 
of trial and error. Reduction to three states introduces a slight offset and leads to 
a more aggressive controller. Reduction to three states only would not have 
been possible if the volume of the second reactor had been considered as an 
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output, in which case, the reduced order model would include another state 
variable.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-6: Closed-loop responses of the temperature for set point change and 
disturbance rejection 
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Figure 5-7: Closed-loop responses of the temperature for random multiple set-point 
changes 
!
5.4 Conclusions 
A Monte-Carlo based model approximation technique suitable for the application of 
linear model predictive control to nonlinear systems has been presented. The 
approximation method presents the following advantages: 
• The technique enables one to treat a nonlinear system with linear MPC 
(quadratic objective function). This avoids the use of more complex control 
formulations with mixed integer programming problems typically necessary 
for control of piecewise-affine systems. As a consequence multi-
parametric/explicit control algorithms can also be used. 
• The method does not rely on least square optimization but only forward 
calculations as no optimization algorithm is used to derive the expressions. In 
our first example the approximation scheme shows performance similar to 
nonlinear model reduction techniques. 
•  The main advantage of the technique is that the reduction is performed in the 
original state space domain, with explicit expression involving the actual 
(physical) states of the system. Usual model order reduction techniques 
typically project the dynamics on a lower order subspace but the information 
on all the states in the original space is usually required. 
• The Monte-Carlo nature of the technique, entailing a large number of 
simulations, offers nonetheless the possibility to estimate the error of the 
approximation via the use of Sobol’ global sensitivity indices, which offer a 
conservative estimate of the error over the whole set on which the 
approximations are defined.  
Disadvantages of the technique include: 
• The high number of simulations required to derive the approximations: 
Possible solutions will involve the use of parallel computing or the use of 
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nonlinear surrogate modelling (for example radial basis functions) applied 
on a limited number of simulations and the generation of more data based 
on these inexpensive models prior to applying the presented Monte-Carlo 
technique. 
•  The necessity of explicit initialization of the states of the system: In its 
present form the technique requires the ability to initialize the states 
explicitly. The reason is the necessity of uniform sampling. In the case of 
certain differential algebraic systems requiring consistent initialization, the 
initial values may be correlated and a uniform sampling is not possible. 
Consistent initialization may result in the impossibility to have a uniform 
sampling on the state space and the method cannot be used in this case. 
Note that the ability of using the method on nonlinear systems is mainly due 
to the control formulation that uses one algebraic expression for each 
sampling time point over the predefined prediction horizon. It may therefore 
be possible to use other kinds of non Monte-Carlo based integration based 
approximation techniques to derive the coefficient (see chapter 7). In that 
case other metrics than the Sobol’ Indices to evaluate the accuracy of the 
approximation will have to be used or defined.  
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Conclusions of part I 
In this part, it was shown that model order reduction could facilitate the application of 
multi-parametric/explicit model predictive control by reducing the number of 
parameters of the multi-parametric programming problems. This is the case in 
particular, for cases where mp-NLP algorithms are computationally intractable 
beyond a few parameters. It was shown that combinations of well-established model 
reduction techniques can be employed to both reduce dimensionality and nonlinearity, 
allowing the use of linear mp-MPC techniques (Chapters 4). Another approach 
suggested was the use of variance-based techniques to directly estimate the influence 
of states, based on sensitivity analysis, in the original state-space. Yet dimensionality 
of the dynamical system is not the only source of increase in critical regions in the 
design of mp-MPC controllers as explained in chapter 1. The number of constraints, 
which is dependent on the prediction horizon, has an even more significant influence. 
Also note that many mp-NMPC methods based on successive linearizations (like 
NLSENS) will naturally entail a very high number of critical regions in the strongly 
nonlinear cases. The reason for this is not only the nonlinearity of the relation 
between controller gain and state variables but also the delimitation of critical regions 
defined by activation of constraints. Indeed, the boundaries of such regions may be 
defined by nonlinear functions, which will require multiple linearizations for their 
approximation. In order to overcome the intractability of current mp-NMPC 
algorithms, the use of mainly ‘equation-free’ techniques, to directly approximate the 
surface characterizing the optimal control value as a function of the states might offer 
a distinct advantage. This approach is the object of the next part of the thesis.  
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Table 5-1:Summary of contributions to model order reduction for mp-MPC 
applications 
 
 
 
 
 
 
 
 
 
 
 
 
Methodology References 
Empirical Balanced Truncation combined to 
mp-NMPC techniques 
Rivotti, Lambert & Pistikopoulos (2012) 
Variance based Model Approximation in 
combination to Linear mp-MPC 
Lambert et al (2013a) 
Empirical balanced balance truncation 
combined to linearization and balanced 
truncation for application of mp-MHE 
Lambert et al, (2013b) 
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Part II: Data Driven Approaches for Explicit Model 
Predictive Control 
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Chapter 6: Surrogate Modelling and data 
Classification in the context of explicit MPC – A 
brief overview 
 
6.1 Motivations 
In this chapter we present a selective overview of classification and surrogate 
modelling techniques that will be applied in chapter 7. In the earlier chapters, the use 
of multi-parametric/explicit model predictive controllers has been discussed, with an 
overview of existing mp-NMPC algorithms. As described in chapter 2 most of these 
approaches are based on multi-parametric programming and make use of look up 
maps and partitioning of the state space into critical regions based on local sensitivity 
principles [Dominguez & Pistikopoulos 2010; Fiacco, 1983]. Despite the possible use 
of dimensionality and complexity reduction methodologies, building such mp-NMPC 
controllers may be computationally challenging in certain cases. Firstly, reducing 
dimensionality of the state variable does not address the complexity resulting from the 
number of constraints and prediction horizon lengths as discussed in introduction in 
Chapter 1. Secondly, while it may be technically possible to construct such mp-MPC 
controllers, the existence of a very high number of regions also poses problems online 
for point location i.e. the search of the region in which the current state of the system 
belongs. In this chapter we introduce basic notions of surrogate modelling and data-
classification. The main objective is to approximate the surface representing the 
optimal value of the control law as a function of parameters through the use of 
‘equation-free’ techniques based on optimization data. The first aspect to consider is 
the use of surrogate modelling techniques to produce inexpensive analytical 
expressions that accurately approximate the surface defining the optimal control law 
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as a function of states. Secondly, the use of data classification is also investigated in 
order to characterize the areas/regions of actuator saturation and constraint activation.  
The chapter is organized as follows: Firstly a general overview of surrogate modelling 
techniques is given, followed by more details on a particular approach used in chapter 
7. Secondly, a short introduction to data-classification is given with with description 
of the two main techniques later used in chapter 7.  
6.2 Surrogate Modeling 
Surrogate modeling is a methodology consisting of replacing a computationally 
intensive simulation model or function by an inexpensive approximation. This 
approach has been extensively used in design optimization and computational fluid 
dynamics where models are usually computationally prohibitive [Simpson 2002; 
Qeipo, 2005, Wang, 2006, Forrester et al, 2007]. Surrogate modeling techniques are 
essentially data driven approaches, involving sampling of data on a given variable 
space and identification of the underlying nonlinear dynamics by various types of 
statistical approaches. These methods have proven to be extremely accurate in 
approximating very complex surfaces. Well known surrogate modeling techniques 
include the response surface methodology (RSM) (Box & Wilson, 1951), radial basis 
functions (RBF) (Cheney, 1966), Kriging (Krige, 1951), support vector machines 
(SVM) (Cortes & Vapnik, 1995 ; Cristianini and Shawed-Taylor, 2000), artificial 
neural networks (ANN) (McCulloch & Pitts, 1943; Bishop, 2007), and some 
advanced adaptive modeling techniques such as group method of data handling 
(GMDH) (Ivakhnenko & Muller, 1995), and heterogenetic ensemble models (Opitz & 
Maclin, 1999). An overview of surrogate modeling techniques can be found in Bishop 
(2007). The Surrogate Modeling Toolbox ‘SuMO’ is also worth mentioning (Gorissen 
et al, 2010). One of the main applications of surrogate modeling is optimization. In 
this instance, the objective function and constraints are replaced by computationally 
tractable approximations that can be either local or global, which results in a speed up 
in computing time. Although surrogate based optimization has been applied to 
optimal control applications [Marzat & Piet-Lahanier, 2012; Agarwal & Biegler, 
2013], it is not the approximation of the optimization problem but rather the 
approximation of the solution of this optimization problem, as a function of the states, 
which is of interest in this chapter. In essence, multi-parametric programming 
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provides a piecewise affine approximation of the surface defining the solution of an 
optimization problem as a function of parameters. This is similar to the response 
surface methodology as it is based on local approximations of the solution of the 
optimization problem. In the case of (highly) nonlinear problems this approach may 
become computationally prohibitive, as the number of necessary local approximations 
can become significant. The reason for this is not only the nonlinearity of the 
unconstrained optimal control law (i.e. the controller gain) but also the non-convexity 
of areas defining regions of actuator saturation and constraint activation. The solution, 
in this case, is to use techniques that are able to globally approximate the solution. 
This was somewhat addressed in (Ulbig et al, 2010) where the authors first generated 
a critical region map, using parametric programming, and subsequently derived an 
aggregate nonlinear expression via polynomial interpolation. A number of post 
analysis techniques were also developed to reduce the complexity of multi-
parametric/explicit controllers. These approaches mainly consist of lumping critical 
regions via the use of interpolation (Rossiter & Grieder, 2004; Ulbig et al, 2010), 
separators (Kvasnica et al, 2013), and geometric considerations (Bemporad et al, 2001 
;Christophersen et al, 2007). Another attempt was realized by Hedengren & Edgar 
(2008), which consisted in approximating the optimal control response surface using 
in situ adaptive tabulation (ISAT). This approach is yet again based on local 
approximations. In this study we present a data-centric framework to efficiently 
derive explicit nonlinear controllers.  In the next paragraph we dress a list of the 
desirable features of a surrogate model based approximation in the context of explicit 
nonlinear model predictive control. 
 
6.2.1 Surrogate modeling techniques for application to nonlinear 
explicit model predictive control !
Control oriented surrogate modelling requires a number of qualities, besides accuracy, 
that the approximation technique and model should possess. Firstly, it is a distinct 
advantage for a technique to require fewer samples and be able to generate accurate 
models based on a small number of optimization runs. This is the case for example in 
the GMDH (Muller et al, 1998) and ISAT (Hedengren et al, 2008) methodologies, 
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which are both capable of performing on a limited amount of data. The ability to 
handle higher dimensionality is also another requirement in some cases. Last, but not 
least is the problem of surrogate model deployment. The resulting model should be 
not too complex and its calculation should be computationally inexpensive in term of 
speed and memory. Neural networks, for instance, can be difficult to implement, as 
their calculation is usually only available transiently (Ivakhnenko & Müller, 1995). 
Some ensemble models may be particularly accurate but their implementation can 
also be very costly which is not desirable in the context of real time control. The 
general framework described in section 8.2 is easily implementable for unconstrained 
optimization problems, as surrogate-modelling techniques are able to approximate 
surfaces of arbitrary complexity with high accuracy. Figure!6)1 gives a summary of 
surrogate-modelling techniques suitable for explicit model predictive control. For an 
excellent review of the state-of-the art in surrogate modelling, the reader should refer 
to (Gorrisen, 2010). In the next section, the Group Method of Data Handling approach 
(GMDH), later used in chapter 8, is described in more details. 
Figure 6-1: Literature overview of the main surrogate modelling techniques 
Method References 
Kriging [Krige, 1951; Laslett, 1994; Sasena, 2002] 
Radial Basis Functions (RBF) [Cheney, 1966; Buhmann, 2003] 
Group Method of Data Handling (GMDH) [Ivakhnenko, 1971 ; Lemke 1997, Muller et 
al, 1998] 
Support Vector Regressions (SVR) [ Cortes & Vapnik, 1995 ; Cristianini and 
Shawed-Taylor, 2000] 
  
ISAT [Pope, 1997 ; Hedengren, 2008] 
Polynomial Chaos Expansion (PCE) [Sudret, 2008, Blatman & Sudret, 2010] 
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6.2.2 Group Method of Data Handling  !
Group Method of Data Handling (GMDH) was originally developed by Ivakhnenko  
(1968, 1970, 1971, 1995) and is based on the principle of self-organization. GMDH is 
also sometimes referred to as Polynomial Neural Networks. Like other advanced 
surrogate-modeling approaches such as neural networks or the HDMR approach 
described in previous section, this technique is based on representing complex 
functions through networks of elementary expressions. Lorentz (1966) and 
Kolmogorov (1957) have shown that any continuous function !(!!, . . . , !!)  of 
dimension d on  [0, 1]! can be exactly represented as a composition of sums of 
continuous one-dimensional functions. The GMDH approach has been proven to be 
very efficient in data-driven modeling of complex systems in economics, toxicology 
and environmental engineering with several advantages over conventional neural 
networks. The reader is advised to refer to the work by Lemke and co-workers 
(Müller & Lemke, 1995, 1998, 2000; Lemke, 1997) for more ample theoretical 
description of the method.  Firstly contrary to classical neural networks, GMDH is 
inductive, adaptively creating models from data under the form of networks of 
optimized active neurons in an evolutionary manner. In this approach the objective is 
to estimate an optimal structure of a network (number of neurons and their transfer 
functions as well as number of layers) that self-organizes during training. The 
procedure is therefore a combination of structure parameter estimation (Figure!6)2): 
Starting from a basic structure a) consisting of the mean value of the output, a first 
layer is built by considering every possible variables pair and inductively self-
constructing and validating neurons made of simple expressions b), typically with 
linear or second order polynomials. This defines a set of transfer functions for the first 
network layer. A number of fittest and best generalizing models consisting of neurons 
are then selected via an external criterion i.e., the selection is performed based on 
model validation on a separate part of the data sample used for training the neurons c). 
This is meant to avoid bias and over-fitting. Model validation is performed after each 
single induction step as an integrated critical part of model self-organization.  These 
selected neurons, in the classical approach, are subsequently used as inputs to create a 
new layer while other neurons are discarded. Through the use of the selection 
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criterion and using the cybernetics inheritance principle, more complex organizations 
are then generated. This is done by creating layers of alternative models of growing 
complexity and validating these models by selection against the external criterion. 
The final optimal complex structure d) consists of a single network. Note that, in this 
process there is no need to predefine the number of neurons or layers to be used as 
these are adaptively determined through the learning process.  Also, there is no 
stopping rule to be set a priori, since the model self-organization stops itself when an 
optimal complex model has been found. Optimality in this regard means that further 
increasing model complexity would result in over-fitting the design data by starting 
adapting to noise.  
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Figure 6-2: Schematic of the GMDH modelling process (Lemke & Mueller, 1999)  
 
a) 
b) 
c) 
d) 
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6.2.2.1 Elementary Models of Neurons  
 
The inductive GMDH approach relies on the principle of mutation and selection 
consisting of a comparative testing within a pool of candidate models and according 
to a certain criterion. The generation of these candidate models of growing 
complexity is performed using inheritance, mutation and selection until the 
complexity of the model becomes suboptimal, i.e. the model starts to overfit the data. 
A family of initial elementary models is needed, for example polynomial functions. In 
this work polynomials of up to second order are used as elementary functions, 
considering three variables !! , !! , !!: 
 !! !! , !! = !! + !!!! + !!!! !! !! , !! = !! !! , !! + !!!!!! + !!!!! + !!!!! !! !! , !! , !! = !!!! + !!!! . !! 
 
These elementary functions will be combined into more complex expressions of 
alternate model variants composed of several elementary models. It will also be 
possible, in order to consider polynomial order ! > 2 to pre-compute ‘synthetic’ 
variables, i.e. create additional variables consisting of polynomials of the original 
variable and use these new variables to construct GMDH representations. In 
Appendix D, we show how this strategy can be used to efficiently construct high 
dimensional model representations for global sensitivity analysis. In the next section, 
a brief presentation of the GMDH method combinatorial algorithm is given. 
6.2.2.2 Multilayered iterative GMDH algorithm !
The choice of an appropriate algorithm is crucial in order to efficiently generate 
alternate model variants based upon the elementary functions presented in the 
previous section. The classical combinatorial GMDH algorithm generates 
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representation models for all candidate input variable combinations with selection of 
the best performing models according to a chosen selection criterion. The 
combinatorial selection procedure is exhaustive and the main drawback is the 
resulting combinatorial explosion limiting the total number of inputs that can be 
handled.  Ivakhnenko (Ivakhnenko, 1995), introduced an algorithm based on multi-
layered iterative structure with an induction of all potential models in polynomial 
form. A schematic of the algorithm is given in Figure 6-3. The input data sample is a 
matrix containing ! observations of a set of ! variables. The sample is divided into 
two parts where two thirds of the observation with the highest variance make up the 
training subsample !! and one third consists of the training subsample !!.  The first 
subsample is used to estimate the coefficient of the elementary polynomial functions 
while the testing subsample is used to choose the structure of the optimal model. The 
first layer validates models from information contained in any combination of two 
variables (columns) of the sample. The second layer uses information from four 
columns, the third from eight columns and so forth. In each layer the best models are 
selected by the minimum of the criterion value.  
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Figure 6-3: Schematic of the multi-layered GMDH algorithm (Lemke & Mueller, 
1999) 
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6.3 Data Classification 
In the context of explicit MPC, the use of data classification is suggested to define 
areas of the state space where constraints are activated. Data classification has been 
the object of intensive research with applications in geostatistics (Allard, 1998), risk 
management (Brown & Mues, 2012), and drug discovery and development (Liu et al, 
2005). The objective of classification is to identify to which predefined category a 
new observation belongs, based on a training data sample. In the case of explicit 
control it is desirable to be able to determine if a given realization of the values for the 
states will likely lead to activation of constraints having an influence on the value of 
the first implemented control move. Discriminant analysis [Krzanowski 1988, Guo et 
al, 2007], K-nearest neighbors classification (Covert & Hart, 1967; Bremner et al, 
2005] , and support vector machine (Christianini & Shawe-Taylor, 2000  ; Scholkopf, 
B., & Smola, 2000)  classification are widely used techniques.  
 
6.3.1 Use of data classification for the treatment of constraints 
 
 
 
In the context of explicit model predictive control, it is possible to label the sample 
data points corresponding to active constraints of interest, which can be done, for 
example, by examining the sign of the Lagrange multipliers.  Note that the quality of 
the sampling input-output data has a direct influence on both the general process of 
approximating the optimal control surface and the quality of the classification. When 
approximating very flat areas of the surface, fewer samples are needed, and more data 
should be generated in the regions of higher variance and nonlinearity (Gorissen, 
2010). It is also recommended to generate more samples near the boundaries between 
two regions in order to reduce the uncertainty in their definition. A practical instance 
is the use of support vectors when implementing SVM classification (section 6.3.2). 
Some sophisticated classification techniques also impose constraints to avoid 
misclassification. An example of the use of such approaches is medical diagnosis. In 
this application the cost of classifying the diagnosis of a healthy person as sick might 
be heavier than classifying a sick person as healthy. Similarly, in our context of 
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explicit nonlinear MPC, it is crucial not to misclassify a point in an active constraints 
area as it might lead to constraint violations. In this paper we use different 
classification techniques for each problem. The fundamentals of the methods are 
provided in sections (6.3.2 and 6.3.3). In the following sections we provide a 
description of two classification techniques used in the application examples provided 
in Chapter 7. 
 
6.3.2 Support Vector Machines 
 
Support vector machines (SVM) is a binary classification technique i.e. a technique 
used to classify data in exactly two classes. SVM works by attempting to find the best 
hyper-plane that separates data points into two classes, i.e. the plane that allows the 
largest margin (Figure!6)4) between the two classes of data. The support vectors are 
the points that are the closest to the separation hyper-plane and whose position would 
have the most effect on the classification (i.e. the classification would yield different 
results should these vector not be in their current location). We follow the 
presentation of SVM classification in Cristianini and Shawe-Taylor (2000): 
Given a set of training data: 
! = !! ,!! |!! ∈ ℝ! ,!! ∈ −1,1 !!!!  
 
( 6.1 )
  
Where the !! is a label taking either the value -1 or 1, which indicates the class in 
which !! belongs. The pupose is to find the best separating hyper-plane satisfying the 
equation: !. ! − ! = 0 
 
( 6.2 )
  
 
 
  
131 
where ! is a normal vector to the hyper-plane  and . a dot product. The parameter ! is 
an affine coefficient representing the offset of the plane from the origin of the affine 
space. If the training data is separable, there exist two hyper-planes that separate the 
data with no point remaining in between. The objective will be to define these two 
planes and maximize their distance i.e. the size of the margin. This operation may be 
performed by solving a QP optimization problem: 
min!,! 12 ! ! 
st: 
 !! !. !! − ! ≥ 1, ! = 1. .! 
 
( 6.3 ) 
By introducing Lagrange multipliers !, expressing the constrained problem above as 
follows: 
 min!,! sup!!!! 12 ! ! − !! !! !. !! − ! − 1!!!!  
 
( 6.4 )
  
This problem can now be solved by quadratic programming techniques and the KKT 
conditions implies that the solution can be expressed as a linear combination of the 
training vectors: 
! = !!!!!! !!!! 
 
( 6.5 )
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where the !!’s are the support vectors, for which !! are non-zero. Since these vectors 
lie on the safety margins and verify !! !. !! − ! = 1, it is possible to derive the 
offset from the origin as 
 ! = !! (!!!! ! . !! − !!) where ! is the number of support vectors 
 
 
Figure 6-4: linear SVM classification 
The optimization problem can then be rewritten in its dual form by substituting (8.8) 
in (8.7): 
max!! !! − 12 !!!!!!!!!(!!!!,! ,!!!! !!) 
st !! ≥ 0, ! = 1. .! 
!!!! = 0!!!!  
 
 
 
( 6.6 )
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where the ‘kernel’ is defined as ! !! , !! = !!!! 
In the case where the data is not linearly separable, it is possible to create a nonlinear 
classifier by modifying this kernel. This consists of lifting the data into a subspace 
where it is linearly separable (Figure!6)5). Commonly used kernels are: 
• Polynomial kernels ! !! , !! = !!!! ! 
•  Gaussian radial basis functions ! !! , !! = !!! !!!!! ! , ! > 0  
The kernel is related to the transform ! !! , !! = ! !! .!(!!) and the value ! is also 
transformed as ! = !!!!!! !!!(!!). 
Support vector machines are also used for regression, and therefore represent an 
alternative to neural networks for surrogate modeling; one of the main differences is 
the theoretical foundation behind the optimality of SVM classification and regression.  
 
Figure 6-5: Nonlinear SVM classification 
 
6.3.3 Discriminant analysis data classification !
Another well-known data classification technique is discriminant analysis 
classification, which derives separators between the different classes 
consisting of hyper-planes in the linear case or more complex hyper-
surfaces (e.g. quadratic). In this approach a classification cost is defined as 
follows:  
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min!!!..! !(! ∕!!!! !)!(! !)! 
 
( 6.7 )
  
where K is the number of classes  !(! !) is the posterior probability of class ! and !(! !) is the cost of classifying an observation as ! when it’s true class is ! .The 
solution of this optimization  problem is the predicted classication. For details the 
reader can refer to the work of Guo et al (2007).  
 
6.3.4 Data sampling for surrogate modeling in the context of explicit 
model predictive control !
Research on surrogate modelling has put a particular emphasis on the issue of data 
generation. The main reason is, naturally, the computational cost of generating input-
output data for computationally intensive processes. In this regard, adaptive sampling 
methods were introduced. Contrary to general space-filling techniques like Latin-
hypercube design sampling (Eglajs & Audz, 1977) and low discrepancy sequences 
such as Sobol’ (1967), adaptive sampling avoids generating superfluous data 
(oversampling) by putting emphasis on the most important areas of the surface, 
generally those exhibiting more nonlinearity. This type of approach is referred to as 
sequential sampling designs. Some well known sequential designs are density biased, 
and error based designs, with sophisticated hybrid approaches (Crombecq et al, 2009). 
In explicit control applications, sampling will aim, if possible to cover only positively 
invariant regions and exclude the areas where there is no physical realization.  Error 
based sampling will focus on more uncertain areas or areas of higher nonlinearity. In 
particular, a larger number of sampling points will generally be required to provide 
more definition and confidence for the different areas of the state-space characterized 
by constraint activation. Also once a partition of the state space into areas has been 
established, it will be suitable to generate additional sampling data for the 
unconstrained regions, in order to obtain a more accurate and refined approximation 
of the optimal control law. Sampling is therefore a very important aspect of surrogate 
modelling for explicit nonlinear model predictive control as it allows for more 
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economical data generation. This is especially relevant when the cost of running the 
optimal control problem is substantial. There are other factors contributing to the 
efficiency of the data generation. One of them is the use of parallel computations and 
high performance computing. This aspect is briefly discussed in the next section. 
 
6.3.5 Parallelization and high performance computing !
Multi-parametric programming techniques generally rely on sequential exploration of 
the state space. Conversely, the order of the data generation in the suggested 
methodology has no influence on the result. This naturally allows for the use of 
distributed computing, clusters, and parallelization, which may greatly speed up the 
process. Gorrisen (2010) gives an overview of technical aspects regarding the use of 
high performance distributed computing. Parallel computing may be performed 
locally on a single machine or relying on a cluster/grid of machines. The use of 
graphical processing unit (GPUs) will also lead to a considerable acceleration of 
computational speed compared to more classical CPUs. As highlighted in (Gorrisen 
2010) distributed computing should not only be considered for data generation but 
also for the task of generating the surrogate model. Note that some surrogate 
modeling software implementations include computing performance as a key feature, 
for example implementing multi-core vector processing for high-performance 
computing. Although it is possible to both limit the generation of data via economical 
sampling and speed up data generation through high performance computing, it is also 
desirable to decrease the cost of individual calculations through better algorithmic 
formulations for the solution of the optimization problem. Quite often, surrogate 
modeling has been used itself to speed up optimization time. However, in the area of 
model predictive control, other specific tools exist such as model order reduction, as 
presented in previous chapters.  
In the next chapter, methodologies applying the surrogate modeling methods 
described in this chapter are presented with model examples applications. 
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Chapter 7: A framework for data-driven explicit 
nonlinear model predictive control 
 
7.1 General Framework 
As discussed in chapter 6, surrogate modeling and data classification could potentially 
offer an alternative method to approximate the surface of optimal control as a function 
of the states, without recourse to multi-parametric programming. In this section we 
present a general framework for the design of nonlinear explicit controllers. Its basic 
premise is based on the assumption of the possibility to infer the structure of a control 
law from input-output data obtained from optimization. The general procedure is the 
following: 
 
Consider a dynamical system of the general form: 
 !!!! = ! !! ,!!  !! = ! !!  
 
( 7.1 ) 
Where ! represents the states variables, ! the manipulated inputs and ! the controlled 
output variables. An optimal control problem for the system (7.1) has the following 
form: 
! !! = min! !!!!!! + !!!!!! + !!!!!!!!!!!!  
st:!!!!! = ! !! ,!! , ! = 0,1,… ,! − 1 !! = ! !! ,!! , ! = 0,1,… ,! − 1 
( 7.2 )
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!! ∈ !,!! ∈ ! 
 
 
where ! ≽ 0  and ! ≻ 0  are cost matrices relating to the states and inputs, 
respectively and!! ≽ 0 corresponds to the terminal cost matrix (Mayne et al, 2000). ! 
represents the finite prediction horizon of the problem and ! and ! are sets defining 
constraints on the state and manipulated variables which usually refer to operational 
or safety restrictions. The objective here is to identify the optimal control value 
function, which for a deterministic system is a function of the initial conditions. The 
inverse problem of determining the optimal control value can be represented with a 
block diagram of the following form: 
 
 
 
 
Figure 7-1: Schematic Representation of the controller input-output. 
 
The block diagram in Figure 7-1 is therefore equivalent to deriving a function mapping ! such as: ! 
( 7.3 )
  
where !! is the current state/measurement of the system. Note that the expression in 
(7.3) defines a hypersurface.!!!∗!is the approximation of the optimal control action as 
derived using the representation in (7.3).  
 
The scheme described above to derive the expression in (7.3) is based on the repeated 
solution of optimization problems at different realizations of the value for the states 
and relies on sampling to generate input-output data. In the unconstrained case, it 
!!∗ = !(!!, ) 
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would be possible to use a data based approximation technique to derive an 
approximation of the optimal control value as a function of the states. However, in the 
presence of constraints, it is necessary to partition the state space into several regions, 
usually defined by nonlinear functions. A possible way to implement this is the use of 
data classification. A general step by step procedure is proposed: 
 
1- Considering a dynamic system (7.1), the model is simplified as required via 
the application of model order reduction techniques and discretized to 
formulate an optimization problem as in (7.2). Note that the use of system 
identification techniques should also be considered where relevant.  
2- The state space is uniformly sampled with a space filling technique such as 
Sobol’ (1967) or Latin hypercube sampling. 
3- The optimization problem in (7.2) is solved for every points generated in (7.1). 
This step is made more efficient through the use of parallelization. The sample 
points leading to constraints activation affecting the optimal value of !1.  
4- Once input-output data has been generated, it is classified into regions of 
active and inactive constraints for each constraint explicitly affecting the value 
of !!∗. This classification step is repeated until confidence in the classifier has 
reached a satisfactory level. This involves the generation of additional 
sampling points in areas of uncertainty, usually at the boundaries of the 
classification regions. 
5- After establishing a suitable classification of the state space area, a surrogate 
model approximation is built for each of these areas. Areas leading to actuator 
saturation are merely assigned a constant value. The combination of areas and 
surrogate models define an explicit controller. 
6- The controller is tested in close-loop simulation against the original model. 
 
A schematic description of the framework is given in  
 
. Note that this framework is a specific instance of the general framework proposed in 
Pistikopoulos et al (2009). A more explicit description of each step of the above 
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scheme is given in the next sections.  
 
Remark: Active constraints concerning only the input values for sampling times !!,… ,!! are not used for classification as they do not directly affect the value of !!. 
Conversely, state and output constraints usually affect the value of !! when they are 
activated. In the next section we provide a definition of surrogate modeling. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-2: Surrogate modelling for explicit nonlinear control 
 
7.2 A practical implementation of the ‘equation-free’ 
framework 
 
In this section, we provide a step-wise procedure defining a particular implementation 
of explicit controller design following the proposed framework. This approach relies 
on the use of support vector machines but may be adapted to other techniques.  
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7.2.1 Algorithm 
 
Having formulated an optimal control problem as in (7.2) the procedure goes as 
follows: 
i. Proceed to an initial uniform sampling of N sample points on the state space ! using the Sobol’ approach (Sobol, 1967) or Latin-Hypercube Sampling 
(Tang, 1993). This defines the initial training set !! ⊂ !  
ii. Solve problem (2) for every realization of !!.    
iii. Define the sets ℛ! = !! ∈ !, !! !! > 0  and and ℛ!=! ∖ ℛ!, where !! 
is the lagrange multiplier of the constraint corresponding to saturation of !!∗ at 
an upper bound. (Similarly define the sets ℛ! = !! ∈ !, !! !! > 0  and ℛ!=! ∖ ℛ! for the lower bounds). Assign each sample !! ∈ !! a label e.g. 1 
if !! ∈ ℛ! and 0 otherwise.  
iv. Define a Support Vector Machine (SVM) Classifier !:! → ℝ that separates 
regions ℛ!  and ℛ! . Define a set ! ⊂ !!  of the support vectors of the 
classification !. 
v. Define a set of 2N additional sampling points !! by mutation and crossing of 
the points in  !: Given two n dimensional sampling points ! = (!!,… , !!) 
and ! = (!!,… ,!!)  crossing may simply be performed by a linear 
combination of the form: !,! → !!!! + 1− !! !! ,!! ∈ ![0,1]. Mutation, 
on the other hand consist of stochastic variations of the original vectors e.g. !! = !! + !(0,!!).  
 
apply ii. And iii. for every point of !!  Calculate a new classification 
replacing ! ≔ !  for the first half of !!. Test the classification on the second 
half of !!. If the classification error is below a predefined threshold ! go to 
vi. Else define !!:= !!⋃!!.   return to iv. (the step iii. to v. are repeated for 
set ℛ!)  
vi. Define the set of !!  corresponding to points in the region where no 
constrained is activated (unsaturated region). ℛ = ℛ!⋂ℛ!. Build a surrogate 
model ! for the value of !!∗ as a function of the states this is done buy using 
  
141 
the points of !!⋂ℛ. Draw additional points either from mutation of points of ℛ or by drawing points in the minimum bounding box of !!⋂ℛ.  
vii. Assign a function or constant value for ℛ , ℛ! and ℛ!. 
 
Remark 1: It is evident that step v. can be performed in a number of ways and more 
refinements inspired from the theory of genetic optimization may well prove 
significantly more efficient. 
 
Remark 2: For clarity of presentation, we have narrowed the procedure description to 
inputs constraints only, although the approach can be generalized to state and output 
constraints. In the case of state constraints for example, step vii. does not merely 
consist of assigning a constant value to the region corresponding to this constraint, but 
also involve the derivation of a surrogate model for this specific region. An example 
of this particular case is given in section 7.3.2. 
7.3 Application Examples !
7.3.1 CSTR !
This example is the same as briefly presented in the introduction. As a reminder, it 
consists of a dynamical system representing a continuously stirred reactor (CSTR) 
(Hicks and Ray, 1971) with an irreversible reaction BA→ . The manipulated variable 
is the temperature of the cooling jacket and the controlled variables are both states. 
The CSTR model involves two states that are described by the following ordinary 
nonlinear differential equations (ODEs): 
 
 
 
( 7.4 )
  
dC
dt =
(1−C)
θ
− k10e−N /TC
dT
dt =
(yf −T )
θ
+ k10e−N /TC −αU(T − yc )
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With model parameters: 
5,300,20 10 === Nkθ  
.94.3,81.3,95.1 224 −−− === eyeye fcα  
The objective of the control problem is to minimize the squared deviations from an 
equilibrium point given by the set points 340,776.0,,0944.0 === ssssss UTC . 
 
min! !! ! − !!! + !! ! − !!! + !! ! − !!!!!!  ! ! ,! ! ∈ !,!(!) ∈ ! 
( 7.5 )
  
where ! = 0.0367,0.2367 × 0.6293,0.8293  
The system is highly nonlinear and was used to demonstrate a nonlinear mp-MPC 
algorithm in Dominguez & Pistikopoulos (2010), which is the algorithm used in 
chapter 3. The continuous dynamical system is discretized using an implicit Runge-
Kutta method (Kameswaran and Biegler, 2008) using ten finite elements and three 
collocations points. The NMPC problem is formulated into a NLP problem involving 
90 variables, 2 parameters, and 120 equality/inequality constraints, 60 of which are 
nonlinear: Due the higher number of optimization variables and constraints it is 
convenient to apply a surrogate model based approach, to avoid the computational 
burden stemming from the high nonlinearity of the systems. This complexity leads to 
a large number of critical regions when applying multi-parametric programming, 
which was demonstrated in Dominguez et al, (2010). This phenomenon is illustrated 
in Figure!7)8. It is also preferable to avoid deriving a large number of regions because 
point location is rendered more difficult in this case. In effect, this involves the 
evaluation of numerous inequality constraints defining the critical regions.  We apply 
the step-wise algorithm described in 7.2.1 
i. 128 initial data points are generated using the Sobol’ method.  
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ii. The optimal control problems are solved using parallelization in order to speed 
up the process. This is done by dividing the number of optimization problems 
into several batches and solving them separately using the Matlab parallel 
computing toolbox. It should also be noted that the discretization approach 
employed produces faster solution than the use of a single shooting 
discretization method. 
iii. The data is labelled using 1 for the saturation of the input variable at the upper 
bound of U and 0 otherwise.   
An initial support vector classification is then established using polynomial kernels of 
order 5 (using the Matlab SVM toolbox), represented in  
iv. Figure!7)3.  
By operating mutation of the support vectors, an additional set of sampling points are 
drawn as illustrated in . The classification is further refined by the addition of the new 
data to the training set (Figure!7)5). Afterwards, the new classification is tested with 
the second half of the newly generated points (!
!
v. Figure! 7)6). As the classification satisfies the accuracy requirements the 
procedure is then repeated for the saturation of U  at its lower bound.  
vi. Eventually, a surrogate model is built for the region corresponding to the area 
where U is not saturated i.e. where no constraint is active. In this case no further 
sampling is required as the number of existing points, including the newly 
derived data from the mutation of support vectors, is sufficient to obtain a 
satisfying accuracy. GMDH is chosen because of its ability to generate models 
of optimal complexity, which is exactly what is sought in an explicit nonlinear 
control context. Refer to section 6.2 for a description of the GMDH approach. 
The accuracy of the GMDH approximation is represented by the kernel density 
data plot in Figure!7)7. The Insights software was used to generate the data. The 
expression of the optimal control law for the unconstrained region is given in 
Appendix F. 
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vii.  Finally the approximate surface of the optimal control law is compared with 
that of the optimal control value in Figure 7-9 and Figure 7-10. It can be seen 
that both surfaces are very similar, implying that the approximation, although 
suboptimal, is very accurate. The final approximation is composed of 2 
classifiers for the two areas with actuator saturation and one nonlinear 
expression for the unconstrained region.  
 
 
 
 
 
 
 
 
 
Figure 7-3: Initial sampling data, with labelling with respect to upper value saturation 
of the manipulated variable. Also showing initial classification. 
 
 
 !!!
C!
T!
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!!!! !! !Figure!7)4:!Additional!set!of!points!generated!from!the!support!vector!of!the!initial 
classification!
 
 
 
 
 
 
 
 
Figure 7-5: Refined classifier generated with the first half of additional data points. 
 
C!
T!
T!
C!
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!!Figure!7)6:!Showing!the!testing!of!classifier!with!the!second!half!of!the!additional!points!dataset 
 
Remarks: 
a- The application of the algorithm leads to an adaptive sampling based on 
density: Eventually more points are sampled in the area of inactive constraints, 
and boundary areas between the different regions, which also correspond to 
the areas requiring more definition, for both surrogate modelling and 
classification. 
b- GMDH was applied because it theoretically leads to a model of optimal 
complexity.  Note that, ideally, other surrogate modelling techniques should 
also be tested.  
c- Since the constraints are input constraints it would be possible to manually 
enforce these constraints as ! = max!(min !∗, !" ,!"). However this is not 
possible in the case of state or output constraints. Such an example where 
states and input values are linked through constraints is provided in the 
following section. 
T!
C!
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d- An example with explicit expressions for the empirical regions and associated 
control laws is given in 7.3.2. 
 
 
 
 
 
 
 
 
Figure 7-7: Density plot estimate showing accuracy of the GMDH approximation 
against the actual solution in the unconstrained area. 
!
 
 
 
 
 
Figure 7-8:State-space partition using the NLSENS algorithm (Dominguez & 
Pistikopoulos, 2010) 
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!!!!!!!!
Figure 7-9: Actual optimal control surface 
Figure 7-10: Approximate optimal control surface obtained with GMDH 
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7.3.2  Distillation Column !
In this section we use the benchmark example of the distillation column used in 
chapter 3, 5 and 6. As previously described, the control problem consists of regulating 
the product purity to a ﬁxed set-point using the reﬂux ratio as the manipulated 
variable. In this example we use nonlinear system identification based on polynomial 
neural networks to accurately approximate the dynamics of the system (Muller et al, 
1998).  The following constraints are imposed on the manipulated variable: 2 ≤ !(!) ≤ 5.!(! − 1) 
 
( 7.6 )
  
This artificial constraint is not a box constraint as the upper bound  was formulated to 
make it dependent on a parameter (past measurement). Albeit not having a particular 
operational or physical meaning, it is introduced to later  demonstrate how the 
framework may be applied to parameter dependent input constraints that cannot be 
enforced manually. We consider the problem of set-point tracking and disturbance 
rejection. In this example, discriminant analysis was used (Guo et al, 2007). Although 
discriminant analysis is less powerful (and complex) than support vector machines, it 
can be directly used for classification with more than two classes. Using a procedure 
similar to 8.9.1 data samples are generated to partition the parameter space ! ! −1 ,! ! − 2  into three quadratic empirical regions ( 
Figure 7-14). The area delimitated by the blue lines corresponds to the region where 
the lower bound constraint for the manipulated variable is activated and in this case 
the optimal control value is a constant ! ! = 2. The red line delimitates the area for 
which the upper bound input constraint is active. As GMDH generates models of 
optimal complexity, this approach is used once again although other surrogate 
modelling methods may be suitable. The strategy used here consists of generating two 
surrogate models: A first one for the unconstrained region and a second one for the 
region where the upper bound input constraint is active. The actual optimal control 
surface is represented in Figure 7-12 while the approximate explicit controller is 
represented in  
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Figure 7-13. This explicit controller is characterized by 2 classifiers defining the areas 
of constraint activation and two surrogate models for the unconstrained area. In Figure 
7-15 the surface defined by the surrogate model corresponding to the unconstrained 
area is extrapolated on the whole parametric space for illustration purposes.  The 
additionnal surrogate model that describes the approximation of the optimal control 
law for the constrained area is represented in Figure 7-16. To further illustrate the 
accuracy of the representation, a comparison between online NMPC and data-driven 
explicit control is given for a set-point change in Figure 7-11. The critical region map 
expression is given in Table 7-1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-11: Output step change comparison between GMDH and NMPC 
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Figure 7-12: Optimal control surface using online MPC 
 
 
 
 
 
 
 
 
 
 
Figure 7-13: Optimal control surface using surrogate based explicit MP 
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Figure 7-14: Empirical Regions corresponding of areas where inputs constraints are 
active.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 7-1: Empirical regions for the distillation column example 
 Location Control law expression (under GMDH network form) 
R1 186094 + ! ! − 1 ; !(! − 2) 171278.68−2135305+ 2 ! ! − 1 ; !(!− 2) 154070.88 −239639.429−239639.429 1356729.36 !(! − 1)!(! − 2) ≥ 0!
 186094.63 + ! ! − 1 ; !(! − 2) 41413−446424+ 2 ! ! − 1 ; !(!− 2) 18947.98 −41957−41957 285340 ≤ 0!
 
!!!!12 = !1621.63 ∗ !(! − 1) !− !779.306 ∗ !(! − 2) !+ !857.237 ∗ !(! − 1)∗ !(! − 2) !− !1332.15 ∗ !(! − 1) ∗ !(! − 1) !− !371.976;!!11! = !!−883.888 ∗ !(! − 1) !− !780.42 ∗ !(! − 2) !+ !858.395 ∗ !(! − 1)∗ !(! − 2) !+ !805.972;!!!32! = !!0.969724 ∗ !12! − !0.233038 ∗ !11 ∗ !12! + !0.225363 ∗ !11 ∗ !11;!!!!!11! = !!69.2269 ∗ !"#! − !65.4193;!!1! = !!1.13675 ∗ !11! + !1.14359 ∗ !32! + !3.28814;!
 
R2 934997 + ! ! − 1 ; !(! − 2) 171278.68−2135305+ 2 ! ! − 1 ; !(!− 2) 154070.88 −239639.429−239639.429 1356729.36 !(! − 1)!(! − 2) ≤ 0!
 ! ! − 2 < 0.935 
!11! = !!23920.1 ∗ !(! − 1) !− !767!1 ∗ !(! − 2) !+ !12110.2 ∗ !(! − 1)∗ !(! − 2) !− !19224.8 ∗ !(! − 1) ∗ !(! − 1) !− !1828.67∗ !(! − 2) ∗ !(! − 2) !− !7373.33!!!!!12! = !!−261.91 ∗ !(! − 1) !+ !86.2023 ∗ !(! − 2) !+ !161.237!!!!!!!!!1! = !!0.181716 ∗ !11! + !0.0260884 ∗ !11 ∗ !11! − !0.0262189 ∗ !12∗ !12! + !4.43827 
 
R3 186094.63 + ! ! − 1 ; !(! − 2) 41413−446424+ 2 ! ! − 1 ; !(!− 2) 18947.98 −41957−41957 285340 ≥ 0!! ! − 2 > 0.935 
!1 = 2 
  
 
 
 
 
 
 
 
 
Figure 7-15: Surface showing the GMDH approximation of the unconstrained control 
problem 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-16: Surface showing the GMDH approximation of the constrained empirical 
region 
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7.4 Conclusions 
In this chapter a framework for data-driven design of explicit model predictive control 
for nonlinear systems was proposed, involving the use of classification and surrogate 
modelling techniques to approximate the surface characterizing the optimal control 
law as a function of the states. Classification was suggested for the delimitation of 
empirical regions of the state-space where parameters value lead to constraint 
activation. Sophisticated surrogate modelling techniques are used to approximate the 
surface of the optimal control law by providing nonlinear approximate expressions. 
This framework aims to offer an alternative to the derivation of explicit control laws 
via multi-parametric programming in cases where the methodology is currently 
impractical (higher dimensionalities, longer prediction horizon length, high 
nonlinearity).  
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Chapter 8: Conclusions and future directions !
Explicit methodologies offer a distinct advantage in the application of model 
predictive control on complex fast nonlinear systems. The first part of the thesis 
provided a demonstration of the applicability of dimensionality and complexity 
reduction approaches in combination with multi-parametric/explicit model predictive 
control algorithms. Different methodologies were suggested along this framework 
involving both nonlinear and linear mp-MPC techniques. The second part of the thesis 
aimed to provide ‘equation-free’ data-driven alternatives in cases where application of 
multi-parametric programming based approaches might become impractical due to 
current computational limitations. The proposed framework encourages the use of 
advanced machine learning methodologies such as data classification and surrogate 
modeling. The key contributions of the thesis are listed below. 
 
 
8.1 Key Contributions 
8.1.1 Model Order Reduction !
In this Chapter, we essentially investigated the possibility of combining existing 
model order reduction approaches to multi-parametric/explicit model predictive 
control algorithms. In Chapter 4, we studied the use of empirical balanced truncation 
in combination to a sensitivity based nonlinear multi-parametric model predictive 
control algorithm. Although, the approach seemed attractive, a priori, it is unlikely 
that it can be applied to the majority of systems. In effect, the order of the dynamical 
system accounts for only a limited part of the complexity encountered during the 
design of a multi-parametric/explicit model predictive controller. It might not be 
practical or possible to derive an mp-NMPC controller for systems of more than a 
couple of states and there is no guarantee that large-scale systems can be reduced to 
that extent. In chapter 4 another approach was also introduced entailing the use of 
empirical balanced truncation for order reduction, followed by online linearization of 
the resulting system of differential equations, and the subsequent use of linear MPC. 
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One finding was that, empirically, it appears that the order reduction step should 
precede linearization so as to limit the loss of information on the dynamics of the 
system. It also appears that linearization accounts for significantly more information 
loss and model mismatch than order reduction. This was also verified in our study of 
the application of model order reduction for multi-parametric moving horizon 
estimation in chapter 4. In that particular study, it was shown how estimation can be 
used in order to avoid the necessity of having full state information of the system. As 
order reduction consists of projection of the dynamics on a lower order space, the 
solution of the corresponding system of ODEs still necessitates the knowledge of the 
full state information in order to be able operate the projection. We showed how the 
combination of mp-MPC and mp-MHE allows for operations only involving the 
reduced order subspace of interest. Finally, another contribution consisted of a 
variance based approximation technique, which, contrary to classical model order 
reduction, operates the dimensionality reduction in the original space. Through a 
particular formulation, this methodology also has the advantage of being compatible 
with linear mp-MPC techniques. This variance-based technique is linked to the theory 
of sensitivity analysis, for which some contributions are described in appendix D.  
 
8.1.2 ‘Equation-Free’ nonlinear explicit model predictive control !
In chapter 7, a substitute for the use of multi-parametric programming to derive 
explicit controllers was proposed. This idea stems from the potential difficulties that 
may arise when attempting to derive an mp-MPC controller. The nonlinearity in a 
system materializes as an increase in the number of critical regions. This complexity 
is different from the one induced by the dimensionality of the system. As current mp-
MPC algorithms mostly consist of successive linearization of the objective function 
and constraints of the control problem, approximating the optimal control law through 
the use of a polytopic critical regions map may result in a very large number of 
regions. The complexity not only flows from the nonlinear relationship between the 
state and corresponding controller gain but more specifically lies in the definition of 
the boundary delimitating areas where constraints are activated.  To address these 
issues, a framework for data-driven explicit control derivation was recommended. 
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This framework principally relies on the use of machine learning classification 
techniques to approximate the regions of active constraints (e.g. actuator saturation) 
and the use of state-of-the art surrogate modelling to directly approximate the surface 
of the optimal control law as a function of the states. The framework relies on a 
number of ‘facilitating’ elements, including the use of parallelization; smart sampling 
techniques, model order reduction and fast model predictive control. Two application 
examples using various classification and surrogate modelling tools were presented. 
Some recommendations were made on the use of classification techniques in order to 
avoid constraint violation.   
8.2 Future Directions !
Most of the identified future directions deal with the development and refinement of 
the ‘equation-free’ framework suggested in part II.  
8.2.1 Model approximation  !
• An important direction will be the testing and selection of the best 
combinations of model approximations and discretization with a view to apply 
them as an enhancement to the data-centric explicit controller design.  
• As these combinations are likely to be problem dependent, this will require the 
sourcing of relevant fast nonlinear dynamic models for testing purposes and to 
establish a realistic taxonomy of dynamical systems and recommended 
approximation methodologies. 
• In certain cases, it was shown that nonlinear model order reduction can 
outperform linear model reduction; the development of nonlinear mp-MHE 
techniques is therefore recommended. One possibility will be the use of the 
NLSENS algorithm by Dominguez et al (2010) for nonlinear state estimation 
problems. 
• Another important aspect will also concern the development of nonlinear mp-
MPC techniques that include a quantification of sub-optimality due to order 
reduction. The use of trust-regions was suggested in Agarwal et al (2013), 
however this will necessitate a considerable research effort to transpose the 
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methodologies to multi-parametric programming. It is probable that this 
research direction may benefit from the insights obtained during the 
development of robust mp-MPC approaches. 
 
• Finally, In order to make these approximation techniques compatible with the 
data-driven framework, a particularly suitable research direction will concern 
the development and use of ‘equation-free’ model reductions that do not 
require direct access to the equation of the dynamic system. Indeed, this class 
of methods can compute dominant subspaces on-line directly from the system 
dynamic response without the need of an explicitly available system model 
(e.g. using a simulation software as a black box). In this situation steady state 
and dynamic optimisation as well as MPC applications could be entirely 
performed utilising only such projections onto low-dimensional subspaces 
(and ideally entailing only a scarce recourse to high fidelity simulators).  
 
8.2.2 Data-driven explicit control 
• One important future task for the framework will concern the quantification of 
sub-optimality and reliability for the resulting explicit controllers. This will 
most likely involve the development and use of error quantification for 
surrogate modelling and classification.  
•  Another very crucial question that will need to be answered is how 
industrially friendly the framework can become. In effect, it is unlikely that 
industry will desire to implement a methodology requiring a number of very 
complex algorithmic steps, each of them requiring significant mathematical 
understanding or statistical interpretation. Indeed, the framework should be 
refined and narrowed down to a set of easily implementable and reproducible 
step-wise methods. The best way to demonstrate this will be through the 
practical development of software tools.   
•  Specific smart sampling techniques used to derive input-output optimization 
data will also need to be developed. Usually, smart sequential sampling 
techniques have been derived for surface approximation with little regards for 
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safety critical aspects such as constraint violations. These sampling techniques 
should be adapted to the task of controller design.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 !!!!!
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Appendix A: Model of a binary distillation column 
with constant volatilities. !!
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table A-1: Dynamic equations for the distillation column model (Hahn and Edgar, 
2002)  
 
 
 
 
Condenser 
 
!!!,!!" = 1!!"#$ !(!!,! − !!,!) 
Trays in the rectification 
section ! = 2. .16 
 
!!!,!!" = 1!!"#$ !! !!,!!! − !!,!− ! !!,! − !!,!!!  
Feed Tray: 
 
!!!,!"!" = 1!!"#$ !!!,!""#+ !!!!,!" − !!!!,!"− ! !!,!" − !!,!"  
 
Trays in the stripping section ! = 18. .32: 
 
!!!,!!" = 1!!"#$ !! !!,!!! − !!,!− ! !!,! − !!,!!!  
 
Reboiler: 
 
!!!,!"!" = 1!!"#$%&"' !!!!,!"− ! − ! !!,!"− !!!,!"  
 
Mass balances  
! = !! + !!!!!!!! = !! + ! !! = !!!  
Volatilility !!!!!!!,! = !! 1− !!!! 1− !!  
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Table A-2: variables description Distillation column 
!!!!
!!"#$ total molar holdup 
in the condenser !!!"#  total molar holdup 
in each tray 
 !!"#$%&"' total molar holdup 
in each tray ! Feed flowrate ! Distillate flowrate 
 !! Flowrate of the liquid in the  
rectification section !! Flowrate of the 
liquid in the 
stripping section ! Vapour flowrate in 
the column 
 !! reflux ratio !!,! liquid composition 
of component ! on 
the !!! stage !!,!""# Feed composition of 
component !  !!,! vapour composition 
of component ! on 
the !!! stage !!,! relative volatility 
(assumed constant) 
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A steady state for this dynamic system corresponding to !! = 3  is: 
!!!!=![0.93541941157872!!!!0.90052553056021!!!!0.86229644186085!!!!0.82169939140984!!!!0.77999078264854!!!!0.73857167234648!!!!0.69880489484850!!!!0.66184251976399!!!!0.62850776220669!!!!0.59925268627060!!!!0.57418566680025!!!!0.55314421560916!!!!0.53578453438249!!!!0.52166549782463!!!!0.51031494886053!!!!0.50127506214214!!!!0.49412897870388!!!!0.48544972899159!!!!0.47420288473721!!!!0.45980255225419!!!!0.44164493109501!!!!0.41918698092364!!!!0.39206347037950!!!!0.36023104831510!!!!0.32410540528069!!!!0.28463655998183!!!!0.24326615176966!!!!0.20174466282063!!!!0.16184801596532!!!!0.12508549255782!!!!0.09249569166350!!!!0.06458058721594!
  
181 
Appendix B: Model of a train of CSTRS !!!!!!!
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table B-1: Dynamic equations for the train of CSTR (Hahn and Edgar, 2002)  
Volume balance for the 
first reactor: 
 
!!!!" = !! − !! 
 
 
Component balance for 
the first reactor: 
 
!(!!!!!)!"= !!!!" − !!!!!!! exp − !!!!− !!!!! 
 
 
Energy balance for the 
first reactor: 
 
!(!!!!!"= !!!! + Δ!!!!!!!!!!! exp − !!!!− !!!! − !!!!  
 
Volume balance for the 
second reactor 
 
!!!!" = !! − !! 
 
Component balance for 
the second reactor 
 
!(!!!!!)!"= !!!!" − !!!!!!! exp − !!!!− !!!!! 
 
Energy balance for the 
second reactor: 
 
!(!!!!!"= !!!! + Δ!!!!!!!!!!! exp − !!!!− !!!! 
 
Further equations 
 
!! = !! !! − !!!!! = !! !!!!!!! = !!!!!
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Appendix C: Empirical Balanced Truncation 
Calculation Details  !
 
C.1 Empirical Balanced Truncation Matlab Routines 
global ud  
 
 %Observability Gramian 
  
Tol         =   1E-9; 
  
% simulation start time 
startTime   =   0; 
% simulation end time 
endTime     =   10; 
SampleLength = 0.1; 
OutputLength = floor((endTime-startTime)/SampleLength)+1; 
% parameters 
p = 1 %input number 
n = 32);%states number 
k = 1; %output number 
r = 2;%orientation directions number 
q = 1000; 
cm = [0.1]; 
s = length(Cm); 
  
% initialization for T for controllability 
  
T = [eye(n,n) -eye(n,n)]; 
e = eye(n,n); 
WO = zeros(n,n); 
M = cm; 
  
  
for l=1:r 
    for m=1:s 
        chsi = zeros(n,n);  
        z = zeros(n,OutputLength*k);    
        for i=1:n 
     
            initvalue = ones(n,1); 
     
            % apply perturbed initial condition 
            initvalue = initvalue + M(m)*T(1:n,(l-1)*n+1:l*n)*e(:,i); 
            ud = ones(p,1); 
            [t,y] = ode15s(OdeFcn,[startTime:SampleLength:endTime],initvalue); 
            y = round(y/Tol)*Tol; 
            initvalue = ones(n,1); 
     
            if flag == 0,  % compute observability gramian 
     
                for iii = 1:k, 
                    z(i,OutputLength*(iii-1)+1:OutputLength*iii) = 
xss(OutputIndex(iii))*(y(:,OutputIndex(iii)) - 
ones(length(t),1)*initvalue(OutputIndex(iii)))'; 
                end 
     
            else   % compute observability covariance matrix 
         
                finalvalue = y(length(t),:)'; 
                for iii = 1:k, 
                    z(i,OutputLength*(iii-1)+1:OutputLength*iii) = 
xss(OutputIndex(iii))*(y(:,OutputIndex(iii)) - 
ones(length(t),1)*finalvalue(OutputIndex(iii)))'; 
                end 
            end 
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        end   
  
        chsi = z*z'; 
        WO = WO + 1/(r*s*M(m)^2)*SampleLength*T(1:n,(l-1)*n+1:l*n)*chsi*T(1:n,(l-
1)*n+1:l*n)'; 
    end 
end 
WO = 0.5*(WO+WO'); 
  
  
  
%Controllability Gramians 
  
  
% initialization 
T = [eye(p,p) -eye(p,p)]; 
e = eye(p,p); 
yhat = zeros(n,n); 
M = cm; 
  
for l=1:r 
for m=1:s 
for i=1:p 
  
    initvalue=ones(n,1); 
     
    if flag == 0,  % compute controllability gramian 
        % impulse input 
        ud = ones(p,1) + M(m)*T(1:p,(l-1)*p+1:l*p)*e(:,i)/SampleLength; 
        [t,y] = ode15s(OdeFcn,[startTime startTime+SampleLength],initvalue); 
        initvalue = y(length(t),:)'; 
        ud = ones(p,1); 
        [t,y] = ode15s(OdeFcn,[startTime:SampleLength:endTime],initvalue); 
        y = round(y/Tol)*Tol; 
        phi = zeros(n,n); 
        initvalue = ones(n,1); 
        phi = phi + SampleLength*(y-ones(length(t),1)*initvalue')'*(y-
ones(length(t),1)*initvalue');    
       WC = WC + 1/(r*s*M(m)^2)*phi; 
         
    else   % compute controllability covariance matrix 
        % step input 
        ud = ones(p,1) + M(m)*T(1:p,(l-1)*p+1:l*p)*e(:,i); 
        [t,y] = ode15s(OdeFcn,[startTime:SampleLength:endTime],initvalue); 
        y = round(y/Tol)*Tol; 
        phi = zeros(n,n); 
        finalvalue = y(length(t),:); 
        phi = phi + SampleLength*(y-ones(length(t),1)*finalvalue)'*(y-
ones(length(t),1)*finalvalue);    
        WC = WC + 1/(r*s*M(m)^2)*phi; 
    end 
  
end 
end 
end 
  
WC = 0.5*(WC+WC'); 
  
  
%balancing procedure 
  
n=32; 
P = WC; 
Q = WO; 
n_P = rank(P); 
offdiag = zeros(n,n); 
for i = 1:n 
   offdiag(i,n-i+1) = 1; 
end 
  
[U,T] = schur(P); 
if T(1,1)<T(n,n) 
   U = U*offdiag; 
end 
  
dia = diag(T); 
if dia(1)<dia(n) 
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   dia = offdiag*dia; 
end 
invdia = [sqrt(inv(diag(dia(1:n_P)))) zeros(n_P,n-n_P);zeros(n-n_P,n_P) eye(n-n_P,n-
n_P)]; 
V = U'; 
T1 = invdia*V; 
T1*P*T1'; 
  
Qtrans = inv(T1')*Q*inv(T1); 
Q11 = Qtrans(1:n_P,1:n_P); 
[U1,T] = schur(Q11); 
U1 = U1'; 
sigmasquared = U1*Q11*U1'; 
  
n_S = rank(sigmasquared); 
T2 = inv([U1 zeros(n_P,n-n_P);zeros(n-n_P,n_P) eye(n-n_P,n-n_P)])'; 
Qtrans = inv(T2')*inv(T1')*Q*inv(T1)*inv(T2); 
Q121 = Qtrans(1:n_S,n_P+1:n); 
T3 = inv([eye(n_P) zeros(n_P,n-n_P);-Q121'*inv(sigmasquared(1:n_S,1:n_S)) zeros(n-
n_P,n_P-n_S) eye(n-n_P)])'; 
Qtrans = inv(T3')*inv(T2')*inv(T1')*Q*inv(T1)*inv(T2)*inv(T3); 
  
Qt = Qtrans(n_P+1:n,n_P+1:n); 
[U2,T] = schur(Qt); 
U2 = U2'; 
sigma3 = U2*Qt*U2'; 
T4 = inv([sigmasquared(1:n_S,1:n_S)^-0.25 zeros(n_S,n-n_S);zeros(n_P-n_S,n_S) eye(n_P-
n_S) zeros(n_P-n_S,n-n_P);zeros(n-n_P,n_P) U2])'; 
T = T4*T3*T2*T1; 
  
Trans=T;  % the transformation matrix 
invTrans=inv(T);  % the inverse of the transformation matrix 
  
  
Wc = T*P*T';  % balanced controllability gramian 
Wo = inv(T')*Q*inv(T);  % balanced observability gramian 
  
svd_Wc = svd(Wc); 
svd_Wo = svd(Wo); 
 
C.2 Explicit Expressions of Reduced Models 
The following expressions for the 1-state reduced model used in Chapter 4 have been 
derived using the Maple symbolic calculation software and turned into a Matlab 
function.  
function F = testter(t,y,u) 
global ud  
u=ud; 
F(1,1)=0.7013195733e-1 * (0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * 
(0.1527801842e1 + 0.2334614052e0 * y(1)) / (0.1916681104e1 + 0.1400768431e0 * y(1)) - 
0.16e1 * (0.1425128967e1 + 0.2223473650e0 * y(1)) / (0.1855077380e1 + 0.1334084190e0 * 
y(1))) - 0.3326622724e0 * (0.4000000000e0 + 0.6000000000e0 * u) * (-0.8789340012e-1 - 
0.1755233632e-1 * y(1)) - 0.3859330432e0 * u * (-0.1220710551e0 - 0.2424880656e-1 * 
y(1)) - 0.1725547887e0 * (0.4000000000e0 + 0.6000000000e0 * u) * (-0.1396908545e0 - 
0.2868845136e-1 * y(1)) + 0.1199918423e1 * (0.6000000000e0 * u + 0.2000000000e0) * 
(0.16e1 * (-0.5075866571e0 - 0.2064807317e0 * y(1)) / (0.6954480052e0 - 0.1238884390e0 
* y(1)) - 0.16e1 * (-0.3732234452e0 - 0.1767437380e0 * y(1)) / (0.7760659332e0 - 
0.1060462428e0 * y(1))) - 0.4326157958e-1 * (0.4000000000e0 + 0.6000000000e0 * u) * 
(0.2313260409e0 + 0.361209808e-1 * y(1)) - 0.5716090995e-1 * (0.4000000000e0 + 
0.6000000000e0 * u) * (0.1656899266e0 + 0.228632432e-1 * y(1)) + 0.4326157958e-1 * 
(0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (0.8181429195e0 + 0.1318819677e0 * 
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y(1)) / (0.1490885752e1 + 0.7912918062e-1 * y(1)) - 0.16e1 * (0.5868832838e0 + 
0.9492422393e-1 * y(1)) / (0.1352129967e1 + 0.5695453436e-1 * y(1))) + 0.6822639439e-3 
* y(1) + 0.1982046455e1 * (0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (-
0.3961115251e0 - 0.2213341330e0 * y(1)) / (0.7623330864e0 - 0.1328004798e0 * y(1)) - 
0.16e1 * (-0.5589475640e0 - 0.2433480493e0 * y(1)) / (0.6646314639e0 - 0.1460088296e0 
* y(1))) - 0.7013195733e-1 * (0.4000000000e0 + 0.6000000000e0 * u) * (0.3046455263e-1 
- 0.19822650e-2 * y(1)) + 0.1725547887e0 * (0.6000000000e0 * u + 0.2000000000e0) * 
(0.16e1 * (0.9946491589e0 + 0.1005075503e0 * y(1)) / (0.1596789495e1 + 0.6030453018e-1 
* y(1)) - 0.16e1 * (0.1144323895e1 + 0.1317921905e0 * y(1)) / (0.1686594337e1 + 
0.7907531430e-1 * y(1))) - 0.1009537847e0 * (0.4000000000e0 + 0.6000000000e0 * u) * (-
0.1315707245e0 - 0.296979946e-1 * y(1)) - 0.5484074374e0 * u * (-0.1541361442e0 - 
0.318377319e-1 * y(1)) + 0.3326622724e0 * (0.6000000000e0 * u + 0.2000000000e0) * 
(0.16e1 * (0.6255667687e0 + 0.2546628520e-1 * y(1)) / (0.1375340062e1 + 0.1527977112e-
1 * y(1)) - 0.16e1 * (0.7312194826e0 + 0.4671274447e-1 * y(1)) / (0.1438731688e1 + 
0.2802764668e-1 * y(1))) - 0.3593729375e-1 * (0.4000000000e0 + 0.6000000000e0 * u) * 
(0.8181429195e0 + 0.1318819677e0 * y(1)) + 0.4236241425e0 * (0.6000000000e0 * u + 
0.2000000000e0) * (0.16e1 * (0.5376733685e0 + 0.7913948880e-2 * y(1)) / 
(0.1322604019e1 + 0.4748369328e-2 * y(1)) - 0.16e1 * (0.6255667687e0 + 0.2546628520e-1 
* y(1)) / (0.1375340062e1 + 0.1527977112e-1 * y(1))) + 0.9140123957e0 * 
(0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (-0.6824041228e-1 - 0.1129343285e0 * 
y(1)) / (0.9590557520e0 - 0.6776059710e-1 * y(1)) - 0.16e1 * (0.7987142360e-1 - 
0.8286076195e-1 * y(1)) / (0.1047922853e1 - 0.4971645717e-1 * y(1))) + 0.8843210934e-1 
* (0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (0.1519402520e1 + 0.2172423081e0 * 
y(1)) / (0.1911641513e1 + 0.1303453849e0 * y(1)) - 0.16e1 * (0.1558266395e1 + 
0.2314791402e0 * y(1)) / (0.1934959835e1 + 0.1388874841e0 * y(1))) + 0.8261777785e0 * 
(0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (0.7987142360e-1 - 0.8286076195e-1 * 
y(1)) / (0.1047922853e1 - 0.4971645717e-1 * y(1)) - 0.16e1 * (0.2163212124e0 - 
0.5549572670e-1 * y(1)) / (0.1129792730e1 - 0.3329743602e-1 * y(1))) + 0.1313396298e1 
* (0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (-0.6091688810e0 - 0.2310015502e0 
* y(1)) / (0.6344986714e0 - 0.1386009301e0 * y(1)) - 0.16e1 * (-0.5075866571e0 - 
0.2064807317e0 * y(1)) / (0.6954480052e0 - 0.1238884390e0 * y(1))) - 0.6359756851e-1 * 
(0.4000000000e0 + 0.6000000000e0 * u) * (0.1026728733e0 + 0.111140402e-1 * y(1)) - 
0.6599807564e0 * u * (-0.1343632121e0 - 0.297369937e-1 * y(1)) - 0.2541744855e0 * u * 
(0.4453589856e0 - 0.1016301747e-1 * y(1)) + 0.2349802228e1 * (0.6000000000e0 * u + 
0.2000000000e0) * (0.16e1 * (0.1103440625e0 - 0.1436122977e0 * y(1)) / (0.1066206436e1 
- 0.8616737862e-1 * y(1)) - 0.16e1 * (-0.1674241575e0 - 0.1871491251e0 * y(1)) / 
(0.8995455067e0 - 0.1122894751e0 * y(1))) - 0.2078591142e0 * (0.4000000000e0 + 
0.6000000000e0 * u) * (-0.1237388215e0 - 0.2510635447e-1 * y(1)) + 0.1413279449e0 * 
(0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (0.1144323895e1 + 0.1317921905e0 * 
y(1)) / (0.1686594337e1 + 0.7907531430e-1 * y(1)) - 0.16e1 * (0.1293017167e1 + 
0.1637463420e0 * y(1)) / (0.1775810299e1 + 0.9824780520e-1 * y(1))) + 0.1004880279e1 * 
(0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (-0.2223765562e0 - 0.1447720604e0 * 
y(1)) / (0.8665740660e0 - 0.8686323624e-1 * y(1)) - 0.16e1 * (-0.6824041228e-1 - 
0.1129343285e0 * y(1)) / (0.9590557520e0 - 0.6776059710e-1 * y(1))) + 0.5043357969e-1 
* (0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (0.1049468960e1 + 0.1680029485e0 * 
y(1)) / (0.1629681376e1 + 0.1008017691e0 * y(1)) - 0.16e1 * (0.8181429195e0 + 
0.1318819677e0 * y(1)) / (0.1490885752e1 + 0.7912918062e-1 * y(1))) - 0.1063361837e1 * 
u * (0.1628360388e0 + 0.220139163e-1 * y(1)) + 0.6359756851e-1 * (0.6000000000e0 * u + 
0.2000000000e0) * (0.16e1 * (0.1425128967e1 + 0.2223473650e0 * y(1)) / (0.1855077380e1 
+ 0.1334084190e0 * y(1)) - 0.16e1 * (0.1259439042e1 + 0.1994841218e0 * y(1)) / 
(0.1755663423e1 + 0.1196904731e0 * y(1))) + 0.5749967000e-1 * (0.6000000000e0 * u + 
0.2000000000e0) * (0.5868832838e0 + 0.9492422393e-1 * y(1)) / (0.1352129967e1 + 
0.5695453436e-1 * y(1)) - 0.1199270828e0 * (0.4000000000e0 + 0.6000000000e0 * u) * (-
0.1486932718e0 - 0.319541515e-1 * y(1)) + 0.7366676661e0 * (0.6000000000e0 * u + 
0.2000000000e0) * (0.16e1 * (0.2163212124e0 - 0.5549572670e-1 * y(1)) / 
(0.1129792730e1 - 0.3329743602e-1 * y(1)) - 0.16e1 * (0.3383922675e0 - 0.3124692014e-1 
* y(1)) / (0.1203035358e1 - 0.1874815208e-1 * y(1))) + 0.2078591142e0 * 
(0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (0.8549583041e0 + 0.7181909894e-1 * 
y(1)) / (0.1512974983e1 + 0.4309145936e-1 * y(1)) - 0.16e1 * (0.9946491589e0 + 
0.1005075503e0 * y(1)) / (0.1596789495e1 + 0.6030453018e-1 * y(1))) - 0.3790824887e1 * 
(0.6000000000e0 * u + 0.2000000000e0) * (0.9439578227e-1 * y(1) - 0.4160368474e0 + 
0.16e1 * (0.1103440625e0 - 0.1436122977e0 * y(1)) / (0.1066206436e1 - 0.8616737862e-1 
* y(1))) + 0.5334781848e0 * (0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * 
(0.4453589856e0 - 0.1016301747e-1 * y(1)) / (0.1267215391e1 - 0.6097810482e-2 * y(1)) 
- 0.16e1 * (0.5376733685e0 + 0.7913948880e-2 * y(1)) / (0.1322604019e1 + 
0.4748369328e-2 * y(1))) + 0.1199270828e0 * (0.6000000000e0 * u + 0.2000000000e0) * 
(0.16e1 * (0.1293017167e1 + 0.1637463420e0 * y(1)) / (0.1775810299e1 + 0.9824780520e-1 
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* y(1)) - 0.16e1 * (0.1424587892e1 + 0.1934443366e0 * y(1)) / (0.1854752735e1 + 
0.1160666020e0 * y(1))) + 0.4236241425e0 * (0.4000000000e0 + 0.6000000000e0 * u) * 
(0.5376733685e0 + 0.7913948880e-2 * y(1)) - 0.1413279449e0 * (0.4000000000e0 + 
0.6000000000e0 * u) * (-0.1496747380e0 - 0.312846402e-1 * y(1)) - 0.3200869109e0 * u * 
(-0.1069667182e0 - 0.2108390267e-1 * y(1)) - 0.7974298283e-1 * (0.4000000000e0 + 
0.6000000000e0 * u) * (-0.3886387326e-1 - 0.142368321e-1 * y(1)) - 0.8050662909e-1 + 
0.7974298283e-1 * (0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (0.1558266395e1 + 
0.2314791402e0 * y(1)) / (0.1934959835e1 + 0.1388874841e0 * y(1)) - 0.16e1 * 
(0.1527801842e1 + 0.2334614052e0 * y(1)) / (0.1916681104e1 + 0.1400768431e0 * y(1))) - 
0.8654504710e0 * u * (0.1368487939e-1 - 0.47406788e-2 * y(1)) - 0.7199510535e0 * u * 
(-0.1015822238e0 - 0.245208185e-1 * y(1)) + 0.1592826948e1 * (0.6000000000e0 * u + 
0.2000000000e0) * (0.16e1 * (-0.6469706268e0 - 0.2518175964e0 * y(1)) / 
(0.6118176239e0 - 0.1510905578e0 * y(1)) - 0.16e1 * (-0.6606555066e0 - 0.2470769176e0 
* y(1)) / (0.6036066961e0 - 0.1482461506e0 * y(1))) + 0.1772269728e1 * (0.6000000000e0 
* u + 0.2000000000e0) * (0.16e1 * (-0.5589475640e0 - 0.2433480493e0 * y(1)) / 
(0.6646314639e0 - 0.1460088296e0 * y(1)) - 0.16e1 * (-0.6469706268e0 - 0.2518175964e0 
* y(1)) / (0.6118176239e0 - 0.1510905578e0 * y(1))) + 0.2200589844e1 * (0.6000000000e0 
* u + 0.2000000000e0) * (0.16e1 * (-0.1674241575e0 - 0.1871491251e0 * y(1)) / 
(0.8995455067e0 - 0.1122894751e0 * y(1)) - 0.16e1 * (-0.3961115251e0 - 0.2213341330e0 
* y(1)) / (0.7623330864e0 - 0.1328004798e0 * y(1))) - 0.1189227873e1 * u * 
(0.2286873678e0 + 0.341850079e-1 * y(1)) - 0.9556961690e0 * u * (0.8802306269e-1 + 
0.84695471e-2 * y(1)) - 0.5043357969e-1 * (0.4000000000e0 + 0.6000000000e0 * u) * 
(0.2099700804e0 + 0.314811733e-1 * y(1)) + 0.1442417452e1 * (0.6000000000e0 * u + 
0.2000000000e0) * (0.16e1 * (-0.6606555066e0 - 0.2470769176e0 * y(1)) / 
(0.6036066961e0 - 0.1482461506e0 * y(1)) - 0.16e1 * (-0.6091688810e0 - 0.2310015502e0 
* y(1)) / (0.6344986714e0 - 0.1386009301e0 * y(1))) - 0.8843210934e-1 * 
(0.4000000000e0 + 0.6000000000e0 * u) * (-0.9481462787e-1 - 0.237979715e-1 * y(1)) - 
0.7880377789e0 * u * (-0.5148662555e-1 - 0.160753674e-1 * y(1)) + 0.1009537847e0 * 
(0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (0.1424587892e1 + 0.1934443366e0 * 
y(1)) / (0.1854752735e1 + 0.1160666020e0 * y(1)) - 0.16e1 * (0.1519402520e1 + 
0.2172423081e0 * y(1)) / (0.1911641513e1 + 0.1303453849e0 * y(1))) + 0.2626770579e0 * 
(0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (0.7312194826e0 + 0.4671274447e-1 * 
y(1)) / (0.1438731688e1 + 0.2802764668e-1 * y(1)) - 0.16e1 * (0.8549583041e0 + 
0.7181909894e-1 * y(1)) / (0.1512974983e1 + 0.4309145936e-1 * y(1))) - 0.6029281674e0 
* u * (-0.1508468886e0 - 0.319716776e-1 * y(1)) - 0.4957066670e0 * u * (-
0.1481118354e0 - 0.3007356655e-1 * y(1)) + 0.5716090995e-1 * (0.6000000000e0 * u + 
0.2000000000e0) * (0.16e1 * (0.1259439042e1 + 0.1994841218e0 * y(1)) / (0.1755663423e1 
+ 0.1196904731e0 * y(1)) - 0.16e1 * (0.1049468960e1 + 0.1680029485e0 * y(1)) / 
(0.1629681376e1 + 0.1008017691e0 * y(1))) - 0.4420005996e0 * u * (-0.1364497890e0 - 
0.2736503525e-1 * y(1)) - 0.1409881337e1 * u * (0.3056927852e0 + 0.4921651543e-1 * 
y(1)) - 0.2626770579e0 * (0.4000000000e0 + 0.6000000000e0 * u) * (-0.1056527137e0 - 
0.2124645927e-1 * y(1)) - 0.1320353906e1 * u * (0.2777682203e0 + 0.435368274e-1 * 
y(1)) + 0.1099967927e1 * (0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * (-
0.3732234452e0 - 0.1767437380e0 * y(1)) / (0.7760659332e0 - 0.1060462428e0 * y(1)) - 
0.16e1 * (-0.2223765562e0 - 0.1447720604e0 * y(1)) / (0.8665740660e0 - 0.8686323624e-1 
* y(1))) + 0.6432217387e0 * (0.6000000000e0 * u + 0.2000000000e0) * (0.16e1 * 
(0.3383922675e0 - 0.3124692014e-1 * y(1)) / (0.1203035358e1 - 0.1874815208e-1 * y(1)) 
- 0.16e1 * (0.4453589856e0 - 0.1016301747e-1 * y(1)) / (0.1267215391e1 - 
0.6097810482e-2 * y(1))); 
end 
 
 !
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C.3 Variance based model reduction – control 
formulation Matlab code 
 
function U=getmpcaction_red(x0,u0,ss) 
global truncation 
load matrices 
for i=1:truncation 
x0(i)=sqrt(3)*(2*(x0(i)-bounds(i,1))/(bounds(i,2)-bounds(i,1))-1);  
end 
u0=sqrt(3)*(2*(u0-bounds(33,1))/(bounds(33,2)-bounds(33,1))-1); 
  
%MPC Tuning 
Q=100; 
R=1; 
P=1000; 
OH=20;%Output horizon 
NC=20;%Control horizon 
%Constraints 
Umin=2; 
Umax=5; 
%Construct matrices 
Q1=kron(eye(OH),Q);Q2=zeros(size(Q,1)*OH); 
Q2(size(Q,2)*(OH-1)+1:size(Q,2)*OH,size(Q,2)*(OH-1)+1:size(Q,2)*OH)=P-Q; 
Qtil=Q1+Q2; 
Rtil=kron(eye(NC),R); 
%X = A*x0 + B*U + M 
A=model(:,2:truncation+1); 
B=model(:,34:53); 
M=model(:,1); 
%U = D*u0+E*dU 
D=ones(size(B,2),1); 
D2=[zeros(size(D,1),size(A,2)) D zeros(size(D,1),size(Q,2))]; 
E=D; 
C=zeros(size(A,2)+size(D,2),size(Q,1)*OH); 
for i=1:20 
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    if i==20 
        C(size(A,2)+size(D,2)+1:size(A,2)+size(D,2)+size(Q,1),size(Q,2)*(i-
1)+1:size(Q,2)*i)=-2*P; 
    else 
        C(size(A,2)+size(D,2)+1:size(A,2)+size(D,2)+size(Q,1),size(Q,2)*(i-
1)+1:size(Q,2)*i)=-2*Q; 
    end 
end 
for i=1:size(B,2)-1 
E(2:size(B,2),size(E,2)+1)=E(1:size(B,2)-1,size(E,2)); 
end 
G=[A B*D zeros(size(A,1),1)]; 
J=B*E; 
Kx1=2*G'*Qtil*J+C*J; 
Kx2=2*M'*Qtil*J; 
Hx=2*(J'*Qtil*J+Rtil); 
Aineq=[J;-J;E;-E]; 
bineq=[ones(20,1).*xup-M-G*[x0;u0;ss];-
ones(20,1).*xlow+M+G*[x0;u0;ss];ones(20,1)*Umax-D*u0;-ones(20,1)*Umin+D*u0]; 
H=Hx; 
f=[x0;u0;ss]'*Kx1+Kx2; 
[U,FVAL,EXITFLAG,OUTPUT,LAMBDA]=quadprog(H,f,Aineq,bineq); 
U=u0+U(1); %since U at this point is an increment 
U=(U/sqrt(3)/2+0.5)*(bounds(33,2)-bounds(33,1))+bounds(33,1) %back to the original 
space (unscaling) 
 
Cost Objective Function Formulation MHE 
 
function [H,f,a,b,g]=ss_mhe_cost_smooth(N,A,B,C,G,Q,R,P_ss,w_mean) 
  
[ma,na]=size(A); 
[mb,nb]=size(B); 
[mc,nc]=size(C); 
[mg,ng]=size(G); 
a=eye(ma,na); 
a_tmp=a; 
b=zeros(mb,nb); 
b_tmp=b; 
g=zeros(mg,ng); 
g_tmp=g; 
  
for(i=1:N-1) %for each step: add one row 
    if(~isempty(B)) 
        b(:,end+1:end+nb)=0; %add zero columns 
        b_tmp=[a_tmp*B,b_tmp]; %add next row to b 
        b=[b;b_tmp]; 
    end 
    if(~isempty(G)) 
        g(:,end+1:end+ng)=0; %add zero columns 
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        g_tmp=[a_tmp*G,g_tmp]; %add next row to g 
        g=[g;g_tmp]; 
    end 
    a_tmp=a_tmp*A; %add next row to a 
    a=[a;a_tmp]; 
end 
b=b(:,1:end-nb); 
g=g(:,1:end-ng); 
  
%------------------------- 
%Generate O 
O=C; 
for(i=1:N-2) 
    O=[O;C*A^i]; 
end 
  
%------------------------- 
%Generate W 
M=zeros(mc,ng); 
M_temp=M; 
for (i=0:N-3) 
    M_temp=[C*A^i*G M_temp]; 
    M=[[M zeros((i+1)*mc,ng)];M_temp]; 
end 
W=diag_matrix(R,N-1)+ M*diag_matrix(Q,N-1)*M'; 
W_inv=inv(W); 
  
%------------------------- 
%Generate H 
% H=[a'; g']*diag_matrix(C'*inv(R)*C,N)*[a g]+[inv(P_ss)+O'*W*O zeros(ma,(N-1)*ng) ; 
zeros((N-1)*ng,ma) diag_matrix(inv(Q),N-1)]; 
% H=2*H; 
  
ca=diag_matrix(C,N)*a; 
cb=diag_matrix(C,N)*b; 
cg=diag_matrix(C,N)*g; 
H=[2*inv(P_ss)-2*O'*W_inv*O+2*ca'*diag_matrix(inv(R),N)*ca 
2*ca'*diag_matrix(inv(R),N)*cg;... 
    2*cg'*diag_matrix(inv(R),N)*ca 2*diag_matrix(inv(Q),N-
1)+2*cg'*diag_matrix(inv(R),N)*cg]; 
  
%------------------------- 
%Generate f and f1 
f= [[-inv(P_ss)-inv(P_ss) zeros(mg,(N-1)*ng)];... 
    -diag_matrix((inv(R)+inv(R)')*C,N)*[a g]+[2*[W_inv*O;zeros(mc,ma)] zeros(N*mc,(N-
1)*ng)]]; 
if(~isempty(B)) 
%     f=[f;b'*diag_matrix(C'*(inv(R)+inv(R)')*C,N)*[a 
%     g]-[2*cb'*[W_inv*O;zeros(mc,ma)] zeros((N-1)*mc,(N-1)*ng)]]; 
    f=[f;b'*diag_matrix(C'*(inv(R)+inv(R)')*C,N)*[a g]-[2*cb'*[W_inv*O;zeros(mc,ma)] 
zeros(size(cb'),(N-1)*ng)]]; 
%     f=[f;cb'*diag_matrix((inv(R)+inv(R)')*C,N)*[a g]-[2*cb'*[W_inv*O;zeros(mc,ma)] 
zeros(size(cb'),(N-1)*ng)]]; 
end 
  
    f=[f;-[zeros((N-1)*ng,ma) diag_matrix(inv(Q)+inv(Q)',N-1)]]; 
 
  
 
 
 !
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Appendix D: Use of GMDH for global sensitivity 
analysis 
 
Sensitivity Analysis 
Sensitivity analysis methods are used to account for the relationship between the 
variation of a model output and its parameters. Sensitivity analysis is also an efficient 
technique for determining the influence of uncertainties in the parameters on the 
output of a model and is considered best practice for the construction or evaluation of 
mathematical models. For an overview of sensitivity analysis, refer to Saltelli (2000). 
The first part of this section gives a definition of sensitivity analysis including the 
different between local and global sensitivity analysis. 
 
Local Sensitivity Analysis !
Local sensitivity assesses the local influence of input parameters of a model. 
Generally, local sensitivity analysis is based on the partial derivatives of the output 
function with respect to the input parameters. Hence local sensitivity analysis requires 
the stipulation of a nominal reference value and accounts for the effect of a variation 
in a parameter while all others are held constant. In a biomedical engineering context 
time-dependent systems may be modelled by ODEs of the form:   
   
 !"!" = !(! ! ,! 0 = !! 
 
 
 
( D.1 )
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where ! is the output vector of the system and !  is a vector of ! input parameters. 
The effect of a perturbation in the parameters can be expressed through a Taylor 
series expansion for small ∆!: ! !, ! + ∆! = ! !, !
+ !!!!"! ! !, ! ∆k! + 12!!!! !!!!!"!!"! !, ! !∆k!∆k!!!!! +⋯!!!!  
 
( D.2 )
  
The partial derivatives !!!!"! are called first order local sensitivities and !!!!!!!! are called 
second order local sensitivities. A sensitivity matrix can then be constructed: 
 
 
! = !!!!"! !,! ( D.3 )
  
There exist several methods for the calculation of local sensitivities. The simplest one 
consists of calculating with finite-difference approximation of the partial derivatives: !!!!"! = ! !! + ∆!! − ! !!∆!!  
 
( D.4 )
  
Consider a simulation started at a time 0, with a change in the parameters at time !!. It 
is desired to study the perturbed solution at time !!. The perturbed solution !! can be 
approximated as follows: 
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!! !! = !! !! + !(!!, !!)∆!!! 
 
( D.5 )
  
Local sensitivity analysis enables a rapid preliminary exploration of a model. 
However local methods are not efficient when it comes to study the response of a 
model when several parameters are simultaneously varied. Hence local sensitivity 
analysis is not to be used in the case of high dimensional non-linear problems and the 
use of a global sensitivity analysis approach is recommended. 
 
Global Sensitivity Analysis !
Consider a system as shown in Figure!D61, consisting of a model with a single output 
and multiple inputs. The curse of dimensionality is referring to the explosion of the 
amount of information that flows from the addition of another variable (or 
dimension). With a high dimensional system, the complexity becomes an exponential 
function of the number of parameters and the relationship between the output and 
parameters rapidly becomes intractable. Eventually, it becomes impossible to map out 
this behaviour using classical local sensitivity analysis techniques. 
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Figure D-1: Schematic showing the principal of stochastic uncertainty propagation  
!
The reason for this is the non-explorative character of local sensitivity analysis 
methods for systems of higher dimension.  Global sensitivity analysis studies the 
effect of parameters while others are varied as well. There is no need for a nominal 
point to be set and the interactions between factors are also taken into account. An 
overview of global sensitivity analysis methods can be found in Saltelli et al. (2000). 
Global sensitivity analysis is used to determine:  
 
• What parameters most contribute to the variability of a model’s output.  
• What variables least influence a model’s response. It will then be possible to 
set them to fixed values (their mathematical expectation for example) and then 
obtain a model of reduced complexity with fewer parameters. In the case of 
computer applications, it will be possible to remove the parts of the code that 
have no influence on the value or the variability of the output. 
• What correlations exist between the parameters 
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One of the major advantages of GSA methods is their model-independent nature. The 
most general methods to perform global sensitivity analysis are variance-based. In 
these methods, the ratio between the contribution of a variable and the total variance 
is taken as a measure of sensitivity. The most famous variance-based methods are:  
•  The Fourier Amplitude Sensitivity Test (FAST) 
• The Sobol’ Sensitivity Indices method 
For a presentation of the above methods refer to Saltelli (2000). 
 
Sobol’ method for global sensitivity analysis 
 
Let !  an integrable function defined on the unit hypercube !! . Let !!!!!! , ! =!!,… , !!  be the input variables. The output !(!) of the function may be expressed 
as a finite correlated function expansion, ordered hierarchically with respect to its 
zeroth-order to n-order component functions:  
! ! = !! + !!!…!!(!!! ,…!!!!⋯!!!
!
!!! , !!!) 
 
( D.6 )
  
!! is the mean response of ! and the terms  !!(!!)  and  !!"(!!,!!) are called the first 
and second order terms and so on. The formula above is termed ANOVA 
decomposition if its component are orthogonal i.e. for all subset !!,… , !! ≠!!,… , !! !   
!!!…!! !!! ,… , !!! !!!,…,!! !!! ,… , !!! !" = 0!!  
 
( D.7 )
  
The component functions may then be expressed as integrals of!!: 
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! ! !" = !! 
!(!) !!! = !! + !!(!!!!! ) 
! ! !!! = !! + !!(!!!!!,! )+ !!"(!! , !!) 
 
 
 
( D.8 )
  
One of the most known global sensitivity analysis methods was introduced by Sobol' 
(2001). Assuming that ! is square integrable over !!, it follows that: 
!! ! !" − !! = !!!…!!!!!…!!!!!!!⋯!!!
!
!!!  
 
( D.9 )
  
! = !! ! !" − !!and !!!…!! = !!!…!!!!!…!!! 
 
( D.10 )
  
The terms above in (7.11) are called variance and partial variance respectively and the 
Sobol’ sensitivity indices (SI) can be computed as: 
!!!…!! = !!!…!!!  ( D.11 )
  
with: 
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!!!…!! = 1!!!!⋯!!!
!
!!!  
 
( D.12 )
  
Considering a set of variables ! = (!!,… , !!)  and ! a set of the complementary 
variables, we note ! = (!, !). Using the previous definition of the variance we can 
compute the total variance of the subset ! as: !!!"! = ! − !! 
 
 
 ( D.13 )
  
and: 
!!!"! = !!!"!!  
 
( D.14 )
  
The following inequality holds:  0 ≤ !! ≤ !!!"! ≤ 1 
 
 ( D.15 ) 
 
 
 
If !! = !!!"! = 0 then ! does not depend on !. 
If !! = !!!"! = 1 then !!only depends on !. 
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Therefore the indices enable us to rank variables and discard unessential variables 
Sensitivity analysis indices are usually computed through Monte-Carlo numerical 
integration (Sobol', 2001): 
!! = ! ! ! !, ! !"!# − !!! 
 
( D.16 )
  
The use of low discrepancy sequences has been proven to increase the efficiency of 
the technique in particular the Sobol’ sequence for uniform sampling. Constructing 
the sensitivity indices can be computationally intensive and some numerical approach 
based on surrogate modelling have been introduced as a more efficient methodology. 
 
High dimensional model representations !
The HDMR approach was introduced by as a set of quantitative tools to efficiently 
build the map of the input-output behaviour of a model function involving high 
dimensional inputs (typically  !~10! − 10!). Li et al. (2002 & 2006) postulated that 
in most engineering problems the expansion of functions can be truncated to the 
second order component function.  
! ! ≈ ℎ(!) = !! + !!(!!)!!!! + !!"(!!!!!!!!! , !!) 
 
( D.17 )
  
The Random Sampling HDMR technique (RS-HDMR) is a particular way of deriving 
an HDMR representation through Monte-Carlo sampling. Since the computation of 
multidimensional  integrals can become prohibitive (Sobol’ 1998), an alternative 
technique based on the use of interpolation of over families of low order component 
functions has been introduced by Rabitz and co-workers (Li et al, 2002). Considering 
a set of orthogonal component functions !  it is possible to derive the following 
approximations: 
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!! !! = !!!!!(!!!! !!) 
!!" !! , !! = !!"!" !!(!!)!!(!!)!!!!!!!!  
 
 
( D.18 )
  
orthonormal polynomials (e.g. Legendre) have proven particularly efficient (Li et al., 
2002). Once a family of component functions has been selected the coefficients  
∀!" 1, ! ,!!! = ! ! !!(!! !!)!!! 
∀!" 1, ! ,∀!" 1,! ,!!"!" = ! ! !!(!! !!)!! !!(!!)!!!!!! 
 
 
( D.19 ) 
In practice these calculations are done through Monte-Carlo Integration. There exists 
a direct relationship between the HDMR expansion coefficients and the Sobol’ 
sensitivity analysis technique: 
 !! = !!! !!!!!!  
 
( D.20 )
  
 
 
 
And 
  
199 
!!" = !!"!" !!!!!!
!!
!!!  
 
( D.21 )
  
By dividing by the total variance !  in (7.11) the sensitivity indices are finally 
obtained. However, the total effect coefficients and the total variance, involving 
interaction order greater than three will still require the use of the Sobol original 
approach or the introduction of order three interactions in the HDMR expansion.  
HDMR has been very successful in a number of sensitivity analysis studies. However 
a difficulty arises in the case of a large number of parameters. Although the method is 
capable of presenting high dimensional input-output relationships, the calculation of 
its component often require large sampling sets calculate the coefficients of the 
HDMR, which, in the case of computationally intensive simulation models can 
become very impractical. Similarly, regression based derivation of the HDMR 
expansion (using PCEs) have been reported to be efficient only in the case of a small 
number of parameters (Sudret, 2008). The use of inductive modelling techniques can 
address this particular issue.  
 
A novel global sensitivity analysis: GMDH-HDMR 
As described in the previous section, GMDH possesses a number of advantages that 
are directly exploitable in global sensitivity analysis. Firstly, the method is able to 
handle high dimensionalities, which is particularly desirable in the context of 
biomedical engineering. Secondly GMDH is, by design, a very efficient screening 
procedure in itself by adaptively weeding out unessential parameters in a 
computationally tractable manner. Besides, the method shows good performance for 
small data samples (Lemke, 1997). The method suggested here, relies on the direct 
construction of the HDMR expansion through GMDH inductive modelling. 
Considering an initial set of parameters !! !∈ !,! , additional ‘synthetic’ variables are 
built. These correspond to Legendre orthogonal polynomials of up to a predefined 
order ! and evaluated on the original variables:  !!,! = !! !! , ! = 1. .!. The GMDH 
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algorithm is then performed on these variables only, imposing a multi-linear 
relationship between the variables. The coefficient of the GMDH expression are then 
used to calculate the Sobol’ sensitivity indices. As the GMDH is, as previously 
discussed, structure and parameter estimation the advantages are two pronged: Firstly, 
the method can inductively eliminate unessential parameters during the modelling 
process. This avoids the calculation of coefficients for parameters that do not 
contribute to the variance of the output. It also incorporates the screening step in a 
single procedure. Secondly, by screening the unessential ‘synthetic’ variables, GMDH 
procedure leads to the selection of the optimal polynomial order for the HDMR 
representation. This problem of optimal polynomial order has been discussed in a 
number of studies [Zuninga et al, 2013; Sudret et al, 2009; Ziehn & Tomlin, 2008].  
 
Application Examples 
In this section the proposed approach is tested on a number of examples. The first  
two example are classical test functions for sensitivity and surrogate modelling 
techniques, while the two other examples are models from the biomedical literature. 
The Ishigami Function 
In this example we consider the so-called Ishigami function, which is a highly 
nonlinear function of three inputs: ! ! = sin !!! + 7(sin !!! ! + 0.1!!!!!sin!(!!!) 
 
( D.22 )
  
where !! , ! = 1. .3 are uniformly distributed on the interval −1,1  
We report the compared results of GMDH-HDMR approximation and the analytical 
computation in Table!D61. The method introducing Legendre Polynomial as synthetic 
variables produce accurate results with a relatively low number of function 
evaluations. : 
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 GMDH 
(N=512) 
GMDH 
(N=256) 
HDMR 
(N=512) 
HDMR(N=256) Analytical 
!! 0.3159 
 
0.3186 
 
0.3173 0.3216 0.3139 
!! 0.4439 
 
0.4428 
 
0.4390 0.4375 0.4424 
!!,! 0.2381 
 
0.236734 
 
0.2418 0.2485 0.2437 
 
Table D-1: comparison of Sobol’ sensitivity indices obtained from GMDH with 
analytical results for the Ishigami function 
One noticeable effect of the GMDH inductive modelling is the increase in the number 
of !!  and !!,!  coefficients along with an increase in sample size. Unlike classical 
regression, GMDH does not compute the coefficient corresponding to every 
polynomial up to a certain order, but selects the important contributions in an 
evolutionary fashion. The GMDH procedure starts with 24 potential input variables 
corresponding to the Legendre polynomials of up to order 8 computed for each 
original input variable. In this example the GMDH-HDMR example with 512 sample 
points contains 3 more terms in comparison to the expansion obtained with only 256: 
GMDH-HDMR expansion for N=256 
 !! = !1.63392!!(!!) !− !1.3167!!(!!) !− !0.613232!!(!!) !− !2.01623!!(!!) !+ !1.29603!!(!!) !+ !1.3617!!(!!)! !(!!) !!− !0.993099!!(!!)!!(!!) !+ !3.50991 
 
( D.23 )
  
GMDH-HDMR expansion for N=512 
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 !! = !1.622414!! !! − !1.30349!! !! + 0.18688!! !! !− !0.59350!! !! − !1.95261!! !! + !1.359423!! !!− 0.34924!! !! + 1.387746!! !! !! !! !− 1.09496!! !! !! !! + 0.4073377!! !! !! !!+ !3.50996!
 
 
 
( D.24 )
  
This is an interesting feature of the method as it avoids the computational error that 
flows from deriving the value of all potential coefficients of the HDMR expansion. In 
this particular example with ! = 3 variables, for a maximum order of ! = 8 for single 
effects and ! = 4 for interactions, the necessary number of coefficients is:  
!" + ! !!!!! ! + ! = 72.  
 
( D.25 )
  
This highlights the ability of GMDH to automatically select the optimal polynomial 
order given a maximum potential polynomial order, and a number of sampling points. 
This is due to the very nature of the GMDH modelling process. In effect, as explained 
before and contrary to regression techniques, GMDH construction is not only a 
parameter estimation task but also a structure optimization procedure. Hence it allows 
the selection of the optimal polynomial order as a function of the sample size. This is 
consistent with observations made in the case of the use of RS-HDMR, where higher 
polynomial orders typically entail a higher number of sample points to calculate the 
coefficients with sufficient accuracy (Zuniga et al, 2013). In the next section we test 
the methodology on another well known higher order test function. 
The Sobol’ g function !
In this example we test the approach on a high dimensional standard benchmark 
function also often used in assessing sensitivity analysis approaches. The Sobol’ 
function is the following: 
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! = !!!!! !!!!!!!!!!!  
 
( D.26 )
  
where the input variables !!, ! = 1,… 8 are uniformly distributed over 0,1  and the 
coefficients !! are non negative. The advantage of using benchmark test function is 
the possibility to obtain sensitivity indices analytically.  
In this example the variance !  of !  and the Sobol’ sensitivity indices can be 
computed analytically as follows: In this example the coefficients are choosen as ! = 1,2,5,10,20,40,100,500  
The GMDH-HDMR method was applied introducing 64 synthetic potential variables, 
8 for each input variable. 256 sample points generated by Sobol’ sampling were used 
to derive a multi-linear GMDH expansion from which Sobol’ sensitivity indices were 
derived. 
 
 
! = !! + 1 − 1!!!!  
 
( D.27 )
  
!! = 13(1+ !!)! 
 
( D.28 )
  
!!!,…,!! = 1! !!!!!!  
 
( D.29 ) 
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Table D-2:Comparison of the two suggested approaches based on GMDH against 
analytical values for the Sobol’ sensitivity indices for the g function. 
In table Table!D62, the sensitivity indices calculated from the GMDH approximations 
are compared with the analytical values. The inductive feature of GMDH has an 
advantage in the presence of a larger number of input variables. This potential is also 
demonstrated in the next sections through two biomedical first principle example 
models. 
 
Dynamic model of Acute Myeloid Leukemia 
 
This example is taken from (Pefani et al, 2013). The model describes cellular 
dynamics in the context of the treatment of acute myeloid leukaemia (AML) and is 
described more extensively in appendix B.  The model consist of several compartment 
including, cellular dynamics of normal and cancerous cells, pharmacokinetics, and 
pharmacodynamics for the therapeutic agents considered. In this sensitivity analysis 
study, ten parameters are considered, consisting of pharmacokinetic, 
Index Analytical Value GMDH direct method !! 0.6037 0.5996 !! 0.2683 0.2624 !! 0.0671 0.0650 !! 0.0200 0.0198 !!!"! 0.6342 0.6302 !!!"! 0.2945 0.2894 !!!"! 0.0756 0.0763 !!!"! 0.0227 0.0198 
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pharmacodynamics parameters and cell cycle times. The results are reported in Figure!D62. Once again GMDH-HDMR was able to identify the most influential parameters, 
with significantly fewer data points, only necessitating 256 simulations instead of the 
2000 required to achieve convergence of the sum of the Sobol’ indices to 1. Also note 
the correct identification of the interaction between the two cell cycle parameters. 
Despite some small inaccuracies in the calculation the Sis, GMDH is shown to be, 
once again, an attractive methodology to perform global sensitivity analysis from a 
limited amount of data originating from first principle models simulations.  
 
Figure D-2: Comparison of sensitivity indices for HMDR and GMDH; AML model 
!
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Appendix E: Physiologically based patient model 
of the treatment of AML with DNR and Ara-C !
This physiologically based model describes the actions of a chemotherapy drug 
delivert system, for all step of drug treatments from adminatration to intracellular 
action. The model was presented in Pefani et al (2013).  
!
To start, the initial dose load given to the patient in combination with the 
administration route and injection rate will be used for the calculation of treatment 
inflow, the main input for the PK model. The PK model depends on patient-specific 
characteristics and is comprised of the set of drug mass balances in patient organs for 
the calculation of the drug concentration profile. This profile is the main input for the 
PD model. The PD model calculates the number of both normal and cancer cells 
which have died due to drug administration which are then successively subtracted 
from the starting number of cells in order to calculate the number of each cell type 
which remain following the chemotherapy cycle.  
 
In this section, a mathematical model is formulated to simulate the chemotherapeutic 
action of two anti-leukemic drugs, DNR and Ara-C, commonly used in clinical 
practice for the treatment of AML. The model describes the dynamic interactions of 
leukemic and normal cells exposed to chemotherapeutic drugs by a system of ordinary 
differential equations. 
Treatment inflow !
j
j
j duration
dose
low
,
,
,inf =  
 
( E.1 )
  
bsaudose jj ⋅= ,,   
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( E.2 )
  
3600
weightheightbsa ⋅=  ( E.3 )
  
 
The inflow rate is the rate of the administered dose applied over the dosage duration.  
The dose is adjusted to the patient by its multiplication with the body surface area, 
calculated by Mosteller empirical equation as is currently done in clinical practice. 
These equations are used for the calculation of the inflow rate given the treatment 
schedule characteristics i.e. the dose load and duration of administration. Moreover, 
these two characteristics comprise the control variables for the optimization problem. 
Pharmacokinetic model !
For both drugs, DNR and Ara-C, physiologically based PK models are used to 
calculate drug concentration of the active metabolite in specific human organs at each 
time point. Initially, the drug is injected into the blood and circulates to the whole 
body. The mass balance for the blood compartment is: 
jjBBjKK
DNrCaraj
LeMLiHi
jii
jB
B lowCQCQCQdt
dC
V ,,,
,:
,,,:
,
, inf+⋅−⋅+⋅=⋅ ∑
−
 ( E.4 )
  
where CB,j is the concentration of drug j in the blood compartment, VB is the total 
patient blood volume, Qi is the blood flow in organs i: heart (H), liver (Li), bone 
marrow (M), Le (lean), kidney (K), Ci,j is the concentration of drug j in organs i and 
inflow is the treatment inflow as calculated in (E.1) 
The metabolic action takes place in the liver and the kidneys and then the active 
metabolite is circulated in the body via the blood. The mass balance in the body 
organs i is as follows, 
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iT
jijim
jijiax
jiijBi
ji
i VCK
Cu
CQCQ
dt
dC
V ⋅
+
⋅
+⋅−⋅=⋅ )(
,,,
,,,
,,
,  ( E.5 )
  
!
 
where vmax,i,j is the maximum rate of metabolic reaction of drug j, Km,i,j is the 
Michaelis-Menten constant of metabolic reaction of drug j and ViT is the volume of 
organ tissue where drug metabolism takes place. Since metabolism occurs in the 
kidneys and the liver, metabolism parameters vmax and Km will be zero for the organs 
concerned. An extra factor is introduced in the mass balance of the kidneys (eq. A6) 
to account for the drug clearance (kk,j) . After its metabolism and action, the drug, j, is 
excreted through urine and the cumulative excretion is calculated by (eq. A7). 
KT
jKjKm
jKjK
jBjkjKKjBK
jK
K VCK
Cv
CkCQCQ
dt
dC
V ⋅
+
⋅
+⋅−⋅−⋅=⋅ )(
,,,
,,max,
,,,,
,  ( E.6 )
  
∫ ⋅=
t
jBjkj dtCkU
0
,,,  ( E.7 )
  
There are two major assumptions made in the model presented above. First, a lumped 
system is used for the description of the drug concentration dynamically. Lumped 
systems assume that the concentration is spatially independent. In contrast, distributed 
systems use partial differential equations (PDE) dependent on both time and space 
since drug concentration is assumed to be heterogeneous. The latter system is more 
accurate but the model is described through parameters that usually cannot be 
observed. Moreover, for the rate of metabolism, Michaelis-Menten (M-M) expression 
is used. Metabolism is the mechanism for a molecule to form one or more bi-products. 
A metabolic pathway includes various chemical reactions where enzymes participate. 
The mathematical expression of these reactions would be elaborate and again 
parameters are rare. In most physiological models, the M-M factor is used for the 
calculation of the velocity of a metabolic reaction. The drug administered to the 
patient provides the substrate where the enzyme is linked to catalyze drug metabolism 
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and produce the active metabolite. The velocity of this reaction is 
Ck
Cv
m +
⋅max , where 
maxv is the maximum rate of reaction and mk  is the M-M constant of the reaction. 
Specifically, km is the substrate concentration when the reaction velocity reaches half 
of its maximum vmax. The M-M expression is mainly used for enzymatic reaction of 
one reactant to one product but it can also account for the case of two substrates-two 
reactants, competitive/uncompetitive and non-competitive inhibition (Hoang, 1995).   
 
Pharmakodynamic model !
The PD model is used for the calculation of the drug effect, which is the percentage of 
dead cells due to drug action. The PD model is derived of one equation (eq. A8) 
where the main input is drug concentration in the location of the tumor, which for 
AML is the concentration in bone marrow (CM,j) and is calculated by the PK model. 
jslope
jMj
jslope
jMj
j CE
CE
effect ,
,,50
,
,max,
, +
⋅
=  ( E.8 )
  
Emax,j , E50,j and slope are the PD parameters that depend on the drug j and are 
validated using clinical data.  
 
Cancer Cell Cycle Model !
A dynamic model is used for the description of the cell cycle through chemotherapy 
treatment. The selected compartments are the cells in G1 phase, S-phase, G2 and M 
phases. G1 is the first compartment after the starting point of the cell cycle and lasts 
TG1 hours. Afterwards, the cell proceeds to S-phase (DNA replication). This phase 
lasts TS hours and the cell is transferred to the last compartment, G2 and M that last 
TG2M hours and result in two newborn cells. The mathematical model consists of the 
mass balances between these compartments and is described by the following 
equations, 
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1,1123
1 2 GeffectGkMGk
dt
dG
j ⋅−⋅−⋅⋅=
 
( E.9 )
  
SeffectSkGk
dt
dS
j ⋅−⋅−⋅= ,211
 
( E.10 )
  
MGeffectMGkSk
dt
MdG
j 2,232
2 ⋅−⋅−⋅=
 
( E.11 )
  
where G1, S, G2M represent the cell population in cell cycle compartments, k1, k2, k3 
are the transition rates between cell phases and effect,j is calculated by the PD model 
(eq. A8) and is the percentage of each cell cycle population killed by the anticancer 
drug. The transition rates are functions of the duration of the cell cycle phases and are 
calculated by the following equations, 
11
1
1
GGT
k
µ+
=
 
( E.12 )
  
SST
k
µ+
=
1
2
 
( E.13 )
  
MGMGT
k
22
3
1
µ+
=
 
( E.14 )
  
where µG1, µS, µG2M are the natural apoptosis rates for each cell cycle phase.  
 
As the cell cycle is a dynamic model it depends on the initialization state. The initial 
distribution of the cell population in the cell phases is difficult to measure and will be 
estimated by the following equations, 
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( E.17 )
  
 
Where TC is the total cell cycle time and N(0) is the initial number of cancer cells in 
the modelled cell cycle population.  
 
Normal Cell Cycle Model !
The normal stem cell reserve contains cells which can replicate, differentiate or die. 
These cells are grouped into two compartments, proliferating (P) and non-
proliferating (Q) cells. Non-proliferating cells are G1 phase cells grouped together 
with quiescent cells. These cells are activated and transmitted to the proliferating 
compartment in a rate (β(Q)) that is reciprocal to the number of quiescent cells (eq. 
E.20), i.e. when the number of cells is low, more cells will be activated in order to 
preserve the stem cell population. The set of mathematical equations expressing the 
behavior of normal cells are as follows, 
QeffectQQeQQQ
dt
dQ
j ⋅−⋅⋅⋅+⋅−⋅−=
⋅−
,)(2)( ββδ
τγ
 
( E.18 )
  
PeffectQQeQQP
dt
dP
j ⋅−⋅⋅−⋅+⋅−=
⋅−
,)()( ββγ
τγ
 
( E.19 )
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( E.20 )
  
 
Where γ is the death rate in proliferative phase, δ is the death rate in non-proliferative 
phase, τ is the duration of proliferation, βο is the maximum recruitment rate, θ is the 
cell population of growth phase when 
2
oββ =  and n is a positive parameter depicting 
the sensitivity of the transition rate to the cell population of growth phase. 
 
 Symbol Default 
value 
Deviation 
PK kl,Ara-C 0.069 0.067-0.07 
 kk,DNR 1.5 0.036-1.7 
 kl,DNR 0.015 0.014-0.017 
PD Emax,Ara-C 0.83 0.79-0.86 
 E50,Ara-C 0.29 0.25-0.33 
 Emax,DNR 0. 91 0.88-0.93 
 E50,DNR 0.09 0.076-0.1 
 slopeDNR 1.23 1.06-1.4 
Cell 
Cycle 
Ts 15 6-43 
 TC 60 18-211 
Table E-1 PK, PD and cell cycle parameters and inter-individual ranges used for 
model sensitivity analysis and sensitivity index results 
 
kl,Ara-C is the Ara-C liver elimination rate (min-1) ; kk,DNR DNR clearance rate by the 
kidneys ( !"!"#); kl,DNR is the DNR elimination rate in liver (min-1); Emax,Ara-C is the Ara-
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C maximum drug effect; E50,Ara-C is the Ara-C concentration at half drug effect (
!"!" ); 
Emax,DNR is the DNR maximum drug effect ; E50,DNR is the DNR concentration at half 
drug effect (!"!" ); slopeDNR is the slope scaling factor for DNR kinetics; Ts is the S-
phase duration (hr); TC is the Total cell cycle duration (hr).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 !!!
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Appendix F: GMDH expression for the CSTR 
example (section 7.3.1) 
 
The following expression was derived using the Insights software. !0  and !1 
respectively represent variables ! and !. 
 
! ∗!= !!89.0958!62! + !13.3931!31!62! − !10.6711!62!62! + !286.128!!!!!31! = !!1.64451!21! − !0.614277!22! + !0.470128!21!22! − !0.629716!!!!!!!!21! = !!1.40687!12! − !14.351!11!12! + !7.90104!11!11! + !6.1506!12!12!!!!!!!!!!!11! = !!59.2689!1! − !45.5008! ! !!!!!!!!!!!12! = !!68.8226!1! + !8.16337!0!1! − !53.5878! !!!!!!!!22! = !!1.05107!11! − !1.13048!11!12! + !1.35099!12!12!!!!!!!!!!!11! = !!68.8226!1! + !8.16337!0!1! − !53.5878! !!!!!!!!!!!12! = !!59.2689!1! − !45.5008! ! !!!!!62! = !!−0.345486!31! + !1.32864!52! ! !!!!!!!!31! = !!−0.37653!11! + !1.188!22! ! !!!!!!!!!!!11! = !!68.8226!1! + !8.16337!0!1! − !53.5878! !!!!!!!!!!!22! = !!1.09678!11! + !0.600309!11!12! − !0.0906368!11!11! − !0.428153!12!12!!!!!!!!!!!!!!11! = !!861.362!1! − !119.329!0!1! + !394.105!0!0! − !472.191!1!1! − !378.374!!!!!!!!!!!!!!12! = !!68.8226!1! + !8.16337!0!1! − !53.5878! !!!!!!!!52! = !!0.515148!41! + !0.500839!42! ! !!!!!!!!!!!41! = !!−0.413596!21! + !1.44382!32! − !0.122523!21!21! + !0.282701!!!!!!!!!!!!!!21! = !!1.01402!11! + !0.154829!11!12! !!!!!!!!!!!!!!!!!11! = !!861.362!1! − !119.329!0!1! + !394.105!0!0! − !472.191!1!1! − !378.374!!!!!!!!!!!!!!!!!12! = !!59.2689!1! − !45.5008! ! !!!!!!!!!!!!!!32! = !!1.32381!21! − !0.521947!22! + !0.951183!21!22! − !0.297559!21!21! − !0.628567!22!22!!!!!!!!!!!!!!!!!21! = !!1.04425!11! + !0.269599!11!12! − !0.232216!12!12!!!!!!!!!!!!!!!!!!!!11! = !!861.362!1! − !119.329!0!1! + !394.105!0!0! − !472.191!1!1! − !378.374!!!!!!!!!!!!!!!!!!!!12! = !!59.2689!1! − !45.5008! ! !!!!!!!!!!!!!!!!!22! = !!1.05107!11! − !1.13048!11!12! + !1.35099!12!12!
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!!!!!!!!!!!!!!!!!!!11! = !!68.8226!1! + !8.16337!0!1! − !53.5878!!!!!!!!!!!!!!!!!!!!12! = !!59.2689!1! − !45.5008! ! !!!!!!!!!!!42! = !!−0.783551!21! + !1.76863!32! + !0.284071!21!32! − !0.397022!32!32! + !0.287838!!!!!!!!!!!!!!21! = !!1.01402!12! + !0.154829!11!12! !!!!!!!!!!!!!!!!!11! = !!59.2689!1! − !45.5008! ! !!!!!!!!!!!!!!!!!12! = !!861.362!1! − !119.329!0!1! + !394.105!0!0! − !472.191!1!1! − !378.374!!!!!!!!!!!!!!32! = !!−0.634729!11! + !1.28364!22! + !0.217513!11!22! − !0.433189!11!11!!!!!!!!!!!!!!!!!11! = !!59.2689!1! − !45.5008! ! !!!!!!!!!!!!!!!!!22! = !!1.09678!11! + !0.600309!11!12! − !0.0906368!11!11! − !0.428153!12!12!!!!!!!!!!!!!!!!!!!!11! = !!861.362!1! − !119.329!0!1! + !394.105!0!0! − !472.191!1!1! − !378.374!!!!!!!!!!!!!!!!!!!!12! = !!68.8226!1! + !8.16337!0!1! − !53.5878!
 
