A number of empirical studies using students as subjects has been carried out in the last few years. These studies are usually conducted as pilot experiments that allow researchers to fine-tune an experiment before deploying it in an industrial environment. Though one of the issues usually taken into account with these experiments is their external validity, other issues need to be considered, such as the usefulness of these experiments in the context of a software engineering course. This chapter concisely reports on three empirical studies performed at the Università degli Studi dell'Insubria during the ESERNET project and two other empirical studies that we carried out previously, all with students as subjects, so as to provide the context for a discussion on the research and the educational goals that should be taken into account when carrying out an experiment with students to make it successful from both an empirical and an educational viewpoint. Finally, we provide some advice on how to carry out empirical studies with students based on our experiences.
Introduction
Quantitative management helps plan, monitor, control, evaluate, and improve software projects based on solid evidence. Measurement-related activities, such as data collection and knowledge extraction from data, should become a part of software engineering practice in software organizations, and so need to be integrated with the other activities of the software development process. Quantitative assessments should be applied to the processes, methods, techniques, and tools used by different software organizations. Because of their impact on software quality, costs, and development time, quantitative assessments should be applied to new processes, methods, techniques, and tools that are proposed before they are deployed in industrial software environments.
Even though quantitative information is sorely needed about processes, methods, techniques, and tools, few software organizations use measurement-related activities to obtain solid information. In this context, empirical studies may be used to • quantitatively assess the specific objects of study (processes, methods, products, etc.) at hand;
• show the advantages of empirical software engineering and open the way for larger-scale data collection activities. However, empirical studies in industrial settings require a good deal of time, effort, and resources, so they need to be planned and carried out carefully. Before running experiments at software companies, it is therefore advisable to carry out pilot studies with students in academic settings. Pilot studies with students are actually often used with several goals in mind, some are technical, such as obtaining preliminary evidence that supports research hypotheses, while others are organizational, such as finetuning the details of the empirical study.
At any rate, carrying out pilot studies should be a two-way street, i.e. both the researchers and the students should obtain something of benefit. The scientific literature has usually examined the advantages of pilot studies only from the researchers' point of view. However, if measurement-related activities are to become a part of accepted practice, it is important that empirical studies are a part of software engineering classes where the students learn how to perform the activities of a software engineering, e.g. program, design, test, specify, etc. By the same token, students should also be introduced to other activities that may be part of their job, such as data collections. Since software development is an inherently creative process, getting used to these activities early may even be more important in software than in other business areas. More importantly, empirical studies should be used as a pedagogical vehicle that helps students have a better understanding of the concepts taught in a software course. It is our belief that empirical studies should provide benefits not only to the researchers, but also to the students.
In this chapter, we report on a set of empirical studies we have carried out using college students as subjects. Based on our experience, we discuss the main benefits to researchers and to students from the execution of empirical studies in software courses. In addition, we offer a number of lessons learned about making empirical studies during software college courses successful. Thus, we view our contribution as a starting point for a much-needed discussion about the relationship between empirical software engineering and software engineering education.
Each of the studies from the set described above will be briefly discussed in Section 2. Three of the studies were carried out at the Università degli Studi dell'Insubria during the ESERNET project on (1) the verification of software programs, (2) software design reading, and (3) the design of web applications. The fourth study was carried out at the University of Maryland, the original study of which the software design reading was a replication. The fifth study was carried out at the IDI NTNU in Trondheim on software process issues. These studies encompass a variety of different software engineering application fields, and allowed us to gather diverse experience on empirical studies with students.
The software engineering education community has been active during the last 30 years striving to provide a pedagogically sound framework for educators [1] [2] [3] . Some of the issues discussed by this community are computing programs and curricula [4] , specific courses [5] , laboratories, and alternative ways of teaching. Among other proposals, the importance of practice-based software engineering education is well accepted in the community and some good examples are reported in the literature [6, 7] . However, "too few academic programs offer curricula that focus on this type of education. [8] " Therefore, empirical studies may be also seen as a way to promote practice-based software engineering.
This chapter is organized as follows. Section 2 provides a concise description of the five empirical studies with students as subjects used to identify the benefits for the researchers and the students and the lessons learned for carrying out empirical studies with students. Section 3 describes the perspective benefits for the researchers and the students that may be achieved with empirical studies in software college courses. Related works that have appeared in the literature on empirical studies with students are summarized in Section 4. Based on our experiences, we illustrate and discuss a set of lessons learned that may be useful to the researchers carrying out empirical studies with students as subjects in Section 5. The conclusions and an outline of future work are in Section 6.
Empirical Studies
Here, we briefly report on a few empirical studies that we have carried out with students as subjects. Three of them have been carried out at the Università degli Studi dell'Insubria in the context of the ESERNET project, while the others are previous studies that give additional support in our discussion on the use and the usage of empirical studies with students.
The description of each empirical study will be structured as follows: 
Scope and Basic Ideas
This empirical study focused on a stopping rule for testing of both OO and non-OO systems. The basic idea is that the decision on when testing should stop is highly subjective and cannot be based on statistical techniques. This idea is supported by theory (an unwieldy number of inputs would be needed) and common practice (testing must be an economically viable technique). Thus, the testers need to reach a sufficient degree of confidence that the program will execute correctly on the next input, i.e., they do not deem further testing to be necessary. A more complete description of this study can be found in [9] .
Main Goals, Assumptions, and Hypotheses
The main goal of the empirical study was to investigate the changes in the subjective degree of belief in the correctness of a program on a specific input subdomain as testing proceeds. The results obtained on each subdomain can be combined to obtain a result for the program as a whole. Thus, the study can be useful for small, mid-size, and large projects.
Specifically, the goal of the experiment was to study the variations in the degree of belief that the program will execute correctly on the next input, based on the fact that it has executed correctly with the previous inputs. One of the assumptions of the study is that the program under test is of good quality, i.e., it is in its final stages of testing. This assumption is consistent with the final goal of devising a stopping rule for testing.
It seems reasonable to suppose that, with every input (extracted from a subdomain) that does not cause a failure, one gains more confidence in the correct functioning of the program on that subdomain. If this was not the case, then testers would only stop because the time or resources for testing have been consumed, and not because they have good confidence that the program behaves correctly on that subdomain. A number of hypotheses were tested. Here, we report only on the most important ones, and we only provide the "alternative hypothesis," since the "null hypothesis" is its logical negation:
Hypothesis 1. If a program executes correctly on an input, then the degree of belief that it will execute correctly on the next input increases; if a program executes incorrectly on an input, then the degree of belief that it will execute correctly on the next input decreases.
In addition, we studied whether there was a difference in this "rate of optimism" between test sessions in which the subjects were allowed to create their own test suites and test sessions in which the subjects received the test suites. For instance, given test suites are often used during regression testing. 
Experimental Setting
Two groups of subjects participated in the experiment. Both groups were composed of undergraduate students, though the students in one group were more experienced.
The subjects were given • six Java programs, three of which had faults seeded • test suites for three programs • only the specifications and the final product for 2 programs • the specifications, the final product, and the design for 2 programs • the specifications, the final product, the design, and the source code for 2 programs An automated data collection mechanisms was in place. The experiment was carried out on Personal Computers.
Steps
• Introduction to testing techniques • Background explanation to the subjects on the goals of the study • Experiment execution • Data analysis
Main Results
The results seem to confirm the initial hypotheses of the study.  Hypothesis 1. On average, the degree of belief changes in the expected direction. It increases after each correct execution of the program, and decreases after each incorrect execution. The data are in Table 1 . Column "Sample" describes whether the data in the row are about the entire sample ("Total") or the programs for which the subjects were either allowed to build test suites or they were given test suites. Column "mean (stdDev)" contains the mean value and standard deviation of the percentages of times the change of the degree of belief was in the expected direction. Column "median" contains the median of this percentage. Column "N" contains the sample size. The difference between these two values is highly statistically significant.
Discussion
In addition to confirming the basic hypotheses, the study also allowed us to acquire preliminary insights into the degree of belief at which testers decide to begin and stop testing a subdomain of a program.
Future Work
These preliminary insights need to be further investigated, since they may depend on • the time constraints given for allowing testing • the measurement instruments; for instance, it is possible that the results might change if the subjects are asked to report the degree of belief that the program will fail with the next input • the experience of the subjects, i.e., professionals may show a different threshold of the degree of belief at which testing should stop
Web Design

Scope and Basic Ideas
We studied the effort needed for designing Web applications from an empirical point of view. The subjects were asked to use an OO design notation, called W2000, to design web applications. A more complete description of this study can be found in [10] Main Goals, Assumptions, and Hypotheses The study had three main goals:
• compare the relative importance of each design activity (specifically, we compared the efforts to build W2000's information and navigation models), to (1) identify possible improvement points in the design process and (2) better plan the design phase • assess the accuracy of a priori design effort predictions and the influence of some factors on the effort needed for each design activity • assess the students' perception of the quality of the designs obtained.
Even though this is an exploratory study, we studied the following hypotheses, among others. 
Experimental Setting
The subjects received • the specifications of a pilot application (a hypothetical e-commerce application; what changed from project to project was the application domain: books, CDs, groceries, etc.)
• a questionnaire before starting the design, to set their expertise and make them estimate the effort required during the various activities of the design phase • a questionnaire while completing the model to measure directly the actual effort.
Steps
The subjects were taught to design their applications with W2000 as a part of an advanced web design class.
• The subjects were assigned the applications to design.
• After reading the requirements, which were written in an informal style, the subjects were asked to fill out a questionnaire to • acquire information on their general proficiency in computer-science-related college courses • acquire information on their expertise on Web technologies and design methods, and • make them estimate the overall design effort, trying to split it according to the main models required by W2000
• While completing their designs, the subjects were asked to fill out a second questionnaire to report the actual effort spent in the different phases/models), list the tools they used, and self-evaluate the quality of their work.
• The data were analyzed.
Main results
Standard statistical techniques were used, such as Mann-Whitney test, Wilcoxon's test, and Ordinary Least Squares. Hypothesis 1. Table 2 contains the statistics of our results. We used 49 data points, since we had 49 respondents for both ActInfoEff and ActNavEff. All the actual and estimated effort data represent work-hours. The median of ActInfoEff is much greater than the median of ActNavEff. The Mann-Whitney test for the medians showed that the probability of the opposite result is less than 0.0001, as shown in the p column of Table 2 , so we can conclude that our hypothesis is certainly acceptable at the 0.05 level. This is also supported by the fact that 45 out of 49 subjects reported a value of ActInfoEff greater than ActNavEff. By using Wilcoxon's matched pairs signed rank test we obtained even better significance results.
Hypothesis 2. The statistics for the comparison of ActEff and EstEff are in Table 3 (here, we had 44 respondents). The median value of ActEff is much greater than that of EstEff. The statistical Mann-Whitney test shows that the p-value of Hypothesis 2 is 0.0006, so we can conclude at the 0.05 level that the data show that the median of ActEff is greater than the median of EstEff, i.e., the estimates are overly optimistic. This is also confirmed by the fact that a large majority of subjects (36 out of 44) reported a greater value for ActEff than EstEff. Table 4 summarizes the model statistics. Five outliers were identified during the analysis, so our results and model are based on N = 39 data points. In Table 4 , the insufficient statistical significance of the Intercept shows that we cannot rule out the (null) hypothesis that Intercept = 0, while the statistical significance of the coefficient of EstEff is very good, i.e., we can safely conclude that EstEff can be used to predict ActEff. The value of the estimate of the coefficient of EstEff, which is greater than 1, confirms that the subjects tended to underestimate the actual effort. At any rate, the estimated effort is useful to predict the actual effort, once one knows about this underestimation problem. Hypothesis 4. No correlation was found between the students' self-grading and the the grading provided by the instructor.
Discussion
Even though the study was mainly an exploratory one, we have been able to acquire an initial body of evidence on web design effort, which will be useful for future studies.
Future Work
Future research plans include:
• Using measures for internal design attributes; based on the students' projects, i.e., investigating whether internal design attributes (e.g., size, complexity, cohesion, coupling) are related to effort;
• Including an automated measurement tool in the tool that supports the W2000/HDM notation; • Investigating prediction for other external attributes than effort;
• Investigating the following of web development phases, e.g., implementation and verification;
• Replicating and refining this study, based on the experience we have acquired
UML Reading at the University of Maryland
Scope and Basic Ideas
The empirical study focused on evaluating the Object Oriented Reading Techniques (OORTs) used to inspect UML design documents. The main idea is that because the multiple UML documents used to describe a system each assume a different perspective, it is not always obvious how these documents should be inspected. Therefore a set of techniques was created to aid inspectors in comparing the various UML artifacts both with themselves and also with artifacts from the requirements phase of the lifecycle.
Main Goals, Assumptions, and Hypotheses
As the OORTs were a relatively immature technology, this study was exploratory in nature rather than confirmatory. The main goals were:
• To get qualitative feedback from the subject as to the feasibility and usefulness of the techniques.
• To understand if different types of techniques led to different types of defects being found.
• To get some idea of the effect different kinds of experience has on the subjects.
• To help the subjects begin to understand the difficulties in evaluating and improving software processes.
Even though this was an exploratory study, we studied the following hypotheses.
Hypothesis 
Experimental Setting
The subjects were graduate students in graduate level Software Engineering class. Subjects were given a set of UML documents to inspect. Some of the subject teams had previously inspected the requirements document from which the design was created and the other teams had not inspected those requirements. Subjects worked in teams with one subject performing the inspection while his or her teammate observed and took notes. The reason for the note taking was so that each team would have sufficient information to support conclusions drawn about the OORTs in the analysis report they were required to write after completion of the inspection.
Steps
• Subjects were trained in Inspections and OORTs. Subjects were also trained in how to observe and take notes about their teammate.
• Explanation of inspection assignment and relevance to the material being learned in class.
• Execution of inspection assignment • Writing of report • Data analysis
Main Results
In line with our goals, this study provided more qualitative results than quantitative results. The qualitative data showed some potential ways of improving the techniques:
• Order of dealing with information (process steps) must match the subjects' own way of thinking about the problem.
• Amount and type of training needed to be modified • Differences in design approaches could affect design inspection. Hypothesis 1. The results showed that different defects were found by the horizontal techniques and the vertical techniques. For one of the designs inspected, of the 25 different defects discovered, only 2 were found by both a vertical and a horizontal technique. The horizontal techniques found 13 unique defects while the vertical techniques found 10 unique defects. For the other design inspected, of the 22 different defects discovered, only 4 defects were found by both horizontal and vertical techniques. The horizontal techniques found 9 unique defects and the vertical techniques also found 9 unique defects.
Hypothesis 2. Inspectors who participated in a requirements inspection of the associated requirements documents did not find more defects than those who had not participated in a requirements inspection of the associated requirements document. Subjects who participated in the requirements inspection found 20.6% of the defects while those that did not participate in the requirements inspection found 17.2%, but this difference was not statistically significant. Hypothesis 3 Inspectors who were more familiar with the application domain found significantly fewer defects than those who were not familiar with the domain. The subjects inspecting the design artifact from the familiar domain found 12.6% of the defects on average, while the subjects inspecting the design from the unfamiliar domain found 25.1% of the defects on average. The p-value for the t-test run between these two groups was .002, showing statistical significance at the 0.05 level.
Discussion
Even though this early experiment on the OORTs did not provide a lot of quantitative data, this study confirmed the basic hypothesis that the OORTs were feasible and useful. Additionally, the qualitative data provided the researches with some clear information about how the techniques should be evolved to be more effective.
A number of replications by other researchers were conducted as a result of this study. After further replications in the university [16] and associated modifications to the experiment, it was successfully run in an industrial setting [19] .
Future Work
The qualitative data indicated some specific types of modifications necessary to improve the techniques. The future steps involve making the techniques focus more on the semantic checking during the inspection and less on the syntactical comparison of the artifacts. Also, based on the feedback, the training was modified to ensure that the subjects are trained in the necessary skills.
UML Reading at Università degli Studi dell'Insubria
Scope and Basic Ideas
The purpose of the experiment was to study reading techniques for detecting faults in UML designs.
Main Goals, Assumptions, and Hypotheses
Even though it originated from previous studies carried out at the University of Maryland, the study was an exploratory rather than a confirmatory one. Therefore, the main goals were to • acquire evidence on which to base further studies, since the existing body of evidence on the inspection techniques studied still needs to be augmented • "iron out" the problems related to setting up an empirical study on UML inspections, so as acquire information that can be used in future replications of the study; in particular, problems due to: (1) the fact that students are not used to using inspection techniques for assessing documents; (2) cultural differences between the U.S. and Italy; (3) different ways of carrying out the study (e.g., during classes vs. at home) • compare two specific types of inspection techniques, horizontal (for ensuring design consistency) and vertical (for verifying the design against system requirements) An additional goal was the use of the information collected as a part of a model that estimates the number of faults still remaining in a UML artifact after an inspection is carried out.
Experimental Setting
The subjects were undergraduate students. They were given diagrams from a UML case study which had faults seeded. Data were collected by means of paper forms.
Steps
Explanation of UML
• Introduction to the inspection techniques used in the study • Background explanation to the subjects on the goals of the study
Main Results
The study did not produce a sufficient quantity of data to afford a complete statistical analysis, so more evidence should be gathered on which further hypotheses could be based. A replication has already been planned and will be carried out in 2003.
At any rate, even the limited number of data collected made it possible to estimate the number of remaining faults, by using data analysis techniques borrowed from the software reliability field. During data collection, the students were asked to write the time at which they had found a problem while reading. Thus, each subject that returned the data collection forms also returned a time series for the faults detected, which can be used as the input to a software reliability model.
Discussion
Even though this first empirical study did not provide a sufficient body of evidence, it was nevertheless important to understand the reasons of this outcome, so that the experiment can be more successful in future replications.
The reasons for the limited amount of data were several, starting with the fact that the total number of subjects in the class was fairly small, so any cause of "mortality" could reduce the number of "surviving" subjects below a statistically significant threshold. In our case, insufficient motivation played a key role in the outcome of the empirical study. The reasons for this lack of motivation can be summarized as follows:
• the subjects had already participated in another experiment carried out for ESERNET, so there was a "routine" effect that made the subjects less motivated • because of the class schedule, the experiment had to be carried out at the end of the semester, when several students were already more prone to study for the exams; when deciding on how to allocate their time, several students chose to study for other exams; that was a rational decision on their side, since it was more "profitable" for them to pass other exams than to devote time and effort for something that would only help them pass one exam.
• the time initially allotted for the study was not sufficient, so the experiment took longer than initially indicated • the data collection mechanism could not be automated • the nature of the empirical study was different from the study on testing, which had a "hacking" component to it • the contribution of the experiment to the learning process was not fully understood. The last point deserves further attention. Experiments should become an integral part of Software Engineering classes. It is important that an experiment provide the students with a value added in terms of what they learn and that the students understand this value added.
Future Work
The lessons learned in this experiment will allow for • future replications of the experiment, as already planned • further studies on how to use experiments in software engineering classes as a part of the teaching/learning processes.
E3
Scope and Basic Ideas
The empirical study focused on the evaluation of the E3 Process Modeling Language (PML) and tool for the purpose of model creation.
Main Goals, Assumptions, and Hypotheses
The goal was to validate the E3 process modeling language (PML) and associated tool support. The main hypothesis was that the E3 PML and associated tool are easier to use than a standard modeling language and corresponding tool for the creation of software process models.
More specifically, this hypothesis can be set in a quantitative fashion as follows: For the purpose of creating software process models, the average number of problems (P1) that students encounter when using E3 (PML and tool) is less than the average number of problems (P2) they encounter when using IDEF0.
Experimental Setting
This work has been performed in the context of a larger case study in which 40 students (organized into 10 groups) from a software quality and process improvement course interacted with a large telecom company. Among other tasks, the students were asked to model a process fragment from the telecom company, and to report about the problems encountered. Five groups modeled with E3 and five with IDEF0.
Except for one PhD student and three business administration students, all students were majoring in computer science. The groups were hence quite homogenous in age and knowledge.
The experiment was carried out on PCs. Automated data collection mechanisms were not in place.
Steps
Introduction to process modeling as a topic of software process improvement • Background explanation to the subjects on the goals of the study.
• An external actor from a company introduces the process fragment to be modeled.
• Experiment execution • Data analysis
Main Results
Based on non-parametric statistical analysis of the data, it is possible to conclude that we are 90% sure that there will be less problems when using E3 PML than when using IDEF0 for the purpose of creating software process models. 
Discussion
There are risks associated with the proposed conclusion:
• The data were collected under the assumption that all the problems are equal. It could be the case that the two problems observed with E3 are extremely serious while the nine problems observed with IDEF0 all are small.
• The use of a normal distribution approximation may not be totally accurate.
We thus have to treat our conclusion "there will be less problems when using E3 PML than when using IDEF0 for the purpose of creating software process models" with some reservation.
Future Work
This experiment is published in [11] . More data are needed to increase our confidence in the conclusion. In addition, we should extend the data collection by letting the subjects:
• Record the time they used to model the process • Record the criticality of each problem, for example on a three value scale low, medium, high).
Discussion
In this section, we first discuss a number of goals that a researcher will want to reach by means of empirical studies with students (Section 3.1). Then, in Section 3.2, we discuss a set of possible benefits for the students.
Goals for the Researcher
Empirical studies in industrial settings require time, effort, and resources, so they need to be planned and carried out carefully. Empirical studies with students are a way of reducing technical and organizational risks. Therefore, researchers may have a number of goals in mind when carrying out goals with students, including:
• Obtain preliminary evidence to confirm or disconfirm hypotheses. In Software Engineering, as in any other scientific or engineering discipline, new ideas should always undergo an empirical validation before being tried in industrial settings. As a part of the scientific process, the researchers themselves profit from, albeit limited, experiences that can help change or refine the research hypotheses if needed. Obviously, all of the studies we outlined above had this objective.
• Show software companies the relevance of the research and the usefulness of carrying out empirical studies in their own environments. A new idea certainly acquires more strength if it is accompanied by empirical evidence that shows its practical usefulness and an idea of the extent to which its application might contribute to the achievement of a software company's goals. If the evidence gathered via an empirical study with students is positive, software companies are more likely to be willing to participate in further studies in their own environments. The empirical study on testing at the Università dell'Insubria has certainly helped get in touch with a local company to cooperate on the specific empirical study and, furthermore, other testing-related activities. The UML studies resulted in important changes to the processes that were being investigated and accumulated evidence that the processes were feasible, helping to facilitate later studies of the technology in industry. The E3 experiment was itself in fact part of a larger cooperative project with a large Telecom company. This experiment can be seen as a step in gaining mutual respect and comprehension of research and educational activities.
• Show software companies the feasibility of carrying out a full-fledged empirical study in industrial environments, and fine-tune its organization and details before it is carried out in an industrial environment. The experience gathered by means of studies carried out with students is useful to software companies (and the researchers themselves) in assessing the amount of resources needed and the amount of time required for a full-scale empirical study. Planning an empirical study is hardly a simple task. Even when the problem and the hypotheses are well understood and spelled out, many details can hinder the execution of the empirical study. A study with students may be useful to test the experimental design and iron out a number of possible problems before it is actually run in the industry, when the cost of failure would be very high. In addition, researchers would like to avoid problems due to even trivial mistakes because that may make it much more difficult for them to work with an industrial partner in the future. All of the above studies have allowed us to find problems in our empirical studies and remove them. The testing experiment has shown the feasibility of carrying out this empirical study and others. Running the UML studies in student environments did not directly produce changes to the design that was later applied in industry, but led to many associated improvements in conducting the study. For example, it allowed the researchers to give much more reliable time estimates to subjects for the experimental treatments.
• Produce an experimental "kit." The materials, guidelines, and data collection procedures need to be carefully prepared and tested before running an empirical study elsewhere or in the industry. This also helps in future replications of the empirical studies, in both academic and industrial settings. For instance, the UML reading experiment carried out at the University of Maryland resulted in the production of an experimental kit, which was later reused at the Università dell'Insubria and elsewhere. The empirical study on the Bayesian approach to finding a stopping rule for testing has also generated an experimental kit, which will be used in future replications in other academic environments or in the industry.
The scientific literature has often focused on the possible risks associated with drawing general conclusions from empirical studies carried out with students, i.e., on the external validity of the results, and therefore their industrial relevance. While this is certainly an important problem, we would like to point out that:
• External validity is an issue that needs to be taken into account in any empirical study, not only in empirical studies with students; as a matter of fact, there are many different variables (e.g., cultural and technological ones) that are involved in a study, and the subjects' experience is only one of them;
• Obvious as it may be, having an empirical validation with students of some phenomenon of interest is better than no validation at all; too many Software Engineering techniques are introduced in work environments without any kind of preliminary empirical assessment;
• In many contexts, especially in the current US educational climate, the line between students and novice professionals is being blurred. More and more students are working over the summers or as interns in industrial environments, meaning they bring an expanded set of skills to many upper-level courses. Thus, while one should not unduly overemphasize the general significance of the results obtained via empirical studies with students, those results do have relevance to the progress of the field.
Goals for the Students
Including experimental activities in software engineering classes also has a number of immediate benefits for the students while they are studying. Here, we list some benefits that students may receive from being involved in empirical studies during their Software Engineering education.
• Education on state-of-the-art topics: All of the above empirical studies were carried out on research topics with close connections to the state of the art, since they investigate problems that still need to be solved. In the context of a software quality and software process improvement course, process modelling is an important topic. Though the relevance of a tool like E3 is subjective, E3 includes aspects that are not included in other systems, so participation in the experiment exposes students to a wider range of options and provides them with "food for thought". Even though UML is gaining widespread acceptance in Software Engineering curriculums, inspections are probably less commonly taught than other V&V techniques such as testing. In addition, structured methods for reading and inspections are usually taught with reference to software code-much less common with reference to other software artifacts, such as requirements or designs.
• Self assessment: Students can assess for themselves what they know and what they do not know on a specific topic. As long as they attend only lecture classes, stu-dents are not forced to think about the various aspects of what the teacher explains. This is what happened with the UML reading studies. Several students had problems reading UML diagrams because they did not understand that there were several aspects in a UML diagram that need to be addressed.
• Industrial relevance: Students can get better insights on specific problems, since experiments are usually carried out with an industrial final goal in mind. The testing stopping rule is a well-known problem in software development. The problem of devising a stopping rule for testing is not something that students may have a direct experience on even after they are taught testing techniques. Several proposals exist, but none has gained a universal consensus. Inspections are more and more widely used in the industry, especially for artifacts that are not executable. The idea that one needs to check the consistency across several parts of a document may not be common for students, since they might be more used to and interested in building systems than revising documents. The process modeling experiment clearly is an example of the industrial relevance of empirical studies. The fragment to be modeled was extracted from the process manual of a big software organization. The process was even presented by the process owner of the organization. There is a risk that the complexity of a full-fledged industrial application makes it difficult for the actual educational goals to be achieved.
• Problem-based software engineering education: Experimental designs can help teachers design problem-based educational initiatives. Our experience is that a process modelling exercise can easily become an experiment on the same topic. This point makes sense in contexts in which such exercises do not previously exist. In addition, instructors may be willing to change the way they teach a subject only if they can see the advantages from an educational and a research point of view.
• Empirical methods: Participating in studies shows students the advantages of using quantitative methods even in a human-intensive business such as software engineering. The empirical study in Section 2.1 (on a stopping rule for testing) showed the students that decisions are made, even at an implicit level, based on some kind of "gut feeling," which can be quantified via subjective assessment as a degree of belief. The study on web design showed the students that it is important to estimate the effort needed to carry out a software development activity. Paradoxically, the need for sensible effort estimation was highlighted by the empirical study on UML inspections at the Università dell'Insubria. This showed the students that software engineering education should include topics on empirical methods more than it currently does. By involving them in an empirical study, students may realize that there is a need to base the improvement of at least some software development activities on firmer grounds.
• Third party assessment: Participation in studies shows students that they should not be afraid of being the subjects of empirical studies and data collection activities in general. Students may believe that during their work life they will not be subject to assessments and they will not have to submit reports. On the contrary, they need to have first-hand experiences that they will be continuously subject to evaluations and that they will have to continuously turn in questionnaires and data for various purposes. The W2000 empirical study forced students to submit estimations on the effort it would take them to complete the various tasks they were required to carry out and then another form in which they summarized the actual values. This kind of data collection is routinely done in many software organizations.
Related Work
This chapter investigates the relation between empirical software engineering and software engineering education. An extensive literature exists in both fields; in addition, a number of papers have been published that report on experiments that used students as subjects. So, our review of the literature will not be exhaustive, but we would like to offer an overview of several papers that are closely related to our goals, to illustrate the state of the art. Moreover, there are some works [12] [13] [14] which explicitly address research questions about the relationship between empirical software engineering and software engineering education.
To show how they are related to the research and educational goals we have outlined in Section 3, we have organized the discussion on these works by using those goals, as summarized in tables 6 and 7. Obtain preliminary evidence to confirm or disconfirm hypotheses An example is a study on defect detection methods for requirements inspection [15] . Conditions for running experiments with students are identified and described [13] . These are based on generally accepted criteria for internal and external validity evaluation of empirical studies. Show software companies the relevance and usefulness of the research Data collected from a series of classroom empirical studies of a new inspection technique for objectoriented designs (described in [16] ) were useful not only for helping evolve the techniques themselves, but convinced an industrial company to try them out in a case study in their own environment, with good results [17] . Show software companies the feasibility of carrying out full-fledged empirical studies in industrial environments. Fine-tune the organization and details of an empirical study, before it is carried out in an industrial environments Studies including both student and industrial data enable researchers to distinguish between expected behaviors for both groups [18] . A study with undergraduates at the University of Trondheim discovered that the time estimates used for the treatment were too short. The student study gave the experimenters a chance to identify and correct this problem without using expensive professional subjects, and later led to a successful industry experiment [19] . Produce an experimental "kit."
The study reported in [20] describes how multiple replications with planned variations are necessary for building a "body of knowledge" about development technologies. The paper also describes how such replications can be facilitated by experimental kits. A format for experimental kits and a system for their maintenance and updating are proposed in [21] . Experiences with experimental kits and replications in general are discussed in [22] . From these experiences, quality goals are elaborated for evaluating the usefulness of kits. Table 7 . Goals for the students as addressed in the literature.
Education on state-of-the-art topics
The introduction of the Personal Software Process in a software engineering curriculum is discussed in [12] . Moreover, estimation in software development and its relation to education is addressed in [18] .
Self assessment
If the output of student assignment is used for research purposes, then the researchers provide good solutions. See for example the solutions published in [23] . These solutions can be used by students for self assessment.
Industrial relevance
Students participate in the same activities as industrial developers [18] . This helps to motivate them that their tasks are of industrial relevance. Problem based software engineering education Issues involved with "teaching by doing" are discussed in [24] .
Empirical methods
The issues of introducing empirical methods in education are addressed in [2] ("… we should teach students how to use metrics to quantify applicable project and product attributes, to evaluate the claims of methods and tools through objective criteria, and to use quantitative tools as an aid to prediction and assessment …") In the case study reported in [25] , students are asked to analyze and present empirical data. Third party assessment Students may learn to see their work as a part of a case study subject to measurements and analysis, as shown in [25] .
Lessons Learned for Classroom Experimenters
Based on the experiences described above, we would like to offer the following concrete advice for researchers running experiments in a classroom environment. Many of them will not be surprising; in fact, they may strike many readers as obvious parts of planning and conducting a university course. However, our experience has been that these areas merit special attention because it is easy for an instructor to believe he or she is adequately prepared, when in actuality much more effort is needed to properly deal with the many threats to validity that any study will face. It is our hope that this list can be a useful reminder of things for instructor/experimenters to doublecheck during course preparation:
• Make sure the study is well-integrated with the goals and materials covered in the rest of the course. On the assignment sheet, explicitly state the anticipated educational benefits for students. Instructors are more familiar with the course material than students, and often see the big picture of how the assignment fits into the class but do not communicate that knowledge in sufficient detail. For example, in some of the inspection studies described previously, students have been confused as to why inspection in particular is singled out for special attention, when so many practices are taught during the entire course. We have found that students need help abstracting up the idea that the evaluation methods applied to this particular example practice are generally applicable and can be used for other practices of concern. As a result, the assignment description needs to be written so as to highlight the lessons students will learn about empirical evaluation rather than about the specific practice.
• Give realistic time estimates. If necessary, run a pilot study or use a few volunteers to test the estimates before giving them to the class. One of the frustrating things about learning software engineering for students is that there is no definitive right answer to many questions, against which their own answers can be compared. For example, even the best-written requirements documents tend to have ambiguities and make certain assumptions about the outside knowledge required. While it can be instructive to ask students to report defects found in such a document, it is unlikely in the extreme that any student will find all and only the defects intended by the instructor. In such an environment, students seem more willing to compare their performance on a task to subjective evaluations of how long it should take, than to their own gut feelings of when the proper result has been achieved. For this reason, mistaken time estimates cause a great deal of frustration and even anger on the part of students, who might feel less intelligent for not being able to get a task done in an arbitrarily short period of time. If subjects become frustrated, the data provided may be of lower quality because subjects may either quit before completing their task, or may do a poor job once they have exceeded the estimated time. Furthermore, people tend to shy away from processes in general. If students learn a new process and it requires more effort than the estimate they are given, they may become disillusioned with the benefits of software processes and see only that process is overly time-consuming and provides little benefit.
• Properly motivate the subjects but do not reveal the goals, measures and analysis to them prior to executing the study. Do make it clear after executing the study what the study design and analysis are all about. Although the temptation to explain the specific hypotheses of the study to subjects is fed by good intentions (mainly a desire for students to understand the activity in which they are taking part), doing so can bias the running of the experiment and thus negatively affect the results. Once they are made aware of what measures will be collected and studied, subjects in any study have a propensity to pay more attention to those measures and behave differently than they would in ordinary circumstances. They may also take steps to improve their performance on one treatment but not others; for example, an unconscious desire to please the instructor may make students try to excel at using a new technique that is being introduced. By not making it clear before the study exactly what comparisons will be done, subjects are given less feedback that would permit them to emphasize certain behaviors over others. On the other hand, we have found it very beneficial to give feedback to subjects about the overall design of the study after the data collection has concluded. This benefits the students, as it is a chance to learn about experimental design, how the activities they took part in relate to one another and how to reason about the results of analysis. It is also beneficial to the experimenters, because once the data has been collected students can give objective feedback about what really occurred, for example how closely they conformed to given processes. In some cases, we have even had students suggest new explanations for observed results. (People are often the best explainers of their own behavior!) In general, we have found feedback sessions to be such a mutually beneficial practice that we almost always schedule some time for them in the semester, either in individual office hours or in classroom discussions.
• Allow students a chance to give feedback. Make their opinions, if clearly based on empirical evidence, count. An important way to motivate subjects is to make it clear to them that their feedback counts more than their simple ability to follow a process and generate data. Since software processes are interesting only in so far as they are able to be executed by human beings, the responses of subjects as to whether the given process is too onerous, too time-consuming, etc., should be interesting to researchers also. Our experience has been that students seem to do better as subjects when they understand that their role is to undertake an objective evaluation of a new process, which may be either good or bad, and not to simply generate data to support a foregone conclusion. The flip side of this is that educators as always must stress that not every opinion is equal; carefully-reasoned opinions supported by the evidence are what is desired. Also, subjects may be more diligent when they know that their feedback, if it is supported by actual data and experiences, will be honestly heard by the researchers.
• Grade on the quality of the data produced, process conformance or the students' ability to evaluate the technology being studied, not on the results of applying the technique. In early experiments of this type, we tried to motivate students to perform well by grading them on the number of defects they reported. Our thinking was that higher numbers of defects would correspond to students paying more attention to performing a serious review. However, instead it seemed to motivate students to disregard the process we wanted to study (or at least augment it with additional activities) in order to report as many potential defects as possible. Thus results were unrepresentative of what would have been observed in a normal application of the review technique. We have rectified this mistake on later experiments by grading based on process conformance (as assessed by the creation of intermediate artifacts) as well as on the soundness of the evaluation of the technology done by the subjects after the experiment.
Conclusions and Future Work
In this paper, we have reported on a few empirical studies that we have carried out with students. Even though most of these studies were initially conceived for research reasons, we believe that it is important to keep in mind and study the impact of these studies on the students' education. This paper is a preliminary report in which we have described our experiences and lessons learned, but a lot more work needs to be done. Here, we outline some possible research directions.
Impact of empirical studies on other actors. In this paper, we have focused on the researchers' and the students' viewpoints. However, other actors may play an important role in the process and be affected by it. For one thing, we have assumed throughout the paper that the researcher and the instructor are the same person. This is not necessarily the case, but even so, the same person is playing two different roles, with two different sets of goals and responsibilities. As a researcher, one needs to provide scientifically sound results to the research community and the industry; as an instructor, one needs to provide his or her students with the best education possible for their future activities. The instructor's goals may conflict with the researcher's goals, so a sensible trade-off should be sought. By the same token, when carrying out an empirical study in an industrial environment, one should always try to minimize the risk that the experimental activities disrupt the normal course of business. This minimization of risk can be seen in the examples presented in Sections 2.4 and 2.2. By running and debugging the experiment in the university classroom, researchers were able to have a positive experience when they moved it to and industrial setting.
Costs vs. benefits. The costs and benefits of empirical studies with students need to be investigated more thoroughly. Carrying out empirical studies may entail possible costs for all the actors involved, i.e., the researchers, the students, and the instructors. Thus, we need to clarify the categories of "costs" that will have to be paid for by the actors and quantify their extent.
Ethical issues. Is it ethically correct to "use" students for the researcher's benefit in the context of a college course? For instance, would there be more productive ways for the students to spend the time devoted to participating in an empirical study? Is it right to base some of the final evaluation of a student on his or her degree of participation in a research study? Like in empirical studies in industrial settings, a number of ethical issues need to be investigated in pilot studies with students.
Empirical validation of our goals. Finally, our goals can be regarded as hypotheses that could in principles be empirically validated. The work reported in [10] is a step in that direction as the proposed conditions for running experiments with students are based on empirical methods. 
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