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Abstract—The bilateral and nonlocal means filters are in-
stances of kernel-based filters that are popularly used in image
processing. It was recently shown that fast and accurate bilateral
filtering of grayscale images can be performed using a low-rank
approximation of the kernel matrix. More specifically, based on
the eigendecomposition of the kernel matrix, the overall filtering
was approximated using spatial convolutions, for which efficient
algorithms are available. Unfortunately, this technique cannot be
scaled to high-dimensional data such as color and hyperspectral
images. This is simply because one needs to compute/store a large
matrix and perform its eigendecomposition in this case. We show
how this problem can be solved using the Nystro¨m method, which
is generally used for approximating the eigendecomposition of
large matrices. The resulting algorithm can also be used for
nonlocal means filtering. We demonstrate the effectiveness of our
proposal for bilateral and nonlocal means filtering of color and
hyperspectral images. In particular, our method is shown to be
competitive with state-of-the-art fast algorithms, and moreover it
comes with a theoretical guarantee on the approximation error.
Index Terms—Kernel Filter, Nystro¨m Method, Approximation,
Fast Algorithm, Error Bound.
I. INTRODUCTION
The bilateral and nonlocal means filters [1], [2] are widely
used for edge-preserving smoothing and denoising of images
[3], [4]. These are instances of kernel filters, where the simi-
larity (affinity) between pixels is measured using a symmetric
kernel. We refer the reader to [4] for an excellent review of
kernel filters. While they have proven to be useful in practice,
a flip side of kernel filtering, including bilateral filtering (BLF)
and nonlocal means (NLM), is their computational complexity
[3]. Nevertheless, several fast algorithms have been proposed,
e.g. [5]–[26], which can speed up BLF and NLM, without
compromising their filtering quality. See [11], [21], [26] for
a survey of these algorithms. Unfortunately, most algorithms
only work with grayscale images, and cannot be extended to
color, multispectral, and hyperspectral images.
Algorithms for fast BLF of color images have been proposed
in [12], [21], [27]–[29]. However, to the best of our knowl-
edge, these methods have not been extended for multispectral
and hyperspectral images. Fast algorithms for generic high-
dimensional BLF and NLM have been proposed in [18]–[20],
[30]. A common feature of these algorithms is that they use
data clustering or tessellation in high-dimensions. The state-
of-the-art fast algorithms for color BLF are [19], [21], and for
color NLM is [20].
More recently, it was shown in [15], [17] that fast BLF of
grayscale images can be performed using the partial eigen-
decomposition of the kernel matrix. In fact, the interpretation
of BLF (and NLM) as kernel filters goes back to [31]–[33].
While the Nystro¨m method has widely been used in machine
learning [34]–[36], it appears that [31] is the first to apply this
for image filtering. Note that, unlike [15], [17], the spatial and
range kernel are treated as a single kernel in [31]–[33].
The differences between our and related approaches are:
• As explained in detail in §II, it is difficult to scale [15],
[17] for filtering high-dimensional (even color) images, since
one needs to populate a huge kernel matrix and compute its
eigendecomposition. We propose to use the Nystro¨m method
to solve this problem. As a result, we are able to perform BLF
and NLM of color and hyperspectral images.
• The first difference with [31]–[33] is that we use clustering
instead of uniform sampling for the Nystro¨m approximation.
A significant improvement in filtering accuracy is achieved as
a result. The other difference is that if a spatial kernel has
to incorporated in [31]–[33], then the Nystro¨m approximation
needs to be performed in the spatio-range space. However,
we handle the spatial and range components differently—fast
convolutions are used for the spatial component and Nystro¨m
approximation is used for the range component. As a result,
we require lesser samples for the Nystro¨m approximation.
• In [28], [29], clustering is used to compute “intermediate”
images, which are interpolated to get the final output. On the
other hand, clustering is used in our method just to obtain the
“landmark points” for the Nystro¨m approximation.
• Compared to [18]–[21], our algorithm is conceptually
simple and easy to implement. Moreover, we are able to derive
a bound on the filtering error incurred by the approximation.
Such a guarantee is not offered by [18]–[21].
The rest of the paper is organized as follows. In §II, we
introduce the notion of kernel filtering, and explain the core
problem in relation to the spectral approximations in [15], [17].
We use the Nystro¨m method in §III to overcome this problem.
Numerical results are reported in §IV and we conclude in §V.
II. BACKGROUND
We begin by formulating BLF and NLM as kernel filters [4].
Suppose the input image is f : Ω→ [0, R]n, where Ω ⊂ Zd is
the spatial domain, [0, R]n is the range space, and d (resp. n) is
the dimension of the domain (resp. range). Let p : Ω→ [0, R]ρ
be the guide image, which is used to control the filtering. For
standard BLF, f and p are identical, and n = ρ = 1 and 3 for
grayscale and color images. However, f and p (also n and ρ)
can be different for joint BLF [3]. For NLM, ρ is generally
larger than n, where ρ is the number of pixels in a patch [2].
Let κ : Rρ×Rρ → R be the range kernel. The filtered output
g : Ω→ [0, R]n is given by
g(x) =
∑
y∈Wx ω(x− y)κ
(
p(x),p(y)
)
f(y)∑
y∈Wx ω(x− y)κ
(
p(x),p(y)
) , (1)
where Wx is a square window around x ∈ Ω consisting of
(2S+1)d pixels, with S being the window radius. The spatial
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kernel ω : Zd → R controls the weighting of the neighboring
pixels involved in the averaging. At this point, we just assume
that κ is symmetric, i.e., κ(t, s) = κ(s, t) for t, s ∈ Rρ. For
example, κ(t, s) = exp(−θ‖s−t‖2), θ > 0, for standard BLF
and NLM, where ‖·‖ is the Euclidean norm.
It was shown in [15], [17] that the non-linear operations in
(1) can be computed using convolutions by approximating κ.
For convenience, we will describe this using our notations. Let
the actual range of p be
R =
{
p(x) : x ∈ Ω}. (2)
We emphasize that R is a list and not a set, i.e., we allow repe-
tition of elements in R. In particular, let R = {r1, r2, ...., rm}
be some ordering of the elements in R, where m is the number
of elements. This means that, given ` ∈ [1,m], r` = p(x) for
some x ∈ Ω. We track this correspondence using the index
map ι : Ω→ [1,m], where
ι(x) = ` if r` = p(x). (3)
We next define the kernel matrix K ∈ Rm×m given by
K(i, j) = κ(ri, rj). (4)
In terms of (4), we can write (1) as
g(x) =
∑
y∈Wx ω(x− y)K
(
ι(x), ι(y)
)
f(y)∑
y∈Wx ω(x− y)K
(
ι(x), ι(y)
) (5)
It is clear from (4) that K is symmetric. In particular, let the
eigendecomposition of K be
K =
m∑
k=1
λkuku
>
k , (6)
where λ1, . . . , λm ∈ R are its eigenvalues, and u1, . . . ,um ∈
Rm are the corresponding eigenvectors. Substituting (6) in (5),
we can write its numerator as∑
y∈Wx
ω(x− y)
{
m∑
k=1
λkuk
(
ι(x)
)
uk
(
ι(y)
)}
f(y).
On switching the sums, this becomes
m∑
k=1
λkuk
(
ι(x)
)
(ω ∗ hk)(x), (7)
where ω ∗ hk denotes the convolution of the image hk(x) =
uk
(
ι(x)
)
f(x) with ω. An identical argument applies for the
denominator. In summary, we can compute (5) using convolu-
tions, for which several efficient algorithms are available [37],
[38]. Moreover, by considering just the largest eigenvalues,
fast and accurate approximations can be obtained [15], [17].
Unfortunately, computing the full kernel and its eigende-
composition becomes prohibitively expensive when ρ is large.
Just as an example, consider an 8-bit color image for which
R = 255 and ρ = 3. Even if we assume that m is just 10% of
the maximum range cardinality (= 2563), we will still need
to populate a 3 million × 3 million matrix, and compute its
eigenvalues. The situation is worse for hyperspectral images,
where ρ is of the order of tens, or even hundreds.
III. PROPOSED METHOD
Originally, the Nystro¨m method was used for approximating
the solution of functional eigenvalue problems [39], [40]. The
method has found useful applications in machine learning and
computer vision for approximating the eigendecomposition of
large matrices [31], [34], [35]. In the present context, the goal
is to approximate (6) using a decomposition of the form
K̂ =
m0∑
k=1
αkvkv
>
k , (8)
where αk ∈ R and vk ∈ Rm. Clearly, the rank of K̂ is at most
m0. Thus, for small m0, K̂ is a low-rank approximation of
K. A large m0 results in a better approximation, but at higher
computational cost. In practice, a good tradeoff is required.
The original kernel K is defined on R. In the Nystro¨m
method [39], [40], we first construct a smaller kernel A, com-
pute its eigendecomposition, and then “extrapolate” the eigen-
vectors of A to approximate those of K. More precisely, we
pick few landmarks points fromR, say,R0 = {µ1, . . . ,µm0},
and define a kernel A ∈ Rm0×m0 on R0:
A(i, j) = κ(µi,µj)
(
i, j ∈ [1,m0]
)
. (9)
Clearly, A is symmetric, and its size is much smaller than K.
Thus, we can efficiently compute its eigendecomposition:
A =
m0∑
k=1
αkwkw
>
k , (10)
where αk ∈ R andwk ∈ Rm0 . We next constructB ∈ Rm0×m
on R0 ×R given by
B(i, j) = κ(µi, rj), (11)
where i ∈ [1,m0] and j ∈ [1,m]. This captures the kernel
values between the points in R and the landmark points. This
matrix is used to extrapolate wk as follows:
vk =
1
αk
B>wk
(
k ∈ [1,m0]
)
. (12)
This completes the specification of αk and vk in (8). We refer
the reader to [35] for the intuition behind the approximation.
The effective speedup of replacing (6) by (8) is O(m/m0)3.
This is because the complexity of eigendecomposition of a k×
k matrix is O(k3) [41]. In particular, the speedup is significant
since m0  m. As will be evident shortly, we just need to
compute (αk) and (vk); we will not use K̂ explicitly.
Following [36], we select the landmark points by clustering
R. More specifically, we partition R into m0 disjoint sets
using k-means clustering, and take the centroids to be the
landmarks. Note that, though R0 is not guaranteed to be a
subset of R, we can still apply the above approximation.
It was shown in [36] that the kernel error can be bounded
by the quantization error. More specifically, let ‖K− K̂‖F be
the kernel error (‖·‖F is the Frobenius norm), and let
e =
m∑
i=1
‖ri − µc(i)‖2
be the quantization error, where c(i) is the minimizer of ‖ri−
µj‖ over j ∈ [1,m0]. Then the following bound holds [36].
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Proposition 1: Suppose there exists some L > 0 such that,
for w,x,y, z ∈ R,(
κ(x,y)− κ(w, z))2 ≤ L(‖(x−w)‖2 + ‖(y − z)‖2).
Then the approximation error can be bounded as
‖K− K̂‖F ≤ c1
√
e+ c2e, (13)
where the positive constants c1 and c2 do not depend on e. In
particular, (13) holds when κ is a Gaussian.
Proposition 1 suggests that we can reduce the kernel error
by making e small. However, e measures how well Θ is
represented by the landmark points. Following this observa-
tion, k-means clustering was used in [36] for determining the
landmarks. It was empirically shown in [36] that clustering
indeed results in smaller error over uniform sampling [31],
[35]. We will see that this is also true for our algorithm.
We arrive at a fast algorithm by replacing K by K̂. It is
clear from (7) that the resulting approximation is given by
gˆ(x) =
1
ηˆ(x)
m0∑
k=1
αkvk
(
ι(x)
)
(ω ∗ hk)(x), (14)
ηˆ(x) =
m0∑
k=1
αkvk
(
ι(x)
)
(ω ∗ dk)(x), (15)
where dk : Ω→ R and hk : Ω→ Rn are defined as dk(x) =
vk(ι(x)) and hk(x) = dk(x)f(x).
The computation of (14) and (15) involves (n+ 1)m0 con-
volutions, since for each k ∈ [1,m0], there are n convolutions
in (14) and one in (15). The main point is that we have been
able to express the non-linear kernel filter using convolutions,
for which efficient algorithms are available. In particular, (14)
and (15) can be performed using O(1) operations (w.r.t. the
size of the spatial kernel), when ω is a box or Gaussian [37],
[38], [42]. The overall algorithm is described in Algorithm 1
(source code in [43]), where the symbols ⊕,⊗ and  are used
to denote pixelwise addition, multiplication, and division. The
complexity of k-means clustering and the eigendecomposition
of A are O(|Ω|m0ρ) [44] and O(m03) [41]. On the other
hand, the complexity of the convolutions in (14) and (15)
is O(|Ω|m0(n + ρ)), where |Ω| is the number of pixels.
Since the complexity of the brute-force implementation is
O(|Ω|(2S+1)d(n+ρ)) [3], and convolutions are the dominant
operations in our algorithm, we obtain an effective speedup of
(2S + 1)d/m0. This is significant as S is typically large [3].
We now comment on the filtering accuracy, namely, how
well is (1) approximated by (14). Intuitively, we expect the
approximation to be accurate if K̂ ≈ K. In fact, since the
difference ‖K − K̂‖F is controlled by the quantization error
(Proposition 1), we have the following result.
Theorem 2: Suppose ω and κ are positive, and κ satisfies
the property in Proposition 1. Then
‖gˆ − g‖∞ = max
x∈Ω
‖gˆ(x)− g(x)‖ ≤ C1
√
e+ C2e, (16)
where C1, C2 > 0 do not depend on e.
The main steps of the derivation are given in the supplement.
Theorem 2 is true for BLF and NLM, where κ is a Gaussian. A
practical implication of this result is that the filtering accuracy
Algorithm 1: Fast Kernel Filtering.
Input: f : Ω→ Rn and p : Ω→ Rρ, kernels ω and κ;
Parameter: Number of landmarks m0;
Output: Approximation in (14);
Form R in (2) and index map ι in (3);
{µk} ← partition R into m0 clusters using k-means;
Construct A and B in (9) and (11) using κ and p;
Compute the eigendecomposition of A in (10);
Initialize ζ : Ω→ Rn and η : Ω→ R with zeros;
for k = 1, . . . ,m0 do
vk = (1/αk)B
>wk;
for x ∈ Ω do
dk(x) = vk(ι(x));
hk(x) = dk(x)f(x);
end
ζ ← ζ ⊕ (αk · dk ⊗ (ω ∗ hk));
η ← η ⊕ (αk · dk ⊗ (ω ∗ dk));
end
gˆ ← ζ  η.
is guaranteed to increase with m0 (Figure 4 in the supplement).
Deriving a similar bound is difficult for [18]–[21].
IV. RESULTS
We demonstrate the effectiveness of our algorithm for BLF
and NLM of high-dimensional images by comparing it with
state-of-the-art algorithms. Instead of standard NLM [2], we
have used PCA-NLM [45], where the denoising performance
of the former is improved by applying PCA on the collection
of patches. As for the dataset, we have used the color images
from [46] and the hyperspectral images from [47]. Experi-
ments were performed using Matlab on a 3.4 GHz quad-core
machine with 32 GB memory. The spatial kernel ω for BLF is
a Gaussian (covariance σ2I and S = 3σ), while it is a box in
PCA-NLM. The range kernel κ is Gaussian (covariance θ2I)
for both BLF and PCA-NLM. We have used the fast O(1)
algorithm in [37] when ω is a Gaussian, and the Matlab routine
“imfilter” when ω is a box. Note that we can also use other
fast Gaussian filters [38], [42] if higher accuracy is desired.
Color BLF. The state-of-the-art fast algorithms for color
BLF are Adaptive Manifolds (AM) [20], Permutohedral Lat-
tice (PL) [19], and Global Color Sparseness (GCS) [21].
We have compared with them in Figure 2. The number
of manifolds is set automatically in AM, whereas we have
used 15 clusters in GCS and for the Nystro¨m approximation.
Following [20], [21], we used PSNR to measure the error
between the brute-force and fast implementations. In Figure 2,
notice that while our PSNR marginally exceeds that of GCS,
it is however much better than PL and AM. Also notice the
significant acceleration over the brute-force implementation
obtained using our algorithm. We have also provided a table
comparing the different methods on the Kodak dataset [46] in
the supplement. The table shows that our method is better than
GCS and PL when θ > 40. As claimed in the introduction,
we can see from the table that clustering provides a significant
boost in filtering accuracy (10-20 dB) over uniform sampling.
SUBMITTED TO IEEE SIGNAL PROCESSING LETTERS 4
(a) Clean/Noisy (20 dB). (b) (420, 30.2, 0.88). (c) Ours (2.6, 30.1, 0.88). (d) AM (5.8, 29.4, 0.87). (e) BM3D (5, 33.01, 0.93).
Fig. 1. Gaussian denoising (noise level 25/255) of a color image using (b) PCA-NLM, its fast approximations (c) and (d), and (e) BM3D. The respective
(Timing (sec), PSNR (dB), SSIM) is shown in the caption.
(a) Input (256× 256). (b) Ours (108, 48.4). (c) [21] (107, 46.5).
(d) Brute-force, 4 min. (e) [20], (212, 38.7). (f) [19], (44.5).
Fig. 2. Visual comparison for fast BLF at σ = 5, θ = 50, and |Ω0| =
(6σ+1)2. The (timing, PSNR) are mentioned, where timing is in milliseconds
and PSNR is in dB. Timing is not mentioned for [19] which is implemented in
C++. The breakup of timing for the proposed method is as follows: clustering
(11 ms), eigendecomposition (1 ms), and convolutions (96 ms). Note that the
overall timing is dominated by the convolutions.
Color NLM. AM is the state-of-the-art fast algorithm for
color NLM (and PCA-NLM). In NLM, ρ = 3(2r+1)2, where
r is the patch radius [2]. On the other hand, ρ is reduced to
a smaller value in PCA-NLM using PCA. Following [45], we
set θ to be three times the noise level for all experiments.
Denoising results are shown in Figure 1, where S = 10 and
r = 3. For (b), (c), and (d), PCA was used to reduce the
range dimension from 3 × 72 to 25. We used 31 clusters
(resp. manifolds) for the Nystro¨m approximation (resp. AM).
Following [50], we measured the denoising performance using
PSNR and SSIM (between the clean and denoised images).
Note that we are superior to AM both in terms of accuracy
and timing. Importantly, our PSNR is close to PCA-NLM (the
method being approximated), but we are about 160× faster. In
comparison with BM3D [51], our PSNR is 3 dB less. However,
our timing is about half that of BM3D, since our complexity is
much less than that of BM3D. Additional visual comparisons
and accuracy analysis is provided in the supplement.
Hyperspectral BLF. Finally, we present a denoising result
for a hyperspectral image of size (610 × 340) × 103 bands
using BLF (σ = 3, θ = 100). We have also compared with
state-of-the-art methods for hyperspectral denoising [48], [49],
whose parameters have been tuned accordingly. The results are
shown in Figure 3. We have used m0 = 32 landmarks for the
(a) Clean/Noisy. (b) Ours (37 sec, 31.2 dB, 0.87).
(c) [48] (3 min, 30.54 dB, 0.89). (d) [49] (20 min, 30.09 dB, 0.74).
Fig. 3. Hyperspectral denoising of a natural image corrupted with Gaussian
noise of level 25/255. (Timing, PSNR, SSIM) are shown for all methods.
Nystro¨m approximation. As a standard practice, the PSNR and
SSIM values are averaged over the spectral bands. Notice that
our method can restore details better, which results in higher
PSNR/SSIM values. In particular, the color is not satisfactorily
restored in [48] and grains can be seen in [49]. Being a one-
shot method, we are much faster than [48], [49].
V. CONCLUSION
We showed that fast bilateral and nonlocal means filtering of
high-dimensional images can be performed using the Nystro¨m
approximation. The proposed algorithm can significantly ac-
celerate the brute-force implementation of these filters, without
compromising the visual quality. In particular, our algorithm
is often competitive with state-of-the-art fast algorithms, and
comes with provable guarantee on the filtering accuracy.
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