We consider models for mutation and selection of an infinitely large population of individuals that are described by real numbers, commonly called continuum-of-alleles (COA) models. It is shown that such models can be approximated arbitrarily well by models with a finite number of types, which constitutes a discretization procedure. For this purpose, two standard methods of approximation theory, the Nyström and the Galerkin method, are generalized to certain kinds of non-compact linear operators that are given as the sum of a multiplication and a kernel operator.
1. Introduction. Population genetics is concerned with the (micro)evolution of the genetic composition of populations. For many situations that occur, individuals are adequately described by a continuous scalar variable, representing, for example, a quantitative character under selection. This leads to the definition of so-called continuum-of-alleles (COA) models, in which individuals are identified with this variable, referred to as their type. Usually, selection is then modeled by type-dependent fitness values, whereas mutation is described, for every source type, by a probability distribution for the mutant types. For a recent review of and relevant literature on COA models, see [4] .
There are several reasons, however, why it is desirable to approximate a COA model by a model with discrete types. One reason is the need for numerical investigations, since most COA models are not tractable analytically. These inevitably require a discrete formulation of the model. Another reason is that recently a simple characterization of the equilibrium of discrete mutation-selection models has been found [7] (see also [2, 6] ); this takes the form of a scalar maximum principle in a limit of infinitely many types that densely fill a compact interval. Gaining a better understanding of the relation between models with discrete and continuous types is therefore promising to enable a transfer of some of these results.
In population genetics, evolution may quite generally be assumed to proceed in continuous time, with overlapping generations, or in discrete generations. For the COA model, both approaches lead to equilibrium conditions that are formally equivalent. Let the set I of possible types be either a compact interval [a, b] or the real line R. Assuming the population to be effectively infinite, we describe it by a probability density, i.e., a Lebesgue integrable function p ∈ L 1 (I) with p ≥ 0 and type y times the density m(x, y) of mutant types x, conditioned on a mutation to occur for y. With discrete generations, r(x) has the interpretation of the expected number of offspring of an individual of type x, i.e., its Wrightian fitness, and mutation is assumed to occur during reproduction with some probability µ(y) for type y. The distribution of mutant types is again given by m(x, y), hence u(x, y) = m(x, y) µ(y) r(y). In both cases, λ equals the equilibrium mean fitness I r(x) p(x) dx.
Sufficient conditions for the existence and uniqueness of solutions of (1.1) were given by Bürger, see [4, Ch. IV.3] . Obviously, this equation takes the form of an eigenvalue equation with the operator being the sum of a multiplication operator and a kernel operator. The former, however, is never compact (apart from trivial cases). Therefore, a direct application of most standard methods of approximation theory fails because, for these, compactness is a prerequisite. In this article, it will be shown that, under some extra conditions, which are biologically reasonable, these methods can nevertheless be applied.
We begin with a summary of Bürger's results on the COA model in Section 2, since these form the basis for our treatment. We will then consider two methods to approximate compact kernel operators by operators of finite rank, i.e., operators with a finite-dimensional image. One, the Nyström method, is applicable to continuous functions r and u on compact intervals I and involves sampling 1 of these functions. This is presented in Section 3. The other one, the Galerkin method, is based on projections to finite-dimensional subspaces and works-in principle-for a broad class of compact operators. In our case, however, one has to make relatively strong assumptions, e.g., that the functions r and u are, in some sense, uniformly continuous. Then, it turns out that the local averaging in the projection process can be replaced by sampling again (if an additional condition is fulfilled). This is discussed in Section 4. A comparison of both methods in Section 5 and an outlook in Section 6 complete this article.
2. General properties. Let us first put the equilibrium condition (1.1) in operator notation. Since we are interested in probability densities, we will consider L 1 (I), or a subspace thereof, as the underlying function space. We define the total mutation rate of type x as Then, (1.1) is equivalent to the eigenvalue equation
where, for elements f of the function space and all x ∈ I,
As mentioned above, being a (non-zero) multiplication operator, T cannot be compact (compare [17, Thm. 2.1]). Strong results like analogs to the Perron-Frobenius theorem, however, are only available for compact, or at least power compact 2 , operators, see Schaefer [21, Ch. V] . Therefore one considers the following family of kernel operators:
These are, under conditions that will be given shortly, power compact or even compact. Their connection to the operator A from (2.5) is stated in the following
Let T , U be operators in a Banach space X, with U being bounded, T densely defined, i.e., D(T ) = X, and T + α invertible. Then f is an eigenvector of A = T − U with eigenvalue −α, i.e., 0 = f ∈ D(A) = D(T ) and
So, explicitly in our case, the eigenvalue equation (2.2) is equivalent to
with q = (T + λ)p. This equation can now be used to find sufficient conditions for the existence and uniqueness of a solution of (2.2). An important class of bounded kernel operators from L q (I) into L p (I) (where 1 ≤ p, q ≤ ∞) are the Hille-Tamarkin operators, see [10, Sec. 11.3] . Their kernels need to satisfy
where (Kf )(x) = I k(x, y) f (y) dy, k(x, .) denotes the function y → k(x, y), and q is the conjugate exponent to q satisfying 1 Here, |J| denotes the Lebesgue measure of a measurable set J. Then the theorem of Jentzsch [21, Thm. V.6.6], which parallels the Perron-Frobenius theorem for matrices, states that the spectral radius is an algebraically simple eigenvalue with an (up to normalization) unique positive eigenfunction (i.e., strictly positive a.e. 3 ) and the only eigenvalue with a positive eigenfunction. In our case, the following requirements are sufficient for the K α to be Hille-Tamarkin operators [3, Sec. 3] .
(U1) u is non-negative and measurable. (U2) u 1 (x) from (2.1) exists for a.e. x ∈ R and u 1 ∈ L ∞ (I), i.e., u 1 is essentially bounded. (T1) w = u 1 − r is measurable and satisfies ess inf x∈I w(x) = 0. (The latter can be achieved, without loss of generality, by adding a suitable constant to r.) (T2) (w + 1) −1 ∈ L ∞ (I) is then already a consequence of (T1). (U4) I ess sup y∈I u(x, y)/(w(y) + α) dx < ∞ for one (and then for all) α > 0.
To keep the equilibrium distribution from having atoms, we assume that there is a set J ⊂ I with positive measure for which ess inf x∈J w(x) = 0 such that (2.9) ess inf Putting everything together, we have the following Theorem 2.2 (Bürger) . Under the above conditions, (1.1) has a unique positive solution p ∈ L 1 (I) with p 1 = 1, for which λ > 0 is the largest spectral value of −A from (2.5).
Proof. See the above, [ . Under the above conditions, the spectral radius ρ(K α ) is, as a function of α, strictly decreasing with ρ(K λ ) = 1 and lim α→∞ ρ(K α ) = 0. Thus, ρ(K α ) < 1 implies α > λ and ρ(K α ) > 1 implies α < λ.
Throughout the rest of this article, all the above criteria are assumed to be satisfied, namely (U1), (U2), (U4), (T1), (T2), (2.8), and (2.9).
Discretization-compact interval.
Let the interval I be compact and C(I) denote the Banach space of bounded, continuous functions equipped with the supremum norm f ∞ = sup x∈I |f (x)|. We consider operators K of the form Proof. We follow the proof of [5, Thm. 2.1], where this is shown for L 2 (I), which, since I is compact, is a subspace of L 1 (I). Let f ∈ L 1 (I) and x, ξ ∈ I be given. Then Thus, if in our case the functions r and u are continuous, also the kernel k α is, for every α > 0. It then follows from Proposition 3.1 that the equilibrium density p is continuous as well. Therefore we can restrict our attention to C(I) in our quest for a solution of the eigenvalue equation (2.2) . This makes the Nyström method applicable as a discretization procedure, which will be presented now.
3.1. The Nyström method. The Nyström method is based on quadratures, which are used for numerical integration, cf., e.g., Kress [13, Ch. 12] . We will use this (slightly restricted) Definition 3.3. A quadrature rule Q n is a mapping of the form
with n ∈ N, N n ∈ N, quadrature points t n,k ∈ I, and quadrature weights α n,k > 0, for k ∈ N n := {1, . . . , N n }. A sequence of quadrature rules, or simply a quadrature, (Q n ) is said to be convergent if
where Q: C(I) → R is the linear functional that assigns to each f its integral, i.e.,
Another notion that is important for the Nyström method is the collectively compact convergence of operators. The standard reference for this matter is [1] . Definition 3.4. A sequence (K n ) of (compact) operators in a Banach space X is collectively compact provided that the set {K n B : n ∈ N} is relatively compact (i.e., its closure is compact) for every bounded set B ⊂ X. If furthermore the sequence converges pointwise to an operator K one speaks of collectively compact convergence, in symbols K n cc − → K. As a direct consequence of this definition, K is compact (as well as all K n ). The central result for the Nyström method is Theorem 3.5. Let K be a compact kernel operator of the form (3.1) whose eigenvalue equation
is to be approximated. To this end, let (Q n ) n∈N be a convergent quadrature with the notation as in Definition 3.3. A complete discretization is given by the N n × N n matrices K n with entries
a partial discretization by means of the operators K n on C(I) with
Consider the corresponding eigenvalue equations
where g n is an N n -dimensional vector with components g n,k , and g n ∈ C(I). Then, under the above conditions the following statements are true: (a) Both eigenvalue equations in (3.5) are equivalent and connected via
Conversely, every non-zero limit point of any sequence (ν n ) of eigenvalues of (3.5) is an eigenvalue of (3.3). (c) Every bounded sequence (g n ) of eigenfunctions of (3.5) associated with eigenvalues ν n → ν = 0 contains a convergent subsequence; the limit of any convergent subsequence (g ni ) i is an eigenfunction of (3.3) associated with the eigenvalue ν (unless the limit is zero). Proof. (a) is the statement of [13, Thm. 12.7] With respect to the discretization procedure we are aiming for, we will restrict ourselves to quadratures that allow for disjoint partitions of I with intervals I n,k , i.e., I n,k ∩ I n, = ∅ and Nn k=0 I n,k = I, such that t n,k ∈ I n,k and |I n,k | = α n,k (with k ∈ N n ). For such quadratures it is easy to see that 4 (3.7)
Q n = Nn k=1 α n,k = |I| and that the partitions are unique (up to the boundary points of the intervals). Furthermore we have Lemma 3.6. Let (Q n ) be a convergent quadrature that allows for partitions of I as described above. Then lim n→∞ max k∈Nn |I n,k | = 0.
Proof. Assume the contrary. Then there are an ε > 0 and sequences (n i ) i and (k i ) i with lim i→∞ n i = ∞ such that |I ni,ki | ≥ ε. Due to the compactness of I, these can be chosen in a way that lim i→∞ t ni,ki =: t exists. Now consider the continuous function f (x) = max{1 − 2|x − t|/ε, 0}. For this we have Qf ≤ ε/2, but lim i→∞ Q ni f ≥ ε lim i→∞ f (t ni,ki ) = ε, which contradicts the convergence of the quadrature (3.2).
3.2.
Application to the COA model. In our case of the COA model with a compact interval I and continuous functions r and u, the complete discretization is given by the following N n × N n matrices:
The eigenvalue equations to be solved are
Here, −A n + c is positive with a suitable constant c. We further have to assume that the A n are irreducible (which might not be the case for special choices of the t n,k , e.g., if u 1 (t n,k ) = 0 for some k). Then, due to the Perron-Frobenius theorem, there exist (up to normalization) unique positive p n belonging to the eigenvalues −λ n = −ρ(−A n + c) + c, where ρ(M ) denotes the spectral radius of a matrix M . With q n = (T n + λ n )p n also the eigenvalue equations (3.10) (K λn,n − 1)q n = 0 are solved (and vice versa), cf. Lemma 2.1. Both K λn,n and q n can be embedded into C(I) as described by (3.4) and (3.6). Then, with Theorem 3.5, one might conclude the convergence q n − q ∞ → 0. In the end, however, we are interested in the population vectors p n and their convergence to the density p. It might be easiest to interpret the vectors p n as point measures on I. But then the best one can hope for is weak convergence since the set of point measures is closed under the total variation norm. It will turn out that we can indeed achieve norm convergence if we embed the p n into L 1 (I) the following way. We choose a disjoint partition of I as above and let p n = Nn k=1 p n,k 1 I n,k , where 1 J denotes the characteristic function of a set J. (Note that p n,k denotes the k-th component of p n ∈ R Nn , whereas p n is an L 1 function.) Thus the p n can be interpreted as probability densities on I, if we normalize them such that p n 1 = 1. This is most easily expressed using the induced norm f (n) := Nn k=1 α n,k |f k | on R Nn . Convergence in total variation then corresponds to p n − p 1 → 0 [19, Thm. 6.13]. One can also define operator analogs of the A n by
for which (A n + λ n )p n = 0 holds. These, however, will not be used in the sequel. 5 3.3. Convergence of eigenvalues and eigenvectors. We now come to prove the main approximation result:
Theorem 3.7. With the notation and assumptions from Sections 2 and 3.2, (a) lim n→∞ λ n = λ > 0 and (b) lim n→∞ p n − p 1 = 0, i.e., the probability measures corresponding to these densities converge in total variation. The idea of the proof of part (a) is as follows. In the following two lemmas, we first determine an upper and a lower bound for the λ n and conclude that there is a convergent subsequence. Then we show that every convergent subsequence converges to λ and hence the sequence itself.
Proof. Using (3.8) and (3.9), one checks
Here, Q m = |I| due to (3.7 Proof. We start by following Bürger [4, p. 134 ] and show that the spectral radius ρ(K α ) is larger than 1 for sufficiently small α > 0, from which then λ > α > 0 follows by Lemma 2.3. Let J be the interval from (2.9). Then we have
and thus
which implies for the spectral radius 
according to (2.9) (including divergence of both sides). Now we choose α > 0 such that the RHS of (3.11) is larger than or equal to 1 + ε, with a sufficiently small ε > 0. Furthermore, we pick, according to the convergence of the quadrature, an n 0 with ess inf x,y∈J u(x, y)|Q n (w + α) −1 − Q(w + α) −1 | < ε/2 for all n ≥ n 0 . This way
Hence, by Lemma 2.3, λ n > α > 0 for all n ≥ n 0 , from which the claim follows. Proof of Theorem 3.7(a). By Lemmas 3.8 and 3.9, the sequence (λ n ) n has a convergent subsequence (λ ni
Then, since (Q n ) is convergent by assumption, we have, for all f ∈ C(I),
where the first term vanishes in the limit due to sup m Q m < ∞ and (3.12). With this it follows from Theorem 3.5 that ρ(K n ) = 1 is also an eigenvalue of K λ going with a non-negative eigenfunction. The latter is even a.e. positive since, due to the irreducibility (2.8) of K λ , there cannot be a set with positive measure on which a non-negative eigenfunction vanishes. 6 But since, according to Theorem 2.2, there is, up to normalization, only one positive eigenfunction, we have λ = λ. Therefore every convergent subsequence of (λ n ) n converges to λ, and thus, due to the boundedness, also the sequence itself.
The strategy for the proof of part (b) of Theorem 3.7 is as follows. We first show that the norms p n 1 and q n ∞ are (ultimately) 'equivalent'. Thus, as p n 1 = 1, the sequence ( q n ∞ ) has a convergent subsequence. We then demonstrate that convergence of the norms of a subsequence (q ni ) i implies the convergence of the subsequence itself. Finally, the claim is proven by showing that every convergent subsequence of (q n ) converges to q from (2.6) and hence the sequence itself.
Lemma 3.10. There are constants c 1 , c 2 > 0 and an n 0 ∈ N such that 0 < c 1 p n 1 ≤ q n ∞ ≤ c 2 p n 1 for every n ≥ n 0 .
Proof. On the one hand, due to (3.10),
α n, k λn (t n,k , t n, ) q n, = max k∈Nn q n,k .
Choose n 0 according to Lemma 3.9 such that λ n ≥ α for some α > 0 and every n ≥ n 0 . Let c 1 := |I| −1 α > 0. Then we have, for every n ≥ n 0 , recalling q n = (T n + λ n )p n ,
On the other hand, using K λn,n q n = U n (T n + λ n ) −1 (T n + λ n )p n = U n p n ,
which completes the proof. Lemma 3.11. If q n ∞ → c holds, then also q n → c q/ q ∞ with q from (2.6).
Proof. Due to the collective compactness of (K n ), see [13, Thm. 12.8] or [5, Thm. 3.22] , the q n = K n q n are contained in a compact set. Hence there is a convergent subsequence (q ni ) i , whose limit we denote byq, with q ∞ = c andq ≥ 0. Consider
The first term vanishes as i → ∞ due to K ni q ni = q ni , the second since, according to the theorem of Banach-Steinhaus, sup n K n ∞ < ∞, and the third due to the pointwise convergence of K ni towards K λ . Thus,q is an eigenfunction of K λ to the eigenvalue 1 and, according to the theorem of Jentzsch [21, Thm. V.6.6], unique up to normalization, and thereforeq = c q/ q ∞ . Since this is true for all convergent subsequences, the claim follows (again due to the collective compactness).
Proof of Theorem 3.7(b). With our choice p n 1 = 1 there is, due to Lemma 3.10, a subsequence (q ni ) i such that q ni ∞ converges. Let us denote the limit by c. Thus, according to Lemma 3.11, also q ni → cq/ q ∞ =:q holds. Now consider
The first term is bounded from above by
for n i ≥ n 0 with sufficiently large n 0 , and vanishes for i → ∞ due to λ n → λ and the boundedness of q ni ∞ . The second term vanishes due to the uniform convergence of the q ni towardsq, and the third due to the uniform continuity of (w + λ) −1q and Lemma 3.6. With this, p ni → (T +λ) −1q in L 1 (I), and hence (T +λ) −1q 1 = 1, from which c = q ∞ follows. Therefore, each convergent subsequence of (q n ) n converges to q and thus, as in the proof of Lemma 3.11, the sequence itself. Together with what has just been shown the claim follows.
4. Discretization-unbounded interval. Now we assume the types to be taken from I = R and the functions r and u to be continuous. It will be one aim of this section to analyze what further conditions have to be imposed in order to allow for a discretization procedure similar to the one in the previous section. In order to do so, we start by a summary of the relevant theory.
4.1. The Galerkin method. In the Galerkin method, an approximation of compact operators is achieved using projections to finite-dimensional subspaces. This method has been reviewed, e.g., by Krasnosel'skii et al. [12, Sec. 18] . The results needed in the sequel are collected in the following Theorem 4.1. Let K be a compact linear operator on the Banach space Y. Consider the eigenvalue equation
which is to be approximated. To this end, let (Y n ) be a sequence of closed subspaces of Y with bounded projections P n onto them. On these subspaces, let the compact linear operators K n be defined, together with the eigenvalue equations
Assume that
Then the following statements are true: (a) For every ν = 0 from (4.1) there is a sequence (ν n ) of eigenvalues of (4.2) such that ν n → ν as n → ∞. Conversely, every non-zero limit point of any sequence (ν n ) of eigenvalues of (4.2) is an eigenvalue of (4.1). (b) Every bounded sequence (g n ) of eigenvectors of (4.2) associated with eigenvalues ν n → ν = 0 contains a convergent subsequence; the limit of any convergent subsequence (g ni ) i is an eigenvector of (4.1) associated with the eigenvalue ν (unless the limit is zero). Proof. See [12, Thms. 18.1, 18.2] , where also certain cases of unbounded projections are treated.
A sufficient condition for the validity of the second assumption in (4.3) is given by the following Proposition 4.2. Let X be a normed space, Y a Banach space, and K a compact linear operator from X into Y , which is to be approximated. For bounded linear operators P n : Y → Y (n ∈ N) with P n → pointwise for n → ∞, the operators P n K approximate K, i.e., P n K − K → 0.
Proof. Follow the proof of [22, Thm. II.3.5], where the additional assumptions on X and (P n ) are not used.
The question if such operators P n exist-under the further restriction of being of finite rank-leads to Definition 4.3. If for a Banach space Y there exists a sequence (P n ) of operators of finite rank that satisfies the hypotheses of Proposition 4.2, then Y is said to have the approximation property, i.e., the operators of finite rank from X into Y are dense in the compact operators. This is not true for all Banach spaces, cf. the little review in [22, Sec. II.6] or the advanced books by Lindenstrauss and Tzafriri [15, 16] . An explicit proof for L 1 (R) is given in Proposition 4.4 below. The more general case of L p spaces, 1 ≤ p ≤ ∞, is treated in [ ]. We will make this approach explicit here by using a sequence ({I n,k : 1 ≤ k ≤ N n }) n of families of disjoint intervals that get finer and finer and at the same time ultimately cover every bounded interval. 7 Proposition 4.4. The Banach space L 1 (R) has the approximation property, i.e., the operators of finite rank are dense in the compact operators in L 1 (R).
Explicitly, one may choose finite-dimensional subspaces Y n of Y = L 1 (R) that consist of all step functions with prescribed (bounded ) intervals I n,k (where k ∈ N n with N n := {1, . . . , N n }) with the following properties:
(I1) For every bounded interval I ⊂ R and every ε > 0 there is an n 0 such that, for all n ≥ n 0 , a set L ⊂ N n exists for which I n,L := ∈L I n, satisfies |I\I n,L | = 0 and |I n,L \I| < ε. (We then say that I is ε-optimally covered.) (I2) |I n,k ∩ I n, | = 0 for all n ∈ N and 1 ≤ k < ≤ N n . Then, with the characteristic functions ϕ n,k = 1 I n,k , the projections P n onto the subspaces Y n spanned by {ϕ n,k : k ∈ N n } are given by
where I n,k f (x) dx are the conditional expectations mentioned above. The projections satisfy P n 1 = 1.
Proof. Obviously, the subspaces Y n are closed, finite-dimensional, and the P n are, due to (I2), projections onto them. Since
and P n ϕ n,k = ϕ n,k for every k ∈ N n , we have P n = 1. We now show that P n → pointwise. To this end, let f ∈ L 1 (R) and ε > 0 be given. Remember that the set of all step functions is, by definition, dense in L 1 (R), compare [14, Sec. VI.3] . Therefore, we can find a step function ψ = m k=1 ψ k 1 J k (with bounded intervals J k ) that satisfies f − ψ 1 < ε/3. Due to (I1) we can now choose an n 0 such that | m k=1 J k \ Nn k=1 I n,k | = 0 for all n ≥ n 0 . Then, the only contributions to P n ψ − ψ 1 are due to mismatches at the boundaries of the J k . Therefore, let J + k and J − k (k ∈ N n ) be open intervals of measure η = ε/(12m max k |ψ k |) that contain the right and left boundary points of J k , respectively. Choosing n 1 ≥ n 0 according to (I1) large enough such that every J ± k is η-optimally covered for n ≥ n 1 , we have P n ψ − ψ 1 < 2 m k=1 2ηψ k ≤ ε/3 for n ≥ n 1 . Putting everything together yields, for n ≥ n 1 ,
which proves P n f − f → 0 for n → ∞ and thus the approximation property.
With respect to a kernel operator K of the form (4.4) and some f ∈ Y n with f = Nn k=1 ϕ n,k f k , the above procedure amounts to the discretization (P n Kf ) = . . , V n ) of R and points x j ∈ V j such that k(x, .) − k(x j , .) 1 < ε for all x ∈ V j and all j. Then, its operator norm is given by
As in [10, Sec. 12.4] , we consider the dual system C(R), C 1 (R) with the bilinear form f, g = R f (x)g(x) dx. For this, we define the transposed K T of K via
We then have Theorem 4.6 (Jörgens). If both K and K T are compact as operators on C(R), they are so as operators on C 1 (R) and L 1 (R) as well. Then, they can be approximated by operators of finite rank.
Proof. As both K T and K are bounded as operators on C(R), they are, at the same time, Hille-Tamarkin operators in H ∞∞ (R) since the respective norm,   .    ∞∞ in (2.7), is just given by (4.5). Then, according to [10, Thm. 11.5], K and K T can also be regarded as bounded operators on L 1 (R); thus, both map C 1 (R) into itself. Due to [10, Thm. 12.6] there is, for every ε > 0, an operator of finite rank, K ε , with |||K ε − K||| < ε, where |||A||| := max{ A ∞ , A T ∞ } is a norm for the Banach algebra of all operators on C(R) that map C 1 (R) into itself and have a transposed of the same kind. We have |||Af ||| ≤ |||A||||||f ||| for f ∈ C 1 (R), see [10, Sec. 12.4] . Thus, |||A||| can serve as an upper bound for the operator norm of A on C 1 (R). Therefore, K is compact as an operator on C 1 (R) and can be approximated by K ε . Furthermore, according to [10, Thm. 11.5], K ε − K 1 ≤ |||(K ε − K) T ||| < ε holds. Hence, K is compact as an operator on L 1 (R) as well.
4.4.
Application to the COA model. In order to be able to apply Theorem 4.6 to the COA model, we need both K α and K α T to be bounded as operators on C(R), i.e., cf. (4.5),
The latter is already a consequence of (U4). Furthermore, both operators need to be compact, which can be checked by conditions (C1) and (C2).
With all this, we would be able to apply Theorem 4.1 and approximate K α by operators of finite rank. However, the biological system is described by the (noncompact) operator A = T − U , not by some K α . It will be shown that it is indeed possible to discretize the operators T and U directly by applying the projections P n from Proposition 4.4, if further restrictions apply. Then, even more generally, the approximation can be done by choosing arbitrary points in the intervals I n,k at which the functions w and u are sampled. Both procedures will now be described in detail.
In the first setting, K λ is approximated by K n := P n U (P n T + λ n ) −1 . Explicitly, for f ∈ Y n with f = Nn k=1 f k ϕ n,k , it reads
ϕ n,k |I n, |u(t ux n,k , t uy n,k )f , with appropriate points t w n,k , t ux n,k ∈ I n,k and t uy n,k ∈ I n, that satisfy (4.6) 1 |I n,k | I n,k u(x, t uy n,k ) dx = u(t ux n,k , t uy n,k ) .
These exist due to the continuity of w and u. But more generally, we may pick the points arbitrarily from the respective intervals.
In either case, we define the N n × N n matrices T n , U n , and A n := T n − U n via (4.7) T n,kk := w(t w n,k ) , U n,k := |I n, | u(t ux n,k , t uy n,k ) .
The corresponding operators in Y n are given by
For notational convenience, we also define the matrices P α,n by ϕ n,k P α,n,k f .
The eigenvalue equation to be solved is
which is equivalent to (4.9) (A n + λ n )p n = 0 ,
where p n = Nn k=1 p n,k ϕ n,k ∈ Y n . With K α,n = U n (T n +α) −1 , α > − min k∈Nn w(t n,k ), and q n = (T n + λ n )p n also the eigenvalue equation (K λn,n − 1)q n = 0 is solved (and vice versa), cf. Lemma 2.1. (The inequality λ n > − min k∈Nn w(t n,k ) follows from Theorem 2.2.)
For these procedures to be valid approximations, the first condition in (4.3), K n − P n K Yn → 0, has to be true for K = K λ and K n = U n (T n + λ n ) −1 . This, however, is not given automatically. Problems arise from the fact that in K n the averaging defined by P n (or, more generally, the sampling) is applied to the enumerator and denominator of k λn separately, whereas in P n K the quotient k λ is averaged as such. It turns out that some additional requirements of uniform continuity are sufficient for the convergence. This is made precise in the following two propositions.
Proposition 4.7. Suppose that the following conditions are true: (S1) u(x, .) is uniformly continuous for all x ∈ R. (S2) u(., y) is continuous for all y ∈ R.
and an n 0 ∈ N such that w(y) ≥ w min (y ) for all n ≥ n 0 , ∈ N n , and y, y ∈ I n, . Then, for K = K α and K n = P n U (P n T +α) −1 with any α > 0 and the projections P n from Proposition 4.4, the first condition in (4.3) is fulfilled, i.e., K n − P n K Yn → 0 as n → ∞. The same is true for K n = K α,n = U n (T n + α) −1 with the more general discretization from above if in addition to (S1)-(S4) the following condition is satisfied:
and an n 1 ≥ n 0 such that u(x, y) ≤ u max (x , y) for all n ≥ n 1 , k ∈ N n , y ∈ R, and x, x ∈ I n,k . Let us split the rather technical proof into a couple of digestible lemmas. Lemma 4.8. If conditions (S1)-(S3) are true, then for every ε > 0 and every compact interval I ⊂ R there is an n 2 such that for all n ≥ n 2 and all k, ∈ N n with I n,k ∩ I = ∅ we have
Proof. Let ε and I be given as above and I 0 = n∈N k:I n,k ∩I =∅ I n,k , which is a bounded interval due to (I1) from Proposition 4.4. By assumptions (S1)-(S3), u and (w + α) −1 are uniformly continuous on I 0 × R and R, respectively. Further, (w + α) −1 is bounded by α −1 . Thus, there is an n 2 such that, for every n ≥ n 2 and k, ∈ N n with I n,k ∩ I = ∅,
Here, the points t kx n,k ∈ I n,k and t ky n,k ∈ I n, are chosen such that the first equality holds, which is possible due to the continuity of k α . From this the claim follows easily with (4.7) and (4.8).
Lemma 4.9. For every ε > 0 there is a compact interval I 1 such that, for all intervals I ⊃ I 1 and all n ∈ N, k I n,k ∩I=∅ |I n,k | max ∈Nn P α,n,k |I n, | < ε .
Proof. Due to (U4) there is a compact interval I 1 such that, for all I ⊃ I 1 ,
which proves the claim.
Proof. Consider
The first term tends to zero as n → ∞ according to Proposition 4.7. For the second, choose n 0 such that inf n≥n0 α n > 0. Then, for n ≥ n 0 ,
This vanishes as n → ∞ since all constants that occur are finite, from which the claim follows.
Convergence of eigenvalues and eigenvectors. Let us now show
Theorem 4.12. Let λ, p, λ n , and p n be as in (2.2) and (4.9). Then (a) lim n→∞ λ n = λ > 0 and (b) lim n→∞ p n − p 1 = 0, i.e., the probability measures corresponding to these densities converge in total variation. The plan is the same as described in Section 3.3. The proofs, however, are quite different due to the more general setup.
Lemma 4.13. There is a constant M > 0 such that lim sup n→∞ λ n ≤ M . Proof. Choose an α > 0 such that K α Y ≤ 1 − ε for some 0 < ε < 1, which is possible since K α Y → 0 for α → ∞. Then, due to Propositions 4.2 and 4.7, | P n K α Y − K α Y | ≤ ε/3 and | K α,n Yn − P n K α Yn | ≤ ε/3 for all n ≥ n 0 with some n 0 . For these n, we have
and thus λ n < α by Lemma 2.3. Then, with M = α, the claim follows. Lemma 4.14. lim inf n→∞ λ n > 0. Proof. In a modification of the proof of Lemma 3.9, we choose α > 0 such that ρ(K α ) ≥ 1 + ε with a sufficiently small ε > 0. We know from the theorem of Jentzsch [21, Thm. V.6.6] that ρ(K α ) is a simple eigenvalue of K α and the only one with a positive eigenfunction. The same is true for ρ(K α,n ) with respect to K α,n (as an operator in Y n ). Theorem 4.1 together with Proposition 4.7 implies that there is a sequence of eigenvalues ν n of K α,n with limit ρ(K α ). Therefore, lim inf n→∞ ρ(K α,n ) ≥ ρ(K α ) ≥ 1 + ε and thus λ n > α > 0 for sufficiently large n. From this the claim follows.
Proof of Theorem 4.12(a). From Lemma 4.13 and 4.14 we conclude that there is a convergent subsequence (λ ni ) i with limit λ ∈ ]0, M ]. Then, due to Proposition 4.11, K λn i ,ni converges to P n K λ in norm. Hence, lim i→∞ ρ(K λn i ,ni ) = ρ(K λn i ,ni ) = 1 is an eigenvalue of K λ by Theorem 4.1. Furthermore, a subsequence of q ni converges to an eigenfunctionq of K λ , andq ≥ 0 (butq = 0). As there is only one non-negative eigenfunction, we conclude λ = λ. Since this is true for every convergent subsequence of (λ n ), the claim follows.
Lemma 4.15. There are constants c 1 , c 2 > 0 and an n 0 ∈ N, such that, for every n ≥ n 0 , we have 0 < c 1 p n 1 ≤ q n 1 ≤ c 2 p n 1 .
Proof. Choose n 0 according to Lemma 4.14 such that c 1 := inf n≥n0 λ n > 0. One then easily checks that, for n ≥ n 0 , 0 < c 1 p n 1 = c 1 (P n T + λ n ) −1 q n 1 ≤ q n 1 = (P n T + λ n )p n 1 = P n U p n 1 ≤ U Y p n 1 =: c 2 p n 1 .
This completes the proof. Lemma 4.16. If q n 1 → c holds, then also q n → c q/ q 1 .
Proof. Due to the compactness of K λ , there is a subsequence (q ni ) i such that (K λ q ni ) i converges. Letq denote its limit. Then
due to Propositions 4.11 and 4.4. Therefore, we have lim i→∞ q ni =q, with q 1 = c andq ≥ 0 a.e. Now we continue as in the proof of Lemma 3.11. Consider
The first term vanishes for i → ∞ due to K ni q ni = q ni , the second and fourth according to Propositions 4.11 and 4.4, respectively. Hence,q is an eigenfunction of K λ to the eigenvalue 1 and, according to Theorem 2.2, unique up to normalization, and henceq = q. Since this is true for all convergent subsequences, the claim follows (again due to the compactness of K λ ).
Proof of Theorem 4.12(b). With our choice p n 1 = 1 there is, due to Lemma 4.15, a subsequence (q ni ) i such that q ni 1 converges and has a strictly positive limit c. Thus, according to Lemma 4.16, also q ni → cq/ q 1 =:q holds. Let n 0 be sufficiently large such that α := inf n≥n0 λ n > 0. Then, for n ≥ n 0 ,
With this, we have p ni → (T + λ) −1q in L 1 (I), and especially (T + λ) −1q 1 = 1, from which c = q 1 follows. Therefore, each convergent subsequence of (q n ) n converges to q and thus, as in the proof of Lemma 4.16, the sequence itself. Together with what has just been shown the claim follows.
Comparison of both methods.
Both approaches, the application of the Nyström method in the case of a compact interval and of the Galerkin method in the case of an unbounded interval, effectively lead to the same approximation procedure in our case of the COA model. First, one chooses appropriate intervals I n,k and points t n,k ∈ I n,k (also for an unbounded interval the use of identical points seems reasonable in many cases, i.e., t w n,k = t ux n,k = t uy n, k = t n,k ). Then, the operators T and U from (2.3) and (2.4), respectively, are approximated by matrices T n and U n , cf. (3.8), (3.9), and (4.7). For these, the eigenvalue problem (T n − U n + λ n )p n = 0 is solved.
Here, the eigenvectors p n are considered as probability densities on I. Then, under the conditions described above, the eigenvalues λ n converge to λ and the measures corresponding to the p n converge in total variation to the equilibrium distribution described by the solution p of the original problem (1.1).
The differences between the two approaches lie on the intermediate technical level of the compact operators K α and K α,n and the solutions q and q n of the equivalent eigenvalue problems (2.6), (3.5), and (4.2). Here, in the first case we have collectively compact convergence K λn,n cc − → K λ going together with q n − q ∞ → 0, whereas in the second case P n K λ − K λ Y → 0 in Y = L 1 (R) and K λn,n − P n K λ Yn → 0 in the subspaces Y n going together with q n − q 1 → 0. On this level, neither does K λn,n − K λ ∞ → 0 hold in the first case, compare [13, Thm. 12.8] , nor any kind of collectively compact convergence in the second.
Both methods may, strictly speaking, only be applied to continuous mutation kernels u. This excludes, for example, Γ-distributions (reflected at the source type), where u(x, y) ∝ |x − y| Θ−1 exp(−d |x − y|), which have poles for x = y if Θ ∈ ]0, 1[ and d > 0. These distributions incorporate biologically desirable properties, such as strong leptokurticity, and have been used, e.g., in [9] . However, kernels as the above may be approximated arbitrarily well by continuous ones in the sense that the norm of the difference operator-and thus the difference of the largest eigenvaluesgets arbitrarily small. Then, the procedures described here, may be applied to these continuous kernels.
6.
Outlook. This article shows that most reasonable COA models can be approximated arbitrarily well by models with discrete types. Therefore, one can expect both model classes to behave quite similarly. For certain mutation-selection models with discrete types, a simple maximum principle for the equilibrium mean fitness λ was recently found [7] (see also [2, 6] ). It takes the form and holds as an exact identity in a limit of infinitely many types that densely fill a compact interval I. In the simplest case, a linear ordering of types is assumed and mutation is taken to only connect every type x with its two neighbors at rates u ± (x). Then the function g is given as g(x) = u + (x) + u − (x) − 2 u + (x) u − (x). In a subsequent analysis [6] , models with three types of mutation-and hence six neighbors of every type-were considered. For these, g is given as the sum of three terms of the above pattern (and x has three components), one for each type of mutation.
In the light of the findings presented here, one may conjecture that also for certain COA models the above characterization is valid with an appropriate function g. First steps in [18] , both analytical and numerical, corroborate this conjecture with g(x) = I u(x, y) − u(x, y) u(y, x) dy , which generalizes the additive structure of g found in [6] with respect to a continuum of possible mutations. The important prerequisite seems to be the possibility to approximate every local subsystem, corresponding to a small interval J ⊂ I, by a COA model whose mutation kernel is of the form u(x, y) = exp(γ (x − y)) h(|x − y|). Then, in a limit ν → ∞, where h is replaced by h ν (|x − y|) = ν h(ν |x − y|), the above expression seems to become exact. A rigorous proof for this statement seems feasible in the near future. 
