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Al igual que la masa o la carga, el espín es una propiedad física fundamental que,
típicamente, aparece en la descripción de los sistemas cuánticos. Más allá de sus
importantes implicaciones teóricas, el creciente avance de la tecnología y el desarrollo de los
dispositivos hacia escalas cada vez más pequeñas ha favorecido el surgimiento de multitud
de aplicaciones que involucran al espín, entre las cuales se destaca la espintrónica; una
nueva forma de electrónica en la que, además de la carga, también se explotan los grados
de libertad otorgados por el espín del electrón. Por supuesto, el espín no es exclusivo de
los electrones, está presente en todas las partículas elementales, y por ende, en los fotones.
En este caso, y a diferencia de lo que ocurre con los electrones, existe una correspondencia
clásica que relaciona el espín del fotón con los estados de polarización circular de la luz. Por
lo tanto, en nano-óptica y en fotónica, los fenómenos basados en el espín se refieren, grosso
modo, a aquellos que son fuertemente dependientes de la polarización circular de la luz.
En este marco general, uno de los ejemplos más preponderantes se halla en la interacción
espín-órbita. En su versión óptica establece que, bajo ciertas condiciones, es posible que
exista una influencia mutua entre el estado de polarización (espín) y la propagación (órbita)
de la luz. A pesar de su carácter ubicuo en todos los procesos ópticos básicos, sus efectos son
muy débiles, y su manifestación se restringe a la nanoescala, lo cual dificulta su observación
e identificación. En este mismo contexto, otro concepto heredado del formalismo cuántico
que tiene análogo fotónico directo es la quiralidad óptica; una propiedad dinámica local que,
de alguna manera, permite cuantificar escalarmente el espín de un campo óptico. Aparte de
su controvertido significado físico y su estrecho vínculo con los sistemas plasmónicos y los
metamateriales, como amplificadores de sus efectos, su principal característica fundamental
es que, para los campos ópticos en el vacío, es una cantidad conservada.
En esta tesis se ahonda teóricamente en los fundamentos básicos de estas características
fotónicas. Específicamente, se demuestra analíticamente que la interacción espín-órbita es
un fenómeno que surge natural y necesariamente en la nanoescala. Sobre esta base se
expone un formalismo para extender la excitación unidireccional de campo cercano más
allá de la aproximación dipolar, lo cual facilita su observación y mejora las propiedades de
acoplo. Por otra parte, se analiza el concepto de la quiralidad óptica, originalmente definida
en el vacío, y se generaliza a cualquier tipo de medio, incluyendo sistemas altamente
dispersivos. Asimismo, se exploran diferentes configuraciones que permitan implementar
las principales funcionalidades quirópticas (sensado y espectroscopía) en plataformas de
fotónica integrada. Además de su potencial para aplicaciones, este estudio tiende un puente




Igual que la massa o la càrrega, l’espín és una propietat física fonamental que,
típicament, apareix en la descripció dels sistemes quàntics. Més enllà de les seves
importants implicacions teòriques, el creixent avanç de la tecnologia i el desenvolupament
dels dispositius cap a escales cada vegada més petites ha afavorit el sorgiment de
multitud d’aplicacions que involucren l’espín, entre les quals es destaca l’espintrònica;
una nova forma d’electrònica en què, a més de la càrrega, també s’exploten els graus
de llibertat atorgats per l’espín de l’electró. Per descomptat, l’espín no és exclusiu dels
electrons, és present en totes les partícules elementals, i per tant, en els fotons. En aquest
cas, i a diferència del que passa amb els electrons, hi ha una correspondència clàssica
que relaciona l’espín del fotó amb els estats de polarització circular de la llum. Per tant,
en nano-òptica i en fotònica, els fenòmens basats en l’espín es refereixen, grosso modo, a
aquells que són fortament dependents de la polarització circular de la llum.
En aquest marc general, un dels exemples més preponderants es troba en la interacció
espín-òrbita. En la seva versió òptica estableix que, sota certes condicions, és possible que
hi hagi una influència mútua entre l’estat de polarització (espín) i la propagació (òrbita)
de la llum. Malgrat el seu caràcter ubic en tots els processos òptics bàsics, els seus efectes
són molt febles, i la seva manifestació es restringeix a la nanoescala, la qual cosa dificulta
la seva observació i identificació. En aquest mateix context, un altre concepte heretat
del formalisme quàntic que té anàleg fotònic directe és la quiralitat òptica; una propietat
dinàmica local que, d’alguna manera, quantifica escalarment l’espín d’un camp òptic. A
banda del seu controvertit significat físic i el seu estret vincle amb els sistemes plasmònics
i els metamaterials, com amplificadors dels seus efectes, la seva principal característica
fonamental és que, per als camps òptics en el buit, és una quantitat conservada.
Des d’un enfocament teòric, aquesta tesi aprofundeix en els fonaments bàsics d’aquestes
característiques fotòniques. Específicament, es demostra analíticament que la interacció
espín-òrbita és un fenomen que sorgeix natural i necessàriament en la nanoescala. Sobre
aquesta base s’exposa un formalisme per estendre l’efecte d’excitació unidireccional de
camp pròxim més enllà de l’aproximació dipolar, la qual cosa facilita la seva observació i
millora les propietats d’acoblo. D’altra banda, s’analitza el concepte de la quiralitat òptica,
originalment definida en el buit, i es generalitza a qualsevol tipus de mitjà, incloent
sistemes altament dispersius. Així mateix, s’exploren diferents configuracions que
permetin implementar les principals funcionalitats quiròptiques (sensat i espectroscòpia) en
plataformes de fotònica integrada. A més del seu potencial per a aplicacions, aquest estudi




Just like mass or charge, spin is a fundamental physical property that, typically, appears
in the description of quantum systems. Beyond its important theoretical implications,
the rapid advance of technology along with the relentless trend toward the development
of devices at increasingly smaller scales have boosted the occurrence of a wide range of
applications involving spin, among which is highlighted the spintronics; a novel form of
electronics which, besides the charge, also exploits the degrees of freedom provided by the
electron spin. Of course, the spin is not exclusive to electrons, but is actually present in
all the elementary particles, and therefore in photons. In such a case, and unlike what
happens with electrons, there exists a direct classical correspondence relating the spin of
photons with the circular polarization states of light. Thus, in nano-optics and photonics,
spin-dependent phenomena are broadly referred to as those that strongly rely upon the
circular polarization of light.
Within this general framework, one of the most preponderant examples is found in the
spin-orbit interaction. In its optical version, it states that, under certain conditions, it is
possible that there exists a mutual influence between the state of polarization (spin) and the
propagation (orbit) of light. Despite its ubiquitous character in all basic optical processes,
its effects are very weak, and its manifestation is restricted at the nanoscale, thereby
hindering its observation and identification. In this same context, another concept somehow
inherited from the quantum formalism with a direct photonic analogue is the optical
chirality ; a local dynamical property that, in a way, allows one to quantifying scalarly
the spin of an optical field. Apart from its controversial physical meaning and its close
relationship with plasmonic systems and metamaterials, often regarded as chiral enhancers,
its main feature is that, for optical fields in the vacuum, it is a conserved quantity.
From a theoretical standpoint, this thesis delves into the basics of these photonic traits.
Specifically, it is analytically demonstrated that the spin-orbit interaction is indeed a
phenomenon that naturally and necessarily emerges at the nanoscale. Building on this,
it is addressed a formalism to extend the effect of near-field unidirectional excitation
beyond the dipolar approximation, thus facilitating its observation and improving the
coupling performance. On the other side, the optical chirality, originally put forward for
electromagnetic fields in vacuum, is thoroughly analyzed and generalized to any arbitrary
medium, including highly dispersive systems. Furthermore, different configurations for
implementing the main chiroptical functionalities (sensing and spectroscopy) in integrated
photonic platforms are explored. Besides its potential for applications, this study lays a
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Introduction and objectives
There is nothing new to be discovered in physics now.
All that remains is more and more precise measurement.
Willian Thomson (Lord Kelvin) – British Association
for the Advancement of Science (1900)
Although the opening quotation is generally attributed to Lord Kelvin (1824 – 1907),
there is not complete certainty about that, and it is indeed often claimed that it was
actually paraphrased by Albert A. Michelson∗ (1852 – 1931). Regardless to whom this
statement is credited, what is undeniably true is that it could not be further from reality.
Not only at the time in which is supposed it was raised, but, according to our own
experience, it still continues being so at present. Needless to say that neither modern
science nor the state-of-the-art of current cutting-edge technologies would be as they are
nowadays without the advent of quantum mechanics or relativity (in its both flavors),
which were yet to come around at that time. As we now know, these revolutionary
theories have played an essential role in the overhaul and upgrade of longstanding
branches of physics, for instance, turning from classical electrodynamics to its quantum
counterpart, befitting it with a relativistic formalism, and in a wider sense, leading
to the much celebrated quantum field theory — the theoretical framework hosting the
fundamental origin of photons as the quanta of light. Both, though more particularly
quantum mechanics, have been pivotal in the revival of interest in the foundations of
condensed matter physics, now becoming one of the most active and prolific areas of
fundamental and applied physics [1], and have also been crucial in the development of
new emerging technologies [2], especially as the scale of the systems turns increasingly
smaller. Of course, these breakthroughs are just some examples of a large list evincing
that, contrary to the Kelvin’s (or Michelson’s) assertion, physics remained (and it does
still today) fizzing, and, consequently, the technological advancement.
It is evident that science and technology are closely tied to each other, on their own
contents, and in the pathways of research and development. Of course, this is applicable
to any of the major scientific disciplines, such as physics, chemistry, biology, and even
mathematics. Yet, in the case of physics, and in particular for many of its branches
∗American physicist famous for his works on measuring the speed of light and, particularly, for his
contribution to the Michelson-Morley experiment, aimed at demonstrating the (in)existence of the ether.
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(thermodynamics, electronics, or optics, just to mention a few), such a link seems to be
more straightforward to grasp, since, in a way, it can be regarded as the first hurdle to
overcome before to “get in touch” with nature. Be that as it may, this interconnection leads
to a continuous and mutual feedback, thereby setting down one the main mechanism that
they both, science and technology, often use to push themselves forward. In this manner,
the scientific knowledge could be applied to improve the already existing technology (or
just to figure out how to do it), and, conversely, one could otherwise use the technology to
tackle on basic science (e.g., by getting better resolutions in the observation instruments,
or higher performance in the computing devices), or even indirectly, by posing challenging
venues that may require new scientific approaches. One of the most illustrative examples
showing this involvement is well abridged in the famous 1959 lecture given by Richard
P. Feynman (1918 – 1988) [3]: «There’s Plenty of Room at the Bottom». As pointed out
in the subtitle, this talk was envisaged as An Invitation to Enter a New Field of Physics,
namely, it was a manifesto appealing to undertake a new research direction delving into
the possibility of manipulating and controlling things on a small scale. With the only
constraint of not violating any physical law, Feynman speculated about the prospects
and benefits of arranging single atoms or molecules one by one the way we want them.
In this regard, it should be noted that, already at that time, it was well known that
the scientific basis underlying the realm of microscopic things was dictated by the rules
of quantum mechanics, with their weirdness and unfamiliar effects — likely as a part of
its lure. In this scenario and from a general focus intended to a broad audience beyond
physicists, including chemists and biologists, Feynman highlighted joyfully, but insistently,
the necessity of deploying a more advanced technology able to carry out and deal with
the downscaling procedure and the emerging phenomena occurring at so small scale. A
clear example is underlined by the pressing need that there was at the time to improve
the electron microscopes, to make them more powerful and with a much higher resolution.
Additionally, it was also pondered upon multiple situations and applications that would
be triggered by the miniaturization of physical systems, thus showcasing interesting
possibilities, e.g., for writing or etching over microscopic structures, storing and processing
data within tiny systems, integrating electrical circuitry, or even for performing smart
chemical synthesis, biologically inspired self-assembly, or microscopic medical bots for
surgery or drug delivery, among others. Astonishingly, many of these outlandish proposal,
if not all, have already been realized, and have led to a whole set of novel concepts, and
even to new scientific areas in their own right, whose denomination is usually preceded
by the prefix nano. Nanoelectronics, nanophotonics, nanofabrication, nanoparticles, or
nanostructures, are just some of the examples whose usage is becoming increasingly
widespread all around the scientific landscape. So much so, that in a broad sense, they all
are usually encompassed in a new field of study, now referred to as the nanoscience.
Just as a matter of fact, the origin of the nanoscience (and/or the nanotechnology) is
often set to the date in which was delivered the above Feynman’s lecture [4, 5]. However,
this onset event has not been widely accepted, mainly, because it relies upon retroactively
awarded successes [6]. Instead, a more conservative and recognized stance sets that such a
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Figure 1: Timeline of major milestones and breakthroughs in nanoscience and nanotechnology [7].
birth took place with the achievement of the following technical landmarks (see Figure 1):
the invention of the scanning tunnelling microscope (STM) in 1981, the came of the
atomic-force microscope (AFM) in 1985, and the first manipulation of individual atoms by
STM spelling out the IBM acronym in 1989 [7]. As it can be appreciated (and expected),
since the early stages of this race toward the miniaturization, the branch of (classical)
optics already showed out signs that it was meant to play a fundamental role. Nonetheless,
still for the moment, its relevance has only been showcased from an instrumental (or
passive) standpoint, namely, just as an efficient toolbox that turned out to be very useful
for the construction of equipments able to zoom into the micro (or even the nano) scale [8].
Concurrently, in this cascade of accomplishments that did contribute to the
development of the nanotechnology, it is a must to mention the Field-Effect
Transistor (FET) and the Metal-Oxide-Semiconductor (MOS) architecture, as well
as the confluence of both, giving rise to the well-known MOSFET transistor. Owing
to its ability to be miniaturized and embedded, MOSFETs have grown into the
fundamental building-block of the modern electronics industry, thus driving up the mass
production of integrated circuits, in which the electronic elements (i.e., the MOSFETs)
are monolithically embedded in a single piece of a semiconductor material (typically made
of silicon). Noteworthily, these technological breakthroughs have been acknowledged
4 INTRODUCTION AND OBJECTIVES
by the Institute of Electrical and Electronics Engineers (IEEE) to be included in the
List of Milestones [9], and, what is even more remarkable, they were, directly or indirectly,
involved in the award of various Nobel Prizes — the discovery of the FET and the
invention of the integrated circuit were awarded in 1956 and 2000, respectively, and the
discovery of the quantum Hall effect, which was instigated by the MOSFET [10], got it
in 1985. Furthermore, the realization of the MOSFET led in turn to what has come to
be called the Complementary Metal-Oxide-Semiconductor (CMOS) technology; a whole
set of fabrication techniques (lithography, epitaxial growth, chemical depositions, ...) and
materials (basically the III-V semiconductors), widely used in the nanofabrication of
electrical integrated circuits for a wide range of uses (chips, microprocessors, memories, ...).
This standard semiconductor-based technology has become dominant in the fabrication of
planar devices, providing with numerous practical benefits: high performance (reducing
power consumption and heat generation), high-density integration and scalability (yielding
ultra-low footprints), as well as cost-effective and mass-volume production, among others.
The transition from vacuum tubes to solid-state systems relying upon semiconductor
physics meant a formidable change in the development of transistors, and its impact
has transcended far beyond the scientific-technical ground. Today, electronic devices
— and consequently MOSFET transistors — flood practically all over the society, and
their use extends to nearly whatever daily activity one can think of, thereby becoming
in almost a new limb of the human body. In fact, it is not unreasonable to state that
MOSFETs in themselves, along with the enormous commitment to reach integration in
chips of increasingly smaller scales, are behind great part of the global economic growth,
triggering and shaping what is commonly known as the digital revolution, the silicon age,
and/or the information age. In this regard, it should be noted that, since the very first
conception of the MOSFET transistor, its integration in electronic circuits have undergone
an impressive quantitative leap, passing from a little dozen, to tens of thousand, millions,
and even billions of MOSFETs integrated in a single chip. Who could have imagined so
high level of progress in so little time (barely in a half of century)? A look back allows us to
find a short answer to this question in the so-called Moore’s law [11], according to which,
just by taking into account the shrinkage of the transistors’ size, it is forecasted that the
number of transistors in the integrated circuits is doubled about every two years — and
so the chips’ performance. But, if this downscaling pace is kept, next questions would
be, until when?, is there any limit, or is it, otherwise, possible to go down indefinitely
to scales smaller and smaller? Of course there are limits. Indeed, a first bound might
be readily reached on account of the overheating that would appear when transistors are
extremely tightly packed and bonded to each other. This classical-like shortcoming could
be mitigated, e.g., by capping the clock speed of the device, and hence, cutting down the
process yield [12]. Interestingly, this kind of issues, along with other possible ways for
facing them, were already alluded in the aforementioned Feynman’s lecture [3]:
«There is also the problem of heat generation and power consumption [...]
so, ultimately, when our computers get faster and faster and more and more
elaborate, we will have to make them smaller and smaller»;
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Figure 2: Schematic of the spin Field-Effect Transistor (spin-FET) proposed by Datta and Das [17].
«I have thought about some of the problems of building electric circuits on a
small scale, and the problem of resistance is serious. [...] Possibly we can beat
resistance through the use of superconductivity if the frequency is not too high,
or by other tricks».
However, a more fundamental limitation arises as the transistors’ size shrink below a
certain dimension (say, below 100 nanometers), from which quantum effects start to
emerge. In such a case, quantum features such as the tunneling effect or some others
related to the uncertainty principle turn out to be predominant, thus affecting the system’s
behavior so much that they may even jeopardize its stability and reliability.
In order to face with these limitations, there have been proposed many different
road maps. One of them is based on what has been termed as the More than Moore
strategy. It basically consists in adapting and customizing the chips to the needs of specific
applications [12]. Namely, it is based on an inverse approach in which the improvements
are undertaken by looking at the Top [13] (in resemblance to the Feynman’s lecture which,
instead, urges to look into de Bottom), that is, by working on the hardware architecture,
improving the software coding, and optimizing the computation algorithms and protocols.
On the other side, another more insightful strategy is aimed to tap positively into the
potential advantages brought about by quantum mechanical features. Indeed, in the same
way as the quantum tunneling and the uncertainties, at the microscopic regime there
appear likewise the so-called quantum coherence and the quantum superpositions. These
features normally weaken and fade out as the scale of the systems goes up, but, for quantum
systems, say the spin of electrons, turn out prevailing, and in fact, essentials to deal with
them. In this respect, it should be noted that, just like the electric charge, the spin
is nothing but another fundamental property of electrons, and hence, is amenable to be
considered as a suitable resource for being exploited, for instance, in solid-state devices [14].
This realization gave rise to spintronics, a field of study that focuses on the generation,
injection, transport, manipulation, and detection of spin-polarized electron currents
through semiconductor-based mesoscopic systems [15]. In this vein, early proposals began
to become popular in the eighties, with the discovery of the giant magnetoresistance
(GMR), whose main application has enabled the miniaturization of the recording heads
of hard-disk drives [16]. Afterwards, other more sophisticated spin-dependent electronic
applications came up, being the most outstanding the Datta-Das spin-FET (Figure 2) [17].
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Figure 3: Spin-dependent electron transport phenomena in solid-state systems [21].
This transistor (which, by the way, was originally inspired by optical phenomena [18]) was
conceived to be the spin-analog to the conventional MOSFET, in which the information
is stored, conveyed, and processed by means of the spin of the carriers (in addition
to, or instead of the charge). Besides overcoming the fundamental limitation on
chip integration [19], this kind of quantum-based components are being expected to
outperform the capabilities of current electronics, e.g., in terms of non-volatility, higher
processing speed, lower power consumption, and, of course, by taking advantage of the
quantum superposition of the electronic spin states [20]. Notwithstanding, the ensuing
researches aiming to accomplish its practical implementation have encountered several
and serious challenges, mainly concerning the efficient injection of spin-polarized currents
into the conducting channel — owing to the impedance mismatch between the transistor’s
components — as well as on the active control of the spin dynamics and its transport across
semiconductor materials, particularly at or above room temperatures. At any rate, what
should be stressed out here is that this field of spin-dependent electron transport phenomena
has become a burgeoning research topic that has put the spin — so far mostly regarded just
as a theoretical concept — on the ground of solid-state applications, and thus, has paved
the way for a wealth of fundamental effects, including the spin Hall effect, the quantum spin
Hall effect, or the topological insulators, among many others. In this regard, it is also worth
pointing out that, as depicted in Figure 3, within this palette of spin-dependent (and/or
chiral) effects, the spin-orbit interaction (SOI), occurring in low-dimensional semiconductor
structures with inversion asymmetry, lies right at the heart [21].
INTRODUCTION AND OBJECTIVES 7
Heretofore we have seen how the transition from the macro to the nanoscale has
brought forth a great variety of new devices (MOSFETs, integrated circuits, spin-FETs, ...),
along with a whole technology able to deal with the fabrication process of semiconductor
structures in an efficient and effective way (CMOS technology). Apart from the
applications, this downscaling process has also enabled the disclosure of a plethora of new
physical effects (quantum Hall effect, spin Hall effect, spin-orbit coupling in semiconductor
heterostructures, ...), most of them belonging, up to then, to the theoretical realm. All
of that has been performed under the framework of electronics in its widest sense (i.e.,
by including considerations coming from solid-state physics, and more particularly from
semiconductor physics, together with some quantum mechanical traits), making emphasis
in its evolution toward nanoelectronics, as well as in the efforts put into the exploration of
further alternatives such as spintronics. Noticeably, this trend toward the miniaturization
has also had a significant impact in the birth and integral development of the photonics
and subsequently in nanophotonics. For this, it turned out to be essential the realization
of a coherent light source. This was held with the discovery of the laser, which has
been widely recognized as the fact that marked the onset of photonics. Since then, light
began to play a fully active role in the successive technological breakthroughs coming
ahead. In this sense, whereas (classical) optics mainly involves passive instruments, such
as lenses, polarizers, wave plates, or mirrors, photonics, for its part, apart from lasers,
entails the usage of sophisticated equipment, including amplifiers, transmission media,
modulators, or photodetectors, among others. Furthermore, there are also significant
differences as for the applications, which for the case of photonics ranges from light
detection, to imaging, spectroscopy, communications, processing, computing, or even
medicine. As it can be noted, some of the main applications of photonics (in particular,
those related with communications, processing, and computing) resemble somehow to
those of electronics, but considering photons (light) instead of electrons (electric charges)
as the information carriers. Thus, akin to electronics as for the transport properties
of electrons, the ultimate goal of photonics basically consists in dominating the light
properties (i.e., spatial distribution, polarization, dispersion, ...), and its interaction with
matter, and this is mainly done in the frequency range that usually goes from infrared (IR)
to ultraviolet (UV). Upon this basis, and harnessing the whole machinery deployed for
nanoelectronics, there emerge the nanophotonics [22].
Besides reducing the size of the structures with which light interacts, nanophotonic
systems affords a number of practical benefits, especially if realized onto silicon-based
platforms compatible with standard CMOS technology. Cost-effectiveness, mass-volume
production, compactness, robustness, reproducibility, high yield, as well as integration
with electronics are indeed the main advantages of silicon-nanophotonics [23]. In
addition, since silicon is a material with a moderately high refractive index (about 3.5),
exhibiting transparency at the optical communication band (roughly ranging from 1300 to
1600 nm) [24], it is well suited to achieve a broadband confinement and guidance of light.
In fact, thanks to the high index contrast attainable in silicon-on-insulator (SoI) platforms
(e.g., between silicon and its oxide, which is the typical insulator material employed as
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a substrate in electronic circuits), and the total internal reflection (straightforwardly
coming from the Snell’s law), it is possible to concentrate and propagate optical energy
along structures of sub-wavelength dimensions. This constitutes the very basics behind
the most common realization of lithographically defined all-dielectric waveguides, which
are usually regarded as the (nano)wires of the photonics integrated circuits (PICs).
Although a priori it may seem that nanophotonics is technologically far superior
than nanoelectronics (e.g., in terms of processing performance, communication speed,
bandwidth, and power consumption), the catch is that there exists a major limitation
as for the minimum dimension attainable in PICs. This is imposed by the diffraction
limit, according to which, light cannot be neither confined nor guided within structures
whose dimensions are smaller than approximately half of its wavelength. Hence, whereas
integrated electronics has largely reached nanoscaled circuits, silicon-based photonics
components are still compelled to keep on the microscale, in compliance with the
diffraction law. This then poses the disjunctive of whether it is actually feasible to get
both the high-speed of photonic systems and the miniaturized size of electronic elements in
a same chip. A first tentative proposal to face this issue has been based on hybrid designs,
that is, a combination of both electronic and photonic technologies so as to gain the best
of each world [22,23]. It should be noted that this synergistic approach, often dubbed the
electronic-photonic convergence, is possible because of the mutual CMOS compatibility of
PICs with their electronic counterparts, and has led to a wide variety of optoelectronic
applications such as switches, modulators, filters, or (de)multiplexers, just to mention a
few. Yet, for some time now, it has been suggested that a more insightful way to meet
these technical demands at once might be accomplished by means of plasmonic systems [25].
Very roughly and shallowly, plasmonics can be deemed as the science that lies right in
between nanoelectronics and nanophotonics, thereby settling down a direct link between
them [26]. Indeed, the main physical ingredients of plasmonics are basically two: high
frequency electromagnetic (EM) fields — ranging from the near-infrared (NIR) to visible
frequencies — and the free electron gas of metallic structures — typically considered as
planar surfaces or metallic nanoparticles, which should be assumed to be surrounded
by a dielectric medium. As a result of their mutual interaction, and presuming the
adequate resonant conditions (depending on the material properties of both the metal
and the surrounding dielectric), an external EM wave impinging at the metal/dielectric
interface drives a partially coherent collective oscillation of the conduction electron
charges which, in turn, induces a self sustained surface EM wave [27]. Such a mutual
coupling between the surface-charge-density oscillations and the surface-EM-wave over the
metal interface is what we call the surface plasmon polariton (SPP)†. Depending on the
geometric characteristics of the metallic structure, these surface waves will be propagating
†Note that, strictly speaking, surface plasmons (SPs) actually refer to the charge motion (i.e., the
excitation of the plasma oscillation), whereas polaritons, on the other side, are associated to the surface
EM field induced and self sustained by the SPs (i.e., the excitation resulting from the coupling between
plasmons and photons). Therefore, SPPs come up from the joint action of both elementary excitations.
































Figure 4: Evolution and future forecast of different technological approaches (electronics, photonics,
or plasmonics) and materials (semiconductors, dielectrics, or metals) in terms of working
performance (operating speed) along the time and as a function of the critical device size [31].
(in extended metal surfaces) or localized (in the case of finite metallic nanoparticles,
yielding localized surface plasmon resonances), either way, exhibiting an unparalleled
ability to confine light into deep-subwavelength volumes [28]. In addition to overcoming
the diffraction limit, such an extreme light concentration, enabled by plasmonic
nanostructures, may eventually lead to an enormous local field enhancement (often
referred to as hot spots) [29]. These features have proven to be very useful, for instance,
to boost non-linear phenomena (e.g., for spectroscopy based on surface-enhanced Raman
scattering), as well as for controlling light-matter interactions at the nanoscale (e.g.,
to manipulate light properties such as the EM field distribution, the propagation, or
the state of polarization, or even dynamical properties such as the energy, the spin,
or the optical chirality). Furthermore, the possibility of squeezing and guiding light in
subwavelength metallic structures has opened new paths toward the realization of surface
plasmon-based photonic elements (i.e., waveguides, switches, modulators, couplers, ...) in
order to reach the coveted miniaturization of PICs — which is certainly one of the central
goals of current research in plasmonics [30]. In this sense, plasmonic circuits would allow
gathering together, on a same chip, both the size of nanoelectronics and the high operating
speed of conventional dielectric-based photonics, with the additional benefit (though
still potential) of conveying electric currents, optical signals, or even both, through the
same channel (owing to the hybrid electron-photon nature of SPPs). Plasmonics is
then expected to provide the sought convergence between optical communications and
electronic computations for data and information processing (Figure 4); or at least the
way to interface them in highly integrated circuits [31]. Yet, a major challenge in the
accomplishment of all-plasmonic structures is due to the high absorption losses of metals
at optical frequencies. This fact limits the maximum distance at which the SPPs can
be propagated, and therefore would set an upper bound on the size of the whole circuit.
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Figure 5: Plasmonics Kübler-Ross Grief Cycle. Lighthearted diagram showing gradually the
different attitudes when examining the role played by absorption losses in plasmonic systems [33].
Moreover, the CMOS compatibility severely restricts the number of eligible materials
(e.g., aluminum, copper, and even semiconductors such as ITO, are some of the few viable
options). As a practical, though provisional approach (or even perhaps for long-term) to
address these kind of shortcomings, it has recently been suggested a hybrid architecture
integrating both silicon-based platforms and CMOS-compatible plasmonic materials [32].
In such a way, dielectrics would be in charge of guiding and conveying the optical signals
and the plasmonic nanostructures of carrying out the corresponding functionalities.
It is worth remarking that, albeit absorption losses — which essentially entail
dephasing as well as an exponential and rapid decay of signals — are often considered
as a harmful effect in the context of optical communication and data processing (e.g., in
many functional circuit elements such as interconnects or waveguides), there are many
other applications in which they are not only harmless, but they turn essential, or even
advantageous (Figure 5) [33]. In this vein, topical strategies to deal with absorption
losses in plasmonic systems (and also in metamaterials) are lately experiencing a change
of paradigm; moving from avoidance — either minimizing or compensating the losses,
e.g., by improving the fabrication processes, or just by means of optical gain media — to
harnessing, namely, considering alternative approaches in which losses may be profitably
exploited [34]. This is the case, for example, of light-induced (local) heat generation,
which can be very useful in chemical control of reactions (e.g., in thermo-catalysis) or in
thermally activated physical processes (such as heat-assisted magnetic recording). All in
all, loss-enabled plasmonic functionalities might be useful in a wide variety of scenarios
in which an efficient and targeted (even into deep subwavelength regions) delivery of
both, light and heat, could be demanded, including nanofabrication, nanomanipulation,
spectroscopy, or near-field nanorouting of thermal radiation [33, 34]. On the other side,
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Figure 6: Conceptualization of naturally occurring materials formed by atoms, against
metamaterials, built upon meta-atoms that are in turn made of atoms. The effective parameters
of metamaterials (εeff and µeff) will depend on that of the constituent matter (ε and µ) as well as
on the shape, size, orientation, and the arrangement of the meta-atoms.
and regardless of their source (either due to plasmonic materials, or any other kind
of dispersive medium), absorption losses, and, in general, any dissipative effect, are of
utmost theoretical importance when dealing with physical systems undergoing irreversible
processes. Upon this basis, and taking into account an intricate connection between
the ideas of reversibility and reciprocity (certainly well distinct notions [35], although
somehow related to each other through the so-called Onsager-Casimir relations), it has
been possible to demonstrate the existence of insightful relationships as for the role played
by the absorption losses into the analysis of complex dynamical properties of light such as
the optical chirality [36]. Furthermore, insofar as dissipation and dispersion are necessarily
tied to each other (on account of the Kramers-Kronig relations, which, in turn, underpin
the fundamental principle of causality), absorption losses are indirectly, but ultimately,
behind a myriad of dispersive phenomena occurring in nano-optics and photonics.
Intimately linked to plasmonics, the ultimate leap forward in this fervent road toward
the miniaturization has come with the relatively recent advent of metamaterials [37]. As its
very name indicates, metamaterials refer to artificial materials whose properties go beyond
from those that can be found in nature [38]. Even though at first glance it could be thought
that such a realization might affect to any kind of physical property, the term metamaterials
traditionally revolves around photonics, thus concerning the optical behavior of matter [39].
The underlying idea basically consists in designing and constructing nanostructures much
smaller than the wavelength so that they can behave as nanoscale artificial light scatterers,
usually referred to as meta-atoms (Figure 6). Then, provided that they are densely
arranged in periodic arrays properly engineered, the resulting structure will exhibit a
tailor-made optical response with properties on demand [40]. As opposed to photonic
crystals, whose structure has a periodicity comparable to the wavelength of light (enabling
one to perform a sort of bandgap engineering via diffraction effects), in metamaterials
the lattice constant should be much smaller than the wavelength. In this way, and after
carrying out the corresponding homogenization process (ruled by the Clausius-Mossotti
equation), metamaterials are to be considered as effective continuous media.
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Just like in any natural medium, the optical response of metamaterials, averaged
over many meta-atoms, is characterized in terms of the constitutive effective parameters:
the electric permittivity (εeff) and the magnetic permeability (µeff). Essentially, these
quantities set the relationship between free-space EM fields, and those passing through
material systems, which are indeed routinely expressed in terms of the polarization and the
magnetization vector fields‡. Hence, εeff and µeff enclose the overall optical features of the
matter, determining its character in terms of (non)linearity, (in)homogeneity, (an)isotropy,
and, importantly, its dispersion relation. Likewise, an equivalent characterization of the
medium might also be done in terms of the refractive index (neff ≡
√
εeffµeff) and the
relative wave impedance (Zeff ≡
√
µeff/εeff). In any case, in order to find out the explicit
expressions of these parameters one should resort to material models that account for the
behavior of matter under the presence of EM fields, so providing with the corresponding
constitutive relations, relating, respectively, the polarization and the magnetization with
the external electric and magnetic field. For the case of natural metals, the most well known
example is given by the Drude model — or its extension, known as the Drude-Lorentz
model — which, among other things, affords a classical explanation for the existence of
SPs as well as for the negative value of the permittivity at optical frequencies. However,
the range of permittivities (and even more that of permeabilities) attainable in nature at
a given frequency band (e.g., in the visible spectrum) is considerably narrow, limiting so
the possible applications. Metamaterials, then, come to fill this gap, enabling not only
to reach extreme values of ε and µ, but also, and more importantly, modeling its character.
Unlike the permittivity in the case of metals, the occurrence of negative permeability
at optical frequencies lies out of the range of most natural materials — it is often said
that matter is nonmagnetic. This poses a clear limitation in many situations, for example,
restricting the excitation of SPPs, or the Brewster effect, only to p-polarized waves (also
referred to as TM modes). Furthermore, the difference of sign between ε and µ in a given
material (e.g., in electric plasmas yielded by the free electrons of metallic structures, in
which ε < 0 and µ > 0) is behind the evanescent character of EM waves in such a medium,
even under the assumption that it may be lossless (i.e., presuming that the imaginary part
of the permittivity could be equal to zero). Indeed, it is easy to see that such a difference
of signs would result in a purely imaginary contribution for the refractive index, and
accordingly, for the wave vector, thereby making the complex phase factor to exhibit an
exponentially decaying behavior. Musing over these issues, for the very first time in 1968,
Viktor G. Veselago (1929 – 2018) put forward theoretically the idea of considering a
medium with both the permittivity and the permeability negative [41]. Besides showing
the possibility of having propagating waves through media with ε < 0, the most important
consequence was that, along such a propagation, the phase evolution (characterized in
terms of the phase velocity) and the energy transport (which can be expressed by the
group velocity, or more precisely, by means of the Poynting vector) are antiparallel. This
feature is usually known as the backward propagation, and its explanation raises on the fact
‡Physically, polarization and magnetization fields give an account of the density of electric and magnetic
dipole moments that result from averaging the motion of the charges and currents induced by an EM field.
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that the refractive index is to be negative. Materials displaying this astonishing hallmark
are termed as left-handed metamaterials (LHM) or negative-index metamaterials (NIM),
and have enabled a variety of new and surprising optical effects [42]; essentially leading
to a reverse behavior with respect to customary phenomena such as the Doppler effect
and the Čerenkov radiation, as well as over the more intriguing Goos-Hänchen shift
(allowing for stopping and trapping light in LHM-made waveguides) [43], and the
Casimir effect (turning attraction into repulsion and then enabling quantum levitation
effects) [44]. Yet, though seemingly much simpler, the most remarkable consequence of
LHMs is arguably the anomalous refraction, which led to the proposal of the so-called
perfect (or super) lens, consisting in a planar slab made of a LHM that is able to
focus light through it (something physically impossible in conventional right-handed
media, as it would require a certain curvature), and, strikingly, get super-resolution
(by considering also the evanescent contribution, that in LHMs is amplified). This
latter realization was actually demonstrated by John B. Pendry in 2000 [45], and it
was the fact that led Richard A. Shelby, David R. Smith, and Sheldon Schultz to carry
out in 2001 the first experimental demonstration of LHMs in the microwave range [46].
Since then and up until now, LHMs are being regarded as the cornerstone of metamaterials.
During the last years, the area of metamaterials has been subject of intense and
relentless research activity [47,48]. In the first stages, in order to reach the optical regime
and improve the overall performance, main efforts were directed, on the one hand, to
reduce more and more the size of meta-atoms, and, secondly, to look into other geometries
and arrangements beyond the ones originally proposed (mostly based on a combination
of thin metal straight wires and split-ring resonators); endeavors for which plasmonic
nanostructures have proven to be crucial [49]. As a result, there have arisen (and still keep
on emerging) a considerable showcase of promising structures bearing a huge amount of
enticing properties and functionalities, some of which have become in hot-topics within
the current research landscape of nanophotonics. A good example of this are the fields of
extreme (either high or low) refractive index materials [50,51], as well as the transformation
optics, this latter providing the ultimate paradigm for controlling the light propagation by
means of artificially engineered materials [52,53]. Other current trends in the development
of metamaterials are being conducted toward the design and implementation of the
so-called hyperbolic materials [54], and stereometamaterials [55] (customarily referred to
as bianisotropic metamaterials [56], or simply as chiral metamaterials), which, by properly
shaping, respectively, the anisotropic and bianisotropic features of artificial materials, are
sparking off a number of outstanding possibilities (for instance, allowing to get media
with optical gain, greatly enhancing nonlinear effects, or enabling dynamic control over
the state of polarization, e.g., so as to perform spin-dependent light-matter interactions).
Obviously, and as might be expected, the complete list of effects and applications brought
about by metamaterials would go far beyond what it could be outlined here — and surely
anywhere else. In fact, at the present time, metamaterials (in conjunction with plasmonic
nanostructures) are technologically poised to enable the manipulation and achieve a full
control over practically whatever optical property of EM waves, including the intensity wave
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profile, the polarization structure, the dispersion relation, and the phase distribution [57].
Still, despite the overwhelming wealth of mainstream structures and configurations that
have been proposed for applications that are potentially realizable, taking into account
the current technical means, the major challenge of metamaterials lies on the fabrication
process, and more specifically, in the way to get cost-efficient and large-scale production,
as well as their integration into actual devices [58]. This limitation becomes even greater
when aiming to work at optical frequencies. Indeed, in that regime, the meta-atoms
should be so extremely small that the distinction between matter and device would turn
out to be quite blurred [59]. Hence, and turning back to the first paragraphs of this
introduction, such an accomplishment — for now only realizable at laboratory level —
might be somehow envisaged as a preliminary (though rather meaningful) materialization
before going on to properly address the final questions posited in the aforementioned
Feynman’s lecture, wondering as to whether, ultimately, we can arrange the atoms the
way we want; the very atoms, all the way down! [3]:
«What could we do with layered structures with just the right layers? What
would the properties of materials be if we could really arrange the atoms the
way we want them? They would be very interesting to investigate theoretically.
I can’t see exactly what would happen, but I can hardly doubt that when we
have some control of the arrangement of things on a small scale we will get an
enormously greater range of possible properties that substances can have, and
of different things that we can do».
In that respect, it is worth noticing that right there, and expressly with the focus put on
photonic applications, it was already foreseen a precursory notion of what we now know
as an artificial metamaterial, namely, «a piece of material in which we make little coils
and condensers (or their solid state analogs) 1.000 or 10.000 angstroms in a circuit, one
right next to the other, over a large area, with little antennas sticking out at the other end
[...] for example [...] to beam the light out in a definite direction with very high intensity».
Finally, and for completeness, we will conclude this survey on the breakthroughs
entailed by the miniaturization of the physical systems (and especially as far as photonics is
concerned) by highlighting that the final goal foreshadowed by Feynman has actually been
surpassed. Even though far from the classical standpoint of metamaterials, the long awaited
atom-by-atom manipulation for practical applications (beyond the “simple” positioning),
and in particular within the context of nano-optics, e.g., for sculpting light waves and
controlling its interaction with matter, even at a single-photon level, it is already a reality.
Notwithstanding, the fundamental framework to properly deal with these matters and
perform accurate assessments, is the quantum optics [60,61], an entire field of research that
would require further and careful considerations on many specific aspects (involving, e.g.,
coherent states, light squeezing, or quantum entanglement) [62], which largely exceeds the
aims of this work. Be that as it may, nanophotonics, including the branches of plasmonics
and metamaterials, might be somehow regarded as the classical anteroom of such a
quantum milieu, and will indeed be the arena over which this thesis shall be grounded.
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Objectives & Structure of the Thesis
Throughout the above pages there has been presented a rather cursory overview setting
down the overall impact and benefits that the continuous process of miniaturization
and integration of physical systems have had on the current development of science
and technology, all the way to the present status. Specifically, from the main events
that prompted the onset of the nanoscience and nanotechnology, we have underscored
the major milestones that have fostered and contributed to their advance, bearing the
focus on those related with nanoelectronics and nanophotonics. In this respect, starting
with the realization of the FET, regarded as the trigger of this downscaling race toward
devices increasingly smaller, we have gone on seeing how, one by one, there have been
appearing successive shortcomings and limitations: the shrinkage limit of electronic
devices, the diffraction limit for guiding and confining optical fields in dielectric-based
photonic structures, and the high absorption losses displayed by plasmonic systems.
It has been the research aimed at facing and overcoming each of these hurdles that
sparked off the subsequent strides, thus giving rise to new physical effects as well as
to the establishment of new scientific areas. In this manner, conventional electronics
upgraded to nanoelectronics, and this, in turn, pushed forward the disruptive proposal
of spintronics. Each of them brought along, among other things, the deployment of
the CMOS technology as the standard of nanofabrication of integrated circuits, the
discovery of the quantum analogue to the Hall effect, and the inclusion of spin-based
effects on the ground of electron transport phenomena for applications in solid-state
devices. At the same time, in another plane, classical optics gave way to photonics,
thereby opening a new path for getting an active control over light beams and their
properties. Then, and taking advantage of the whole technology already developed
for nanoelectronics, came up nanophotonics, which was, in turn, splitted up into
dielectric photonics and metal-based plasmonics, thus enabling the proposal of PICs
as a promising alternative to the mainstream circuits of nanoelectronics. Finally there
emerged the novel area of metamaterials, providing the ultimate paradigm for designing
and crafting nanostructures to engineer the optical response at will. Obviously, this story
is neither so fast nor so lineal, but described in this way may be helpful to illustrate the
parallelism that, to some extent, there exists between nanoelectronics and nanophotonics.
Apart from merging different scientific branches, as has thus far been outlined, another
insightful strategy for gaining more understanding about the underlying physics of a given
system — either in electronics, photonics, or in whatever other area — and so furthering
on the development of new technologies, simply consists in the search of analogies. In
fact, as insistently stressed once and again in The Feynman Lectures on Physics: «The
same equations have the same solutions». In this regard, it is worth pointing out that,
lately, nanophotonics is being strongly spurred on account of its potential resemblances
with quantum features, in particular on those involving the behavior of local dynamical
properties of electrons. Although strictly speaking quantum electronics and nanophotonics
deal with matters of well different physical nature, the fact is that they actually share a
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similar mathematical framework, essentially relying upon a wave-like analysis§. Hence,
because of their formal similarities they both can serve as a bridge, in the sense that they
are susceptible to feedback into each other, so that the knowledge learned from one side
may be directly transferred to the other, and vice versa. Such a relationship has inspired
and boosted the burgeoning of new predictions, discoveries, and innovative concepts in
photonics, and, at the same time, has opened up the possibility to perform out-of-reach
quantum experiments through their corresponding classical analogue in nanophotonics.
Furthermore, enabled by the current technological capabilities, we are now, more
than ever, ready to explore and exploit properties and physical phenomena, which,
up to now, were only accessible from a theoretical approach. Specifically, in regards
to nanophotonics, the ability of plasmonic systems for concentrating and enhancing
light fields at the nanoscale, along with the feasibility for realizing and engineering
metamaterials tailored at will, has brought forth an ideal playground with practically
infinite prospects to control the light-matter interactions at the nanoscale. This would
include the possibility of manipulating elementary properties of EM waves such as the
state of polarization (describing the vector-like amplitude) and the spatial propagation
features (which are essentially enclosed within the phase of the wave). Consequently, and
more importantly, this allows one to look into the deeper behavior of many of the main
local dynamical properties, such as the EM energy density, the linear momentum, the
orbital and the spin angular momentum, the EM helicity, or the optical chirality.
Taking into account these basic pillars (highlighted in boldface), namely, the
miniaturization of physical systems, the parallelism between nanoelectronics and
nanophotonics, the interest in the search of quantum analogies, and the state-of-the-art of
current photonic technologies enabling unprecedented experimental capabilities to deal
with nanoscopic systems, the emergence of spin-dependent optical phenomena
come into sight as a natural consequence of the latest research trends in nano-optics and
photonics. Within this wide scenario, and building on criteria of novelty and relevance,
the spin-orbit interaction of light and the chiroptical light-matter interactions conform
two of the most important families of spin-based optical effects, and shall be the specific
topics over which we will delve into throughout the present thesis.
Regarding the novelty of these topics, it is worth remarking that the
spin-orbit interaction appeared for the very first time in the context of optics only very
recently, in 1992, in a seminal work authored by V. S. Liberman and B. Y. Zel’dovich [63].
The chirality, for its part, was introduced into the optical framework, even more recently,
in an original contribution due to Y. Tang and A. E. Cohen in 2010 [64]. From then until
§Besides the differences on the character (vector or scalar) of the waves appearing in photonics and
quantum physics, the main discrepancy lies on their physical interpretation. In the case of photonics,
the waves are real-valued vector fields with a real physical meaning, indicating the EM field density.
Conversely, waves in quantum physics, actually dubbed matter waves, are given by complex-like scalar
functions representing the state of a quantum system, and whose connection with reality is to be carried
out through the modulus squared, that provides the probability density of finding the system in such a state.
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now, the research activity on these matters, which, by the way, are closely tied with each
other, is currently witnessing a tremendous growth on all the fronts: from theoretical
studies to experimental realizations, either from fundamental or applied approaches,
all the possible combinations. As a result one can find a vast number of scientific
contributions on these topics appearing almost every day in the most renowned journals,
thereby providing an evidence sufficiently objective to justify their actual relevance.
After an extensive and thorough review over a large volume of literature related
to the spin-orbit interaction (SOI) of light and the optical chirality we found out
some fundamental aspects that have often been either assumed or directly disregarded.
Specifically, as far as the optical SOI is concerned, it can be spotted the following lacks:
• Either implicitly and/or explicitly, it has been widely assumed that SOI of light is
a phenomenon that only occurs at the nanoscale. This characteristic feature has
been extensively researched numerically, confirmed experimentally, and exploited in
a multitude of applications, but always from the viewpoint of the stemming effects.
Yet, regarding the fundamental theory we observe an important lack: there is not
any demonstration showing analytically that optical SOI is a phenomenon naturally
implicit in Maxwell’s equations that necessarily emerges at subwavelength distances.
• A paramount example among spin-dependent optical phenomena is the quantum
spin Hall effect of light, which has led to a unified framework to explain
the spin-momentum locking, and, consequently, the spin-controlled unidirectional
excitation. According to this latter phenomenon, the propagation direction of EM
guided modes can be controlled by the spin of an oscillating optical source put in close
proximity to a waveguiding structure. Thus far the focus has only been placed on
dipolar sources (either electric or magnetic), so a general description of the near-field
directionality induced by higher-order multipole fields still remained to be performed.
On the other side, as for the optical chirality, one can realize the following points:
• During the last few years, there has been a considerable interest in the optical chirality
of EM waves and its relationship with chiral properties of matter. Recent advances
in nanofabrication are resulting in plasmonic structures and metamaterials that
greatly boost the chiral light-matter interactions, thus enabling enhanced chiroptical
applications, such as spectroscopy as well as ultrasensitive detection of enantiomers.
Nonetheless, a full theoretical description of optical chirality in dispersive and lossy
media (as it is the case of metamaterials and plasmonic systems) is still lacking.
• So far, prevailing chiroptical approaches to determine the chirality of either chemical
(bio)molecules or artificial nanostructures relies upon free-space excitation and
detection schemes. Despite the current trend toward miniaturization and integration
of photonic devices, there is an eye-catching gap in the research concerning the
generation and conveyance of chiral modes through lithographically defined photonic
waveguides, as well as on the realization of chiroptical applications, such as sensing
or spectroscopy, in silicon-based integrated photonic platforms.
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In view of the above considerations, the central goal of this thesis is to fill these gaps.
As can be noted, in general, the focus is eminently theoretical and the matters addressed
revolve around the most innovative foundations of modern optics. Indeed, as has been
pointed out by many authors, spin-dependent optical phenomena (including chiroptical
interactions) represent an important and integral part of cutting-edge research in
nano-optics, photonics, and plasmonics, including the area of metamaterials, and feature
the most distinctive landmarks in optical engineering, namely, the miniaturization of
the systems and the outperformance of the communication and processing capabilities,
enabled by the additional spin degrees of freedom. Likewise, it should be noted that,
as far as possible, in order to yield a treatment as general as possible, particular
emphasis will be placed on the search and construction of analytical models¶. In this
sense, besides providing fresh physical insights, thereby underpinning and upgrading
the fundamentals of spin-based photonics, the resulting outcomes hold the promise of
being useful for expanding and improving the current palette of polarization-dependent
optical functionalities and applications, ranging from communications (particularly as
for routing and switching), processing, computing, metrology, polarimetry, sensing, or
spectroscopy, among many others. Hence, and ultimately, the end goal of this dissertation
is to contribute to lay down the basis for a sound and self-consistent theoretical framework
to deal with spin-dependent light-matter interactions in nano-optics and photonics, and,
so, pave the way for the development of the emerging field of spinoptics (the optical
counterpart of spintronics in solid-state systems) [65–69]. Given the generality of the
whole approach, the scope of this work would hopefully become relevant to a broad
scientific community, from both fundamental and applied perspectives, especially in
atomic and molecular physics, electrical engineering, chemistry and biology, and, of
course, in nano-optics, photonics, and even quantum optics.
After this introduction aimed at setting down the overall context of the current
state-of-the-art of nanophotonics (including its stemming branches; plasmonics and
metamaterials), and the motivation to carry out a research on spin-dependent optical
phenomena, the thesis is essentially structured as a collection of published papers.
To render the text easier to read, the contents have been divided into the following parts:
• Part I: Original Contributions on Spin-Orbit Interactions of Light .
This part includes three chapters (actually corresponding to two
original papers published in international peer-reviewed scientific
journals plus a Supplemental Material) related to the optical SOI.
PAPER A [Chapter 1] focuses on the fundamentals of the SOI of light, specifically
in showing its classical emergence at the nanoscale from an analytical approach.
PAPER B [Chapter 2] (and its Supplemental Material [Chapter 3]) generalizes one
important application of optical SOI: the spin-controlled unidirectional excitation.
¶Here it is worth emphasizing the importance of finding out analytical results (either when solving
a given equation or when approaching a physical issue), as they provide an incontrovertible and general
demonstration, or description, of a given problem. In contrast to numerical methods, useful for addressing
particular cases, or when there is no analytical solutions, analytical models are extensible to any situation.
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• Part II: Original Contributions on Optical Chirality . This part contains three
chapters corresponding to two original contributions (along with a Supplemental
Material) concerning the optical chirality and the chiral light-matter interactions.
PAPER C [Chapter 4] (and its Supplemental Material [Chapter 5]) is a fundamental
work that put forward a generalization of the optical chirality to arbitrary media.
PAPER D [Chapter 6] analyzes by numerical means the feasibility for carrying out
chiroptical applications (sensing and spectroscopy) in integrated photonic platforms.
• Part III: Discussions & Conclusion. This part constitutes the closure of this thesis.
Chapter 7 provides with a final discussion, summarizing and highlighting the
main results and some important remarks. As a culmination, at the end of each
discussion there is included an additional contribution [PAPER E and PAPER F]‖.
Chapter 8 gathers up and summarizes, from an unified perspective, some overall
conclusions, sketching out a general outlook for potential future research directions.
All the above papers, conforming the body of this thesis [PAPER A – PAPER F],
appear perfectly referenced at the end of this document, in the section of Author’s Merits.
In addition, the whole set of contributions and research activities undertaken during this
thesis are also listed, including additional papers (published or ready to be submitted
to international journals), a book chapter, a list of the attended conferences (specifying
the corresponding contribution, either poster, oral, invited, or other), as well as other
activities, such as a research stay, reviewing of papers, and a selection of scientific artwork.
Lastly, the complete list of references cited throughout this work appears recapitulated,
in order of appearance, in the section of Bibliography . Notice that, despite each chapter
already includes its own list of references and that many of the them are repeated over
different articles, in the final list each citation is included only once, and will be numbered
with respect to the order of appearance in this thesis, seen as a whole document.
‖Notice that these contributions are actually a research highlight (proposed by ourselves, but
peer-reviewed), on two of the above original contributions [PAPER B and PAPER C, respectively]. Despite
not being published in a JCR-indexed journal (and so without impact factor associated), the importance
of these publications lies on their own character as a special recognition, since they were selected by the
Editorial Board of the journal Optics & Photonics News (OSA) to be featured in the December Special Issue
as among the top 30 most interesting research in optics and photonics conducted both in 2018 and 2019.
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Traditionally, in macroscopic geometrical optics intrinsic polarization and
spatial degrees of freedom of light can be treated independently. However,
at the subwavelength scale these properties appear to be coupled together,
giving rise to the spin-orbit interaction (SOI) of light. In this work we
address theoretically the classical emergence of the optical SOI at the
nanoscale. By means of a full-vector analysis involving spherical vector
waves we show that the spin-orbit factorizability condition, accounting for
the mutual influence between the amplitude (spin) and phase (orbit), is
fulfilled only in the far-field limit. On the other side, in the near-field
region, an additional relative phase introduces an extra term that hinders
the factorization and reveals an intricate dynamical behavior according to
the SOI regime. As a result, we find a suitable theoretical framework
able to capture analytically the main features of intrinsic SOI of light.
Besides allowing for a better understanding into the mechanism leading
to its classical emergence at the nanoscale, our approach may be useful to
design experimental setups that enhance the response of SOI-based effects.
A.I Introduction
Spin-orbit interaction (SOI) comprises a broad class of effects very well-known in
the branches of atomic and solid state physics [1,2]. Roughly speaking, such phenomena
involve charged particles moving within a region where there is an electric field, e.g.,
that originated by the atomic nuclei or by the asymmetry in the confinement potential
of electrons in heterostructures. In these contexts, SOI can be conceived as an effective
phenomenon of a relativistic nature wherein the motion of the particle is coupled with
its spin [3]. The importance of this interaction is noteworthy since it has allowed to
explain the fine-structure energy corrections of hydrogen-like atoms. Nonetheless, even
more important has been the occurrence of SOI in solids, paving the way to the area of
spintronics [4].
The extension of SOI to optics is attributed to the seminal work by Liberman and
Zel’dovich [5]. Their approach was based on the conservation of the state of polarization
26 PAPER A. CLASSICAL EMERGENCE OF INTRINSIC SPIN-ORBIT INTERACTION . . .
(SoP) when light propagation was subjected to bending and/or twisting in an optically
inhomogeneous medium. Under this scheme, they introduced the optical SOI as the
mutual interaction between the SoP (spin) and the propagation process (orbit). This
coupling can be simply characterized in a mathematical way by means of the so-called
factorizability (or separability) condition, which accounts for the mutual influence between
the amplitude and the phase of light.
Akin to mechanical systems, light possesses a set of dynamical properties such as
energy, linear momentum, and angular momentum among others [6]. Due to the vector
character of the electromagnetic fields two types of rotations can be distinguished [7,8],
giving rise to the corresponding contributions termed as spin angular momentum
(SAM) [9] and orbital angular momentum (OAM) [10], respectively. Whereas OAM is
related to the spatial distribution and propagation of the optical field, SAM is generally
determined by the SoP [11,12]. Notice that, from a quantum approach, the correspondence
principle states that each of the two possible spin states of photons can be identified with
the corresponding right- and left-handed circular polarization. This rule only holds for
the usual longitudinal SAM, closely linked to the plane wave representation. Still, this
picture is in sharp contrast to the transverse SAM, which is characteristic of evanescent
as well as structured optical fields [13–15]. Taking into account the above dynamical
quantities, from a pragmatic point of view, the optical SOI is commonly understood as the
interplay and mutual conversion between the different types of angular momenta [16,17].
However, this definition only emphasizes into the effects, neglecting its fundamental
appearance and leading to a certain controversy related to the proper way in which
must be performed the separation of the total angular momentum into the spin and
orbital contributions [8,12,18,19]. In this regard, it is noteworthy to mention that this
difficulty may be, in turn, associated with the so-called Abraham-Minkowski dilemma, a
long-standing problem concerning with an ambiguity that arises from the real definition
of the linear and angular momentum for optical radiation in media. Even though there
are a number of influential papers claiming to have solved it (see, e.g., Refs. [20,21]),
this challenging problem still remains as a subject of current interest and debate [22,23].
Notice also that, in relation to the above example regarding the homonymous phenomenon
occurring either in atomic or in solid state physics, the interplay between the different
kinds of angular momenta play the same role in this case as the spin-dependent splitting
in the electronic energy levels, namely, just as an observable effect but not as the ultimate
reason leading to the classical emergence of intrinsic SOI of light.
In the past few years, SOI of light has been the subject of intense research
activity. Huge efforts have been devoted to investigate novel photonic applications
and functionalities (for a complete overview on this issue see Ref. [24] and references
therein), paying little attention to the fundamental theory underlying its origin. In
this regard it has only been argued that, since photons are relativistic spin-1 particles,
SOI of light is inherent to Maxwell’s equations [25], arising from the transversality
condition [26] and described in terms of the geometric Berry phase formalism [27].
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Furthermore, the close relation between SOI and the intrinsic spin Hall effect of light
has been extensively studied, both theoretically and experimentally [28]. The latter
manifests itself as a topological spin-dependent transport of photons taking place in
inhomogeneous media as well as in free space, thereby ensuring the conservation of
the total angular momentum [29]. Additional spin-related optical phenomena such as
the aforementioned transverse spin [30], topological insulators [31], or spin-momentum
locking [32], leading to the so-called spin-controlled unidirectional excitation [33], have
been recently demonstrated as manifestations of the quantum spin Hall effect of light [34].
The vast and unified body of knowledge that exists around SOI is evident. Nonetheless,
as already stated, its occurrence is ultimately justified from elementary effects such as
the Rytov-Vladimirskii-Berry rotation, the Imbert-Fedorov transverse shift, or the optical
Magnus effect [5]. In addition, it is important to stress that the subwavelength character
of the optical SOI is a prescription that, although widely assumed and confirmed both
experimentally and numerically by means of rather qualitative arguments stemming from
its effects, to the best of our knowledge, still remains without any reliable analytical
demonstration that supports it.
In this paper we aim to provide further understanding into the classical emergence of
optical SOI. From a full-vector description based on the multiple-multipole method [35], we
demonstrate analytically that SOI of light is a phenomenon that naturally and necessarily
comes into play at the subwavelength scale, even in homogeneous media. Indeed, by
using the formalism of vector spherical wave functions (VSWFs) [36] in combination
with the above-mentioned factorizability condition, we find an additional relative phase
that introduces an extra term enclosing the main features of SOI, i.e., it prevents the
amplitude-phase separability, but solely in the near-field region. Although it seems a
somewhat trivial standpoint, this is certainly the key point to demonstrate the universal
occurrence of optical SOI at the nanoscale. Of course, this approach satisfies the overall
prescriptions underlying the SOI of light, i.e., it is implicit in the Maxwell’s equations,
and is ultimately related to the transversality condition of the electromagnetic fields.
Importantly, our results also allow us to identify accurately the region wherein SOI-based
phenomena naturally emerge. Therefore, besides providing a more fundamental definition
for the near-field region in terms of the factorizability condition, they may be used to
facilitate or improve the setups for the experimental observation of SOI-based effects.
A.II Overview of Full-Vector Waves
To start with, let us consider an arbitrary electromagnetic wave which propagates in a
homogeneous medium. By means of the angular spectrum representation, this field can be
expressed as a superposition of elementary plane waves, each having a well-defined SoP,
constant over the whole space
E(r) = (αe1 + βe2)E0(r)e
iφ(r), (A.1)
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where α and β are arbitrary complex constants describing the normalized SoP
(|α|2 + |β|2 = 1), e1,2 are two orthogonal unit vectors, E0 is the scalar field profile,
and φ is the phase distribution. As pointed out above, following Ref. [5], SOI of light is
envisioned from a fundamental approach as the mutual influence between the SoP and the
phase distribution. Hence, owing to the factorized form of the plane wave in Eq. (A.1),
the mutual interaction between the SoP and the phase vanishes, avoiding the occurrence
of SOI. This is the usual picture in macroscopic geometrical optics [37], wherein light is
characterized by means of propagating rays which, in turn, can be described as a field
expansion into local plane waves. This scalar-like scheme can also be extended to the
zeroth order of the paraxial approximation [5,27]. Nevertheless, at the nanoscale, near
or beyond the diffraction limit, this usual treatment based on the plane-like waves seems
to be pretty naive. Furthermore, due to the extraordinary properties of the angular
momentum associated to evanescent fields [30], the understanding of SOI-based effects
for such kinds of fields deserves a special approach (for further details on this issue
see Ref. [38]).
Close to the sources, or in the near-field region of the processes wherein light-matter
interaction takes place, the spatial field distribution of electromagnetic waves displays
complex shapes. Therefore, to deal with nontrivially structured optical fields, it
becomes necessary to perform a full-vector wave analysis [35]. Regardless of the spatial
distribution, any optical field can be generally expressed as a multipole expansion [36], i.e.,
as a proper linear combination of the vector spherical harmonics (VSH). In this way, the
electromagnetic field can be regarded as that radiated from a point-like source [39], thus
providing a suitable tool to deal with phenomena occurring at the subwavelength scale.
This includes the SOI of light as well [40], which has been experimentally demonstrated
to induce subtle observable effects upon the far-field via imaging systems [41]. Hence,
instead of the plane-wave basis, VSWFs seems to be a better choice to accomplish a full
description of processes at the nanoscale.
It is well known that in a source-free, homogeneous, isotropic, and linear medium, the
time-independent electromagnetic fields can be obtained from the vector Helmholtz wave
equation
∇× [∇×Ψ(r)]− k2Ψ(r) = 0, (A.2)
where Ψ(r) can be either the electric or magnetic field, k = nω/c is the wave number, and
n =
√
εµ is the refractive index, with ε and µ being the corresponding relative permittivity
and permeability of the medium. Although there exist several conventions to define the
VSH, throughout this work we will follow that given in Ref. [42] as follows:
Rlm(Ω) = erYlm(Ω), (A.3a)
Θlm(Ω) = Nlr∇Ylm(Ω), (A.3b)
Φlm(Ω) = Nlr∇Ylm(Ω)× er, (A.3c)
where Nl = 1/
√
l(l + 1) is a normalization constant, Yl,m(Ω) are the scalar spherical
harmonics of order (l,m), and Ω ≡ (θ, ϕ) represents the standard angular coordinates
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(i.e., polar and azimuthal angles, respectively). Taking into account that the VSH form an
orthogonal and complete set of basis vectors, any source-free electric (or magnetic) field
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where αlm and βlm are the multipole expansion coefficients (also called beam-shape
coefficients), and ETElm ≡ E
(Φ)
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l Rlm are, respectively, the
mutually perpendicular transverse electric (TE) and transverse magnetic (TM) multipole
fields of (l,m) order [43]. It is important to note that, in each of both subsets of solutions,
each element verifies individually the vector Helmholtz equation (A.2). Furthermore,
the radial dependence of each VSWF is incorporated into the E(·)l functional coefficients
and appears separately from the angular coordinates, thereby allowing an independent
treatment. To determine their specific form we should substitute this last expression (A.4)
into the vector Helmholtz equation (A.2). In this manner, it can be demonstrated that
the radial distribution is given in terms of the solutions of the spherical Bessel differential
















l (r) = fl(kr), (A.5c)
where fl(kr) ≡ {jl(kr), yl(kr)} are the l-dependent Bessel-like functions, and the prime
denotes differentiation with respect to the dimensionless variable kr. Notice that since
there are two independent solutions [jl(kr) and yl(kr), being the spherical Bessel functions
of the first and second kinds, respectively], any linear combination will also be a proper
solution. This provides the physical meaning for the radial functions depending on the
specific situation. Indeed, if we consider a time-harmonic dependence of the form e−iωt,
to describe propagating spherical waves (purely outgoing or incoming) we will use the
spherical Hankel functions h(±)l (kr) = jl(kr)± iyl(kr). On the other hand, singularity-free
spherical Bessel functions jl(kr) are appropriate functions for representing standing or
regular waves.
A.III Optical Spin-Orbit Interaction
A. Intrinsic evolution of the SoP
Unlike the aforementioned plane-wave scheme, where the SoP of each field was
conserved over the whole space, it can be readily observed that the SoP of the multipole
fields is spatially inhomogeneous. This fact is precisely the first hint into the emergence
of intrinsic SOI at the nanoscale, even in homogeneous media. We illustrate this idea
in Fig. A.1 by means of the amplitude ratio and the phase-delay profiles between the















































































Figure A.1: Amplitude ratio (upper panel) and phase delay (lower panel) between the longitudinal
and transverse components for different propagating TMmultipole fields of (l, l) order with l∈ [1, 9],
over the xy plane. The inset shows the locally normalized instantaneous intensity distribution of the
ETM4,4 mode, whose spatially varying polarization ellipse along the x axis is schematically depicted
at the bottom. For comparison, the evolution of the SoP for the ETM6,6 mode is also plotted. The
color coding used in the evolution of the ellipses illustrates the transition from the near- to the
far-field zone according to the scale represented in Fig. A.3, with the corresponding values for the
azimuthal mode order l.
longitudinal (∝ Rlm) and transverse (∝ Θlm) components of different propagating TM
modes of (l, l) order over the xy plane. By considering the electric field contribution, it
should be noted that TE modes are purely transverse, and therefore, the SoP manifests
essentially a plane-like behavior, except for the attenuation factor 1/kr ensuring the energy
conservation. Instead, TM modes enclose generally the joint action of the longitudinal field
component (with a possible transverse SAM), together with the transverse one, owning the
main features of SOI (see more details below). The upper panel of Fig. A.1 shows that,
in the near-field zone |ETM(R)lm |/|E
TM(Θ)
lm | > 1, namely, the dominant contribution for these
individual (l, l) modes is due to the longitudinal component. This crucial remark, according
to which the transverse field component is screened by the longitudinal one, agrees with the
already predicted difficulty into the experimental observation of optical SOI [24,25]. On
the other hand, the phase delay curves reveal the presence of a relative phase between both
components, causing an intricate evolution of the polarization ellipse along the trajectory.
Remarkably, the most significant variation takes place in the near-field region, i.e., where
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the relative phase changes drastically from π/2 to π, and coincides with the range for
which the amplitude ratio is maximum. As expected, in the far-field limit, the relative
phase becomes a constant value and the amplitude ratio goes to zero, thus forcing the
polarization plane to keep it purely orthogonal to the propagation direction. Still, an
additional intriguing property is the presence of a minimum in the envelope curve of the
amplitude ratio that occurs only for the ETM3,3 mode. Indeed, in Fig. A.1 we can see that for
each (l,m) order there is an absolute maximum value in the amplitude ratio. Surprisingly,
the trend in their magnitudes with respect to the azimuthal mode order l is not trivial,
showing a minimum for l = 3. Therefore, according to the above arguments, this could
enable to set a suitable multipole field distribution to facilitate the observation of SOI-based
effects [44]. Finally, it should be noted that the regions which we refer to as the near- and
far-field zone are ultimately determined by the azimuthal index l (also called topological
charge), which is in turn tied to the intrinsic OAM of the corresponding mode [10]. As
it will be shown below, we can find a more accurate definition for these regions via the
spin-orbit factorizability condition, thus endowing it with a more fundamental sense and
removing the arbitrariness related to the dependence on the distance from the source [36].
B. Factorizability condition and SOI term
In the following, neglecting the angular distribution, we will show how amplitude
(leading to the SoP’s modulation) and phase are intrinsically coupled together in the
near-field region of propagating spherical waves. To elucidate this effect we start by writing
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[Pl(kr) sin kr −Ql(kr) cos kr] , (A.7)
where Pl(kr) and Ql(kr) are real-valued polynomials of degree l-dependent. To simplify
the analysis, we define the function Fl(kr) ≡ Pl(kr)+ iQl(kr) = Rl(kr)eiφl(kr), from which













where the asterisk denotes complex conjugation. From the latter expression we can observe
that, despite the inhomogeneous spatial distribution stemming from the phase φl, the
spherical Hankel function behaves locally as a plane wave, i.e., is expressible as a product
of an amplitude multiplied by a phase factor. Hence, analogously to Eq. (A.1), we can
say that the scalar function h(±)l retains the spin-orbit factorizability (or separability)
condition. This result applies both to the radial-dependent functional coefficients E(R)l and
E
(Φ)
l . However, in Eq. (A.5b) one can readily see that E
(Θ)
l involves the first derivative
with respect to kr, thus yielding the appearance of a relative phase. Indeed, since F ′l (kr) =








iδl(kr), Eq. (A.5b) can be rewritten in the
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Figure A.2: Main features of the SOI term ∆(±)l for different values of l. Upper panel displays the
amplitude ratio between the SOI term and the whole E(Θ)l function, i.e., |∆l|/|E
(Θ)
l |. Panel at the
bottom shows the phase distribution of the SOI term. Dashed red (dark gray) and green (light
gray) lines indicate the asymptotic behavior in the near- and far-field regions, respectively. The
















exp {±i[kr − δl(kr)]}. (A.10)
This l-dependent term (hereafter referred to as the SOI term) entails the nonseparability
of the spin-orbit degrees of freedom in multipole fields, and therefore provides a suitable
benchmark for claiming the fundamental emergence of intrinsic SOI-based effects at the
nanoscale (see Fig. A.2). In fact, by a straightforward calculation it can be found that
the relative phase φl − δl influences dynamically only in the near-field region, thereby
precluding the amplitude-phase separability (see inset of Fig. A.2). Moreover, since the
amplitude R̃l vanishes in the far-field limit, ∆
(±)
l → 0, and the factorizability condition is
recovered, leading, as expected, to the separable plane-like wave behavior. As displayed in
the upper panel of Fig. A.3, by gathering these features, the near and the far-field regions
can be simply and accurately defined via the SOI term as d [φl − δl] /dkr. In this way,
we can set the far-field as the region where the relative phase is constant with respect
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Figure A.3: Schematic representation of the near-field features for the ETM4,4 mode. From the
SOI term, the near- and the far-field region can be characterized in terms of the relative phase
as d [φl − δl] /dkr. In the near-field region the spatial distribution of the multipole field exhibits
a complex shape. This manifests itself by means of a rich and strikingly interesting structure
of the local dynamical properties such as the complex Poynting vector, the orbital and the spin
momentum given in Eqs. (A.12)–(A.14) (cf. Ref. [15] for further details on these properties). On
the other side, in the far-field limit the field distribution tends to be orthogonal to the direction of
propagation.
to the dimensionless variable kr, namely, [φl − δl]′ → 0. On the other hand, according
to our results, the near-field zone is strongly dependent on the azimuthal mode order l,
and is characterized by [φl − δl]′ → 1/l. It is important to highlight that, irrespective of
the spatial intensity distribution, the SOI term tends to zero as kr →∞, thus confirming
the, up to now assumed, intrinsic subwavelength character of SOI. This would enable the
enhancement of SOI-based effects directly by raising the light intensity, still preserving
the region wherein they appear.
From the above discussion it is worth noticing that the spin-orbit separability
condition resembles the genuine concept of nonlocal quantum entanglement [45]. In fact,
this mathematical structure describing the nonseparability between different degrees of
freedom in a single physical system (SoP and phase in this case) is often termed as
classical entanglement or correlation [46]. These correlations have already allowed to
find interesting experimental capabilities for the realization of encoding and processing
of polarization-dependent classical information (see Ref. [47] and references therein).
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C. Definition of the near-field region based on the factorizability
condition
The distinction between the near- and the far-field region is often useful in theories of
radiating systems because it provides a significant simplification in the analysis of the fields.
Therefore, it would be convenient to have a precise condition to identify them accurately.















the near- and the far-field terms are those proportional to 1/r3 and 1/r, respectively [36].
In addition, the term proportional to 1/r2 is associated with the so-called intermediate-field
or induction zone. These regions are actually characterized by a reasonable but arbitrary
dependence with respect to the distance from the source r, assuming it as a emitter whose
characteristic dimension d is much smaller than the wavelength λ and the distance r.
This arbitrariness is even more evident for higher-order multipoles. Nonetheless, it can be
demonstrated that the transverse component of the near-field term of the electric dipole
given in Eq. (A.11) is closely related to the SOI term of the corresponding multipole field.
Besides giving a more accurate definition for the above regions in terms of the spin-orbit
separability condition, our approach allows us to show that the term preventing the
factorization solely influences in the near-field region. Therefore, this example provides a
perfect test for demonstrating the agreement with the already existing theory, thus showing
the universality of the optical SOI as a phenomenon occurring at the subwavelength scale.
Furthermore, following Ref. [48], we can find a subtle relationship between the near-field
distribution given in Eq. (A.11) and the cross-polarization of a propagating beam described
within the paraxial approximation. This may be the reason why the occurrence of SOI has
been mostly identified under these distinct approaches. Indeed, as we have already seen, in
the near-field region, the electric dipole cannot be generally expressed in a factorized form,
and then the polarization and the propagation are mutually influenced. This behavior is
similar to that of a propagating beam in inhomogeneous media [5], and is the ultimate
responsible for the appearance of SOI-based effects.
D. Local dynamical properties of multipole fields: Poynting vector, spin,
and orbital momentum
Until now, our analysis has been mainly focused into the influence of the SOI term on
the evolution of the SoP at the nanoscale. Still, according to the fundamental definition of
the optical SOI, the propagation process must also be affected. Below we will address this
remaining issue qualitatively by showing the behavior of the local momentum densities in
the near-field zone.
It is well known that in the simplest case of homogeneous plane-like waves the
electromagnetic propagation is dictated by the real part of the complex Poynting vector [36]
Π = E∗ ×H, (A.12)
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Figure A.4: Densities of the local dynamical properties for different multipole fields of (l,m) order
over the xy plane. Columns 1 to 4 show the real part of the Poynting vector [Eq. (A.12)], the
orbital and spin momentum [Eqs. (A.13) and (A.14)], and the locally normalized electric field
distribution, respectively. The color coding used indicates the transition from the near- to the
far-field zone, according to the scale represented in Fig. A.3, for the corresponding value of l.
Owing to the complex-shaped spatial field structure of the modes in-plane polarized, the local
dynamical properties present streamlines that are sharply twisted in the near-field region. In
fact, despite their seemingly planar character, there arises a transverse SAM, which is, in turn,
responsible for the occurrence of an abrupt switching on the handedness of the spin-momentum
near the source. Insets show a zoom-in view of this feature, underpinned by the nonseparability of
the spin-orbit degrees of freedom.
which points in the same direction as the wave vector k. However, in structured optical
fields, it is more convenient to decompose the latter quantity into the orbital (or canonical)
and the spin contributions, Re[Π] = Porbit + Pspin:
Porbit = Im[E∗ · (∇) E + H∗ · (∇) H]/2, (A.13)
Pspin = Im[∇× (E∗ ×E) +∇× (H∗ ×H)]/4, (A.14)
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where we use the notation A · (∇) B =
∑
iAi∇Bi, and the proportionality factors are
absorbed into the normalization of the fields. Taking into account this separation, it
has been recognized that the energy transport, characterizing the wave propagation, is
associated with the orbital contribution to the total momentum of light (i.e., with its
local phase gradient). On the other hand, the solenoidal-like spin-momentum has often
been considered as a virtual divergence-less current. A deeper understanding of the
role played by these properties deserves further efforts beyond the scope of this work
(cf. Refs. [15,49]). Despite that, by analyzing the influence of the SOI term given in
Eq. (A.10), we can show a number of dynamical characteristics underlying the occurrence
of intrinsic SOI at the nanoscale. Specifically, as is shown in Fig. A.4, the most complex
spatial field distribution arises for the multipole fields of (l, l) order, polarized over the
xy plane. For these modes, the streamlines describing the spin and orbital energy flows
are sharply twisted in the near-field region, thus showing a vortex-like behavior (see
also Fig. A.5). Importantly, as also shown in Fig. A.3, the spin-momentum abruptly
switches its handedness. It can be demonstrated that this intriguing feature, together
with the appearance of a transverse SAM, relies on the nonseparability of the spin-orbit
degrees of freedom, thereby providing a clear signature of the emergence of intrinsic SOI.
Notice that the existence of the spin momentum does not depend on the SAM, i.e., there
are modes without SAM over the xy plane, still with a spin-momentum contribution.
However, the change on the handedness of the spin-momentum only occurs for those
modes with transverse SAM. In any case, the overall structure of the complex Poynting
vector involves the joint action of the two types of momentum and is strongly dependent
on the factorizability condition encompassed by the SOI term. Indeed, we can show
its effect on the light propagation by plotting separately the radial and the azimuthal
components for both the orbital- and spin-momentum densities (see Fig. A.5). Although,
we only consider the ETM1,1 mode, corresponding to a circularly polarized oscillating electric
dipole, the present discussion is extensible to any other higher-order multipole field. In
Fig. A.5(a) we first consider the whole VSWF, i.e., including the SOI-term, the azimuthal
angular dependence given by the phase eilϕ, and the plane-like part of the wave. For this
case, owing to the presence of intrinsic-OAM, we can observe that all the contributions
to the orbital-momentum are deviated from the radial direction. Therefore, to isolate the
effect of the SOI term we should remove, by hand, the azimuthal dependence. By doing
so [see Fig. A.5(b)], we find that the plane-like contribution to the orbital momentum is
radially orientated, just as expected. Furthermore, we can observe a variety of anomalous
effects such as the backward flow or the superluminal propagation. It has been established
that these features are closely related to vortices and evanescent waves [50]. However,
our approach is able to demonstrate that these effects are actually characteristics of
intrinsic SOI.
As a final remark, it should be noted that spin-momentum locking has been
demonstrated to be an inherent property of evanescent waves [32,33]. This behavior,
regarded as a manifestation of the quantum spin Hall effect of light [34], is tied to the
occurrence of SOI. Indeed, due to the transversality condition of the electromagnetic fields,
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Figure A.5: Separate contributions to the local orbital- and spin-momentum densities for the ETM1,1
mode. Solid and dashed curves in the graphs show, respectively, the evolution of the radial and
the azimuthal components normalized with respect to the corresponding local momentum density.
Lower panels below the plots provides a better visual representation displaying the trajectories
associated to the corresponding curves. In panel (a) the orbital and spin momentum are calculated
by considering the whole VSWF, i.e., including both the SOI term and the azimuthal angular
dependence given by the phase term eilϕ. In panel (b) the underlying influence of the SOI term
is revealed by removing the azimuthal dependence. In this latter case, the plane-like contribution
to the orbital-momentum density shows a purely radial behavior. The deviation from the radial
direction is due to the nonseparability of the spin-orbit degrees of freedom.
∇ · E = k · E = 0, it was demonstrated that the transverse SAM and the wave vector are
coupled to each other in such a way that Sevan⊥ = (Re[k]× Im[k]) /Re[k]
2. Remarkably,
we can find a similar relationship between the complex Poynting vector and the transverse












where WΨ = |Ψ∗ ·Ψ|. It can be demonstrated that the validity of this result also relies
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on the nonseparability of the spin-orbit degrees of freedom, and then, it can be seen as a
consequence of intrinsic SOI of light as well.
A.IV Conclusion
In summary, building on the already existing theory around the intrinsic SOI of
light, we put forward a suitable theoretical framework able to explain analytically its
main features. The use of full-vector analysis involving spherical vector waves, highly
appropriate for studying electromagnetic interaction at the nanoscale, allows us to obtain
a factorizability condition for the electric (or magnetic) field that is only fulfilled in the
far-field limit. In contrast, in the near-field region, both spin and orbit degrees of freedom
get inherently coupled. It is important to remark that the nonseparability of the spin-orbit
degrees of freedom, together with the transversality condition, are certainly the most
important ingredients to unveil the mechanism leading to the classical emergence of the
intrinsic SOI of light at the nanoscale. Even though the occurrence of SOI has already
been theoretically reported in previous works (see, e.g., Refs. [5] and [27]), there the
treatment was based on a perturbative analysis where the nonseparability between the
spin-orbit degrees of freedom arose from higher-order terms stemming from the paraxial
approximation. Importantly, in those demonstrations light was assumed to propagate as
point-like particles, obeying Hamiltonian (or Lagrangian) dynamics and thereby neglecting
its wave-like nature. Our finding, however, has the advantage of describing SOI of light
from an analytical full-wave approach, providing a fundamental insight into the appearance
of SOI-based effects in nano-optics. In spite of the simplicity of our treatment, it meets the
overall prescriptions underlying the occurrence of optical SOI, showing that it naturally
arises from the fundamental spin properties of Maxwell’s equations and that necessarily
appears at subwavelength distances. Furthermore, by using the spin-orbit factorizability
condition, we can find a more accurate definition for the near-field region, thus removing
the arbitrariness related to the dependence on the distance from the source. In view of
the growing current interest in the optical SOI, we hope this analysis can be useful for
the development of further optimum applications of SOI in classical [51] and quantum
nanophotonic devices [52,53].
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Within the context of spin-related optical phenomena, near-field
directionality is generally understood from the viewpoint of the quantum
spin Hall effect of light, according to which the transverse spin of surface
or guided modes is locked to the propagation direction. Most previous
works have been focused on the spin properties of circularly polarized
dipolar sources. However, in near-field optics, higher-order multipole
sources (e.g., quadrupole, octupole, and so on) might become relevant,
so a more in-depth formulation would be highly valuable. Building on
the angular-spectrum representation, we provide a general, analytical, and
ready-to-use treatment in order to address the near-field directionality of
any multipole field, particularizing to the electric quadrupole case. Besides
underpinning and upgrading the current framework on spin-dependent
directionality, our results may open up interesting perspectives for
engineering light-matter coupling at the nanoscale.
B.I Introduction
The current trend toward miniaturization and integration of photonic devices has
spurred an unprecedented ability to exploit the spin of light in a multitude of nanophotonic
applications based on the so-called spin-orbit interaction (SOI) [1,2]. Essentially, optical
SOI comprises a broad class of effects involving the mutual influence between the
state of polarization (spin) and the spatial propagation features (orbit) of evanescent
as well as nontrivially structured optical fields [3], which naturally and necessarily
emerges at the subwavelength scale [4]. In classical and quantum optics, some of the
most important evidences of the occurrence of SOI comes from the spin-controlled
unidirectional excitation of guided waves [5], which has been successfully demonstrated
both theoretically and experimentally in a wide variety of photonic platforms and
spectral ranges, including dielectric-based integrated optics [6–8], plasmonic systems [9],
hyperbolic metamaterials [10], photonic crystals [11,12], microwave waveguides [13],
and optical fibers [14,15]. Within this context, the relatively recent discovery of
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the photonic counterpart of the quantum spin Hall effect [16] may be regarded as a
major breakthrough in the unified understanding of spin-momentum locking and its
incontrovertible relationship with the transverse spin associated with the evanescent waves
supported by either surface or guided modes [17–19]. This general framework has provided
an insightful explanation for the near-field directionality of electromagnetic (EM) guided
modes by circularly polarized electric (and/or magnetic) dipoles [5,20]. Indeed, from the
point of view of the local dynamical properties, spin-controlled unidirectional excitation
can be simply understood as the coupling between the longitudinal spin components of
the dipolar source with the transverse ones of the corresponding guided mode [21–23].
For a more accurate description of near-field coupling, a full-vector wave analysis
becomes necessary [24], thereby taking into account both the relative amplitude and
the phase between the electric and magnetic field contributions [25,26]. This leads to
an approach that strongly resembles Fermi’s golden rule, according to which the chiral
(or directional) waveguide coupling efficiency is proportional to |p ·E∗ + m · µH∗|2,
i.e., it relies on the similarity between the electric (and/or magnetic) dipole moment,
p (and/or m), and the electric (and/or magnetic) field distribution, E (and/or H), of
the guided mode at the same location of the dipolar sources, where µ is the magnetic
permeability of the medium [11,14,21–23]. Nonetheless, in structures exhibiting a
translational symmetry along two directions of a given plane, this scheme for the mode
coupling can be further simplified [25]. Indeed, in these scenarios, one may also employ
an alternative and equivalent approach based on the asymmetric features of the near-field
angular-spectrum representation together with considerations of structural symmetry and
momentum conservation [5,9,27,28]. This formalism has the advantage of only accounting
for the matching condition between the wave vector of the electric (and/or magnetic)
dipole and that of the corresponding confined mode, thus gaining some physical intuition
and simplifying the mathematics.
Regardless of the specific approach, the vast majority of previous works addressing
unidirectional near-field scattering have only been focused on dipolar sources. This includes
the Janus dipole [26,29], which is side-dependent topologically protected, as well as the
directional Huygens’ dipole [30]. Yet, higher-order multipole moments (e.g., quadrupole,
octupole, and so on) turn out to be relevant at the nanoscale [24,31], and a more
in-depth treatment for the spin-dependent directionality beyond the dipole approximation
is required. Building upon the angular-spectrum representation, in this work we provide
a complete and systematic formulation for the near-field directionality of EM multipole
fields of arbitrary order. Special emphasis is placed on the particular case of the electric
quadrupole, for which we explicitly show the potential benefits of increasing the available
degrees of freedom as well as of broadening the spatial range over which the evanescent
modes have a significant contribution [4,32]. Importantly, the end results are elegantly
expressed in an easy-to-use form. Indeed, we also include an online tool that directly
provides the angular spectra for arbitrary multipole sources [33]. In this way, they can
be directly applied to the analytical design of nanoscale optical sources for the purpose of
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engineering the directional scattering and coupling of EM fields to both confining structures
and waveguiding systems [34–38].
B.II Angular Spectrum of Electric Quadrupole
The angular-spectrum representation, often referred to as the generalized plane-wave
expansion [39], is a very familiar theoretical concept that allows us to obtain a mode
representation of any EM field in terms of elementary plane waves, which can be either
propagating or evanescent [24,40]. It has been found to be especially well suited for
describing near- and far-field light-matter interaction of optical sources neighboring
material structures exhibiting planar geometries, such as slabs, interfaces, or layered
media [24,31,40]. Accordingly, this approach has been used extensively in a plethora of
fundamental problems in classical optics (see, e.g., Refs. [41–43] and references therein),
with special emphasis on the study of reflection and transmission of EM multipole fields
by interfaces [44,45] and more recently for the analytical characterization of near-field
directionality of dipolar sources [5,25,27,28].
Regarding our main goal toward a complete description of near-field directionality, the
aforementioned angular-spectrum formalism is actually used to represent the EM radiation
emanating from a localized optical source via the partial Fourier transform [46]:






where Ψ(r) is the complex amplitude of any scalar or vector field satisfying the Helmholtz
wave equation, so that Ψ̃(κx, κy; z) = Ψ̃0(κx, κy; 0)e±ikκzz. For the sake of completeness as
well as for comparison purposes, we will first sketch the derivation of the angular spectrum
(momentum representation) of an electric dipole [40,47]. To this end, it should be noted
that, in general, any optical source (i.e., dipole, quadrupole, and so on) can be characterized
by either the charge-current density distribution or, alternatively, through the associated
vector potential [24]. Then, following Jackson’s textbook on classical electrodynamics [48],


















r′ρ(r′)dr′ is the electric dipole moment, which is in turn tied to the electric
current density J(r) = −iωδ3(r−r′)p, and ρ(r) is the charge density. Note that throughout
this work we will assume fields with a harmonic time dependence of the form e−iωt, where
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where k± = k (κx, κy,±κz) is the wave vector and the + and − signs denote wave
propagation through the half-spaces z > 0 and z < 0, respectively. Furthermore, solutions









y − 1, if κ2x + κ2y > 1,
(B.5)
which correspond, respectively, to the propagating and evanescent modes in the partial
Fourier (or momentum) space (κx, κy) [24,40]. Hence, according to the basic properties of
the Fourier transform, from Eqs. (B.1) and (B.4), the spectral amplitude of the electric
dipole vector potential is ÃED(κx, κy; z) = ÃED0 (κx, κy; 0)e±ikκzz, where






Following a similar but slightly trickier procedure, we may also obtain a closed expression
for the angular-spectrum amplitude of the electric quadrupole. With this aim in mind, we

















· er is the term that conveys the “quadrupolar character” to the vector potential,
in which er is the radial unit vector. The quadrupole moment Q~
~
is a rank-2 tensor, usually
represented by a 3×3 traceless, complex, and symmetric matrix, thus reducing the number
of unknowns to five. In this case, the scalar contribution of Eq. (B.7) is no longer a proper
solution of the Helmholtz wave equation. Moreover, since er depends on the direction of
observation, we cannot take it out of the integral [50]. With these considerations in mind,
the spectral amplitude of the electric quadrupole vector potential can be directly obtained
by applying a partial Fourier transform as defined in Eq. (B.1) to the corresponding vector
potential [Eq. (B.7)]. In this way, after some straightforward but lengthy manipulations
that involve a change of variables to cylindrical coordinates (in both real and momentum
space), the utilization of some integral identities leading to Bessel functions [51], and a
judicious choice of integration by parts (see Sec. III in the Supplemental Material [50] for
further details), we finally find that, in the limit as z → 0,










When performing the integration, it is important to take into account the divergent
behavior at the origin due to the presence of a singularity. This also happens for the
electric dipole [40] and it may lead to misleading outcomes. Despite that, as pointed out
in the Supplemental Material [50], we can formally obtain the angular spectrum of the
electric quadrupole in each of the half-spaces z > 0 and z < 0 [Eq. (B.8)].
Equation (B.8), expressed analytically in a closed form, constitutes the first main
result of this work. In this respect, it is worth pointing out that it has been deliberately
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written in such a way that is easy to compare it with the angular-spectrum amplitude
of the electric dipole. Indeed, one can directly obtain the spectral amplitude of the
electric quadrupole [Eq. (B.8)] from that of the electric dipole [Eq. (B.6)] simply by
substituting p→ (−i) [Q~
~
· k±] /6. Furthermore, these results are perfectly consistent with
those presented in Refs. [35] and [36] for the multipole decomposition of scattered fields
by arbitrary-shaped nanoparticles. According to this, the light-induced polarization vector









(∇×m) + . . .
]
δ(r). (B.9)
It should be noted that P is related to the electric current density J, which is in turn tied
to the vector potential A [24,48]. Thus, by means of the substitution ∇ → ik±, it can
be readily seen that Eq. (B.9) coincides with Eqs. (B.6) and (B.8), as well as with the


























In addition to providing a rapid verification of the above results, this correspondence
between Ã0 and P permits us to infer the next higher-order terms through a simple
identification of each term in the Taylor expansion of the Dirac delta function around the
origin.
So far, we have been focused on the angular spectrum of localized sources (electric
dipole and quadrupole) from a characterization based on the standard vector potentials.
As we will see below, this perspective will enable us to elaborate a sound and systematic
formulation for higher-order multipolar sources. At any rate, we are typically more
concerned in dealing with the EM fields themselves [5,25,26]. In fact, this is a major
advantage of the angular-spectrum approach, because cumbersome analysis involving the
computation of gradients, divergences, curls, and Laplacians is reduced to simple algebra
relying upon the product between the wave vector k± and the spectral amplitudes Ã0.
Specifically, from the relationship between the magnetic field and the vector potential,
B = µH = ∇ × A, together with the curl-like Maxwell equation ∇ × H = −iωεE, in
which ε is the permittivity of the medium, the complex field amplitudes in momentum
space (κx, κy) can be nicely expressed in a compact form:






[es · peff ]es + [e±p · peff ]e±p
}
, (B.11)








[e±p · peff ]es − [es · peff ]e±p
}
, (B.12)
where peff corresponds to the term in square brackets in Eq. (B.10) and Z =
√
µ/ε
is the medium impedance. These expressions are readily obtained by introducing the





the subscripts indicate the s, or transverse electric (TE), and p, or transverse magnetic
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(TM), polarizations, and κR ≡ (κ2x + κ2y)1/2. Note that in the lossless propagating case
(i.e., when k± is real), they correspond to the usual unit vectors in spherical coordinates,
eϕ and eθ, respectively [50]. Importantly, the same mathematical structure as given in
Eqs. (B.11) and (B.12) can be applied to both the electric dipole and the quadrupole
moments; we only have to replace peff by either p or (−i)[Q~
~
·k±]/6, respectively. Likewise,
the EM fields related to the magnetic dipole can be obtained either by substituting peff by
[m× k±]/ω or directly from the symmetry of Maxwell’s equations [52].
B.III Near-Field Directionality Beyond the Dipole
In translationally symmetric nanostructures, such as dielectric slab waveguides or
metal-dielectric interfaces supporting surface plasmons, the near-field directional coupling
of guided modes can be simply understood either from the matching condition of the
local EM fields (underpinning the aforementioned Fermi’s golden rule) [11,14,21–23] or,
alternatively, from the angular-spectrum representation accounting for the phase-matching
condition [25,26]. Whereas the former approach requires prior knowledge of the EM field
structure of the guided modes, the angular-spectrum formalism only relies on the source
by itself, together with structural symmetry aspects, thereby linked to conservation of
momentum [5,9,27,28]. Hence, it can also be applied to nonplanar structures as long as
they are translationally invariant along a given direction [25].
The results given in Eqs. (B.11) and (B.12) correspond to the angular spectrum of
the source, which are equal to the angular spectrum of the total field in an unbounded
homogeneous medium. In the presence of nearby structures with translational invariance
in the x and y directions, the reflected and transmitted fields can be easily included.
Indeed, their angular spectra are simply given by the angular spectrum of the source with
a multiplicative transfer function [40], as shown in Fig. B.1. This allows us to transit from
a homogeneous surrounding to the inhomogeneous case in a very simple manner. To do
that, we first have to look at the angular spectrum of the total optical field, which consists
of a superposition of propagating and evanescent waves. Then, we may consider each wave
individually, propagating each one through the slabs, e.g., using the well-known transfer
matrix method, to finally add them all up together. After that, the EM fields in real space
can be straightforwardly retrieved just by using a numerical inverse fast Fourier transform
on each plane [see Figs. B.1 and B.2]. For example, in the case of a single planar interface,
the total field in the upper half-space is given by the sum Ẽtotal(κx, κy; z) = Ẽs(κx, κy; z)+
Ẽr(κx, κy; z), where Ẽs is the angular spectrum of the field radiated by the source and Ẽr is
that of the field reflected from the interface [25]. The latter can be directly determined from
the source’s field evaluated at the interface plane, weighted by the corresponding reflection
coefficients rs(κx, κy) and rp(κx, κy), associated, respectively, with the s-polarized and
p-polarized modes at the surface. The same can be done for the transmitted fields, but
using the transmission coefficients ts(κx, κy) and tp(κx, κy). At any rate, the general form
of the transfer function simply involves the reflection and transmission Fresnel coefficients,
depending on the characteristics of the medium [24]. Therefore, the near-field directional
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Figure B.1: A schematic description for visualizing the near-field directionality of arbitrary
multipole sources. Starting from the space-dependent complex representation for the EM fields,
over a given plane, e.g., z = z0, the angular spectrum is directly obtained via the partial
Fourier transform [Eq. (B.1)]. Within this representation, the analytical extension to the whole
space with a dielectric slab is simply performed by using a transfer function, depending on the
Fresnel coefficients.
coupling of the source relies solely on the asymmetry in the evanescent components of
the angular spectrum of the optical sources. This fact has been shown for circularly
polarized electric and magnetic dipoles [25], as well as for Huygens’ and Janus sources
[26,29]. The same idea can, of course, be exploited for the electric quadrupole case [see
Fig. B.2(b)]. Indeed, as follows from Eqs. (B.10)–(B.12), the electric quadrupole with
nonzero elements Q11 = −Q33 = −1 and Q13 = Q31 = i shows a strongly asymmetrical
p-polarized angular spectrum, with a high amplitude in the near-field region κx < −1 and
a negligible amplitude for κx > 1, as shown in Fig. B.1, thus behaving very similarly to
a circularly polarized electric dipole source. As a consequence, both sources show a clear
unidirectionality when placed near a waveguide or slab [see Figs. B.2(a) and B.2(b)]. It is
noteworthy that a quadrupole source has more degrees of freedom than a dipole, due to its
tensorial nature, thereby allowing a more versatile engineering of its near field for potential
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Figure B.2: The electromagnetic field calculation of electric multipolar sources in free space (left)
and near a dielectric slab waveguide (right), showing the directional excitation of TM guided
modes. The analytical angular spectra of multipolar sources is combined with a transfer matrix
method to obtain the angular spectra at various z planes and the fields are calculated using a
numerical inverse fast Fourier transform on each plane. (a) A circularly polarized electric dipole
p = (1, 0, i) corresponding to electric multipole (l,m)y = (1, 1), where the subscript y denotes
the angular-momentum axis oriented toward y. (b) A “circularly” polarized electric quadrupole
with nonzero elements Q11 = −Q33 = −1 and Q13 = Q31 = i, corresponding to electric
multipole (l,m)y = (2, 2). (c) A “circularly” polarized electric octupole corresponding to electric
multipole (l,m)y = (3, 3). An animated version of the field evolution is available as a video in the
Supplemental Material [50].
applications. Furthermore, the additional k± dependence on the spectral amplitude of
the electric quadrupole has advantageous implications that should be accounted for [4].
Specifically, as will be shown below, this leads up to a broader spatial range over which the
evanescent modes have a significant contribution in comparison with the dipole case, hence
increasing the range at which the quadrupole may couple to the guided mode [compare
the coupling distances in Fig. B.2]. In addition, it also leads to a spatially broadband
enhancement of the contrast ratio between guided modes coupled to opposite directions
as we increase the order of the source [compare the amplitude ratios coupled to opposite
directions in Fig. B.2].
B.IV Angular Spectrum of Higher-Order Electromagnetic
Multipole Fields
In an experimentally realistic situation, optical sources are actually emitters (quantum
dots or atoms) or scatterers (single or assemblies of nanoparticles). In both cases, the
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multipole expansion of EM fields, expressed in terms of vector spherical harmonics [48],
affords a suitable tool, because it provides a complete description of the fields emanating
from or coupling to localized optical systems, regardless of the material composition,
shape, or size [24]. This is crucial in nanophotonics, which typically deals with strongly
confined optical fields that may lead to steep field gradients. Likewise, it should be
highly valuable for near-field directional scattering when accounting for higher-order
spectroscopic resonances [37,38].
In this case, instead of considering the standard vector potentials, in order to treat the
electric and magnetic multipole fields on an equal footing we will use a formulation based
on the Hertz potentials [53,54]. In this representation, the magnetic and electric fields








l,m (r) = iµ0ω[∇×Π
(m)
l,m ]. (B.13)
After some manipulations taking into account the definitions of the EM multipole fields
and fulfillment of the Helmholtz wave equation [48], one can find a closed expression for
the Hertz vector potential of any electric and magnetic multipolar source of order (l,m)
(see Sec. V in the Supplemental Material [50] for details). Finally, from the partial Fourier
transform, it can be proven that the spectral amplitude of the Hertz potentials associated
with the electriclike sources on the plane z = 0 reads as follows:
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l,m(κx, κy; 0) [52]. These expressions depend on the function K
l′,m′
l,m in the limit
as z → 0 [56]:
K̃l
′,m′
l,m (k, κR) ≡ limz→0P
m′
l′ (z)Il,m(k, κR; z), (B.16)
where Pm′l′ are the associated Legendre polynomials of degree l
























in which 2F1(a, b, c; z) is the Gaussian hypergeometric function [57]. Equation (B.17)
is the second main result of this work; it can be regarded as a generalization of Weyl’s
identity, in the sense that it enables the calculation of the angular-spectrum representation
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of any EM multipole field. It should be noted that a similar result has previously been
obtained [58,59], but using a very different notation. Importantly, as shown in Sec. VI
of the Supplemental Material [50], apart from the prefactors, these analytical and closed
forms are in perfect agreement with the particular cases of the electric dipole (l = 1)
[Eq. (B.6)] and quadrupole (l = 2) [Eq. (B.8)], thereby confirming their validity, at least
up to the electric quadrupole case.
Practical applications usually require the angular spectra of the EM fields themselves
instead of that of the vector potential. As pointed out above when addressing the simplest
cases of dipolar and quadrupolar sources, this can be straightforwardly done by means of
the substitution ∇ → ik±. Then, the EM field angular spectra (expressed in the partial
Fourier space) are directly obtained from Eq. (B.13) (given in real-space representation)
in such a way that H̃(e)l,m(κx, κy; 0) = ω[k
± × Π̃(e)l,m] and Ẽ
(m)




where κx = κR cos (φ) and κy = κR sin (φ), as long as we consider the corresponding
spectral amplitude of the Hertz potentials explicitly given in Eqs. (B.14)–(B.17).
Furthermore, our online tool performs all the necessary calculations and substitutions,
providing the final EM field angular spectra as a function of κx and κy [33].
The circularly polarized dipole and quadrupole shown in Figs. B.2(a) and B.2(b)
may be expressed in multipole form as (l,m)y = (1, 1) and (2, 2), respectively. The y
subindex denotes the angular-momentum axis of the source; therefore, they correspond
to dipolar and quadrupolar sources with the highest angular momentum along y, i.e.,
parallel to the interface. This sets up a circular phase gradient that sweeps the surface
of the waveguide along −x, causing unidirectional excitation. In Fig. B.2(c), we confirm
the trend by considering the (l,m)y = (3, 3) octupole source. As previously anticipated, a
main advantage of higher-order sources is their longer spatial range for near-field directional
coupling as multipoles of increasing order are successively considered [see Fig. B.2]. This
statement relies on the assumption that the same amplitude (or power fraction) is coupled
to the guided mode at increasing distances for higher-order multipoles from the waveguiding
structure. Note that to make this a fair comparison, we impose an identical far-field
radiation amplitude for every multipolar source. This is more precisely depicted in Fig. B.3,
where we show the electric field amplitude angular spectra of different multipolar sources
of order (l,m = l). In this regard, it is worth noting that the fraction of power generated
by the source that is coupled to a specific mode is proportional to the angular spectrum of
the source at the transverse wave vector of the mode. This is valid in all directions of the
x-y plane, so for simplicity in the graphical depiction and without any loss of generality,
we assume that κy = 0, thus representing the amplitude angular spectra along κx to show
the directionality in the left or right direction [see Figs. B.2 and B.3]. So as to perform a
proper comparison among all the multipolar orders, the spectral amplitudes have all been
scaled in such a way that the far-field radiation power is exactly the same for all multipoles
in all directions. This is clearly shown in Fig. B.3, where all of the multipoles have been
normalized to have exactly the same spectral amplitude for all far-field propagating modes
(i.e., within the range |κx| < 1). Taking the above considerations into account, it can
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Figure B.3: The electric field amplitude angular spectra of electriclike multipolar sources of order
(l,m = l)y as a function of the spatial frequency κx (κy = 0). Note that all the spectra are
normalized to have identical far-field radiation. The contrast ratio between guided modes coupled
to opposite directions, κx = ∓neff , is indicated for each of the multipolar orders, thus showing a
spatially broadband enhancement as higher orders are considered. The inset displays the additional
spatial range of higher-order multipoles, with respect to that of the electric dipole, to achieve the
same coupling to the guided mode for neff = 1.19, corresponding to the effective index of the slab
shown in Fig. B.2.
be demonstrated that the spatial range of higher-order multipoles with respect to that of
the electric dipole, to obtain the same near-field coupling amplitude for the same far-field














where ∆hl,m = hl,m − h1,1 and κx corresponds to the propagation constant of the guided
mode. Hence, this analytical result informs us about the amount of additional distance
at which an arbitrary multipole can be placed to achieve the same coupling to the guided
mode as the dipolar source would achieve. Explicit values are represented in the inset of
Fig. B.3, where, for the sake of simplicity in the representation, we have restricted it to
sources of order (l,m = l), but, of course, it can be applied to any other m. An alternative
interpretation for the higher amplitude of the evanescent components is that, for a fixed
distance, greater power is coupled to the guided mode from higher-order multipoles, while
the radiated power stays the same. This implies an increased coupling efficiency. From
Fig. B.3, it is also straightforward to determine the contrast ratio between light coupled in
two opposite directions just by comparing the angular spectra at opposite κx. It is worth
remarking on the stark enhancement as higher orders are considered. Importantly, unlike
dipolar sources, which can be fine tuned to achieve a perfect contrast ratio for a specific
mode [25,26,29], in this case the enhancement exhibits a spatially broadband behavior,
thus increasing its efficiency and the effectiveness for potential applications.
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From a theoretical approach, these features (i.e., the longer range and higher coupling
efficiency for near-field directional coupling as well as the enhanced contrast ratio) are
reflected in the analytical angular spectra as multiplicative “κR” terms, which enhance the
amplitude of the higher frequencies, thus broadening the spectrum. As a final remark, note
that our analytical Eqs. (B.14)–(B.17) assume (l,m)z sources, the angular momentum of
which is around the z axis such that they do not show near-field directionality in the x-y
plane. Yet, the same expression can be used to compute the angular spectra of the (l,m)y
sources used in Figs. B.2 and B.3, by properly rotating the κx, κy, and κz axes; our online
spectrum calculator allows this selection [33].
B.V Concluding Remarks
Taking advantage of the angular-spectrum representation, we present a general,
systematic, and ready-to-use formulation for the near-field directionality beyond the
dipole approximation. Additionally, for the readers’ convenience, we include an online
tool to retrieve the angular spectra of arbitrary multipoles [33]. Specifically, we derive
an analytical and closed expression for the angular spectrum of EM multipole fields of
arbitrary order. We see that successively higher-order multipole fields provide several
advantages: a longer spatial range for near-field directional coupling, a higher coupling
efficiency, an enhanced contrast ratio of the directionality over the whole angular spectrum
(i.e., showing a spatially broadband behavior), and an increased number of degrees of
freedom, giving us a greater design flexibility. This could be useful, for instance, to
promote the spin-controlled (coherent) multidirectional excitation of guided waves on
a large number of nearby waveguides, simultaneously, using a single multipolar source.
Hence, besides underpinning and upgrading the already known framework on near-field
directionality [5–14,60,61], the full consideration of higher-order multipole moments may
unveil additional spin-dependent directional features in, for instance, the context of
nonlinear nanophotonics [62].
Near-field directionality was, until recently, based on electric dipoles only. The
addition of the magnetic dipole to the picture increases the richness and variety of
the achievable physical effects, such as the Janus source, which combines electric and
magnetic dipoles. Hence, by extending the study of near-field directionality even further,
to consider higher-order multipoles of arbitrary order and their combinations, we expect
novel interesting physics to arise in optical nanorouting, quantum optics, photonic logical
circuits, optical forces, and many other fields of application.
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In this supplemental material we provide a step-by-step derivation of the
angular spectrum representation of any electromagnetic multipole field.
For completeness, and for convenience throughout this work, we first briefly
review the angular spectrum of the electric dipole, which relies on Weyl’s
identity. In a similar but slightly trickier way, we are also able to get the
angular spectrum of the electric quadrupole. Due to the similarity between
these two particular results, we look into the possibility of addressing
a general approach valid to any multipolar order. In this way, we find
an analytical and closed expression that generalizes Weyl’s identity thus
enabling the angular spectrum representation of any multipole field.
B.SM.I Angular Spectrum Representation, Weyl’s Identity
and Hertz Potentials
The angular spectrum representation is a classical technique that allows us to
express any electromagnetic (EM) field in homogeneous media as a superposition
of elementary plane waves which can be propagating (homogeneous) or evanescent
(inhomogeneous) [S1,S2]. Within the dipole approximation [S3] this formalism essentially











where the wave vector is defined as k± = k (κx, κy,±κz), and the signs + and − stand for
the wave propagation through the half-spaces z > 0 and z < 0, respectively. Moreover,









y − 1, if κ2x + κ2y > 1.
(B.S2)
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This fundamental result allows us to represent any diverging spherical wave as a
superposition of plane waves in the partial Fourier (or momentum) space (κx, κy) [S5]. As
it will be shown below, beyond this simple case concerning scalar waves, the importance
of the Weyl’s identity becomes much more evident when studying the propagation of
properly defined EM vector waves.
Let us consider a time-harmonic optical field, Ψ(r, t) = Ψ0(r)e−iωt, propagating in a
linear, homogeneous, isotropic, and source-free medium. The time-independent complex
amplitude Ψ0 must satisfy the Helmholtz wave equation:(
∇2 + k2
)
Ψ0(r) = 0, (B.S3)
where Ψ0 can be either the electric or the magnetic field, k ≡ nk0 is the wave number of
the medium, k0 ≡ ω/c is the wave number in vacuum, and n ≡
√
εrµr is the refractive
index, being εr and µr the corresponding relative permittivity and permeability of the
medium. If we assume that there exists a translational symmetry along two directions of
a plane, we can define a direction r⊥ which is perpendicular to this plane of symmetry,
and then Ψ0 can be represented by means of the inverse spatial Fourier transform on the






where we have expressed both position and wave vectors in terms of their projections
parallel and perpendicular to the plane of translational symmetry. Substituting Eq. (B.S4)









eik‖·r‖dk‖ = 0. (B.S5)
For simplicity, and without loss of generality, we particularize to the case in which k‖ =
k (κx, κy, 0), and k±⊥ = k (0, 0,±κz), and so, it is easy to realize that the expression in




+ k2κ2zΨ̃0(κx, κy; z) = 0. (B.S6)
Hence, the angular spectrum amplitude Ψ̃0 can be simply expressed as
Ψ̃0(κx, κy; z) = Ψ̃0(κx, κy; 0)e
±ikκzz. (B.S7)
Finally, in order to get the angular spectrum representation we only have to insert this
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where, once again, the signs + and − refer to a wave propagating in each of the
half-spaces z > 0 and z < 0, respectively. Thus, provided that there exists a well
defined translation symmetry, e.g., along the plane (x, y), one can always describe
the whole EM field just from looking at the field over one of these planes, let us
say the plane z = 0. As previously anticipated, this characterization is very useful
because allows us to obtain a mode representation of the optical field in terms of
propagating and evanescent plane waves [S1]. Specifically, these characteristic solutions
can be easily distinguished in the transverse momentum space (κx, κy) taking into
account their relative position with respect to the unit circumference κ2x + κ2y = 1
[S2]. In this manner, from Eqs. (B.S2) and (B.S7) we see that κ2x + κ2y < 1 leads to
oscillating functions in z, thereby representing propagating plane waves. Otherwise,
κ2x+κ
2
y > 1 gives rise to exponentially decaying solutions, which are in turn identified with
evanescent waves.
Under the premises so far established, the above scheme is completely general, and can
be applied to any scalar or vector field as long as it satisfies the Helmholtz wave equation.
This enables a systematic analysis of the angular spectrum of any localized optical source
(i.e., the electric dipole, quadrupole, and in general any higher-order multipole moment)
by means of their corresponding vector potentials. More precisely, we can make use of
the so-called electric and magnetic Hertz potentials [S6,S7], which might be introduced
in terms of the standard scalar and vector potentials, Φ(r, t) and A(r, t) respectively,
as follows [S8]
A(r, t) = µ∂tΠ(e)(r, t) + µ0[∇×Π(m)(r, t)],




where ε ≡ ε0εr and µ ≡ µ0µr, with ε0 and µ0 being the permittivity and permeability
of free space, respectively. It is interesting to point out that the superscript refers to
the nature of the source that originates the EM radiation, that may be either electric
or magnetic [S9]. Furthermore, it should be noted that these definitions arise directly
from the relationships between the time-dependent EM fields and the gauge standard
potentials, E(r, t) ≡ −∇Φ(r, t) − ∂tA(r, t) and B(r, t) ≡ ∇ ×A(r, t), together with the
Lorenz condition, ∇ · A(r, t) + ε0µ0∂tΦ(r, t) = 0 (a complete derivation can be found
in Ref. [S8]). All in all, for our purposes the key point to bear in mind is that both
the electric and magnetic Hertz potentials, Π(e)(r, t) and Π(m)(r, t), by construction,
satisfy the vector Helmholtz wave equation, and are susceptible of an expansion into their
angular spectrum.
The latter relations between the time-dependent EM fields and the potentials can
be applied to both electric and magnetic-like multipole sources. For the sake of clarity
and simplicity, and without any loss of generality, hereinafter it will be assumed fields
with harmonic time dependence of the form e−iωt. Then, from the definitions given in
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Eq. (B.S9), the complex field amplitudes read as















It is worth remarking that there exist some other definitions for the Hertz potentials
that may yield simpler expressions for the EM fields. In particular, in Ref. [S10] it can
be found that the electric and magnetic Hertz potentials are presented separately, thus
leading to EM fields associated to electric- and magnetic-like sources that are related to
each other just through the duality principle and the symmetry of Maxwell’s equations.
Despite that, in order to build on a sound and self-consistent framework, we will mainly
focus on the approach provided in Ref. [S8], and so we will regard the potentials as
given in Eq. (B.S9). In this respect, it is important to recall that owing to the gauge
freedom, we can always find out a gauge function χ(r, t) enabling the transformation of
any scalar and vector potential so as to meet the Lorenz condition, and thereby giving
rise to Hertz-like vector potentials. This fact will be profitably exploited later in dealing
with the angular spectrum representation of the EM multipole fields.
Taking into account the appropriateness of the Hertz potentials for characterizing
any multipole field, the main advantage of the angular spectrum formalism becomes
evident when representing the EM fields, because the previous expressions involving spatial
derivatives are greatly simplified in the partial Fourier space:




k2Π̃(e)(κx, κy; z)− k±[k± · Π̃(e)(κx, κy; z)]
}
, (B.S12)




k± × Π̃(e)(κx, κy; z)
]
, (B.S13)




k± × Π̃(m)(κx, κy; z)
]
, (B.S14)









µ0/ε0 is the impedance of free space. These expressions are readily obtained
by the substitution ∇ → ik±. Hence, cumbersome analysis involving the computation
of gradients, divergences, curls, and Laplacian, is reduced to simple algebraic operations
relying upon the product between the wave vector k± and the spectral amplitudes Π̃(e/m).
B.SM.II Angular Spectrum Representation of the Electric
Dipole
Below, for the sake of completeness and for convenience in the subsequent analysis,
we will briefly sketch the derivation of the angular spectrum representation of an electric
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dipole. To do so, let us start by considering the corresponding complex-like vector potential











After integration by parts and using the continuity equation for the electric charge, i.e.,
∇ · J + ∂tρ = 0, we can recast the latter expression in a more familiar form,









′ρ(r′)dr′ is the electric dipole moment. This means that the electric
current density can be actually expressed as J(r) = −iωδ3(r − r′)p, and so the dipolar
source is simply characterized by a constant vector p. As pointed out above, to proceed
with the angular spectrum representation, it is crucial to be certain that the vector potential
given by Eq. (B.S17) really satisfies the Helmholtz equation:(
∇2 + k2
)
AED(r) = 0. (B.S18)
In this regard, it should be noted that, besides a constant prefactor, the vector potential
only consists of a diverging spherical wave (i.e., eikr/r) which is in fact the scalar Green’s
function of the Helmholtz operator [S1], thereby satisfying in its own the Helmholtz
equation everywhere except at the origin. Despite that singularity, we might formally
get the angular spectrum of eikr/r in each of the half-spaces z > 0 and z < 0 [S1]. Hence,
appealing to Weyl’s identity given in Eq. (B.S1), it is straightforward to show that













By comparing the above expression with the general results given in Eqs. (B.S7) and
(B.S8), it is easy to see that the angular spectrum amplitude of the electric dipole is
given by:
ÃED(κx, κy; z) = Ã
ED
0 (κx, κy; 0)e
±ikκzz, (B.S20)
where






A more detailed description of the above derivation, in particular the explicit calculations
to obtain Weyl’s identity analytically [Eq. (B.S1)], can be found in Ref. [S1].
B.SM.III Angular Spectrum Representation of the Electric
Quadrupole
Building on the above scheme, in this section we will address the angular spectrum
representation of the electric quadrupole. To this aim, we start once again from the
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where er is the unit vector in the radial direction. Notice that this latter expression is
given in terms of an integral involving the second moments of the charge density. Still, it





















is the quadrupole moment tensor characterizing the charge distribution. This is a rank-two
tensor, usually represented by a 3 × 3 traceless, complex, and symmetric matrix, i.e.,
Qxx +Qyy +Qzz = 0, and Qij = Qji, thus reducing the number of unknowns to 5. Hence,













Looking at this expression more closely, one realizes that there are important discrepancies
in comparison with the previous case of the electric dipole. On the one side, it should be
noticed that Q(er) depends on the direction of observation. As a consequence, the scalar
contribution of the electric quadrupole’s vector potential is no longer a proper solution
of the Helmholtz equation, and so we have to regard the whole vector expression of AEQ
when addressing the angular spectrum representation.
After verifying that Eq. (B.S25) does indeed satisfy the Helmholtz equation (it can
be readily checked by means of a symbolic calculation software), we can then proceed to
the computation of the angular spectrum amplitude for the electric quadrupole from the
partial Fourier transform:























x2 + y2 + z2
e−ik(κxx+κyy)dxdy.
(B.S26)
This integral can be easily solved making the following change of variables to cylindrical
polar coordinates in both real and momentum space:
x = R cos θ, y = R sin θ, z = z;
κx = κR cosφ, κy = κR sinφ, κz = κz.
(B.S27)
Therefore, Eq. (B.S26) reads as
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where R ≡ (x2 + y2)1/2 and κR ≡ (κ2x + κ2y)1/2 are both real and positive quantities. It is
important to emphasize that Q(er) depends in magnitude and direction on the integration
variables R and θ, so it cannot be taken outside the integral (as in the previous case for
the electric dipole). Furthermore, this is indeed the term that conveys the “quadrupolar
character” to the vector potential and it can be expressed as follows:
Q ≡ Q~
~





[R (Qnx cos θ +Qny sin θ) + zQnz] , (B.S30)
with n = {x, y, z}. Then, with the aid of the following identities
∫ 2π
0













where Jl(x) is the Bessel function of the first kind and order l, it follows at once that the











[QnzzJ0(kκRR)− iRJ1(kκRR) (Qnx cosφ+Qny sinφ)] . (B.S32)
It is worth remarking in this case the presence of Bessel functions of order 1, in contrast
with the case of the electric dipole where there are only Bessel functions of order 0.
In addition, it should be noted that the whole vectorial expression would become much
simpler provided that we use the properties of the quadrupole moment tensor (traceless,
symmetries, ...). From the latter result it can be observed that we can actually work
with all vector components simultaneously by using an index n = {x, y, z}. In doing so it
follows that


















Now we only have to perform the integration over the radial variable. In order to do
that analytically, likewise as for the electric dipole, we ought to take the limit z → 0.
Nonetheless, in this case, it is important to realize that taking the limit to the plane z = 0
may lead to misleading outcomes wherein the z-dependent contribution of the quadrupole
moment tensor would seem to be dismissed. Thus, to overcome this issue we should carry
out the integration separately for the xy and z components of the quadrupole moment
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(i.e., ÃEQn = ÃEQn,xy + ÃEQn,z ), where:
































(Qnx cosφ+Qny sinφ) = ÃEQn,xy(κx, κy; 0). (B.S34)
As anticipated earlier, special care must be taken with the integral involving the
z-dependent contribution of Q~
~
. Then, we make use of integration by parts:























































































Qnz = ÃEQn,z (κx, κy; 0). (B.S35)
Hence, gathering together the above calculations, the spectral amplitude of the electric
quadrupole reads











[κxQnx + κyQny ± κzQnz] . (B.S36)
Since k± = k(κx, κy,±κz) (where signs + and − correspond to z > 0 and z < 0,
respectively), the above result can be expressed in a closed form:










Notice that we have deliberately written down the latter expression in such a way that is
straightforward to compare it with the angular spectrum amplitude of the electric dipole
[Eq. (B.S21)]. In this respect, it is worth pointing out that we can attain the spectral
amplitude of the electric quadrupole from that of the electric dipole by simply performing
the substitution p → (−i) [Q~
~
· k±] /6. This additional k dependence on the spectral
amplitude has important consequences regarding the spatial range where the evanescent
modes have a significant contribution.
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B.SM.IV Spectral Amplitudes for the Electric and Magnetic
Fields of the Electric Dipole and Quadrupole
Until now, we have been mainly focused on the angular spectra of the vector potentials.
However, we are typically more interested in knowing the angular spectrum representation
of the EM fields themselves. As has been already pointed out above, we can write the
complex fields E(r) and H(r) from the standard vector potential A(r) by means of the
following relations:
B(r) = ∇×A(r) =⇒ H(r) = 1
µ
[∇×A(r)]; (B.S38)






It should be noted that, for the moment, we skip the usage of Hertz potentials (they will
turn out to be relevant below when dealing with EM multipole fields). Taking advantage
of the angular spectrum formalism, one can easily represent the complex field amplitudes
of both the electric dipole and quadrupole in a compact notation as
ẼED(κx, κy; 0) =
ic
kn







k2p− k±(k± · p)
}
, (B.S40)
H̃ED(κx, κy; 0) =
i
µ




























H̃EQ(κx, κy; 0) =
i
µ









where, so as to avoid cumbersome notation, ÃED/EQ0 ≡ ÃED/EQ(κx, κy; z = 0). Further
simplifications can be made by introducing the polarization vector basis [S11]:
es ≡
ez × k±√









where the subscripts indicate the s and p polarizations [S9], and ez is the unit vector
perpendicular to the plane in which we perform the angular spectrum representation.
Notice that in the propagating lossless case (i.e., when k± is real), these two polarization
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vectors correspond to the usual unit vectors in spherical coordinates eϕ and eθ, respectively,
and form, together with k±/k an orthonormal basis. However, even when we consider a







remains orthonormal as long as we define the inner
product as the dot product with no complex conjugation: es ·es = e±p ·e±p = (k± ·k±)/k2 =
1, and es · e±p = k± · es = k± · e±p = 0. Moreover, it can be shown that
k± × es = −ke±p , k± × e±p = kes. (B.S46)
Therefore, taking into account the above relations together with the scalar triple product
identity, A · (B×C) = B · (C×A) = C · (A×B), we can recast the EM fields as the
projections along the polarization vectors:






[es · p]es + [e±p · p]e±p
}
, (B.S47)









[e±p · p]es − [es · p]e±p
}
; (B.S48)





























Summarizing all the above, so far we have presented the Weyl’s identity, the expression
for the angular spectrum representation and the Hertz potentials. We have also sketched
the angular spectrum for the particular case of the electric dipole and afterwards, we have
performed the corresponding full derivation for the electric quadrupole (notice that we
have omitted the magnetic dipole as yet; see appendix for details). This has enabled us to
get the spectral representation of the EM fields in a very simple manner in terms of the
s and p transverse unit vectors. Even so, this approach essentially relies on the ability to











Moreover we must be able to identify either the electric or the magnetic nature of the
corresponding optical source. Thus, to find a formulation as general as possible, including
the angular spectrum representation of any multipole field, we would have to go through
higher-order terms in the previous expansion of the standard vector potential one by one.
However, as pointed out by Jackson in Ref. [S8], this is only feasible for the lowest orders,
i.e., just for the electric and magnetic dipole, or even for the electric quadrupole at best:
“[. . . ] The labor involved in manipulating higher terms in expansion of the
vector potential becomes increasingly prohibitive as the expansion is extended
beyond the electric quadrupole terms. Another disadvantage of the present
approach is that physically distinct fields such as those of the magnetic dipole
and the electric quadrupole must be disentangled from the separate terms [. . . ]”
Owing to these considerations, in the next section we shall draw on the concepts previously
introduced to provide a more suitable and systematic formulation for multipolar sources
of arbitrary order.
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B.SM.V Angular Spectrum Representation of the
Electromagnetic Multipole Fields
In this section we aim to find the angular spectrum representation of the general electric
and magnetic multipole fields. Leaving aside the detailed procedure to obtain their explicit
expressions, which can be found elsewhere (see, e.g., Refs. [S2,S8]), the electric (e) and



























where Yl,m(Ω) are the spherical harmonics of order (l,m), Ω ≡ (θ, ϕ) stands for
the standard angular coordinates (i.e., polar and azimuthal angles, respectively),
fl(kr) ≡ {jl(kr), yl(kr)} are the l-dependent spherical Bessel functions of first and second
kind, and L ≡ −i (r×∇) is the orbital angular momentum operator. Since there are two
independent radial dependent solutions [jl(kr) and yl(kr)], any linear combination will also
be a solution, and specifically the spherical Hankel functions h(±)l (kr) = jl(kr) ± iyl(kr)
are used to represent propagating spherical waves.
Rather than dealing with the EM fields themselves, it is convenient to resort to
the vector potentials. In this case, however, instead of considering the standard vector
potentials, we will use a formulation based on the Hertz potentials to treat the electric
and magnetic multipole fields on an equal footing. Under this representation, the first step
will consist in determining an explicit expression for both the electric and magnetic Hertz
potentials associated to the multipole fields of arbitrary order. This can be easily done
just by looking at the Eqs. (B.S10) and (B.S11), which allow us to relate the magnetic








l,m (r) = iµ0ω[∇×Π
(m)
l,m (r)]. (B.S57)
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where we have particularized the spherical Hankel functions as the radial functions. With






























where we used the fact that ∇×r = 0. It is important to realize that, since the only vector






















By comparing these results with the definitions of the EM multipole fields in terms of the
Hertz potentials [see Eqs. (B.S56) and (B.S57)], it is straightforward to show that a first
attempt at finding potentials for arbitrary electric and magnetic multipole fields leads to
Π
rad(e)

















However, despite their simplicity, it can be demonstrated that the above expressions fail
when we attempt to address the angular spectrum representation. This is because they






l,m 6= 0. Therefore, referring
to Πrad(e/m)l,m as the Hertz potentials is somehow an abuse of terminology. Nonetheless,
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{krhl(kr)Yl,m(Ω)er +∇ [rhl−1(kr)Yl,m(Ω)]} . (B.S69)
These results can be further simplified by expanding the gradient of the gauge function:
∇ [rhl−1(kr)Yl,m(Ω)] = [hl−1(kr) + r∂rhl−1(kr)]Yl,m(Ω)er + rhl−1(kr)∇Yl,m(Ω)
= [krhl−2 − (l − 1)hl−1(kr)]Yl,m(Ω)er + rhl−1(kr)∇Yl,m(Ω). (B.S70)



















hl−1(kr) [lYl,m(Ω)er + r∇Yl,m(Ω)] . (B.S72)
Furthermore, aiming to get a closed expression, we make use of the explicit definition of












where Pml (cos θ) are the associated Legendre polynomials of degree l and order m, and
Cl,m is used as a shorthand notation for the prefactor. In addition, it should be noted
that Yl,−m = (−1)mY ∗l,m, with the asterisk denoting complex conjugation. Then, it can be
shown that
lYl,m(Ω)er + r∇Yl,m(Ω) = Cl,m
[
lPml (cos θ)er + ∂θP
m







where er ≡ (sin θ cosϕ, sin θ sinϕ, cos θ), eθ ≡ (cos θ cosϕ, cos θ sinϕ,− sin θ), and eϕ ≡
(− sinϕ, cosϕ, 0), are the spherical unit vectors in Cartesian basis. Finally, after some
straightforward but lengthy manipulations we arrive at a closed expression for a valid





































Pml (cos θ), (B.S77b)
γl,m(θ) = (l +m)P
m
l−1(cos θ). (B.S77c)
As we can see, using spherical coordinates, the radial, polar and azimuthal dependences
appear to be separated, thereby simplifying the subsequent calculations of the partial
Fourier transform. In addition, it should also be noted that these expressions can be
greatly simplified when we restrict ourselves to the plane z = 0, i.e., for θ = π/2. In fact,
in this particular case the θ-dependent functions become,





































, for l +m even;
0 for l +m odd.
(B.S79)
Having an explicit expression for both the electric and magnetic Hertz vector potential
[Eqs. (B.S75) and (B.S76)], we now proceed with finding their angular spectrum at the
plane z = 0. Indeed, since Π(e)l,m (and consequently Π
(m)
l,m ) satisfies the Helmholtz equation,
the spectral amplitudes of the electric multipole fields are given by the partial Fourier
transform of Eq. (B.S75):
Π̃
(e)
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i[(m+1)ϕ−kκRr sin θ cos (ϕ−φ)]dϕ
= π(−i)m+1
[















i[(m+1)ϕ−kκRr sin θ cos (ϕ−φ)]dϕ
= π(−i)m
[










i(mϕ−kκRr sin θ cos (ϕ−φ))dϕ
= 2π (−i)m γl,mJm(kκRr sin θ)eimφ.
Even though these results appear to be somewhat complicated, we still have to carry out the
integration along the radius and particularize to the case of the plane z = 0. Thereupon,
it turns out to be more convenient to express the latter integrals in cylindrical coordinates:
Π̃
(e)




































The explicit integrand functions given above are presented up to the fourth order in
Table B.SI. From these results we can make an important observation: for each l-order,
the different mathematical structures appearing in the x and y components (i.e., in the
functions X̃ (e)l,m and Ỹ
(e)
l,m), are actually linear combinations of the ones that appear in the
z component. Moreover, it can be seen that Z̃(e)l,m(R, z) = 0 for all l = m. Therefore the
problem is strongly reduced to the analysis of l integrals associated to the z component
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Table B.SI: Spectral amplitudes of the Hertz potential associated to the first four electric-like
multipole moments.
for each order l. Taking into account these considerations, in order to find a closed and
analytical result, we shall first look into the possibility of integrating Z̃(e)l,m(R, z) for these
particular cases. This involves a judicious choice of integration by parts in those cases in
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which setting z = 0 seems to cancel out the whole integral, greatly reminiscent of what


































































































































































































































































u = J0 =⇒ du = −kκRJ1dR
dv = Rh2P
0








































































































After verifying that all the integrands showed in Table B.SI are actually integrable
functions, we are in the position to derive a general formula enabling this integration for
all the possible cases of l and m. To this aim, we first observe that the above integrals
involving the radial variable all have the same form:
Kl
′,m′

















It is important to stress that the latter integral involves the product of both spherical and
cylindrical Bessel-like functions. This fact hinders the direct utilization of usual integral
properties involving Bessel functions. We may yet write the spherical Bessel functions






















So, the spherical Hankel functions can be expressed as
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and the integral given in Eq. (B.S98) is then recast as
Kl
′,m′

















where we have omitted the argument in both the Bessel and associated Legendre functions.
Furthermore, since we are ultimately considering the plane z = 0, according to the results
given in Eq. (B.S79) we can take the Legendre functions outside the integral, and then,
it turns out to be convenient to define Kl
′,m′
l,m (k, κR; z) ≡ P
m′
l′ (z)Il,m(k, κR; z). Under this
condition, it can be explicitly demonstrated (by means of a symbolic calculation software,
e.g., Wolfram Mathematica) that Eq. (B.S101) yields a closed result:























] 2F1 [12 (2− l +m) , 12 (1 + l +m) , 1 +m;κ2R]
Γ [1 +m]
, (B.S102)























] 2F1 [12 (2− l +m) , 12 (1 + l +m) , 1 +m;κ2R]
Γ [1 +m]
, (B.S103)
where 2F1(a, b, c; z) is the Gaussian hypergeometric function defined as [S13]










































Looking at this result carefully one realizes that there are two situations that should be
distinguished when z → 0. On the one hand, if l + m is odd, I(odd)l,m is a well behaved
function of k and κR (indeed this happens regardless of the parity of l+m) and I(even)l,m = 0.
However, if l+m is even the function I(even)l,m strikingly blows up. As pointed out by Mandel
regarding the simplest case of the spherical wave eikr/r (when addressing the classical
Weyl’s identity) [S1], such divergent behavior is a direct consequence of the presence of a
singularity at the origin. Still, as shown above, we can perform the integration by hand,
thereby indicating that these singularities are actually removable. In fact, our calculations
up to order four show that in the limit z → 0, the infinities of Il,m are compensated by the
zeros of Pm′l′ [S14] in such a way that the function K
l′,m′
l,m (k, κR; z) can always be evaluated
for whatever order (l,m), thus leading to a well defined function of k and κR. Hence, the
integral given in Eq. (B.S98) ought to be redefined as a limit [S15]:
K̃l
′,m′
l,m (k, κR) ≡ limz→0K
l′,m′
l,m (k, κR; z) = limz→0
Pm
′
l′ (z)Il,m(k, κR; z). (B.S106)
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Putting it all together, the spectral amplitude of the Hertz vector potential associated
to electric-like sources of order (l,m) on the plane z = 0 finally reads as
Π̃
(e)








l,m (κx, κy; z → 0), Π̃
(e),y
l,m (κx, κy; z → 0), Π̃
(e),z







l,m (κx, κy; z → 0) = i
[
(m− l)K̃l,ml,m+1(k, κR)e






l,m (κx, κy; z → 0) =
[
(m− l)K̃l,ml,m+1(k, κR)e










And those of magnetic sources can be readily obtained from these, as detailed in
Eq. (B.S76). Then, using this general expression, we can analytically obtain the angular













{0, 0, 1} ,
Π̃
(e)











{−i, 1, 0} ;
Π̃
(e)











{iκx, iκy ,∓2iκz} ,
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{∓κz ,∓iκz ,−(κx + iκy)} ,
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(e)











{i(κx + iκy),−(κx + iκy), 0} ;
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(e)















































































3i(5κ2R − 4)κR cosφ, 3i(5κ
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As a final remark, it should be noted that a similar derivation of the angular
spectra of EM multipole fields of arbitrary order has already been addressed with other
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approaches [S16–S18]. Yet, even though the final results are explicitly expressed by
means of an analytical and closed form (see, e.g., those shown in Ref. [S18]), both the
formalism and the notation used makes them hard to interpret and handle, thus being not
very practical.
B.SM.VI Verification and Relationship between the Results
Obtained via the Hertz’s and Standard Vector
Potentials for both the Electric Dipole and
Quadrupole
Below, in order to verify our results, we will compare the above general expression
of the spectral amplitude [Eq. (B.S107)] for the particular cases of the electric dipole
(l = 1) and quadrupole (l = 2), with those explicitly obtained in Sec. II and Sec. III
[Eqs. (B.S21) and (B.S37)], respectively.
In the first place, focusing on the electric dipole, we have to consider l = 1 and
m = 0,±1, which correspond to the different characteristic polarizations of the electric
dipole moment p. To determine their explicit relationship we should look into the EM
fields. Specifically, just by looking at the magnetic field stemmed from the standard vector




h1(kr) {[py cosϕ− px sinϕ] eθ + [pz sin θ − cos θ (px cosϕ+ py sinϕ)] eϕ} ,
where, for comparison purposes, we have expressed the dipole moment in the spherical
basis. This magnetic field should be related to the one derived from the multipole expansion





















(−ieθ ± cos θeϕ) e±iϕ.
Then, leaving aside the prefactors, it is easy to see that, for m = 0, the functional form
of HED coincides with that of H(e)1,m as long as px = py = 0. Likewise, for m = ±1, the
matching is satisfied for px = ∓ipy and pz = 0. Taking into account these relations, one










































3/8π, and C1,−1 = (−1)C1,+1. Therefore it can be shown
that for l = 1, the following relationship holds:
{l,m} = {1, 0} ⇐⇒ p0 = {0, 0, 1} ,
{l,m} = {1,±1} ⇐⇒ p± = {1,±i, 0} .
With this in mind, we can directly compare the result shown in Eq. (B.S21) with that




















































where it should be noted that ÃED(−1)0 = [Ã
ED(+1)
0 ]




this particular case, apart from the prefactors that account for the dimensional constants,
both approaches are in perfect agreement, as expected.
Following a similar procedure for the electric quadrupole, we need first to identify the
explicit relationship between the components of the quadrupole moment tensor, Q~
~
, and the
different pairs {l,m}, with l = 2 and m = 0,±1,±2. For this, we will write the magnetic
field associated to the electric quadrupole from the corresponding standard vector potential




h2(kr) [2 cos θ(Qyz cosϕ−Qxz sinϕ)




h2(kr) {4 cos (2θ)(Qxz cosϕ+Qyz sinϕ)
+ sin (2θ) [3(Qxx +Qyy) + (Qxx −Qyy) cos (2ϕ) + 2Qxy sin (2ϕ)]} eϕ.
Analogously to the dipole case, this expression of the magnetic field has to be related to




































[±2i sin θeθ − sin (2θ)eϕ] e±2iϕ.
Thus, by comparing the functional form of HEQ with that of H(e)2,m, it is easy to see that,
for m = 0 we have to require that Qxx = Qyy, and Qyz = Qxz = Qxy = 0. Likewise, for
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m = ±1, Qxx = Qyy = Qxy = 0, and Qyz = ±iQxz. And finally, for m = ±2 we have that





























































5/96π, and C2,−m = (−1)mC2,m.
Therefore, for l = 2, we get the following correspondence between the m multipolar
order and the matrices associated to the quadrupole moment tensor (expressed in
Cartesian basis):





−1 0 00 −1 0
0 0 2
 ,





0 0 10 0 ±i
1 ±i 0
 ,





±1 i 0i ∓1 0
0 0 0
 .
Taking into account these latter relations we can now compare the particular result of
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with ÃEQ(−1)0 = [−Ã
EQ(+1)
0 ]
∗, ÃEQ(−2)0 = [Ã
EQ(+2)
0 ]









∗. Hence, once again, apart from the prefactors, both approaches
are straightforwardly related to each other, thus confirming the validity of the general
expression given in Eq. (B.S107) up to the electric quadrupole case.
Appendix: Angular Spectrum Representation of the Magnetic
Dipole and its Relation with the Electric Dipole
From a similar procedure as in the previous sections for the electric dipole and
quadrupole, in order to obtain the angular spectrum of an oscillating magnetic dipole,












where m is the magnetic dipole moment. The corresponding spectral amplitude is obtained
from its partial Fourier transform:






















x2 + y2 + z2
e−ik(κxx+κyy)dxdy.
(B.S109)








































Ω ≡ ΩR + Ωz
= RJ1 [mz (sinφex − cosφey)+(my cosφ−mx sinφ) ez]− izJ0 (myex −mxey) .
Similarly to the electric quadrupole case, special care must be taken with the integral
involving the z-dependent contribution. We thus perform the integration separately for
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the R- and the z-dependent contributions as follows:

































[mz (sinφex − cosφey) + (my cosφ−mx sinφ) ez] ; (B.S111)




















































































(myex −mxey) . (B.S112)
Hence, summing up the above results we obtain that
























Then, the spectral amplitudes of the EM fields for the magnetic dipole reads
ẼMD(κx, κy; 0) =
ic
kn









H̃MD(κx, κy; 0) =
i
µ











where ÃMD0 ≡ ÃMD(κx, κy; z = 0). Comparing the above expressions for the magnetic
dipole with that given in Eqs. (B.S40) and (B.S41) for the electric dipole we find that
there exists a relationship between them. Indeed, taking into account the duality principle
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and the symmetry of Maxwell’s equations [S10], we can get the EM fields of the magnetic









ẼMD, p −→ n
c
m. (B.S116)
Notice that, unlike the substitutions pointed out in Ref. [S11], the above transformation
rule does not require the interchange of ε and µ, thereby becoming more useful for dealing
with EM fields in the same medium [S10].
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Several dynamical properties of electromagnetic waves such as energy,
momentum, angular momentum, and optical helicity have been recently
reexamined in dispersive and lossless media. Here, we address an
alternative derivation for the optical chirality, extending it so as to include
dissipative effects as well. To this end, we first elaborate on the most
complete form of the conservation law for the optical chirality, without
any restrictions on the nature of the medium. As a result we find a
general expression for the optical chirality density both in lossless and lossy
dispersive media. Our definition is perfectly consistent with that originally
introduced for electromagnetic fields in free space, and is applicable to
any material system, including dielectrics, plasmonic nanostructures, and
left-handed metamaterials.
C.I Introduction
Local dynamical properties such as energy, linear momentum, and angular momentum,
are conserved quantities for electric and magnetic fields in vacuum [1,2]. In fact, leaving
aside the physical meaning, there exists an infinite class of conserved quantities for
free-space electromagnetic (EM) fields [3,4]. In particular, in 1964 Lipkin demonstrated
the existence of a set containing ten new independent conservation laws for EM radiation
in vacuum [5]. Originally, these tensorial quantities were merely conceived as mathematical
entities theretofore unknown, and having no ready physical significance. That is why
they were collectively referred to as the ij-zilches (which literally means “nothingness”),
where i and j stand for the labels indicating the tensor indices. Since then, there have
been many efforts in searching for a physically meaningful picture for these quantities [6–8].
Recent advances in near-field optics attempting to achieve full spatiotemporal control
of light-matter interactions [9] has led to a renewed interest in Lipkin’s zilches as a measure
of the handedness, or knottedness, of the streamlines describing highly contorted optical
fields [10]. In this regard, and motivated by the possibility for enhancing the chiroptical
effects (such as circular dichroism (CD) [11]), which leads to enantioselective signals far
larger than that due to circularly polarized light (CPL), Tang and Cohen introduced the
00-zilch as a measure of the local density of optical chirality [12]:
Cvacuum ≡ [ε0E · (∇× E) + µ0H · (∇×H)] /2, (C.1)
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where ε0 and µ0 are the permittivity and permeability of vacuum, respectively, and
E(r, t) and H(r, t) are the local, time-dependent electric and magnetic fields. Shortly
after, this definition for the optical chirality was successfully used in enhanced CD
spectroscopic measurements for the experimental detection and characterization of chiral
biomolecules [13], thus confirming its physical significance, and highlighting the feasibility
for practical applications. The extremely high sensitivity in the chiroptical responses
(enhancement factors up to 6 orders of magnitude were reported) was attributed to
superchiral fields [14]. However, on account of the energy conservation, there should be an
upper bound lowering those enhancements [15,16]. It was argued that this fundamental
restriction ought to limit the enhancement factor up to 2 orders of magnitude [15]; the
other 4 orders should come from the highly twisted evanescent near-field modes [16,17].
It then follows that, essentially, the main requirement for the occurrence of strengthened
chiroptical influence in light-matter interaction relies on the complexity in the structure
of the EM field distribution [10,17,18]. For this reason, metallic nanostructures represent
ideal candidates for investigating chirality-based applications and functionalities in
nanophotonics [19–26]. It is certainly surprising, however, that, most of the previous
studies on this issue build on the earliest definition for the optical chirality density [5],
which is only valid for monochromatic optical fields in free space [12,14,16,27]. Still,
there are few works attempting to extend such definition to linear [15], gyrotropic [28], or
lossless dispersive media [29].
Inspired by the latest theoretical results concerning the dispersive features of the
EM energy momentum, the optical orbital and spin angular momentum [30–32], and
the EM helicity [33], in this Letter we report on the optical chirality in lossless and
lossy dispersive media. Special emphasis is placed on the role of the mathematical
structure of the corresponding conservation law. Indeed, building on previous approaches
addressing the EM energy density considering dispersion as well as dissipation [34], we
put forward a complete description for the optical chirality conservation law valid for
arbitrarily structured optical fields. The only restriction we need to impose relies on the
EM characterization of the medium, which must be fitted by Lorentzian line shapes. Hence,
our results are completely general [64], and are applicable to any material system, including
dielectrics, semiconductors, metals, as well as metamaterials. Further, our findings are
perfectly consistent with the ones so far established for optical fields in free space [12,16].
C.II Conservation Law for the Optical Chirality
Conservation laws and symmetry properties of a physical system are, arguably,
among the most important cornerstones of modern physics [65]. Indeed, appealing to the
principle of least action, Noether’s theorem states that, in the absence of sources, conserved
quantities and symmetries can be regarded as equivalent features [66]. These theoretical
concepts are mathematically described via continuous or discrete symmetry groups, which
are in turn related to the corresponding physical transformations [67]. Typical examples of
continuous symmetries lead to the conservation of energy, linear momentum and, angular
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momentum, which are associated with the invariance under the universal space-time
transformations [68]. An insightful picture of the conserved quantities, reminiscent of the
quantum formalism [69], allows one to deal with the conserved quantities as differential
operators representing the generators of the corresponding infinitesimal symmetry
transformations. For the above dynamical properties, the generators simply involve first
derivatives with respect to the space-time coordinates acting on the EM fields, and are
given explicitly by {i∂t, i∇}, for the space-time translations [30], and i (r×∇), for the
spatial rotations [31]. Furthermore, it was recently demonstrated that the conservation
of the optical chirality is underpinned by i (∂t∇×) [29], which must be applied on the
vector potentials. Importantly, these generators can be used to find the eigenstates of
the aforementioned conserved quantities. In this regard, just as the plane waves are the
eigenstates of the energy-momentum differential operator, the corresponding eigenstates
associated to the optical chirality are the circularly polarized plane waves [29].
The above scheme for identifying continuous conserved quantities only holds in the
absence of sources. In the presence of charges and/or currents, conservation laws are to
be expressed through the continuity equations [70,71]. Within the EM field theory, the
most well-known example is perhaps Poynting’s theorem [72], accounting for the energy
conservation [1,2]:
∇ · S = − [E · ∂tD + H · ∂tB + J · E] , (C.2)
where S ≡ E × H is the Poynting vector, which represents the energy flux density,
and D, B, and J are the time-dependent electric displacement, magnetic induction, and
electric current density, respectively. This expression is generally valid, and can be readily
obtained by taking the divergence of the energy flux density. Likewise, we can derive the
time-dependent conservation law for the optical chirality from the corresponding chirality
flux density [5,12,16]:
F ≡ [E × (∇×H)−H× (∇× E)] /2. (C.3)
With the aid of the structural Maxwell’s equations and the vector identity, ∇ · (A×B) =
B · (∇×A)−A · (∇×B), it follows that
∇ ·F = − [E · ∂t (∇×D) + H · ∂t (∇×B) + SJ ] /2, (C.4)
where SJ = E ·(∇×J ) is the current-related sourcelike contribution. Taking into account
the general structure of the continuity equation [34], Eq. (C.4) can be recast as
∇ ·F + ∂tC = S, (C.5)
where
C ≡ [E · (∇×D) + H · (∇×B)] /2, (C.6)
S ≡ [∂tE · (∇×D) + ∂tH · (∇×B)− SJ ] /2, (C.7)
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are the optical chirality density and the sourcelike terms, respectively. The above
expressions represent the most general result for the conservation law of optical chirality,
without any restrictions on the nature of the medium. However, they differ significantly
from the previously established continuity equation [5,12,16,26],
∇ ·F + ∂tCvacuum = Svacuum, (C.8)
where Cvacumm is the optical chirality density as defined in Eq. (C.1), and Svacuum ≡
− [J · (∇× E) + E · (∇×J )] /2 is the sourcelike term in free space. The essential
discrepancy arises on account of the dispersion-related terms [34]. In particular, it is easy
to prove that C = Cvacuum + Cmedium, where Cmedium ≡ [E · (∇×P) + µ0H · (∇×M)] /2,
and P and M are the macroscopic polarization and magnetization fields. Strikingly,
up to our knowledge, these considerations have never been properly analyzed in previous
approaches [12,15,16,29,73]. In fact, even though both the dispersion-related and the
dissipation terms are explicitly disregarded in Eq. (C.8), it has been widely used for
investigating chiroptical effects in media where the permittivity is highly dispersive,
including plasmonic nanostructures as well as metamaterials [19–26]. Thus, as shown
below, the dispersion of the material systems brings about important corrections into the
original expressions for the optical chirality density [compare Eqs. (C.1) and (C.6)] and
the sourcelike terms of the continuity equation [compare Eqs. (C.5) and (C.8)], and hence,
it must be generally considered.
C.III Optical Chirality in Lossless Dispersive Media:
Brillouin’s Approach













where bold letters stand for complex field amplitudes and the asterisk denotes complex
conjugation. A straightforward calculation allows us to show that, for freely propagating









µ0/ε0 is the vacuum impedance, and the signs + and − correspond to left-
and right-handed CPL.
In general, CPL is considered as the paradigmatic example of field displaying
optical chirality, and has been widely used for chiroptical measurements [13,14].
Unfortunately, mainly due to the mismatch between the scales of the wavelength and
the typical size of chiral objects [10], chiral responses are inherently very weak [11,74].
To overcome this drawback, several efforts have been undertaken for improving the
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detection schemes [14,18,75,76], with special emphasis on metallic nanostructures,
which are regarded as well suited platforms for strengthening chiroptical light-matter
interactions [19–26].
Metals are inherently absorptive and highly dispersive. Something similar happens
with semiconductors at energies around the band gap. These features are characterized
in terms of the electric permittivity ε (and eventually with the magnetic permeability µ)
depending on the frequency ω. According to the Kramers-Kronig relations [1,77], dispersion
is necessarily tied to dissipation. Thus, in order to avoid misleading outcomes, the analysis
of the local dynamical properties have to be carefully carried out from a material standpoint
as well. This is well known for the EM field energy in metals, for which a general treatment
has been developed [1,2]. Indeed, in a lossless dispersive medium the energy density is
described by the Brillouin’s formula [78,79]. Following a similar procedure we may obtain
a closed expression for the optical chirality density. For simplicity, we will assume a linear,
homogeneous, and isotropic medium such that D = ε0ε(ω)E and B = µ0µ(ω)H. From
the continuity equation as given in Eq. (C.4), and using the Fourier transforms, the
instantaneous distribution of the optical chirality density can be obtained by integrating
E · ∂t (∇×D) and H · ∂t (∇×B) over time. Notice that the integral convergence is
constrained by the slowly varying amplitude approximation [2]. Within this assumption,









By proceeding in the same way for the magnetic contribution, summing up both
expressions, and integrating them properly over the frequencies ω and ω′ [34], we can
get the time-averaged optical chirality density in a lossless dispersive media:






where vp(ω) ≡ c/Re[n(ω)] and vg(ω) ≡ c/Re[ñ(ω)], are the phase and group velocities
[80,81], respectively, which are in turn expressed in terms of the phase refractive
index n(ω) ≡
√
ε(ω)µ(ω) and the corresponding dispersion-modified group index
ñ(ω) ≡ n(ω) + ω [∂n(ω)/∂ω]. A detailed description of the above derivation as well as the
current-related contribution can be found in Sec. III B of the Supplemental Material [34].
It should be noted that the same expression for the optical chirality density was
previously obtained, but using a more complicated approach (see Eq. (33) in Ref. [29]).
Importantly, this definition [Eq. (C.12)] reduces to the standard result [Eq. (C.9)]
for freely propagating optical fields, i.e., when n = 1. Furthermore, it is important
to emphasize the dependence of Eq. (C.12) on the dispersion-related phase and group
velocities. From this simple relation, it is easy to realize that we may enhance the optical
chirality in artificially engineered materials directly by lowering both velocities [80,81].
This is specifically accomplished in the vicinity of the resonance frequency, i.e., in the
anomalous dispersion region [see upper panel of Fig. C.1]. However, in a dispersive and
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Figure C.1: Optical chirality density in (a) lossless and (b) lossy dispersive media. Material
parameters correspond to a nonmagnetic medium (µ = 1), with ε being described by a single
Lorentz pole with ωp = ω0. Red, gray, and blue dashed lines indicate the curves where the optical
chirality in the lossless case is −Cvacuum, 0, and Cvacuum, respectively.
lossy media, there are certain frequency ranges where the precise physical meaning of the
group velocity turns out to be somewhat unclear [78,79], and Eq. (C.12) may not be valid.
C.IV Optical Chirality in Lossy Dispersive Media: Loudon’s
Approach
A more physically realistic description of dispersive media requires careful
considerations of dissipative effects. In this regard, as previously reported (see, e.g.,
Refs. [82,83]), the expression of the energy density in dispersive and lossy media crucially
depends on the specific model characterizing the medium. In classical theory, ε can be







ω2 − ω2n + iωγn
, (C.13)
where fn, ωp, ωn, ω, and γn are, respectively, the relative strength of the oscillators,
the plasma frequency, the nth resonance frequency, the excitation frequency, and the
nth damping constant. This multiresonant model has been proved to fit very well with
experiments [64,85,86], and thus, it can generally characterize the electric response of
any material system for any frequency and bandwidth. A similar expression can also
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be introduced for the magnetic permeability µ, e.g., when describing negative-index
metamaterials [87–89]. It should be noted that the latter expression for ε follows from






+ ω2nPn = ε0fnω2pE loc, (C.14)
with E loc being the time-varying external electric field. This relation between the electric
and the polarization field is actually the key point to get the general form of the energy
density [82,83]. Likewise, taking into account the underlying mathematical structure of
the continuity equation [34], we can use Eq. (C.14) (and the corresponding one for the
magnetization field) to identify the electric (and the magnetic) contribution of the optical
chirality density in dispersive and lossy media. To this aim, we start again from the
continuity equation as given in Eq. (C.4). Attempting to find the total time derivative for
the electric contribution, we have to express E ·∂t (∇×D) in terms of the electric and the
polarization fields (and similarly for the magnetic contribution [34]):
E · ∂t (∇×D) = [ε0E · ∂t (∇× E) + E · ∂t (∇×P)] . (C.15)
In this way, we can also account for the influence of the medium on the chirality density.
In the latter expression, the first term of the right-hand side can be rewritten as
E · ∂t (∇× E) = ∂t [E · (∇× E)]− ∂tE · (∇× E) , (C.16)
thereby leading to a total time derivative plus a residual term. This residual term exactly
cancels with the one appearing for the magnetic contribution in vacuum [34], thus allowing
us to recover the usual expression for the optical chirality in free space [Eq. (C.1)]. On
the other hand, the second term in the right-hand side of Eq. (C.15) can be addressed by
using the dynamic equation for the polarization field given in Eq. (C.14) (see Sec. III A
in the Supplemental Material [34] for further details). Following the same procedure for
the magnetic contribution and summing up both expressions, we finally find that the




Im[(ε(ω)µeff(ω) + εeff(ω)µ∗(ω)) E ·H∗], (C.17)
where εeff and µeff are the real-valued effective material parameters, which are defined as


















with χ = χ′ + iχ′′ ≡ ε − 1 and ξ = ξ′ + iξ′′ ≡ µ − 1 being the electric and magnetic
susceptibilities. Furthermore, as pointed out in the Supplemental Material [34], there is
also a current-related contribution which should be included.
As shown in Fig. C.1, both of the above approaches yield different results. Indeed,
whereas Clossless [Eq. (C.12)] can display both positive and negative values, the total
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Figure C.2: Optical chirality density for (a) silver and (b) silicon. Material parameters describing
ε are taken from Refs. [85,86], respectively. For comparison, we represent the results for lossless
(red dashed lines) [Eq. (C.12)] and lossy (blue solid lines) [Eq. (C.17)] dispersive media in terms
of Cvacuum. The gray shaded areas indicate the spectral ranges with anomalous dispersion.
contribution of Clossy [Eq. (C.17)] remains always positive, with a minimum value of
Cvacuum that is reached in the high-frequency limit. The largest discrepancies occur close
to the resonance frequency. Still, the peaks for both approaches are almost equal in
absolute value. These signatures can also be appreciated in Fig. C.2, where we plot the
optical chirality density of silver and silicon. Both materials have been modeled using
Eq. (C.13) with parameters taken from Refs. [85,86]. From the results in Fig. C.2 we
note that Clossless overlaps almost exactly with Clossy for all frequencies, except in the
vicinity of the region of anomalous dispersion, i.e., where dε′/dω < 0. There, the curves
drastically separate from each other, thereby highlighting the importance of considering
dissipative effects.
Equation (C.17) is the main result of this work. To the best of our knowledge, it
provides the most general definition for the optical chirality density in dispersive and lossy
media, being applicable to any material system, including plasmonic nanostructures [26]
and left-handed metamaterials [89]. Yet, our definition differs significantly from the
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standard formula for optical fields in free space [12,16], and even from previous suggestions
attempting to tackle optical chirality in dispersive media [29,73]. The distinction between
our result and those found in previous approaches essentially arises from considering
properly the dynamic response of the time-dependent EM fields within a dispersive
medium [34]. In this regard, it should be noted that the time derivative of the fields
D and B, must be expressed as convolution integrals in the time domain. Furthermore,
in this particular case, regarding lossy dispersive media, the mathematical structure of the
continuity equation plays a central role in the identification of the optical chirality density
as a conserved dynamical property.
C.V Summary
We have carried out a theoretical analysis of the conservation law for the optical
chirality. Taking advantage of previous approaches addressing the EM energy density,
we have undertaken a parallel derivation for the optical chirality both in lossless and
lossy dispersive media. Remarkably, our description is completely general, i.e., is valid
for arbitrarily varying radiation fields, and can be applied to any medium, including
dielectrics, semiconductors, as well as highly lossy material systems such as metals
and metamaterials. In view of the growing interest in chirality and chiral light-matter
interaction, we expect that these results will aid the development of plasmonic and
metamaterial nanostructures for advanced chiroptical applications [17,89], especially in
the context of enhanced enantioselectivity, and detection and characterization of chiral
biomolecules via tailored chiral and nonchiral structures [90,91].
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Building on the earlier approaches addressing the electromagnetic energy
density in dispersive and lossy media, in this supplemental material we
provide a parallel derivation for the optical chirality density considering
dispersion as well as dissipation. To this aim, we first elaborate on the most
general form of the continuity equation for the optical chirality. As a result
we find a complete description, valid for arbitrary structured optical fields
regardless of the time dependence. The only restriction we need to impose
relies on the characterization of the material parameters, which must be
fitted by Lorentzian line shapes. In the particular case of time-harmonic
fields in a linear medium, we show that our findings are perfectly consistent
with the ones so far established for electromagnetic fields in free space.
C.SM.I Energy Conservation in Dispersive and Lossy Media:
Energy Density and Flow
The energy conservation law, also referred to as the Poynting’s theorem, is a
fundamental statement of electrodynamics [S1]. Even though at a first glance it seems
to be a somewhat trivial concern, the situation may become more complicated when
considering an optical field traveling through a dispersive medium, i.e., a material system
whose electromagnetic response depends on the frequency of the applied field. In the time
domain field representation this means that the material response is not instantaneous,
but it relies on the electromagnetic fields at all previous time instants. Indeed, according
to the basic properties of Fourier transform, this is described in terms of a convolution
in the time domain of material equations [S2]. This behavior is actually characterized by
means of the electric permittivity ε, and the magnetic permeability, µ, both depending
on the frequency ω, and described by the corresponding constitutive relations, which
account for the influence of the electromagnetic radiation on matter. Importantly, it
should be noted that, strictly speaking, dispersion is necessarily tied to dissipation. This
connection is well established by the so-called Kramers-Kronig relations [S3], according
to which the real and imaginary parts of the material parameters (ε(ω) = ε′ + iε′′ and
µ(ω) = µ′ + iµ′′) appear to be coupled together. In addition, it has been demonstrated
that Kramers-Kronig relations underpin the fundamental principle of causality, and hence,
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initial assumptions regarding dispersion and dissipation have to be carefully considered,
otherwise they may lead to misleading outcomes. Still, we can find many cases where is
assumed a dispersive medium neglecting the losses.
The relatively recent advent of left-handed materials [S4–S7], and the development of
metamaterial photonics in general [S8–S10], have led to reexamine both the treatment and
the formulation [S11–S21] of the field energy in dispersive media [S1,S2,S22,S23]. In this
respect, one of the main difficulties arises on account of a bona fide interpretation
about each of the contributions appearing in the continuity equation, e.g., the
sense of negative values for the energy density (in regards to the thermodynamic
significance of the stability conditions [S23]) in the anomalous dispersion region (near the
resonance frequencies) [S24–S27], or the attainable superluminal (or even backward) light
propagation [S28–S31]. Furthermore, owing to the close relation between the Poynting
vector and the electromagnetic momentum [S32], the long-standing controversy known as
the Abraham-Minkowski dilemma [S33], that still remains as a subject of current interest
around the proper definition of the linear momentum for optical field in media, may also
be an additional source of puzzling discussions and conclusions [S34–S36].
Below, we briefly sketch the derivation outlined by Loudon [S11] (and extended
by Ruppin [S12]) in order to settle out an appropriate framework for the subsequent
analysis dealing with the optical chirality conservation law. Moreover, aiming to find
a closed expression, we also look into the adiabatic-like classical approaches put forward
by Brillouin [S22], and Landau [S23]. For the sake of clarity, throughout this work we
will use a distinct notation either for the real-valued electromagnetic radiation in the time
domain, or for the complex fields in the frequency domain. It is well known that both









where the vector field F(r, t) (or F(r, ω)) stands for the electric field E, the electric
displacement D, the magnetic field H, or the magnetic induction B (or their corresponding
complex-like counterparts). Moreover, so as to avoid cumbersome notations, we shall omit
the argument in the field expressions.
Taking into account the above convention, the general expression for the
time-dependent energy conservation law can be straightforwardly stemmed from the vector
identity∇·(A×B) = B·(∇×A)−A·(∇×B), with the aid of the structural (or curl-like)
Maxwell’s equations ∇× E = −∂tB and ∇×H = ∂tD + J :
∇ · S = −E · ∂tD −H · ∂tB −J · E, (C.S2)
where S ≡ E ×H is the Poynting vector, which represent the energy flux density [S1],
and J is the electric current density. The previous equation is known as the differential
form of Poynting’s theorem and is an absolutely general result, i.e., holds for both lossy
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and lossless media [S1,S2,S23,S37]. Besides to express the energy balance over the whole
system, due to its mathematical structure,
∇ · [FLUX] + ∂t[CONSERVED PROPERTY] = [SOURCE or SINK], (C.S3)
the continuity equation, in conjunction with Noether’s theorem, constitutes a powerful
tool for identifying and analyzing dynamical properties that are often, but not always,
conserved, such as the energy, the linear momentum, or the optical chirality, among many
others. Therefore, in the simplest case of linear and nondispersive media, i.e, if D = ε0εE
and B = µ0µH, with ε, µ ∈ R, Eq. (C.S2) can be recast as
∇ · S + ∂tW = −J · E, (C.S4)
where W = [E ·D + H ·B] /2 is the instantaneous energy density stored (or conserved)
in the electromagnetic field, and J · E represent the power loss dissipated to the
medium on account of external current sources [S2,S23,S37]. However, a more physically
realistic description requires careful considerations of dispersion and, consequently,
dissipation [S38]. In such a case, as pointed out above, the dynamic response of a




ε(t− t′)E(r, t′)dt′ =
∫ +∞
−∞
ε(t− t′)E(r, t′)dt′. (C.S5)
Notice that a similar expression can be posed for the magnetic contribution in terms of
µ. Here it is worth observing that Eq. (C.S2) involves the time derivative of the fields D
and B, which are in turn written as the convolution integral given in Eq. (C.S5). This is
in fact the main difficulty for obtaining, in this case, a general and closed expression for
the instantaneous electromagnetic energy density. Nevertheless, there are several routes
to overcome the evaluation of the time derivative [S11–S23], each of them subject to
well distinct prescriptions relying upon assumptions concerning both the characteristics
of the medium, and the time dependence of the electromagnetic fields. In the present
work we pursue an approach as general as possible, so that it can be applied to an
arbitrarily varying radiation field which propagates within a truly dispersive media,
namely, including the absorption losses as well. However it should be emphasized that the
expressions accounting for both the energy density stored and the dissipation, will crucially
depend upon the specific features of the model characterizing the medium [S14–S16].
Hence, for practical purposes, we will focus on the pragmatic treatment provided by
Loudon [S11], which consider an absorbing classical dielectric with a single resonance
frequency, i.e., a Lorentz-like medium. This approach has been further extended by
many other authors to account for dispersive magnetic permeabilities [S12–S16], as well
as the possibility of multiple resonance frequencies describing the influence of interband
transition effects [S17,S18,S39,S40]. For completeness, and for convenience in subsequent
analysis, we shall take into account these generalizations throughout this work.
Optical properties of metals (often regarded as the paradigmatic example of dispersive
media) may be classically modeled by distinguishing between the response owing to the free
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electrons moving within the conduction band (usually referred to as the intraband effects),
and that of the bound carriers, giving rise to the interband transitions [S37,S41]. This can



















ω2 − ω2n + iωγn
, (C.S6)
where fn, ωp, ωn, ω and γn are, respectively, the relative strength of the oscillators, the
plasma frequency, the nth resonance (or restoring) frequency, the excitation frequency,
and the nth damping constant (or characteristic collision frequency). Note that, since the
Drude model only holds for intraband effects, there is no resonant behavior for the first
term in Eq. (C.S6), and thus ω0 ≡ 0. In any case, each of the Lorentz-like oscillators is
described as a pole in the dielectric function [Eq. (C.S6)], and can be readily achieved
from the equation of motion for a bound electron with undamped resonance frequency ωn,
experiencing a damping force characterized by γn, and subjected to a time-varying external










where me, qe and rn stand for the effective mass, charge, and the displacement of the
electrons, respectively. If we further interpret each mode as an electron gas of uniform
density ρn, the collective effect emerging from all individual displacement leads to a
polarization field Pn = ρnpn = (−qeρn) rn, where pn is the electric dipole moment






+ ω2nPn = ε0fnω2pE loc, (C.S8)
where ε0 is the electric permittivity of vacuum, ωp ≡
√
q2eρe/(meε0), and fn ≡ ρn/ρe,
with ρe being the total density of Drude and Lorentz oscillators. By solving Eq. (C.S8)
for fields with harmonic time dependence of the form e−iωt, one can obtain the individual
contribution of the oscillators:
Pn = ρnα
(e)





ω2n − ω2 − iωγn
]
Eloc, (C.S9)
where α(e)n (ω) is the electric dipole polarizability. Therefore, each of the Lorentz poles









ω2 − ω2n + iωγn
]
E, (C.S10)
where the total polarization field is defined as P ≡
∑
n 〈Pn〉, and the macroscopic electric
field is E ≡ 〈Eloc〉, with the angular brackets indicating an average over space [S44].
This procedure is specific for getting the electric permittivity in a linear medium modeled
as a combination of Drude and Lorentz oscillators [S39–S43]. Still, provided the magnetic
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permeability can be properly tailored by Lorentzian line shapes, it may also be extended to
magnetically dispersive media [S12–S16] by means of the corresponding dynamic equation






+ ω̃2nMn = f̃nω̃2nHloc, (C.S11)
where, analogously to the previous case, ω̃n, γ̃n, and f̃n are, respectively, the nth resonance
frequency of the magnetic dipole oscillators, the nth magnetic damping constant and the
magnetic-like oscillator strength. It should be noted that in earlier works addressing
magnetic dispersion (e.g., when characterizing split-ring resonator-based structures) only a
single Lorentzian resonance takes place [S12–S16]. Nonetheless, for completeness, we shall
express the magnetic permeability by considering the possible appearance of N magnetic






ω̃2n − ω2 − iωγ̃n
]
Hloc. (C.S12)
Hence, if we define the total magnetization field as M ≡
∑
n 〈Mn〉, and the macroscopic







ω2 − ω̃2n + iωγ̃n
. (C.S13)
After this brief outline, we are now in the position to show the expression for the
energy conservation law in dispersive and lossy media, fully accounting for both the energy
density and the power density lost due to light-matter interactions. Whatever the specific
electromagnetic properties of the medium, it can always be represented in terms of the
polarization and the magnetization vector fields as follows:
D = ε0E + P , (C.S14)
B = µ0H + µ0M. (C.S15)
Then, the first two terms in the right-hand side of Eq. (C.S2) can be straightforwardly
evaluated by using the dynamic equations for the polarization and magnetization fields













































The above results are completely general, and they are applicable independently of the
time dependence considered for the electromagnetic fields. The only restriction we need
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to impose is that the material parameters of the medium must be fitted by Lorentzian
line shapes. In such a case, they allow us to identify accurately both the electric and the
magnetic contributions to the energy density stored either by the fields themselves or by
the material system, as well as the terms accounting for the power loss densities:






+ L(e)lectricenergy , (C.S18)






+ L(m)agneticenergy . (C.S19)
Taking into account the above expressions, it is worth mentioning that both the energy
and losses can be directly identified by comparing them with the general structure of the
continuity equation given in Eq. (C.S3):












L(e)energy + L(m)energy + Lcurrentenergy
]
, (C.S20)
where Lcurrentenergy = J · E . Notice that in the case of only one Lorentz oscillator, i.e., N = 1,
the results reduce to those of Ref. [S12]. A deeper understanding of the role played by these
terms deserves further efforts beyond the scope of this work (c.f. Refs. [S11–S18,S39,S40]).
Despite that, turns out to be convenient to compare the results provided by this procedure,
wherein the dispersion and dissipation are truly considered, with those stemmed from
the classical approaches put forward by Brillouin and Landau [S22,S23]. To this aim we
calculate the time average of the energy density by considering time harmonic fields. Thus,









































where the angle brackets indicate time averaging over one period of oscillation, and εeff
and µeff are the real-valued effective material parameters (i.e., the electric permittivity and
magnetic permeability), which are defined as



















n χn = χ
′ + iχ′′ ≡ ε − 1 and ξ =
∑
n ξn = ξ






































On the other hand, according to the approach of Brillouin, it is known that the time
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where ε̃(ω) ≡ ε′ + ω[∂ε′/∂ω] and µ̃(ω) ≡ µ′ + ω[∂µ′/∂ω] are the dispersion-modified
material parameters. After some calculations it is tedious but straightforward to show
that ε̃(ω) = εeff(ω) and µ̃(ω) = µeff(ω) if and only if(
ω2 + ω2n
)




γ̃2n = 0, (C.S27)
namely, if γn = 0 and/or ω = ±iωn, and γ̃n = 0 and/or ω = ±iω̃n, for all n. Hence, both
approaches exactly coincide only in the case of lossless media, and/or otherwise under the
a priori physically meaningless condition of imaginary operating frequencies [S21].
C.SM.II Continuity Equation for Optical Chirality in
Dispersive and Lossy Media
Building on the above scheme, below we will provide a step-by-step derivation of the
correct form of the continuity equation (or conservation law) for the optical chirality in
dispersive and lossy media. As was previously pointed out, in a proper sense, dispersion
and dissipation are needly related to each other, and therefore we are forced to consider
them together. Furthermore, regarding the corresponding dynamical property, the
source-like contributions, containing loss or gain terms, afford valuable insights into
fundamental aspects of light-matter interaction [S45,S46].
The literature concerning with optical chirality and its interaction with matter mostly
deals with electromagnetic fields in free space [S47–S51]. That is why we often find several
expressions for the chirality flux density where the fields B and H are used interchangeably
yielding the same result, as of course it must. However, this does not occur in dispersive
media, and special care should be taken in dealing with electromagnetic fields either in
free-space (E and H), or within a material system (D and B). For symmetry reasons, we
may heuristically assume that the chirality flux density reads as
F ≡ 1
2
[E × (∇×H)−H× (∇× E)] . (C.S28)
This axiomatic definition is in fact that used in Ref. [S52], and coincides with that originally
introduced by Tang and Cohen [S48] for electromagnetic fields in free space. Following a
similar procedure as before for the energy conservation law, from Eq. (C.S28) we can
readily calculate the divergence of the chirality flux density as:
∇ ·F = 1
2
[H · ∇ × (∇× E)− E · ∇ × (∇×H)]
= −1
2
[H · ∂t (∇×B) + E · ∂t (∇×D) + E · (∇×J )] . (C.S29)
For obtaining an expression with the structure of the continuity equation as given in
Eq. (C.S3), we need to find a total time derivative term. Thus, from the latter expression
it is straightforward to show that
∂t [H · (∇×B)] = H · ∂t (∇×B) + ∂tH · (∇×B) , (C.S30)
∂t [E · (∇×D)] = E · ∂t (∇×D) + ∂tE · (∇×D) . (C.S31)
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By means of the above expressions we can recast Eq. (C.S29) as
∇ ·F + ∂tC = S, (C.S32)
where the optical chirality density and the source-like terms have been defined as
C ≡ 1
2
[E · (∇×D) + H · (∇×B)] , (C.S33)
S ≡ 1
2
[∂tE · (∇×D) + ∂tH · (∇×B)− E · (∇×J )] . (C.S34)
It is worth pointing out that the above expressions represent the most general result
for the conservation law of optical chirality without restrictions on the nature of the
medium, namely, Eqs. (C.S32), (C.S33) and (C.S34) are valid regardless of the linearity,
homogeneity, isotropy, or dispersion. Nonetheless, they differ considerably from the
previously established continuity equation [S47–S54]:
∇ ·Fvacuum + ∂tCvacuum = Svacuum, (C.S35)
where Fvacuum ≡ F , Cvacuum ≡ [ε0E · (∇× E) + µ0H · (∇×H)] /2, and Svacuum ≡
− [J · (∇× E) + E · (∇×J )] /2 are, respectively, the chirality flux density, the optical
chirality density and the source-like terms in free space. Curiously, albeit Eq. (C.S35)
was initially posed for optical fields in vacuum, has been widely used for investigating
chiroptical effects occurring in material systems, including metals as well. However, it
can be demonstrated that the general result given in Eq. (C.S32) reduces to Eq. (C.S35)
only for linear and nonabsorbing media, i.e., as long as D = ε0εE and B = µ0µH, with
ε = µ = 1:
C = 1
2
















[µ0∂tH ·J − E · (∇×J )]
= −1
2
[J · (∇× E) + E · (∇×J )] = Svacuum, (C.S37)
where µ0∂tH = − (∇× E). Hence, we stress here the relevance for considering
dispersive-like terms. This becomes much more evident by rewriting the above expressions
in terms of those for vacuum. Indeed, since
E · (∇×D) = D · (∇× E) +∇ · (P × E) , (C.S38)
H · (∇×B) = B · (∇×H) + µ0∇ · (M×H) , (C.S39)
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the optical chirality density given in Eq. (C.S33) can be generally expressed as




{D · (∇× E) + B · (∇×H) +∇ · [P × E + µ0 (M×H)]} , (C.S40)
where Cmedium ≡ [E · (∇×P) + µ0H · (∇×M)] /2. On the other hand, the source-like
term can also be recast as
S = Svacuum + Smedium, (C.S41)
where Smedium≡{∂tE · (∇×P)−∂tP · (∇× E)+µ0 [∂tH · (∇×M)−∂tM · (∇×H)]}/2.
Therefore, by assuming a monochromatic optical field represented by E(ω) =
[Eδ(ω − ω0) + E∗δ(ω + ω0)] /2, it can be demonstrated that in a linear medium
〈E · (∇×P)〉T =
ε0µ0
2




〈H · (∇×M)〉T =
ε0
2























where σ(ω) = iε0ω [1− ε(ω)] is the complex-valued conductivity. Likewise, the time
average over the terms comprising the source-like contributions yields







































〈∂tE · (∇×P)− ∂tP · (∇× E)〉T = ε0µ0ω











For the sake of simplicity, let us focus our attention here in the case of homogeneous media,



















{Im[ε]Im[µE∗ ·H] + Im[µ]Im[(2ε∗ − 1) E∗ ·H]} . (C.S52)
By analyzing the latter results it can be shown that, irrespectively of the input polarization,
〈Cmedium〉T = 0 if ε = µ = 1, i.e., in vacuum. On the other hand, as long as the medium is
nondispersive, i.e., provided that Im[ε] = Im[µ] = 0, 〈Smedium〉T = 0.
Summarizing, in this section we have shown that the conservation law for the optical
chirality established up to now (see, e.g., Refs. [S47–S54]) is only valid for electromagnetic
waves in free space or, at most, in dispersive and lossless media. Starting from the definition
of the chirality flux density as given in Eq. (C.S28), we have provided a detailed derivation
showing that there are terms which have been neglected in previous works. Significantly,
the dispersion of the material system leads to important corrections into the expressions for
the optical chirality density as well as for the source-like terms of the continuity equation,
which must be generally considered.
C.SM.III Optical Chirality Density in Linear Dispersive and
Lossy Media
Following a similar approach as in previous studies [S11–S21], we will properly derive
the optical chirality density in dispersive and lossy media. As mentioned above for the
case of energy, our results will be valid provided the material parameters can be modeled
by Lorentzian line shapes. Within this approach, the expression for the chirality density
does not rely on the time dependence of the electromagnetic fields. For comparison, we
will also determine the optical chirality density via the classical procedure leading to
the Brillouin formula for the energy density [S22,S23]. Just as previously found, there
are certain conditions where both approaches exactly coincide. We will show that these
conditions for the chirality density are analogous to that obtained for the energy density.
A. Optical chirality density in dispersive and lossy media: Loudon’s
approach
Starting from the continuity equation as given in Eq. (C.S29) and attempting to
express the electric contribution in terms of the electric and polarization fields, E and P
respectively, it follows that
1
2
E · ∂t (∇×D) =
1
2
[ε0E · ∂t (∇× E) + E · ∂t (∇×P)] . (C.S53)
In this expression the first term of the right-hand side can be rewritten as
ε0
2
E · ∂t (∇× E) =
ε0
2
{∂t [E · (∇× E)]− ∂tE · (∇× E)} , (C.S54)
thereby leading to a total time derivative term plus a residual one. As will be shown below,
this residual term exactly cancel with the one appearing for the magnetic contribution in
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vacuum, thus allowing us to recover the usual expression for the optical chirality in free
space. Likewise, the second term in the right-hand side of Eq. (C.S53) can be addressed
by using the dynamic equation for the polarization field given in Eq. (C.S8):
1
2
























{γn∂t 〈Pn〉 · (∇× ∂t 〈Pn〉)}. (C.S55)
Analogously, we can write the magnetic contribution in terms of H and M:
1
2
H · ∂t (∇×B) =
µ0
2




H · ∂t (∇×H) =
µ0
2
{∂t [H · (∇×H)]− ∂tH · (∇×H)} , (C.S57)
µ0
2
























{2γ̃n∂t 〈Mn〉 · (∇× ∂t 〈Mn〉)}. (C.S58)
Then, taking into account the structure of the continuity equation as given in Eq. (C.S3)
we can easily identify the electric and magnetic contributions of the optical chirality density
stored either by the fields or by the medium, as well as the terms accounting for the loss
rate of the chirality density [S45,S46]:
1
2






+ L(e)lectricchirality , (C.S59)
1
2






+ L(m)agneticchirality . (C.S60)
From the above equations one can directly observe that E · ∂t (∇×D) and H · ∂t (∇×B)
enclose generally the joint action of stored together with the dissipative (or gained)
contributions. Aiming to compare these results with those obtained via the Fourier
transform, we should calculate the time average of the optical chirality density by
considering time harmonic fields in a linear medium. Therefore, from Eqs. (C.S54),












where εeff and µeff are the real-valued effective material parameters defined in Eq. (C.S23).
Hence, the sum of the above quantities allow us to write the total optical chirality density






Im[(ε(ω)µeff(ω) + εeff(ω)µ∗(ω)) E ·H∗]. (C.S63)
It should also be noticed that in the magnetic contribution there appears an additional




Im[(ε(ω)− 1)E ·H∗]µeff(ω). (C.S64)
Then, the complete expression for the optical chirality conservation law actually reads as
follows:

















where L(c)chirality = E · (∇×J ) /2. However it is interesting to realize that L
(c)
chirality
actually leads to conserved-like contributions. This can be easily shown by turning to
the Drude model [S41], where the current density satisfies
∂J
∂t
+ γ0J = ε0ω2pE. (C.S66)
Indeed, by using the latter dynamic equation, it follows that
1
2
E · (∇×J ) = 1
2ε0ω2p
{∂t [J · (∇×J )]−J · (∇× ∂tJ ) + γ0J · (∇×J )} . (C.S67)
The source-like contribution given in Eq. (C.S67) may also be written as the field
contributions [Eqs. (C.S59) and (C.S60)]:
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E = iωε0 (1− εDrude(ω)) E ≡ σDrudeE. (C.S70)






























Notice that, since we are considering the Drude model, we should use Eqs. (C.S23), (C.S24)
and (C.S25) in the simplest case of N = 1, f0 = 1, and ωn = ω̃n = 0 for all n. Summing


















In the last result one can observe that contributions involving the damping parameter
γ0, i.e., accounting for the material absorption effects, are π/2 out of phase with respect to
that of free space. We can also see that this result reduces to the well known and widely
studied expression for the optical chirality density in vacuum provided that γ0 = 0, as it
should be expected. Furthermore, at least in this simple example, it is interesting to note
that the terms involving the current density arrange in such a way that only yield outcomes
depending on Re[E ·H∗]. In this regard, it is straightforward to show that in general,
E ·H∗ ≡ i
ωµ0µ∗
[E · (∇×E∗)] = i
ωµ0µ∗
[
Re[E · (∇×E∗)] + 1
2
∇ · (E∗ ×E)
]
. (C.S74)
Because we are assuming a nonmagnetic medium, the first term in the right-hand side
of the latter equation always vanishes when taking the real part. On the other hand,
the second term only contributes for nonlinear polarizations. Still, even for circularly
polarized light, due to the spatial derivatives, such a contribution is in general zero, except
in very special cases involving the spatial dependence of the complex field amplitude, e.g.,
when considering an oscillating electric dipole.
It is worth remarking that the whole development for obtaining the correct expression of
the optical chirality density in dispersive and lossy media relies on the underlying structure
of the continuity equation [Eq. (C.S3)]. Indeed, according to this approach, we have
specially focused on representing the right-hand side of Eq. (C.S29) in terms of total
time derivatives. To look into this possibility we attempted to reproduce the treatment
employed for the derivation of the energy density [S11,S12]. However, the occurrence of
curl terms hinders this realization and special care must be taken with the residual terms
so as to avoid meaningless results. Still, it is important to realize that, when combining
the electric and magnetic contributions [Eqs. (C.S53) and (C.S56), respectively] in free
space, these terms completely cancel each other:
1
2
[E · ∂t (∇×D) + H · ∂t (∇×B)]=
1
2
{ε0∂t [E · (∇× E)] + µ0∂t [H · (∇×H)]}=∂tCvac.
(C.S75)
However, taking into account Eqs. (C.S59) and (C.S60), the residual terms, ∂tE · (∇× E)
and ∂tH·(∇×H), and the corresponding terms accounting for the light-matter interaction
(given by the second and third summation in Eqs. (C.S55) and (C.S58)), must be generally
interpreted as the loss rate of the field chirality density.
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B. Optical chirality density in dispersive and lossless media: Brillouin’s
approach
We will now determine a closed expression for the optical chirality density by direct
evaluation of the Fourier integrals. This procedure resembles that gives rise to the
Brillouin formula for the energy density [S22,S23], and then is constrained by the same
prescriptions. For simplicity, hereinafter it will be assumed a linear, homogeneous and
isotropic medium.
To start with, let us expand the left-hand side of Eq. (C.S53) by using the Fourier
integrals as given in Eq. (C.S1):
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ωE(ω′) · [∇×D(ω)] e−i(ω′+ω)tdω′dω. (C.S76)
According to Eq. (C.S59), this is actually the time rate of change of optical chirality.
The instantaneous distribution of the optical chirality density can then be obtained by





















E(ω′) · [∇×D(ω)] e−i(ω′+ω)t′dω′dω, (C.S77)
where it has been implicitly assumed fields tending sufficiently rapidly to zero as t → −∞.
This is indeed a crucial assumption that necessarily restricts the applicability of this
procedure to electromagnetic fields under the slowly varying amplitude approximation
[S37]. In linear, homogeneous and isotropic media, ∇ × D(ω) = iωε0µ0ε(ω)µ(ω)H(ω),
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where Ξ(ω′, ω) = E(ω′) ·H(ω) − E(ω) ·H(ω′). Note that in the above expression it has
only been accounted the first term of the right-hand side of Eq. (C.S79). By regarding










where there are only the terms contributing to the time average. Hence, substituting this
into Eq. (C.S80) we find that the time-averaged optical chirality density is given by
〈C〉T ≡ 〈C













The latter result has a singular behavior when ω′0 = ω0. To overcome this issue we should













Im[E ·H∗] = ω
2c2
Re[n(ω)ñ(ω)]Im[E ·H∗], (C.S83)
where n(ω) = √εµ is the phase refractive index and ñ(ω) ≡ n + ω[∂n/∂ω] is the
dispersion-modified group refractive index [S35]. A more elegant form for expressing the
above result may be made regarding the phase and group velocities, vp(ω) ≡ c/n and







thus showing that the stored optical chirality increases as the group and/or phase velocities
tend to get smaller [S55].
In order to compare with the results derived following the Loudon’s approach
[Eq. (C.S64)], we should also consider the second integral of Eq. (C.S79). This is carried














C. Brillouin’s approach vs Loudon’s approach: some additional remarks
To complete the analysis, we now show that there exists certain condition under which
the expression for the optical chirality density associated to the fields, exactly coincide for
both the above approaches. Indeed, it is easy to see that the optical chirality density given















∗(ω) + ε(ω)µeff . (C.S86)
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Figure C.S1: Optical chirality density in (a) lossless and (b) lossy dispersive media. Material
parameters correspond to a nonmagnetic medium (µ = 1) whose permittivity is described by a
single Lorentz pole with ωp = ω0. In all the cases, red, gray and blue dashed lines indicate the
curves where the total contribution of the optical chirality in the lossless case is −Cvacuum, 0 and
Cvacuum, respectively.
From the latter equation it is straightforward to observe that the imaginary part of the



















which is fulfilled when γn = γ̃n = 0 for all n. At the same time, we can verify that this
solution is indeed the correct one, just by substituting it into the real part of Eq. (C.S86).
Finally, we would like to highlight once again that the key point throughout
this derivation relies on the underlying mathematical structure of the conservation
laws [Eq. (C.S3)]. The classical approaches provided by Brillouin and Landau enable
us to obtain a closed expression, but it is only valid under the slowly varying amplitude
approximation, i.e., in a relatively narrow frequency range where the effects of material
absorption are negligible [see upper panel of Fig. C.S1]. Therefore, Eqs. (C.S26) and
(C.S83) are suitable for describing energy and chirality solely in lossless dispersive media. In
order to further include the dissipation, we have to consider explicitly the material features
as well. This is carried out by means of the corresponding dynamic equations characterizing
the polarization and the magnetization fields of the medium, thereby introducing additional
terms that must be explicitly included in the time derivative of Eq. (C.S3). By doing
so, we are able to find a more general definition for the energy and the optical chirality
densities, thus capturing analytically the dispersion as well as the absorption processes
[see lower panel of Fig. C.S1]. These results, given in Eqs. (C.S21), (C.S22) and (C.S63),
are schematically summarized in Fig. C.S2. Importantly, departing from the top of the
scheme, i.e., from the most general expressions, it is possible to arrive at the standard
definitions, displayed in the intermediate and the lower panels of the scheme, by means
of the corresponding approximations, thus progressively particularizing our general result.
Hence, we can conclude that our approach leads to a consistent and meaningful definition
for describing the optical chirality in dispersive and lossy media.
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Figure C.S2: Schematic representation summarizing the main results showed in this supplementary
material. For comparison, we also draw a parallel between the electromagnetic energy and the
optical chirality densities derived by using different approaches.
D. Loss rate of the optical chirality in dispersive and lossy media
For the sake of completeness, we will show the expressions for describing the loss (or
gain) rate of the field chirality density in dispersive media. The source-like contribution
associated with the energy conservation, J · E , can be directly related to the power lost
(or the work exerted) by the electromagnetic fields to the sources. However, the physical
significance of the source-like terms associated with the optical chirality, E · (∇×J ) /2,
is not so obvious. This limits to some extent the concept of source (or sink) of optical
chirality, and thus, hinders a proper interpretation of the loss rate associated with its
conservation law [S45,S46]. Despite that, as pointed out above, these contributions
are important because would enable us to get deeper insights into fundamental aspects
regarding the interaction between chiral light with matter [S56].
Leaving aside the difficulty surrounding the physical interpretation, from a
mathematical point of view, the loss rate of the optical chirality can be derived taking
into account the structure of the continuity equation [Eq. (C.S3)]. Then, according to the
complete expression of the conservation law for the optical chirality given in Eq. (C.S65),





we will consider a nonmagnetic medium, so that L(m)chirality = 0. The electric contribution,
L(e)chirality, is given by the second term of the right-hand side of Eq. (C.S54) together with
the second and the third summation in Eq. (C.S55). Once again, in order to compare
these results with those obtained via the Fourier transform we have to calculate the time
average by considering time harmonic fields. In this manner it can be demonstrated that
the residual term of Eq. (C.S54) leads to
− ε0
2
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By summing this latter result and the time-average of the second and third summation in




{Re[ε]Re[µ∗E ·H∗] + Im[ε]Im[µ∗E ·H∗]} . (C.S89)









{Re[(ε− 1)]Re[µ∗E ·H∗] + Im[ε]Im[µ∗E ·H∗]} . (C.S90)
















Re[E ·H∗] + Im[ε]Im[E ·H∗]
}
. (C.S91)
E. Loss rate of the optical chirality in dispersive and lossless media
Since we are assuming a lossless medium, the only term accounting for chirality
dissipation is the current-like term E ·(∇×J ) /2. Taking the Fourier transform we arrive at
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〈E · (∇×J )〉T =
ω2
4c2
{Re[(ε− 1)]Re[µ∗E ·H∗] + Im[ε]Im[µ∗E ·H∗]} . (C.S93)
As we can see, this result exactly coincides with that given in Eq. (C.S90). However,
in lossy media there are additional contributions that leads to the complete expression
[Eq. (C.S91)] accounting for the sources or sinks of optical chirality.
Appendix: Values of the Drude-Lorentz model parameters
characterizing silver and silicon
Figure C.2 in the main text shows the optical chirality density for silver and silicon.
Material parameters describing the corresponding permittivities are taken from Refs. [S42]
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and [S43], respectively (see values listed in Tables C.SI and C.SII). It should be noted that
the material parameter for silver can be directly taken from Ref. [S42]. On the other
hand, for the silicon, we have used fitting parameter from the experimental data given in
Ref. [S43]. As a consequence, the expression for the permittivity is slightly different than











ω2 − ω21 + iωγ1
. (C.S94)
Table C.SI: Material parameters for the multi-resonant model as given in Eq. (C.S6), characterizing
the permittivity of silver [S42]. The plasma frequency (ωp), nth resonance frequencies (ωn) and
the nth damping constants (γn) are expressed in THz.
Ag [A. D. Rakić et al., Appl. Opt. 37, 5271 (1998)]
ωp f0 γ0 f1 γ1 ω1 f2 γ2 ω2
2178.61 0.845 11.61 0.065 939.63 197.31 0.124 109.29 1083.50
f3 γ3 ω3 f4 γ4 ω4 f5 γ5 ω5
0.011 15.72 1979.12 0.840 221.49 2196.26 5.646 584.91 4906.10
Table C.SII: Fitting parameters for the multi-resonant model as given in Eq. (C.S94),
characterizing the permittivity of silicon [S43]. The nth resonance frequencies (ωn) and the nth
damping constants (γn) are expressed in THz.
Si [E. D. Palik, Handbook of Optical Constants of Solids (Academic Press, New York, 1985)]
f0 γ0 ω0 f1 γ1 ω1
7.5 150 1000 3 50 830
References
[S1] J. H. Poynting, On the transfer of energy in the electromagnetic field, Phil. Trans.
R. Soc. London 175, 343 (1884).
[S2] J. D. Jackson, Classical Electrodynamics (Wiley, New York, USA, 1999).
[S3] M. V. Gorkunov, V. E. Dmitrienko, A. A. Ezhov, V. V. Artemov, and O. Y. Rogov,
Implications of the causality principle for ultra chiral metamaterials, Sci. Rep. 5,
9273 (2015).
[S4] V. G. Veselago, The electrodynamics of substances with simultaneously negative
values of ε and µ, Sov. Phys. Usp. 10, 509 (1968).
134 PAPER C. OPTICAL CHIRALITY IN DISPERSIVE AND . . . (SUPP. MAT.)
[S5] J. B. Pendry, Negative refraction makes a perfect lens, Phys. Rev. Lett. 85, 3966
(2000).
[S6] D. R. Smith, W. J. Padilla, D. C. Vier, S. C. Nemat-Nasser, and S. Schultz,
Composite medium with simultaneously negative permeability and permittivity, Phys.
Rev. Lett. 84, 4184 (2000).
[S7] H. J. Lezec, J. A. Dionne, and H. A. Atwater, Negative refraction at visible
frequencies, Science 316, 430 (2007).
[S8] N. Engheta, Circuits with light at nanoscales: Optical nanocircuits inspired by
metamaterials, Science 317, 1698 (2007).
[S9] J. Valentine, S. Zhang, T. Zentgraf, E. Ulin-Avila, D. A. Genov, G. Bartal, and
X. Zhang, Three-dimensional optical metamaterial with a negative refractive index,
Nature (London) 455, 376 (2008).
[S10] C. García-Meca, J. Hurtado, J. Martí, A. Martínez, W. Dickson, and A. V. Zayats,
Low-loss multilayered metamaterial exhibiting a negative index of refraction at visible
wavelengths, Phys. Rev. Lett. 106, 067402 (2011).
[S11] R. Loudon, The propagation of electromagnetic energy through an absorbing
dielectric, J. Phys. A: Gen. Phys. 3, 233 (1970).
[S12] R. Ruppin, Electromagnetic energy density in a dispersive and absorptive material,
Phys. Lett. A 299, 309 (2002).
[S13] T. J. Cui and J. A. Kong, Time-domain electromagnetic energy in a
frequency-dispersive left-handed medium, Phys. Rev. B 70, 205106 (2004).
[S14] S. A. Tretyakov, Electromagnetic field energy density in artificial microwave
materials with strong dispersion and loss, Phys. Lett. A 343, 231 (2005).
[S15] A. D. Boardman and K. Marinov, Electromagnetic energy in a dispersive
metamaterial, Phys. Rev. B 73, 165110 (2006).
[S16] P.-G. Luan, Power loss and electromagnetic energy density in a dispersive
metamaterial medium, Phys. Rev. E 80, 046601 (2009).
[S17] A. Raman and S. Fan, Photonic band structure of dispersive metamaterials
formulated as a Hermitian eigenvalue problem, Phys. Rev. Lett. 104, 087401
(2010).
[S18] W. Shin, A. Raman, and S. Fan, Instantaneous electric energy and electric power
dissipation in dispersive media, J. Opt. Soc. Am. B 29, 1048 (2012).
[S19] F. S. S. Rosa, D. A. R. Dalvit, and P. W. Milonni, Electromagnetic energy,
absorption, and Casimir forces: Uniform dielectric media in thermal equilibrium,
Phys. Rev. A 81, 033812 (2010).
PAPER C. OPTICAL CHIRALITY IN DISPERSIVE AND . . . (SUPP. MAT.) 135
[S20] K. J. Webb and Shivanand, Electromagnetic field energy in dispersive materials, J.
Opt. Soc. Am. B 27, 1215 (2010).
[S21] F. D. Nunes, T. C. Vasconcelos, M. Bezerra, and J. Weiner, Electromagnetic energy
density in dispersive and dissipative media, J. Opt. Soc. Am. B 28, 1544 (2011).
[S22] L. Brillouin, Wave Propagation and Group Velocity (Academic, New York, USA,
1960).
[S23] L. D. Landau, E. M. Lifshitz, and L. P. Pitaevskii, Electrodynamics of Continuous
Media (Pergamon, New York, USA, 1984).
[S24] J. Askne and B. Lind, Energy of electromagnetic waves in the presence of absorption
and dispersion, Phys. Rev. A 2, 2335 (1970).
[S25] C.-G. Huang and Y.-Z. Zhang, Poynting vector, energy density, and energy velocity
in an anomalous dispersion medium, Phys. Rev. A 65, 015802 (2001).
[S26] R. W. Ziolkowski, Superluminal transmission of information through an
electromagnetic metamaterial, Phys. Rev. E 63, 046604 (2001).
[S27] R. A. Shelby, D. R. Smith, and S. Schultz, Experimental verification of a negative
index of refraction, Science 292, 77 (2001).
[S28] L. J. Wang, A. Kuzmich, and A. Dogariu, Gain-assisted superluminal light
propagation, Nature (London) 406, 277 (2000).
[S29] S. Glasgow, M. Ware, and J. Peatross, Poynting’s theorem and luminal total energy
transport in passive dielectric media, Phys. Rev. E 64, 046610 (2001).
[S30] G. Dolling, C. Enkrich, M. Wegener, C. M. Soukoulis, and S. Linden, Simultaneous
negative phase and group velocity of light in a metamaterial, Science 312, 892 (2006).
[S31] E. Feigenbaum, N. Kaminski, and M. Orenstein, Negative dispersion: a backward
wave or fast light? Nanoplasmonic examples, Opt. Express 17, 18934 (2009).
[S32] D. F. Nelson, Momentum, pseudomomentum, and wave momentum: Toward
resolving the Minkowski-Abraham controversy, Phys. Rev. A 44, 3985 (1991).
[S33] S. M. Barnett and R. Loudon, The enigma of optical momentum in a medium, Phil.
Trans. R. Soc. A 368, 927 (2010).
[S34] S. M. Barnett, Resolution of the Abraham-Minkowski dilemma, Phys. Rev. Lett.
104, 070401 (2010).
[S35] K. Y. Bliokh, A. Y. Bekshaev, and F. Nori, Optical momentum and angular
momentum in complex media: from the Abraham-Minkowski debate to unusual
properties of surface plasmon-polaritons, New J. Phys. 19, 123014 (2017).
136 PAPER C. OPTICAL CHIRALITY IN DISPERSIVE AND . . . (SUPP. MAT.)
[S36] M. G. Silveirinha, Reexamination of the Abraham-Minkowski dilemma, Phys. Rev.
A 96, 033831 (2017).
[S37] L. Novotny and B. Hecht, Principles of Nano-Optics (Cambridge University Press,
Cambridge, England, 2012).
[S38] Notice that, strictly speaking, vacuum is the only nondispersive medium [S2,S37].
Still, dielectrics are often regarded in a simpler fashion as transparent (or
nonabsorbing) and nondispersive material systems, or even as lossless dispersive
media over some frequency bands for which absorption losses are negligibly
small [S22,S23].
[S39] K. E. Oughstun and S. Shen, Velocity of energy transport for a time-harmonic field
in a multiple-resonance Lorentz medium, J. Opt. Soc. Am. B 5, 2395 (1988).
[S40] F. D. Nunes, B.-H. V. Borges, and J. Weiner, Analysis of dispersive and dissipative
media with optical resonances, Opt. Express 20, 15679 (2012).
[S41] S. A. Maier, Plasmonics: Fundamentals and Applications (Springer, New York, USA,
2007).
[S42] A. D. Rakić, A. B. Djurišić, J. M. Elazar, and M. L. Majewski, Optical properties of
metallic films for vertical-cavity optoelectronic devices, Appl. Opt. 37, 5271 (1998).
[S43] E. D. Palik, Handbook of Optical Constants of Solids (Academic Press, New York,
USA, 1985).
[S44] Notice that the external electromagnetic fields, E loc and Hloc, are actually
local microscopic fields acting as a driving force [S39]. The corresponding
macroscopic counterpart comes when averaging over sufficiently large spatial
distances [S2,S37,S41].
[S45] G. Nienhuis, Conservation laws and symmetry transformations of the electromagnetic
field with sources, Phys. Rev. A 93, 023840 (2016).
[S46] I. Fernandez-Corbaton and C. Rockstuhl, Unified theory to describe and engineer
conservation laws in light-matter interactions, Phys. Rev. A 95, 053829 (2017).
[S47] D. M. Lipkin, Existence of a new conservation law in electromagnetic theory, J. Math.
Phys. 5, 696 (1964).
[S48] Y. Tang and A. E. Cohen, Optical chirality and its interaction with matter, Phys.
Rev. Lett. 104, 163901 (2010).
[S49] Y. Tang and A. E. Cohen, Enhanced enantioselectivity in excitation of chiral
molecules by superchiral light, Science 332, 333 (2011).
[S50] K. Y. Bliokh and F. Nori, Characterizing optical chirality, Phys. Rev. A 83, 021803
(2011).
PAPER C. OPTICAL CHIRALITY IN DISPERSIVE AND . . . (SUPP. MAT.) 137
[S51] M. M. Coles and D. L. Andrews, Chirality and angular momentum in optical
radiation, Phys. Rev. A 85, 063810 (2012).
[S52] L. V. Poulikakos, P. Gutsche, K. M. McPeak, S. Burger, J. Niegemann, C. Hafner,
and D. J. Norris, Optical chirality flux as a useful far-field probe of chiral near fields,
ACS Photonics 3, 1619 (2016).
[S53] T. G. Philbin, Lipkin’s conservation law, Noether’s theorem, and the relation to
optical helicity, Phys. Rev. A 87, 043843 (2013).
[S54] R. P. Cameron, J. B. Götte, S. M. Barnett, and A. M. Yao, Chirality and the angular
momentum of light, Phil. Trans. R. Soc. A 375, 20150433 (2017).
[S55] R. W. Boyd and D. J. Gauthier, Controlling the velocity of light pulses, Science 326,
1074 (2009).
[S56] M. Schäferling, Chiral Nanophotonics: Chiral Optical Properties of Plasmonic








Laser Photonics Rev. 14, 1900422 (2020)

Toward Chiral Sensing and Spectroscopy Enabled
by All-Dielectric Integrated Photonic Waveguides
J. Enrique Vázquez-Lozano and Alejandro Martínez
Nanophotonics Technology Center, Universitat Politècnica de València, Camino de Vera s/n,
46022 Valencia, Spain
Chiral spectroscopy is a powerful technique enabling to identify optically
the chirality of matter. So far, most experiments to check the chirality
of matter or nanostructures have been performed through arrangements
wherein both the optical excitation and detection are realized via circularly
polarized light propagating in free space. However, for the sake of
miniaturization, it would be desirable to perform chiral spectroscopy
in photonic integrated platforms, with the additional benefit of massive
parallel detection, low-cost production, repeatability, and portability.
Here it is shown that all-dielectric photonic waveguides can support
chiral modes under proper combination of fundamental eigenmodes. Two
mainstream configurations are investigated: a dielectric wire with square
cross section and a slotted waveguide. Three different scenarios in
which such waveguides could be used for chiral detection are numerically
analyzed: waveguides as near-field probes, evanescent-induced chiral fields,
and chiroptical interaction in void slots. In all the cases, a metallic
nanohelix is considered as a chiral probe, though all the approaches
can be extended to other kinds of chiral nanostructures as well as
matter. These results establish that chiral applications such as sensing and
spectroscopy could be realized in standard integrated optics, in particular,
with silicon-based technology.
D.I Introduction
Chirality is the geometrical property by which an object cannot be superimposed on
its mirror image. Even though this feature is ubiquitous in nature at the full range of
scales, it is likely at the molecular level where it plays a key role from a practical point of
view. Indeed, enantiomers, that is, pairs of stereoisomers having opposite handedness or
chirality, may have well different pharmacological effects [1–3]. Besides in the molecular
structure [4], chirality also applies to some elementary particles such as photons [5],
electrons [6], or phonons [7]. In the case of photons, and using classical notation, we shall
refer to it as optical chirality, which, just like the electromagnetic helicity [8,9], has been
recognized as a fundamental property of light characterizing the local handedness, or
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twistiness, of the electromagnetic field lines [10,11]. Thus, circularly polarized light (CPL)
is typically considered as the paradigmatic example of chiral light [12].
Information about the chirality of matter at the micro or even molecular scale
can then be directly retrieved by making it interact with chiral light. There are a
number of techniques to discriminate enantiomers, but the most commonly performed
is the so-called circular dichroism spectroscopy [13], which consists in determining the
differential absorption rate of left (L) and right (R) CPL when propagating through a
chiral medium [14]. Likewise, the efficiency of this asymmetric chiroptical response is







where A± is the absorption rate of L-CPL (+) and R-CPL (−). This establishes a standard
metric to quantify the enantioselectivity and its possible enhancement with respect to
CPL [15,16]. Importantly, for free-space illumination under the dipole approximation,
it has been proved that the dissymmetry factor is, in turn, proportional to the optical
chirality density [10,12], thereby promoting an insightful pathway to control the chiroptical
response via an all-optical approach, namely, regardless of the structural properties of
the chiral analyte [17]. Notwithstanding that, this proportionality is not universal at all,
and it would only be valid in the presence of non-structured environments; otherwise
(i.e., in structured environments), local enhancement peaks of chirality and those of g,
would appear to be slightly wavelength-shifted from each other, thus breaking such a
proportionality [18]. In this regard, it should be noticed that, although known for years,
only recently it has been put forward general and closed expressions for both the optical
chirality [19], as well for the electromagnetic helicity [9], of fields propagating through
dispersive and even lossy media.
Interaction between chiral light and chiral molecules is in general extremely weak [14],
owing to the large scale difference between the operational wavelength of the input light
and the typical size of the molecules [17]. Nevertheless, since the original suggestion [10]
and preliminary demonstrations [12,16] of the existence of superchiral fields (i.e., optical
fields carrying chirality larger than that of CPL) to enhance the chiroptical interactions,
the interest in this field has grown considerably. In particular, metallic nanostructures
supporting plasmonic resonances at subwavelength dimensions have been proven to be
well-suited platforms for strengthening chiroptical effects [20–23], leading to local chiral
enhancements by orders of magnitude [24,25]. Further developments have led to improve
and simplify the chiroptical schemes to achieve ultrasensitive enantiomeric detection,
recognition, and separation [26], for example, by stacking twisted planar metasurfaces [27],
or in arrays of both chiral [28] and even achiral plasmonic nanostructures, such as
spheres [29], nanoslits [30], or nanorods [31,32]. Much more recently, high-index
dielectric nanoparticles in several geometries such as nanospheres [18,33], solid [34–37],
or slotted [38] nanodisks, or bowtie-like nanostructures [39], have also been suggested
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as suitable structures to boost near-field chirality [29,40,41]. Besides displaying lower
absorption losses than its plasmonic counterparts, dielectric resonators are proving to
be a promising platform with a number of important practical advantages for chiral
sensing, spectroscopy, and enantioselectivity [42]: large areas of high and uniform-sign
chirality (enantiopure enhancement) [34,35], spectral accessibility and tunability of chiral
interactions [18,36], switchability upon reversing the input polarization [37], as well as
large and spatially accessible chiral hot spots [38,39].
In recent years, there have been many efforts to implement sensing, spectrometry,
and spectroscopy in photonic integrated platforms [43,44]. In all these cases, light is
guided on a chip through lossless dielectric nanowires (i.e., waveguides with confinement
dimensions of the order of λ/2, and propagation distances beyond the cm-scale), wherein
some integrated elements are included to carry out the required optical processing.
A similar conception may also be applicable to perform integrated chiral sensing and
spectroscopy, since, up to now, prevailing approaches are considering arrangements in
which the input light propagates through free space. While keeping the same working
principle, the integrated approach should bring about numerous practical benefits, mainly
if realized onto silicon-based platforms compatible with standard CMOS technology:
low-cost and mass-volume production, repeatability, multiplexed detection, or integration
with electronics, among others. Yet, in the context of integrated photonics, chiroptical
effects have only been borne out as a consequence of the spin–orbit interaction of light
for controlling near-field unidirectional excitation of guided modes [45–47], leaving aside
other interesting capabilities such as enantiomeric discrimination, chiral spectroscopy,
or sensing. In this regard, it should be noted that, apart from the case of plane-wave
propagating in free space, studies on optical chirality (and/or helicity [8]) in integrated
platforms are scarce, with the notable exception of cylindrical dielectric waveguides, for
which there are analytical solutions [48–50].
In this work, we investigate the existence of (enhanced) optical chirality in
lithographically defined integrated dielectric waveguides, as well as its potential in chiral
applications such as sensing or spectroscopy. In particular we focus on two of the most
common guiding structures used in nanophotonics: strip and slot waveguides [51]. Even
though the fundamental eigenmodes of these structures, typically referred to as transverse
electric (TE) and transverse magnetic (TM), yield no chirality, we show that a net optical
chirality of opposite signs can arise from the adequate superposition of two orthogonally
polarized guided modes, analogously to the conventional case of L- and R-CPL. Building
on this analysis, we show that such waveguides can be used as near-field tips and probes
for excitation and read-out of chiral nanostructures, in arrangements equivalent to that
routinely performed in circular dichroism measurements. More strikingly, we find a
strong interaction between the evanescent field of the chiral guided modes and the chiral
metallic sample, which is different depending on whether or not the optical chirality
of the field matches the handedness of the structure. These effects also allow us to
disclose the active role of the absorption losses, recently introduced in the theoretical
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framework of optical chirality [19], as well as the relationship between the chirality and
the transverse spin [52,53]. Hence, besides suggesting the possibility of using photonic
integrated platforms for chiral applications, these findings may lay the groundwork for a
greater variety of chiroptical effects [54,55].
D.II Optical Chirality Density in All-Dielectric Integrated
Photonic Waveguides
We start by considering a guiding system consisting of a silicon nitride (Si3N4)
waveguide with square cross section that, for simplicity, is surrounded by vacuum. Silicon
nitride is chosen as it is compatible with standard CMOS technology and enables guidance
in an extremely broad wavelength regime [44], thus covering the relevant visible and
near-infrared (NIR) spectral regions [56]. The waveguide can be suspended in air just
by removing the substrate, as it is usually done in waveguide and cavity optomechanics.
Moreover, by choosing a square cross section, we ensure that the two first guided modes
(i.e., the TE and TM modes) appear to be degenerate. Unlike wires with circular cross
section [48–50], there is no analytical solution for the propagating modes of square (or,
in general, rectangular) dielectric waveguides, so we ought to calculate the corresponding
guided modes by means of numerical simulations. This has been performed with the
aid of the commercial 3D full-wave solver CST Microwave Studio (Section D.VI). After
that, as done earlier when calculating the transverse spin of such guided modes [57], once
determined the electric and magnetic components of each mode, we can straightforwardly




Im[(ε(ω)µeff(ω) + εeff(ω)µ∗(ω)) E ·H∗], (D.2)
wherein c is the speed of light in free space, E and H are, respectively, the electric and
magnetic complex field amplitudes, with the asterisk denoting complex conjugation, and
ε and µ are the standard permittivity and permeability of the medium. Additionally, to
fully account for the dispersion of the guiding structure, we should use the real-valued
effective material parameters εeff and µeff , depending on the angular frequency ω [19].
Figure D.1a shows the optical chirality density for right- and left-handed circularly
polarized guided modes (CPGMs) in a silicon nitride strip waveguide, with equal width
and thickness, w = t = 450 nm, at NIR frequencies (specifically, it is set at f ≈ 230 THz).
Notice that, in principle, lower wavelengths (or higher frequencies), that is, those ranging
from visible to the near-UV spectral region, would be more suitable for chiral spectroscopy.
Nonetheless, the transverse profile of the modes will be similar at any wavelength below
the cut-off, so these results would qualitatively apply to the whole wavelength range
supporting the TE and TM guided modes. Just like CPL propagating in free space,
CPGMs may be built by superposing both degenerate TE and TM eigenmodes with a
phase shift of π/2 between them. In this way, they result in a locally nonzero optical
chirality within the waveguide core, being positive or negative depending on whether the
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Figure D.1: Cross-sectional maps of the normalized chirality density for L- and R-CPGM in
silicon nitride a) strip and b) slot waveguides with square cross section (w = t = 450 nm) and
dslot = 200 nm, at NIR frequencies (specifically, they are f ≈ 230 THz and f ≈ 250 THz, for
the strip and the slotted case, respectively). The normalization is carried out with respect to
the maximum chirality, dubbed as Cref , for each configuration, and it will serve as a reference to
quantify the corresponding chiral enhancement in the following results.
CPGM is left- or right-handed, respectively (Figure D.1). This is a feature that could
be expected by considering that the waveguide core squeezes propagating light in a thin
cross section of the order of (λ/2neff)2, being neff the effective refractive index of the
corresponding guided mode. Noticeably, the evanescent tail of the propagating CPGM
through the vacuum region surrounding the waveguide still yields chirality as well. This
allows us to suggest the possibility of performing chiral spectroscopy or sensing just
by placing chiral objects in such a near-field region [22,29,42,58]. As evident, the local
chirality of the evanescent field is much lower than in the core, but still, its interaction
with chiral structures can be even stronger than that of normal incidence, as will be
shown in the next section. Moreover, since all-dielectric waveguides are inherently lossless
(e.g., in silicon nitride technology, actual fabrication processes enable propagation losses
as low as 5.5 dB m−1 at telecom wavelengths [59]), the optical chirality conveyed by the
CPGMs can be transported over very long distances, thereby enlarging the active region
where realizing chiral light–matter interaction.
Alternatively, dielectric slot waveguides are practical structures that enable guiding and
strong field confinement in a thin low-index region separating two strip waveguides [60].
This makes them useful for biosensing [61], and thus amenable for the experimental
realization of chiroptical applications. However, in contrast to the previous case, here the
slot breaks the symmetry of the system so it is not possible to get an exact degeneracy
between the TE and TM modes. It is, though, feasible to design the slot waveguide in such
a way that the TE and TM modes have the same effective index for (or up to) a certain
wavelength, namely, ensuring a sufficient degree of coherence for the CPGMs so that they
can propagate along the required operational distance. As shown in Figure D.2, for a
square cross-sectional silicon nitride waveguide with w = t = 450 nm, and dslot = 200 nm,

































Figure D.2: Effective refractive index of the fundamental TE and TM eigenmodes of a silicon nitride
strip (solid line) and slot (dashed line) waveguide with square cross section (w = t = 450 nm) and
dslot = 200 nm. In both cases the surrounding medium is assumed to be vacuum.
this overall degree of coherence between TE and TM modes is attained when f ≈ 250 THz
(λ ≈ 1200 nm). With this restriction in mind, we performed similar calculations as in the
former case, whose results are depicted in Figure D.1b. It can be seen that both L- and
R-CPGM yield a roughly uniform distribution of optical chirality in the slot region, which
should be extremely useful for multiple chiroptical applications (e.g., for enantioselective
photochemical processes, such as photolysis or photoionization of racemic mixtures of
chiral molecules [18,34,36]).
The optical chirality maps shown in Figure D.1 will be used as the reference for
setting the corresponding enhancement when the chiral sample is included. In this
regard, it is worth pointing out that, unlike in the case of plane-wave propagation
in free space, wherein superchirality is well defined with respect to the chirality of
CPL [10,12,16,62], in the case of waveguiding systems the situation can be slightly
problematic as it would depend on the specific structure. So, in lieu of superchirality, we
shall refer to it simply as the enhanced chirality [63], whose enhancement factor is relative
to the reference chirality Cref , that is, the maximum chirality for each specific configuration.
Now that we have shown that planar dielectric waveguides may support chiral
light propagation, we will look into three different scenarios enabling integrated chiral
applications: dielectric waveguides as near-field probes for excitation and read-out of
chiral light–matter interaction (in-gap configuration); near-field optical chirality induced
by evanescent fields neighboring waveguiding structures (on-top configuration); and
chiroptical interaction in slot waveguides (slotted configuration). For simplicity, and
without any loss of generality, throughout this work, we are going to consider a metallic
nanohelix as a sample structure since it is often regarded as the prototypical example of
chiral object [64–72]. It will lead to a differential absorption (or, equivalently, transmission,
through the output waveguide) of L- and R-CPGM, depending on the handedness of the
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metallic nanohelix. For comparison purposes, we will analyze the resonant behavior of this
structure modeled either as a perfect electric conductor (PEC) or silver, whose material
parameters are taken from ref. [73]. At any rate, we stress out that any other kind of
chiral structure or material could be used as well [74–76].
D.III Probing the Chiroptical Response in Dielectric Strip
Waveguides: Normal Incidence (in-gap configuration)
and Evanescent-Induced Chiral Interaction (on-top
configuration)
First we investigate a chiral metallic scatterer embedded in a narrow gap separating
two silicon nitride waveguides with square cross section (w = t = 450 nm). The chiral
nanostructure consists of a 4-turns single helix placed in between the waveguides, being
centered and orientated along the propagation axis in the z-direction (Figure D.3a).
As aforementioned, in this first approach, the metal is simply modeled as a PEC. This
would give us some hints to understand the chiral behavior of the helix on account of
its geometry itself, thereby dismissing any potential influence of dispersion or absorption
effects. Regardless of the number of turns, a full geometrical description of this complex
object is determined by the following set of structural parameters: helix radius (Rhelix),
pitch (p), and helix wire radius (rhelix), apart from the handedness, given by a relative
phase shift between the x- and y-coordinates. By properly engineering each of these
parameters one can gain control over the main spectral features, tuning the resonance
position and depth, as well as the optical activity of the metallic chiral structure
(see refs. [65,66,71,72] for further details). In this case, we shall consider a right-handed
helix with geometrical parameters fixed to p = 50 nm, rhelix = 20 nm, and Rhelix set as
the control parameter, varying from 100 to 114 nm. Notice that this choice of the variable
parameter is done so that we can keep constant the gap width, in this case to 240 nm.
As mentioned above, one can excite either L- and R-CPGM in the input waveguide
by controlling the relative phase shift between the TE and TM modes (Section D.VI).
Then, using an end-fire coupling setup, the light exiting the input waveguide will excite
the chiral structure in the near-field, here acting as a probe. The output waveguide
will collect the light both scattered by the structure and transmitted from waveguide to
waveguide [77,78], thus enabling the read-out of the chiroptical interaction. To account
for the chiral spectral response, we first represent the transmission and mode conversion
spectra for L- and R-CPGM (Figure D.3b). From this, it can be seen that, while
L-CPGM is nearly transparent to the presence of the helix, R-CPGM exhibits a narrow
transmission dip depending on Rhelix, thereby providing clear evidence of the underlying
optical activity brought about when the handedness of the CPGM coincides with that
of the chiral structure. These signals directly translate into an asymmetric response
on the transmission spectra, whose strength can be quantified by means of the chiral
dissymmetry factor g (Figure D.3c) [62,63,79]. In this regard, it should be noted that,
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Figure D.3: a) Scheme of the arrangement for chiral sensing and spectroscopy enabled by a
dielectric strip waveguide as a local probe for excitation and read-out under normal incidence
with a gap width set to 240 nm (in-gap configuration). The chiral metallic structure is modeled as
a right-handed 4-turns single helix made of PEC, with geometrical parameters fixed to p = 50 nm,
rhelix = 20 nm, and Rhelix is varied from 100 to 114 nm. b) Numerical simulation of transmission
and mode conversion spectra for different values of Rhelix. c) Dissymmetry factor.
along with the definition given in Equation (D.1), involving the differential absorption
rate, for simplicity, in this situation the dissymmetry factor may also be equivalently
characterized in terms of the differential transmission of L- and R-CPGMs, along the
ouput waveguides [21,68,70,72]. Thus, concerning our proposed scheme, such a definition
will allow us from now on for a more direct and intuitive description of the chiroptical
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interaction. It can be seen that the peak values of g (≥ 0.5) are attained at the helix
resonance, which does depend on the radius Rhelix. This then confirms the chiral response
of the system in a region with a foot-print < 1 µm2. Remarkably, as shown in Figure D.3b,
the strong chiral interaction at resonance also results in a negligible, but nonzero, mode
conversion between L- and R-CPGM, and vice versa, that is, there is optical power from
the input mode that is transferred to the orthogonal mode at the output of the system.
For our purposes, this is a totally unwanted side effect since, ideally, the chiral sample
should behave so that the transmitted incident circular polarization is maintained [65].
Still, this effect might be further mitigated by intertwining multiple helices [66].
A similar analysis holds for the near-field chirality induced by the evanescent field
neighboring the silicon nitride waveguide over which a metallic chiral nanostructure is
placed. The scheme of this approach is depicted in Figure D.4a. Again, maintaining the
same geometrical parameters for the nanohelix and modeling it as a PEC, we obtain, via
numerical simulations, the spectral behavior of the transmission of L- and R-CPGM for
different radii of the helix, now ranging from 50 to 55 nm (Figure D.4b). From these
results, and taking into account the above considerations, we can directly calculate the
dissymmetry factor g (Figure D.4c). It can be seen that the peaks of g (or, analogously,
the dips in transmission) become narrower and higher in comparison with the previous
case. This is quite striking since the fields in the evanescent region are much weaker than
in the gap spacing two waveguides, wherein they are essentially similar to those in the
waveguide core [77,78]. Yet, this configuration still retain common features with respect to
the previous case, in particular, the peak position (or resonance frequency) dependent on
the helix radius, and the intermodal conversion between L- and R-CPGM, and vice versa,
as a result of the interaction between the CPGMs and the chiral structure (Figure D.4b).
For a more intuitive description, we plot the cross-sectional maps of optical chirality
density from the corresponding electromagnetic field distributions (Figure D.5), which,
in turn, are obtained via numerical simulations (Section D.VI). For practical reasons,
we have to decide a specific set of parameters to perform the graphical representation,
including the working frequency. By looking at the results shown in Figures D.3c and D.4c,
the best trade-off for a fair comparison is such that Rhelix = 108 nm for the in-gap
configuration, and Rhelix = 52 nm for the on-top configuration, since in both cases there
exists a well-localized resonance at approximately 216 THz. It should be noticed that
this map brings about complementary information to be accounted for. In particular,
it provides a clear visualization of the resonant behavior of the nanohelix. Indeed, as
shown in Figure D.5, most of the optical chirality density is tightly localized and strongly
enhanced in the surroundings of the chiral structure, reaching a value of up to 30 times Cref ,
that is, the maximum chirality attainable when the chiral particle is ignored (Figure D.1).
Remarkably, both the enhancement and the localization are even larger when the input
mode possesses the same handedness as the chiral nanohelix, namely, for R-CPGM. This
translates into a higher scattering and/or absorption by the sample we are probing (or a
lower transmission at the output port), thus exhibiting a true chiroptical effect. It should
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Figure D.4: a) Scheme of the arrangement for the evanescent-induced chiral response in a
dielectric strip waveguide (on-top configuration). The characterization of the chiral metallic
nanohelix is the same as in Figure D.3, but with Rhelix ranging from 50 to 55 nm. b) Numerical
simulation of transmission and modal conversion spectra for different values of Rhelix. c) Calculated
dissymmetry factor.
be noted that, since we are considering PEC made helices, the dominant response should be
due to chirality-dependent scattering [71,72]. Furthermore, regardless of the input mode,
the sign of chirality remains uniform in both the outer and the inner region of nanohelix. In
this regard, it is worth observing that, inside the helix, the chiral sign is always opposed to
that of its handedness. This fact becomes even more evident for the on-top configuration,
in which the local optical chirality gets strikingly higher than in the in-gap configuration.
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Figure D.5: Cross-sectional maps of the optical chirality density for L- and R-CPGM in
silicon nitride strip waveguides for a) the in-gap configuration (Figure D.3a) and b) the on-top
configuration (Figure D.4a). The chiral metallic structure is modeled as a PEC, and the
geometrical parameters are the same as in Figures D.3 and D.4, setting a) Rhelix = 108 nm,
and b) Rhelix = 52 nm. In both cases, we consider the working frequency f = fres ≈ 216 THz.
The values are normalized with respect to Cref , that is, the maximum chirality attainable for each
configuration when ignoring the presence of the chiral structure.
D.IV Further Considerations for a Realistic Approach of
Chiroptical Applications in Integrated Platforms
A. Beyond the ideal PEC model: Drude–Lorentz materials
For the sake of simplicity, thus far we have assumed the chiral probe particle as made
of a PEC. However, this will not be the case in a real system, where at optical frequencies
metals display a Drude–Lorentz-like response in which dispersion and absorption losses
should be included. To account for this, we have further repeated our simulations
considering a silver helix with material parameters taken from ref. [73]. Numerical results
are summarized in Figure D.6. In order to compare with the case above, for the in-gap
configuration, we have considered again a right-handed 4-turns single helix. Nonetheless,
for a better representation of the results, small modifications in the geometrical parameters
have been carried out, setting the gap width to 300 nm, p = 70 nm, rhelix = 10 nm, with
Rhelix varying from 90 to 120 nm. On the other side, for the on-top configuration we
have used a helix with 16 turns, so that we can leverage further the chiroptical interaction
induced by the evanescent tail of the CPGMs. Regardless of structural specifications
of the chiral scatterer, in both cases, the system still retains the same general features
mentioned above, that is, chiral-like resonances whose frequency depends on the helix
radius, and the nonzero mode conversion between L- and R-CPGM, and vice versa.
However, likely due to the absorption losses, the transmission dips, and consequently,
the peaks in the dissymmetry factor spectra become wider. Moreover, g also exhibits
opposite chiral behavior at frequencies just before the resonant peak. Despite that, it is
worth emphasizing that the chiroptical responses characterized by the dissymmetry factor
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Figure D.6: a) Numerical results of transmission and mode conversion spectra and b) calculated
dissymmetry factor for different values of Rhelix for the in-gap configuration. Panels (c) and (d) plot
the same for the on-top configuration. Note that in all panels we are considering a right-handed
silver nanohelix with p = 70 nm and rhelix = 10 nm. For the in-gap configuration the gap width is
fixed to 300 nm and the helix has 4 turns, whereas for the on-top case it has 16 turns.
are greatly increased in comparison with the previous results for PEC made helices. Once
again, we illustrate this fact by means of the optical chirality density cross-sectional map
shown in Figure D.7. Even though the enhancement is obviously lower than for the case
of PEC helices, the contrast ratio between L- and R-CPGM at the output waveguide is
now significantly higher. Namely, while the optical chirality density is roughly uniformly
preserved along the entire waveguide for L-CPGM, the excitation of the chiral structure
by the R-CPGM is so strong that the chirality is completely absorbed at the output port,
a fact that can be likely attributed to the active role played by the absorption losses, as
well as the dispersion features of the chiral scatterer [19].
B. Enhancing the evanescent effect: Slotted configuration
Slot waveguides, consisting of a thin air channel placed between two dielectric
waveguides [60], present important advantages in a multitude of integrated photonics
applications, in particular, in optical biosensing and spectroscopy [43,61]. Motivated by
this, we also analyze chiroptical light–matter interactions in these kind of configurations.
Indeed, the slotted approach can be regarded as an improved version of the on-top
configuration in which we place a second waveguide close to the first one in order to
produce more intense fields in the void region close to the waveguide interface. Therefore,
as in the case of the on-top configuration, the main benefit of the slotted configuration
relies on the long active region in which the chiroptical interaction takes place.
Based on this, we consider two square cross-sectional silicon nitride waveguides
separated by a slot of width dslot = 200 nm, where the optical field is strongly confined.
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Figure D.7: Cross-sectional maps of the optical chirality density for L- and R-CPGM in
silicon nitride strip waveguides for a) the in-gap configuration (Figure D.3a) and b) the on-top
configuration (Figure D.4a). The chiral metallic structure is modeled as a right-handed silver
nanohelix with geometrical parameters as indicated in Figure D.6. In both cases, the working
frequencies are fixed to be that of resonance for Rhelix = 100 nm, that is, a) f = fres ≈ 247 THz,
and b) f = fres ≈ 228 THz. The values are normalized with respect to Cref .
Here, we place the chiral analyte, in this case a 16-turns silver nanohelix (Figure D.8a).
The rest of geometrical parameters are the same that previously used in Figure D.6.
From the numerical results shown in Figure D.8 we observe that, like in the cases above,
the transmission spectra display a sharp dip at the resonance frequency for the CPGM
that matches the chirality of the helix. This translates into a peak in the corresponding
dissymmetry factor spectrum, which, owing to the absorption losses of the material, has a
broad spectral width.
A key issue arising with the slotted configuration is that the system does not display a
C4 rotational symmetry around the waveguide axis, which prevents TE and TM modes to
be degenerate. This means that the chirality of the CPGMs will change when propagating
through the slotted waveguide. Still, in the simplest case in which the waveguide is
surrounded by a homogeneous low-index medium, for example, vacuum, the slot waveguide
can be designed to be fully degenerate for (or up to) a given wavelength (Figure D.2) so that
purely L- or R-CPGM can be generated and propagated for realizing chiral interaction.
The C4 symmetry also breaks when a substrate is introduced, and, as discussed below, this
poses some limits in practice.
C. Breaking the C4 rotational symmetry: Polarization beat length and
its effect on chiroptical applications
All-dielectric waveguides with square cross section completely surrounded by vacuum
support TE and TM modes fully degenerate, meaning that the chirality conveyed by
the CPGMs will be maintained no matter how long the waveguide is. Notice that
this kind of suspended dielectric nanowires can be technologically realized by releasing
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Figure D.8: a) Scheme of the arrangement for chiral sensing and spectroscopy enabled by a
dielectric slotted waveguide with a slot width of dslot = 200 nm (slotted configuration). The
chiral metallic structure is modeled as a right-handed 16-turns single nanohelix made of silver,
with geometrical parameters fixed to p = 70 nm, rhelix = 10 nm, and Rhelix ranging from 75 to
85 nm. b) Numerical simulation of transmission and mode conversion spectra for different values
of Rhelix. c) Dissymmetry factor.
the waveguide core using standard processes, for instance, in the case of silicon-based
materials, by employing an HF bath that removes the silica substrate as usually done
in cavity and waveguide optomechanics. However, this limits the maximum distance for
which the chirality is maintained, as very long waveguides may eventually break down
and collapse. This can be solved by using a substrate, so that there is no limit on the
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maximum guiding length, as long as we ensure low propagation losses [59], and providing
a support for the addition of chiral scatterers (as the helix used in this work) or even
chiral chemical compounds.
When the substrate is added, the C4 rotational symmetry of the system is broken, and
the TE and TM modes are no longer fully degenerate. In such a case, it is worth assessing
how long the sign of the chirality can be kept in our system, thereby determining the
maximum active length to carry out the required chiral processing. To characterize the
degree of degeneracy between the TE and TM eigenmodes, and its influence on the coherent
propagation through the waveguide structure to generate the required chiral CPGMs, we





This is a parameter typically used to check the birefringence of optical waveguides [80],
accounting for the fabrication deviations from the nominal values of the waveguide as well.
Specifically, it fixes the distance traveled by the corresponding guided mode after which
the original polarization state is recovered. Namely, this means that the chirality sign
can be kept uniform over a distance of PBL/2. Therefore, in the cases of a suspended
slotted waveguide or a dielectric wire with substrate, one can work out a design so that
the TE and TM modes are fully degenerate at a certain frequency (for which PBL→∞),
and look into the bandwidth around that frequency so that it achieves a PBL length over
a given threshold. In Figure D.9, we plot the PBL for both strip (solid line) and slot
(dashed line) waveguides. To do that, we first calculated the effective refractive index for
the TE and TM modes in each case by means of a 3D full-wave solver (Section D.VI).
In the strip case we consider a realistic system: a conventional silicon nitride wire with
rectangular cross section, being t = 300 nm (available in commercial wafers) and w =
350 nm, on top of a silica substrate. On the other side, for the slotted case we choose
square waveguides with the same dimensions as that indicated in Figure D.2, and, for
comparison, we account for the cases with and without substrate. In the former scheme,
we find that the TE and TM modes have the same index at a wavelength of 900 nm,
with PBL ≈ 1.5 mm over a bandwidth of nearly 50 nm. Of course, this result is far from
being satisfactory for a real application and it should be further optimized, by changing
the dimensions as well as the characteristics of the cladding. Nevertheless, it serves to
show the feasibility of such an approach taking into account the substrate. In fact, from
a simple comparison with the slot waveguide, including the silica substrate, we observe
a much better performance, increasing the PBL peak magnitude to 3.5 mm, located in
this case at 1400 nm, and slightly widening the bandwidth. Finally, in the ideal case
removing the substrate we can further enhance both the magnitude and the bandwidth of
the PBL peak, centered at 1150 nm. Interestingly, all the PBL peaks appear located in a
spectral range that, as reported in the recent literature, is highly appropriate for realizing
chiroptical spectroscopy, especially when plasmonic nanostructures are involved (see, e.g.,
examples shown in ref. [20]). Therefore, we have shown that, even with a substrate, realistic
dielectric waveguides may support chiral modes in a significant wavelength range and over
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Figure D.9: Polarization beat length (PBL) of a silicon nitride strip (solid line) and slotted (dashed
lines) waveguide as a function of the wavelength. For the strip case, the rectangular cross-sectional
waveguide (w = 350 nm and t = 300 nm) is placed on a silica substrate. In the slotted case, for
comparison, the PBL is plotted with and without substrate.
large propagation lengths, enabling chiral applications in active regions able to reach up
to the mm-scale.
D.V Conclusion and Outlook
In summary, we have examined three possible configurations to get chiroptical
responses enabled by all-dielectric strip and slotted waveguides in integrated photonic
systems. To this aim, we have taken under consideration a metallic nanohelix acting
as a chiral sample (a sort of metamolecule). For simplicity, the metal has been first
modeled as a PEC, so that the chiral interaction is only due to the geometrical aspects,
dismissing additional dispersive or absorption effects. Numerical results show that, in
each of the configurations, there exists a very well localized single chiral-like resonance
in the transmission spectra depending on the helix radius, which is chosen as the control
parameter for sweeping. Consequently, the dissymmetry factor exhibits a narrow peak
at such frequencies. Furthermore, intermodal conversion is also present everywhere.
These features are illustrated by means of the chirality cross-sectional map, where it can
be observed the strong enhancement in the chiral excitation of the nanohelix when its
chirality coincides with that of the input CPGM.
For the in-gap configuration the system becomes ultra-compact, with an active area
wherein realizing the chiroptical interaction smaller than 1 µm2. In contrast, for both the
on-top and the slotted configurations, the interaction lengths can be made much larger,
which may be highly useful to sort the chirality of chemical and biological compounds in
the context of lab-on-a-chip technologies. In these cases, breaking the rotational symmetry
of the system, either by adding a substrate or in the slotted waveguides themselves, would
result in TE and TM modes no longer fully degenerate, limiting the length over which a
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certain sign of chirality can be kept uniform. Still, we have argued that, under a proper
design of the waveguide and the cladding characteristics, the sign of the chirality could be
conserved up to mm-scale distances over a wide bandwidth.
Hence, our results suggest that chiral applications such as sensing and
spectroscopy, would be feasible using integrated photonic waveguides. Specifically,
using silicon-compatible materials and technology would enable low-cost and large-volume
production of chips for massive parallel detection, recognition, and separation of chiral
molecules, thus completing current approaches for biosensing or spectroscopy in integrated
platforms [43]. Notice that, far from providing fully optimized geometries [63], we only
sought to show the viability of this working principle enabled by integrated photonic
waveguides. Nonetheless, by comparing our results, in particular those of silver made
helices, with those found in the existing literature (see, e.g., the overview table shown
in the supplementary material of ref. [72]), it can be seen that the dissymmetry factors
obtained here are comparable and even better than those already reported for freely
propagating optical fields.
Although throughout this work we only focused on the chiroptical behavior of a
metallic nanohelix, in real applications this would be extensible to other geometries and
materials more relevant [74–76], specifically to chiral molecules [15]. Likewise, taking
into account earlier schemes, plasmonic nanostructures [22], or high-index dielectric
nanoparticles [29], might be added in order to enhance the chiroptical response when
a certain substance is applied [81], thus leading to hybrid chiral plasmonic–photonic
systems. Somehow connected with this, it is worth noticing that the chiral structure
considered here has only been used as a chiral sample to probe the chiroptical interactions.
However, in view of the chirality maps shown above, it can also be envisaged as a near-field
chiral enhancer, retaining the most important features for practical purposes [42], namely,
a large area of high and uniform-sign chirality, spectral accessibility, tunability, and
switchability. In fact, we observe a clear analogy between the near-field chirality induced
by the evanescent field and the scheme proposed in ref. [67], in which the optical chirality
is longitudinally confined within the helical structure.
Following the current trends, the next steps should be aimed at simplifying both
the chiroptical measurement and enhancement schemes [36]. In this regard, apart from
investigating other designs of chiral structures simpler to fabricate [58,82], we also suggest
exploring the recently introduced full-reconfigurable silicon-based on-chip wireless photonic
systems [83], as a promising alternative platform for realizing chiral applications, such as
sensing, spectroscopy, and enantioselectivity, from a lab-on-a-chip perspective.
D.VI Numerical Methods
All the numerical simulations and calculations were performed with the aid of the
commercial software packages CST Microwave Studio and MATLAB. In particular, for
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the simulations, the 3D full-wave solver was used to implement the finite-integration
technique in the time domain. The whole model (waveguides and nanohelix) was meshed
using a hexahedral grid with 16 cells per wavelength, except near the metallic helix
where additional refinement was necessary to properly resolve the small inclusions. Open
boundary conditions (perfectly matched layers) were chosen for all external facets, noticing
that the background medium is the vacuum. The input excitation was provided by means
of standard waveguide ports. In order to obtain the transmission as well as the mode
conversion spectra at the output port, both the TE and TM modes were sequentially
stimulated, recording their corresponding S-parameters. Then, applying the superposition
principle, these signals were translated to the circular polarization basis, allowing the
calculation of the corresponding dissymmetry factor for each case. On the other side,
the dispersion relation of the fundamental TE and TM guided modes was obtained by
simulating the guided modes only at the ports, for each central frequency. This calculation
provides useful information about several waveguide port characteristics, in particular, the
effective dielectric constant.
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General Discussion of Results
In science, it is not speed that is the most important.
It is the dedication, the commitment, the interest
and the will to know something and to understand it.
These are the things that come first.
Eugene Wigner
In this chapter we provide a brief discussion and synthesis on the main results
presented throughout this thesis. We will consider separately the contributions concerning
the spin-orbit interaction of light and the near-field directionality (Part I), from those
addressing the optical chirality and its applications in integrated photonics (Part II).
By way of a final summary, two original papers are included at the end of each discussion.
7.I SOI of Light & Near-Field Directionality
The first part of this thesis has been essentially devoted to the theoretical study
of spin-orbit interaction (SOI) of light. Although this is a topic quite well understood
in the context of quantum mechanics (as can be found all over the main textbooks
on this matter), its extension to optics and photonics has been introduced only very
recently. Since the seminal paper put forward by V. S. Liberman and B. Y. Zel’dovich
in 1992 [63], the optical SOI has grown into a subject of extensive research activity.
In fact, in a much broader sense, nanophotonics and quantum optics communities
have recently witnessed a special interest in the emergence of new optical phenomena
enabled by the spin of light. By looking at the evolution and latest breakthroughs in
nanoelectronics, which finally led to quantum electronics and spintronics, it is no wonder
that, likewise, the spin of photons has been brought in to the photonics realm. Indeed,
it can be thought of as a natural consequence of its own development, tending toward
structures and devices with sizes getting increasingly smaller. Largely spurred by the
recent advances in nanofabrication and the deployment of an entire photonic technology
(including plasmonics and metamaterials, resulting, e.g., in point-like optical sources,
novel materials, and artificially designed structures), new venues are being opened up
for experimentally exploring dynamical properties and optical phenomena occurring at
the nanoscale, among which there are the spin of light and, of course, the optical SOI.
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Figure 7.1: Depiction of some important SOI-based effects [302,303]. From a fundamental point of
view, SOI of light can be regarded as the mutual influence between the amplitude and the phase.
It should be noted that, until recently, these features were only accessible by theoretical
means, thus limiting, to a great extent, the scope of the researches that could be conducted
out. Be that as it may, nowadays the surge of interest in SOI-based optical phenomena
is giving rise to a wide variety of novel effects (Figure 7.1), thereby affording us a higher
control over the main characteristics of electromagnetic (EM) waves, improving and
extending the ways for generating, manipulating, and detecting light properties, and
providing us a better understanding of light-matter interactions at the subwavelength scale.
In the middle of the maelstrom of works addressing the SOI of light, regardless of
whether they are performed from a theoretical or an experimental standpoint (either
from a fundamental or an applied approach), it can be found the following set of
common features associated with such a phenomenon: it originates naturally from
fundamental properties of Maxwell’s equations, appears necessarily at the nanoscale,
and gives rise to very weak effects. On this basis, and with the only premise of
just building upon the analytical formalism of Maxwell’s equations (as indicated in the
first prescription), PAPER A is aimed at explaining away how, from where, and why
does the subwavelength character of the optical SOI emerge naturally and necessarily.
Besides its own fundamental interest from a theoretical point of view, finding out an
analytical solution to this seemingly naive question may be useful to unveil the optimal
conditions for enhancing the response of SOI-based effects (whose contribution is very
small, and even negligible at the macroscopic scale), and, consequently, for properly
engineering the experimental setups that may be used to improve and/or facilitate its
observation as well as its potential functionalities. In this regard, PAPER B is basically
conceived to explicitly disclose such evidences. For that, we focused on the spin-controlled
unidirectional excitation of guided modes, considered as one of the most insightful
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examples of SOI-based effect occurring in nanophotonic systems. Specifically, taking into
account the conclusions drawn from the prior fundamental analysis, we show that, sure
enough, the higher is the multipole order of the EM field under consideration, the wider
is the spatial range of its corresponding near-field region, and thus, the zone wherein the
SOI of light comes into play. In this sense, this work constitutes a generalization of the
near-field directionality beyond the dipole approximation, extending it so as to include
EM multipole fields of arbitrary order (as well as their possible linear combinations). This
allows us to confirm that successively higher-order multipole fields provide the advantages
previously predicted; essentially, facilitating the experimental observation and upgrading
the functionalities of the spin-dependent near-field directional coupling. For a better
depiction of all of this, and by way of a complement to the original contributions set out
in the above chapters, here below we elaborate a little more in-depth discussion of these
matters, for which turns out to be convenient refreshing some basics of EM waves.
It is well known that, in a simple and general manner, EM waves can be characterized
in terms of an amplitude and a phase. This is a commonplace for any kind of wave. It is
also well known that one of the main particularities of EM waves relies on its vectorial
nature, so that the amplitude is not a scalar quantity, but a vector, and then, it is said
that they possess a certain polarization, indicating the direction in which the electric (and
the magnetic) field oscillates along the wave propagation. Then, the whole EM wave field,
i.e., the state of polarization (SoP) as well as the direction of propagation (encoded into
the phase), can be algebraically characterized by a set of three complex numbers, actually
resulting in a set of six real numbers, accounting for the amplitude and the relative phase
of each component with respect to each other. For the particular case of EM plane waves,
there is a more meaningful picture that allows us to identify each of these six numbers
with the following wave characteristics: two for the direction of propagation, and the
remaining four — often referred to as the Stokes parameters — for the SoP (actually
describing the polarization ellipse traced out in the plane perpendicular to the direction
of propagation). It should be noted that this characterization for the SoP turns out to
be particularly effective and simple when assuming a fixed propagation direction. Indeed,
in such a case, the evolution of the SoP, and thus that of the whole EM plane wave, can
be mapped into points on the so-called Poincaré sphere. Notwithstanding, it is worth
remarking that, in a more general situation in which the propagation direction is also
considered as a variable, this representation is no longer valid, and one should resort to
the so-called Majorana sphere — a geometrical construction inherited from the quantum
formalism that is typically used for describing spin systems [304]. In this way, this wave
property, i.e., the SoP, is actually regarded as a macroscopic manifestation of the photon
spin. In fact, from a quantum approach, the correspondence principle states that left (L)
and right (R) circularly polarized light (CPL), are associated to photons with spin ±~∗.
∗The choice of this association between L- and R-CPL with the signs + and − for the photon spin is
completely arbitrary, and is indeed a matter of convention. In fact, whereas physicists, specifically those
working on classical optics, usually consider the so-called detector’s view convention, in engineering and
quantum optics it is widely used the source’s view convention, both opposed to each other.
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According to this fundamental consideration, the most natural polarization basis should
be related to the states of circular polarization, though for simplicity (or perhaps by
inertia), the basis most often used is commonly referred to states of linear polarization.
Based on the foregoing, and taking into account the transversality condition naturally
stemmed from Maxwell’s equations, amplitude and phase appear to be separated
properties of the optical fields described in terms of single plane waves. Notice that,
besides in plane waves — which may be seen as the simplest mathematical idealization of
EM waves — this feature (i.e., the amplitude-phase separability) is regularly encountered
in standard paraxial optics as well, that is, in macroscopic geometrical optics wherein
light can be characterized by means of propagating rays. Bearing these considerations in
mind and using a rather prosaic terminology, the optical SOI would arise when the SoP
may affect to the propagation properties of light, and vice versa, when the propagation
process can modify the polarization properties of the optical field (Figure 7.1)†. Namely,
there may eventually be certain circumstances in which it would be possible to observe a
mutual influence between the amplitude and the phase of light‡. This necessarily would
break the aforementioned amplitude-phase separability condition (mathematically encoded
in terms of the so-called factorizability condition), and hence, the occurrence of optical
SOI is impossible in plane-like waves, as they always present such a factorized form (i.e.,
they are always expressible as a product of an amplitude and a global phase factor).
Then, as pointed out in all the current literature, SOI of light only takes place in
nontrivially structured optical fields as well as in evanescent waves, typically supported
either by surface waves (e.g., in surface plasmon polaritons) or guided modes (e.g., those
propagating through dielectric photonic waveguides). This assertion is closely related
with the prescription, up to now assumed, though confirmed (both experimentally
and numerically), that intrinsic optical SOI should naturally and necessarily emerge
at the near-field region. In this respect, some attempts to provide demonstrations
of this fact have proven to be rather pragmatic, and have been largely relied upon
the interplay and mutual exchange between the different types of angular momentum,
i.e., the spin angular momentum (SAM) and the orbital angular momentum (OAM)
— this latter, in turn, splitted into the intrinsic (IOAM) and extrinsic (EOAM)
contributions (Figure 7.2). However, such explanations only emphasizes into the effects,
neglecting the fundamental appearance, and even leading to a certain controversy about
the manner in which should be properly performed such a separation between the spin
and orbital terms [76]. Apart from that, the identification of optical SOI with the
nanoscale by means of its resulting effects would be, in a way, equivalent to say that the
ultimate reason why SOI does happen in the hydrogen atom is because of the appearance
†Notice that, in order to follow the terminology employed throughout this thesis, the amplitude actually
refers to the SoP, and this, in turn, to the spin of light. On the other side, the phase is related to the
spatial structure or the wave propagation features, which, in a way, can be simply termed as the orbit.
‡It should be noted that, from a layman approach, this interlinked behavior should be the normality,
whereas the amplitude-phase separability, should be the exceptionality. Indeed, a priori, just by looking at
the Maxwell’s equations, the SoP and the spatial degrees of freedom appear to be coupled to each other.
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Figure 7.2: Depiction of the different contributions to the angular momentum of light [94]. From a
pragmatic viewpoint, SOI of light is commonly understood as their interplay and mutual exchange.
of a splitting in the energy levels (explaining the fine-structure energy corrections).
Namely, this would be an argument that simply relates the cause with the effect, and
the effect as an unavoidable consequence of the cause. Yet, concerning the homonymous
phenomenon occurring in the framework of quantum mechanics, also referred to as
spin-orbit coupling, we know that it is actually an effective phenomenon of relativistic
nature wherein the movement of a charged particle is coupled with its spin. Without going
into further details, we will only say that its fundamentals can be understood through the
Lorentz transformations, whereby electric and magnetic fields are different representations
of the same entity, and whose physical manifestation will only depend on the relative motion
between the reference frame of the moving electric charge and the observer. So, the electric
field generated by the atomic nucleus is viewed by the orbiting electron as an effective
magnetic field, which, according to the Schrödinger equation (considering also the Pauli’s
correction), is the one that couples with the electron spin, here readily interpreted as a
magnetic dipole moment. Of course, a deeper comprehension can be found out by means of
the celebrated Dirac equation, comprising the most precise formalism we have for describing
electrons, accounting for both the spin features and their relativistic behavior. Therein, SOI
emerges as an intrinsic consequence from the own structure of the Dirac formalism. Hence,
it might be surmised that, on account of the similarities between the Dirac and Maxwell’s
equations [305], the optical SOI should also naturally arise from the fundamental spin (or
polarization-like) properties of Maxwell’s equations, thereby setting down a rigorous and
analytical framework within which one may explicitly show the inherent link that there
exists between the intrinsic SOI of light with the nanoscale. These were, therefore, the
preliminary thoughts that led us to conceive the work undertaken in PAPER A.
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The analytical core of this study has relied on the formalism of the vector spherical
wave functions (VSWFs) and the vector spherical harmonics (VSH). Building on this,
we firstly performed a general analysis of the overall properties of full-vector waves,
disclosing its derivation and their explicit expressions. In this regard we thought that,
for our purposes of dealing with optical processes occurring at the subwavelength
scale, this was the most suitable theoretical framework, and, consequently, it should be
highly advantageous to unveil the occurrence of optical SOI. So, once these basics were
established, we turned to the main claim of the work, namely, the classical emergence of
intrinsic SOI of light at the nanoscale. For that, we focused on several aspects aiming to
capture analytically its main features, i.e., showing that there exists a mutual influence
between the propagation features and the SoP of light. The first insight we realized
was that, unlike for plane-like waves, the SoP of the multipole fields turns out to be
spatially inhomogeneous, even in homogeneous media. Specifically, we observed that
their longitudinal field component, i.e., the field contribution pointing along the radial
direction, naturally vanishes as it gets far away from the source. This, together with
the dynamical behavior of the relative phase with respect to the transverse component,
yields an intrinsic evolution of the SoP along the wave propagation that suggests the
occurrence of intrinsic SOI. Furthermore, it is worth noticing that all the inner features
underlying such evolution fulfill the main prescriptions tied to this phenomenon. In order
to find out the analytical signature proving such an occurrence of optical SOI, we then
proceeded with the analysis of the factorizability (or separability) condition. To this aim,
we looked into the mathematical properties of the Bessel-like functions (i.e., the functions
that describe the radial distribution of the EM multipole field amplitudes). After a
judicious analytical procedure, we identify a single term encompassing the main features
of SOI, i.e., a term with an additional relative phase that prevents the amplitude-phase
separability (or factorizability), but solely in the near-field region. Besides enclosing the
nonseparability of the spin-orbit degrees of freedom, this SOI-term would also serve as
an universal criterion to define the near-field region, so far characterized in terms of a
rather arbitrary condition based on the dependence of the distance from the point-like
optical source§. Even though this is only carried out in an explicit way for the electric
dipole, such an identification shall be specially useful for higher-order multipole fields,
where the arbitrariness becomes even more evident because of the appearance of more
and more terms that depend on higher order powers of r. This essentially concludes the
analytical demonstration showing the universality of the optical SOI as a phenomenon
occurring at the subwavelength scale, and specifically, in the so-called near-field region of
multipole fields. Yet, as a final discussion, we addressed qualitatively the influence of the
SOI-term on the wave propagation process by looking into the behavior of a set of local
dynamical properties in the near-field region. In this respect, we pointed out the existence
§For the particular case of an oscillating electric dipole, the spatial regions associated with the near-,
intermediate- and far-field contributions, are determined by the corresponding terms proportional to 1/r3,
1/r2, and 1/r, respectively. This distinction is often useful in the theory of radiating systems, providing a
notable simplification in the analysis of the fields, so it would be advisable to have a definition as accurate
as possible to identify each of them.
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Figure 7.3: Spin-momentum and transverse SAM are independent to each other. Yet, for modes
with transverse SAM, there is an abrupt switching on the handedness of the spin-momentum.
of a switching on the handedness of the spin-momentum near the source (Figure 7.3),
and an azimuthal deviation of the orbital-momentum. These intriguing features are,
ultimately, a consequence of the nonseparability between the spin-orbit degrees of
freedom. Finally, we also found out an interesting relationship between the complex
Poynting vector and the transverse SAM resembling somehow that of the spin-momentum
locking. Remarkably, this finding, which also relies upon the spin-orbit nonseparability,
suggests that the phenomenon of spin-momentum locking, which thus far has proven to
be an inherent property of evanescent waves, could also be extended to propagating modes.
A full understanding of the role played by the factorizability condition on the
dynamical properties would deserve further efforts beyond the scope of this incipient work.
Despite that and the seemingly trivial standpoint, our approach is able to capture
analytically most of the relevant physics involved in the SOI of light, showing that the
factorizability condition is certainly the key ingredient to unveil its classical emergence. In
this regard, our contribution demonstrates that the optical SOI naturally arises from the
fundamental spin properties of Maxwell’s equations and that necessarily appears at the
nanoscale. Moreover, as for practical applications, the main conclusion that can be drawn
is that the higher is the multipole order, the wider is the corresponding near-field region,
and thus, the spatial range susceptible of presenting SOI features, thereby opening up a
pathway to facilitate and enhance both the observation and the occurrence of SOI-based
effects. This will be in fact the starting point of the next work, wherein we address
the spin-dependent near-field directional coupling (as a particular example of SOI-based
effect) beyond the dipole approximation. Here below we will outline the main insights on it.
As a paramount manifestation of the optical SOI there stands out the intrinsic
quantum spin Hall effect (QSHE) of light [103]. This was the last remaining member
of the Hall effects’ family in finding its corresponding optical (or photonic) analogue.
Regarded as a topological spin-dependent phenomenon of photonic transport, it has led
to a general and unified theoretical framework able to explain the existence of exotic
dynamical properties of light fields, such as the “extraordinary” momentum (also known as
the Belinfante’s spin momentum) and the transverse spin arising in evanescent waves (e.g.,
in that formed by surface plasmon-polariton modes at a metal-dielectric interface) [99],
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as well as the occurrence of photonic topological insulators [100]. Furthermore, the
QSHE can also be seen as an essential tool for disclosing significant analogies between
spin-dependent electronic properties and their photonic counterparts, thereby establishing
a direct correspondence between quantum and classical features of waves. Notice that, as
aforementioned, these analogies are ultimately underpinned by the overall resemblance
between the Maxwell’s equations (in particular, when expressed in the Riemann-Silberstein
representation [306]) and the Dirac equation. All in all, for our purposes, the most distinct
signature of QSHE is the universal occurrence of strong spin-momentum locking and its
incontrovertible relationship with the transverse SAM of surface or guided modes [101].
According to this picture, the direction of propagation of guided waves can be directly
controlled by the spin of an oscillating optical source placed in close proximity to
waveguiding systems (e.g., dielectric waveguides or metallic surfaces); a phenomenon that
has been termed as spin-controlled unidirectional excitation [102]. Even though it has
been explored in a wide variety of platforms and spectral ranges, so far, the focus has
been mostly placed on dipolar sources, either electric or magnetic (or a linear combination
of them), leaving aside the higher-order multipoles. Besides being highly relevant at the
nanoscale¶, a full description of near-field directionality induced by higher-order multipoles
may lead to an unprecedented degree of control over the near-field source-waveguide
interactions, thus enabling a wide applicability in many fields of physics (even beyond the
photonics), as well as furthering the design of new spin-based optical devices.
On account of this background, the aim of PAPER B was to work out a general,
systematic, and, in a way, ready-to-use formulation for addressing the near-field
directionality beyond the dipole approximation, thus accounting for higher-order
multipole optical sources (i.e., quadrupole, octupole, and so on). This is carried out
by taking advantage of the angular spectrum representation, also called the spatial
spectrum, or simply as the momentum representation. According to this formalism, any
arbitrarily shaped optical field defined over a homogeneous medium (e.g., that emanating
from a point-like optical source in free space, or scattering by an arbitrary-shaped
nanoparticle) can be simply expressed as a series expansion of elementary plane waves
with components that can be either propagating or evanescent (Figure 7.4). The procedure
essentially consists in calculating the Fourier transform in the 2D partial momentum
space perpendicular to an arbitrarily chosen axis. Once the angular spectrum at a given
plane has been gotten, let us say the plane z = z0, the field over the whole space can be
simply calculated just by multiplying such a solution by the propagator e±ikκzz. Notice
that we are assuming a wave vector defined as k± = k(κx, κy,±κz), where the ± signs
stand for the EM fields propagating into the upper (z > z0) or the lower (z < z0)
half-spaces. Importantly, to produce consistent results, the medium is to be homogeneous
and source-free, so that the corresponding refractive index stays real and positive.
¶Notice that, in realistic situations, optical sources are actually bulky emitters or scatterers, for which
the multipole expansion provides for a complete description of the EM fields emanating from or coupling
to such optical systems, regardless of their material, shape, or size. This is crucial in nanophotonics, whose
strongly confined fields may lead to steep field gradients that largely overcome the first dipolar order.
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Figure 7.4: Depiction of a generic situation wherein to apply the angular spectrum representation.
The scattered field by an arbitrary-shaped object is expressed as a superposition of elementary
plane waves (either propagating or evanescent) projected onto planes perpendicular to a given axis.
Thus, propagating and evanescent modes will be related to wave vectors being purely
real or imaginary, respectively, and then, the propagator will display either an oscillatory
or exponentially decaying behavior. Yet, the strongest mathematical restrictions of this
procedure set that the time-independent complex amplitudes (regardless of whether
they are either scalar or vector fields) must satisfy the Helmholtz wave equation and
ought to show a divergence-free behavior, i.e., they must fulfill the transversality condition.
Besides being very useful for describing far-field features of EM waves (e.g., in
laser-beam propagation and light focusing), the angular spectrum representation has found
to be extremely practical in the context of near-field directionality [102]. In this regard,
it is worth mentioning that there are several other routes for understanding the near-field
coupling between a point-like optical source and a directional mode [132]. Likely, the most
straightforward way of doing this, takes directly into consideration the local dynamical
properties of light, in particular the SAM, from which the coupling is simply understood as
a matching between the longitudinal component of the external spinning source (typically
regarded as a dipole), and the transverse spin associated with the evanescent tail of the
corresponding surface or guided mode. On the other side, there is an approach, somehow
inherited from quantum mechanics, which is based on the Fermi’s Golden Rule‖ [133].
Under this picture, the coupling relies on the matching condition of the local EM field
distribution, whose efficiency depends on the degree of similarity between the dipole
moment (p and/or m) and the EM field (E and/or H) of either the guided or the
surface mode at the same location than the source, i.e., it is proportional to a formula
resembling the Fermi’s Golden Rule: |p ·E∗ + m · µH∗|2. Although having the virtue of
being very general, these two schemes have a clear drawback; they require a prior knowledge
‖Within the quantum context, Fermi’s Golden Rule describes the spontaneous emission (or transition)
rate between two quantum states. The probability of such events will depend on the density of final
states. On account of its relationship to the Purcell effect, it might be reasonable to think in the search of
configurations or environments that could enhance further the near-field optical coupling.










































Figure 7.5: Angular spectrum of s- and p-polarized electric fields of different optical sources.
of the whole vector field structure of the EM modes. The treatment based on the angular
spectrum representation, though, provides with an alternative approach that does solely
involve the source in itself. Roughly speaking, it consists in calculating and analyzing
the spatial frequency (or the angular) spectrum of the optical source, and looking into
the symmetry features (if any), concretely, at the near-field region, i.e., the part of the
spectrum corresponding to the evanescent modes (Figure 7.4). Within this framework, the
coupling efficiency (i.e., the fraction of power generated by the source that is coupled to
a specific mode) is proportional to the amplitude of the angular spectrum of the source
at the transverse wave vector of the specific mode to be excited. Therefore, this leads to
a sort of phase-matching condition, according to which the coupling does result from the
overlapping between the angular spectra of the source and that of the guided mode. Thus,
the unidirectionality will be achieved on account of the presence of asymmetries in the
evanescent components of the angular spectrum of the source, becoming sharper as higher
is the contrast ratio between light coupled into opposite directions (Figure 7.5). Strikingly,
as can be shown, for instance, in the case of circularly polarized dipoles (either electric
or magnetic), this asymmetry at the near-field region might lead to a symmetric behavior
at the far-field region. This allows us then to confirm that the asymmetric coupling that
yields the unidirectional excitation is a characteristic property entirely underpinned by the
evanescent part of the angular spectrum associated to spinning sources.
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Noteworthily, by means of the angular spectrum representation one can deal
analytically, and even exactly, with the EM field radiation in the presence of nearby
structures with planar geometries, namely, structures exhibiting a translational symmetry
along two directions of a given plane (e.g., slabs, interfaces, or layered media). Specifically,
this can be performed by applying the transfer matrix method, a procedure equivalent
to the Green’s function approach that permits to transit from a homogeneous medium
to the inhomogeneous case (e.g., that in which one consider the presence of N slabs).
The core of this method lies in the calculation of the transfer function, that is, a
complex function behaving just like the previously introduced propagator, i.e., so that
the angular spectrum of the EM field in any arbitrary plane (image plane) is directly
related to that at a given plane (object plane), thereby letting an analytical extension to
the whole space including the planar structure. To obtain such a transfer function one
should first calculate the angular spectrum of the total optical field at a given plane to
then, by considering individually both the propagating and the evanescent components,
propagate each of those contributions through every plane. This is to be performed by
considering the corresponding reflection and transmission Fresnel coefficients, conveying
the characteristics of the medium. Finally one only has to add all the contributions up
together, and retrieve the fields to the real space just by evaluating the corresponding
numerical inverse fast Fourier transform on each plane. Importantly, in our particular
case, in which we are considering planar structures, this approach leads to results identical
(or at least equivalent) to those obtained through the mode coupling description (i.e., the
approach based on the Fermi’s Golden Rule), but with the advantage of gaining in some
physical intuition and mathematical simplicity. Furthermore, it should be noted that, even
though not giving exact results, the same treatment could be carried out for nonplanar
structures, provided that they are translationally invariant along a given direction. This is
possible on account of the conservation of the wave vector component along the direction
of propagation (i.e., that of the symmetry axis), and thus, it is ultimately a consequence
of the momentum conservation. Hence, besides endowing this formalism with a more
fundamental sense, all the above considerations allow us to suggest that the near-field
directionality is actually an universal phenomenon, as it is only determined by the source.
Since the initial demonstration of the near-field unidirectional excitation by circularly
polarized electric dipoles [102], several efforts have been undertaken to extend it beyond
this particular case. In this respect, the first steps were aimed at the development of their
magnetic counterpart [132], whose contribution becomes really important when considering
high-index dielectric nanoparticles. Magnetic dipoles introduce an additional degree of
freedom, and, importantly, enable the near-field directionality through s-polarized modes,
being strictly forbidden in the case of electric-like sources (Figure 7.5). This extension,
along with the insights gained from the angular spectrum representation, were arguably
the seeds that fostered the exploration of the simultaneous excitation of electric and
magnetic dipoles to get near-field directional effects. One of the major achievements
resulting from a linear combination of both dipoles was the unveiling of the so-called Janus
dipole [133], a topologically protected source in which the electric and the magnetic dipoles
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oscillate out of phase, thus producing a side-dependent near-field coupling. This gave
way to a novel optical source with two faces (hence its namesake with the ancient Roman
god Janus): one producing near-field coupling to both directions while the opposite one
being absolutely non-coupling. Together with the Huygens’ dipole (a source satisfying the
Kerker’s condition and then exhibiting a full directional behavior both in the near- and
the far-field regimes), and the circularly polarized dipoles, these three sources have been
proven to form a complete set of directional sources in planar geometries, thereby pushing
the near-field directionality beyond the spin-momentum locking. At any rate, in all these
extensions the focus has only been placed on dipolar sources and, hence, there was still
plenty of room for exploring the behavior of higher-order contributions.
Following this enticing trend toward a widening generalization of near-field
directionality, our work was aimed to extend the available theoretical toolbox surrounding
this phenomenon by including multipole fields of arbitrary order and their combinations.
To be constructive in our analysis, we provided a step-by-step derivation starting from
the immediately higher order, i.e., the electric quadrupole. Just as for the electric dipole,
the first step for the quadrupole was to calculate its angular spectrum. However, whereas
this is a trivial task for the dipole, as it essentially relies on the Weyl’s identity, in the
case of quadrupoles the situation becomes slightly trickier. In this sense, calculating
its corresponding angular spectrum, and being able of expressing it in a closed form,
might be regarded as a main achievement in its own right. In fact, just with this partial
result one could appreciate the sought feature on how to enlarge the spatial range in
which the near-field directional coupling might occur. It should be noted that, at the
very beginning of this research, the purpose was to explicitly show evidence of the main
conclusions drawn in the previous work, an endeavor for which quadrupolar sources were
more than enough. Despite this, given the similarities of the quadrupole angular spectrum
with that of the dipole, and the relative easiness of the procedure, it turned out to be
quite tempting going ahead “a little further” to look into the possibility of addressing a
general approach including any multipolar order. After a hard and lengthy struggle with
the calculations (see the step-by-step derivations carried out in Chapter 3), we finally
reached a general, analytical, and closed expression for the angular spectrum of any
higher-order multipole field. This was the second main result of this work, and actually
the most important outcome, since it also encompasses the previous one. Furthermore, it
is worth noticing that, likewise the angular spectrum of the dipole relied upon the Weyl’s
identity, since our result is general for all the multipolar orders, it might be somehow
envisaged as a generalization of such an identity. Hence, with our formula one have a
ready-to-use treatment that can be directly applied to the analytical design of optical
sources for engineering the near-field directional scattering and coupling. Indeed, once
the angular spectrum has been determined, we only have to follow the procedure outlined
above to get the unidirectional excitation of EM guided modes. That is why we built
up a calculator (Figure 7.6) that performs all the necessary calculations and substitution
to provide the angular spectra of EM multipole fields of arbitrary order (this resource is
available at https://doi.org/10.5281/zenodo.2677908). Moreover, as for the applications,
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Figure 7.6: Calculator of angular spectra of arbitrary EM multipole sources (powered by Wolfram
Mathematica & Wolfram CDF Player). This applet allows users to compute and display directly
the angular spectrum representation of any electromagnetic multipole field. It is designed to be
flexible and easy to use, with a layout having two different workspaces. First tab enables the first
multipolar orders, i.e., electric dipole (ED), magnetic dipole (MD), and electric quadrupole (EQ),
and any linear combination. The second one addresses the electric- and magnetic-like Hertz
potentials of any arbitrary order {l,m} and their corresponding electromagnetic multipole fields.
it should also be noted that, as previously anticipated for the quadrupole, successively
higher-order multipole fields provide with several advantages: increasing the available
degrees of freedom, broadening the spatial range for near-field directional coupling, and
leading to a spatially broadband enhancement of the contrast ratio. All these features
translate directly into a higher versatility, ease, effectiveness, and efficiency in the
occurrence of this phenomenon. Thus, our results enable a considerable upgrade toward a
full control on spin-dependent directionality at the nanoscale, and should be enormously
relevant for dealing with light-matter interactions in nanophotonics and quantum optics.
The following paper highlights the main insights concerning the first part of this thesis.
In particular, it focuses on this latter contribution along with other works carried out in
parallel by the group of Dr. F.J. Rodríguez-Fortuño at King’s College London.
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As with a waterwheel over a channel, in which the sense of rotation determines
the flow direction, the circular motion of charges close to waveguiding structures may
result in unidirectional excitation of surface or guided electromagnetic modes [1]. This
topological phenomenon offers a clear evidence of spin–momentum locking, underscoring
the incontrovertible relationship between the transverse spin of evanescent waves and the
propagation direction of guided modes. It is generally interpreted as a manifestation of
the photonic counterpart to the quantum spin Hall effect [2].
This universal and robust feature has enabled the observation of near-field directionality
for circularly polarized dipolar sources in a wide variety of photonic platforms and spectral
ranges. Yet, in work published recently, we showed that by considering linear combinations
of electric and magnetic dipolar sources, the near-field directionality can be extended
beyond spin-momentum locking [3]. This generalization led to the theoretical prediction
of a new type of local source: the Janus dipole. Together with circularly polarized
and Huygens dipoles, Janus dipoles form a complete set of directional sources, thus
simplifying the analytical description and broadening the possibilities for engineering the
near-field coupling.
Beyond their scientific interest, these dipolar sources are intended to be exploited
in practical applications. This year, Janus dipoles were experimentally demonstrated
using high-index dielectric nanoparticles with spectrally overlapping electric and magnetic
resonances of comparable strengths [4]. This showed that the apparently exotic
amplitude and phase relations between electric and magnetic moments required for these
theoretical dipoles are indeed experimentally feasible in simple illumination configurations.
This year, we also explored near-field directionality beyond the dipolar approximation,
by considering higher-order electric and magnetic multipoles and their combinations [5].
This increases the available degrees of freedom, enhances the directional contrast and
spatial frequency bandwidth, and enlarges the accessible spatial range, thus providing
versatility for engineering directional scattering and coupling.
We believe that superposition of electric and magnetic dipoles that experimentally
achieve near-field directionality, and the theoretical possibility of combining them with
higher-order multipoles, promise new avenues for miniaturized light switching and
nanorouting, photonic logical circuits, light polarimetry and novel optical forces, among
other applications.
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Figure E.1: Top left: Simulation showing the directionality of dipolar sources. Top right: Artistic
representation of directional multipoles. Bottom left: Near-field behavior of Huygens and Janus
sources placed over a dielectric slab waveguide. Bottom right: Near-field directional excitation of
guided modes from higher-order multipolar sources.
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7.II Optical Chirality & Chiral Light-Matter Interactions
The second part of this thesis has been devoted to the study of optical chirality and
its interactions with matter in integrated photonic platforms. The optical chirality is a
property useful for describing experiments of circular dichroism (CD) spectroscopy, in
which one evaluates the differential signal, either in transmission or absorption, of a chiral
medium — this may be an artificial structure, or simply a single object, e.g., a molecule —
when is being sequentially illuminated by light with opposite handednesses (or chiralities).
Provided that the object under analysis is chiral, the absorption (or the transmission)
of one handedness will be different from that of the opposite one, so that the higher is
the chirality (of either the object or that of the light), the greater will be this effect∗∗.
Since the physical object is generally regarded as a fixed piece of the system, all the
available degrees of freedom shall depend on the chirality of the input light. This directly
leads us to the notion of optical chirality, which, roughly speaking, assigns a numerical
value to the optical field that quantifies how twisted it is. For the particular case of
EM plane waves, the paradigmatic example of chiral light is related to states of circular
polarization, so that left- and right-handed circular polarizations will display opposite
chiralities. Although at a first glance the chirality can be thought as a dichotomic feature
(namely, it might be either left or right, i.e., positive or negative), when it is related with
optical fields, it adopts a continuous character, thus quantifying not only the handedness,
but also its magnitude. In this manner, whereas states of linear polarization have a null
optical chirality (indicating that it is absolutely nonchiral), all the elliptical states, till
reach the circular polarization, will exhibit an increasingly higher chirality, in absolute
value. Hence, for EM plane waves, the highest chirality is reached for circularly polarized
light, i.e., the states located at the poles of the Poincaré sphere.
Beyond its practical interest as an useful tool for describing optical effects as the
aforementioned, the most remarkable feature of optical chirality relies on its fundamental
character. Indeed, this dynamical property is in turn a conserved quantity, and as
such, it encloses a symmetry of the system. This identification was originally realized
in 1964 by D. M. Lipkin [164], who demonstrated the existence of this and nine other
independent quantities that appeared to be preserved for any given EM field in free space.
Unfortunately, this finding was considered merely as an interesting mathematical exercise
of limited usefulness in physics, so that it was widely dismissed for a long time. This lack
of physical meaning was lifted only very recently, in 2010, in a seminal work authored by
Y. Tang and A. E. Cohen [64], where they proposed this quantity as a measure of the
handedness (or knottedness) of the streamlines describing highly contorted optical fields.
∗∗Notice that, although CD spectroscopy requires both the analyte and the light to be chiral, it should
not be misinterpreted to mean that the chiral response is only attained in such a particular situation.
In fact, near-field chiroptical responses can be found in each of the four possible situations categorized
in terms of the chiral symmetry of both the light and the matter, i.e., it can occur either when both
or neither the light and matter are chiral, or when only one of them (either light or matter) it is.
Whatever the combination chosen, all of these schemes are being customarily exploited to search for
ways to enhance chiral light-matter interactions [184].
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Figure 7.7: Metallic and high-index dielectric nanostructures used to enhance the chiral responses.
Just by taking a glance at the current literature on optics and nanophotonics, one
can realize that optical chirality is an active research topic that very often goes hand
in hand with plasmonics and metamaterials [184]. These kind of systems are actually
being regarded as the best-suited platforms for strengthening, and thus for investigating,
chiral light-matter interactions. Indeed, the surroundings of complex-shaped metallic
nanostructures allow for a strong light concentration at subwavelength scales (owing
to their plasmonic character), and, importantly, enable the possibility to achieve a
great spatiotemporal control of light-matter interactions (by properly engineering their
geometrical features, e.g., the size, the shape, or the orientation). This may lead to
sculpted and highly contorted three-dimensional EM field distributions, which, ultimately,
has been proven to be the main requirement for the occurrence of strong optical chirality,
and, consequently, for enhancing the chiroptical interactions. With this in mind, multiple
enhancement schemes have been proposed; from twisted structures, such as spirals or
helices, arrays of chiral and even achiral plasmonic nanostructures, to stacked planar
metasurfaces (Figure 7.7). Furthermore, more recently, there is a steadily growing trend in
using assemblies of high-index dielectric nanostructures in very distinct arrangements and
geometries (e.g., nanospheres, nanodisks, or bowtie-like structures), which are actually
revealing promising results in terms of the enhancement of near-field chiroptical effects.
Ultimately, all these approaches, either based on metallic or dielectric nanostructures,
have been strongly spurred on account of the early proposal of getting superchiral fields
in spatially accessible regions, in order to get high levels of resolution and sensitivity for
checking and characterizing the chirality of matter. In this regard, it should be noted
that, akin to the case of the SOI-based effects, the chiroptical responses resulting from the
interactions between chiral light and chiral matter (typically biomolecules such as sugars
or proteins, or artificial metamolecules at the micro or even nanoscale) are in general
extremely weak. Indeed, leaving aside the complexity that the experimental arrangements
might entail in themselves (thereby weakening the efficiency), this smallness is generally
attributed to the large scale difference (and the subsequent mismatch) between the
operational wavelength of the input light and the typical size of the chiral analyte.
Notwithstanding the foregoing, whatever the type of the medium or the material is, it
is very well known that the effects of dispersion and, consequently (in compliance with
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the Kramers-Kronig relations), the absorption losses, need to be accounted for, with
the only exception of the vacuum. These considerations are often neglected, presuming
media with an ideal lossless and/or dispersionless behavior. However, when matter is
nanostructured to achieve more complex behaviors, as for the case of metamaterials or
plasmonic nanostructures, the effects of dispersion and losses should not be disregarded at
all (even more by noticing that they are often regarded as the paradigmatic examples of
dispersive and lossy media). Hence, as with the energy, the optical chirality should also be
generalized to the case of arbitrary dispersive and lossy optical media, and this precisely
has been the matter of PAPER C; namely, a thorough derivation of the optical chirality,
extending it so as to include both dispersive and dissipative effects. Noteworthily, for
simplicity, as well as for constructiveness, the theoretical basis of this work has been relied
upon the most complete form of the conservation law for the optical chirality.
Thus far, most of the previous studies addressing the optical chirality and its interaction
with matter have been using the earliest definition originally derived for monochromatic
optical fields in free space. Despite having proved its usefulness in the experimental
assessment of CD spectroscopic measurements for the detection and characterization of
chiral biomolecules, its applicability can be certainly questionable beyond the simplest
case of the vacuum; even further when used for looking into chiral effects either in metallic
nanostructures or metamaterials. That in itself may be regarded as a sufficient reason for
wanting to address a generalization of such a quantity. Furthermore, recent advances
in nanofabrication are opening up new interesting possibilities for the experimental
measurement and investigation of dynamical properties such as the EM energy-momentum,
the optical orbital and spin angular momentum, and the EM helicity, so far only accessible
theoretically††. This fact has likely led to reexamine both the theoretical treatment
and the formulation of these dynamical properties taking into account their dispersive
features. Concerning the optical chirality, it should be noted that there have also been
few attempts to extend its original definition, for instance, to arbitrarily defined linear
media, to gyrotropic systems, or even to dispersive materials. Regardless of the debatable
accurateness in the realization of such endeavors (particularly as for the latter one, which
precisely dwells on dispersion features), one of the major remaining issues lies on the
existing loophole for including the contributions associated to the absorption losses. In
this respect, it is worth highlighting the following annotation pointed out in Ref. [190]:
«We have derived the electromagnetic helicity operator and density [...]
This quantity completes the set of dynamical properties of light in optical
media, including the Brillouin energy density, canonical momentum, and spin
[...] Our results can also be applied to systems with small losses or gain, by
considering only the real part of the permittivities and permeabilities, similarly
to the case of the Brillouin energy density. However, the extension of the
present formalism to highly lossy systems is an open task because of
the ambiguity in defining cycle averages with nonoscillatory fields».
††In this regard, it is noteworthy to draw attention on the aforementioned Abraham-Minkowski dilemma.
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Although this comment actually refers to the EM helicity, the fact is that such a dynamical
property is closely related with the optical chirality, and hence, it is also applicable to
it. In such a sense, this need for extending the formalism to highly dispersive systems
considering dissipative effects as well, is perfectly accomplished in our work. By the way of
an off-the-record note, it is worth pointing out that this paper concerning the helicity was
published just before than ours (though such a mention claiming for the inclusion of losses
were already appearing in a second submission of its preprint version posted in arXiv),
when we were already working out the formulation for the optical chirality considering the
inclusion of lossy media. Certainly, and despite the own theoretical interest that our work
may have, this statement coming from widely recognized authors in the field could have
been quite relevant for catching the eye and proceed with the rapid acceptation of our
manuscript. Further, from a purely objective point of view, our outcomes show that there
are important differences in the optical chirality when comparing both the lossless and
the lossy approaches. Such deviations mainly occur at the anomalous dispersion region,
i.e., the spectral range where the real part of the permittivity decreases abruptly (or, to
put it simply, near the resonance frequencies), and result into a strong enhancement of
the optical chirality density. This therefore underscores the important role played by the
absorption losses of a given medium in the analysis of the optical behavior by a dispersive
material, in particular, as far as the chiral light-matter interactions are concerned; for
instance, by suggesting the possibility of lossy-induced optical chirality enhancements.
Hence, a full description of optical chirality in dispersive media, extending it to account
for the medium’s dissipative effects as well would be highly valuable and enlightening
(from both fundamental and applied perspectives), and should be carefully considered.
There are many different ways in which one might want to conduct such a
generalization, either from phenomenological aspects (just by fitting experimental
outcomes or via arguments stemming from the chiroptical responses), or directly through
an entirely theoretical analysis. The latter was the approach we followed out, specifically,
by taking advantage of the underlying mathematical structure of the corresponding
continuity equation (or conservation law) for the optical chirality. Notice that just as
much the energy, the linear momentum, the angular momentum, or the helicity, optical
chirality is also a conserved quantity for free-space EM fields. Upon this basis, we worked
out on the most complete form of the continuity equation for the optical chirality, without
any restrictions on the nature of the medium. From this, and building on previous
approaches addressing the EM energy density considering dispersion as well as dissipation,
we put forward an alternative derivation for the optical chirality density in dispersive
media, distinguishing between the lossless and lossy cases. Remarkably, our description
is completely general (it is valid for arbitrarily varying radiation fields, and could be
applicable to any kind of medium) and perfectly consistent with that originally introduced
for EM fields in free space.
In order to avoid misleading outcomes when including the dissipation, the analysis of
the local dynamical properties (in this case the optical chirality) is to be carefully carried
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out from a material standpoint. This should be made out by means of the corresponding
dynamic equations characterizing the polarization and the magnetization fields, that
ultimately lead to additional terms which must be explicitly accounted for. Thus, even
though our goal was an approach as general as possible, just like with the EM energy, the
general expression for the optical chirality density in lossy media will crucially depend on
the specific features of the model characterizing such a medium. For practical purposes, we
focused on the treatment originally outlined by Loudon for the energy [231] (considering
an absorbing classical medium with a single resonance frequency), which was afterward
extended by many other authors to account for dispersive magnetic permeabilities [232], as
well as for the possibility of multiple resonance frequencies describing interband transition
effects [212]. Hence, the only restriction we need to impose relies on the characterization
of the material parameters, which must be fitted by Lorentzian line shapes (i.e., it should
be able to be described as a combination of Drude and Lorentz oscillators).
As pointed out in the original work, the possibility for such a characterization (along
with the mathematical structure of the continuity equation), turned out to be key point to
derive the most general expression of the optical chirality density in dispersive and lossy
media. Still, we would like to remark that, regarding the EM energy in dispersive and
lossy media, non-Lorentz-type dispersions have also been considered [197]:
«It has been pointed out, if the medium has finite power loss, it
is impossible to define the energy density uniquely if we do not
have a microstructure model of the material. With the microscopic
models of the electric and magnetic constituents of the medium, the dynamical
behaviors of the corresponding electric and magnetic dipoles can be predicted,
and the energy stored in the medium can be correctly evaluated. In the
literature, several dispersive media with different microscopic dipole models
have been considered. The simplest one is an absorptive classical
dielectric (Lorentz dispersion) with a single resonant frequency. This can
be generalized to the case that both the permittivity and the permeability have
Lorentz-type dispersions. Non-Lorentz-type dispersions have also been
considered. For example, in the wire-split-ring resonator (SRR)
metamaterial medium [...]».
Something similar was also claimed by Tretyakov [195]:
«If the material has considerable losses near the frequency of
interest, it is not possible to define the stored energy density
in a general way (more precisely, it is not possible to express that in
terms of the material permittivity and permeability functions). Knowledge
about the material microstructure is necessary to find the energy
density, and this problem is far from trivial. Attempts to derive a general
expression in terms of the effective parameters may give negative values of
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the stored energy. In the literature, the energy density expressions
for lossy dispersive media have been derived only for some special
cases: for an absorbing classical dielectric (Lorentz dispersion)
with a single resonant frequency and for the case where also the
permeability obeys the same dispersion law as the permittivity [...] the
energy density in lossy dispersive media are different for media with different
microstructures, which means that specific derivations must be done for
each specific material».
Furthermore, as pointed out by Semchenko et al. [308]:
«[...] For artificial materials based on metal or dielectric inclusions of
various shapes, called metamaterials, absorption can be neglected when the
operational frequency is far from the resonant frequencies of the inclusions and
from the lattice resonance if the material is periodic [...] If the material
exhibits considerable losses near the frequency of interest, it is not
possible to define the stored energy density in a general way, i.e., to
express that in terms of the material permittivity and permeability functions.
Only if the internal structure of the medium is known and a specific
dispersion model (like the Lorentz or Drude dispersion) is applicable
is it possible to define and find the stored reactive energy in terms of the
dispersion model parameters (the resonant frequency or the plasma frequency
as well as the damping factor) even if losses are significant [...]»
Of course, all these arguments would also be applicable to our approach dealing
with the optical chirality density. Nonetheless, it is worth noticing that, although our
analysis is indeed limited to the particular case of materials that can be characterized
by Lorentzian line shapes, such a multi-resonant Drude-Lorentz model has been proved
to fit very well with experiments, and so, it can be regarded as a generic approach for
characterizing the electric (and the magnetic) response of any arbitrary optical medium.
Accordingly, the analytical and closed expression derived in our original contribution
provides the most general definition for the optical chirality density in lossless and lossy
dispersive media, thus being applicable to any frequency, bandwidth, and material system,
including dielectrics, semiconductors, as well as highly dispersive material systems such
as metals (or plasmonic nanostructures) and metamaterials. It is in this sense that it
may be regarded as completely general, as it may provide a description as accurate and
reliable as needed.
All along the whole exposure of this work, we have always kept in mind the classical
development for the EM energy, whose conservation is dictated by the very well-known
Poynting’s theorem. For our purposes, it has served as a guideline for mathematics and
also for the interpretation when addressing the optical chirality density, specially with
regard to the source-like contributions, since its physical meaning in such a case may not
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be so obvious (in comparison with the energy). Notice that, even though this matter
may seem somewhat trivial at a first glance, simply the fact of considering EM waves
propagating through a dispersive medium poses a challenge, making the mathematical
treatment much more complicated, and, at the same time, tremendously enriching the
physics. Good evidence of this is the considerable number of papers on this issue that
still continue being published nowadays in renowned journals, wherein it is discussed and
reexamined both the fundamentals and the interpretation of the EM energy density in
dispersive media. This renewed interest in such seemingly basic aspects has likely been
fostered by recent progresses on left-handed materials, and metamaterial photonics in
general. Furthermore, by including the presence of a material system, the analysis of the
continuity equation reveals the appearance of additional source-like terms describing the
loss (or gain) rates. Remarkably, whatever the dynamical property is concerned, these
contributions are important because enable one to get deeper insights into fundamental
aspects of light-matter interaction [219, 220]. For example, in the familiar case of EM
energy, the term J ·E is directly related to the power lost (or the work exerted) by the EM
fields on the sources. However, in the optical chirality case, the physical significance of its
associated source-like terms is not so obvious, thereby limiting to some extent the concept
of source (or sink) of optical chirality and thus hindering a proper interpretation. An
in-depth understanding of the meaning and the physical implications of these contributions
remain as yet unclear and would deserve further efforts. Finally, it is also worth to be
mentioned the controversial debate currently existing around the meaningfulness and the
differences between the EM helicity and the optical chirality [187, 309–311]. It is quite
possible that a complete approach relying upon the role played by the material absorption
losses may shed some light on the solution of this and many other intriguing questions.
Undoubtedly, the research area concerning the optical chirality and chiroptical
light-matter interactions is currently attracting a great deal of attention, from both
fundamental and applied viewpoints, and even beyond the optics and nanophotonics.
Yet, in contrast to well-established techniques for sensing or spectroscopy, such as the
SPP-based sensors or the Raman spectroscopy, there have not been previous attempts
(or at least, to be more precise, if any, they have been very scarce) for carrying out
chiral spectroscopy in a photonic integrated platform, being so far most of the chiroptical
experiments and applications performed by means of free-space excitation and detection
arrangements. Motivated by the current trend toward a full-integration of multiple
optical devices and instruments, in PAPER D we explored the possibility to generate and
convey (enhanced) optical chirality through EM guided modes supported by all-dielectric
integrated photonic waveguides. Ultimately, the main goal was to assess its potential for
conventional chiroptical functionalities, such as sensing, spectroscopy, or enantioselectivity,
from a lab-on-a-chip perspective. While essentially keeping the same working principle
as the prevailing free-space approaches, besides the miniaturization, the integrated-like
proposal brings forth many practical advantages, mainly if realized onto silicon-based
platforms compatible with standard CMOS technology: low-cost and large-volume
production, massive parallel detection, repeatability, portability, or integration with
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electronics, among others. Thus, in addition to expand the portfolio of spectroscopic
techniques in integrated photonic platforms, the presented approach holds the promise
for a more robust and simpler fabrication and implementation, displaying a performance
(given via the dissymmetry factor) comparable to (and even better than) those already
reported from free-space schemes.
Unlike all the previous works conducted throughout this thesis, mostly based on
analytical models, in this case the study to test the feasibility of chiroptical applications
in integrated platforms has had to be necessarily carried out by means of numerical
simulations, for which, we have made use of the commercial 3D full-wave solver CST
Microwave Studio. Despite the large amount of options that are available, unfortunately
CST does not allow to model a chiral medium, namely, it does not enable the
implementation of constitutive relations such as those enclosed by the Born-Kuhn model.
To settle this issue, we chose to consider a metallic nanohelix. All along this work such
a structure has served as the chiral sample to probe the chiroptical interactions. As can
be found all over the literature, such a consideration is helpful and customarily embraced
in order to mimic the enantiomeric behavior of the sensing target (typically chiral
biomolecules). In this regard, it should be noted that the fact that the probing sample
has been modeled as a metal is merely for simplicity, so as to enhance the outcomes.
Indeed, due to its opacity (in comparison with a dielectric scatterer), the chiral scattering
and/or absorption (notice that the absorption should be taken into account only when
considering a lossy material) by a metallic structure provides a clearer differential response
from left- and right-handed circularly polarized guided modes (CPGMs). In a real chiral
spectroscopy system, though, one may have to deal with a bunch of chiral molecules
placed in the active region (i.e., the region in which the chiroptical interaction takes
place). At any rate, they will show different absorption for each handedness, which would
also result ultimately in a different transmission of the optical power. In this sense, the
chiroptical behavior of the system should be essentially the same no matter which kind
of object we place in the sensing region (either dielectric or metallic structures, or just
chiral molecules), as long as it has a chiral response (for further details on this issue
see, e.g., Refs. [292–294]). So, even though metals exhibit radically different properties
when compared with dielectrics or biomolecules, in this work we are only concerned about
the differential response for each handedness, which is what we want to show in our
guided system. In this respect, notice that, in order to perform an accurate comparison
with a realistic situation, one would have to consider not a dielectric single helix, but
a chiral medium (with the corresponding constitutive relations), so that the chirality
of the matter accounts for the averaged response over many molecules randomly orientated.
Continuing on the discussion about the modeling of the helix it is worth remarking
that, by all the means, all the particular considerations has been aimed at providing an
approach attempting to achieve a good trade-off between simplicity and generality. In this
vein, the election of a helix has been simply based on the fact that it is often regarded as
the prototypical example of chiral object (in fact, resembling the shape traced out by the
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incident field
longitudinal field component
of the evanescent wave
Figure 7.8: Analogy between the integrated approach showing optical chirality induced by
evanescent fields neighboring waveguiding structures (on-top configuration), and the free-space
scheme proposed in Ref. [285], exhibiting high optical chirality over a large volume within the helix.
circularly polarized light when evolving over time). Likewise, to be constructive in our
analysis, this structure has been first modeled as a perfect electric conductor, so that the
chiral interaction is only due to the geometrical aspects and the influence of dispersion
or absorption effects can be neglected. As it is pointed out in previous works, on which
we actually inspire this working strategy (see, e.g., Ref. [300]), this prior consideration
allows us to gain general insights for understanding the chiral behavior of the helix in
itself, wherein the dominant response should be just due to the chiral-shape dependent
scattering. Furthermore, with regard to the helix structure, it is important to note that
it merely acts as a chiral sample. Still, in view of the corresponding chirality maps
obtained, the nanohelix could also be considered as a kind of chiral enhancer‡‡. In fact,
it can be observed a clear similarity between the EM field distribution associated with
the «on-top configuration» (in particular by looking at the longitudinal field component
of the evanescent tail of the CPGMs), and that resulting from the arrangement proposed
in Ref. [285], in which the optical chirality is longitudinally confined in the center of the
helical structure (Figure 7.8). In this manner, along with the improved and simpler version
of this helical structure outlined in Ref. [300], the integrated approach might lead to a
more straightforward way to get large areas of enhanced chirality for practical applications.
Regarding this «on-top configuration», in which the optical chirality is induced by the
evanescent field neighboring the waveguide, it should be noticed that the fact that the
guided modes have an evanescent tail (as a result of the evanescent decay of the optical
field in the waveguide core surroundings) does not translate into energy losses at all. On
the contrary, the dielectric waveguides we use are theoretically assumed to be lossless.
A small amount of losses may arise in real waveguides as a result of etching-induced
roughness in the lateral sidewalls. However, in silicon nitride technology, actual fabrication
processes enable propagation losses as low as 5.5 dB/m at telecom wavelengths [279].
Indeed, the strong current interest in SiN waveguides for multiple purposes (ranging
from Brillouin lasers to micro-combs for LiDAR applications) will surely lead even to
lower propagation losses as a result of the improvement of the fabrication processes. This
means that we can ensure on-chip propagation distances above several cm with negligible
‡‡Notice that we are not taking into account the feasibility neither of its fabrication nor the realization.
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losses, with the corresponding chiroptical interaction taking place over the whole distance.
Perhaps the losses can be a little bit higher at smaller wavelengths, but still cm-scale
propagation with negligible losses is completely realistic in SiN chips.
An important consideration that is in a way related to this work concerns the
relationship between the circular dichroism (CD) and the dissymmetry factor (g). In this
regard there exists a very common misunderstanding which was likely introduced in the
field of chiral light-matter interactions by Tang and Cohen in their seminal article [64]§§.
As far as the circular dichroism is concerned, it should be noted that it is strictly defined
as CD = A+ − A− [170]. On the other side, the dissymmetry factor usually reads as
g = (A+ −A−) / (A+ +A−). In the case of a pure plane wave excitation (and assuming
a non-structured environment), (A+ +A−) is a constant, and so, CD can be considered
to be proportional to g. In any other case, both A+ and A− are quantities depending
on the position, and thus, (A+ +A−) ceases to be a constant, thereby breaking the
aforementioned proportionality between CD and g. Nevertheless, it can be proved that
the CD signal of small molecules in the presence of structured environments is proportional
to the local density of optical chirality C¶¶. In those scenarios, it can be shown that g,
when modified by the structured environment, may be used to quantify some other
interesting properties such as the efficiency of enantiomeric separation for photolysis or
photoionization processes [252].
Despite their undeniable importance and interest, a more in-depth analysis of these
issues lies beyond the scope of our work. We have merely introduced the dissymmetry
factor in order to provide a standard metric with which to perform a quantitative
analysis and a fair comparison between the different scenarios that we have proposed for
chiroptical applications in integrated photonic platforms. Likewise, the expression of the
optical chirality has been simply used for mapping such a local dynamical property in
the different configurations, thus allowing for a more intuitive description illustrating the
strong enhancement in the chiral excitation of the nanohelix when its chirality coincides
with that of the input CPGM. Hence, our work is simply focused on the numerical
computation of the differential transmission of left (L-) and right (R-) CPGM, for a given
handedness of the chiral probe, to the subsequent evaluation of g, and the mapping of C
for each of the proposed schemes. Importantly, the characterization of the dissymmetry
factor that we did, was made via the transmissions through the output waveguides (instead
of the absorption rate), as they are the easiest signals to be obtained both in integrated
§§Indeed, apart from this, it is noticeable that there exists a generalized set of misconceptions (or
perhaps, more precisely, a lack of common agreements) surrounding many chiroptical-like issues; in
particular, those related with the more convenient way for performing such measurements, about the
corresponding definitions involved on it, or even on account of their right physical meaning (e.g., when
comparing the optical chirality with the electromagnetic helicity).
¶¶As shown in Ref. [252], owing to the electric field enhancements at resonance, the local enhancement
peaks of C/CCPL (and consequently that of CD signal, CD/CDCPL = C/CCPL) are slightly
wavelength-shifted from those of g/gCPL. This prevents the, up to now assumed, universal proportionality
between g and CD, via C; at least in structured environments.
GENERAL DISCUSSION OF RESULTS. OPTICAL CHIRALITY 195
optics experimental setups, as well as from our numerical solver. This is the manner
in which we show of the possibility to get chiroptical responses enabled by all-dielectric
waveguides in integrated photonic systems.
With regard to the controversial definition of the dissymmetry factor, as pointed out
above, it is worth stressing that there exists a generalized lack of agreement. Indeed,
apart from the original derivation by Tang and Cohen [64], going from the familiar Kuhn’s
dissymmetry factor, g ≡ 2 (A+ −A−) / (A+ +A−) (yet canonically expressed through the
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In addition to this, Hendry and coworkers [171] “evaluate the strength of the chiral
interaction with the adsorbed molecular layers by estimating the dissymmetry in the effective





Still, though not canonical, much more common is the characterization of g in terms
of the differential transmission of both polarizations, R- and L-CPL. In this regard,
Schäferling et al. [177] stated that:
«[...] By now, the most common method to detect the handedness of chiral
molecules is a circular dichroism measurement. With this method, one
illuminates the sample with left- and right-handed circularly polarized light and
detects the difference signal of transmission or absorption [...]».
Furthermore, according to Yin et al. [297], this consideration might also be applicable
to the definition of CD (in such a case is often referred to as the circular dichroism in
transmission CDT ):
«[...] The CD spectra for D- and L-enantiomer are exactly mirror symmetric
to each other. It is clear how the signs of the CD peaks are determined.
Evaluating the expression ∆T = TR − TL for the D-enantiomer, one obtains
a negative sign of the CD peak at 1250 nm and a positive sign for the peak at
1350 nm with a zero crossing at 1300 nm. Similarly, the L-enantiomer exhibits
the opposite behavior due to its switched modes [...]»
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Therefore, as can be seen, there exists a large list of references using indistinctly both g
and CD (expressed either in terms of absorption, A±, or transmission, T±, and in several
functional forms), for describing the asymmetric chiroptical response of chiral matter.
All in all, none of the above expressions are absolute, and all of them are susceptible
to critics. For instance, Eq. (7.1), which is the main finding of the celebrated paper by
Tang and Cohen (setting down a proportionality between the chirality of the matter and
that of the optical field), has been widely questioned by many (see, e.g., Ref. [173]). On
the other side, Höflich et al. [290], put into question the usual definition,
gT =
2 (TRCP − TLCP)
TRCP + TLCP
, (7.4)
on account of a “contradictory physical meaning”. Rather, they propose the following:
g1−T =
2 (TRCP − TLCP)
2− TRCP − TLCP
, (7.5)
claiming that
«A generally strongly absorbing material with a small difference in
transmission for LCP and RCP incidence provides larger values of gT than
a material with the same asymmetry (TLCP − TRCP) but weaker polarization
independent absorption. As a consequence, the definition gT achieves its
maximum value of 2 not only for maximally EM chiral objects but also
for objects with a strong achiral absorption background and/or polarization
conversion (e.g., TLCP = 0.1 and TRCP = 0)».
However, this issue can be easily rebutted going to the opposed situation (which is indeed
much closer to our case), considering objects with weak achiral absorption background
and/or polarization conversion (e.g., TLCP = 1 and TRCP = 0.9).
Regardless of the discrepancies for setting a unified definition of the dissymmetry factor,
there should not be any problem on it (once an appropriate criterion is set and specified),
since all of them, ultimately, attempt to provide the same meaning, i.e., establishing
a metric (absolute or relative) to quantify the efficiency of the asymmetrical response
(expressed in terms of differential absorption, transmission, or extinction) due to the
chiroptical behavior of the system. In this regard, it turns out to be interesting the
insightful perspective offered by Kramer and coworkers [176]:
«[...] the local optical chirality C(r, ω) is proportional to the absolute
chirality-induced signal in a spectroscopy experiment, that is, C is responsible
for the absolute signal difference between measurements of systems with
opposite chirality [...] In some cases, one may be interested in the
relative, rather than the absolute, signal difference, in which case one
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has to normalize the obtained signal difference with respect to the absolute
(chirality-independent) absorption signal. The resulting quantity, often called
dissymmetry factor g, is responsible for the signal contrast [...]»;
«[...] For practical reasons, one has to decide carefully whether the absolute
or the relative signal is the relevant quantity. Hence, for applications
of molecular chiral sensing or spectroscopy, one should analyze in
addition signal-to-noise ratios to find “optimal” external driving fields, and very
likely one should be interested in the right balance between absolute chiral
signal strength and contrast [...]».
Reaching a general consensus would be certainly important in order to make fair,
reliable, and straightforward, the comparisons among different results, e.g., as done
by Höflich et al. (see the Supplementary Material of Ref. [290]). Notwithstanding
that, this would only be possible for systems under the same conditions. For instance,
free-space and waveguide excitation (and read-out) are extremely different techniques,
so a comparison between them may result meaningless. Remarkably, the efficiency of
excitation in a free-space approach is directly related to the ratio between the beam
waist and the nanostructure size. In other words, the total amount of chiral absorption
induced on a CPL beam will depend on how much light are we able to focus on the
nanoparticle. In this sense, our «in-gap configuration» could be understood as identical to
a free-space approach in which both illumination and read-out of the response of a single
nanostructure is performed using very-high NA objectives placed in the near-field. In
such a case, the input objective would produce a diffraction-limited hot-spot to illuminate
the nanostructure, as our SiN waveguide end does. Yet, on the other hand, it is difficult
to relate the «on-top configuration» with a free-space system, since it is not possible that
light propagates with a waist around λ/2 over great distances so that the evanescent tails
can be put in contact with the chiral nanostructures (or molecules).
Finally, it is worth remarking that the structure considered all along the manuscript
(i.e., the metallic nanohelix) is merely regarded as a chiral probe. We do not attempt to
provide a thorough analysis of its chiroptical behavior nor finding its optimal performance
for the present integrated approach, which would deserve further efforts far beyond the
aims of the present work (and may be the topic of future research). Nonetheless, for our
purpose of showing the viability of this integrated approach, the choice of the helix has two
significant advantages related to each other. The first is that, according to Woźniak and
coworkers [289], analyzing the chiroptical response of a single plasmonic nanohelix from a
multipolar decomposition, it can be observed that:
«[...] the optical response of the fundamental resonance has contributions
from dipole and quadrupole moments, but it is dominated by the
dipolar response [...]»
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«[...] the optical response of the nanohelix is dominated by
the two dipoles. Our multipolar analysis indicates also the presence of
electric and magnetic quadrupoles. However, their contribution and the
contribution of other higher order multipoles can be neglected because
their strength is several orders of magnitude smaller than the dipoles. A similar
dipole-dominated chiroptical response of a two-loop helix was recently reported
by Fruhnert et al. [...]»
This means that the familiar definition of the dissymmetry factor provided by
Tang and Cohen, i.e., Eq. (7.1), whose derivation relies upon the dipole approximation,
turns out to be applicable to our chiral sample. This allows us to make a fair comparison
with many other examples of chiral structures studied elsewhere. Secondly, and more
importantly, since there are a large number of studies devoted to analyze the chiroptical
behavior of metallic nanohelices excited with circularly polarized plane waves, it is
quite straightforward to compare our results with those found in the existing literature
(see, e.g., Refs. [282–289]). Of course, it should be noted that, so as to get unbiased
results, special care is to be taken in considering the same definition for the dissymmetry
factor. In this regard, there is a very complete and updated overview table of the achieved
values of the dissymmetry factors in the Supplementary Material of Ref. [290]. There, it
is presented a wide set of both theoretical and experimental values of the dissymmetry
factor (considering different definitions) for either dielectric or metallic helices found out
by many authors.
Thus far, many of the topical works on optical chirality have striven to enhance the
chiroptical responses locally through scattering by either metal or high-index dielectric
nanoparticles. In such cases, the enhancement of the optical chirality density (and/or the
CD signal), is achieved by considering the so-called surface-enhanced approaches [240,312],
which essentially rely on the interference between the incident and the scattered EM fields.
This leads to enhancements of the electric and magnetic fields that increase the optical
chirality density, but only within relative small active regions. In most of these cases (if
not all), the external source of excitation are generally considered to be freely propagating
plane waves. Our two contributions on this matter ultimately show that it is possible to
achieve a global enhancement of the chiroptical interactions by directly engineering the
optical behavior of materials (setting the operational bandwidth around the anomalous
dispersion region), and that this could be perfectly attainable in integrated platforms.
The following original contribution highlights the main insights concerning the second
part of this thesis. In particular, it mainly focuses on results from the former work
(PAPER C), referring to a theoretical generalization of the optical chirality for any
arbitrary optical medium.
PAPER F
Optics in 2018: Generalizing Optical
Chirality to an Arbitrary Medium
Opt. Photonics News 29, 39 (2018)

Generalizing Optical Chirality to an Arbitrary
Medium
J. Enrique Vázquez-Lozano and Alejandro Martínez
Nanophotonics Technology Center, Universitat Politècnica de València, Camino de Vera s/n,
46022 Valencia, Spain
Chirality, the “handedness” or sense of twist seen in natural systems, is everywhere–from
organic molecules such as sugars or proteins, to the shapes traced out by spiral galaxies.
Not only physical objects but also electromagnetic waves can exhibit chirality; this
fundamental property of light was originally proposed in 2010 as a measure of the
handedness, or knottedness, of the streamlines describing optical fields in free space [1].
Shortly thereafter, chirality was used in circular-dichroism spectroscopic measurements for
the experimental detection and characterization of chiral biomolecules [2], thus confirming
its physical significance and feasibility for practical applications such as drug development.
The occurrence of strong optical chirality relies on the complexity of the
electromagnetic-field distribution. Metallic nanostructures have been regarded as
the best-suited platforms for investigating chiroptical effects, and recent advances in
nanofabrication have resulted in nanostructured metamaterials and plasmonic system
that tremendously boost chiral light-matter interactions. Surprisingly, however, the
chiral medium’s contributions to dispersion and dissipation have mostly been ignored.
Instead, the original definition derived for vacuum is commonly applied [1], even when its
applicability is highly questionable.
Motivated by recent theoretical results regarding the conservation laws of several
dynamic properties in dispersive and lossless media [3,4], we have generalized optical
chirality, extending it to include the medium’s dissipative effects as well [5]. We first
examined the most complete form of the conservation law for the optical chirality, without
any restrictions on the nature of the medium. Then, taking into account the underlying
mathematical structure of the continuity equation, we were able to identify a general
expression for the optical chirality density both in lossless and lossy dispersive media.
We found that both approaches yield similar results, but that they differ significantly
in spectral regions with high absorption and anomalous dispersion. This fact should be
carefully accounted for and examined in experiments considering chiroptical interaction
between light and metamaterials or plasmonic systems.
Chirality occupies increasing importance not only in optics and nanophotonics, but
also for the much broader world of physics, chemistry and biology. We believe that our
findings may pave the way for the development of advanced chiroptical applications, such as
enhanced enantioselectivity and the detection and characterization of chiral biomolecules
in lossy dispersive media.
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Figure F.1: Left: Conceptual illustration of optical chirality through a lossy dispersive medium.
Right: Comparison of dispersion-dependent optical chirality density for silver and silicon, assuming
lossless and lossy dispersive media. Anomalous dispersion spectral ranges are shaded for clarity.
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Chapter 8
Conclusions and Outlook
Yes, yes, I see it; a huge social activity, a powerful
civilization, a lot of science, a lot of art, a lot of
industry, a lot of morality, and then, when we have filled
the world with industrial wonders, with large factories,
with paths, with museums, with libraries, we will fall
down exhausted near all this, and it will be, for whom?
Was man made for science or science made for man?
Miguel de Unamuno – Tragic Sense of Life
8.I Main Conclusions
First and foremost, this thesis comes to stand out the high value of wondering over
and over again about the very basic fundamentals, thereby putting the emphasis into the
suitability of the posited questions in addition on the own outcomes∗. This is somehow in
line with the insights outlined at the beginning of the introduction chapter, spotlighting
the importance of looking further into the bottom. Besides being enlightening and
enrichening, such a stance is highly appropriate at the very beginning stages of a research
career (such as they actually are the doctoral studies), as it also confers to it an additional
pedagogical value. Indeed, regardless of the specific matter that one may have in hand
(and irrespective of whether it could be either theoretical or experimental), an approach
focusing on the very basics would allow one to set down a solid and self-consistent
background on which to underpin, build up, and inspire further research in future stages.
Customarily, reaching a comprehensive understanding of a given matter, whatever
it is, sometimes does require to reconsider it again and again. Eventually, a more
in-depth analysis might also involve a thorough and careful review of early works, which
frequently include some assumptions or key details that, by any reason, might have been
unnoticed. Even so, it very often happens that the most basic foundations turn out
∗In order not to be misunderstood on this consideration, let me clarify that, of course, and in any case,
the outcomes are really the pursued goal. However, by this statement, the intention is to underline the
high value that in themselves may have the “well-formulated” questions, and the hard task of searching for
and finding them. This is indeed something that, although sometimes appears to be somewhat underrated,
is really essential when aiming to undergo a sound research work.
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to be either disregarded or simply obviated, as if they really were an absolute truth.
Obviously, this reflection goes beyond the routinely prospecting task aiming to find out
the precise way to conduct a specific calculation, development, or realization, that may
rely upon certain fundamentals to address a particular issue. By this, I actually mean
to refer to the search of general and far-reaching responses to original groundbreaking
questions, so that they may lead to the introduction of new paradigms, approaches, or
even to an integral overhaul of a given matter. In this regard, I would venture to claim
that, broadly, and only with few exceptions, there seems to be a sort of generalized
reticence to dig deeper into the ground of the very basic fundamentals. Almost in all
likelihood, these misgivings may be due to one (or a linear combination) of the following
lingering hesitations, namely, about whether the matter under consideration could has
already been undertaken, whether it actually has actual relevance on the current scientific
landscape, whether it could lead to enough satisfactory conclusions, and very especially,
as for the possible applications to which it could give rise in short term. Indeed, quite
often one tends to think that if a matter looks either too basic or evident (as might
be thought to be the fundamentals), it should be something that either it has already
been solved (or, at least, addressed), it is irrelevant (or rather trivial), meaningless, or
is simply useless from a practical standpoint†. Yet, it does not need to look far to find
examples underscoring that this does not have to be necessarily so at all (at least not
always). In fact, already within the context of nanophotonics there is a considerable
number of cases showing it. In a very clear manner (but not limiting to these), one
can find the daring proposal by Veselago of considering media with negative refractive
index (something that a priori should be a nonsense); the Abraham-Minkowski dilemma,
illustrating that there may still be a controversial discussion around a longstanding
concept such as the linear momentum (something that might seem quite trivial); or the
own revisitation of the Lipkin’s work by Tang and Cohen, that finally led to endow the
zilches of the electromagnetic field with a worthwhile physical meaning (something that
at first was regarded as futile), thus giving rise to what we now know as the optical chirality.
From a humbler perspective and pursuing much more modest goals than those just
sketched out in the above examples, throughout this thesis, and very especially in the
works dealing with fundamental aspects, we have embraced this approach of raising basic
issues such that may bring forth general outcomes; in this case, as far as the spin-dependent
optical phenomena are concerned. Specifically, regarding the SOI of light, from the simple
question of why it is a phenomenon that may only occur at the nanoscale (a feature that has
been widely obviated), we have generalized completely one of the most insightful examples
of SOI-based effects: the spin-controlled unidirectional excitation. On the other hand, the
subtle realization that the optical chirality was being systematically considered improperly,
or at least, incompletely (disregarding dispersion and absorption), led us to work out a
theoretical generalization so that it could be applied to any arbitrary medium. On this
basis, we were able to adequately investigate the feasibility of generating and conveying
chiral light through integrated photonic platforms as well as its potential for applications.
†These have certainly been the major internal struggles I have had to face all these years of research.
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In a little more detailed manner, and by way of a final overview, here below we
recapitulate the main results of this dissertation (paper by paper), in connection with the
objectives outlined at the end of the introduction chapter:
• The aim of PAPER A has consisted in linking analytically the optical SOI with the
nanoscale. In the light of what can be found in the existing literature on this topic,
such a link is a characteristic feature that, even though has been widely assumed,
it has not been rigorously demonstrated‡. In this respect, our work provides a
suitable theoretical framework able to explain the main features of intrinsic SOI
of light. This is essentially performed just by taking into account the so-called
factorizability (or separability) condition, which accounts for the mutual influence
between the state of polarization (spin) and the propagation (orbit) of light§. In
accordance with such a condition, and building upon an analytical approach based
on the formalism of the vector spherical wave functions, we unravel the existence
of a term, referred to as the SOI-term, that prevents such a factorization and
bears out a number of dynamical characteristics underlying the occurrence of SOI
of light at the nanoscale. Despite its simplicity, our analytical treatment gathers
together the overall prescriptions of optical SOI, showing that it is a phenomenon
that naturally arises from the fundamental properties of Maxwell’s equations and that
necessarily appears at subwavelength distances. Besides allowing us to gain further
insights about the mechanism that leads to its classical emergence at the nanoscale,
the acquired knowledge can be used to unveil how to enhance its occurrence and
facilitate the observation of its stemming effects, which, inherently, turn out very
weak. Concretely, our study suggests that the manifestation of SOI-based effects will
become easier and sharper the higher is the multipolar order of the optical field.
• On the basis of the outcomes drawn from the above work, the purpose of
PAPER B (and its Supplemental Material) has been twofold. The first and most
evident was to show explicitly both the validity and the soundness of the conclusion
described just above, i.e., the ease for yielding and/or observing SOI-based effects.
To this end, we focused on the spin-controlled unidirectional excitation, an effect
that, in turn, relies on the spin-momentum locking¶. Thus far, most of the
contributions (either theoretical or experimental) on these matters have been limited
to deal with dipolar sources (electric, magnetic, or a linear combination of them),
so just by considering the quadrupole would have been sufficient to accomplish
our goal. Notwithstanding the foregoing, and for the sake of completeness, we
decided to go a step further raising a second aim: to develop a general and
systematic theoretical formulation to extend the near-field directionality beyond the
dipole approximation, namely, to electromagnetic multipole fields of arbitrary order.
‡At most, we found out some qualitative arguments claiming to identify and explain the emergence of
SOI of light from its effects (e.g., by means of an interplay between the angular momenta contributions).
§It is worth pointing out that such a factorizability condition was indeed the key point to carry out this
work, and, strikingly, it was already brought up in the seminal paper [63] (right at the second paragraph!).
¶Therefore, it can ultimately be interpreted as a manifestation of the quantum spin Hall effect of light.
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This was carried out from an approach based on the angular spectrum (ormomentum)
representation, which combines a relative mathematical simplicity with a valuable
physical intuition. Specifically, we derive an analytical and closed expression for
the angular spectra of multipole fields of any higher order, which, in a way, can be
regarded as a generalization of Weyl’s identity. From this main result, we look into
the spin-dependent near-field directional coupling (or excitation), and show that,
indeed, higher-order multipoles bring forward the following advantages:
– Longer spatial range for the near-field directional coupling;
– Enhanced contrast ratio between guided modes coupled to opposite directions;
– Increased number of degrees of freedom.
Hence, besides relaxing the proximity condition, the full consideration of higher-order
multipole moments gives flexibility and robustness, which ultimately translates into a
higher coupling efficiency. Noteworthily, all these features are considerably enhanced
as higher multipole orders are considered. Furthermore, the final results are presented
in a ready-to-use form‖, thus allowing for a direct and easy way to analytically design
nanoscale optical sources. This enables a considerable advance toward a full control
of spin-dependent near-field directionality, and opens up interesting perspectives for
engineering light-matter interactions in nanophotonics and quantum optics.
• On another front, the aim of PAPER C (and its Supplemental Material) has been
to provide a generalization of the optical chirality that accounts for both the effects
of material dispersion as well as the absorption losses. Such considerations have
mostly been disregarded, and it is indeed a common practice to apply the definition
originally introduced for optical fields in vacuum to any kind of medium, even when its
applicability can be highly questionable. This is the case of plasmonic structures and
metamaterials (often regarded as the paradigmatic examples of dispersive and lossy
media), which are customarily being used as the mainstream platforms for enhancing
the chiroptical interactions∗∗. Motivated by this practical need, and inspired by
the latest theoretical generalizations of other dynamical properties to dispersive and
lossless media, we carry out the corresponding re-derivation for the optical chirality,
extending it so as to include dissipative effects as well. For simplicity, as well as for
constructiveness, we elaborate our treatment upon the basis of the most complete
form of the corresponding conservation law for the optical chirality. Specifically,
in order to obtain the general expression for the optical chirality density, both in
lossless and lossy dispersive media, we simply look into the underlying mathematical
structure of the continuity equation. Likewise, for the lossy case, the analysis is to
be carefully performed considering the dynamic equation of the polarization and the
magnetization fields, which are given by the Drude-Lorentz model. Despite being a
‖We provide an applet to compute and display directly the angular spectra of arbitrary multipole fields.
It is available online at https://doi.org/10.5281/zenodo.2677908.
∗∗More recently, assemblies of high-index dielectric nanoparticles (or nanostructures), in very distinct
geometries (or arrangements), are also being suggested as suitable systems to boost the near-field chirality.
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particular characterization, such a multi-resonant model has proved to fit very well
with experiments, being applicable to any frequency, bandwidth, and medium. Thus,
it can be considered as completely general, and, consequently, the resulting expression
for the optical chirality density too. Besides the inherent theoretical interest that in
itself may have a general and closed formulation of a fundamental property (as it is a
conserved quantity), this full description allows us to disclose the following features
appearing in spectral regions with high absorption and anomalous dispersion:
– There are important deviations between the optical chirality density obtained
from the lossless (Brillouin’s approach) and the lossy (Loudon’s approach) cases;
– The optical chirality density obtained from the lossy approach stays positive,
while that obtained from the lossless approach may also draw negative values;
– Peaks in the lossy approach coincide with the dips in the lossless one.
According to this, there are additional aspects that, from now on, should be explicitly
accounted for and carefully examined when analyzing chiral light-matter interactions.
• Finally, and completely independently from the above work, the goal of PAPER D has
been to investigate the existence of enhanced optical chirality in integrated photonic
platforms, as well as assessing its potential to perform chiroptical applications
such as chiral sensing and spectroscopy. Despite the enormous attention that
is lately engaging the research on this matter, thus far, most of the practical
approaches are being conducted by means of free-space illumination and detection
schemes, involving very sophisticated and sensitive arrangements. In this respect,
our integrated proposal has a twofold purpose: to show the feasibility of realizing
chiroptical applications in integrated platforms, so as to follow the trend toward
the miniaturization and integration of photonic devices, and pursue setups more
robust and simpler to fabricate. In contrast to all our previous works, this study has
been carried out by numerical means. Specifically, by considering common guiding
structures used in nanophotonics (the strip and slot waveguides), and, for simplicity,
a single metallic nanohelix acting as a chiral sample (which, for constructiveness,
is first modeled as a PEC, so that the interaction is only due to the geometrical
aspects), we simulated two configurations, referred to as the in-gap and the on-top
configurations. After that, we moved on to explore further considerations toward
more realistic and/or improved scenarios: considering a silver made helix; looking
into the slotted configuration; and examining the consequences of breaking the C4
rotational symmetry of the waveguide. For each configuration, we obtained the
transmission spectra, which display a very well localized chiral-like resonance, that,
in turn, translates into a peak in the dissymmetry factor. According to the results,
the performance of the integrated approach is comparable (and even better) to
that of free-space setups, retaining many important features for practical purposes
(enantiopure enhancement, tunability, switchability, and spatial accessibility), along
with the following benefits: low-cost and mass-volume production, portability, and
CMOS compatibility, among others. Therefore, this work allows us to suggest the
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possibility of expanding the current palette of applications in integrated platforms
by implementing chiroptical interactions, thus providing a good starting point that
lays the groundwork for further research in this direction.
8.II Future Work
In a direct manner, this thesis has merely allowed us to respond to a few issues (in a way,
it could be said that they are exactly four, one for each original contribution) whose main
implications has just been summarized above. Notwithstanding, given the generality of the
global approach, the accomplishments presented in this dissertation leave open the door for
further interesting research directions, not only for going forward, but also for reconsidering
and reexamining previously well-established statements in order to check their validity as
well as their accuracy. Here below we provide a short list briefly describing some of the
matters that might (and should) be undertaken in short (or mid) term:
• It is well known that, both in electronics and photonics, SOI of light is underpinned
by the geometric (Pancharatnam-Berry) phases [93, 94]. In fact, such a formalism
has been proven to be very useful for controlling the spin dynamics and, therefore, for
guiding light [313]. In this regard, it would be insightful to identify such a geometric
phase contribution within the analytical framework developed for understanding the
classical emergence of intrinsic SOI of light, and explore its possibilities, e.g., toward
an optical analogue to the spin-dependent topological phase transitions [314,315].
• It has been demonstrated that the spin-momentum locking is a phenomenon universal
to evanescent waves [101,103]. From Eq. (A.15), it could be envisaged an extension
for propagating waves. Thus, looking further into this outcome may be quite
enlightening, and shed new light upon the physics underlying this intriguing feature.
• Regarding the spin-dependent near-field directionality, the use of circularly polarized
dipoles affords two possibilities for coupling: to the right or to the left [102,132,133].
In the light of the extra versatility provided by the consideration of higher-order
multipole moments, it could be foreseen a rather straight upgrade of such a
phenomenon so as to achieve a kind of spin-controlled (coherent) multidirectional
excitation (coupling), which could be very useful toward the realization of all-optical
SOI-based logic gates. In this same line, it would still remain to numerically (and/or
experimentally) check our analytical results by considering realistic bulky scatterers,
as well as to extend the recently introduced approach for engineering the near-field
directionality to higher-order multipole fields [316].
• Overall, it should be convenient to reconsider many of the previous works on optical
chirality to account for (and/or identify) the contribution due to dispersion and/or
absorption losses. In this respect, it could be found, e.g., statements claiming that
«the optical chirality for a plane wave SPP is strictly zero» since H∗ ·E = 0 [82,274].
Yet, the new general expression [Eq. (C.17)] predicts that it is possible a nonzero
value (due to the material dispersion). This deserves further and careful investigation.
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• The fundamental result of the original paper by Tang and Cohen [64] concerns
the analytical relationship between optical chirality density (an abstract concept)
with the dissymmetry factor (a measurable quantity). According to their treatment,
such a proportionality (by the way, very contested on account of its unbounded
character [173]) relies on a derivation constrained to the dipole approximation. It
could be quite enlightening to extend such a treatment to higher-order multipole
moments in order to check whether such a relation still holds, or conversely, there
appear other terms (that, at any rate, would lead to enrich the underlying physics).
• There is a controversial debate around the meaningfulness and the differences between
the helicity and the optical chirality [187, 309–311]. In this regard, it is certainly
striking to note that the optical chirality is a local dynamical property defined
in terms of the fields, whereas its underlying symmetry lies on the potentials.
Conversely, the helicity is given in terms of the potentials, and its symmetry (referred
to as the duality symmetry [317, 318]) involves the fields [190, 319]. Likely, this
cross-correlation may entail and/or disclose fundamental features regarding such a
distinction, and it is quite possible that a complete approach relying upon the role
played by the material absorption losses may shed some light on its resolution††.
• Concerning the numerical research toward the realization of chiroptical applications
in integrated platforms, next steps should be aimed at optimizing the arrangement
and the dimensions, as well as at simplifying the measurement and enhancement
schemes. In this vein, a configuration that is currently being investigated consists
in a kind of integrated optical analog to the Stern-Gerlach [320, 321], in which
the chirality under study is that of a sample which is illuminated by a linearly
polarized light beam. In this case, the enantio-discrimination would be spatial-like
(by means of a set of antennas placed in front at right and left sides), thus having
the benefit of not requiring circular polarization; the chiral absorption of the circular
component matching the chirality of the sample should produce an unbalanced
angular momentum that would deflect the beam toward the corresponding side [322].
• For the sake of completeness, it would be worthwhile to extend this numerical study
from the simple consideration of a single metallic chiral scatterer to a chiral medium
(i.e., by implementing a chiral medium through the corresponding constitutive
relations, e.g., those given by the Born-Kuhn model [260]). In this way, one could get
a better assessment of its actual relevance in a more realistic experimental situation.
Even though it has not been mentioned, given that the entire work performed has been
theoretical, a remaining background task is, of course, that relative to the experimental
verification of each and every one of the matters discussed throughout this thesis.
††I admit that perhaps it may seem a nonsense but my conjecture at this respect is that, in the same
way that in the Dirac formalism the chirality and the helicity are distinct quantities only for massive
particles, their optical counterparts should be able to be distinguished only when including the presence
of absorption losses (which would act as a sort of mass, or resistance, that yield dissipative effects).
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8.III Concluding Remarks
Roughly speaking, the main contributions of this thesis can be summarized as follows:
an analytical demonstration showing the universality of SOI of light as a phenomenon
occurring at the nanoscale, two generalizations, concerning the spin-dependent near-field
directionality (beyond the dipole approximation) and the optical chirality (for dispersive
and lossy media), and the ascertainment of the viability for realizing chiroptical
applications in integrated photonic platforms.
There is no contribution more important than another. Even if it is true that the
fundamental work in PAPER A has been published in a rather modest journal (in
comparison with the rest of the contributions), and it was quite contested on account of
its seemingly triviality (as was pointed out by the reviewers), it was actually the work that
paved the way to move on toward the interesting possibilities successfully accomplished
in PAPER B, followed later by the highlight given in PAPER E. On the other side, with
regard to the contributions on optical chirality the situation is quite similar, but with
nuances. Once again, the fundamental contribution resulting in PAPER C was published
in a journal with, objectively, lower impact factor than the applied-like study provided
in PAPER D. Nonetheless, in this case it should be taken into account the extra allure
of publishing in a journal of long-established prestige as it is Physical Review Letters, to
what it should also be added the two acknowledgments by the Editors of APS and those
of OSA, this latter finally resulting in PAPER F.
Besides the generality, it is also worth mentioning the analytical character of the
obtained results (being also present throughout most of the developments carried out).
In this regard, apart from the fact that generality and analyticity are notions closely
tied to each other (in fact, it could be said that every general result is to be analytic,
though not necessarily so the reverse), it is also important to underline that, except in the
last study (performed by means of numerical simulations), by virtue of the analyticity,
the entire work of this thesis would have been possible without needing to use any
computational resource. Of course, and for obvious reasons (given the huge amount of
derivatives and integrals to solve), we made use of computers and software of symbolic
calculations (particularly, Wolfram Mathematica), but, in any case, the main resource has
simply been the own reasoning; along with a blackboard (unfortunately, it was actually a
whiteboard), and some (centi)liters of ink (which hopefully it would have been chalks).
Together with the generality and the analyticity, there is another last point that
should not be disregarded: the importance that have had the focus on the subtleties; even
though they may seem very trivial, or going against (or not following) the mainstream
current. Indeed, each of these two stances has been, in a way, embraced in this thesis
(mainly in the works about the fundamentals), and can essentially be regarded as the
seeds that have fueled the aforementioned generalizations. In this respect, I cannot refrain
from noticing the importance of a thorough reading task (without obviating the earliest
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works) for building a solid background. This is a triviality, I know, but still I would like
to emphasize once again that a comprehensive reading procedure has been crucial for the
realization of this thesis. Certainly, it was thank to this that we could readily find the
factorizability condition (set out at the beginning of the seminal paper on optical SOI),
and realize that a generalization of the optical chirality was a must (as may be indirectly
guessed from the original work putting forward this quantity). Likewise, it should be
noted that justly the only attempt with a view to minimizing this endeavor of reading
turned out to be a failure. I am referring to the work concerning the generalization of the
Weyl’s identity, wherein we realized that such a formula had already been found out, but
practically at the end of the investigation, so we had to restructure the original aim of
the work. This fact straightforwardly reflects the enormous benefit (regarding the time
expended vs. the quality of the work) that actually provides an intensive and extensive
reading process, and even more at the first stages of a research career. In this sense, it
comes to my mind the following quotation by Zeno of Citium: «We have two ears and one
mouth, therefore we should listen twice as much as we speak», what it could (and should)
be readily adapted to the scientific reading/writing process.
Finally, and to wrap up, one final remark. We are currently living in a time of
exacerbated production, consumerism, and hurry. Unfortunately, this is also impinging
on science. In fact, the scientific activity is lately being enveloped by the lush backdrop
of publishing as much and as rapid as possible, by all means in journals with impact as
high as possible, and, to a great extent, focusing on values such as the usefulness and the
applicability. Certainly, and this is purely a personal opinion, such stances (which, by the
way, seem to be on the increase) are, in my view, rather detrimental, both at individual level
and (perhaps even more importantly) for the overall scientific advancement; undermining
the creativity and jeopardizing (at long-term) the strengthening of an analytical and critical
thinking. This is merely an observation referred to a general trend that I have been
noticing for some time now, and, ultimately, herein serves to me to reinforce the claim
as for the importance of working out a general, sound, and far-reaching research work,
without having to be worried beforehand about what will be the applications that may
arise, or the specific journal at which to aspire. Definitely, science can be undertaken in
many ways, but, I believe that, in these accelerated times, it would be very healthy to halt,
take perspective, and reconsider stances such as the ones encouraged by Feynman at the
end of his lecture ‘Plenty of Room’:
«Now, you might say, “Who should do this and why should they do it?”
Well, I pointed out a few of the economic applications, but I know that the
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