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Resumo
Neste trabalho, estudamos métodos inferenciais baseados em amostras na presença de
censura tipo II progressiva. Primeiramente, apresentamos três modelos envolvendo as dis-
tribuições: de Valor Extremo, por Ding e Yu (2012), Exponencial Generalizada, por Ismail
(2012), e Lognormal de Três Parâmetros, por Basak et al. (2009). Num segundo momento,
baseados no estudo de Lin e Balakrishnan (2011), investigamos as propriedades de consis-
tência e normalidade assintótica de estimadores de máxima verossimilhança para modelos
sob esquema de censura tipo-II progressiva.
Palavras-chave: censura tipo II progressiva, estimador de máxima verossimilhança, teoria
assintótica, consistência.
Abstract
In this work, we study inferential methods based on samples in the presence of progressi-
vely Type-II censoring. First, we present three models involving distributions: Extreme-
Value, by Ding and Yu (2012), Generalized Exponential, by Ismail (2012), and Three-
Parameter Lognormal, by Basak et al. (2009). Secondly, based on the study of Lin and
Balakrishnan (2011), we investigated the properties of consistency and asymptotic norma-
lity of maximum likelihood estimators for models under a progressive Type-II censoring
scheme.
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Ao realizar inferência estatística a partir de dados obtidos em testes de conﬁabilidade,
muitas vezes nos deparamos com amostras onde nem todos os tempos de falha desejados
são observados. Esses casos são denominados censuras, isto é, são observações parciais em
um estudo interrompido por alguma razão, não permitindo que as observações completas
do tempo de falha sejam obtidas. Censuras são recorrentes em processos de análise de
sobrevivência, onde o tempo e o custo de tais experimentos são limitados, ou por diversos
outros motivos alheios ao estudo e às condições impostas sobre o objeto de estudo.
Um caso amplamente aplicável em situações como essa é a Censura do Tipo II Progres-
siva, onde a censura é realizada em algumas etapas, como o próprio nome sugere. Mais
precisamente, a cada falha observada, outras unidades em funcionamento são retiradas ale-
atoriamente do experimento, até que se obtenha um número pré-determinado de falhas
observadas.
Cohen observa em seu trabalho [11] que era possível modelar satisfatoriamente, por exem-
plo, situações de perda de unidades por acidentes de manuseio ou de mau usos em testes
de durabilidade de produtos eletrônicos, utilizando censuras progressivas. Daí, surgem na
literatura trabalhos com diferentes métodos de estimação dos parâmetros para amostras
censuradas tipo II progressivamente, dos quais podemos destacar o Princípio de Máxima
Verossimilhança.
Introduzido formalmente por Fisher em [17], o princípio de Verossimilhança é um dos
mais clássicos procedimentos utilizados para a obtenção dos estimadores para um modelo
paramétrico, além de ser um dos mais importantes, do ponto de vista teórico. Mais precisa-
mente, sejaX1, . . . , Xn uma amostra aleatória da densidade f(x; θ) onde θ é o parâmetro a ser




f(xi; θ). Visto que a função logarítmica é uma função estritamente monótona,
o Princípio de Máxima Verossimilhança sugere maximizar a função de log-verossimilhança




Tal máximo, caso exista e seja único, é denominado o Estimador de Máxima Verossimilhança
para o parâmetro θ do modelo.
Ao obter o estimador de máxima verossimilhança para os parâmetros de um modelo,
deseja-se saber sobre a qualidade desse estimador e seu comportamento em amostras suﬁ-
cientemente grandes. Cramer, em [14], exibe condições que garantem propriedades como
consistência e normalidade assintótica dos estimadores de máxima verossimilhança. Isso sig-
niﬁca que sob determinadas condições de regularidade, temos que qualquer sequência θˆn de
estimadores de θ converge em probabilidade para o verdadeiro valor do parâmetro quando
n → ∞, isto é, θˆ = θˆn é dito um estimador consistente de θ. Além disso,
√
n(θˆn − θ)
converge em distribuição para uma variável com distribuição normal quando n → ∞, isto
é, o estimador θˆn apresenta normalidade assintótica. Estes resultados são clássicos e ampla-
mente aplicados em estudos sobre comportamento assintóticos de estimadores em amostras
completas.
Alguns anos após os primeiros estudos de Fisher, surgem na literatura novos modelos esta-
tísticos envolvendo estimação de parâmetros, como por exemplo, no tratamento de amostras
em que nem todas as unidades são observadas, ou seja, modelos envolvendo censuras. Dentre
os primeiros trabalhos podemos citar Gupta [18] e Cohen [10] e [13]. A partir daí, diversos
modelos baseados em diferentes esquemas de censura foram estudados. Por sua vasta apli-
cabilidade prática e teórica, destacam-se as censuras à direita e seus dois principais tipos:
a Censura do Tipo I e a Censura do Tipo II. Posteriormente surgem generalizações desses
dois tipos de censura, como é o caso da Censura Progressiva, e em particular, a Censura do
Tipo II Progressiva, destacada nos estudos deste trabalho.
Herd apresenta em [20] o primeiro trabalho com modelo de Censura Progressiva. Desde
então, vários autores estudaram diferentes modelos sob censura tipo II progressiva, baseados
em diferentes distribuições e obtiveram os estimadores de máxima verossimilhança para os
parâmetros desses modelos, o que pode ser visto, por exemplo em Balakrishnan [3], Basak
[6], Ismail [22] e Ding [16].
A formalização dos modelos de censura trouxe naturalmente os mesmos questionamen-
tos acerca do comportamento assintótico dos estimadores de máxima verossimilhança, agora
obtidos a partir de amostras censuradas. Nesse sentido, Balakrishnan e Lin exibem em
[4], as propriedades de consistência e normalidade assintótica para o estimador de máxima
verossimilhança em modelos uniparamétricos, envolvendo amostras censuradas tipo II pro-
gressivamente. Eles utilizam o Princípio da Informação Perdida apresentado por Louis em
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[27], para desmembrar a amostra sob censura em duas partes: uma considerada completa
(sem censura) e a outra composta pelas unidades censuradas.
Parte do problema já estava resolvido, pois a convergência dos estimadores para uma
amostra sem censura é um resultado clássico (apresentado, por exemplo, em [14]). Restava
então veriﬁcar o comportamento dos parâmetros na parte censurada da amostra. Para isso,
Balakrishnan e Lin propoem novas condições de regularidade para as funções de densidade
e de distribuição do modelo, em relação às condições exigidas nas amostras completas. Tais
condições permitem o uso de uma versão da Lei fraca dos Grandes Números apresentada
por Hoadley em [21], o que garante a obtenção das convergências desejadas.
Baseados nesse histórico, temos como objetivos neste trabalho, apresentar o modelo de
Censura Tipo II Progressiva, obter os estimadores de máxima verossimilhança dos parâme-
tros de alguns modelos e detalhar os estudos de Balakrishnan e Lin em [4], onde é mostrado
que sob determinadas condições de regularidade as propriedades de consistência e normali-
dade assintótica são garantidas para o estimador de máxima verossimilhança do parâmetro
em amostras sob esse tipo de censura.
No Capítulo 1 resumimos alguns conceitos e resultados necessários ao desenvolvimento
do trabalho. Exibimos as propriedades de consistência e normalidade assintótica de estima-
dores de máxima verossimilhança em amostras sem censura e a garantia dessas propriedades
sobre determinadas condições. Também neste capítulo apresentamos uma breve explanação
sobre testes de conﬁabilidade e a deﬁnição de censura e seus principais tipos. Na Seção 1.2.1,
damos atenção especial à censura do tipo II progressiva, nosso principal objeto de estudo.
Apresentamos na Seção 1.3 o algoritmo EM, proposto por Desmpster et al. em [15], impor-
tante método iterativo para obter os estimadores de máxima verossimilhança de parâmetros
em amostras onde os dados observados são incompletos, como por exemplo, nos casos de
censura.
No Capítulo 2 apresentamos três modelos de censura do tipo II progressiva e obtemos os
estimadores de máxima verossimilhança para seus parâmetros, por meio do princípio de má-
xima verossimilhança. Tais modelos, baseados nas distribuição de Valor Extremo Gumbel,
Exponencial Generalizada e Lognormal de 3 parâmetros, foram escolhidos por serem ampla-
mente utilizados na modelagem de testes de conﬁabilidade sobre tempo de falha de diversos
produtos, além de caracterizarem inúmeras outras situações em análises de sobrevivência.
Na Seção 2.2, exibimos a estimação de parâmetros, via máxima verossimilhança, conside-
rando uma amostra com distribuição de Valor Extremo Gumbel, apresentada em [16]. Na
Seção 2.3,tratamos de um modelo com distribuição Exponencial Generalizada, apresentado
em [22], onde acrescenta-se a hipótese de realização do teste sob condições de aceleramento,
procedimento comumente utilizado em teste de conﬁabilidade. Na Seção 2.4, utilizamos o
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algoritmo EM para estimar os parâmetros , via máxima verossimilhança de um modelo com
distribuição Lognormal de 3 parâmetros, proposta apresentada em [6].
Por ﬁm, no Capítulo 3 estudamos as propriedades assintóticas do estimador de máxima
verossimilhança em amostras censuradas tipo II progressivamente. Exibimos as condições de
regularidade apresentadas por Balakrishnan e Lin, e exibimos detalhadamente a demonstra-





Nesta seção introduzimos as deﬁnições e os resultados teóricos necessários ao desenvol-
vimento dos estudos deste trabalho, tendo como referências básicas Cramér [14], Lehmann
[25], Casella [8], Lawless [24], Klein [23], Dempster [15], Wu [33] e Tanner [32].
Iniciamos na Seção 1.2 apresentando as deﬁnições de amostra aleatória e estimadores
de máxima verossimilhança e veriﬁcamos as propriedades de consistência e normalidade
assintótica para esses estimadores. Na Seção 1.3 tratamos das análises de sobrevivência e
testes de conﬁabilidade, exibindo os diferentes tipos de censura, em especial a censura do
tipo II progressiva, principal interesse deste trabalho. Terminamos na Seção 1.4 abordando
o algoritmo EM, ferramenta clássica para estimações de parâmetros em amostras com dados
incompletos.
1.2 - Princípio de Máxima Verossimilhança
Deﬁnição 1.1. Uma amostra aleatória de tamanho n de uma função de distribuição F é
dada por X = (X1, X2, . . . , Xn) onde X1, X2, . . . , Xn são variáveis aleatórias independentes
e identicamente distribuídas (i.i.d.) com função de distribuição comum F .
Se X1, X2, . . . , Xn são variáveis aleatórias contínuas i.i.d. com densidade comum f , po-
demos dizer que X é uma amostra aleatória de f .
Para introduzirmos as deﬁnições abaixo, consideramos inicialmente X1, X2, . . . , Xn uma
amostra aleatória de uma densidade f(x; θ) com respeito a medida σ-ﬁnita µ sobre R, tal
que θ é um parâmetro pertencente ao espaço Θ ⊂ Rr, r ∈ N, r ≥ 1. Assumimos que θ é um
parâmetro r-dimensional desconhecido e, portanto, temos como objetivo estimá-lo.
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Deﬁnição 1.2. Um estimador de θ é uma estatística θˆn = T (X1, . . . , Xn), onde T é uma
função de Rn em Θ.
Deﬁnição 1.3. A função de verossimilhança de um parâmetro θ baseada nas observações
x1, . . . , xn da amostra X1, . . . Xn é dada por




Deﬁnição 1.4. O estimador de máxima verossimilhança (EMV) de θ é o valor θˆ que ma-
ximiza a função de verossimilhança L(θ) = L(θ;x1, . . . , xn) caso exista, isto é, é um valor
θˆ = θˆn = θˆ(x1, . . . , xn) ∈ Θ tal que
L(θˆ) = sup
θ∈Θ





onde (x1, . . . , xn) é uma amostra observada de (X1, . . . , Xn).
Observação 1.5. (i) Pode ocorrer de θˆ não existir ou existir e não ser único.
(ii) A função logarítmica é uma função monótona estritamente crescente e, sendo assim,
aﬁm de facilitar o processo de obtenção dos EMV, podemos substituir a função de verossi-
milhança pela função log-verossimilhança de θ, dada por:




Se existir, o valor de θ que maximiza a função l(θ) será também o valor que maximiza a
função L(θ), isto é, será o estimador de máxima verossimilhança desejado.
(iii) Para obter o valor do EMV θˆ, resolvemos as equações de verossimilhança
∂l(θ)
∂θi
= 0, i = 1, . . . , r,
desde que l(θ) seja diferenciável em Θ e θˆ seja um máximo local.
A grande importância dos EMV dos parâmetros de uma amostra se dá pelas suas pro-
priedades matemáticas quando o tamanho n da amostra é suﬁcientemente grande. Tais
propriedades são enunciadas abaixo.
Deﬁnição 1.6. Um estimador θˆn é dito estimador consistente de θ se a sequência {θˆn}n
converge em probabilidade para θ, isto é, se para todo  > 0 temos que
lim
n→∞
P (|θˆn − θ| < ) = 1.
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, j, k = 1, . . . , r,































é chamada de Matriz de Informação de Fisher de X1.
Deﬁnição 1.8. Dizemos que um estimador θˆn tem distribuição assintoticamente normal se
satisfaz a condição
√









n(θˆn − θ) converge em distribuição para uma variável aleatória com distribuição
normal de média zero e matriz de covariância [I(θ)]−1.
No que segue, vemos alguns resultados acerca da existência e qualidade do EMV de
um parâmetro θ, ou seja, apresentamos condições de regularidade, sob as quais, garantimos
a consistência e a normalidade assintótica do estimador de máxima verossimilhança de θ.
Assumimos que θ é um parâmetro unidimensional com valores possíveis em Θ ⊂ R. A
referência básica utilizada aqui é Cramér [14] e Lehmann [25].
Seja F = {f(x; θ), θ ∈ Θ} uma família de densidades relativas a uma medida σ-ﬁnita
µ. Considere um conjunto de dados observados x1, . . . , xn que são realizações i.i.d. de uma





log f(xi; θ) a função de log-verossimilhança de θ0. Vejamos abaixo, então,
uma listagem das condições de regularidade para os resultados que vêm a seguir.
(C1) As distribuições das observações são identiﬁcáveis, isto é, para θ1, θ2 ∈ Θ ⊂ R,
se θ1 6= θ2 então f(x; θ1) 6= f(x; θ2).
(C2) O espaço paramétrico Θ é um intervalo aberto não degenerado I = (a, b), tal que
Θ : −∞ ≤ a < θ < b ≤ ∞.
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(C3) O conjunto suporte de f(x; θ), isto é, supp(f) = {x; f(x; θ) > 0} é independente de θ.
(C4) Para quase todo x, as derivadas ∂
∂θ
log f(x; θ), ∂
2
∂θ2
log f(x; θ) e ∂
3
∂θ3
log f(x; θ) exis-
tem para todo θ ∈ I.
(C5) Para todo θ ∈ I, ∣∣ ∂
∂θ
f(x; θ)
∣∣ < G1(x), ∣∣∣ ∂2∂θ2f(x; θ)∣∣∣ < G2(x) e ∣∣∣∂3 log f(x;θ)∂θ3 ∣∣∣ < G∗3(x),
onde G1 e G2 são integráveis sobre (−∞,∞), enquanto
∫ ∞
−∞
G∗3(x)f(x; θ)dx < K, onde K é
independente de θ.








f(x; θ)dx é ﬁnita e positiva.
Lema 1.9. Seja X = (X1, . . . , Xn) uma amostra aleatória da densidade f(x; θ0), que satisfaz
as condições (C1), (C2) e (C3). Então, para todo θ ∈ Θ, θ 6= θ0,
P (L(θ) < L(θ0))
n→∞−→ 1. (1.1)





















Como a função (− log) é estritamente convexa, pela Desigualdade de Jensen e pelas





















também o são e
possuem esperança ﬁnita, por (1.2). Daí, pela Lei Fraca dos Grandes Números (LfGN) de
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Mesmo que não se conheça o valor verdadeiro θ0, pode-se estimar o valor θˆ de θ0 que ma-
ximiza a densidade conjunta deX1, . . . , Xn, isto é, que maximiza a função de verossimilhança
dadas as observações x1, . . . , xn. O Lema 1.9 mostra que, com probabilidade tendendo a 1
quando n→∞, a função de verossimilhança em θ0 assume valor maior do que em qualquer
outro θ ﬁxado.
Lema 1.10. Seja X = (X1, . . . , Xn) uma amostra aleatória da densidade f(x; θ0) que satisfaz
as condições (C1)−(C6). Então, para todo a > 0 suﬁcientemente pequeno, com probabilidade




l(θ) = 0, (1.4)
tais que θˆn(a) é um máximo local de L(θ) e θˆn(a) ∈ Ia = (θ0 − a, θ0 + a). Ainda,
lim
n→∞
P (L(θˆn(a)) < L(θ0)) = 1.
Demonstração. Consideremos, primeiramente, a expansão da função ∂
∂θ
log f(x; θ) pela fór-
mula de Taylor com resto de Lagrange em torno de θ0, ou seja,
∂
∂θ
log f(x; θ) =
∂
∂θ
log f(x; θ0) + (θ − θ0) ∂
2
∂θ2
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Pela condição (C5) podemos deﬁnir
∆(xi) =
{






, se G∗3(xi) > 0,


























































Note que as Bi's são funções das variáveis aleatórias X1, . . . , Xn.
Mostramos primeiramente que, com probabilidade tendendo a 1 quando n→∞, a equa-
ção (1.4) tem uma raiz em Ia = (θ0 − a, θ0 + a) para a > 0 (suﬁcientemente pequeno).
Fazemos isso em três etapas. São elas:
(I) Pelo Teorema da Convergência Dominada e pelas condições (C4) e (C5), temos que
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f(x; θ0)dx = 0,
















































































onde a última igualdade sai da condição (C6). Dessa forma, obtemos
E(B0) = 0 e E(B1) = −γ2.
(II) Analisamos agora o comportamento das Bi's.
(II.i) Como X1, . . . , Xn são variáveis i.i.d., as variáveis ∂∂θ log f(Xi; θ), i = 1, . . . , n, tam-
















Então para qualquer a > 0 temos que
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(II.ii) Pela mesma ideia de (II.i), as variáveis ∂
2
∂θ2

















Assim, para todo  > 0,
P (|B1 − (−γ2)| < ) n→∞−→ 1.
Tomando  = γ2/2 obtemos
P (B1 < −γ2/2) n→∞−→ 1.
(II.iii) Temos que G∗3(Xi), i = 1, . . . , n, são variáveis aleatórias i.i.d. com média
E(G∗3(Xi)) = E(G
∗
3(X1)) := x¯, onde, pela condição (C5) , 0 < x¯ < K < ∞, i = 1, . . . , n.







P−→ x¯ < K.
Então, para todo  > 0, temos que
P (|B2 − x¯| < ) n→∞−→ 1. (1.7)
Tomando  = x¯ > 0 em (1.7), segue que
P (|B2| < 2x¯) n→∞−→ 1,
e como 0 < x¯ < K, temos também que
P (|B2| < 2K) n→∞−→ 1,
ou seja, B2 é limitado.
Dos resultados obtidos em (II.i), (II.ii) e (II.iii), temos que
P (|B0| < a2, B1 < −γ2/2, |B2| < 2K) n→∞−→ 1.













2 − aγ2/2 + a2K = a[−γ2/2 + a(1 +K)].
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= B0 + aB1 +
∆
2
a2B2 > −a2 + aγ2/2− a2K = −a[−γ2/2 + a(1 +K)],







Pela condição (C4), a função ∂
∂θ
logL(θ) é contínua para quase todo x = (x1, . . . , xn),
então, pelo que acabamos de mostrar, temos que para a > 0 suﬁcientemente pequeno, com
probabilidade tendendo a 1 quando n→∞, existe θˆn(a) ∈ Ia = (θ0−a, θ0 +a) tal que θˆn(a)
é uma solução da equação de verossimilhança (1.4) e ponto de máximo local de L(θ).
Daí, e de (1.1), segue que
lim
n→∞
P (L(θˆn(a)) < L(θ0)) = 1,
onde θ0 é o verdadeiro valor de θ.
O Lema 1.10 garante que para cada a > 0 ﬁxado quando n→∞ existem, com probabili-
dade tendendo a 1, máximos locais da função de verossimilhança no intervalo (θ0−a, θ0 +a),
isto é, numa vizinhança do verdadeiro valor θ0.
A partir daí, o Teorema 1.11 a seguir mostra que essas soluções convergem para o ver-
dadeiro valor θ0 quando n→∞.
Teorema 1.11. Seja X = (X1, . . . , Xn) uma amostra aleatória da densidade f(x; θ0) sa-
tisfazendo (C1) - (C6). Então, com probabilidade tendendo a 1 quando n → ∞, existem
soluções θˆn = θˆn(X1, . . . , Xn) das equações de verossimilhança (1.4) tais que θˆn é um esti-
mador consistente de θ.
Demonstração. Dado a > 0 suﬁcientemente pequeno, pelo Lema 1.10, temos que existe uma
sequência θˆn(a) de soluções da equação de verossimilhança (1.4), onde θˆn ∈ (θ0 − a, θ0 + a)
é um máximo local de L(θ) e que satisfaz
P (|θˆn(a)− θ0| < a) n→∞−→ 1.
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Agora, fazendo a→ 0, seja θˆn a solução de (1.4) mais próxima de θ0 e, dessa forma, segue
que para todo  > 0,
P (|θˆn − θ0| < ) n→∞−→ 1.
Provamos assim, que sob condições de regularidade, o EMV de um parâmetro é consis-
tente. A seguir veriﬁcamos que além da consistência, as condições de regularidade (C1)−(C6)
garantem também a normalidade assintótica do EMV.
Teorema 1.12. Seja X = (X1, . . . , Xn) uma amostra aleatória da densidade f(x; θ0) satisfa-
zendo as condições (C1)-(C6). Se θˆn = θˆn(X1, . . . , Xn) são soluções consistentes da equação
de verossimilhança (1.4), então
√















Demonstração. Como θˆ = θˆn é solução consistente da equação de verossimilhança (1.4), da
igualdade (1.6), temos que





(θˆ − θ0) = B0−B1 − (θˆ−θ0)2 ∆B2
e portanto
√
















Na demonstração do Lema 1.10, vimos que B1
P−→ −γ2 e B2 é limitado. Daí segue que o
denominador da fração (1.8) converge em probabilidade para 1. Sendo assim, para veriﬁcar
a normalidade assintótica de θˆn basta veriﬁcarmos a convergência do numerador da fração.
Observe que ∂
∂θ
log f(Xi; θ0) são variáveis i.i.d. com média 0 e variância γ2 < ∞, então,




































onde I(θ0) = γ2.
Os Teoremas 1.11 e 1.12 garantem que em amostras completas podemos obter boas
estimações para os parâmetros desconhecidos, assegurando importantes propriedades quando
essas amostras são suﬁcientemente grandes. Entretanto, ao realizar estudos práticos para
obtenção de estimadores, podemos nos deparar com situações de perda de informação, isto é,
amostras que geram informações incompletas por algum motivo. Ao se estudar esse tipo de
problema, surgiram na literatura novos modelos estatísticos que visavam assegurar à essas
amostras com informações perdidas as mesmas propriedades das amostras completas. Nas
próximas seções discutiremos alguns desses modelos.
1.3 - Esquemas de Censura
Nesta seção apresentamos esquemas de censura, características de dados observados em
testes de estudos de análise de sobrevivência e conﬁabilidade. Para isso, iniciamos abordando
alguns conceitos.
Quando uma indústria fabrica algum produto, é importante que se tenha ideia de quanto
tempo aquele produto irá funcionar, sob condições normais de uso. Essa informação se torna
necessária para que se saiba, por exemplo, qual o tempo de garantia será oferecido sobre o
produto e aproximadamente quantas unidades irão apresentar problemas até esse tempo.
Essas ideias estão ligadas ao conceito de conﬁabilidade. Conﬁabilidade é uma medida da
capacidade de um produto funcionar bem durante um período de tempo especiﬁcado, sob
condições de uso pré-estabelecidas.
As situações estudadas em conﬁabilidade envolvem o tempo até a ocorrência de um evento
de interesse. Na maioria dos casos, esses eventos são indesejáveis, o que nos faz denominá-los
como falhas.
O tempo decorrido do início do experimento até o evento de interesse (falha) será ana-
lisado para responder as questões acerca da conﬁabilidade do produto, podendo ser de-
nominado por tempo de falha, tempo de sobrevivência, tempo de vida, tempo até a
ocorrência do evento ou tempo até falha. Neste trabalho iremos deﬁni-lo como tempo de
falha. Observe que esse tempo de falha não é necessariamente uma medida usual de tempo,
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podendo ser medido em outras escalas, de acordo com o objeto de estudo. Ao estudo acerca
do tempo de falha se dá o nome de Análise de Conﬁabilidade ou Sobrevivência.
O interesse em estudos de análise de conﬁabilidade é observar os tempos de falha das
unidades ou itens colocados em teste, e, a partir desses dados, realizar a inferência estatística.
Porém, os testes realizados para obter as medidas de durabilidade de produtos, por exemplo,
podem ser demorados e caros. Por esses motivos, muitas vezes são terminados antes que
todos os itens falhem, gerando observações incompletas para estudo. Nesse caso, dizemos
que ocorreu uma censura. Mais formalmente, uma censura é a observação parcial da resposta
do estudo que foi interrompida por alguma razão, não permitindo a observação completa do
tempo de falha.
Por exemplo, suponhamos que n itens eletrônicos sejam colocados em teste de vida,
de modo que sejam deixados em funcionamento até que falhem, durante um determinado
tempo. Se até esse tempo apenas m < n itens deixarem de funcionar, apenas m tempos de
falha serão observados, sendo os outros n−m ditos censurados.
Apesar de não gerar informações do tempo de falha, as censuras carregam a informação
de que esse tempo é maior que o tempo observado no estudo, isto é, a informação da sobrevi-
vência das unidades em teste. Por esse motivo, mesmo que sejam parciais, essas observações
não devem ser desconsideradas na análise estatística.
Na prática, temos alguns tipos de censuras. Destacamos aqui as censuras à direita e à
esquerda.
Censura à direita: É o tipo mais comum em testes de análise de conﬁabilidade. Na
censura à direita não se observa o tempo exato da falha, só se sabe que o tempo de falha é
maior do que o tempo observado.
Por exemplo, suponhamos que um estudo acompanhe o tempo entre o diagnóstico de
AIDS e o óbito, em 200 pessoas, entre os anos de 1996 e 2000. Denominemos como falha a
morte da pessoa. Suponhamos ainda que 90 dessas pessoas morreram até o ano 2000 e as
outras 110 não. Nesse caso, tivemos 90 falhas observadas e 110 censuras (à direita).
Entre censura à direita existem alguns outros tipos de censura, como a do Tipo I, Tipo
II e a Tipo II progressiva, que serão estudadas nas próximas seções. Cada um desses tipos
de censura gera uma diferente função de verossimilhança.
Censura à esquerda: Esse tipo de censura ocorre quando não conhecemos o momento
da ocorrência da falha, mas sabemos que ela ocorreu antes do tempo registrado. Em outras
palavras, o tempo de falha é menor que o tempo observado.
Por exemplo, o estudo do tempo decorrido entre a infecção pelo vírus HIV e o diagnóstico
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imunológico de AIDS. Consideremos como falha o diagnóstico imunológico. Não é possível
saber o momento da falha, apenas que ela ocorreu após a infecção.
No que segue, concentramos nossos estudos nos casos de censura à direita.
1.3.1 Censuras do Tipo I e Tipo II
Apresentamos nesta Seção os dois tipos clássicos de esquemas de censura à direita: a do
tipo I e a do tipo II. Esses modelos foram os primeiros modelos de censura que surgiram
na literatura, sendo posteriormente generalizados para novos modelos. Motivados pela sua
vasta aplicabilidade e pela base para o entendimento da censura tipo II progressiva, seguem
detalhes de cada um.
Censura do tipo I
Damos início à apresentação dos esquemas de censura, com a Censura do Tipo I, onde
a falha é observada apenas se ocorrer antes de um determinado tempo pré-ﬁxado. Estudos
sobre comportamentos de animais ou exames clínicos, por exemplo, podem facilmente gerar
amostras com esse tipo de censura. Um estudo pode iniciar com um número ﬁxo de animais
ou pacientes, onde um tratamento é aplicado e, por questões ﬁnanceiras ou temporais, o
investigador termina seu estudo antes que todos os eventos sejam observados, ou seja, após
um determinado tempo. Outros exemplos a serem considerados são testes de durabilidade de
itens eletrônicos que demoram muito tempo até que apresentem mau funcionamento. Nesse
caso, estipula-se um tempo limite para o teste. Observe que nesse tipo de censura o tempo
máximo de observação é ﬁxo, enquanto a quantidade e o tempo de falha dos itens observados
são aleatórios.
Deﬁnamos formalmente censura do Tipo I.
Deﬁnição 1.13. Sejam T1, . . . , Tn variáveis aleatórias i.i.d. que caracterizam tempos de
falha, com função densidade de probabilidade e função de distribuição comum dadas por
f(·; θ) e F (·; θ), respectivamente, onde θ é um parâmetro. Seja tc um tempo pré-determinado,
dito tempo de censura. Uma amostra sob esquema de censura do tipo I é uma amostra
X1, . . . , Xn dada por
Xi = min (Ti, tc) =
{
Ti, se Ti ≤ tc
tc, se Ti > tc
.
Seja ∆i a variável aleatória deﬁnida por:
∆i =
{
1, Ti ≤ tc
0, Ti > tc
i = 1, . . . , n.
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Nessa abordagem, podemos dizer que ∆i é a variável que indica se o i-ésimo tempo de
falha Ti é censurado ou não. Dessa forma, temos que a função densidade de probabilidade
conjunta de Xi e ∆i é dada por
fXi,∆i(t, δ; θ) = [f(t; θ)]
δ[1− F (tc; θ)]1−δ, i = 1, . . . , n,
para t > 0 e δ =
{
1, t ≤ tc
0, t > tc
.
Na presença de censura, a função de verossimilhança é modiﬁcada. Em amostras com
dados completos, ou seja, sem censura, a função de verossimilhança é o produto das densida-
des completas, como pode ser visto na Seção 1.2. Na presença de censura tipo I, o tempo de
falha Ti é observado apenas de Ti ≤ tc, i = 1, . . . , n; e portando, se Ti > tc, não é conhecido
exatamente quando a falha ocorre.
Quando uma censura ocorre, o que se sabe é que o intervalo do tempo de falha é (tc,∞)
e essa informação é uma importante contribuição na função de verossimilhança, que pode
ser resumida por P (Ti > tc).
Agora, se t1, . . . , tn é uma amostra observada de X
D
= Xi, i = 1, . . . , n, temos que a





δi .[1− F (tc; θ)]1−δi , (1.9)
onde δi =
{
1 se ti ≤ tc
0 se ti > tc
, i = 1, . . . , n, onde notação
D
= indica mesma distribuição que.
Maiores detalhes podem ser encontrados em Lawless [24] e Klein [23].
Exemplo 1.14. Estimação do EMV para uma amostra aleatória de tamanho n com distri-
buição Exponencial sob censura do tipo I [24].
O modelo Exponencial é um dos mais utilizados em análises de dados de conﬁabiliade,
pois se adequa a várias situações práticas, como por exemplo, modelagem de tempo de vida
de produtos elétricos e óleos isolantes. A distribuição exponencial é a única distribuição
absolutamente contínua que possui função de taxa de falha (ou taxa de risco) constante
no tempo, propriedade dita como falta de memória. Seja T uma variável com distribuição
exponencial de parâmetro θ, com funções densidade e de distribuição dadas, respectivamente,
por
f(t) = θe−θt, t ≥ 0,
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e
F (t) = 1− e−θt, t ≥ 0.
Suponhamos, sem perda de generalidade, que os dados observados t1, . . . , tn são apresen-
tados por
t1 < . . . < tm : dados não-censurados
e
tm+1 = tc, . . . , tn = tc : dados censurados.















e daí, a função log-verossimilhança é dada por
l(θ) = m log θ − θ
m∑
i=1
ti − θtc(n−m). (1.10)




















Censura do tipo II
Um outro tipo de censura à direita é a censura do tipo II, na qual é observado o tempo
de falha de um número pré-determinado de itens em teste, isto é, se n unidades forem
colocadas em teste, este será ﬁnalizado quando ocorrer a m-ésima falha, sendo m < n um
número previamente ﬁxado. Censura tipo II é comum em experimentos de teste de vida útil
de equipamentos quando se tem pouca ou nenhuma informação sobre sua durabilidade. Neste
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processo, todos os itens são colocados em teste ao mesmo tempo e o teste é terminado quando
é observado um certo número pré-estabelecido de falhas. Tal experiência pode economizar
tempo e dinheiro pois, geralmente, são testes de alto custo para realização e que pode-se
demorar muito tempo para que os itens falhem.
Deﬁnição 1.15. Sejam T1, . . . , Tn variáveis aleatórias i.i.d. que caracterizam tempos de
falhas, com função densidade de probabilidade e função de distribuição comum dadas por
f(·; θ) e F (·; θ), respectivamente, onde θ é um parâmetro. Seja m < n o número pré-ﬁxado
de falhas observadas. Uma amostra sob esquema de censura do tipo II é uma amostra
X(1), . . . , X(n) tal que X(1), . . . , X(n) são estatísticas de ordem deﬁnidas por
X(i) =
{
T(i), se T(i) ≤ T(m)
T(m), se T(i) > T(m),
onde T(m) é o tempo de vida aleatório da m-ésima falha.
Obtemos agora a função de verossimilhança para o parâmetro θ. Considerando x(1), . . . , x(n)
os valores observados de X(1), . . . , X(n), a função de verossimilhança para este modelo com









.[1− F (x(m); θ)]n−m, (1.11)
onde x(1) ≤ x(2) ≤ . . . ≤ x(m) e x(m+1) = · · · = x(n) = x(m).
Maiores detalhes podem ser encontrados novamente em Lawless [24] e [23].
Exemplo 1.16. Estimação dos EMV para uma amostra aleatória de tamanho n com distri-
buição Gumbel sob censura do tipo II [24].
A distribuição Gumbel (ou distribuição de Valor Extremo), assim como a Exponencial, é
muito utilizada em análise de dados de conﬁabilidade, por também se adequar a várias situ-
ações práticas. Essa distribuição está diretamente relacionada com a distribuição Weibull,
pois é obtida considerando-se o logaritmo natural de uma variável aleatória com distribuição
Weibull. Mais detalhes dessa relação serão tratados na Seção 2.2.
As funções de densidade de probabilidade e de distribuição acumulada de uma variável
X com distribuição Gumbel com parâmetros µ e b (parâmetros de locação e de escala,













, −∞ < x <∞
e
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respectivamente, onde b > 0 e −∞ < µ <∞.
Suponhamos que x1, . . . , xn sejam observações ordenadas de uma amostra aleatória
X1, . . . , Xn com distribuição Gumbel de parâmetro b e µ sob esquema de censura do tipo II
com m falhas observadas.































































e daí, a função log-verossimilhança, por:
l(µ, b) = log
n!









































































que nos possibilita encontrar os valores dos EMV µˆ e bˆ por meio de métodos numéricos.
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1.3.2 Censura do Tipo II progressiva
Uma generalização da censura do tipo II é a censura do tipo II progressiva. Aqui,
determina-se um número ﬁxo de falhas a serem observadas no teste de vida e a cada uma
delas, retira-se aleatoriamente outras unidades que ainda estão em funcionamento. Esses
experimentos também são bastante utilizados em testes de vida útil de equipamentos, de
modo a economizar tempo e dinheiro. Essa diferença em relação a censura do tipo II é que
aqui, pressupõe-se que ao ocorrer uma falha em um equipamento por algum motivo, outros
equipamentos estariam para falhar pelo mesmo motivo e por isso a retirada de itens do teste
após cada falha. Isto economiza tempo e custos.
Nesse caso, n unidades são colocadas em teste e deseja-se observar o tempo em que ocor-
rem as m primeiras falhas, e a cada i-ésima falha são retirados aleatoriamente Ri unidades
que ainda estão em funcionamento, onde R1, . . . , Rm são valores pré-estabelecidos. Ou seja,
quando ocorre a primeira falha, são retiradas R1 unidades das (n − 1) que não falharam,
restando então n− R1 − 1 unidades. Da mesma forma, quando ocorre a segunda falha, são
retiradas R2 unidades, restando agora n−R1−R2−2 unidades, e assim segue o experimento
até ocorrer a m-ésima falha. Nesse momento restam Rm = n − R1 − R2 − · · · − Rm−1 −m
unidades em funcionamento e todas, portanto, são censuradas, já que foi atingido o número
m de falhas, previamente estabelecido.
Observe que na censura do tipo II progressiva se R1 = R2 = · · · = Rm−1 = Rm = 0,
então n = m o que corresponde ao caso sem censura. Agora, se R1 = R2 = · · · = Rm−1 = 0,
então Rm = n−m, o que corresponde à censura do tipo II convencional.
Sejam Tij, i = 1, . . . ,m e j = 0, 1, . . . , Ri, variáveis aleatórias i.i.d. que caracterizam
tempos de falha, com função densidade de probabilidade e função de distribuição comum
dadas por f(·; θ) e F (·; θ) respectivamente, onde θ é um parâmetro e m +
m∑
i=i
Ri = n. Seja
m < n o número pré-ﬁxado de falhas observadas e R1, . . . , Rm o esquema de censura pré-
determinado. Uma amostra sob esquema de censura do tipo II é uma amostra X1, . . . , Xn
tal que os m tempos de falha observados são dados por
Xi = Ti0, i = 1, . . . ,m,
e os tempos censurados são dados por
Xij = Ti0, j = 1, . . . , Ri,
onde Xij representa o tempo observado das Ri unidades retiradas após a i-ésima falha.
Sejam então X1, . . . , Xm as variáveis aleatórias relativas aos tempos de falha ordenados
das m unidades que falharam, denominados estatísticas de ordem censuradas progressiva-
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mente, e x1, . . . , xm suas respectivas observações. Para obter a densidade conjunta dessas
estatísticas de ordem, como apresentam Balakrishnan e Aggarwala em [3], observe que para
a primeira observação de falha, a probabilidade de X1 = x1 é dada por
P (X1 = x1) = nf(x1; θ)[1− F (x1; θ)]n−1,
já que uma das n unidades falhou e outras n − 1 não. Após essa falha, serão retiradas R1
unidades da amostra.
Para a segunda observação de falha, uma das n − R1 − 1 unidades, que ainda estão em
funcionamento, irá falhar. Então, temos que a probabilidade de X2 = x2, dado que X1 = x1
e que R1 unidades foram retiradas, é
P (X2 = x2|x1, R1) = (n−R1 − 1)f(x2; θ) [1− F (x2; θ)]
n−R1−2
[1− F (x1; θ)]n−R1−1 .
Seguimos esse raciocínio até a m-ésima observação de falha, obtendo
P (Xm = xm|x1, R1; . . . ;xm−1, Rm−1) =
(n−R1 − · · · −Rm−1 −m+ 1)f(xm; θ) [1− F (xm; θ)]
n−R1−···−Rm−1−m
[1− F (xm−1; θ)]n−R1−···−Rm−1−m+1 .
Como X1, . . . , Xm são i.i.d., sua função de densidade conjunta ﬁca
fX1,...,Xm(x1, . . . , xm) =
P (X1 = x1).P (X2 = x2|x1, R1) · · ·P (Xm = xm|x1, R1; . . . ;xm−1, Rm−1),
e então, pelas probabilidades já deﬁnidas, segue que
fX1,...,Xm(x1, . . . , xm; θ) = C
m∏
i=1
f(xi; θ)[1− F (xi; θ)]Ri ,
onde x1 < . . . < xm e C = n(n−R1− 1)(n−R1−R2− 2) · · · (n−R1− · · ·−Rm−1−m+ 1),
ou seja, C é a constante normalizadora e representa o número de maneiras que m estatísticas
de ordem censuradas do tipo II progressivamente podem ocorrer.
Segue então que a função de verossimilhança para o parâmetro θ baseada na amostra sob




f(xi; θ)[1− F (xi; θ)]Ri . (1.13)
Maiores detalhes podem ser encontrados em Balakrishnan [2] e [3].
23
1.4. O Algoritmo EM
Observação 1.17. No Capítulo 3 estudaremos propriedades assintóticas do estimador de
máxima verossimilhança de θ, baseado em esquemas de censura do tipo II progressiva. Nesse
caso, quando o tamanho da amostra é suﬁcientemente grande, o número de falhas observadas





Além disso, assumimos que os números de unidades censuradas Ri, apesar de ﬁxados,









n→∞−→ 1− τ , onde τ é a
proporção das unidades observadas e 1− τ é a proporção das unidades censuradas.
A seguir, enunciamos um importante princípio no desenvolvimento de estudos de análise
de sobrevivência com dados censurados.
Observação 1.18. Princípio da Informação Perdida - (Tanner [32] e Louis [27])
A informação sobre dados incompletos pode ser decomposta como:
Informação Observada = Informação Completa− Informação Perdida
É importante ressaltar que no caso de amostras com censura, os dados censurados não
são necessariamente perdidos, pois a informação de sua sobrevivência até o tempo da censura
deve ser levada em conta na análise estatística. Em todo caso, esse princípio será fundamental
para obtermos as propriedades assintóticas do EMV do parâmetro em amostras sob censura
do tipo II progressiva, abordadas nas Seções 3.2 e 3.3.
No Capítulo 2 serão apresentados detalhadamente exemplos de amostras sob censura
tipo II progressiva, onde são obtidos os EMV's a partir de sua função de verossimilhança.
Em um dos casos, podemos encontrar esses estimadores utilizando o algoritmo EM, que será
apresentado na próxima seção. Esse algoritmo é uma importante ferramenta para a estimação
de parâmetros em amostras com dados incompletos, como por exemplo, as amostras sob
censura que apresentamos nesta seção.
1.4 - O Algoritmo EM
O algoritmo EM (Expectation-Maximization) proposto por Dempster et al. [15] é
um processo iterativo que tem como objetivo encontrar o EMV para amostras aleatórias
quando, por algum motivo, os dados observados forem considerados incompletos. Isto é,
seja Y uma variável aleatória com função de densidade fY (y; θ), onde θ ∈ Θ ⊂ Rr é um
parâmetro desconhecido. Queremos obter o EMV para θ quando Y = y é observado, porém,
a maximização da verossimilhança do dado observado é complexa. Buscamos outra forma de
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resolver esse problema, ou diminuir sua diﬁculdade introduzindo um dado latente z, de modo
que c = (y, z) seja tratado como um dado completo e a maximização de fY,Z(y, z; θ) = fC(c; θ)
seja mais simples.
Porém, a verossimilhança completa fY,Z(y, z; θ) nos fornece um estimador que depende
do valor introduzido z, o que não faz sentido. Sendo assim, a proposta do algoritmo EM
consiste em calcular a esperança de log fY,Z(y, z; θ) com respeito à densidade preditiva da
variável latente Z dado Y = y, para um valor ajustado de θ, fZ|Y (z|y; θ) e em seguida,
atualizar um novo valor para o parâmetro θ, maximizando tal esperança com respeito a θ.
Estas são basicamente as duas etapas do algoritmo EM, denominadas passo E (expectation)
e passo M (maximization), respectivamente. Formalizemos, então, o algoritmo EM.
Seja Y um vetor aleatório com valores em EY ⊆ Rl e densidade fY (y; θ) relativa a medida
µY , onde θ ∈ Θ ⊂ Rr é um parâmetro desconhecido. O objetivo é encontrar o EMV de θ
quando Y = y é observado, ou seja, obter θmax = argmaxθfY (y; θ). Nas situações em que
este cálculo é complexo, uma alternativa é considerar o dado observado y como um dado
incompleto e completá-lo introduzindo um dado não observado z, de modo que o cálculo
de θmax = argmaxθfY,Z(y, z; θ) seja mais simples. Formalmente, seja Z um vetor aleatório
com valores em E ∈ Rp, µy uma medida σ-ﬁnita em (E,E ), onde E é uma σ-álgebra de
subconjuntos de E tais que




Neste caso, dado Y = y a variável Z possui uma densidade condicional (preditiva) relativa
a medida µy dada por
fZ|Y (z|y; θ) = fY,Z(y, z; θ)
fY (y; θ)
.
A estimativa de θmax não deve depender do valor acrescido z e a proposta do algoritmo
EM é a substituição do cálculo do argmaxθfY,Z(y, z; θ) pela maximização do valor esperado




[log fY,Z(y, z; θ)]fZ|Y (z|y; θ′)µy(dz)
= E[log fY,Z(Y, Z; θ)|θ′, y]. (1.14)
Cada iteração do algoritmo EM consiste em dois passos: o cálculo de Q(θ, θ′) (passo E)
e a determinação de argmaxθQ(θ, θ′) (passo M).
Algoritmo EM. Observa-se o dado Y = y e seleciona-se um valor inicial de θ(0) ∈ Θ.
Na iteração k + 1,
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[log fY,Z(y, z; θ)]fZ|Y (z|y; θ(k))µy(dz)
= E[log fY,Z(Y, Z; θ)|θ(k), y]
passo M : determina-se
θ(k + 1) = argmaxθQ(θ, θ(k)),
isto é, θ(k + 1) tal que Q(θ(k + 1), θ(k)) ≥ Q(θ, θ(k)).
Para entender a aplicabilidade do algoritmo, segue um exemplo clássico, exibido por Rao
[29].
Exemplo 1.19. (Modelo do Elo Genético) Assuma que temos 4 categorias de animais e que
Yi representa o número de animais da categoria i numa amostra de tamanho r. Suponha que












e θ ∈ (0, 1). Para o dado observado y = (y1, y2, y3, y4), temos a
densidade
fY (y; θ) =
(
r





(2 + θ)y1(1− θ)y2+y3θy4 ,
e portanto, a menos de uma constante de proporcionalidade independente de θ, temos que
fY (y; θ) ∝ (2 + θ)y1(1− θ)y2+y3θy4 , (1.15)
e segue então que
log fY (y; θ) ∝ y1 log (2 + θ) + (y2 + y3) log (1− θ) + y4 log θ. (1.16)
O cálculo de θmax em (1.15) é complexo, pois ao derivar (1.16) em relação a θ e igualar
a 0, recaímos na equação do segundo grau
∂
∂θ
log fY (y; θ) = rθ
2 − [y1 − 2(y2 + y3)− y4]θ − 2y4 = 0.
Este cálculo pode ser simpliﬁcado introduzindo uma variável latente Z = z de modo que





caso, o dado completo é (y1 − z, z, y2, y3, y4) e a densidade completa dada por
fY,Z(y, z; θ) =
(
r
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isto é, a menos de uma constante de proporcionalidade,
fY,Z(y, z; θ) ∝ θz+y4(1− θ)y2+y3 , (1.17)
e então segue que
log fY,Z(y, z; θ) ∝ (z + y4) log θ + (y2 + y3) log (1− θ). (1.18)
Ao derivar (1.18) em relação a θ e igualar a 0, a maximizição de (1.17) resulta na solução
da equação do primeiro grau
θ(r − y1 + z)− (z + y4) = 0.
Para melhor ilustrar a notação utilizada no algoritmo EM, temos para este exemplo:
E = {0, 1, . . . , r}, µy é a medida contadora em {0, 1, . . . , y1} e




















[(z + y4) log θ + (y2 + y3) log (1− θ)]fZ|Y (z|y; θ(k))µy(dz)













log θ + (y2 + y3) log (1− θ), (1.19)
e θ(k + 1) = argmaxθQ(θ, θ(k)). Então, derivando (1.19) em relação a θ e igualando a 0
obtemos
θ(k + 1) =
(y1 + y4)θ(k) + 2y4
rθ(k) + 2(r − y1) .
A grande popularidade do algoritmo EM se dá pelo fato de que, sob determinadas con-
dições, garante que θ(k)
k→∞−→ θmax. Este resultado foi dado por Wu [ref] e enunciamos aqui
no Teorema 1.21. Primeiramente, note que:
Lema 1.20. Se Q(θ, θ′) ≥ Q(θ′, θ′) então fY (y; θ) ≥ fY (y; θ′).
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Q(θ(k + 1), θ(k)) ≥ Q(θ(k), θ(k − 1)) ≥ . . . ≥ Q(θ(1), θ(0)),
temos que
log




fY (y; θ(k + 1)) ≥ fY (y; θ(k)) ≥ . . . ≥ fY (y; θ(0)).
Teorema 1.21. (Wu [ref ]). Seja fY (y; θ) contínua em Θ e diferenciável em int(Θ). Seja
{θ(k)}k≥0 a sequência gerada pelo algoritmo EM com θ(0) tal que fY (y; θ(0)) > 0 e tal que o
conjunto {θ : θ ∈ Θ, fY (y; θ) > fY (y; θ(0))} seja compacto. Assuma que para todo k tal que
θ(k) ∈ L C , onde L =
{







, fY (y; θ(k+1)) > fY (y; θ(k)) e que
se θ(k)
k→∞−→ θ∗ com θ∗ ∈ L C , então θ∗ ∈ M(θ∗), onde M(θ′) = {θ : θ = argmaxρQ(ρ, θ′)}.
Neste caso, toda subsequência convergente de {θ(k)}k≥0 converge para um limite em L e
{fY (y; θ(k))}k≥0 converge para fY (y; θ∗) com θ∗ ∈ L .
O Teorema 1.21 exibe as condições suﬁcientes para a convergência da sequência {θ(k)}
obtida pelo algoritmo EM para um algum ponto crítico ou máximo local de fY (y; θ). Maiores
detalhes podem ser encontrados em Dempster et al. [ref] e Wu[ref].
Veremos um exemplo dessa aplicação na Seção 2.4, onde obtemos, pelo uso do algoritmo




Modelos de Censura Tipo II Progressiva
2.1 - Introdução
A primeira discussão acerca de estimação de parâmetros com amostras progressivamente
censuradas foi feita por Herd em [20], onde fez referência a essas amostras como multi-
censuradas. Alguns anos depois, Cohen, em [12], discutiu a importância da censura pro-
gressiva em testes de conﬁabilidade de tempo de falha. Posteriormente, em [11], Cohen
sugere que a censura progressiva é a metodologia ideal para modelar exemplos práticos em
que unidades são perdidas da amostras por motivos não esperados ou alheios ao teste. A
partir daí, surgem na literatura trabalhos que tratam de modelos de distribuições especíﬁ-
cas sob censura progressiva, em particular, sob censura tipo II progressiva. Neste capítulo
apresentamos três desses modelos.
As distribuições de Valor Extremo e Weibull compõem um importante papel na modela-
gem de dados de diversos experimentos. Em especial, a distribuição Weibull é amplamente
usada para descrever tempos de vida de produtos industriais, como por exemplo compo-
nentes eletrônicos, cerâmicas, capacitores, etc. Essa aplicabilidade se dá devido sua grande
variedade de formas e sua propriedade de que a taxa de falha é monótona. A distribuição
de Valor Extremo Gumbel está estritamente ligada à distribuição Weibull, pois é obtida
aplicando-se o logaritmo natural em uma variável aleatória com distribuição Weibull, isto
é, se X é uma variável com distribuição Weibull então logX possui distribuição de Valor
Extremo Gumbel. Essa relação se torna uma importante ferramenta para a estimação de
parâmetros em modelos paramétricos deﬁnidos por ambas distribuições, pois alguns pontos
de difícil trato encontrados em um modelo podem ser simpliﬁcados no outro. Com essa ideia,
Ding e Yu, em [16], obtém os estimadores de máxima verossimilhança para os parâmetros,
considerando uma amostra aleatória relativa a tempos de vida com distribuição de Valor
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de Extremo Gumbel censurada tipo II progressivamente, convertendo o modelo de Valor
Extremo para um modelo Weibull, o que simpliﬁca o tratamento dos dados e, consequen-
temente, a estimação dos parâmetros para tal modelo. Na Seção 2.2 exibimos os estudos
desenvolvidos por esses autores.
Na Seção 2.3, tratamos de uma amostra aleatória relativa a tempos de vida com distribui-
ção Exponencial Generalizada sob testes parcialmente acelerados. Distribuições exponenciais
são largamente usadas para modelar tempos de vida, principalmente em testes de vida de
componentes eletrônicos. Entretanto, esse tipo de teste pode ter longa duração, acarretando
a necessidade de um alto investimento ﬁnanceiro. Para tentar solucionar esse problema,
podem ser aplicados fatores de aceleração que diminuem o tempo de falha das unidades em
teste, sem que se comprometa a qualidade dos dados obtidos. Motivados por esses casos prá-
ticos, exibimos o trabalho de Ismail em [22], onde o autor associa os estudos de censura tipo
II progressiva e de testes parcialmente acelerados, construindo um modelo com distribuição
Exponencial Generalizada com essas duas características. Após a obtenção do modelo, são
obtidos os estimadores de máxima verossimilhança para seus parâmetros.
Na Seção 2.4 tratamos, de uma amostra aleatória relativa a tempos de vida com dis-
tribuição Lognormal com 3 parâmetros. Assim como a distribuição Weibull, distribuições
lognormais são usadas para caracterizar tempo de vida de produtos eletrônicos e outros ma-
teriais, como semicondutores, por exemplo. Basak e Balakrishnan apresentam em [6], um
modelo da distribuição Lognormal com 3 parâmetros censurado tipo II progressivamente e
obtém os estimadores para os parâmetros utilizando o Princípio de Máxima Verossimilhança.
Além disso, esses autores exibem um método numérico para a obtenção dos estimadores do
modelo, construído com o uso do algoritmo EM. Os detalhes do desenvolvimento do trabalho
desses autores serão apresentados e discutidos.
2.2 - Inferência para a Distribuição de Valor Extremo Gum-
bel
Nesta seção abordaremos a inferência estatística considerando uma amostra aleatória
com distribuição de Valor Extremo sob censura do tipo II progressiva. Tomaremos como
base o trabalho de Ding e Yu [16]. Estudos a respeito desse tipo de amostra já haviam sido
desenvolvidos por outros autores, como por exemplo Balakrishnan et al. em [5], onde foram
deduzidos alguns valores aproximados para o EMV usando a expansão de Taylor e aplicando
processos numéricos de iteração a partir de valores iniciais. Ding e Yu conduziram sua análise
sob outro ponto de vista, convertendo o modelo de Valor Extremo para um modelo Weibull,
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o que simpliﬁcou signiﬁcativamente a complexidade dos algoritmos usados por Balakrishnan
em [5].
O modelo Weibull oferece vantagens ao ser empregado, por facilitar a obtenção dos es-
timadores, sobretudo quando pretende-se calcular o estimador de apenas um parâmetro do
modelo.
O desenvolvimento dos estudos apresentados em Ding e Yu são exibidos a seguir.
Consideremos uma amostra aleatória de tamanho n relativa a um teste de vida sob
esquema de censura do tipo II progressiva com m falhas observadas. Suponhamos que os
tempos de falha X1, . . . , Xn possuem distribuição comum de Valor Extremo Gumbel, com




























, −∞ < x < +∞.
Se uma variável aleatória Y tem distribuição Weibull, entãoX = log Y possui distribuição
de Valor Extremo, [24]. Dessa forma, deﬁnindo Y = eX segue que Y possui distribuição













Fazendo α = eµ e δ = 1/σ reescrevermos (2.1) como












, y > 0, (2.2)
ou seja, Y tem distribuição Weibull com parâmetros δ e α. Além disso, sua função de
sobrevivência é dada por







onde G(y;α, δ) é a função de distribuição acumulada de Y .
Sejam x1, . . . , xm os tempos de falha observados da amostra e sejam R1, . . . , Rm as cen-
suras correspondentes ao esquema tipo II progressivo. Deﬁnamos yi = exi , então Y1, . . . , Ym
é uma amostra censurada tipo II progressivamente com distribuição Weibull e função den-
sidade de probabilidade dada por (2.2), onde yi, . . . , ym são suas respectivas observações
ordenadas.
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Por (1.13), temos que a função de verossimilhança para α e δ é dada por





































onde C = n(n − R1 − 1) · · · (n − R1 − · · ·Rm−1 −m + 1) é constante normalizadora, e
daí, obtemos facilmente a função log-verossimilhança









Para encontrar os EMV's αˆ e δˆ para α e δ, respectivamente, devemos encontrar as soluções






































e utilizar a Hessiana de l(α, δ) para veriﬁcar que tais soluções são máximos locais da função
log-verossimilhança, e portanto, da função de verossimilhança.
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∂l(α, δ)
∂δ
= 0 ⇔ 1
δ









δ.[log yi − logα] = 0
⇔ 1
δ










































Os EMV's, αˆ e δˆ, são os valores de α e δ respectivamente, que resolvem (2.3) e (2.4) con-
juntamente. Eles podem ser obtidos por meio do uso de métodos numéricos, como Newton-
Raphson, por exemplo.
Como α = eµ e δ = 1/σ, então µ = logα e σ = 1/δ. Dessa forma, os EMV's para esses
dois últimos parâmetros são dados por
µˆ = log αˆ e σˆ = 1/δˆ.
























































































e a matriz de variância-covariância assintótica de (αˆ, δˆ) é dada por
G(αˆ, δˆ) = I−1(α, δ).
A matriz de variância-covariância dos EMV é utilizada para obtenção dos intervalos de
conﬁança para tais estimadores, como pode ser visto em [16].
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2.3 - Inferência para a Distribuição Exponencial Genera-
lizada sob Testes Parcialmente Acelerados
Nesta seção trataremos da inferência estatística considerando uma amostra aleatória
com distribuição exponencial generalizada em testes parcialmente acelerados sob censura do
tipo II progressiva, tendo como objetivo construir um modelo estatístico para esse caso. A
construção desse modelo é apresentada por Ismail em [22] e a exibiremos nessa Seção.
A distribuição exponencial generalizada foi introduzida por Gupta e Kundu em [19], com
a ideia de contrapor algumas desvantagens encontradas nas distribuições Gama e Weibull e
desde então, tem sido amplamente estudada. Sua estrutura simples permite que seja aplicada
efetivamente na modelagem de diversos testes de vida, dentre os quais, testes que envolvem
censuras.
A família da Exponencial Generalizada com dois parâmetros tem função densidade de
probabilidade e função de distribuição, respectivamente, dadas por
f(y;α, θ) = αθ(1− e−αy)θ−1e−αy, y > 0, (2.5)
e
F (y;α, θ) = (1− e−αy)θ, y > 0, (2.6)
onde θ > 0 e α > 0 são os parâmetros de forma e escala, respectivamente.
Essa distribuição possui também várias interpretações físicas. Por exemplo, consideremos
um sistema paralelo formado por n componentes, isto é, um sistema que funciona somente
quando pelo menos uma das n componentes funciona. Se a distribuição dos tempos de vida
das componentes são variáveis aleatórias exponenciais i.i.d., então a distribuição do tempo
de vida do sistema é dada por
F (y;α, n) = (1− e−αy)n, y > 0,
que representa claramente a distribuição de uma exponencial generalizada com θ = n.
Com a constante melhora do processo de fabricação de produtos, muitas vezes lidamos
com produtos altamente conﬁáveis e com uma substancial vida útil. Nessas situações, os
testes padrão de conﬁabilidade podem demorar muito tempo e, possivelmente, requererem
altos custos de investimento para que sejam realizados, até se obtenha os dados de tempo de
falha desejados para realizar a inferência. Aﬁm de assegurar a ocorrência de falhas rápidas
e conﬁáveis nestes testes, é possível encurtar o período de suas ocorrências em todas ou em
34
2.3. Inferência para a Distribuição Exponencial Generalizada sob Testes Parcialmente
Acelerados
pelo menos algumas unidades do teste, submetendo-as a condições de estresse mais graves
que as normais. Esses tipos de teste são denominados Testes Acelerados (quando todas
as unidades são testadas em condições de aceleramento) e Testes Parcialmente Acelerados
(quando existem unidades testadas em condições normais e outras testadas em condições de
aceleramento).
Testes acelerados ocorrem na prática elevando-se o nível das tensões, como por exemplo
temperatura, pressão, carga elétrica, umidade, etc, ou uma combinação desses fatores. A
tensão sobre as unidades em teste de vida podem ser aplicadas de diferentes maneiras, sendo
que os métodos mais comumente utilizados são os chamados stress por passo e os de stress
constante.
Em um teste parcialmente acelerado com stress constante, cada item é colocado em con-
dições de nível de tensão constante, isto é, apenas sob condições normais ou apenas sob
condições de aceleramento, até que o teste termine. Já no teste parcialmente acelerado com
stress por passo, cada item é executado em condições normais até determinado tempo e, se
ele não falhar durante esse tempo, passa a ser executado sob condições de aceleramento até
que ocorra falha ou que seja censurado. O objetivo de um teste parcialmente acelerado é
coletar mais dados de falha em um tempo menor, sem necessariamente usar altas tensões
para todas as unidades.
Nosso objetivo, a partir daqui, é combinar os estudos de censura progressiva com testes
parcialmente acelerados com stress por passo, construindo um modelo de tempo de vida para
uma amostra com distribuição exponencial generalizada sob essas condições.
Suponhamos que n unidades são colocadas em teste de vida sob censura do tipo II pro-
gressiva comm falhas observadas. Considere que os tempos de falhaX1, . . . , Xn das unidades
dessa amostra possuem distribuição Exponencial Generalizada com função de densidade dada
por (2.5) e função de distribuição dada por (2.6).
Diferentemente do exemplo apresentado na Seção 2.2, não iremos agora pressupor que os
números de censura R1, . . . , Rm sejam previamente deﬁnidos. Nesse caso, suponhamos que
cada unidade é censurada do teste independentemente das outras, mas todas com a mesma
probabilidade p de serem removidas. Então o número de unidades censuradas após cada
falha seguirá uma distribuição binomial, isto é,









, para i = 2, 3, . . . ,m− 1,
com Rm = n−m−R1 −R2 − · · · −Rm−1.
35
2.3. Inferência para a Distribuição Exponencial Generalizada sob Testes Parcialmente
Acelerados
Cada uma das n unidades será colocada em teste inicialmente sob condições normais de
tensão. Se a unidade não falhar ou não for censurada até um tempo pré-determinado τ , será
colocada sob condições de aceleração (stress). A partir disso, podemos deﬁnir a amostra
Y1, . . . , Yn sob teste parcialmente acelerado com stress por passo, tal que
Yi =
{
Xi, se Xi ≤ τ
τ + (Xi − τ)/β, se Xi > τ,
(2.7)
onde X1, . . . , Xn são os tempos de falha da amostra sob condições normais e β > 1 é o fator
de aceleração do teste.
Dessa forma, a função de densidade de Yi pode ser deﬁnida por
f(y) =

0, se y ≤ 0
f1(y) ≡ f(y;α, θ), se 0 < y ≤ τ
f2(y), se y > τ,
onde
f2(y) ≡ f2(y;α, θ, β) = βαθ{1− e−α[τ+β(y−τ)]}θ−1e(α[τ+β(y−τ)]),
obtida pela mudança de variável deﬁnida em (2.7).
Sejam y1, . . . , ym os tempos de falha observados da amostra Y1, . . . , Yn. Deﬁnimos as
indicadoras do processo de aceleração na amostra
δ1i =
{
1, se Xi ≤ τ




0, se Xi ≤ τ
1, se X1 > τ
e, então, obtemos a função de verossimilhança









onde F1(y) = F (y;α, θ) dada por (2.6) e F2(y) =
(
1− e−α[τ+β(y−τ)])θ, obtida pela mudança
de variável deﬁnida em (2.7).
Como o número de unidades censuradas ri após a i-ésima falha segue distribuição bino-
mial para todo i = 1, . . . ,m, e deﬁnimos que m falhas serão observadas, temos que
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e












para i = 2, 3, . . . ,m− 1, e 0 ≤ ri ≤ n−m− (r1 + r2 + · · ·+ ri−1).
Deﬁnindo R = (R1, . . . , Rm) o vetor do esquema de censura do modelo e r = (r1, . . . , rm)
o vetor das quantidades de unidades retiradas do teste após cada falha, temos que
P (R = r) = P (Rm−1 = rm−1, Rm−2 = rm−2, . . . , R1 = r1)
= P (Rm−1 = rm−1|Rm−2 = rm−2, . . . , R1 = r1) · · ·P (R2 = r2|R1 = r1)P (R1 = r1),
isto é





















Suponhamos que o número de unidades retiradas Ri sejam independentes das variáveis
Yi para todo i. Então a função de verossimilhança completa pode ser deﬁnida como
L(y;α, θ, β, p) = L1(y;α, θ, β)P (R = r).
Discutiremos primeiramente o processo de obtenção dos EMV's para os parâmetros θ, α
e β.
Como P (R = r) não depende dos parâmetros θ, α e β, então os EMV's para esses
parâmetros podem ser determinados diretamente pela maximização da função L1(y; θ, α, β)
deﬁnida em (2.8). Para isso utilizaremos a função de log-verossimilhança, aplicando o loga-
ritmo natural na função L1(y; θ, α, β), obtendo
l(θ, α, β) = m logα +m log θ − α
mu∑
i=1
yi + (θ − 1)
mu∑
i=1




Ri log [1− (1− e−αyi)θ] +ma log β − α
ma∑
i=1




log (1− e−α[τ+β(yi−τ)]) +
ma∑
i=1
Ri log [1− (1− e−α[τ+β(yi−τ)])θ];
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tal que m = mu +ma.













(1− e−αyi)θ log (1− e−αyi)








(1− e−α[τ+β(yi−τ)])θ log (1− e−α[τ+β(yi−τ)])























[τ + β(yi − τ)] + (θ − 1)
ma∑
i=1


























(1− e−α[τ+β(yi−τ)])θ−1(yi − τ)e−α[τ+β(yi−τ)]
1− (1− e−α[τ+β(yi−τ)])θ .




= 0 e ∂l
∂β
= 0, cujas soluções
são os EMV's desejados, desde que sejam um máximo local de l(θ, α, β). Observe que pela
complexidade das expressões obtidas se torna difícil obter uma forma fechada para os EMV's,
θˆ, αˆ e βˆ, entretanto, podemos utilizar métodos numéricos iterativos para resolver esse sistema
de equações e obtê-los.
Independentemente, podemos encontrar agora o EMV para o parâmetro binomial p do
número de unidades censuradas. Para isso, derivamos a função de log-verossimilhança de
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2.3. Inferência para a Distribuição Exponencial Generalizada sob Testes Parcialmente
Acelerados













1− p = 0,










Agora, encontramos a Matriz de Informação de Fisher




































































































































































Ri(yi − τ) [(θ logψ4i + 1)ψ
θ−1








































onde, ψ1i = τ + β(Yi − τ), ψ2i = 1− e−αYi , ψ3i = e−αYi , ψ4i = 1− e−αψ1i e ψ5i = e−αψ1i .
A partir da matriz de informação de Fisher, obtemos a matriz de variância-covariância
assintótica de (θˆ, αˆ, βˆ) dada por
G(θˆ, αˆ, βˆ) = I−1(θ, α, β),
utilizada na obtenção dos intervalos de conﬁança dos parâmetros.
2.4 - Inferência para a Distribuição Lognormal com 3 Pa-
râmetros
Nesta seção abordamos a inferência estatística, considerando uma amostra com distri-
buição lognormal com três parâmetros sob censura do tipo II progressiva. Apresentamos os
estudos do trabalho de Basak et al. em [6].
A distribuição lognormal é bastante usada para modelagem de tempos de falha em estudos
de conﬁabilidade e é particularmente útil para modelagem de dados de cauda longa. Muitos
trabalhos acerca desse tipo de distribuição podem ser encontrados na literatura, devido à
fácil aplicabilidade em problemas práticos.
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2.4. Inferência para a Distribuição Lognormal com 3 Parâmetros
Existe uma clara relação entre a distribuição normal e a lognormal. Se X = log(Y − γ)
é normalmente distribuída com média µ e desvio padrão σ, então a distribuição de Y será
lognormal com três parâmetros, sendo estes θ = (γ, µ, σ), onde σ é o parâmetro de forma,
µ o de escala e γ o de posição. Sendo assim, a função de densidade de probabilidade de tal
variável com distribuição lognormal com três parâmetros é dada por




2pi(y − γ) exp
{





com γ < y < ∞, σ > 0 e −∞ < µ < ∞, onde σ2 e µ são a variância e a média da variável
normal X.
Quando o parâmetro γ é conhecido, a estimação dos outros dois parâmetros pode ser
feita usando-se os resultados conhecidos para distribuição normal, simplesmente fazendo a
mudança de variável de Y para X. Entretanto, quando γ não é conhecido os métodos de
estimação se tornam mais complexos. Temos por objetivo, assim como nos modelos das
seções 2.2 e 2.3, obter os EMV's para os parâmetros do modelo.
Suponha que n unidades são colocadas em um experimento de teste de vida sob cen-
sura do tipo II progressiva com m falhas observadas e esquema de censura pré-determinado
R1, . . . , Rm. Suponha ainda que os tempos de vida X1, . . . , Xn são variáveis aleatórias com
distribuição lognormal com três parâmetros. Sejam Y1, . . . , Ym os m tempos de falha obser-
vados da amostra aleatória e y1, . . . , ym suas respectivas observações ordenadas. Então, por
(1.13) obtemos a função de verossimilhança




























Dessa forma, aplicamos o logaritmo em (2.10) para encontrar a função log-verossimilhança


















2.4. Inferência para a Distribuição Lognormal com 3 Parâmetros



























































Desse modo, uma forma de se obter os EMV's dos parâmetros γ, µ e σ é resolver o sistema




= 0 e ∂l
∂σ
= 0, e veriﬁcar que são um máximo
local da função l(γ, µ, σ), o que pode ser feito utilizando métodos numéricos clássicos, visto
a complexidade de se encontrar uma forma fechada para as soluções desse sistema.
Além disso, encontramos a Matriz de Informação de Fisher











































































































































A partir da matriz de informação de Fisher, obtemos a matriz de variância-covariância
assintótica de (γˆ, µˆ, σˆ) dada por
G(γˆ, µˆ, σˆ) = I−1(γ, µ, σ).
Uma alternativa para obtenção numérica dos EMV's apresentada por Basak e Balakrish-
nan em [6], é o uso do algoritmo EM, discutido na Seção 1.4. Como nosso modelo está sob
censura, os dados obtidos são incompletos. Usaremos a ideia do algorimo EM para obter
os EMV's dos parâmetros, isto é, tomamos os valores da variável observada e introduzimos
uma variável latente, maximizando o valor esperado do logaritmo da função de densidade
conjunta dessas variáveis, conforme apresentado na Seção 1.4.
Denotemos os dados censurados como um vetor Z = (Z1, . . . , Zm), onde os dados da
i-ésima censura, isto é, os dados não observados, podem ser representados por um vetor
Zi = (Zi1, Zi2, . . . , ZiRi), para i = 1, . . . ,m, e como Y = (Y1, . . . , Ym) os dados observa-
dos. Os dados completos são obtidos combinando os dados observados Y e os dados não
observados Z. Dessa forma, encontramos a função log-verossimilhança baseada na amostra
pseudo-completa






2pi + log (yi − γ) + 1
2
(












2pi + log (zij − γ) + 1
2
(
log(zij − γ)− µ
σ
)2]






























Executando o passo E do algoritmo, denotando θ(k) = θ(k) como o valor do parâmetro
θ na k-ésima iteração, encontramos a esperança condicional de logL(Y,Z; θ) com respeito
a densidade condicional das variáveis do vetor Z dado Y = y, onde θ = (γ, µ, σ) e y =
(y1, . . . , ym) são os dados observados da Y
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2.4. Inferência para a Distribuição Lognormal com 3 Parâmetros
Q(θ, θ(k)) = E[logL(Y,Z, θ)|θ(k),y] =
∫
E
[logL(Y,Z, θ)]fZ|Y(z|y; θ(k))µydz =
= −n log
√
2pi − n log σ −
m∑
i=1

















log (zij − γ) +
(




e então segue que
Q(θ, θ(k)) = −n log
√
2pi − n log σ −
m∑
i=1
















log (Zij − γ) +
(






Essas esperanças condicionais são obtidas usando-se o fato de que dado Yi = yi, as
variáveis Zi's têm distribuição truncada em yi, isto é, a função densidade de probabilidade
dessas Zi's dado Yi = yi são dadas por
fZij |Yi(zij|yi; θ) =
f(zij; θ)
1− F (yi, θ) ,
onde f(zij; θ) é densidade dada por (2.9), e F (yi, θ) sua respectiva função de distribuição
(ver [3] e [28]).







Agora, executemos o passo M, que consiste em maximizar Q(θ, θ(k)) obtida em (2.12),
isto é, encontrar θ(k+1) = argmaxθQ(θ, θ(k)). Para isso, iniciemos o processo de iteração
com um valor θ(0), em que usamos 0 < γ(0) < y1, e µ(0) e σ(0) obtidos com base nos dados
denominados pseudo-completos, isto é, dados que envolvem os valores observados de Y e
assumindo que todas as observações censuradas no i-ésimo passo Zi tomem o valor yi.













(Ri + 1) log




2.4. Inferência para a Distribuição Lognormal com 3 Parâmetros
Iniciando o processo de iteração com µ(0) e σ(0), a (k + 1)-ésima iteração é obtida dado
































em que as esperanças condicionais são obtidas por
E[log (Zij − γ(k))|Zij > yi; θ(k)] = σ(k)Li(k) + µ(k),
E[log2 (Zij − γ(k))|Zij > yi;µ(k+1), σ(k), γ(k)] = σ2(k)[1 + ψ∗iL∗i ] + 2σ(k)µ(k+1)L∗i + µ2(k+1),
onde
ψi(k) =














obtendo assim o valor da (k + 1)-ésima iteração para os parâmetros µ e σ.
Resta agora obter γ(k+1). Para isso, derivamos (2.12) em relação a γ e igualamos a 0,







yi − γ −
m∑
i=1
log (yi − γ)




















log (Zij − γ)
Zij − γ
∣∣∣∣Zij > yi; γ, θ∗(k+1)] = 0,
onde θ∗(k+1) = (µ(k+1), σ(k+1)).
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∣∣∣∣Zij > yi; γ, θ∗(k+1)] = eσ2(k+1)2 −µ(k+1) [σ(k+1)Pi(k+1)(γ) + (µ(k+1) − σ2(k+1))Pi(k+1)(γ)],
onde
ψi(k+1)(γ) =




1− Φ(ψi(k+1)(γ) + σˆ(k+1))
1− Φ(ψi(k+1)(γ)) .
Pelo Teorema 1.21, a convergência para os EMV's dos parâmetros do modelo é garantida.




Propriedades Assintóticas dos Estimadores de
Máxima Verossimilhança baseados na Censura
do Tipo II Progressiva
3.1 - Introdução
No Capítulo 1 vimos que sob determinadas condições de regularidade sobre a função de
densidade f(x; θ) as propriedades assintóticas de consistência e normalidade são garantidas
ao EMV do parâmetro unidimensional θ de uma amostra aleatória da distribuição f(x; θ).
Vimos também que nos casos de censura tipo II progressiva quando o tamanho n da amostra
é suﬁcientemente grande, o esquema de censura deve ser proporcionalmente grande, isto é,
se n → ∞ então m
n
→ τ . Isso garante que o esquema de censura tipo II progressiva não se
aproxime assintoticamente de um esquema de censura do tipo II.
Ao estimar parâmetros para amostras censuradas tipo II progressivamente, naturalmente
surge o questionamento se as propriedades assintóticas obtidas para amostras sem censura
podem ser asseguradas também para esse caso. Neste capítulo veremos que é possível, mas
que é necessário acrescentar condições de regularidade sobre a densidade f(x; θ) da amostra
sob censura em relação às condições impostas no caso sem censura.
Lin e Balakrishnan exibem em [4] a garntia das propriedades de consistência e norma-
lidade assintótica para amostras sob censura tipo II progressiva. Os autores utilizam o
Princípio da Informação Perdida apresentado por Louis em [27] e Tanner em [32], para ca-
racterizar a amostra observável como uma combinação de uma amostra completa e uma
amostra censurada. Dessa forma, as propriedades desejadas são garantidas para a amostra
considerada completa, como apresentamos na Seção 1.2.
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3.2. Consistência
A novidade do trabalho de Lin e Balakrishnan [4], está na garantia dessas propriedades
para os dados censurados. Para demonstrá-las nesse caso, os autores acrescentam as con-
dições existência da 1a, 2a e 3a derivadas de log f(x; θ) em relação a θ para quase todo x
(condição A1), além de sua limitação por funções integráveis (condição A3), assim como
a limitação da 1a, 2a e 3a derivadas de f(x; θ) e da função 1
1−F (x;θ) por funções também
integráveis(condições A2 e A4).
A partir daí, é usada uma versão da Lei Fraca dos Grandes Números para variáveis
aleatórias independentes mas não identicamente distribuídas, apresentada por Hoadley em
[21], e então consegue-se garantir as duas propriedades desejadas para a amostra censurada.
Apresentamos detalhadamente todos esses passos e obtemos a consistência e a norma-
lidade assintótica para amostras censuradas tipo II progressivamente nas Seções 3.2 e 3.3,
respectivamente.
No Apêndice, demonstramos os dois teoremas apresentados por Hoadley [21] necessários
na demonstração das propriedades estudadas neste capítulo.
3.2 - Consistência
A obtenção da consistência para o EMV para amostras sob esquemas de censura do
tipo II progressiva segue os mesmos passos e ideias feitos na Seção 1.2 quando veriﬁcamos
essa propriedade para amostras completas. Como era de se esperar, para dados censurados
serão necessárias algumas hipóteses adicionais em relação à amostras completas. Assumimos
novamente que θ é um parâmetro unidimensional com valores possíveis em Θ ⊂ R. Seja
F = {f(x; θ); θ ∈ Θ} uma família de densidades relativas a medida de Lebesgue µ. Considere
um conjunto de dados x1, . . . , xn como realizações i.i.d. de uma variável aleatória X com
densidade f(x; θ0) ∈ F , onde θ0 ∈ Θ ⊂ R é o parâmetro verdadeiro a ser estimado.
Seguem abaixo as condições de regularidade necessárias para os resultados que vêm a
seguir.
(A1) Para quase todo x, as derivadas ∂
∂θ
log f(x; θ), ∂
2
∂θ2
log f(x; θ) e ∂
3
∂θ3
log f(x; θ) existem
para todo θ pertencendo a um intervalo não degenerado I.
(A2) Para todo θ ∈ I, temos∣∣∣∣ ∂∂θf(x; θ)
∣∣∣∣ ≤ G1, ∣∣∣∣ ∂2∂θ2f(x; θ)
∣∣∣∣ ≤ G2, ∣∣∣∣ ∂3∂θ3f(x; θ)
∣∣∣∣ ≤ G3,
onde ∫
Gi(x)dµ(x) <∞, i = 1, 2, 3
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e µ é a medida de Lebesgue.
(A3) Para todo θ ∈ I e constantes positivas δ e K, temos∣∣∣∣ ∂∂θ log f(x; θ)
∣∣∣∣ ≤ G∗1(x), ∣∣∣∣ ∂2∂θ2 log f(x; θ)
∣∣∣∣ ≤ G∗2(x), ∣∣∣∣ ∂3∂θ3 log f(x; θ)
∣∣∣∣ ≤ G∗3(x),
e ∫
|G∗i (x)|1+δ f(x; θ)dµ(x) ≤ K, i = 1, 2, 3.
(A4) Para todo θ ∈ I e M constante positiva, 1
1−F (x;θ) é limitada por η(x), onde∫
η(x)f(x; θ)dµ(x) ≤M.








é ﬁnita e positiva.
Primeiramente, demonstraremos o seguinte lema:
Lema 3.1. Assumindo as condições (A2) − (A4) e que existe uma função mensurável e
integrável T com
∫
T (x1, . . . , xm)dµ(x) <∞, e ainda Q uma constante positiva independente
de θ. Então temos que
1
n
∣∣∣∣ ∂3∂θ3 logL(θ;x1, . . . , xm)
∣∣∣∣ ≤ T (x1, . . . , xm)
e E[T (x1, . . . , xm)] ≤ Q.
Demonstração. Por (1.13) temos que a função de verossimilhança é dada por
L(θ) = L(θ;x1, . . . , xm) = C.
m∏
i=1
f(xi; θ).[1− F (xi; θ)]Ri ,
onde x1 < . . . < xm e C é a constante normalizadora. Aplicando o logaritmo aí, temos
l(θ) = logL(θ;x1, . . . , xm) = logC +
m∑
i=1
log f(xi; θ) +
m∑
i=1















∣∣∣∣ ∂3∂θ3 log [1− F (xi; θ)]
∣∣∣∣ (3.1)
Pela condição (A3) temos que
∣∣∣ ∂3∂θ3 log f(x; θ)∣∣∣ ≤ G∗3(xi); então basta provarmos que a
segunda expressão do lado direito de (3.1) também é limitada por alguma função. Podemos
escrever




[1− F (xi; θ)]
1− F (xi; θ) − 3
∂
∂θ
[1− F (xi; θ)] ∂2∂θ2 [1− F (xi; θ)]




[1− F (xi; θ)]
)3
[1− F (xi; θ)]3
∣∣∣∣∣ .
Pela condição (A4), 1
1−F (xi;θ) ≤ η(xi) e então∣∣∣∣ ∂3∂θ3 log [1− F (xi; θ)]
∣∣∣∣ ≤∣∣∣∣ ∂3∂θ3F (xi; θ)
∣∣∣∣ η(xi) + 3 ∣∣∣∣ ∂∂θF (xi; θ)
∣∣∣∣ ∣∣∣∣ ∂2∂θ2F (xi; θ)
∣∣∣∣ η2(xi) + 2 ∣∣∣∣ ∂∂θF (xi; θ)



















onde Ai = {x : −∞ < x ≤ xi} para i = 1, . . . ,m.
Note que pela condição (A2) as funções ∂
j
∂θj
f(x; θ) são limitadas por funções Gj integrá-







f(x; θ)dµ(x), j = 1, 2, 3.
Então


































∣∣∣∣ η2(xi) + 2 ∣∣∣∣∫
Ai
G1(x)dµ(x)
∣∣∣∣3 η3(xi) ≡ υ(xi)
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Pelas condições (A2) e (A4) a função obtida υ(xi) é limitada, para todo i = 1, . . . ,m e∫
υ(x)f(x; θ)dµ(x) ≤M∗, (3.2)
onde M∗ é uma constante positiva independente de θ. Sendo assim, podemos deﬁnir






de tal forma que, por (3.1) temos
1
n
∣∣∣∣ ∂3∂θ3 logL(θ;x1, . . . , xm)
∣∣∣∣ ≤ T (x1, . . . , xm).
Observe que, pela condição (A3) e por (3.2)



















onde Q é uma constante positiva.
Logo, o lema está demonstrado.
Para mostrar a consistência do EMV em casos de censura do tipo II progressiva, usamos
um resultado, estabelecido por Hoadley [21], que trata da Lei Fraca dos Grandes Números
para variáveis aleatórias independentes mas não identicamente distribuídas. Este resultado
é descrito abaixo e é demonstrado no Apêndice.
Teorema 3.2. Sejam {Yk : k = 1, 2, . . .} variáveis aleatórias independentes deﬁnidas em um
espaço de probabilidade (Ω,F , Pθ) e tomando valores em um espaço de medida (Υ,A , µ).
Seja Hk : Υ× S → R1, onde S ⊂ Rp é compacto e seja hk(s) = E[Hk(Yk, s)] Assumimos:
(a) Para cada s ∈ S, Hk(·, s) é A -mensurável;
(b) Hk(Yk, ·) é contínua em S, uniformemente em k q.c.[P];
(c) Existe uma função mensurável Bk : Υ→ R1 tal que |Hk(·, s)| < Bk(·) para todo s ∈ S














∣∣∣∣∣ : s ∈ S
}
P−→ 0.
Para mostrar a propriedade de consistência do EMV, consideramos 1 ≤ m < n, já que
quando m = n temos uma amostra completa e esse caso já foi demonstrado no Teorema
1.10. Segue então o teorema:










log f(xi; θ) +Ri
∂
∂θ
log [1− F (xi; θ)]
}
= 0 (3.3)
tem uma sequência de soluções θˆn, que converge em probabilidade para o verdadeiro valor
de θ, digamos θ0; ou seja, θˆn é uma sequência de estimadores de máxima verossimilhança
consistente de θ0.
Demonstração. Da expansão de Taylor com resto de Lagrange da função ∂
∂θ
logL(θ;x1, . . . , xm)































onde θ¯ é um valor entre θ e θ0.
Observe que, pelo Lema 3.1, temos que 1
n
∣∣∣ ∂3∂θ3 logL(θ;x1, . . . , xm)∣∣∣ ≤ T (x1, . . . , xm) e
então podemos deﬁnir
∆(x1, . . . , xm) =











, se T (x1, . . . , xm) > 0,

























(θ − θ0)2∆(x1, . . . , xm)T (x1, . . . , xm) =
= B0 + (θ − θ0)B1 + 1
2




















log f(xi; θ) +Ri
∂
∂θ




















log f(xi; θ) +Ri
∂2
∂θ2




B¯2 = ∆(x1, . . . , xm)T (x1, . . . , xm).
Como |∆(x1, . . . , xm)| ≤ 1, temos que
|B¯2| = |∆(x1, . . . , xm)T (x1, . . . , xm)|
< |∆(x1, . . . , xm)|T (x1, . . . , xm)
≤ T (x1, . . . , xm) := B2.





logL(θ;x1, . . . , xm) = B0 + (θ − θ0)B1 + 1
2
(θ − θ0)2∆B2. (3.5)
Como x1, . . . , xm são observações incompletas da amostra X1, . . . , Xn censurada tipo II
progressivamente, podemos reescrever suas informações utilizando o Princípio da Informação
Perdida, apresentado na Observação 1.18.
Consideremos Wi = Xi, i = 1, . . . , n, a amostra aleatória completa de tamanho n com
função densidade de probabilidade f(·; θ) e função de distribuição F (·; θ) onde w1, . . . , wn são
suas respectivas observações, e Yij = Xij, j = 1, . . . , Ri para cada i = 1, . . . ,m, as variáveis
censuradas com função densidade de probabilidade ψi(y; θ) =
f(y;θ)
1−F (xi;θ) ,
com y > xi, onde yi1, . . . , yiRi são suas respectivas observações, para i = 1, . . . ,m. Ob-












log f(yij; θ|Xi = xi).
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No que segue, mostramos que a equação de verossimilhança (3.3) tem solução θˆn que
converge em probabilidade para θ0, e fazemos isso seguindo os mesmos passos da demons-
tração do Lema 1.10 e Teorema 1.11. Veriﬁcamos que: (i) B0
P−→ 0, (ii) B1 P−→ −ζ21 e
(iii) B2
P−→ ζ2, onde ζ1 e ζ2 são constantes que serão deﬁnidas. Para simpliﬁcar a notação,
a partir daqui denotaremos θ0 simplesmente por θ. Vejamos então.


















































log [1− F (xi; θ)].











































log [1− F (xi; θ)].




















1− F (xi; θ)dµ(y),
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[1− F (xi; θ)]




log [1− F (xi; θ)],
















log [1− F (xi; θ)]. (3.6)





log f(Yij; θ), i = 1, . . . ,m,





log f(Yij; θ) é mensurável; para todo






∣∣∣∣∣ ≤ |RiG∗1| com R1+δi E[G∗1]1+δ ≤ K para todo i = 1, . . . ,m, onde K
e δ são constantes positivas.
Dessa forma, segue que
sup
{∣∣∣∣ B02n−m


















]∣∣∣∣∣ : θ ∈ I
}
P−→ 0.
Daí, juntamente com (3.6), temos que B02
























































log [1− F (xi; θ)].








log f(W ; θ)
]
= −γ2.







































Segue do Teorema 3.2 que o primeiro termo da expressão acima converge em probabilidade





log [1− F (xi; θ)] =
∂2
∂θ2
[1− F (xi; θ)]









[1− F (xi; θ)]

















































1− F (xi; θ)dµ(y) =
∂2
∂θ2
[1− F (xi; θ)]




































































converge para um valor ﬁnito, digamos Λ.
























Portanto, combinando os resultados obtidos e deﬁnindo
ζ21 = γ








(iii)Finalmente, seguindo as mesmas ideias da convergência de B1, temos que B2 converge
em probabilidade para um valor ﬁnito, digamos ζ2.
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3.3. Normalidade Assintótica
Seguindo os mesmos argumentos do Lema 1.10 e do Teorema 1.11, veriﬁcamos que a
equação (3.3) possui uma sequência de soluções θˆn que converge em probabilidade para o
verdadeiro valor θ0 do parâmetro, ou seja, θˆn é uma sequência consistente de estimadores de
máxima verossimilhança de θ0.
3.3 - Normalidade Assintótica
Para estabelecer a normalidade assintótica do EMV do parâmetro θ, Lin e Balakrishnan
[4] utilizam o resultados de Hoadley [21] e o Teorema de Slutsky, veja Serﬂing [31], para o
caso multivariado. Hoadley exibe uma forma de Liapunov para o Teorema do Limite Central
para o caso multivariado, que é uma importante ferramenta para mostrar que estimadores de
máxima verossimilhança de θ têm normalidade assintótica em amostras de variáveis indepen-
dentes mas não identicamente distribuídas. Segue o enunciado de um Teorema apresentado
por Hoadley, demonstrado no Apêndice deste trabalho.
Teorema 3.4. Sejam Xk, k = 1, 2, . . . vetores aleatórios p-dimensionais independentes com






Γk −→ Γ¯, onde Γ¯ é deﬁnida positiva;











O seguinte resultado mostra que a convergência de funções com distribuição univariada
pode ser estendida para a convergência de funções com distribuição multivariada.
Teorema 3.5. (Teorema de Slutsky) Sejam (Xn, Yn), n = 1, 2, . . ., e (X, Y ) dois vetores
aleatórios deﬁnidos em um mesmo espaço de probabilidade. Suponha que Xn
D−→ X e
Yn
D−→ Y . Se Xn e Yn são independentes para cada n, então
(Xn, Yn)
D−→ (X∗, Y ∗),
onde X∗ e Y ∗ têm a mesma distribuição que X e Y , respectivamente, e são independentes
no mesmo espaço.
No que segue, mostramos a normalidade assintótica do EMV de θ.
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3.3. Normalidade Assintótica
Teorema 3.6. Sob as condições de regularidade (A1)− (A5), a equação de verossimilhança
(3.3) tem uma solução θˆ que possui distribuição assintoticamente normal.




Então, por (3.5) temos que































log f(xi; θ0) +Ri
∂
∂θ








onde ζ21 = γ
2 + (1− τ)Λ, dado em (3.8).
Vimos em (ii) e (iii) da demonstração do Teorema 3.3 que −B1
ζ21
P−→ 1 e B2 é limitada




Assim o denominador de (3.9) converge em probabilidade para 1. Resta veriﬁcar então
a convergência do numerador da fração.
Pelo Princípio da Informação Perdida e usando o fato de que
∂
∂θ












log f(xi; θ0) +Ri
∂
∂θ





















































log f(wi; θ) é assintoticamente normal com média
0 e variância γ2, pois wi são consideradas as observações de uma amostra completa.
Note que pelas condições (A3) e (A4), E
∣∣ ∂
∂θ






















]∣∣∣∣3 = n−mn3/2 K∗ n→∞−→ 0. (3.10)














Veriﬁca-se então que as condições do Teorema 3.4 são satisfeitas para a sequência de






, i = 1, . . . ,m e j = 1, . . . , Ri,
já que facilmente veriﬁca-se que E|Xj| = 0 e por (3.10) a média das (n −m) covariâncias
Cov(Xj) converge para um valor Λ deﬁnido positivo, satisfazendo a condição (a) do Teo-
rema. Além disso, por (3.10) a condição (b) também é satisfeita. Sendo assim, do Teorema

















Pela observação 1.17 temos que m
n



































































com i = 1, . . . ,m e j = 1, . . . , Ri, como W ∗i e Y
∗
ij são independentes para todo i e j, podemos
























D−→ (W ∗, Y ∗),
onde W ∗ e Y ∗ têm distribuição N(0, γ2) e N(0, (1 − τ)Λ) respectivamente, e são indepen-
dentes.































log f(Xi; θ) +Ri
∂
∂θ
log [1− F (Xi; θ)]
}











log f(Xi; θ) +Ri
∂
∂θ









e então concluímos que
√
n(θˆ − θ0) tem distribuição assintoticamente normal (0, [ζ21 ]−1).
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Apêndice
Neste apêndice demonstraremos os teoremas utilizados na obtenção das propriedades
assintóticas do Capítulo 3 e enunciaremos resultados necessários para essas demonstrações.
Aqui tomamos Xi, i ∈ I, onde I = 1, 2, . . ., variáveis aleatórias independentes deﬁnidas
no espaço de probabilidade (Ω,F , P ) e tomando valores num espaço de medida (Υ,A , µ).
Primeiramente, introduzimos o conceito de integrabilidade uniforme, fundamental para
garantir os resultados de consistência e normalidade assintótica dos EMV dos parâmetros
em amostras censuradas tipo II progressivamente.









Lema A. 2. Um condição suﬁciente para que {Xi, i ∈ I} seja u.i. é que
E|Xi|1+δ ≤ ∞,
para algum δ > 0.
Lema A. 3. São equivalentes
(i) {Xn;n = 1, 2, . . .} é u.i. e Xn P−→ X.
(ii) X é integrável e E|Xn −X| n→∞−→ 0.
Lema A. 4. Seja U ⊂ Rp. Se {Xk(u); k = 1, 2, . . . ;u ∈ U} é u.i e lim
u→u0
Xk(u) = Xk, q.c.
[P], então
(i) {Xk; k = 1, 2, . . .} é u.i.
Se além disso, lim
u→u0





E|Xk(u)−Xk| = 0, uniformemente em k, isto é, lim
u→u0
EXk(u) = EXk uniforme-
mente em k.
Demonstração.
(i) Como {Xk(u), k = 1, 2, . . . ;u ∈ U} é u.i., tomemos M suﬁcientemente grande e 
suﬁcientemente pequeno de forma que∫
|xk(u)|>M
|Xk(u)|dP < .
Para cada k ﬁxo, deﬁnimos
A = { lim
u→u0
Xk(u) = Xk},
B(u) = {|Xk(u)| > M},
B = {|Xk| > M}.




inf I(A ∩B(u))|Xk(u)| ≥ I(A ∩B)|Xk|,
e então, pelo Lema de Fatou, segue que∫
|Xk|>M
























o que signiﬁca que {Xk, k = 1, 2, . . .} é u.i..
(ii) Suponhamos por contradição que lim
u→u0
E|Xk(u)−Xk| 6= 0. Então existe  > 0 e
sequências km
n→∞−→ ∞ e sn n→∞−→ u0 tais que E[Zn] > , onde
Zn = |Xkn(sn)−Xk|.
Como {Xkn ;n = 1, 2, . . .} é u.i. por hipótese e {Xk, k = 1, 2, . . .} também é u.i. pelo
item (i), segue que {Zn;n = 1, 2, . . .} também o é.
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Além disso, como Xk(u)





Zn = 0, q.c.[P].
Assim, Zn satisfaz as hipóteses do Teorema 2 e então segue que
E|Zn − 0| n→∞−→ 0⇒ lim
n→∞
E[Zn] = 0,
o que é uma contradição.
Logo, E|Xk(u)−Xk| n→∞−→ 0.
Teorema A. 5. Sejam {Yk : k = 1, 2, . . .} variáveis aleatórias independentes deﬁnidas
em um espaço de probabilidade (Ω,F ,Pθ) e tomando valores em um espaço de medida
(Υ,A , µ). Seja Hk : Υ × S → R1, onde S ⊂ Rp é compacto e seja hk(s) = E[Hk(Yk, s)]
Assumimos:
(a) Para cada s ∈ S, Hk(·, s) é A -mensurável;
(b) Hk(Yk, ·) é contínua em S, uniformemente em k q.c.[P];
(c) Existe uma medida Bk : Υ → R1 tal que |Hk(·, s)| < Bk(·) para todo s ∈ S e
E|Bk(Yk)|1+δ ≤ K, onde K e δ são constantes positivas.
Então:














(i) Pela hipótese b, para cada s0 ∈ S, temos que lim
s→s0
Hk(Yk, s) = Hk(Yk, s0) unif. em k,
q.c.[P]. Pela hipótese c temos que a família {Hk(Yk, s); k = 1, 2, . . . ; s ∈ S} é u.i., já que é
Hk(Yk, s) é limitada por uma função mensurável com esperança ﬁnita (ver [7]).
Então, pelo item (ii) do Teorema A.4 segue que lim
s→s0
hk(s) = hk(s0) unif. em k, isto é,
hk(s) é contínua em S, unif. em k.
(ii) Pelo item (i), podemos assumir sem perda de generalidade que hk(s) = EHk(Yk, s) = 0.
Sejam
H∗k(y, s, ρ) = sup{Hk(y, t); |t− s| ≤ ρ}
Hk∗(y, s, ρ) = inf{Hk(y, t); |t− s| ≤ ρ},
onde |.| é a norma euclidiana usual.
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As funções H∗k(y, s, ρ) e Hk∗(y, s, ρ) são A -mensuráveis, já que Hk(Y + k, s) é contínua
em S, e S é separável, já S ⊂ Rp. Daí, pela hipótese b segue que
lim
ρ→0
H∗k(Yk, s, ρ) = Hk(Yk, s)
lim
ρ→0
Hk∗(Yk, s, ρ) = Hk(Yk, s),
unif. em k, q.c.[P].
Então, pela parte (ii) do Teorema 0.4,
lim
ρ→0
EH∗k(Yk, s, ρ) = EHk(Yk, s) = 0
lim
ρ→0
EHk∗(Yk, s, ρ) = EHk(Yk, s) = 0,
unif. em k, q.c.[P]. Daí, para cada s ∈ S, dado  > 0, existe ρ(s) suﬁcientemente pequeno,
tal que
− < EHk∗(Yk, s, ρ(s)) ≤ EH∗k(Yk, s, ρ(s)) < . (12)
Como S é um conjunto compacto, toda cobertura aberta de S admite uma subcobertura
ﬁnita. Observe que a coleção {S(s, ρ(s))} forma uma cobertura aberta de S, então existem
s1, . . . , sm ∈ S tal que S ⊂
m⋃
i=1
S(si, ρ(si)), isto é,
m⋃
i=1
S(si, ρ(si)) é uma sobcobertura ﬁnita
de S.
























Pela condição (c) temos que
E|H∗k(Yk, s, ρ)|1+δ ≤ K
E|Hk∗(Yk, s, ρ)|1+δ ≤ K,










E|Hk∗(Yk, s, ρ)|1+δ n→∞−→ 0,

























Combinando os resultados (12) e (14) temos que com probabilidade tendendo a 1 − n,









H∗k(Yk, s, ρ(s)) < 2, (15)
e, aplicando o resultado (15) na desigualdade (13), segue que com probabilidade tendendo a


















Teorema A. 6. Sejam Xk, k = 1, 2, . . . vetores aleatórios p-dimensionais independentes com






Γk −→ Γ¯, onde Γ¯ é deﬁnida positiva;






















Pela hipótese (a), λ′Γ¯nλ








para todo λ 6= 0.
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