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Abstract
Simple inequalities are established for some integrals involving the modified
Bessel functions of the first and second kind. In most cases these inequalities are
tight in certain limits. As a consequence, we deduce a tight double inequality, involv-
ing the modified Bessel function of the first kind, for a generalized hypergeometric
function. We also present some open problems that arise from this research.
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1 Introduction
In the recent papers [7] and [8], simple inequalities, involving modified Bessel functions
of the first kind Iν(x) and second kind Kν(x), were obtained for the integrals∫ x
0
e−γttνIν(t) dt,
∫ ∞
x
eγttνKν(t) dt, (1.1)
where x > 0, 0 ≤ γ < 1 and ν > −1
2
. For γ 6= 0 there does not exist simple closed form
expressions for these integrals. Similar inequalities for integrals involving the modified
Struve function of the first kind Lν(x) have also been established by [9]. The bounds of
[7, 8] were required in the development of Stein’s method [21, 4, 15] for variance-gamma
approximation [5, 6, 10]. Although, the combination of their simple form and accuracy
mean that the inequalities may also prove useful in other problems involving modified
Bessel functions; see, for example, [2, 3] in which inequalities for the modified Bessel
function of the first kind are used to obtain tight bounds for the generalized Marcum
Q-function, which frequently arises in radar signal processing.
In this paper, we consider the problem of obtaining inequalities, involving modified
Bessel functions, for the integrals∫ x
0
e−γt
Iν(t)
tν
dt,
∫ ∞
x
eγt
Kν(t)
tν
dt, (1.2)
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where x > 0 and 0 ≤ γ < 1. The conditions imposed on ν will be different for several
of the inequalities. (In fact, most of our inequalities are for integrals of a more general
form.) This is a related problem to the one considered by [7, 8], and, as is the case for the
integrals of (1.1), it is natural to consider such integrals. Indeed, several related integrals
are tabulated in standard references. For example, formulas 10.43.8 and 10.43.10 of [14]
are ∫ x
0
e−t
Iν(t)
tν
dt =
2−ν+1
(2ν − 1)Γ(ν) −
e−xx−ν+1
2ν − 1
(
Iν(x) + Iν−1(x)
)
, ν /∈ {1
2
} ∪ −N0,
∫ ∞
x
et
Kν(t)
tν
dt =
exx−ν+1
2ν − 1
(
Kν(x) +Kν−1(x)
)
, ν > 1
2
.
When γ = 0 the integrals in (1.2) can also be evaluated because the modified Bessel
functions can be represented through the generalized hypergeometric function. To see
this, recall that the generalized hypergeometric function (see [14]) is defined by
pFq
(
a1, . . . , ap; b1, . . . , bq; x
)
=
∞∑
k=0
(a1)k · · · (ap)k
(b1)k · · · (bq)k
xk
k!
,
and the Pochhammer symbol is given by (a)0 = 1 and (a)k = a(a+1)(a+2) · · · (a+k−1),
k ≥ 1. The modified Bessel functions can be defined for x > 0 and ν ∈ R by
Iν(x) =
∞∑
k=0
(1
2
x)ν+2k
k!Γ(ν + k + 1)
, Kν(x) =
pi
2 sin(νpi)
(
I−ν(x)− Iν(x)
)
, (1.3)
where for Kν(x) a limit is taken for integer ν. We then have the representation (see
formula 10.39.9 of [14])
Iν(x) =
(1
2
x)ν
Γ(ν + 1)
0F1
(
−; ν + 1; x
2
4
)
,
and straightforward calculations then yield
∫
Iν(t)
tν
dt =
x
2νΓ(ν + 1)
1F2
(
1
2
;
3
2
, ν + 1;
x2
4
)
, (1.4)
∫
Kν(t)
tν
dt = − pix
2ν+1 sin(piν)
{
4νx−2ν
(2ν − 1)Γ(1− ν) 1F2
(
1
2
− ν; 3
2
− ν, 1− ν; x
2
4
)
+
1
Γ(ν + 1)
1F2
(
1
2
;
3
2
, ν + 1;
x2
4
)}
. (1.5)
However, when γ 6= 0 there does not exist closed form formulas for the integrals in
(1.2). Moreover, even when γ = 0 the integrals are given in terms of the generalized
hypergeometric function. This provides the motivation for establishing simple bounds,
involving modified Bessel functions, for these integrals.
The approach used in this paper to bound the integrals in (1.2), which involves exploit-
ing basic identities and monotonicity properties of modified Bessel functions, is similar
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to the one used in [7, 8]. These elementary properties of modified Bessel functions are
collected in Appendix B. In Appendix A, we prove an inequality involving the modified
Bessel function Kν(x) that is needed to prove one of our integral inequalities. This result
may be of independent interest. The inequalities obtained in this paper are simple, but,
in most cases, are seen to be tight in certain limits.
2 Inequalities for integrals of modified Bessel func-
tions
The following theorem complements the inequalities of Theorem 2.5 of [7] and Theorem
2.2 of [8] for the integral
∫∞
x
eγttνKν(t) dt.
Theorem 2.1. Let 0 < γ < 1 and n < 1. Then, for all x > 0,
∫ ∞
x
Kν+n(t)
tν
dt >
Kν+n−2(x)
xν
, ν > 5
2
− 2n, (2.6)
∫ ∞
x
Kν+n(t)
tν
dt <
Kν+n−1(x)
xν
, ν ∈ R, (2.7)
∫ ∞
x
Kν+n(t)
tν
dt <
2(ν + n− 1)
2ν + n− 1
Kν+n−1(x)
xν
− n− 1
2ν + n− 1
Kν+n−3(x)
xν
, (2.8)
for ν > 1
2
(1− n).∫ ∞
x
eγt
Kν+n(t)
tν
dt <
eγx
1− γ
∫ ∞
x
Kν+n(t)
tν
dt, ν ≥ 1
2
− n, (2.9)
∫ ∞
x
eγt
Kν+n(t)
tν
dt <
eγx
1− γ
Kν+n−1(x)
xν
, ν ≥ 1
2
− n, (2.10)
∫ ∞
x
eγt
Kν+n(t)
tν
dt <
eγx
1− γ
(
2(ν + n− 1)
2ν + n− 1
Kν+n−1(x)
xν
− n− 1
2ν + n− 1
Kν+n−3(x)
xν
)
, (2.11)
for ν > 1
2
(1− n).
Inequality (2.7) is reversed when n > 1 and equality is attained when n = 1. Equality is
attained in (2.9) and (2.10) when n = 1 and ν = −1
2
, and the inequalities are reversed if
n > 1 and ν ≤ 1
2
− n. Inequalities (2.6)–(2.11) are tight as x → ∞. Inequality (2.8) is
also tight as x ↓ 0, provided ν > 1− n.
Proof. We first establish inequalities (2.6)–(2.11) and then prove that the inequalities are
tight in certain limits.
(i) Let us first compare the derivatives of
∫∞
x
Kν+n(t)
tν
dt and Kν+n−2(x)
xν
. From the dif-
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ferentiation formula (B.38) and identity (B.36) we have
d
dx
(
Kν+n−2(x)
xν
)
=
d
dx
(
xn−2 · Kν+n−2(x)
xν+n−2
)
= (n− 2)Kν+n−2(x)
xν+1
− Kν+n−1(x)
xν
=
n− 2
2(ν + n− 2)
(
Kν+n−1(x)
xν
− Kν+n−3(x)
xν
)
− Kν+n−1(x)
xν
= − 2ν + n− 2
2(ν + n− 2)
Kν+n−1(x)
xν
+
2− n
2(ν + n− 2)
Kν+n−3(x)
xν
(2.12)
> −Kν+n(x)
xν
=
d
dx
(∫ ∞
x
Kν+n(t)
tν
dt
)
, (2.13)
where the inequality follows from Lemma A.1. Thus,
∫∞
x
Kν+n(t)
tν
dt decays at a faster rate
than Kν+n−2(x)
xν
for all x > 0.
We now consider the asymptotic behaviour of
∫∞
x
Kν+n(t)
tν
dt and Kν+n−2(x)
xν
as x→∞.
To this end, we note that a routine asymptotic analysis using integration by parts gives
that, as x→∞,
∫ ∞
x
t−ν−1/2e−t dt ∼ x−ν−1/2e−x
(
1− ν +
1
2
x
)
,
∫ ∞
x
t−ν−3/2e−t dt ∼ x−ν−3/2e−x.
Using (B.42) and these limiting forms gives that, as x→∞,
∫ ∞
x
Kν+n(t)
tν
dt ∼
√
pi
2
∫ ∞
x
t−ν−1/2e−t
(
1 +
4(ν + n)2 − 1
8t
)
dt
∼
√
pi
2
x−ν−1/2e−x
(
1 +
4(ν + n)2 − 8ν − 5
8x
)
. (2.14)
We also have, as x→∞,
Kν+n−2(x)
xν
∼
√
pi
2
x−ν−1/2e−x
(
1 +
4(ν + n− 2)2 − 1
8x
)
. (2.15)
One can readily check that the second term in the expansion (2.14) is greater than the
second term in the expansion (2.15) if ν > 5
2
−2n. Combining this with (2.13) then proves
inequality (2.6).
(ii) Suppose n < 1. Then, for x > 0,
∫ ∞
x
Kν+n(t)
tν
dt =
∫ ∞
x
tn−1 · Kν+n(t)
tν+n−1
dt < xn−1
∫ ∞
x
Kν+n(t)
tν+n−1
dt =
Kν+n−1(x)
xν
,
where we used (B.38) to evaluate the integral. We can see that we have equality if n = 1
and the inequality is reversed if n > 1.
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(iii) From (2.12), we have
d
dt
(
Kν+n−1(t)
tν
)
= − 2ν + n− 1
2(ν + n− 1)
Kν+n(t)
tν
− n− 1
2(ν + n− 1)
Kν+n−2(t)
tν
.
Integrating both sides of this expression over (x,∞), applying the fundamental theorem
of calculus and rearranging gives
∫ ∞
x
Kν+n(t)
tν
dt =
2(ν + n− 1)
2ν + n− 1
Kν+n−1(x)
xν
− n− 1
2ν + n− 1
∫ ∞
x
Kν+n−2(t)
tν
dt.
On applying inequality (2.7) to the integral on the right hand-side of the above expression
we obtain (2.8).
(iv) Suppose n < 1 and ν ≥ 1
2
− n. Using integration by parts gives
∫ ∞
x
eγt
Kν+n(t)
tν
dt = eγx
∫ ∞
x
Kν+n(t)
tν
dt + γ
∫ ∞
x
eγt
(∫ ∞
t
Kν+n(u)
uν
du
)
dt
< eγx
∫ ∞
x
Kν+n(t)
tν
dt + γ
∫ ∞
x
eγt
Kν+n−1(t)
tν
dt
≤ eγx
∫ ∞
x
Kν+n(t)
tν
dt+ γ
∫ ∞
x
eγt
Kν+n(t)
tν
dt,
where we used (2.7) and (B.45) (as ν ≥ 1
2
− n) to obtain the first and second inequalities
respectively. Rearranging yields inequality (2.9). If n = 1, then the strict inequality
in the above expression because an equality. If also ν = −1
2
, then the final inequality
becomes an equality. Therefore if n = 1 and ν = −1
2
then (2.9) is an equality. Similar
considerations, using (B.44), show that (2.9) is reversed if n > 1 and ν ≤ 1
2
− n.
(v) Combine inequalities (2.9) and (2.7).
(vi) Combine inequalities (2.9) and (2.8).
(vii) To see that inequalities (2.6)–(2.11) are tight as x→∞, we first note that using
the limiting form (B.42) followed by a straightforward asymptotic analysis gives that, for
0 ≤ γ < 1, n ∈ R and ν ∈ R,
∫ ∞
x
eγt
Kν+n(t)
tν
dt ∼
√
pi
2
∫ ∞
x
t−ν−1/2e−(1−γ)t dt ∼
√
pi
2
1
1− γx
−ν−1/2e−(1−γ)x,
as x → ∞. As an example, inequality (2.10) is tight as x → ∞ because in this limit we
also have
eγx
1− γ
Kν+n−1(x)
xν
∼
√
pi
2
1
1− γx
−ν−1/2e−(1−γ)x,
and the tightness of the other inequalities is established similarly.
Establishing that inequality (2.8) is tight as x ↓ 0, provided ν > 1 − n (which we
now assume from here on), is a little more involved. We first find a limiting form for the
integral in the limit x ↓ 0. Suppose that 0 < x≪ y ≪ 1. We may write
∫ ∞
x
Kν+n(t)
tν
dt =
∫ y
x
Kν+n(t)
tν
dt +
∫ ∞
y
Kν+n(t)
tν
dt =: J1 + J2.
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Then, from the limiting form (B.41), we have
J1 ∼
∫ y
x
2ν+n−1Γ(ν + n)t−2ν−n dt =
2ν+n−1Γ(ν + n)
2ν + n− 1
(
x−2ν−n+1 + y−2ν−n+1
)
∼ 2
ν+n−1Γ(ν + n)
2ν + n− 1 x
−2ν−n+1,
and, on using inequality (2.7) to bound the integral,
J2 =
∫ ∞
y
Kν+n(t)
tν
dt <
Kν+n−1(y)
yν
≪ Kν+n−1(x)
xν
∼ 2
ν+n−2Γ(ν + n− 1)
x2ν+n−1
.
Therefore J2 ≪ J1, and we have
∫ ∞
x
Kν+n(t)
tν
dt ∼ 2
ν+n−1Γ(ν + n)
2ν + n− 1 x
−2ν−n+1.
But, from (B.41) and the standard formula uΓ(u) = Γ(u+ 1), we also have
2(ν + n− 1)
2ν + n− 1
Kν+n−1(x)
xν
− n− 1
2ν + n− 1
Kν+n−3(x)
xν
∼ 2
ν+n−1Γ(ν + n)
2ν + n− 1 x
−2ν−n+1,
from which it follows that inequality (2.8) is tight as x ↓ 0, provided ν > 1− n.
Remark 2.2. Inequality (2.9) bounds the integral
∫∞
x
eγt Kν+n(t)
tν
dt in terms of the easier
to bound integral
∫∞
x
Kν+n(t)
tν
dt. In this way inequality (2.9) is used to deduce inequalities
(2.10) and (2.11) from inequalities (2.7) and (2.8). Thus, inequality (2.9) is more accurate
than inequalities (2.10) and (2.11), but suffers from taking a more complicated form. A
similar comment applies to inequalities (2.22) and (2.23) of Theorem 2.6 below.
Also, it is worth noting that, due to the positivity of Kν(x) for x > 0 and ν ∈ R,
inequality (2.8) outperforms inequality (2.7) if n−1
2ν+n−1
> 0, with the reverse being true if
n−1
2ν+n−1
< 0. A similar comparison can be made between inequalities (2.10) and (2.11).
Remark 2.3. Arguing similarly to we did in part (vii) of the proof of Theorem 2.1, we
have, as x ↓ 0 ∫ ∞
x
eγt
Kν+n(t)
tν
dt ∼ 2
ν+n−1Γ(ν + n)
2ν + n− 1 x
−2ν−n+1. (2.16)
Here the limiting form does not involve γ, and inequality (2.11) is thus not tight as x ↓ 0.
This is in contrast to inequality (2.8), which can be obtained by setting γ = 0 in (2.11).
Now let γ > 0 (note that here we are not imposing that γ < 1). Then we can use the
fact that eγt is an increasing function of t to obtain from inequality (2.6) that, for x > 0,
∫ ∞
x
eγt
Kν+n(t)
tν
dt > eγx
Kν+n−2(x)
xν
, ν > 5
2
− 2n, n < 1.
Unlike inequalities (2.9)–(2.11), this bound does not contain a 1
1−γ
factor and is therefore
not tight as x→∞.
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This author believes that inequality(2.6) can be improved to
∫∞
x
Kν+n(t)
tν
dt >
Kν+n−βν,n(x)
xν
,
where βν,n < 2 for ν >
5
2
− 2n, n < 1. That this is an improvement can be seen from
inequality (B.44).
Conjecture 2.4. Let n < 1. For ν ≥ 1 − n + √2(1− n), define αν,n := ν + n −√
(ν + n)2 − 2ν − 1. Then, for all x > 0,
∫ ∞
x
Kν+n(t)
tν
dt >
Kν+n−αν,n(x)
xν
, ν ≥ 1− n+
√
2(1− n). (2.17)
We have equality in (2.17) when n = 1, and this equality is valid for all ν ∈ R.
Let α′ν,n := ν+n+
√
(ν + n)2 − 2ν − 1, so that ν+n−α′ν,n = −(ν+n−αν,n) and thus
Kν+n−α′ν,n(x) = Kν+n−αν,n(x). Then, the index ν+n−αν,n (and equivalently ν+n−α′ν,n)
in inequality (2.17) is best possible, in the sense that, for any β /∈ {αν,n, α′ν,n}, either
Kν+n−β(x)
xν
<
Kν+n−αν,n (x)
xν
for all x > 0, or there exists a y > 0 such that
∫∞
y
Kν+n(t)
tν
dt <
Kν+n−β(y)
yν
.
Remark 2.5. In interpreting Conjecture 2.4, it useful to note the following. We have
∂αν,n
∂ν
= 1− ν + n− 1√
(ν + n)2 − 2ν − 1 ,
and one can readily check that, for ν and n defined as in Conjecture 2.4, this derivative
is negative. Therefore, for fixed n, αν,n is a decreasing function of ν, for ν ≥ 1 − n +√
2(1− n). This leads to the bound 1 ≤ αν,n ≤ 1 +
√
2(1− n). Moreover, αν,n < 2 for
ν > 5
2
− 2n, n < 1.
Let us now sketch why it reasonable to believe that Conjecture 2.4 may hold. Comparing
the x→∞ asymptotic expansions of ∫∞
x
Kν+n(t)
tν
dt and
Kν+n−β(x)
xν
, one can see that the first
terms agree for both functions, the second terms agree if and only if β ∈ {αν,n, α′ν,n}, and
for such β the third term in the expansion of
∫∞
x
Kν+n(t)
tν
dt is greater than that of
Kν+n−β(x)
xν
.
(This analysis also leads to the assertion of optimally of αν,n and α
′
ν,n, as stated in the
conjecture.) Also, numerical experiments carried out using Mathematica suggest that the
inequality below is valid for β = αν,n, provided ν and n are as defined in Conjecture 2.4:
d
dx
(
Kν+n−β(x)
xν
)
= − 2ν + n− β
2(ν + n− β)
Kν+n−β+1(x)
xν
− n− β
2(ν + n− β)
Kν+n−β−1(x)
xν
(?)
> −Kν+n(x)
xν
=
d
dx
(∫ ∞
x
Kν+n(t)
tν
dt
)
. (2.18)
(The case β = 2 was considered in the proof of inequality (2.6).) If inequality (2.18) was
proved rigorously, for β = αν,n, then arguing similarly to we did in the proof of inequality
(2.6) would prove inequality (2.17). Our proof of inequality (2.18) for the case β = 2 (see
Appendix A) relied heavily on the fact that this value of β is an integer, meaning that it
cannot be easily adapted to β = αν,n.
The inequalities in the following theorem complement the inequalities for the integral∫ x
0
e−γttνIν(t) dt that are given in Theorem 2.1 of [7] and Theorem 2.3 of [8].
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Theorem 2.6. Let 0 < γ < 1 and n > −1. Then, for all x > 0,
∫ x
0
Iν(t)
tν
dt >
Iν(x)
xν
− 1
2νΓ(ν + 1)
, ν > −1, (2.19)
∫ x
0
Iν+n(t)
tν
dt >
Iν+n+1(x)
xν
, ν > −1
2
(n + 1), (2.20)
∫ x
0
Iν+n(t)
tν
dt <
2(ν + n + 1)
n+ 1
Iν+n+1(x)
xν
− 2ν + n+ 1
n + 1
Iν+n+3(x)
xν
, ν > −1
2
(n+ 1),
(2.21)∫ x
0
e−γt
Iν(t)
tν
dt >
1
1− γ
(
e−γx
∫ x
0
Iν(t)
tν
dt− 1
2νΓ(ν + 1)
(1− e−γx)
)
, ν > −1, (2.22)
∫ x
0
e−γt
Iν(t)
tν
dt >
1
1− γ
(
e−γx
Iν(x)
xν
− 1
2νΓ(ν + 1)
)
, ν > −1. (2.23)
We have equality in (2.20) and (2.21) if ν = −1
2
(n + 1). Inequalities (2.19)–(2.23) are
tight as x→∞ and inequality (2.21) is also tight as x ↓ 0.
Now suppose that ν > −1
2
(n+ 1), and let
Cν,n := sup
x>0
xν
Iν+n(x)
∫ x
0
Iν+n(t)
tν
dt.
The existence of Cν,n is guaranteed by inequalities (2.21) and (B.43), and we have Cν,n <
2(ν + n + 1). Suppose also that 0 < γ < 1
Cν,n
. Then, for all x > 0,
∫ x
0
e−γt
Iν+n(t)
tν
dt <
e−γx
1− Cν,nγ
∫ x
0
Iν+n(t)
tν
dt, (2.24)
∫ x
0
e−γt
Iν+n(t)
tν
dt <
e−γx
1− Cν,nγ
(
2(ν + n+ 1)
n + 1
Iν+n+1(x)
xν
− 2ν + n+ 1
n+ 1
Iν+n+3(x)
xν
)
.
(2.25)
Proof. We proceed as in the proof of Theorem 2.1 by first establishing inequalities (2.19)–
(2.25) and then proving that the inequalities are tight in certain limits.
(i) From inequality (B.43) and the differentiation formula (B.37) we obtain
∫ x
0
Iν(t)
tν
dt >
∫ x
0
Iν+1(t)
tν
dt =
Iν(x)
xν
− lim
x↓0
Iν(x)
xν
=
Iν(x)
xν
− 1
2νΓ(ν + 1)
,
where we used the limiting form (B.39) in the final step.
(ii) The assertion that (2.20) is an equality if ν = −1
2
(n + 1) can be readily checked
using (B.37) and (B.39). The same applies to (2.21). We now suppose that ν > −1
2
(n+1).
Consider the function
u(x) =
∫ x
0
Iν+n(t)
tν
dt− Iν+n+1(x)
xν
.
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We argue that u(x) > 0 for all x > 0, which will prove the result. We first note that from
the differentiation formula (B.37) followed by identity (B.35) we have that
d
dx
(
Iν+n+1(x)
xν
)
=
d
dx
(
xn+1 · Iν+n+1(x)
xν+n+1
)
= (n+ 1)
Iν+n+1(x)
xν+1
+
Iν+n+2(x)
xν
=
n + 1
2(ν + n+ 1)
(
Iν+n(x)
xν
− Iν+n+2(x)
xν
)
+
Iν+n+2(x)
xν
=
n + 1
2(ν + n+ 1)
Iν+n(x)
xν
+
2ν + n+ 1
2(ν + n+ 1)
Iν+n+2(x)
xν
. (2.26)
Therefore
u′(x) =
2ν + n+ 1
2(ν + n+ 1)
(
Iν+n(x)
xν
− Iν+n+2(x)
xν
)
> 0,
where we used (B.43) to obtain the inequality. Also, from (B.39), as x ↓ 0,
u(x) ∼
∫ x
0
tn
2ν+nΓ(ν + n+ 1)
dt− x
n+1
2ν+n+1Γ(ν + n + 2)
=
xn+1
2ν+n(n+ 1)Γ(n+ ν + 1)
− x
n+1
2ν+n+1Γ(ν + n+ 2)
=
xn+1
2ν+nΓ(ν + n + 1)
(
1
n+ 1
− 1
2(ν + n+ 1)
)
> 0,
where the inequality holds because ν > −1
2
(n + 1). Thus, we conclude that u(x) > 0 for
all x > 0, as required.
(iii) Integrating both sides of (2.26) over (0, x), applying the fundamental theorem of
calculus and rearranging gives
∫ x
0
Iν+n(t)
tν
dt =
2(ν + n+ 1)
n+ 1
Iν+n+1(x)
xν
− 2ν + n + 1
n+ 1
∫ x
0
Iν+n+2(t)
tν
dt.
Applying inequality (2.20) to the integral on the right hand-side of the above expression
then yields (2.21).
(iv) Let ν > −1. Then integration by parts and inequality (2.19) gives
∫ x
0
e−γt
Iν(t)
tν
dt = e−γx
∫ x
0
Iν(t)
tν
dt+ γ
∫ x
0
e−γt
(∫ t
0
Iν(u)
uν
du
)
dt
> e−γx
∫ x
0
Iν(t)
tν
dt+ γ
∫ x
0
e−γt
Iν(t)
tν
dt− γ
∫ x
0
e−γt
2νΓ(ν + 1)
dt,
whence on evaluating
∫ x
0
e−γt dt = 1
γ
(1− e−γx) and rearranging we obtain (2.22).
(v) Apply inequality (2.19) to inequality (2.22).
(vi) We now prove inequality (2.24); the assertion that Cν,n < 2(ν+n+1) is immediate
from inequalities (2.21) and (B.43). Now, integrating by parts similarly to we did in part
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(iv), we have
∫ x
0
e−γt
Iν+n(t)
tν
dt = e−γx
∫ x
0
Iν+n(t)
tν
dt+ γ
∫ x
0
e−γt
(∫ t
0
Iν+n(u)
uν
du
)
dt
< e−γx
∫ x
0
Iν+n(t)
tν
dt+ Cν,nγ
∫ x
0
e−γt
Iν+n(t)
tν
dt.
As we assumed 0 < γ < 1
Cν,n
, on rearranging we obtain inequality (2.24).
(vii) Apply inequality (2.21) to inequality (2.24).
(viii) Finally, we prove that inequalities (2.19)–(2.23) are tight as x→∞ and inequal-
ity (2.21) is also tight as x ↓ 0. We begin by noting that a straightforward asymptotic
analysis using (B.40) gives that, for 0 ≤ γ < 1, n > −1 and ν ∈ R,∫ x
0
e−γt
Iν+n(t)
tν
dt ∼ 1√
2pi(1− γ)x
−ν−1/2e(1−γ)x, x→∞, (2.27)
and we also have
e−γx
Iν+n(x)
xν
∼ 1√
2pi
x−ν−1/2e(1−γ)x, x→∞. (2.28)
We can use (2.27) and (2.28) to prove that inequalities (2.19)–(2.23) are tight as x→∞.
For example, for inequality (2.19), we have, as x→∞,∫ x
0
Iν(t)
tν
dt ∼ 1√
2pi
x−ν−1/2ex and
Iν(x)
xν
− 1
2νΓ(ν + 1)
∼ 1√
2pi
x−ν−1/2ex,
and the tightness of the other inequalities is established similarly.
It now remains to prove that inequality (2.21) is tight as x ↓ 0. From (B.39), we have
on the one hand, as x ↓ 0,∫ x
0
Iν+n(t)
tν
dt ∼
∫ x
0
tn
2ν+nΓ(ν + n+ 1)
dt =
xn+1
2ν+n(n+ 1)Γ(ν + n+ 1)
,
and on the other,
2(ν + n+ 1)
n + 1
Iν+n+1(x)
xν
− 2ν + n + 1
n+ 1
Iν+n+3(x)
xν
∼ x
n+1
2ν+n(n + 1)Γ(ν + n+ 1)
,
where we used that uΓ(u) = Γ(u+ 1). This proves the claim.
Remark 2.7. When n = 0 a direct comparison can be made between inequalities (2.19)
and (2.20), which we denote by l
(1)
ν (x) and l
(2)
ν (x), respectively. Applying (B.39), we have
that, as x ↓ 0,
l(1)ν (x) ∼
x2
2ν+2Γ(ν + 2)
and l(2)ν (x) ∼
x
2ν+1Γ(ν + 2)
,
whilst applying (B.40) gives that, as x→∞,
l(1)ν (x) ∼
ex√
2pix
(
1− 4ν
2 − 1
8x
)
and l(2)ν (x) ∼
ex√
2pix
(
1− 4(ν + 1)
2 − 1
8x
)
.
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Thus, for all ν > −1
2
, l
(2)
ν (x) outperforms l
(1)
ν (x) as x ↓ 0, whereas l(1)ν (x) outperforms
l
(2)
ν (x) as x→∞.
Inequality (2.19) also serves an important role in the proof of inequality (2.22), and
consequently inequality (2.23). This is because the bound l
(1)
ν (x) is given in terms of the
modified Bessel function Iν(x), whereas l
(2)
ν (x) is given in terms of Iν+1(x).
Remark 2.8. The constants Cν,n can be computed numerically. As an example, we
used Mathematica to find C0,0 = 1.266, C1,0 = 1.682 C3,0 = 2.285, C5,0 = 2.754 and
C10,0 = 3.670.
Remark 2.9. The upper bounds (2.24) and (2.25) are not tight in the limits x ↓ 0
and x → ∞, but they are of the correct order in both limits (O(xn+1) as x ↓ 0, and
O(x−ν−1/2e(1−γ)x) as x → ∞). The bounds are simple in that they are given in terms of
modified Bessel functions of the first kind and a constant Cν,n that can bounded above by
2(ν + n+ 1) or computed numerically as in Remark 2.8 if improved accuracy is required.
Whilst for improved accuracy the constant Cν,n needs to be computed numerically for
particular values of ν and n, once this has been done one has a simple bound on the
integral
∫ x
0
e−γt Iν+n(t)
tν
dt, for fixed ν and n, that holds for all x > 0. However, the bounds
are are not entirely satisfactory in that they only hold for 0 < γ < 1
Cν,n
, whereas one would
like the inequalities to be valid for all 0 < γ < 1. It should be mentioned that a similar
problem was encountered by [8] in that the upper bounds obtained for
∫ x
0
e−γttνIν(t) dt
where only valid for 0 < γ < αν , for some 0 < αν < 1. The open problem below, which is
analogous to Open Problem 2.10 of [8], is considered by this author to be interesting.
Open Problem 2.10. Find a constant Mν,γ > 0 such that, for all x > 0,
∫ x
0
e−γt
Iν(t)
tν
dt < Mν,γe
−γx Iν+1(x)
xν
, ν > −1
2
, 0 < γ < 1.
We end by noting that one can combine the inequalities of Theorems 2.1 and 2.6 and
the integral formulas (1.4) and (1.5) to obtain lower and upper bounds for a generalized
hypergeometric function. We give an example in the following corollary.
Corollary 2.11. Let ν > 1
2
. Then, for all x > 0,
Iν(x) <
xν
2ν−1Γ(ν)
1F2
(
1
2
;
3
2
, ν;
x2
4
)
< 2νIν(x)− (2ν − 1)Iν+2(x). (2.29)
Proof. Combine the integral formula (1.4) and inequalities (2.20) and (2.21) (with n = 0)
of Theorem 2.6, and replace ν by ν − 1.
Remark 2.12. We know from Theorem 2.1 that the two-sided inequality (2.29) is tight
in the limit x → ∞, and the upper bound is also tight as x ↓ 0. To elaborate further,
we denote by Fν(x) the expression involving the generalized hypergeometric function in
(2.29), and the lower and upper bounds by Lν(x) and Uν(x). We now note the bound
Iν+1(x)
Iν(x)
> x
2(ν+1)+x
, ν > −1, which is the simplest lower bound of a sequence of more
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complicated rational lower bounds given in [17]. We thus obtain that the relative error in
approximating Fν(x) by either Lν(x) or Uν(x) is at most
2νIν(x)− (2ν − 1)Iν+2(x)
Iν(x)
− 1 = (2ν − 1)
(
1− Iν+2(x)
Iν+1(x)
Iν+1(x)
Iν(x)
)
< (2ν − 1)
(
1− x
2
(2(ν + 2) + x)(2(ν + 1) + x)
)
=
(2ν − 1)(4(ν + 1)(ν + 2) + (4ν + 6)x)
(2(ν + 1) + x)(2(ν + 2) + x)
,
which, for fixed x, has rate ν as ν →∞ and, for fixed ν, has rate x−1 as x→∞.
We used Mathematica to compute the relative error in approximating Fν(x) by Lν(x)
and Uν(x), and numerical results are given in Tables 1 and 2. We observe that, for a
given x, the relative error in approximating Fν(x) by either Lν(x) or Uν(x) increases
as ν increases. We also notice from Table 1 that, for a given ν, the relative error in
approximating Fν(x) by Lν(x) decreases as x increases. However, from Table 2 we see
that, for a given ν, as x increases the relative error in approximating Fν(x) by Uν(x)
initially increases before decreasing. This is because the upper bound is tight as x ↓ 0.
Table 1: Relative error in approximating Fν(x) by Lν(x).
❍
❍
❍
❍
ν
x
0.5 5 10 25 50 100 250
1 0.4948 0.2359 0.1076 0.0409 0.0202 0.0101 0.0040
2.5 0.7981 0.6245 0.3692 0.1539 0.0784 0.0396 0.0159
5 0.8994 0.8321 0.6414 0.3130 0.1678 0.0869 0.0355
7.5 0.9330 0.8996 0.7822 0.4407 0.2482 0.1318 0.0547
10 0.9498 0.9302 0.8562 0.5426 0.3205 0.1745 0.0735
Table 2: Relative error in approximating Fν(x) by Uν(x).
❍
❍
❍
❍
ν
x
0.5 5 10 25 50 100 250
1 0.0051 0.2038 0.1973 0.1034 0.0558 0.0290 0.0118
2.5 0.0094 0.7325 1.1405 1.1517 0.7143 0.3967 0.1689
5 0.0049 0.4995 1.5977 2.0626 1.4411 0.8462 0.3721
7.5 0.0039 0.4100 1.6473 3.4230 2.7983 1.7750 0.8169
10 0.0032 0.3379 1.4876 4.5026 4.2818 2.9312 1.4119
A An inequality involving the modified Bessel func-
tion of the second kind
In this appendix, we prove the following lemma, which is used in the proof of inequality
(2.6) of Theorem 2.1.
Lemma A.1. Let n < 1 and suppose ν > 5
2
− 2n. Then, for x > 0,
2(ν + n− 2)Kν+n(x)− (2ν + n− 2)Kν+n−1(x) + (2− n)Kν+n−3(x) > 0. (A.30)
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We first prove the following elementary inequality.
Lemma A.2. Let n < 1 and suppose ν > 1− 3
2
n. Then, for x > 2(ν + n),
x
ν + n− 1/2 +√x2 + (ν + n− 1/2)2 >
x− 2(ν + n)
x− (2− n) . (A.31)
Proof. Proving the lemma is equivalent to proving that, for x > 2(ν + n),
0 <
(
x(x− (2− n))− (ν + n− 1
2
)(x− 2(ν + n)))2
− (x− 2(ν + n))2(x2 + (ν + n− 1
2
)2)
= x
(
(4n+ 2ν − 3)x2 − (n2 + 2nν + n− 2ν − 2)x
+ (4n3 + 8n2ν + 4nν2 − 10n2 − 18nν + 4n+ 4ν)).
On using the quadratic formula, we see that this inequality holds for
x > x∗ :=
n2 + 2nν + n− 2ν − 2 +√(3n+ 2ν − 2)2(16ν + 1 + 14n− 7n2 − 8nν)
2(4n+ 2ν − 3) .
We can use a similar argument to the one we just used to show that (A.31) holds for
x > x∗ to show that x∗ < 2(ν + n), provided n < 1 and ν > 1 − 3
2
n. This proves the
lemma.
Proof of Lemma A.1. Due to identity (B.36) we can write
2(ν + n− 2)Kν+n(x)− (2ν + n− 2)Kν+n−1(x) + (2− n)Kν+n−3(x)
= 2(ν + n− 2)
(
Kν+n−2(x) +
2(ν + n− 1)
x
Kν+n−1(x)
)
− (2ν + n− 2)Kν+n−1(x) + (2− n)
(
Kν+n−1(x)− 2(ν + n− 2)
x
Kν+n−2(x)
)
= 2(ν + n− 2)
{(
2(ν + n− 1)
x
− 1
)
Kν+n−1(x)−
(
2− n
x
− 1
)
Kν+n−2(x)
}
.
Therefore, since ν + n− 2 > 0, proving inequality (A.30) is equivalent to proving that
(
2(ν + n− 1)
x
− 1
)
Kν+n−1(x) >
(
2− n
x
− 1
)
Kν+n−2(x), (A.32)
for all x > 0. This inequality holds for 0 < x < 2 − n, due to inequality (B.45) and
because the conditions imposed on n and ν in the statement of the lemma ensure that
ν > 2− 3
2
n, and so 2(ν+n−1) > 2−n. Due to the fact that Kν(x) > 0 for all x > 0 and
ν ∈ R, we also immediately see that inequality (A.32) holds for 2−n ≤ x ≤ 2(ν+n− 1).
It now suffices to prove inequality (A.32) for x > 2(ν + n − 1). This is equivalent to
proving that, for x > 2(ν + n− 1),
Kν+n−2(x)
Kν+n−1(x)
>
x− 2(ν + n− 1)
x− (2− n) . (A.33)
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But Theorem 2 of [19] (see also [18] and [13]) states that, for ν > 3
2
− n and x > 0,
Kν+n−2(x)
Kν+n−1(x)
>
x
ν + n− 3/2 +√x2 + (ν + n− 3/2)2 .
Therefore, by Lemma A.2 (with ν replaced by ν − 1), it follows that (A.33) holds for
x > 2(ν + n − 1), if ν > 2 − 3
2
n and n < 1. (Note that in the proof of this lemma we
have required that ν + n− 2 > 0, ν > 3
2
− n and ν > 2− 3
2
n, which is guaranteed by our
assumption that n < 1 and ν > 5
2
− 2n.) This concludes the proof of the lemma. ✷
B Elementary properties of modified Bessel functions
Here we list standard properties of modified Bessel functions that are used throughout
this paper. All these formulas can be found in [14], except for the inequalities.
The modified Bessel functions Iν(x) and Kν(x) are both regular functions of x ∈ R.
For positive values of x the functions Iν(x) and Kν(x) are positive for ν > −1 and all
ν ∈ R, respectively. The modified Bessel functions satisfy the following identities and
differentiation formulas:
K−ν(x) = Kν(x), (B.34)
Iν+1(x) = Iν−1(x)− 2ν
x
Iν(x), (B.35)
Kν+1(x) = Kν−1(x) +
2ν
x
Kν(x), (B.36)
d
dx
(
Iν(x)
xν
)
=
Iν+1(x)
xν
, (B.37)
d
dx
(
Kν(x)
xν
)
= −Kν+1(x)
xν
, (B.38)
and have the following asymptotic behaviour:
Iν(x) ∼
(1
2
x)ν
Γ(ν + 1)
(
1 +
x2
4(ν + 1)
)
, x ↓ 0, ν > −1, (B.39)
Iν(x) ∼ e
x
√
2pix
(
1− 4ν
2 − 1
8x
)
, x→∞, ν ∈ R, (B.40)
Kν(x) ∼ 2ν−1Γ(ν)x−ν , x ↓ 0, ν > 0, (B.41)
Kν(x) ∼
√
pi
2x
e−x
(
1 +
4ν2 − 1
8x
)
, x→∞, ν ∈ R. (B.42)
Let x > 0. Then the following inequalities hold:
Iν(x) < Iν−1(x), ν ≥ 12 , (B.43)
Kν(x) ≤ Kν−1(x), ν ≤ 12 , (B.44)
Kν(x) ≥ Kν−1(x), ν ≥ 12 , (B.45)
Kµ(x) < Kν(x), 0 ≤ µ < ν. (B.46)
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We have equality in (B.44) and (B.45) if and only if ν = 1
2
. Inequalities (B.44) and
(B.45) for Kν(x) can be found in [11]. Inequality (B.46) is immediate from the integral
representation Kν(x) =
∫∞
0
e−x cosh(t) cosh(νt) dt, x > 0, ν ∈ R. The inequality for Iν(x)
can be found in [12] and [16], which extends a result of [20]. A survey of related inequalities
for modified Bessel functions is given by [1], and refinements of inequalities (B.43)–(B.45)
can be found in [19] and references therein.
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