Due to its ability to extract insights from existing experimental and simulation data, machine learning (ML) is a promising tool for scientists. In materials science, in particular, interest in the application of ML to materials design is rapidly growing due to the existence of rich materials datasets produced over the last century that can inform new design principles and guide screening efforts. These approaches are especially appealing when considering that the space of candidate materials is an effectively infinite materials candidate space to choose from, and it is intractable to screen large spaces with experimental or first principles methods. One shortcoming of state-of-the-art ML methods is that they require large datasets with more than 10 4 -10 6 examples. This is prohibitive for materials design applications, since most datasets for specific material properties have around 10 1 -10 3 examples. For example, Saad et al. have trained a ML model on 44 materials to predict the melting temperature of suboctet compounds, 1 and Seko et al. trained a model on lattice thermal conductivity using 101 materials. 2 Ghiringhelli et al. trained a model on 82 materials to predict the energy difference between zinc blende and rock salt phases, and they emphasized the importance of the descriptor choice. 3 Lee et al. used a dataset of 270 materials to train a model on bandgaps but used results from density functional theory (DFT) calculations as descriptors to improve their results. 4 Similarly, Seko et al. found that using DFT calculations on bulk modulus and cohesive energy as descriptors improved their ML model on melting temperature significantly, where their training set had 248 materials. 5 ML models have also been applied to predict oxide 6 and Li 7 conductivity. More recently, a logistic regression model has been trained on Li-ion conductivity measurements available in the experimental literature, totaling 40 materials. 8 We call this dataset expdataset in the rest of the manuscript. In that work, the descriptors were created based on previous physics-based proposals for the estimation of Li-ion conductivity. Despite the small size of the training set, the physics-based descriptors made it possible to train an ML model that generalized. The descriptors used structural information about the materials: the average number of lithium neighbors for each lithium, the average sublattice bond ionicity, the average anion-anion coordination number in the anion framework, the shortest lithium-anion distance, and the average shortest lithiumlithium distance. We will refer to this model as structural ML (sML). This model was found to exhibit an F1 score 3.5x better than random guessing for identifying Li-ion conductors with a conductivity greater than 1 × 10 −4 S × cm −1 , which allowed for the discovery of many new promising solid electrolytes by screening approximately 12 000 known lithium containing materials in the Materials Project (MP) database. 9 While screening known materials for promising properties is extremely useful, a long standing dream of computational materials science is the ability to screen all possible materials that 92 stable elements will allow, most of which have never been synthesized and characterized. A key roadblock is that physically motivated descriptors requiring experimental measurements or first-principles calculations such as crystal structure, bulk modulus, bandgap, and density have been reported to be necessary for making accurate predictions about material properties in many cases. Therefore, it is frequently only possible to screen materials whose crystal structure and other properties are already known, and/or DFT calculations have already been applied to them to infer the descriptors. This is the reason that the sML could only screen the candidates that are available in Materials Project (MP), 9 since the sML model can only be used on materials with known structures.
An alternative is to use generic descriptors that do not require DFT calculations or structural information. One example is elemental descriptors, which represent a material only by its chemical composition with functions of the properties of the individual elements that make up the material. 10 Elemental descriptors can be used to screen novel material compositions, where the structure is not known, since they do not require any information other than the elements and stoichiometry. However, elemental models are usually not based on any physical models of the target property and are therefore expected to require significantly larger amounts of training data than available, if they can be trained to produce a predictive model at all.
Here, we quantify the importance of using descriptors that are guided by physical laws for training on small data by training an ML model only using only elemental descriptors on the same dataset that the sML was trained on. We call this the elemental ML (eML) model. The elemental descriptors we consider are the atomic number, group, period, electronegativity, electron affinity, boiling temperature, melting temperature, density, and ionization energy of the elements. To represent a material described by a particular chemical formula, we use the weighted average of the elemental features as well as the standard deviation and the maximum value among the elements present in the material. Finally, we also use the L1, L2, and L3 norm of fractions of each element in the composition. These give us a total of 30 elemental descriptors.
When we use all of these descriptors to train a linear support vector machine (SVM) 11, 12 using the leave-one-out cross-validation with 40 data points (29 in the low conductivity class below 1 × 10 −4 S × cm −1 and 11 in the high conductivity class), we reach a training accuracy of 97.5% and a validation accuracy of 72.5%. This model is severely overfit since its predictive power on the training set does not generalize to that on the validation set; this is expected since there are 31 parameters to optimize using 40 samples. Next, we try to find subsets of the 30 descriptors with better validation error. To do this, we train with every subset of the 30 features using leave-one-out cross-validation. Figure 1 shows the training set error and validation set error for the subset of a certain size with the best validation error. We also plot the validation error of the sML, whose descriptors are physically motivated and use structural information. We note that the eML reaches a better validation error than the sML with 6 or more descriptors. The best structural model (sML) has 5 descriptors with a validation accuracy of 90.0%, whereas the best elemental (eML) model has 7 descriptors with a validation accuracy of 97.5%. A naïve interpretation of these results implies that eML is better than sML, although we will find that the opposite is true upon more careful analysis. We note that the validation accuracy on such small datasets may not generalize well. 13 Figure 1 also shows the accuracy expected for random guessing, providing a baseline comparison. Random guessing accuracy is calculated by assuming that we randomly pick 11 of the 40 samples to be in the high-conductivity class.
As a first step to more rigorous testing of the predictive power of the eML, we compare the predictions of the eML and sML on all Li containing materials in the MP. We call the 12 716 such materials the MP-dataset. sML predicts 1392 of these materials to be good Liion conductors. eML only predicts 176 of these materials to be good conductors, which gives us a 13% agreement. Given this poor agreement, it is not possible for sML and eML to both be more accurate than 90%. This suggests that the 97% validation accuracy of eML in Fig. 1 is overly optimistic.
FIG. 1.
On the exp-dataset, the elemental model outperforms the structural model. Best average leave-one-out training and validation errors as a function of number of descriptors for the eML are shown in blue and red, respectively. The validation error of the sML is shown in green. Triangles represent the prediction (test) accuracy on the DFT-dataset. sML gets an F1 score of 0.5 and a precision of 100%, while eML gets an F1 score of 0 and a precision of 0%. This plot indicates that the physical features of the sML lead to superior predictive (test) power, despite the superior leave-one-out validation performance of the eML model with generic features.
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To more rigorously determine whether the sML or eML holds more predictive power, we develop a test dataset by randomly picking 21 of the 12 716 lithium containing materials in the MP database and simulate their Li-ion conductivity using DFT based molecular dynamics (MD) at 900 K. Note that the number of materials chosen for these simulations was limited due to computational constraints. For more details about these simulations, see Ref. 14. Since these materials are randomly chosen from the distribution of known materials, they constitute the fairest possible test set to evaluate the two ML models. We call this dataset of 21 materials and their DFT-determined conductivities DFT-dataset. We find that the sML predicts the conductivity of the materials in the DFTdataset with 90.5% accuracy (19 out of 21), whereas eML achieves a 52.4% accuracy (11 out of 21). Further evaluation shows that the sML is about 3 times better than random guessing for picking good Li-ion conductors.
14 The latter metric is the most relevant one for researchers engaged in identifying, synthesizing, and characterizing new solid ion conductors with potential for battery applications.
Despite the superior validation performance of eML on the exp-dataset, we see that the sML generalizes well to a test set (DFT-dataset), whereas the eML does not. The discrepancy can be explained by the features used in the two models: the sML's features are picked carefully from physically inspired models reported over several decades in the literature 8 and are expected to interpolate between training data points and perhaps even extrapolate into unfitted regions, while the eML's features are generic and not necessarily related to the physics of Li-ion conductivity. This result stands in contrast with recent results in deep learning research, where deep models with generic simple descriptors have been performing best on tasks from natural language processing (NLP) to image recognition. 15 However, systems in materials science are quite different from the tasks where deep learning with generic descriptors has excelled, due to the difference of the volume of training data involved. It is not surprising that a generic model trained on a small dataset cannot generalize well. 13 Finding the correct model that maps from generic descriptors to a specific property empirically requires more than 10 4 −10 6 training set examples, which can be available in NLP and vision applications but rarely in materials science.
The importance of the descriptor selection from physical considerations has been observed for a diverse set of materials science applications; [1] [2] [3] [4] [5] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] however, it is not always possible to find the relevant physical descriptors for the desired application. Furthermore, even if physical descriptors have been identified, they are not always easily accessible. As an example, consider the ML models that use the results of DFT calculations as their descriptor input. 4, 5 These ML models require that the structure of the candidate material is known, and that a DFT calculation of that structure is available. These constraints make it impossible to screen a large set of novel candidate materials, since DFT calculations are computationally expensive. In addition, having to know the structure of the material forces one to screen already synthesized and characterized materials whose structure has been reported in the literature [e.g., and contained in MP or the Inorganic Crystal Structure Database (ICSD) 27 ], which precludes the original goal of trying to find a novel, previously unknown material. This constraint applies to the sML as well, since structural parameters are used as descriptors. For this reason, it has been used to screen Li containing materials whose structure is already determined via DFT or experiments, which limited the number of screened candidates to 12 716.
To overcome this trade-off between ML model accuracy and potential for screening previously uncharacterized materials, we propose a transfer learning 28 approach. We first train an accurate ML model using physically inspired descriptors. For the current application of designing fast Li-ion conductors, this accurate model is the sML, trained on the exp-dataset. Then, we use the sML to make predictions on the MP-dataset. Next, we use the predictions on the 12 716 materials as labels to train a new model using generic, elemental descriptors. Since this dataset is much larger, we find that it is possible to train a good generic model. We call this elemental model trained on the outputs of the structural model the elementalstructural ML model (esML). The esML's descriptors require only composition information, so it can be used to screen novel materials without structural or other experimental or DFT based information. Thus, once an accurate esML is trained, it can be used to screen all possible combinations of elements efficiently.
Our esML was trained on the same descriptors as eML detailed above, including the brute force feature selection procedure. We found that a small subset of elemental descriptors, including the standard deviation of the elemental electron affinity, boiling temperature, and melting temperature as well as the largest period number and the largest minimum ionization energy of the elements, maximized the predictive capability. Using these 5 descriptors, we were able to develop an esML that reproduces model predictions of the sML with 93% 10-fold cross-validation accuracy as well as 92% hold-out test set accuracy. This result supports our view that training ML models using generic descriptors require larger training sets.
To further test the validity of esML, we calculate its accuracy on the exp-dataset. The esML was not directly trained on the expdataset, but on the MP-dataset which has a different distribution of material compositions. Despite this difference in the datasets, we find that the esML achieves an 87.5% accuracy on predicting the experimentally measured conductivities, approaching the 90% validation accuracy for the sML for this dataset which is as good as one could expect. Next, we apply the esML on the DFT-dataset. We find that esML predicts the conductivity of these materials with 86.4% accuracy, approaching the 90.9% accuracy of the sML on this dataset and significantly better than the 54.5% accuracy of the eML. Overall, these tests show that esML is almost as accurate as sML, while requiring only compositional information (Table I) .
Next, we screen all ternary and quaternary material compositions for Li-ion conductivity with the esML. Because the model is extremely fast to evaluate, much faster than DFT calculations, we are able to screen 20 × 10 9 compounds, with 1% increments in composition for each element. Without screening for any other criteria, we find that 60% of all compositions are predicted to be good Li-ion conductors by the esML. This is likely to be too large given that only approximately 10% of materials in the MP are predicted to be good Li-ion conductors by both the sML and esML. Furthermore, approximately 9% of the randomly selected materials in MP were found to be good conductors by DFT MD. This discrepancy may result in part from the fact that most of the 20 × 10 9 candidates are not To identify materials that are more likely to be chemically stable, we seek to filter the 20 × 10 9 screened materials by enforcing that the weighted sums of the common oxidation states of the elements add up to zero (see Table II for the allowed oxidation states). We then find that only about 10% of the compositions are stable. Among these compositions that are likely to be stable, approximately 7% are predicted to be good Li-ion conductors by the esML, with conductivity greater than 1 × 10 −4 S × cm −1 . Next, we screen for cost and weight requirements for battery applications. For cost, we follow the US Department of Energy goal of $10/m 229 or less, assuming a 10 thickness. We approximate the cost using the per-mass costs of the raw elements as listed in Wikipedia. 8 Because transportation and other critical applications require batteries with high energy per unit volume or mass, we restrict our screening to the first four rows of the periodic table. To increase the chance that the Li-ion conductor is easy to synthesize, is stable, electronically insulating, and has a large electrochemical window, 14, 30 we focus our screening to oxides. Oxides are traditionally thought to have lower Li-ion conductivity on average but larger windows of electrochemical stability. For this reason, we use the esML to find outlier oxides with good Li ion conductivity. Finally, we verify that candidate compositions are more likely to be thermodynamically stable against metallic lithium so they may be used in solid-state batteries with lithium metal anodes, by excluding compositions that include transition metals. Material stoichiometries with Te: 4, 6, −2 P: 5, 3, −3 Bi: 3, 5 low index ratios that satisfy all the screening criteria are listed in Table III . As mentioned above, most oxides whose Li conductivity has been measured exhibit poor conductivity (see Table I in Ref. 8) , and oxides have not been proposed as good conductors in previous material screening applications of ML (Table III in Ref. 8 ). The Li conductivity of LiPO 3 has been studied previously, where fast Li-ion migration was observed along preferential pathways in the glassy matrix. 31 Stable phases of MgO 2 under high pressure have been discovered recently, 32 but it is not clear if they can be lithiated.
So far, we have used elemental descriptors as the generic descriptors that are application agnostic to construct the esML. Next, we take this idea a step further and get rid of all descriptors. Instead of using aspects of elements that we think might be important (such as electron affinity, ionization potential, and melting point) followed by descriptor down-selection, we attempt to learn a predetermined number of elemental descriptors from data that produce the best model. Since the elemental descriptors are chosen arbitrarily, they may not be the best choice for elucidating the relationship between composition and the material property of interest. Instead, we learn a useful featurization of elements, specifically for the material property of interest, by training the elemental descriptor vectors as well as the rest of the neural network simultaneously. Thus, we train the network as well as the atomic features on the prediction of ionic conductivity. Similar to the word embedding approach in NLP called word2vec, 33 we embed atoms in an arbitrary descriptor space, which we call atom2vec. In this formalism, each material is represented by the atomic vectors of the elements that make up the material. Material stoichiometry is given by a reduction applied to the atomic vectors such that the material representation has the same number of dimensions as each atomic vector (see Fig. 2 for a schematic of the neural network architecture). In this work, we have tried combining the following reduction methods: weighted average, standard deviation, and maximum/minimum of each dimension. We found that for this application, weighted average by itself performs as well as the combination of all reduction methods. We used just the weighted average for results below, for simplicity.
Before the training process begins, the number of atomic vectors or features to be determined is chosen. Each atomic vector, of dimensionality Datoms, is randomly initialized. Then, we apply supervised ML using a neural network, where the optimal atomic vectors that describe each element is learned from data by stochastic gradient descent, just as the other parameters of the network (the weights Fig. 3 for the selection of D atoms ), where N R is the number of reduction methods employed. At this stage, the material is embedded into a fixed dimension (regardless of the number of elements present in the material), and we apply a standard 2-layer fully-connected neural network to classify it as a good or a bad conductor (with N h nodes in the hidden layer). We found that the results are not too sensitive to the number of hidden nodes and used 20 in this paper. The final layer employs a standard softmax layer with cross-entropy loss.
and the biases). This way, instead of arbitrarily choosing elemental properties such as electron affinity or ionization energy, we let the data decide which aspects of an element are important for the task at hand. This procedure also potentially allows for the reuse of the learned descriptors for a different task. For example, the atomic vectors can be learned using a material property which has plenty of data available and then used for machine learning another material property which has limited data. This application has not been explored further in this work. We note that a similar approach has recently used unsupervised learning to construct atomic vectors, 34 whereas we used supervised learning to optimize the atomic vectors for the application of interest. In Fig. 3 , we show the training and test set accuracy of the esML trained on learned atomic vectors, which we call atom2vec-esML, as a function of Datoms. We show that it is possible to learn the output of sML with high accuracy, without any manual selection of elemental descriptors. Interestingly, the validation accuracy of atom2vec-esML reaches a plateau after 3 features, which implies that the atom2vec representation is more compact than the elemental descriptor set. This is not surprising since the elemental descriptors are constrained to be correlated with each other, whereas atom2vec representation is not. For this reason, we choose Datoms to be 4 for the results presented in this paper. Finally, as a sanity check, we confirm that all compositions listed in Table III are predicted to be good conductors by atom2vec-esML.
To reveal the machine-learned periodic table of Li ion conductivity that is implied by these learned features, we look at the magnitude of the dot product between each atomic vector and the direction perpendicular to the classification hyperplane of the atom2vec-esML. This dot product tells us how much each atomic vector is contributing to the material's predicted conductivity. We calculate this dot product 1000 sets of learned features obtained from different sets of random initial conditions for better statistics. In Fig. 4 , we show the distribution of these dot products for selected atoms. Positive values correspond to higher contribution to conductivity. We see that Li has the highest contribution overall. Anions with the largest contribution are S and P atoms, whereas N, O, and F atoms have the smallest contribution to conductivity. This agrees with the conventional wisdom that oxides and fluorides are empirically found to be the slowest Li ion conductors.
FIG. 4.
Contribution of each atomic vector to Li-ion conductivity. We calculate the dot product between the atomic vectors and the conductivity hyperplane 1000 times using random initial conditions and show the distribution. Positive values indicate atoms that are expected to increase Li-ion conductivity when included in a crystal, while negative values indicate those atoms expected to decrease Li-ion conductivity.
We have presented two new methods for transfer machine learning in materials science. These methods allow us to train on tasks with available datasets in order to make predictions about other tasks for which data may not be available. Using these methods, we have screened 20 × 10 9 materials for the first time and proposed a handful of promising candidates for Li ion conductors in solid electrolytes. These transfer learning methods have great potential to be applied to other materials applications of interest, where physically motivated descriptors are important but data are not abundant with those descriptors.
