This paper provides local scale temperature scenarios for Austria from the middle up to the end of the 21 st century. Climate simuations based on the IPCC emission pathways A2 and A1B have been carried out with the global climate models ECHAM5 (three A1B and two A2 realizations) and HadGEM2 (three A1B realizations). The corresponding large scale projections of sea level pressure and 850 hPa temperature fields are statistically downscaled to stations spread across Austria using a perfect prognosis (PP) approach and Multiple Regression Models. The downscaling performance is assessed by a split sample test. Simulated time series are compared to actual measurements by means of the simulated variance, the root mean square and the mean error. Performances are highest during the cold season and sites located in valleys exhibit somewhat lower values. In summer performances show about a 10 percent lower skill than in winter. Downscaled local scale scenarios differ between seasons, scenarios, GCMs and regions in Austria. A1B estimates derived from ECHAM5 indicate a winter-temperature increase of approximately 3°C at the end of the 21 st century compared to present conditions, which is about one degree above the HadGEM2 based projections. This situation is reversed in summer: the HadGEM2 based projections show a warming of about 4°C while those derived from ECHAM5 indicate a 0.5°C lower warming. Statistically downscaled winter warming rates at stations < 1400 m NN can be roughly split into three regions. The stations exhibiting the largest warming rates are located in the north-eastern parts of Austria, whilst stations showing the lowest increases are located south of the Alpine ridge. The rest of the stations are found north of the Alpine crest in the north-western parts of Austria. In summer spatially rather uniform temperature increases are detected. Mountain sites above 1400 m NN exhibit an average warming of around 0.5°C higher than the remaining stations.
Introduction
As repeatedly stated in the IPCC (2007; 2013) assessment reports over the previous decades, the climate system of the Earth is changing and substantial parts of this change can be attributed to human activity. Therefore, it is important to assess possible future states of the climate system according to predicted future pathways of mankind (e.g. socio-economic scenarios (Nakicenovic et al., 2000) ). At present, global climate models (GCMs) are considered the appropriate tool in estimating any possible future changes within the climate system on large scales (the skilful scale of GCMs is estimated to be eight times their grid distance in each horizontal direction (Joannesson et al. 1995) ). As a result, atmospheric processes below the skilful scale (e.g. convection, boundary layer phenomena, land-sea interactions) cannot be modelled satisfactorily with GCMs (e.g. Meehl et al., 2007) .
At the same time, research into the impact of climate change is carried out on the regional scale of limited forest areas, for instance, or the local scale of human made infrastructure (e.g. Matulla et al. 2014) . Hence, there is a need to bridge the gap between the skilful scale of GCMs and impact research (von Storch et al., 1993) .
All physical consistent techniques transferring the large scale GCM physical content down to the regional or local scale are summarized under the term "downscaling". The generation of data at small scales requires (apart from GCM output) the incorporation of additional information on the behaviour of nature between the GCMs' skilful scale and the regional or local scale. Basically, two branches of downscaling exist (see e.g. Wilby and Wigley, 1997) . The first, called "dynamical downscaling", uses physically based models (RCMs), approximating the processes in-between the skilful scale of the GCMs and their own skilful scale, which is (in the first instance) at most a factor 10 times lower than the GCM grid distance for each horizontal dimension.
For small regions (e.g. Europe), compared to the whole planet, RCMs are nested into GCMs and driven at their boundaries by the GCM output. This concept can be used iteratively, given that the small scale physics of the atmosphere and the corresponding boundary conditions (regional scale topography, vegetation, hydrosphere, soil conditions, etc.) are all sufficiently wellknown. The second branch is called "statistical downscaling" which makes use of observations on the GCM scale as well as local scale observations or gridded local scale observational data. The mean idea is to derive statistical relationships between the scales by linking the large scale predictors and the local scale predictands (e.g. von Storch et al., 1993) . There is a broad range of these models, depending on, for example, the time step needed by the impact modellers. Maraun et al. (2010) give a self-consistent review of both downscaling branches together with a categorization and discuss their abilities and limits with a special focus on end users. We suggest the reader refers to this review for further details. Haslinger et al. (2012) found that the climate of the European Alpine Region is difficult to reproduce by an RCM called CCLM (Boehm et al., 2006) , which was driven by reanalysis data (Uppala et al., 2005) . The study shows that downscaled results in this region differ considerably from the observed climate of the reanalysis period. Another CCLM study, (Rauter, 2011) , that applied a one way, double nesting approach (yielding results at a 4 km grid in Austria), helped to improve the seasonality of temperature and precipitation at some locations, but did not significantly change the overall performance. However, compared to the forcing GCMs, the application of RCMs has shown a substantial add-on value in the case of precipitation (e.g. Frei et al., 2006; Buonomo et al., 2007) .
In this regard, it is important to mention international programs such as PRUDENCE , or ENSEMBLES (Hewitt and Griggs, 2004; van der Linden and Mitchell, 2009) , that significantly contributed to the advancement of RCMs and to the assessment of the uncertainties associated with their application. EURO-CORDEX (Jacob et al., 2013) , the latest such undertaking, formed an important basis for the fifth IPCC assessment report 2013 (IPCC, 2013) . Some of the CORDEX RCM projections were operated on a grid distance of about 12 km, which is now considered as the RCM state-of-the art grid scale distance.
Although the full four dimensional matrix combining GCMs, RCMs, SD techniques and GHG scenarios (Hewitson et al., 2013) , is far from complete for any region, there are many more regional climate change scenarios available now than a few years ago. These products are occasionally contradictory to each other, and therefore confusing to the practitioners as to which downscaling technique to apply. However, Hewitson et al. (2013) state that contradictions within the matrix are important in understanding the sources of uncertainty in regional climate projections. Furthermore, they propose that any downscaled climate change information that is generated, should fulfil the criteria of being plausible, defensible and actionable. This should help the practitioners to identify those products that suit their applications best. Hence, Hewitson et al. (2013) emphasize that it is mandatory to evaluate SD techniques and to compare them to results generated by RCMs wherever possible, and in particular whenever the output is rather similar. Given the avove, we evaluate and discuss a statistical downscaling technique by the execution of a proper validation experiment (see Section 4) and compare our findings to those generated by RCMs (Reclip:Century 2; see Section 5).
In line with Hewitson et al. (2013) there is urgent demand for testing downscaling methods in a systematic way. At present, there is an EU-COST action VALUE (Maraun et al., in press) underway, which will provide just that. VALUE presents a testbed for all methods with defined observing sites all over Europe in conjunction with a fixed framework of validation to compare the performances of the downscaling models. This should allow a direct comparison of the pros and cons of the methods and equip the practitioners to choose the best method for the desired application.
The present study makes use of statistical downscaling mainly for two practical reasons: Firstly, climate impact researchers we worked together with on a recently completed project (Pasztor et al. 2014a , Pasztor et al. 2014b , did not use dynamical downscaled results, as they appeared to be too far off the observed climate (for their purposes in the complex terrain of Austria). Secondly, we use our statistically produced ensembles to compare them to the output of a recently completed large Austrian project called "reclip:century I+II" (Loibl et al., 2011; Loibl et al., 2013) , providing four regional climate change scenarios driven by the A1B and A2 SRES scenarios (Nakicenovic et al., 2000) . Overall, there have been a number of Austrian efforts which considered RCMs scenarios, also in terms of bias corrections (Themessl et al., 2012; Wilcke et al., 2013) . However, the generation of regional scale climate change scenarios used by the Austrian impact community has often been based on statistical downscaling. Examples, for instance, are the adaption potential of Austrian forests in case of climate change (Lexer and Hön-ninger, 2001; Matulla et al., 2002) , the impact of climate changes on the distribution of fish assemblages along Austrian rivers Matulla et al., 2007) , or the effect of climate change on forest ecosystem disturbance regimes (Pasztor et al., 2014a; Pasztor et al., 2014b) .
The objective of this study is to provide ensembles of transient climate change scenarios of local scale seasonal temperature at stations throughout Austria. This goal is attained by downscaling ECHAM5 and HadGEM2 ensembles, which are based on the IPCC emission scenarios A1B and A2 (Nakicenovic et al., 2000) .
Section 2 introduces the data used.The description of the model setup is presented in Section 3. In Section 4 a validation exercise is carried out. Section 5 discusses the results and a short summary is given in Section 6.
Data
The datasets used for the statistical downscaling procedure are briefly introduced as follows. The approach requires GCM data as well as local scale observations for the past and ensembles future climate projections.
Past: NCEP/NCAR reanalysis data are used (Kalnay et al., 1996) . We extracted mean sea level pressure (SLP) and temperature on the 850 hPa pressure level (TMP850) at a 2.5°x 2.5°horizontal resolution from 1958 to 2011. The geographical sector chosen extends from 50°W to 30°E and from 35°N to 65°N. Weather processes over this area determine the climate of the European Alps and hence the studied area too (e.g. Wanner et al., 1997). The regional scale temperature series at 37 weather observation stations across Austria (see Table 1 and Fig. 1 ) are extracted from the HISTALP database (Auer et al., 2007) . Future: For the period until the end of the 21 st century, ensemble output from the global climate models ECHAM5/MPI-OM (Roeckner, 2005a, b, c; Wegner, 2007a, b, c) at T63 (1.9°) and HadGEM2 (Johns, 2009a, b, d ) with a horizontal resolution of 1.25°lat × 1.875°lon is used. The control runs (needed to calculate the projected anomalies) represent 20 th century climate conditions. The forced simulations are driven by the IPCC SRES emission scenarios A1B and A2 (Nakicenovic et al., 2000) . The A1B pathway stands for an economically rather rapid growing, well interconnected world, with a working transfer of information and technology. The A2 projection is related to that of A1B, but with heterogeneous societies that do not share information and technologies quickly. That slows down the establishment of an eco-friendly economy around the world and yields larger amounts of greenhouse gas emissions. Six A1B-(three each from the ECHAM5 and HadGEM2 GCMs) and two A2-projections (both from ECHAM5) were available for download from the Climate and Environmental Retrieval and Archive (CERA) hosted by the German Climate Computing Centre DKRZ. This gives eight GCM climate change realizations. SLP and TMP8 are extracted for a geographical area containing the sector used for the NCEP/NCAR reanalysis data and are interpolated onto the NCEP/NCAR grid.
Methods
Statistical Downscaling comes with assumptions, which are often formulated in the following three points: The large scale predictors (i) have to exert significant influence on the local scale behaviour of the predictand; (ii) they are assumed to be realistically modelled in the GCM experiments and (iii) the dependency between the predictors and the predictands holds under climate change conditions. (i) is at least partly shown in the validation procedure which will be elaborated later; (ii) strongly relies on the GCM used. However, all present day GCMs have to show good performances simulating the main physical fields at all standard levels throughout the atmosphere to take part in the wider IPCC process. Point (iii) is hardest to test. A probable test-bed would be the use of pseudo reality produced by a GCM and an RCM joined together. The statistical method would then link the RCM results to the GCM output. Once the statistical method is set up, socioeconomic scenarios may be used to drive the GCM-RCM combination. If the statistical method is able to estimate the RCM results of driven experiments, it shows skill even under climate change in pseudo reality. This appears to be a valid idea for testing (iii) and it also works vice versa for "upscaling" purposes. However, this is beyond the scope of the present paper.
The downscaling in this study is accomplished by a perfect prognosis (PP) approach (see Maraun et al., 2010) , which consists of seasonal based multi-linear regression models (MLR) estimating site temperatures from a small number of large scale predictors compared to the large amount of information contained in the reanalysis and GCM fields used. The technique we apply to reduce the high-dimensionality but keeping the largest fraction of variability of the GCM fields is called Empirical Orthogonal Function Analysis, which is a well established tool in climate research (EOF, see e.g. Preisendorfer, 1988; Peixoto and Oort, 1992; von Storch and Zwiers, 1999) Fig. 2 depicts the leading two SLP EOFs accounting for over 75 % of winter's variability. The first EOF (upper panel) identifies the Azores as a centre of variability, while the second EOF (lower panel) singles out Iceland.The EOFs refer to the total geographical area used (from 50°W to 30°E and from 35°N to 65°N) and have been derived for the period .
Since our approach is deterministic, it does not account for a proportion of local scale variability, which is regarded as noise. This limitation has been recognized and can be worked around consistently (von Storch, 1999 and see Section 5), but as we are interested in long term averages and changes it does not affect our findings.
Predictor selection and MLR downscaling models:
In terms of the predictors, we used sea level pressure (SLP) and temperature in 850 hPa (TMP850) at a lat-lon resolution of 2.5°×2.5°over a geographical sector from 50°W to 30°E and from 35°N to 65°N (429 gridpoints). The period analysed is from 1958-2010, and the data are retained from the NCEP/NCAR reanalysis project (Kalnay et al. 1996) . These data (i.e. time series at each grid point) and the series extracted from the HISTALP database, have been de-trended prior to all analyses. After performing the above mentioned EOF Analysis, we selected 7/11 EOFs during winter/summer. In winter we retained 3 SLP-EOFs and 4 TMP-EOFs while in summer we had 5 SLP-EOFs and 6 TMP-EOFs. This way we are able to capture 85 % of SLP's and 80 % of TMP's variability. Therefore, instead of using 858 time series (429 for TMP850 and SLP, respectively) we are using only 7 or 11 so-called time coefficients of the EOFs (von Storch and Zwiers, 1999) as predictors, corresponding to about 1 % of the whole amount of time series.
Each MLR downscaling model relates the large scale seasonal time coefficients of the EOFs and the local scale time series at the corresponding site. Temperature projections at each site i and each time instance j. Y i, j are weighted sums of the EOFs' time coefficients (X k, j ; i.e. inner product of EOF k and the anomaly field at time instance j). The β i,k are the weights at site i for the time coefficient k:
Capital K reflects the number of the retained EOFs (7/11 for winter/summer). Interdependencies between the physical predictor variables cannot be ruled out and a MLR setup based on 8/12 coefficients fitted to data from a period containing 33 winter/summer seasons , see Section 4) does not necessarily prevent over-fitting. Such problems are well known and there are procedures offering measures that quantify the quality of empirical models (i.e. in terms of the number of predictors to be retained). One of these approaches was introduced in information theory by Akaike (1974) . This concept is based on comparison of the considered model to others (so called "candidate models") that are part of the same mathematical class. This means that other MRL functions including different amounts of predictor time series would be applied. The principle is to determine the model parameters in such a way that the observations are simulated best (in a least square sense) by using the lowest possible number of predictor time series. This is achieved, in practice, by calculating a particular value (the Akaike information criterion value -AIC) for each one of the candidate models and selecting those model whose AIC value is lowest. Other methods identifying a proper number of predictors are the so called scree-test (Yarnal, 1993) or the North's ruleof-thumb (Preisendorfer, 1988) . The former test is a visual selection technique based on the logarithm of the eigenvalues of the Empirical Orthogonal Analysis carried out to set up the predictor time series. A major jump in the magnitude of the eigenvalues indicates a significant reduction in the ability of the predictors to describe the variability of the observations and thereby determines the amount of predictors to be retained in the downscaling model. North's rule-of-thumb relates the uncertainty of the eigenvalue estimates and the absolute difference between consecutive eigenvalues. The relevance of the eigenvectors appendant to the eigenvalues decreases with increasing uncertainty. This also gives a hint as to how many Eigen-modes to include in the statistical model. Apart from mathematical decision support, Physical reasoning can be used for guidance as well.
In addition to appropriate procedures which are available to motivate the selection of different sets of predictors and their multitude, a strict quantitative evaluation of the model-performances in validation experiments constitutes the final assessment. We concluded conducting a two-step experiment to identify potential weaknesses in the used approach (e.g. over-fitting). In the first stage the same time period ) is applied to calibrate and validate the models (not explicitly shown). No independent data are employed and the performance measures generally reveal high perfomance values which generally increase with larger amounts of predictors. The second experiment is a proper validation with different data used for model fitting (1958-1990) and validation (1990-2010 ) (see Section 4). Large differences between the error measures of the two experiments are a clear signal of over-fitting. Such differences have not been detected here. In winter, models show good skill and even in summer skill is evident (i.e. mean correlations are 0.81 and 0.75 in winter and summer respectively; compare Section 4).
Finally, after the production of the local scale climate change scenarios (see Section 5), we carried out a final assessment of the derived statements regarding their suitability. This was done by calculating the 95 % confidence interval of the model parameters. From this interval we selected the upper and the lower limits and calculated the local scale projections again. The averages of these "extreme"scenarios deviate less than 0.5°C from those shown in the paper. This means that the results (presented in Section 5) are significant and valid even in the event that the scenarios are calculated by applying the limits of the 95 % confidence interval of the downscaling model. As a result, we can conclude, that the models contain no substantial weaknesses and also the limitation of over-fitting is not a serious issue here.
Validation of the statistical downscaling models
In order to assess the downscaling performance of the statistical model, which is set up for each season and each HISTALP site separately, a split sample experiment is carried out. Therefore the observation period is split into two time intervals. During the "calibration period" ) the EOFs are constructed and the statistical models are calibrated. During the "validation period" (1990-2010) these statistical models are used to estimate the local scale time series from the large scale time coefficients -i.e. those EOFs' time coefficients X k, j are the inner products of each winter/summer EOF k (derived during the "calibration period") and the anomaly field at time instance j (1990-2010). The estimations are compared to the actual observations by means of the correlation coefficient (r or rather r 2 ), the root mean square error (RMSE) and the mean absolute error (MAE). Table 2 and Table 3 list these performance metrics for winter and summer respectively. The time series are de-trended prior to the analysis. The performance assessment in Table 2 shows that the winter models are able to satisfactorily reproduce the temporal development of the station based temperature measurements. Highest correlations (about 0.85) are to be found at the sites located in the North-Eastern parts of Austria where temperature increases are largest (see Results and Discussion). The average root mean square error (RMSE) and mean absolute error (MAE) are 0.98°C and 0.83°C respectively. Stations in Austria's NorthWest (see Fig. 1 Table 2 ). These stations are all located in valleys and basins. During the cold season such topographical features represent perfect preconditions for inversions and hence they occur frequently. Stable stratifications, which occur with inversions, suppress vertical mixing or convection and lead to an isolation of the lower air mass above the ground. This decoupling of the layers can last for days and hence the evolution of the meteorological variables at the stations and the development of the state of the atmosphere above, are independent from each other. Consequently, no connection can be established by the transfer functions and there is no correlation as long as inversion events are in effect. The other performance measures are comparably high with an average RMSE of 1.12°C and an MAE of 0.95°C . Hence, with a weak performance of the statistical models in the region south of the Alpine ridge, results (i.e. less temperature increase, see Section 5) should be interpreted with caution. However, the warmest winter ever measured in the Northern Hemisphere and in Austria (2006/07) is well simulated. This also applies to the "record cold winter" 2005/06 in Austria.
This feature changes in summer (see Table 3 ): there are no more large differences between the regions. Correlation values in the South of the main Alpine crest are almost the same as for winter. Stations across the NorthWest of Austria exhibit comparably high correlations (0.77 on average) and values at stations in the North-East are as low as in the South. In Table 3 , columns of stations whose statistical models exhibit the poorest performances (r 2 < 0.4) are highlighted in red. The other error measures are lower than during winter with a RMSE of about 0.6°C and a MAE of approximately 0.5°C . This behaviour is due to the small variability of the summer time series (1-2°C) compared to winter. However, the "heat wave summer" of 2003 is well simulated. The lower correlation of the transfer functions during summer is reasoned by the spatial extent of the meteorological phenomena. While the evolution of the atmosphere during winter can be described by large spatial patterns, atmospheric processes during summer take place on the mesoscale or even the convective scale. These scales are not adequately resolved by the GCMs and so the transfer functions cannot account for them. Therefore, results based on models with the poorest performances (see Table 3 and Section 5: Summer) should be interpreted with caution. The performance values for winter and summer, listed in Table 2 and Table 3 , are comparable to those found by Matulla et al. (2002) .
Results and discussion
The seasonal projection anomalies are generated by subtracting the climatological averages of the control simulations (20C) from the transient climate change runs. The EOF' time coefficients X k, j (i.e. inner products of each winter/summer EOF k (derived from and the seasonal projection anomaly field at time instance j) are in turn entered in the statistical models to derive the local scale climate change projections. Below we show the downscaled local scale temperature projections for winter and summer averaged over two future periods. The first period is in the near future and the second represents the remote future at the end of the century (2069-2098). The presented temperatures are relative values referring to the observation period and they are ensemble averages. Uncertainty in the prediction arises from MLR-parameter estimation and from variability (regarded as noise) that deterministic approaches cannot "resolve". These uncertainties have been estimated (admitted error probability of 5 %, two-tailed test). Regarding MLR-parameter estimation, values of about 0.25°C have been found in the near future, whereas at the end of the 21 st century we identified uncertainties of about 0.3°C and 0.4°C for winter and summer respectively. The contribution of the unresolved variance shows overall values of 0.1°C . Projections at mountain stations show on average a 0.5°C larger warming than at the rest of the sites. This different behaviour confirms previous results by Auer et al. (2007) who described mountain stations as a group in themselves within the Greater Alpine Region (GAR) in Europe. Therefore we exclude them in line with Auer et al. (2007) from our study. In the case of the A1B scenario, two local scale climate change ensembles are generated. One is based on ECHAM5 and the other on HadGEM2. In case of A2 we have produced one ensemble based on ECHAM5. Each of the two A1B ensembles consists of three projections (based on the GCMs ECHAM5 and HadGEM2 respectively). The A2 ensemble consists of two projections (both based on ECHAM5). For winter the local scale temperature projections at the stations indicate three regions. In Table 4 and 5 (see below) columns of stations belonging to the regions South, Northwest or Northeast are colored green, orange and red respectively. 
Winter:
In the near future the local scale A1B projections that are based on ECHAM5 (not shown in the Figures, but listed in Table 4 ) show temperature increases of about 1°C in the southern region, approximately 1.2°C in the north-western parts of Austria and largest changes (around 1.3°C) in the Northeast. In the remote future corresponding increases are 2.2°C, 2.8°C and 3.1°C respectively (see Fig. 3(a) and Table 4 ). The spatial pattern of the warming stays unaltered between the future periods and emerges clearly with increasing spatial variability in the remote future.
The A1B downscaled projections, realized on the large scale by HadGEM2, show lower warmings (0.3°C, 0.4°C and 0.4°C lower in the South, in the Northwest and in the Northeast in the near future respectively and 0.9°C, 1°C and 1°C lower in the remote future) compared to the ECHAM5 A1B projections (see Fig. 3(b) and Table 5 ). There is a relation between the spatial pattern of the temperature increases between the periods, but not as similar as for ECHAM5. The warming rates are approximately the same between the periods and the amount of change is well below the ECHAM5 cases (about 1°C in the remote future; compare Fig. 3(a)/(b) and (c)). The growing discrepancy in increasing mean temperatures (about 0.4°C in the near and approximately 1°C in the remote future) between the downscaled ECHAM5 A1B and HadGEM2 A1B projections is the most obvious difference between the ensembles. In the remote future this discrepancy is found to be statistically significant and depicts a fraction of the range of model uncertainty for the A1B scenario. The spatial pattern is different as well, but common characteristics dominate. The enhanced warming north of the Alpine ridge, especially in the eastern parts of Austria, indicates a declining continental influence and thus less cold winter conditions there.
The A2 downscaled projections based on ECHAM5, show temperature increases in the near future of 0.5°C, 0.7°C and 0.7°C in the South, in the Northwest and in the Northeast respectively (see Table 4 ). For the remote future the corresponding warming is 2.4°C, 2.9°C and 3.4°C (see Fig. 3(c) ). The spatial pattern is almost identical and the variance is about the same as in the A1B case (compare Fig. 3(a) and (c)). So the rate of change increases significantly. The declining discrepancy between the ECHAM5 A1B and A2 based projections (about 0.6°C in the near and 0.2°C in the remote future) is perhaps unexpected, since the impact of different emsission scenarios clearly emerges only towards the end of the 21 st century (e.g. Meehl et al., 2007; Time-Evolving Global Change) . This indicates that differences between the A1B and A2 projections before 2050 arise mainly from different realizations of internal climate variability and are not caused by the impact of the emissions. Hawkins and Sutton (2009) discussed the contribution to uncertainties in regional temperature prediction arising from internal climate variability. Note that the differences between the A2 and A1B based projections are statistically not significant here.
Summer:
The situation in summer is rather different from that in winter concerning several aspects.
Downscaled ECHAM5 based A1B projections show spatially rather uniform temperature increases of about 1°C in the near future (see Table 6 ). The regions hardly can be distinguished from each other and the spatial pattern of the warming is different from that of winter. Towards the end of the century increases grow to approximately 3.2°C (see Fig. 4(a) ) and the spatial structure remains almost unaltered.
The HadGEM2 based projections are characterized by larger warmings (0.7°C larger in the near and about 0.6°C larger in the remote future) compared to the ECHAM A1B projections (see Fig. 4 (b) and Table 7 ). As the spatial pattern is almost the same as for the ECHAM5 based projections the most obvious difference between the ECHAM5 A1B and HadGEM2 A1B ensembles is the difference in warming (see above and compare Fig. 4(a) and (b) ). In the near and the remote future (for the latter in the Northwest only) the discrepancy between the ECHAM5 and HadGEM2 projections is statistically significant and reflects parts of the range of model uncertainty.
The A2 local scale projections based on ECHAM5 are characterized by less warming (0.8°C) in the near and larger temperature increases (about 3.5°C) in the remote future compared to the ECHAM A1B projections (see Fig. 4 (a) and (c) and Table 6 ). This is almost the same as in winter and the rates of change alter more than in the A1B case. The spatial structure of the change stays nearly the same. As for winter (see above) the differences between the A2 and A1B projections are not significant.
Summer and winter comparison:
Looking at winter, there is a noticeable difference between the temperature increases south of the Alpine ridge, in Austria's Northwest and the north-eastern parts of the country (see Tables 4, 5 and Figures 3a-c) . Increases in the remote future and based on ECHAM5 A1B projections are about 2.2°C, 2.8°C and 3.1°C in that order. Findings based on HadGEM2 projections are rather similar but approximately one degree Celsius lower. The largest warmings are based on the ECHAM5 A2 projections, which are about 2.4°C, 2.9°C and 3.4°C in the three regions respectively.
In summer this picture changes in several ways: (i) average temperature increases are about the same in the three regions, (ii) HadGEM2 A1B based projections cause the largest temperature increases (3.9°C in the remote future); the second largest changes of about 3.5°C are based on ECHAM5 A2 projections and the smallest warmings are based on ECHAM5 A1B (approximately 3.2°C).
Our results show larger temperature increases in summer than in winter. This finding is most pronounced for the HadGEM2 based A1B projections, but larger increases in summer than in winter are also present in the ECHAM5 based ensembles. This behaviour is typical for southern Europe where it is even more pronounced than it is here (Christensen et al., 2011) . This may reflect the fact that Austria is located in the transition zone of different warming rates between southern and northern Europe (Christensen et al., 2011) . This is further supported by the finding that the largest differences between winter and summer increases are detected in the region south of the Alpine ridge.
Reclip:century 2 (Loibl et al., 2013) is the final part of a series of projects (Loibl et al., 2011) focusing on the generation of dynamically downscaled regional scale climate change projections for the present century over the Greater Alpine Region (Auer et al., 2007) . Loibl et al. (2013) investigated temperature as well as precipitation and findings were presented on a seasonal basis. Therefore, our findings can be conveniently compared to the results of Loibl et al. (2013) . They use CCLM (Böhm et al., 2006) as the regional climate model and drive it with the output of ECHAM5 (Roeckner et al., 2003) and HadCM3 . The data of four projections are available: two forced with A1B, one with B1 and one with A2. One of the A1B large scale realizations is carried out by ECHAM5 and the other one by HadCM3; B1 and A2 are both realized through ECHAM5. The appendant regional scale output, produced by CCLM, is given on a grid with a spacing of 10 km, having a temporal resolution of one hour. We compare our findings for winter and summer at the end of the 21 st century to the reclip:century 2 results (2071-2100) for ECHAM5. The reclip:century 2 anomalies refer to the period of 1971-2000 while ours refer to 1980-2010. This difference is accounted for in the following comparison. There is a broad agreement between the DJF findings in which the dynamically generated temperatures are about 0.5°C higher than the findings reached via statistical downscaling. The largest differences are found in the South/Southeast and the outermost Northeast of Austria with 1.3°C and 1°C respectively. So the differences between the downscaling approaches for ECHAM5 (statistical and dynamical) are somewhat larger than the differences between the two dynamical produced scenarios. This feature does not change much in summer (JJA). Statistically produced changes are about a half degree Celsius cooler and the largest differences (about 1°C) occur in Austria's South.
Conclusion and outlook
The main results of this study are:
Considering winter (DJF) (i) the ECHAM5 A1B based local scale projections (ensemble averages) indicate temperature increases of approximately 1.2°C in the near future and 3°C at the end of the 21 st century with respect to the 1981-2010 climatology (ii) whereas the HadGEM2 A1B based projections show 0.4°C and 1°C lower temperature increases in the near and remote future respectively (see Section 5: Winter).
(iii) the downscaled warming rates indicate 3 homogeneous temperature regions consistent with those detected through the validation exercise: stations exhibiting the largest warming rates are located in the north-eastern parts of Austria, while those showing the lowest increases are located south of the Alpine ridge. The rest of the stations are found north of the Alpine crest in the north-western parts of Austria (see Section 5: Winter & Summer comparison).
Considering summer (JJA) (i) average temperature increases are about the same in the 3 regions.
(ii) the HadGEM2 A1B based projections indicate temperature increases of about 1.7°C in the near future and 3.8°C by the end of the 21 st century with respect to the 1981-2010 climatology (iii) whereas the ECHAM5 A1B based projections depict a 0.7°C and 0.6°C weaker warming in the near and remote future respectively (see Section 5: Summer).
Our results show larger temperature increases in summer than in winter which is a typical behaviour for southern Europe (Christensen et al., 2011) . The largest differences between summer and winter increases are detected in the region south of the Alpine ridge which could support the fact that Austria is located in the transition zone of different warming rates between southern and northern Europe (Christensen et al., 2011; see Section 5: Winter & Summer comparison) .
Regarding Austria there is a need for peer-reviewed literature describing the spatio-temporal behaviour as well as the amount of the local scale warming expected with the anthropogenic greenhouse effect. Matulla et al. (2002) did that for the first part of the century and based on only two GCM projections. Meanwhile, there have been some more downscaling studies which were mainly linked to direct applications or validation methods (Matulla 2005 , Pasztor et al. 2014a , Pasztor et al. 2014b , Matulla et al., 2014 . Haslinger et al. (2012) showed that CCLM (an RCM) has difficulties in simulating the climate of the Alpine Region satisfactorily (see Section 1).
Therefore, it is sensible to have projections relating to Austria which are consistently derived and based on different scenarios and models in order to hold information on the spatial probability of temperature based statements.
Furthermore, the paper contains valuable information for dynamical derived projections from other Austrian projects such as the reclip:century 2 project (Loibl et al., 2013) , which shows comparable results.
The next step could include further interesting parameters such as precipitation or sunshine duration (relevant for the energy sector). Another idea is to include the recently released CORDEX EU scenarios.
