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I n  Matthews (1963) 1 several classes of grammars are defined and 
their generative power determined. These grammars are defined par- 
t ial ly by the form of their rules and partial ly by the form of the deriva- 
t ions of the sentences they generate. That  paper shows that  one-way 
grammars and one-way discontinuous grammars are equivalent o 
context-free grammars as defined by Chomsky (1959). This paper 
shows that  the restrictions on the form of the rules are not essential; 
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1 I wish to thank Paul S. Peters for pointing out an error in the construction i
that paper, as well as for suggesting the correction which I sketch out here. For 
each grammar rule yA¢~ -* yc~xc~2 • .. a~ the PDS has all possible instructions of
the form 
(I, S~,~, A~,¢~) ~ (S~,~2, a1~,~1 ~%~,~'"  "a . . . .  ~ . . . . . .  ~,t~ -) 
where ~ = ai+~ -.. a~¢~ and ~ is m symbols long, and where x¢ is a tail of zy 
and is n -- i zr I symbols long. Similarly, for each terminal symbol in the grammar, 
the PDS contains all possible instructions of the form 
(a, ,~ ,~,  a~.~) -~ S~o.~, ~) 
In this way each symbol in the PDS storage tape has coded in its subscript its 
environment  symbols at the righthand end of the input tape and m symbols 
to its right in the storage tape. Then by requiring that the state and the symbol 
at the left end of the storage tape have the same subscript, we prevent tne control 
unit of the PDS from predicting environments which are in fact impossible. 
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any unrestricted rewriting system generates a context-free language if 
its derivations are confined to one-way derivations as defined in 
Matthews (1963). 
DEFINITION 1. A grammar is a finite set of rules of the form X --+ Y or 
A --+ a, where X, Y are strings of nonterminal symbols possibly null, 
A is a single nonterminal symbol, a is a single terminal symbol, and 
X ~ Y. X - ~ will be used to represent a rule of either type. 
DEFmIT*O~ 2. A left-derivation (called a left-to-right derivation in 
Matthews (1963)) is a sequence of strings (~ i , " "  , ~)  such that 
~, = S, and for each/ (1 < i < n), there are strings x, X, Y, such that 
~i = xXY ,  ~+, = x~Y,  and X --> ~ is a rule of the grammar. 
DEFI~TmN 3. The left language of a grammar is that set of terminal 
strings generated by the grammar all of which have left-derivations. 
I will now describe a machine, called a modified pushdown storage 
automaton (MPDS),  which has the capacity to produce all and only 
the left-derivations of a grammar. This machine has a control unit and 
two tapes T, and Ts.  The control unit can read the contents of Ts ,  and 
on the basis of these contents either copy the leftmost symbol of Ts on 
the right end of T, and erase it from Ts ,  or replace some leftmost string 
of Ts by another string where one of these strings may be null. In par- 
ticular, if at some step in the derivation of a sentence T, contains the 
string x and Ts contains the string aY,  then the machine will write a on 
the right end of T, and erase the a from Ts ; T~ will then contain xa, 
and Ts will contain Y. If at some step in the derivation Ts contains the 
string XY and if there is a rule in the grammar X ---> ~0, then the machine 
may replace the string X by ~, and Ts will then contain ~Y. 
The control unit of the MPDS has two states, the initial state So and 
the working state $1. The MPDS starts operating in the initial state 
with both tapes blank and goes to the working state writing the string 
Sz on T8, where z is a symbol not appearing in the grammar. 
(e, So, e) -+ (S,,  S~) (1) 
The operation that writes a terminal symbol on the right end of T, and 
erases that same symbol from the left end of Ts is performed by the 
instruction 
(a, S, , a) ---> (S,  , e) (2) 
For each grammar ule of the type X --~ o~, the MPDS will have an in- 
struction which replaces the string X by the string ~ only if X is a left- 
most string on T~. 
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(e, S~ , X )  ---+ ( & , oa) (3) 
Finally, when the MPDS is scanning the a on Ts (placed there by in- 
struction (1)), it will then erase the ~, transfer to the initial state, and 
stop. 
(e, &,  ~) -~ (So, e) (4) 
It is dear that when this machine stops with Tz blank, the contents 
of Tr will be a sentence of the left language of the grammar, and that if 
some string x is a sentence of this left language, then there is a sequence 
of machine operations which will end with Ts blank and x on Tr. (Note 
that this machine may also stop when T~ is not blank. This will happen 
where no initial string of T~ appears to the left of the arrow in a rule of 
the grammar. In such a situation we say the machine is blocked, and the 
contents of T~ at that point do not constitute a sentence ofthe language.) 
TEEO~EM 1. For each MPDS there is an equivalent pushdown storage 
automaton ( PD S). 
PnOOF. The proof is by a construction: The initial instruction of the 
PDS is 
(e, so, ~) -+ (& ,  s) (5) 
For each instruction of type (2) in the MPDS, the PDS has an instruc- 
tion which erases the leftmost symbol of the storage tape if that symbol 
is identical to the symbol being scanned on the input tape. The PDS 
instruction is
(a, $1, a) --~ ($1, a) (6) 
For each instruction in the MPDS of type (3), there is a finite set of 
instructions in the PDS. Suppose the MPDS has the instruction 
(e, &,  A1 . . .  An) --+ (&,  m "'" ~)  (7) 
the PDS will have the set of instructions 
(e, &,  A~) -+ (S~I, ~) (8) 
(e, S~1, A2) --+ (S~ia2, a) (9) 
(e, S~2,  Aa) --~ (10) 
---+ (S~1...~,, ~) (11) 
(e, &,. . .~,,  e) -~ (Sl,  ~ - - .  ~)  (12) 
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Of course, if n = 0 then the only instruction in this set is 
(e,  t.~l, e )  --~ (t.~l , o/1 . . -  OLm) 
and if m = 0 then the last instruction in the set is 
(e, S~...~o, e) -~ (S~, e) 
The final instruction of the PDS is 




Q. E. D. 
Chomsky (1963) has shown that PDS are equivalent to context-free 
grammars; therefore, the ]eft languages of grammars are context-free 
languages. 
We can, of course, define a right derivation and a right language of a 
grammar similar to the way we defined left derivation and left language 
of a grammar. Using a method similar to that presented in the earlier 
paper (Matthews, 1963), we can interpret instructions (1) through (4) 
so that they generate the right language of a grammar. Thus, this proof 
holds for both of the one-way languages of a grammar, i.e., the left 
language and the right language. 
Consider now a grammar which contains rules of the form ~ -*  ~, 
where ~, w are strings of terminal and/or nonterminal symbols possible 
null, but ~ is not a nonnull string of terminal symbols, and ~ ~ w. For 
each such grammar G there is a weakly equivalent grammar G I of the 
type defined in Definition 1 which also has the same left language. G' can 
be constructed from G in the following manner: I f  G has a rule of the 
form ~1a~2 -+ ~o, remove this rule from G and put in its place ~1a~2 --+ w, 
where d is a new nonterminal symbol. Continue this replacement of 
rules until all the rules have strings of nonterminal symbols to the left 
of the alrow. Now if the grammar has a rule of the form X --* ~1a~2, 
remove this rule and put in its place X -~ x~a~2, where 5 is a new non- 
terminal symbol, and also add to the grammar the rule c~ --~ a. Continue 
this replacement of rules until all rules are of the form described in 
Definition 1. This is now grammar G'. I t  is clear that if a left derivation 
of G contains the two successive strings xala2 " "  am~ and xa,~l " -  
a.¢, then there is a left derivation of G' with the two successive strings 
xA IA~. . . .  AmY followed by xAm+l . . .  A,~Y, where if a~ is nonterminal 
then A~ = a~, and if a~ is terminal then A~ = a,:. 
This now gives us another way of characterizing context-free lan- 
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guages. Whereas Chomsky (1959) has characterized them in terms of the 
form of the rules of the grammars that generate them, we here charac- 
terize them in terms of the form of the derivations of their sentences. A 
context-free language is the set of sentences generated by a finite set of 
unrestricted rewriting rules, such that at each step in the derivation of a 
sentence only the set of substrings that begin with the leftmost (or 
rightmost in the case of the right language of a grammar) nonterminal 
symbol may be rewritten by a grammar rule. 
A further generalization can be made. In the instructions ofthe MPDS 
we can regard the X and o~ in instruction (3) as variables over the sen- 
tences of the regular languages Lx and L~, respectively. Thus, this in- 
struction would represent an infinite number of instructions, namely, all 
instructions which replace a sentence of Lx by a sentence of L~. And, 
of course, the corresponding grammar would have an infinite number of 
rules. Where L~ with its initial state Sx0--has the instructions 
(Szo , A) ---+ ( Sx~) (16) 
(Sx~, B) ~ (Sxk) (17) 
(Sx,~, C) ~ (Sxo) (18) 
the equivalent PDS would have the instructions 
(e, $1, A) -+ ( Sx~ , (r) (19) 
(e, s~, B) -~ (S~,  ~) (20) 
(e, s~., c) -~ (so0, ~), (21) 
respectively; and where L~--with its initial state S~0--has the instruc- 
tions 
the equivalent PDS 
tively, 
(s~0, ~) ~ (s~,) (22) 
(S~j, fl) ~ (S~k) (23) 
( s~,  ~) ~ (s~0), (24) 
would have the following instructions, respec- 
(e, S~,, e) -~ (Sl,  -)  (25) 
(e, S~k, e) -+ (S~.,/3) (26) 
(e, S~,, e) --+ (S~.m, ~) (27) 
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