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4 1 EINLEITUNG
1 Einleitung
In dieser Arbeit bescha¨ftigen wir uns mit der Modellierung und Existenztheorie von du¨nnen Filmen
inkompressibler, viskoser Flu¨ssigkeiten auf evolvierenden, d.h. sich bewegenden, gekru¨mmten Fla¨chen.
Wir werden sehen, wie eine Erhaltungsgleichung fu¨r einen du¨nnen Film durch Lubrikationsapproxi-
mation im schwachen Sinne hergeleitet werden kann und wie wir so eine nichtlineare, degeneriert
parabolische Gleichung vierter Ordnung auf einer bewegten Fla¨che erhalten. Weiterhin erhalten wir
auf die selbe Weise eine gekoppelte nichtlineare Gleichung fu¨r die Dynamik eines unlo¨slichen Surfac-
tants. Die Hauptaufgabe dieser Arbeit besteht darin, die Existenz von Lo¨sungen dieser Gleichungen zu
zeigen. Wir werden einen Existenzsatz fu¨r einen du¨nnen Film auf einem zweidimensionalen bewegten
Substrat sowie einen Existenzsatz fu¨r das gekoppelte System von du¨nnem Film und Surfactant auf
einem eindimensionalen bewegten Substrat beweisen. In beiden Fa¨llen sei die Bewegung des Substrats
a priori vorgegeben. Wir setzen also in dieser Arbeit voraus, dass eine Kopplung der Substratbewe-
gung an die Dynamik des Films nicht beru¨cksichtigt wird.
Du¨nne Filme auf gekru¨mmten Fla¨chen treten in einer Vielzahl von technischen, physikalischen und bio-
physikalischen Anwendungen auf. Dabei steht die Benetzung der Alveolen (Lungenbla¨schen) wa¨hrend
dem respiratorischen Zyklus in unserem besonderen Interesse. Man weiß, dass oberfla¨chenaktive Sub-
stanzen, sogenannte Surfactants (surface active agents) eine lebensnotwendige Rolle bei der Atmung
spielen. Aufgrund der Geometrie eines Alveolus macht es Sinn das gekoppelte System aus du¨nnem
Film und Surfactant auf einer gekru¨mmten Fla¨che zu betrachten. Eine weitere Anwendung tritt bei
der Enteisung von Tragfla¨chen in der Luftfahrt auf.
Da sich wa¨hrend der Atmung die Alveolen in einem Zyklus der sta¨ndigen Kontraktion und Expansion
befinden, ist es sinnvoll, du¨nne Filme und auch das gekoppelte System nicht nur auf gekru¨mmten
sondern auf evolvierenden Fla¨chen zu untersuchen. Eine weitere Anwendung von nichtlinearen, dege-
neriert parabolischen Gleichungen vierter Ordnung auf evolvierenden Fla¨chen besteht in der Modellie-
rung von Phasenseparation auf der freien Oberfla¨che wa¨hrend dem Lo¨sungsprozess von Legierungen.
1.1 Physikalische Anwendungen
Du¨nne Filme konstanter Oberfla¨chenspannung
Benetzungsvorga¨nge von inkompressiblen, viskosen Flu¨ssigkeiten finden eine breite Anwendung, nahe-
liegend sind z.B. viskose Farben und Lacke. Ein aufgetragener Film besitzt im Allgemeinen zuna¨chst
unerwu¨nschte Unebenheiten, jedoch fu¨hren auf einem ebenen Substrat kapillare Kra¨fte zu einem
gleichma¨ßigen Film auch in Abwesenheit von Gravitation. Fu¨r die Modellierung des klassischen Falls
eines du¨nnen Films konstanter Oberfla¨chenspannung auf einem ebenen Substrat verweisen wir auf
die U¨bersichtsartikel [ODB] und [My]. Die Struktur der Gleichung ist eine nichtlineare, degeneriert
parabolische Gleichung vierter Ordnung. Dabei ist die Erhaltungsgro¨ße die Filmho¨he h, die im inkom-
pressiblen Fall proportional zur lokalen Flu¨ssigkeitsmenge ist. Eine typische Gleichung lautet:
∂th+ div(
1
3
h3∇∆h) = 0.
Man sieht leicht ein, dass die entsprechenden Benetzungsvorga¨nge auf gekru¨mmten Fla¨chen ebenfalls
eine breite Anwendung finden. Im Allgemeinen wird die Oberfla¨chenspannung in diesem Fall keinen
gleichma¨ßigen Film produzieren. Aufgrund des Bestrebens die Oberfla¨che zu minimieren wird der
Film sich in Einbuchtungen verdicken und auf Ausbuchtungen verdu¨nnen. Modellgleichungen wurden
in [RSw], [RRS] und [SW] entwickelt und numerisch untersucht. Dabei wurden außer Kapillarita¨t
und Viskosita¨t auch zusa¨tzliche Effekte beru¨cksichtigt, wie z.B. Gravitation, Van-der-Waals-Kra¨fte,
Marangonikra¨fte und Ablagerung (siehe auch [RL], [MCC]). Auf einem gekru¨mmten Substrat ist
nicht mehr die Filmho¨he h die geeignete Erhaltungsgro¨ße, sondern % = h − ² 12kh2 + ²2 13Kh3, die
lokale Flu¨ssigkeitsmenge oberhalb eines infinitesimalen Fla¨chenstu¨cks. Dabei bezeichnet k die mittlere
Kru¨mmung und K die Gauß-Kru¨mmung des Substrats. Eine dort vorgestellte Erhaltungsgleichung als
Approximation des Problems lautet:
∂t%+ divM
(1
3
h2%∇Mκ− 1
6
h4²(kId−K)∇k
)
= 0. (1.1.1)
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Hierbei bezeichnet κ die mittlere Kru¨mmung des freien Interfaces, die von der Kru¨mmung des Sub-
strats abha¨ngt, und K die Weingarten-Abbildung des Substrats. Bei der Berechnung von κ treten
Terme mit verschiedenen Skalierungsordnungen im Parameter ² auf. Dabei beschreibt ² = HL das
Verha¨ltnis von Ho¨hen- zu La¨ngenskala. Man betrachtet nicht wie im klassischen Fall den Limes ²→ 0,
sondern rechnet approximativ bis auf Terme der Ordnung O(²2). Deshalb findet man in der Literatur
unterschiedliche Varianten der Gleichung, die jedoch zur betrachteten Ordnung a¨quivalent sind.
Einen Ansatz fu¨r eine Du¨nnfilmgleichung auf einem gekru¨mmten, bewegten Substrat findet man in
[How]. Die Herleitung beruht (wie im stationa¨ren Fall) auf der Tatsache, dass es ein Koordinatensys-
tem gibt, in dem die Fundamentalformen zu jedem Zeitpunkt diagonalisieren. Die dort entwickelte
Erhaltungsgleichung als Approximation des Problems lautet dann (in unserer Notation):
DM
Dt
h+ divM (v)h+ divM (
1
3
h3∇Mκ) = 0.
Dabei bezeichnet v die Geschwindigkeit des Substrats und D
M
Dt die konvektive Ableitung. Die lokale
Vera¨nderung der Flu¨ssigkeitsmenge durch Kontraktion oder Expansion des Substrats wird durch den
Zusatzterm der tangentialen Divergenz der Geschwindigkeit beru¨cksichtigt.
Die Rolle oberfla¨chenaktiver Substanzen wa¨hrend der Atmung
In wichtigen praktischen Fa¨llen ha¨ngt die Oberfla¨chenspannung von weiteren Faktoren ab, wie z.B. von
der Temperatur oder von Verunreinigungen mit unlo¨slichen, oberfla¨chenaktiven Substanzen. Moleku¨le
mit hydrophilem Kopf und hydrophoben Schwa¨nzen bilden Monolayer auf der Flu¨ssigkeitsoberfla¨che
und senken in hoher Konzentration die Oberfla¨chenspannung gegenu¨ber Regionen mit niedriger Kon-
zentration ab. Die geringste Oberfla¨chenspannung liegt bei kritischer Micellenbildungskonzentration
vor. Gradienten der Oberfla¨chenspannung fu¨hren zu Scherspannung auf dem Interface und treiben die
Flu¨ssigkeit in Richtung ho¨herer Oberfla¨chenspannung, was auch als Marangoni-Effekt bekannt ist.
Eine wichtige Rolle wird dem Marangoni-Effekt wa¨hrend der Atmung zugesprochen. Die Alveolen
der menschlichen Lunge sind mit einem du¨nnen Film bedeckt, dessen Oberfla¨chenspannung durch
Surfactantmoleku¨le verringert wird. Wa¨hrend dem respiratorischen Zyklus befinden sich die Alveolen
in einem Prozess sta¨ndiger Kontraktion und Expansion. Der Expansionsprozess, der gegen die Ober-
fla¨chenspannung Arbeit verrichten muss, wa¨re ohne einen Surfactant an der Oberfla¨che der Flu¨ssigkeit
nicht mo¨glich. Bei fru¨hgeborenen Kindern ist die Lunge oft nicht dazu fa¨hig, Surfactant in genu¨gender
Menge zu produzieren. Man spricht von RDS (Respiratory Distress Syndrome), was eine der ha¨ufigsten
Todesursachen von Neugeborenen ist. Die Behandlung besteht darin, der Lunge mit Hilfe eines Ae-
rosols ku¨nstlich zusa¨tzlichen Surfactant zuzufu¨hren. Die Ausbreitung des Surfactants erfolgt dann
aufgrund einer Kombination verschiedener physikalischer Effekte, vor allem Advektion und Diffusion,
wobei die Advektion vor allem durch Kapillarita¨t und Marangoni-Effekt getrieben wird.
In den Arbeiten [BG], [GG], [JG] werden mathematische Modelle fu¨r die Evolution eines du¨nnen
Films unter dem Einfluss oberfla¨chenwirksamer Substanzen entwickelt. Dazu betrachtet man ein ge-
koppeltes System aus Erhaltungsgleichungen fu¨r Flu¨ssigkeit und Surfactants und verwendet Lubrika-
tionstheorie, um eine Gleichung vom du¨nnen Film Typ fu¨r die Filmho¨he h der Flu¨ssigkeit und eine
weitere, an die Geschwindigkeit der Flu¨ssigkeit gekoppelte Advektions- und Diffusionsgleichung fu¨r
die Surfactantkonzentration Γ herzuleiten. Ein solches System lautet (ohne Terme von Gravitation
und Van-der-Waals-Kra¨ften) im Mehrdimensionalen formuliert:
∂th+ div(Sa13h
3∇∆h+ 1
2
h2∇σ) = 0,
∂tΓ + div(Sa12Γh
2∇∆h+ Γh∇σ) = Pe−1∆Γ.
(1.1.2)
Dabei bezeichnen Sa und Pe−1 Kapillarita¨ts- bzw. Diffusionskonstanten und σ die von Γ abha¨ngige
Oberfla¨chenspannung. Terme ho¨herer Ordnung fu¨r dieses System wurden in [RSi] betrachtet. Un-
ter Vernachla¨ssigung von Kapillarita¨t und Surfactant-Diffusion wurden in [BG] und [JG] stationa¨re
Zusta¨nde betrachtet und Ausbreitungsraten untersucht. Weiterhin wurden A¨hnlichkeitslo¨sungen und
asymptotisches Verhalten studiert. In [WJ] wurden diese U¨berlegungen auf zweidimensionale Proble-
me u¨bertragen. Die analytischen und numerischen Untersuchungen zeigen, dass der Marangoni-Effekt
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am Rand des Monolayers zu einer schockartigen Ausbreitung der Flu¨ssigkeit fu¨hrt und einen Kra-
ter verringerter Filmho¨he hinterla¨sst. Die Filmdeformation wird durch Diffusion der Surfactants und
durch Kapillarita¨t gegla¨ttet. Ha¨ufig wird eine lineare Abha¨ngigkeit der Oberfla¨chenspannung von der
Surfactant-Konzentration angenommen, in [BG] und [JG] wurden auch nichtlineare Modelle vorge-
stellt.
Tragfla¨chenenteisung mit Hilfe von Benetzungsmitteln
Eine weitere Anwendung von du¨nnen Filmen mit Surfactants auf gekru¨mmten (stationa¨ren) Fla¨chen
tritt bei der Enteisung von Flugzeugflu¨geln auf. Hierbei wird ein du¨nner Film einer Mischung von
Ethylen- oder Propylenglykol und Wasser sowie Beimengungen von Benetzungsmitteln auf die Trag-
fla¨chen aufgespru¨ht, um eine vorhandene Eisschicht entweder thermisch oder chemisch abzuschmelzen.
Glykol hat dabei die Eigenschaft den Gefrierpunkt herabzusetzen. Es treten Gradienten in der Ober-
fla¨chenspannung auf, da die Wirkung der Benetzungsmittel die Oberfla¨chenspannung zu reduzieren
stark von der Konzentration von Glykol bzw. Wasser und insbesondere Schmelzwasser abha¨ngt. Ma-
rangonieffekte ko¨nnen dann zum Abreißen des du¨nnen Films fu¨hren. Dieser Effekt wurde in [DMS]
beschrieben.
Phasentrennung auf der Oberfla¨che bei Lo¨sungsprozessen von Legierungen
Die letzte Anwendung, die wir hier vorstellen mo¨chten, ist die Modellierung von Lo¨sungsprozessen
von Legierungen und der dabei auftretenden Phasentrennung an der Oberfla¨che. Die Gleichungen, die
dabei auftreten, geho¨ren ebenfalls zur Klasse der nichtlinearen, degeneriert parabolischen Differential-
gleichungen vierter Ordnung, die bei der Existenztheorie imWesentlichen die gleichen mathematischen
Schwierigkeiten mit sich bringen.
Ziel der Arbeit von [EAKDS] war es, ein mathematisches Modell fu¨r die Ausbildung einer poro¨sen
Struktur auf der Oberfla¨che von Legierungen beim elektrolytischen Lo¨sungsprozess zu entwickeln.
Wird eine Legierung aus z.B. Silber und Gold einem elektrochemischen Lo¨sungsprozess ausgesetzt,
ko¨nnte man erwarten, dass das weniger edle Metall vom Elektrolyten an der Oberfla¨che abgetragen
wird und zu einer schu¨tzenden Schicht edleren Metalls an der Oberfla¨che fu¨hrt. Dies ist jedoch nicht
der Fall. Stattdessen bildet sich eine nanoporo¨se Struktur aus, die Eindringen des Elektrolyten ins
Innere ermo¨glicht und zu einem weiteren Lo¨seprozess fu¨hrt. Die Ursache ist eine spinodale Phasentren-
nung an der Oberfla¨che, die Cluster reinen Goldes sowie Bereiche verschwindender Goldkonzentration
entwickelt. Ein verbreitetes Modell solcherlei Entmischung fu¨r Legierungen im Bulk ist das Cahn-
Hilliard Modell. In diesem Modell ist es fu¨r die Substanz energetisch gu¨nstig, einerseits in reinen
Phasen vorzuliegen, andererseits soll die (diffuse) Grenzschicht zwischen den Phasen klein gehalten
werden. Wenn beim Lo¨sungsprozess an der Oberfla¨che das unedlere Metall, in diesem Fall Silber,
durch das Lo¨sungsmittel abgetragen wird, sind die dabei zuru¨ckbleibenden Goldatome nicht mehr
an die urspru¨ngliche Kristallstruktur der Legierung gebunden und ko¨nnen in der freien Oberfla¨che
diffundieren. Dabei ist es fu¨r Goldatome, a¨hnlich wie im Bulk-Modell, energetisch gu¨nstig sich in Clus-
tern reiner Goldphasen aufzuhalten. Diese Cluster schu¨tzen zwar unterliegendes Material von weiterer
Abtragung werden aber mitunter durch den fortlaufenden Prozess in Bereichen wo das Lo¨sungsmittel
erneut angreifen kann, unterho¨hlt. Dies fu¨hrt zur Entwicklung der beschriebenen poro¨sen Struktur.
Die Autoren stellen eine Gleichung vom Cahn-Hilliard Typ auf der freien Oberfla¨che auf:
∂Mt c+ vnkc+ div
M
(
m(c)∇M (∆Mc+Ψ′(c))
)
= vnc0.
Hierbei bezeichnet c die lokale Konzentration von Goldatomen auf der Oberfla¨che, c0 die Goldkon-
zentration im Bulk, vn die Geschwindigkeit in Richtung der (inneren) Normalen und k die mittlere
Kru¨mmung. Ψ ist eine freie Energiefunktion, die Phasentrennung pra¨feriert (double well potential),
und m(c) eine geeignete von c abha¨ngige Mobilita¨t. In [EE] wurde eine Gleichung dieses Typs an
die Evolution der Oberfla¨che durch einen von c abha¨ngigen Kru¨mmungsfluss (mean curvature flow)
gekoppelt und mit Hilfe der finite Elemente Methode auf evolvierenden Fla¨chen numerisch untersucht.
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1.2 Zusammenfassung der Ergebnisse
Einen U¨berblick u¨ber wichtige Arbeiten zur Modellierung dieses Themenkomplexes haben wir im
vorherigen Abschnitt vorgestellt. Bevor wir die Resultate dieser Arbeit zusammenfassen, mo¨chten wir
einen U¨berblick u¨ber die Lo¨sungstheorie in bisherigen analytischen und numerischen Arbeiten liefern.
Die Existenztheorie fu¨r nichtlineare, degeneriert parabolische Gleichung vierter Ordnung auf eindimen-
sionalem, planaren Substrat geht zuru¨ck auf [BF]. Weitere Arbeiten, in denen Existenz und qualitative
Eigenschaften wie z.B. asymptotisches Verhalten und Positivita¨t in Abha¨ngigkeit vom Wachstum der
Mobilita¨t gezeigt wurden, sind [BBdP] und [BP1]. Die Lo¨sungstheorie wurde auf den mehrdimen-
sionalen Fall u¨bertragen und erweitert in den Arbeiten [Gr1] und [EG]. Weitere Existenzaussagen
und entsprechende Aussagen u¨ber qualitative Eigenschaften wie z.B. Positivita¨t und asymptotisches
Verhalten fu¨r den mehrdimensionalen Fall findet man in [dPGG]. Das Cauchy-Problem im Mehrdi-
mensionalen wurde in [dPG] und [Gr2] behandelt. Fu¨r die Du¨nnfilmgleichung gibt es umfangreiche
Literatur zu numerischen Verfahren. Wir verweisen daher auf den Artikel [BGLR], in dem finite Ele-
mente und finite Volumen Verfahren gegenu¨bergestellt werden, und auf die weiteren Referenzen dort.
Fu¨r das gekoppelte System mit Surfactant im planaren Fall findet man in [Re1] einen lokalen Exis-
tenzsatz in der Zeit im Mehrdimensionalen unter der Vernachla¨ssigung von Kapillarita¨t, und mit Hin-
zunahme von kapillaren Termen in [Re2] unter der Voraussetzung sehr kleiner Kapillarita¨t, Van-der-
Waals-Kraft und Gravitation. Globale Existenz in der Zeit wurde fu¨r das System im Eindimensionalen
in [Wie] bzw. [WG] bewiesen. In [GLR] wird ein finite Volumen Verfahren fu¨r das System vorgestellt
und dessen Konvergenz in einer Dimension gezeigt. In der Arbeit [BGN] wird ebenfalls Konvergenz
im Eindimensionalen fu¨r ein finite Elemente Verfahren fu¨r das System mit Van-der-Waals-Kra¨ften be-
wiesen. Schließlich wird in [BN] fu¨r ein finite Elemente Verfahren im Mehrdimensionalen Konvergenz
fu¨r das Surfactant-System gezeigt unter der Hinzunahme von abstoßenden Van-der-Waals-Kra¨ften.
Auf evolvierenden Fla¨chen findet man einen Existenzsatz fu¨r die Wa¨rmeleitungsgleichung in [DE1], in
dem ein finite Elemente Verfahren vorgestellt wird. Eine Level-set Methode fu¨r parabolische Gleichun-
gen auf evolvierenden Fla¨chen wird im Artikel [DE2] beschrieben, in dem auch numerische Ergebnisse
fu¨r Gleichungen vierter Ordnung pra¨sentiert werden. Weiterhin wurde in [LNR] eine finite Volumen
Methode fu¨r die Wa¨rmeleitungsgleichung auf evolvierenden Fla¨chen vorgestellt und Konvergenz ge-
zeigt.
In dieser Arbeit wird zuna¨chst die Erhaltungsgleichung fu¨r einen du¨nnen Film einer viskosen, in-
kompressiblen Flu¨ssigkeit auf einem bewegten, gekru¨mmten Substrat hergeleitet. Außer Kapillarita¨t
und Marangoni-Effekt werden keine weiteren physikalischen Effekte wie z.B. Gravitation und Van-
der-Waals-Kra¨fte beru¨cksichtigt, obwohl dies mo¨glich wa¨re. Auf der Grenzschicht zum Substrat sind
entweder No-Slip oder Navier-Slip Randwertbedingungen zula¨ssig. Schließlich wird angenommen, dass
die Bewegung des Substrats a priori vorgegeben und nicht an die Dynamik des Films gekoppelt ist.
Die auf diese Weise hergeleitete Gleichung ist zu einer ²-Ordnung ho¨her entwickelt als in [How] und
erweitert auf konsistente Weise die entsprechende Gleichung fu¨r ein stationa¨res, gekru¨mmtes Substrat.
Theorem 1.1. (Erhaltungsgleichung fu¨r du¨nne Filme auf evolvierenden Fla¨chen) Es sei
M ⊂ [0, T ]×Rd+1 eine orientierte, evolvierende Fla¨che der Dimension d = 1, 2 mit Normalen n. Die
Filmho¨he h : M −→ R eines inkompressiblen, viskosen Flu¨ssigkeitsfilms sei eindeutig definiert. Es
sei ² = HL , das Verha¨ltnis von Ho¨henskala zu La¨ngenskala, klein vorausgesetzt. Definiere die lokale
Flu¨ssigkeitsmenge durch % = h− ² 12kh2+ ²2 13h3K. Hierbei ist K = −DMn die Weingarten-Abbildung,
k = Tr(K) die mittlere Kru¨mmung und K = det(K) die Gauss-Kru¨mmung. Die Geschwindigkeit eines
Materialpunktes auf M zerlegen wir in Normal- und Tangentialanteil v = vnn+ v∗. Weiterhin setzen
wir Id − hK > 0 positiv definit voraus. Im No-Slip Fall ist die inverse Reibungsmatrix C−1 = 0, im
Navier-Slip Fall sei C−1 positiv definit auf dem Tangentialbu¨ndel. Wenn alles glatt ist, liefert Lubri-
kationsapproximation, entwickelt bis auf Terme der Ordnung O(²2), folgende Erhaltungsgleichung:
∂Mt %− %kvn + divM (J) = 0,
mit dem Fluss: J = (
1
3
%3 + %2C−1)(−∇Mp+ a(%)∇Mk) + %v∗ +O(²2),
und dem Druck: p = −Sa(k + ²%|K|2 + ²∆M%) +O(²2).
Dabei bezeichnet Sa die dimensionslose Kapillarita¨tskonstante. Der matrixwertige Faktor ist definiert
durch a(%) = ² 12%
2(%Id+ 3C−1)−1(kId+K).
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Das Skalierungsregime der Lubrikationsapproximation und die Definition der Kapillarita¨tskonstanten
werden in Paragraph 2.15 detailliert beschrieben. Fu¨r die genaue Definition der tangentialen Kom-
ponente der Geschwindigkeit eines Materialpunktes u¨ber eine Familie von Diffeomorphismen siehe zu
Beginn von Abschnitt 2.2.
Weiterhin wird in dieser Arbeit eine Erhaltungsgleichung fu¨r die Konzentration der Surfactants auf
dem du¨nnen Film als Differentialgleichung auf dem Substrat hergeleitet. Diese Gleichung erweitert
auf konsistente Weise das gekoppelte System (1.1.2) des planaren Falls auf den Fall eines gekru¨mmten
Substrats und auf den Fall eines evolvierenden Substrats.
Theorem 1.2. (Erhaltungsgleichung fu¨r Surfactant-System auf evolvierenden Fla¨chen) Es
gelten die Voraussetzungen von Theorem 1.1. Die Konzentration eines unlo¨slichen Surfactants Γ auf
einem freien Interface Σ ko¨nnen wir mit der Abbildung ϕh = Id+²hn auf das Substrat transformieren.
Definiere die lokale Surfactantmenge durch γ = (1− ²hk)Γ ◦ϕh. Wenn alles glatt ist, liefert Lubrika-
tionsapproximation, entwickelt bis auf Terme der Ordnung O(²2), folgende Erhaltungsgleichung fu¨r %
und γ:
∂Mt %− vnk%+ divM (J1) = 0,
∂Mt γ − vnkγ + divM (J2) = 0, mit den Flu¨ssen:
J1 = (
1
3
%3 + %2C−1)(−∇Mp(%) + a1(%)∇Mk) + ²(12%
2 + %C−1)∇Mσ(γ) + %v∗ +O(²2),
J2 = γ(
1
2
%2 + %C−1)(−∇Mp(%) + a2(%)∇Mk) + ²γ(%+ C−1)∇Mσ(γ) + γv∗ − Pe−1∇Mγ +O(²2),
und Matrixfaktoren a1(%) = ² 12%
2(%Id+3C−1)−1(kId+K) und a2(%) = ² 23%
2(%Id+2C−1)−1(kId+K).
Den dimensionslosen Diffusionskoeffizienten haben wir als inverse Pe´clet-Zahl Pe−1 bezeichnet.
Die Gleichung aus Theorem 1.1 liefert ein wohlgestelltes Problem, wenn Anfangswerte %0 hinzugenom-
men werden und als Randbedingungen eine Kontaktwinkelbedingung sowie eine Neumann-Bedingung
des Flusses. Der folgende Satz garantiert dann Existenz von Lo¨sungen dieses Anfangsrandwertpro-
blems auf einem ho¨chstens zweidimensionalen evolvierenden Substrat. Die Konstanten haben wir
dabei der Einfachheit halber als 1 gesetzt. Weiterhin werden Aussagen u¨ber Regularita¨t und Nicht-
negativita¨t der Lo¨sungen getroffen. Dabei orientiert sich der Lo¨sungsbegriff an [Gr1]. Wir bezeichnen
die a¨ußere Konormale von M mit ν∗ und im Falle von d = 2 den von der Orientierung induzierten
Einheitstangentialenvektor des Randes mit e∗.
Theorem 1.3. (Existenzsatz fu¨r du¨nne Filme auf evolvierenden Fla¨chen)
• Sei M ⊂ [0, T ]× Rd+1 eine kompakte, orientierte, zusammenha¨ngende evolvierende Fla¨che der
Klasse C0(C3)∩C1(C2) der Dimension d = 1, 2 mit Normalen n, Weingarten-Abbildung K und
Normalgeschwindigkeit vnn. M kann berandet sein.
• Es existiere eine Familie von Diffeomorphismen Φt : M0 −→ Mt der Klasse C0(C3) ∩ C1(C2)
mit ∂tΦt = (vnn) ◦ Φt und Φ0 = IdM0 , sowie eine C0(C3) ∩ C1(C2) Familie von Diffeomor-
phismen Φ∗t : M0 −→ Mt mit Φ∗0 = IdM0 , woru¨ber vermo¨ge ∂tΦ∗t = v ◦ Φt eine vollsta¨ndige
Geschwindigkeit v = vnn+v∗, zerlegt in orthogonalen und tangentialen Anteil, definiert ist. Die
inversen Abbildungen seien ebenfalls in C0(C3) ∩ C1(C2) beschra¨nkt.
• Es gelte v∗ • ν∗ = 0 auf dem Rande, sowie vnν∗ •Ke∗ = 0 ebenfalls auf dem Rande falls d = 2.
• Die Mobilita¨t m : R −→ R habe die folgende Struktur:
m(%) =
{
%n, falls % ≥ 0,
0, falls % ≤ 0,
mit Wachstumsexponent n ∈ [1, 4]. Unter der Voraussetzung C−1 ∈ R+ ist die folgende Navier-
Slip Mobilita¨t ebenfalls zugelassen:
m(%) =
{
1
3%
3 + C−1%2, falls % ≥ 0,
0, falls % ≤ 0.
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Bis auf im Nullpunkt ist m klassisch differenzierbar mit Ableitung m′. In 0 setzen wir m′(0) = 0.
• Sei a : M × R −→ R(d+1)×(d+1) eine Carathe´odory-Funktion, die in der %-Variablen lokal
Lipschitz-stetig mit sublinearem Wachstum ist.
• Sei %0 ∈ H1(M0) nichtnegativ mit G(%0) ∈ L1(M0). Hierbei ist die mathematische Entropie fu¨r
beliebiges A > 0 definiert durch:
G(%) =
∫ %
A
∫ s
A
1
m(r)
drds.
Dann existiert eine schwache Lo¨sung % ∈ L∞(H1(M)) ∩ L2(H2(M)) mit ν∗ • ∇Mt%(t) = 0 f.u¨. auf
∂Mt fu¨r f.a. t ∈ [0, T ] im folgenden schwachen Sinne:
0 = −(η(0), %0)L2(M0) −
∫ T
0
(∂Mt η(t), %(t))L2(Mt)dt
−
∫ T
0
∫
Mt
(
(∆Mηm(%) +∇Mη•∇M%m′(%))(−k − %|K|2−∆M%) +∇Mη•(m(%)a(%)∇Mk + %v∗)
)
dHddt
fu¨r alle Testfunktionen η ∈ L2+²(W 2,2+²(M)) ∩ L4+²(W 1,4+²(M)) ∩W 1,1(L2(M)) fu¨r ein ² > 0 mit
η(T ) = 0 sowie ν∗ •∇Mtη(t) = 0 f.u¨. auf ∂Mt fu¨r f.a. t ∈ [0, T ]. Es ist %(t) ≥ 0 f.u¨. fu¨r f.a. t ∈ [0, T ].
Wir bemerken, dass die in Theorem 1.3 definierte Gro¨ße G in der Literatur du¨nner Filme verbreitet als
Entropie bezeichnet wird. Da es sich beim betrachteten Modell um ein isothermes Modell handelt, ist
die relevante physikalische Gro¨ße anstelle physikalischer Entropie die freie Energie. Im betrachteten
Modell, das weiterhin inkompressibel ist und nach Lubrikationsapproximation kinetische Energie ver-
nachla¨ssigt, stimmt die freie Energie mit der Oberfla¨chenenergie u¨berein. Aus diesem Grund werden
wir im weiteren Verlauf die Gro¨ße G stets als mathematische Entropie bezeichnen, um ihre Rolle als
mathematisches Hilfsmittel fu¨r zusa¨tzliche Abscha¨tzungen zu verdeutlichen.
Schließlich liefern wir eine Existenzaussage fu¨r das gekoppelte System von du¨nnem Film und Sur-
factant auf einem eindimensionalen evolvierenden Substrat. Wir bemerken, dass wir die ai, i = 1, 2
aus Theorem 1.2 als beschra¨nkt voraussetzen, weswegen es erforderlich ist, in geeigneter Weise zu
trunkieren. Diese Approximation vera¨ndert die Gleichung nur im unphysikalischem Regime und ist
daher nicht problematisch (siehe Kapitel 4). Um ebenfalls Wohlgestelltheit zu erhalten, nehmen wir
Anfangswerte fu¨r beide Gro¨ßen hinzu, sowie als Randwertbedingungen eine Kontaktwinkelbedingung
sowie Neumann-Randwertbedingungen beider Flu¨sse. Der Lo¨sungsbegriff orientiert sich in diesem
Fall an [BF] (bzw. [WG]). Es werden ebenfalls Aussagen u¨ber die Nichtnegativita¨t von % sowie der
Regularita¨t von % und γ getroffen. Die geometrischen Gro¨ßen bezeichnen wir wie bisher.
Theorem 1.4. (Existenzsatz fu¨r Surfactant-System auf evolvierenden Fla¨chen)
• Sei M ⊂ [0, T ] × R2 eindimensionale, kompakte, orientierte, zusammenha¨ngende evolvierende
Kurve der Klasse C0(C3) ∩ C1(C2). M kann berandet sein.
• Es existiere eine Familie von Diffeomorphismen Φt : M0 −→ Mt der Klasse C0(C3) ∩ C1(C2)
mit ∂tΦt = (vnn) ◦ Φt und Φ0 = IdM0 , sowie eine C0(C3) ∩ C1(C2) Familie von Diffeomor-
phismen Φ∗t : M0 −→ Mt mit Φ∗0 = IdM0 , woru¨ber vermo¨ge ∂tΦ∗t = v ◦ Φt eine vollsta¨ndige
Geschwindigkeit v = vnn+v∗, zerlegt in orthogonalen und tangentialen Anteil, definiert ist. Die
Inversen seien ebenfalls in C0(C3)∩C1(C2) beschra¨nkt. Es gelte v∗ •ν∗ = 0 auf ∂Mt, t ∈ [0, T ].
• Die Mobilita¨ten haben die folgende Struktur (i = 1, 2, 3):
mi(%) =
{
1
4−i%
4−i, falls % ≥ 0,
0, falls % ≤ 0.
• Sei a :M ×R −→ R(d+1)×(d+1) eine Carathe´odory-Funktion, die lokal Lipschitz und beschra¨nkt
in der %-Variablen ist.
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• Es gebe eine nichtnegative Funktion f ∈ C2,1loc (R), gleichma¨ßig konvex mit strikt subquadra-
tischem Wachstum der zweiten Ableitung f ′′. Weiterhin sei die Oberfla¨chenspannung σ u¨ber
folgende Gibbs-Relation: σ(γ) := f(γ)− γf ′(γ) definiert und es gebe eine Konstante C > 0, so
dass |σ(γ)| ≤ C(1 + f(γ)).
• Sei %0 ∈ H1(M0) nichtnegativ und γ0 ∈ L2(M0), f ′(γ0) ∈ L2(M0).
Dann existiert eine schwache Lo¨sung % ∈ L∞(H1(M)) ∩ C 18 (C 12 (M)) ∩ ⋂
δ>0
L2(H3([% ≥ δ])) mit
ν∗ • ∇Mt%(t) = 0 f.u¨. auf ∂Mt fu¨r f.a. t ∈ [0, T ] sowie ein γ ∈ L∞(L2(M)) ∩ L2(H1(M)). Der
Lo¨sungsbegriff ist im Sinne von [BF], dazu definiere M0t = {x ∈ Mt| %(x, t) = 0}. Es lo¨sen %, γ das
folgende System:
0 =− (w1(0), %0)L2(M0) −
∫ T
0
(∂Mt w1(t), %(t))L2(Mt)dt−
∫ T
0
∫
Mt\M0t
∇Mw1 •m1(%)∇M∆M%dHddt
−
∫ T
0
∫
Mt
∇Mw1 •
(
m1(%)(∇M (k + %|K|2) + a1(%)∇Mk) +m2(%)∇Mσ(γ) + v∗%
)
dHddt,
0 =− (w2(0), γ0)L2(M0) −
∫ T
0
(∂Mt w2(t), γ(t))L2(Mt)dt−
∫ T
0
∫
Mt\M0t
∇Mw2 •m2(%)∇M∆M%dHddt
−
∫ T
0
∫
Mt
∇Mw2•
(
γ(m2(%)(∇M (k + %|K|2) + a2(%)∇Mk) +m3(%)∇Mσ(γ) + v∗)−∇Mγ
)
dHddt,
fu¨r alle Testfunktionen w1 ∈ L2(H1(M)) ∩W 1,1(L2(M)) und w2 ∈ L2(H2(M)) ∩W 1,1(L2(M)) mit
ν∗ •∇Mw2(t) = 0 f.u¨. auf ∂Mt fu¨r f.a. t ∈ [0, T ] und w1(T ) = w2(T ) = 0. Es ist %(t) ≥ 0 f.u¨. fu¨r f.a.
t ∈ [0, T ].
1.3 Vorgehensweise
Diese Arbeit gliedert sich wie folgt. In Kapitel 2 werden die Gleichungen fu¨r einen du¨nnen Film und
fu¨r die Surfactant-Konzentration systematisch hergeleitet. In Kapitel 3 zeigen wir die Existenz von
Lo¨sungen fu¨r die Du¨nnfilmgleichung. Kapitel 4 bescha¨ftigt sich mit der Lo¨sungstheorie fu¨r das gekop-
pelte System mit Surfactants. Schließlich diskutieren wir in Kapitel 5 Grenzen des Modells und der
mathematischen Methoden sowie mo¨gliche Erweiterungen der vorgestellten Resultate. In den Anhang
6 haben wir einige la¨ngliche Rechnungen ausgegliedert.
Um die Gleichungen herzuleiten, gehen wir vom Ausgangsmodell, den inkompressiblen Navier-Stokes
Gleichungen in der schwachen Form aus [Al3], aus. Dieser Zugang bietet den Vorteil, dass die Rech-
nungen fu¨r Funktionen geringerer Differenzierbarkeitsstufe zula¨ssig sind. Weiterhin sind Randwertbe-
dingungen schon in der schwachen Formulierung enthalten, mu¨ssen daher nicht separat transformiert
werden. Wir werden sehen, dass fu¨r die Du¨nnfilmgleichung beispielsweise eine kinematische Randbe-
dingung nicht explizit vorkommt. Weiterhin ist es lediglich erforderlich, Ableitungsoperatoren erster
Ordnung zu transformieren. Wir kommen ohne die Voraussetzung aus, dass das Substrat durch eine
Parametrisierung gegeben ist, die fu¨r alle Zeiten die Fundamentalformen diagonalisiert. Ebenfalls ist
es nicht erforderlich, Zeitableitungen der Kru¨mmung zu berechnen.
Die gewu¨nschte Erhaltungsgleichung fu¨r die lokale Menge an Flu¨ssigkeit % ergibt sich aus Transfor-
mation der Massenerhaltung auf das vorgegebene Substrat und anschließender Tiefenintegration. Um
den Fluss zu berechnen, transformieren wir ebenfalls die Impulserhaltung auf das Substrat und res-
kalieren zum Parameter ² = HL . Wenn wir Terme der Ordnung O(²2) weglassen, ko¨nnen wir explizit
nach Druck und tangentialer Geschwindigkeit lo¨sen. Wir werden sehen, dass der Druck bis auf Ter-
me der Ordnung O(²2) proportional zur linearisierten Kru¨mmung des freien Interfaces ist. Mit der
berechneten tangentialen Geschwindigkeit leiten wir dann die an die Filmgleichung gekoppelte Sur-
factantgleichung her.
Die Vorgehensweise in Kapitel 3 orientiert sich an der Existenztheorie fu¨r du¨nne Filme aus [Gr1] und
am Galerkin-Ansatz auf bewegten Fla¨chen in [DE1]. Die Wahl der Ansatzfunktionen ist dabei im we-
sentlichen dieselbe, mit dem Unterschied, dass eine zusa¨tzliche Mittelwerteigenschaft beru¨cksichtigt
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wird. Die Konstruktion in [Gr1] beruht entscheidend auf Abscha¨tzungen der Energie und (mathe-
matischen) Entropie. Die relevante physikalische Energie ist die linearisierte Oberfla¨chenenergie des
freien Interfaces und stimmt im planaren Fall mit der H1-Seminorm u¨berein. Im gekru¨mmten Fall
ha¨ngt die linearisierte Oberfla¨chenenergie von mittlerer Kru¨mmung k und Weingarten-Abbildung K
des Substrats ab und ist gegeben durch:
E(%) =
∫
Mt
(
1− %k − 1
2
%2|K|2 + 1
2
|∇M%|2
)
dHd.
Da es sich aufgrund der a priori gegebenen Substratbewegung nicht um ein geschlossenes System han-
delt, ist monotoner Ru¨ckgang der Energie nicht zu erwarten, wenigstens jedoch Beschra¨nktheit der
entsprechenden Gro¨ßen in Abha¨ngigkeit der Daten. Die richtige Testfunktion, um eine Abscha¨tzung
der Oberfla¨chenenergie zu bekommen, ist die erste Variation dieses Funktionals, die mit dem Druck
p = −k−%|K|2−∆M% u¨bereinstimmt. Galerkin-Approximation bedingt einen eingeschra¨nkten Raum
an zula¨ssigen Testfunktionen, der nur aus Linearkombinationen der Ansatzfunktionen besteht, mit de-
nen sich die gewu¨nschte Testfunktion p nicht in geeigneter Weise darstellen la¨sst. Daher verwenden wir,
um zum Limes in der Galerkin-Approximation u¨berzugehen, eine Hilfsabscha¨tzung, die wie im plana-
ren Fall die H1-Norm kontrolliert. Wir bezeichnen diese Energieabscha¨tzung im Unterschied zur phy-
sikalischen Energieabscha¨tzung als mathematische Energieabscha¨tzung. Um von dieser Abscha¨tzung
zu profitieren, mu¨ssen wir dabei entstehende Terme ohne Vorzeichen kontrollieren, weswegen wir die
Mobilita¨t trunkieren.
Doch auch die richtige Testfunktion fu¨r diese Hilfsabscha¨tzung, na¨mlich die erste Variation der H1-
Seminorm −∆M%, wird in unserem Fall nicht zula¨ssig sein, da im Gegensatz zum planaren Fall die
Galerkin-Ansatzfunktionen nicht fu¨r alle Zeiten Eigenfunktionen zum Laplace-Beltrami-Operator sind
und daher −∆M% keine Linearkombination der Ansatzfunktionen sein wird. Aus diesem Grund be-
trachten wir als Ausweg eine modifizierte schwache Formulierung des Ausgangsproblems. Anstelle
mit einer Testfunktionen zu multiplizieren und partiell zu integrieren, wenden wir zusa¨tzlich den
negativen Laplace-Beltrami-Operator auf die Testfunktion an und testen dann wie bisher. Im parabo-
lischen Term werden wir dann Zeit- und Raumableitungen vertauschen, was auf einer bewegten Fla¨che
nicht trivial ist. Das Testen mit −∆M% fu¨r die mathematische Energieabscha¨tzung der Ausgangsglei-
chung entspricht in unserer modifizierten Formulierung dem Setzen der Testfunktion als %, was nach
dem Galerkin-Ansatz eine zula¨ssige Funktion im Ansatzraum ist. Um wieder zur klassischen schwa-
chen Formulierung zuru¨ckzukommen, mu¨ssen wir nach dem Limesu¨bergang zu jedem Zeitpunkt fu¨r
die Testfunktionen den Laplace-Beltrami Operator invertieren, d.h. wir mu¨ssen das Poisson-Problem
lo¨sen.
Wegen der Nichtlinearita¨ten ist in allen vorgestellten Grenzu¨berga¨ngen starke Konvergenz zu zei-
gen. Aufgrund des eingeschra¨nkten Raumes an Testfunktionen wa¨hrend der Galerkin-Approximation
wa¨hlen wir daher die Methode von [AL] bzw. [Al2] der Abscha¨tzung von Zeitdifferenzen. Da das Sub-
strat bewegt ist, ist es erforderlich mit in geeigneter Weise transformierten Differenzen zu testen, was
zu zusa¨tzlichem technischen Aufwand fu¨hrt.
Nach dem Limes in der Galerkin-Formulierung ko¨nnen wir mit der Abscha¨tzung der mathemati-
schen Entropie wie in [Gr1] fortfahren und zum Limes δ −→ 0 in der regularisierten Mobilita¨t
u¨bergehen. Bei der Abscha¨tzung der mathematischen Entropie bereitet der Quellterm aufgrund von
lokaler Fla¨chena¨nderung der Substratbewegung zusa¨tzliche Schwierigkeiten, die wir nach genauem
Studium der Struktur der mathematischen Entropie mit dem Lemma von Gronwall kontrollieren.
Um schließlich zum Grenzwert in den trunkierten Mobilita¨ten u¨berzugehen, greifen wir auf die physi-
kalische Energie zuru¨ck. Dieser Ausdruck ist außerhalb des physikalisch relevanten Regimes jedoch kein
sinnvoller Energieterm. Es wird sich zeigen, dass eine Abscha¨tzung dieser Gro¨ße erst von Nutzen ist,
wenn Nichtnegativita¨t der approximierenden Lo¨sungen gezeigt wurde. Denn unter Verwendung von
Massenerhaltung und Nichtnegativita¨t la¨sst sich mit einem Trick aus [BP2] mit Hilfe multiplikativer
Interpolationsabscha¨tzungen die A¨quivalenz zur H1-Norm zeigen. Da Lo¨sungen von nichtdegeneriert
parabolischen Gleichungen vierter Ordnung trotz strikt positiver Anfangswerte im Allgemeinen nega-
tiv werden ko¨nnen (siehe [BF]), ist dieser Schritt erst nach dem Limes der Regularisierung δ −→ 0
mo¨glich.
Die Methode von Kapitel 4 orientiert sich an der Existenztheorie aus [WG] und dem Galerkin-Ansatz
auf evolvierenden Fla¨chen aus [DE1]. Wie in Kapitel 3 fu¨hren wir einen dreistufigen Approximations-
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prozess durch: Galerkin-Approximation, Regularisierung von degenerierten Mobilita¨ten und schließlich
Trunkierung von unbeschra¨nkten Mobilita¨ten. Wir werden dabei ebenfalls mit den gleichen Proble-
men aus Kapitel 3 konfrontiert: eingeschra¨nkter Raum von Testfunktionen, modifizierte schwache
Formulierung, Zeitdifferenzen auf bewegtem Substrat, physikalische Energieabscha¨tzung erst nach-
dem Nichtnegativita¨t gezeigt wurde. Der wesentliche Unterschied liegt in der Restriktion auf ein
eindimensionales Substrat aufgrund keiner zur Verfu¨gung stehender geeigneten Abscha¨tzung der ma-
thematischen Entropie. Dieses Problem tritt bereits im planaren Fall auf. In einer Raumdimension
stehen sta¨rkere Einbettungssa¨tze zur Verfu¨gung, mit deren Hilfe wir gleichgradige Stetigkeit und da-
mit gleichma¨ßige Konvergenz der approximierenden Lo¨sungen zeigen ko¨nnen. Dies spiegelt sich in der
Wahl des Lo¨sungsbegriffes von [BF] wieder.
1.4 Numerische Darstellung
Im folgenden Abschnitt mo¨chten wir das Verhalten eines du¨nnen Films auf einer einfachen gekru¨mmten
Geometrie mit Hilfe von einigen numerischen Resultaten illustrieren. Die Simulationen wurden von
M. Rumpf und O. Vantzos mit einem Optimierungsverfahren unter PDG-Nebenbedingungen durch-
gefu¨hrt. Wir betrachten die Entwicklung eines du¨nnen Films ohne Surfactants auf einem Torus mit
No-Slip Randbedingung auf dem Substrat. Die lokale Menge an Flu¨ssigkeit % wird von niedrig nach
hoch in den Farben blau bis rot dargestellt. In Abbildung 1 sehen wir das initiale Profil, das durch
eine konstante lokale Flu¨ssigkeitsmenge % = 0.1 gegeben ist.
Abbildung 1: Initiales Profil eines du¨nnen Films mit konstanter lokaler Flu¨ssigkeitsmenge
Abbildung 2: Mittlere Kru¨mmung eines Torus
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Wir bemerken, dass in unserer Notation eine Spha¨re, auf deren A¨ußeres der Film liegt, negative
mittlere Kru¨mmung hat. Somit hat ein Torus in seinem Innenkreis maximale mittlere Kru¨mmung
und auf seinem Außenkreis minimale mittlere Kru¨mmung (siehe Abbildung 2).
In Abbildung 3 (a) - (d) sieht man die Evolution des du¨nnen Films ausgehend vom Initialprofil
aus Abbildung 1. Man erkennt deutlich, wie sich der Film in der Na¨he des Innenkreises verdickt.
Abdunkeln des Blautons in der Umgebung des Außenkreises weist auf die dortige Verdu¨nnung hin.
Isolinien der konstanten initialen Filmho¨he sind weiß eingezeichnet und bewegen sich in Richtung des
Innenkreises.
(a) (b)
(c) (d)
Abbildung 3: Evolution eines du¨nnen Films auf einem Torus
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2 Modellierung du¨nner Filme auf evolvierenden Fla¨chen
Ziel dieses Kapitels ist es, ein Modell fu¨r die Massenerhaltung eines du¨nnen Flu¨ssigkeitsfilms auf
einer bewegten, gekru¨mmten Fla¨che herzuleiten. Die Oberfla¨chenspannung kann dabei von weiteren
Gro¨ßen, wie etwa der Surfactant-Konzentration auf der Oberfla¨che des Films abha¨ngen. Eine Er-
haltungsgleichung fu¨r die Surfactant-Konzentration wird ebenfalls entwickelt. Im letzten Teil dieses
Kapitels diskutieren wir, wie sich die hergeleiteten Gleichungen auf evolvierenden Fla¨chen in die bis-
herigen Modellgleichungen auf planaren und festen gekru¨mmten Fla¨chen einbetten.
Um die Erhaltungsgleichung fu¨r den Film herzuleiten, gehen wir im Flu¨ssigkeitsbulk von den inkom-
pressiblen Navier-Stokes Gleichungen im schwachen Sinn aus. Die Rechenoperationen mu¨ssen dann
in einem schwachen Sinn vollzogen werden, d.h. wir mu¨ssen die adjungierten Operationen auf die
Testfunktionen anwenden.
2.1 Das Ausgangsmodell
Zuna¨chst stellen wir die Gleichungen des Ausgangsmodells wie in [Al3] in Distributionsform vor,
na¨mlich Massen- und Impulserhaltung im Bulk sowie Surfactant-Erhaltung auf dem Interface. Fu¨r
die Flu¨ssigkeit sind zwei Randwertbedingungen an der Grenzfla¨che zum Substrat zula¨ssig: No-Slip
Randbedingungen, bei der die Flu¨ssigkeit auf dem Substrat haftet, und Navier-Slip Randbedingungen,
bei der Gleiten der Flu¨ssigkeit auf dem Substrat zula¨ssig ist.
Massenerhaltung
Sei T > 0 der Endzeitpunkt. Wir betrachten die RaumdimensionenN = 2, 3. SeiD ⊂ [0,∞)×RN offen
und beschra¨nkt. Die nicht-zylindrische Menge Q ⊂ D, die wir im Folgenden als den Bulk bezeichnen,
werde von der Flu¨ssigkeit ausgefu¨llt:
Q =
⋃
0<t<T
{t} × Ωt.
Als Maß auf dem Bulk definieren wir µQ = L1 ⊗LN |Q. Die Massenerhaltung fu¨r eine inkompressible
Flu¨ssigkeit konstanter Dichte ρ > 0 ist in Distributionsform (vgl. [Al3]) gegeben durch:
ρ∂t[µQ] + ρdiv[uµQ] =0 in D′(D). (2.1.1)
Dabei bezeichnet u : Q −→ RN die Geschwindigkeit der Flu¨ssigkeit. Wir bemerken, dass in dieser
Formulierung die Massenerhaltung am Rand des Gebietes schon eingebaut ist. Wir formulieren also
folgende Problemstellung. Finde ein u : Q −→ RN , so dass fu¨r alle Testfunktionen ζ : Q¯ −→ R mit
ζ(0) = ζ(T ) = 0 die folgende Gleichung gilt:∫
Q
(∂tζ +∇ζ • u)dµQ = 0. (2.1.2)
Impulserhaltung
Im betrachteten Modell spielen Effekte auf den Grenzfla¨chen eine entscheidende Rolle. Dies ist einer-
seits Oberfla¨chenspannung auf dem Fluid-Gas-Interface sowie andererseits Reibung oder Haftung auf
der Grenzfla¨che zwischen Flu¨ssigkeit und Substrat. Diese Effekte werden in die Distributionsformu-
lierung der Impulserhaltung eingehen.
Der Rand von Ωt ⊂ RN sei zerlegt in Mt ∪ Σt ⊂ ∂Ωt, dem Substrat Mt und dem Fluid-Interface Σt
zum Zeitpunkt t ∈ [0, T ]. Wir setzen voraus, dass:
Σ =
⋃
0<t<T
{t} × Σt und M =
⋃
0<t<T
{t} ×Mt
orientierte, evolvierende (N−1)-dimensionale Fla¨chen im Sinne folgender Definition sind (siehe [Al3]).
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Abbildung 4: Skizze
Definition 2.1. (Evolvierende Fla¨che) Sei d ∈ N, 0 ≤ d ≤ N . Man nennt Σ eine d-dimensionale
evolvierende Fla¨che, falls Σ eine (d + 1)-dimensionale Mannigfaltigkeit eingebettet in den RN+1 ist
und der volle Tangentialraum Tt,xΣ niemals alleinigen Raumanteil hat, d.h.:
Tt,xΣ 6⊂ {0} × RN fu¨r alle (t, x) ∈ Σ.
Zu Σ ⊂ RN+1 und t ∈ [0, t] definiere den Zeitschnitt Σt = {x ∈ RN |(t, x) ∈ Σ}.
Maße sind auf dem freien Interface sowie auf dem Substrat definiert durch: µΣ = L1 ⊗HN−1|Σ und
µM = L1 ⊗HN−1|M . Die Impulserhaltung im Distributionssinn lautet (vgl. [Al3]):
∂t[ρuµQ] + div[(ρu⊗ u− T )µQ +ΠµΣ] =fQµQ + fMµM in D′(D). (2.1.3)
Der Spannungstensor ist gegeben durch: T = −p Id+2η(Du)S . Dabei bezeichnet p : Q −→ R den
Druck und η die konstante dynamische Viskosita¨t. Der Oberfla¨chenspannungstensor ist gegeben durch:
Π = −σ(Id−ν⊗ ν). Es ist σ : Σ −→ R die Oberfla¨chenspannung. ν bezeichnet die a¨ußere Normale an
das Flu¨ssigkeitsinterface Σt. Es ist also Id− ν ⊗ ν die Projektion auf den ra¨umlichen Tangentialraum
Tx(Σt). Wir bemerken, dass in dieser Formulierung Randwertbedingungen schon eingebaut sind. Auf
der rechten Seite befinden sich Krafterme. Es bezeichnet fQ Kra¨fte im Bulk wie z.B. Corioliskra¨fte
oder Gravitation. Die Kraft fM bezeichnet die Kraft des SubstratsM auf die Flu¨ssigkeit. Im na¨chsten
Abschnitt werden wir zwei mo¨gliche Randwertbedingungen auf dem Substrat betrachten. Dort wird
die Rolle von fM erla¨utert.
No-Slip und Navier-Slip Randwertbedingungen
Es ko¨nnen Randwertbedingungen in die schwache Formulierung eingebaut werden, indem wir In-
formationen u¨ber die zula¨ssigen Testfunktionen in der Distributionsformulierung Gleichung (2.1.3)
geben. Wir bezeichnen von nun an die innere Normale an Mt mit n und bemerken, dass die Tatsache
(u − v) • n = 0 auf M fu¨r glatte Lo¨sungen von (2.1.1) folgt (siehe [Al3]). Dabei ist v : M −→ RN
die vorgegebene Geschwindigkeit eines Materialpunktes auf dem Substrat M . Aus diesem Grund
macht es Sinn, in der Impulserhaltung Testfunktionen zu betrachten, bei denen der Normalanteil der
Testfunktion auf dem Substrat verschwindet. Um ein wohlgestelltes Problem zu bekommen, betrach-
ten wir weitere mo¨gliche Randwertbedingungen des Fluids auf dem Substrat. Zuna¨chst die No-Slip
Randbedingung, d.h.:
(u− v) • ei = 0, i = 1...N−1 auf M.
Dabei bezeichnen wir eine lokale Basis des Tangentialraumes Tx(Mt) mit (ei), i = 1...N −1. Wir
fordern also, dass die Flu¨ssigkeit auf dem Substrat haftet. In der im Folgenden verwendeten schwachen
Formulierung lassen wir in diesem Fall nur Testfunktionen zu, die auf M sowohl in Normal- als auch
in Tangentialrichtung verschwinden. Finde u : Q −→ RN , p : Q −→ R und σ : Σ −→ R, so dass fu¨r
alle Testfunktionen ζ : Q¯ −→ RN mit ζ = 0 auf M und ζ(0) = ζ(T ) = 0 die folgende Gleichung gilt:
ρ
∫
Q
(u • ∂tζ +Dζ : u⊗ u) dµQ =
∫
Q
(Dζ : T − ζ • fQ) dµQ −
∫
Σ
Dζ : ΠdµΣ. (2.1.4)
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Es tritt also fM nicht auf, d.h. wir setzen fM = 0. Eine andere Randwertbedingung ist die Navier-
Slip Bedingung, bei der wir die entstehende Reibungskraft mit fM bezeichnen. Die genaue Struktur
von fM wurde in [Al3] aus dem Entropieprinzip und dem Objektivita¨tsprinzip hergeleitet unter der
Annahme, dass fM linear von den Geschwindigkeiten abha¨ngt:
fM • ej = −
N−1∑
i=1
cij(u− v) • ei, j = 1...N−1.
Dabei bezeichnen cij :M −→ R, i, j = 1...N−1 Slipkoeffizienten einer positiv-semidefiniten Reibungs-
matrix C = (cij). Wir haben also das folgende Problem zu lo¨sen. Finde u : Q −→ RN , p : Q −→ R und
σ : Σ −→ R, so dass fu¨r alle Testfunktionen ζ : Q¯ −→ RN mit ζ • n = 0 auf M und ζ(0) = ζ(T ) = 0
die folgende Gleichung gilt:
ρ
∫
Q
(u • ∂tζ +Dζ : u⊗ u) dµQ =
∫
Q
(Dζ : T − ζ • fQ)dµQ −
∫
Σ
Dζ : ΠdµΣ +
∫
M
ζ • C(u−v)dµM .
(2.1.5)
Surfactant-Erhaltung
Wir nehmen an, dass Surfactant-Moleku¨le auf dem Interface durch Advektion und Diffusion trans-
portiert werden (siehe z.B. [Sto],[Al3]). Die Erhaltungsgleichung fu¨r die Surfactantkonzentration ist
dann ebenfalls in distributioneller Formulierung gegeben durch:
∂t[ΓµΣ] + div[ΓuµΣ] = div[D∇ΣΓµΣ]. (2.1.6)
Dabei bezeichnen wir die Surfactantkonzentration mit Γ : Σ −→ R und mit D den zugeho¨rigen
Diffusionskoeffizienten. Die betrachten dann folgende schwache Formulierung. Finde eine Funktion
Γ : Σ −→ R, so dass fu¨r Testfunktionen ζ : Σ −→ R mit ζ(0) = ζ(T ) = 0 die folgende Gleichung gilt:
∫
Σ
∂tζΓ +∇ζ • (u−D∇ΣΓ)dµΣ = 0. (2.1.7)
2.2 Modellierung der Du¨nnfilmgleichung
In diesem Abschnitt soll die Filmgleichung hergeleitet werden. Dies folgt in vier Schritten. Unter der
Annahme, dass der Bulk sich eindeutig durch eine Ho¨henfunktion u¨ber dem Substrat parametrisieren
la¨sst, werden wir die Gro¨ßen aus dem Navier-Stokes System auf die Fla¨che transformieren. Dazu stellen
wir im ersten Paragraphen die erforderlichen Werkzeuge zur Verfu¨gung. Im na¨chsten Schritt wird die
Massenerhaltung entlang senkrechter Strahlen zuM integriert und liefert so eine Erhaltungsgleichung
fu¨r die lokale Flu¨ssigkeitsmenge %, deren Fluss noch zu bestimmen ist. Unter der Annahme, dass es
sich bei dem Flu¨ssigkeitsfilm um einen sehr du¨nnen Film handelt, macht es Sinn die Impulserhaltung
zum Parameter ² = HL zu reskalieren und Terme der Ordnung O(²2) zu vernachla¨ssigen. Wir erhalten
auf diese Weise ein schwaches ODE-System fu¨r Druck und tangentiale Geschwindigkeit, das wir im
vierten und letzten Schritt explizit lo¨sen.
Transformation auf die Substratfla¨che
In diesem Abschnitt liefern wir die Aussagen mit denen die Transformation des Ausgangsmodells vom
Bulk bzw. Interface auf das Substrat erfolgt. Wir definieren Transformationsabbildungen und zeigen
wie sich Ableitungsoperatoren und Integrale transformieren.
Voraussetzung 2.2. (Eindeutige Beschreibung)Wir setzen voraus, dass Punkte x ∈ Ωt, t ∈ [0, T ]
sich durch die Abbildung ϕt(·, y) :Mt −→ Ωt definiert durch ϕt(·, y) = IdMt+ynt eindeutig beschreiben
lassen. Dabei sei y ≥ 0 der Abstand des Punktes x zum Substrat und nt die innere Normale an Mt.
Das Interface Σt sei eindeutig durch ϕt(·, h) u¨ber die nichtnegative Ho¨henfunktion ht : Mt −→ R
parametrisiert. Fu¨r alle t ∈ [0, T ] sei Id− hK positiv definit.
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Abbildung 5: Die Filmho¨he darf die Kru¨mmungsradien nicht u¨berschreiten
Wir sehen ein, dass die eindeutige Beschreibung verletzt ist, wenn die Filmho¨he die Kru¨mmungsradien
des Substrats u¨berschreitet (siehe Abbildung 5). Wir schreiben ku¨nftig abku¨rzend auch ϕy fu¨r ϕt(·, y),
wenn klar ist welcher Zeitpunkt t ∈ [0, T ] gemeint ist. Zur Definition von K siehe auch [Opr], Kapitel
2,3 oder [doC], Kapitel 3.
Definition 2.3. (Kru¨mmung) Sei M eine d-dimensionale orientierte C2-Mannigfaltigkeit. Der
Weingarten-Endomorphismus des Tangentialbu¨ndels K : TM −→ TM ist definiert durch das negative
Differential K = −DMn der Gauß-Abbildung n : M −→ Sd, wobei wir Tn(x)Sd ∼= TxM , x ∈ M iden-
tifizieren. Die mittlere Kru¨mmung k : M −→ R ist definiert als die Spur der Weingarten-Abbildung,
also als Summe der Hauptkru¨mmungen ki, i = 1..N − 1. Die Hauptkru¨mmungen sind die Eigenwerte
von K. Die Gauß-Kru¨mmung K : M −→ R ist definiert als Determinante von K, also als Produkt
der Hauptkru¨mmungen.
Wir bemerken, dass in dieser Notation eine Spha¨re (auf deren A¨ußeres der Flu¨ssigkeitsfilm liegt) ne-
gative Kru¨mmung hat. Es ist K symmetrisch (siehe z.B. [Opr]). A¨hnlich wie bei der Transformation
auf eine finite Elemente Approximationen in [DE1] wird ha¨ufig die folgende Transformationsmatrix
Ry = (Id− yK)−1, d.h. die Resolvente von K, auftreten, die ebenfalls symmetrisch ist.
Die evolvierende Fla¨che M besitzt einen eindeutigen Geschwindigkeitsvektor vnn in Normalenrich-
tung. Wir fordern nun die Existenz eines Diffeomorphismus, dessen Zeitableitung jene Normalge-
schwindigkeit liefert. Um tangentiale Bewegung von Materialpunkten auf M zu beru¨cksichtigen, de-
finieren wir eine zusa¨tzliche weitere tangentiale Geschwindigkeit v∗ auf M u¨ber einen weiteren Dif-
feomorphismus, dessen Existenz wir ebenfalls voraussetzen (vgl. z.B. [DE1]). Wir bemerken hierbei,
dass Glattheit der Fla¨che nur in dem Maße gefordert ist, dass die vorkommenden Gro¨ßen definiert
sind, nicht jedoch eine spezielle Struktur der Parametrisierung wie in [RRS] und [How].
Voraussetzung 2.4. (Diffeomorphismen) Es gebe eine Abbildung Φ : [0, T ] × M0 −→ M , so
dass Φt fu¨r alle t ∈ [0, T ] ein Diffeomorphismus von M0 −→ Mt ist, welcher Lo¨sung der folgenden
Gleichung ist:
∂tΦt = (vn(t)nt) ◦ Φt in [0, T ]×M0,
Φ0 = IdM0 fu¨r t = 0.
Es gebe weiterhin eine Abbildung Φ∗ : [0, T ] ×M0 −→ M , so dass Φ∗t fu¨r alle t ∈ [0, T ] ein Diffeo-
morphismus von M0 −→ Mt ist mit Φ∗0 = IdM0 fu¨r t = 0. Die vollsta¨ndige Geschwindigkeit v eines
Materialpunktes definieren wir vermo¨ge ∂tΦ∗t = v(t) ◦ Φ∗t in [0, T ]×M0.
Wir zerlegen die vollsta¨ndige Geschwindigkeit v vermo¨ge v = vnn + v∗. Dabei ist vn = v • n die
orthogonale Komponente und v∗ der tangentiale Anteil, d.h. v∗(t) ∈ TMt. Weiterhin zerlegen wir im
Bulk Ωt die Geschwindigkeit u in v :M −→ RN und w : Q −→ RN folgendermaßen:
u ◦ ϕy = v + w ◦ ϕy. (2.2.1)
Definition 2.5. (Zeitableitungen auf evolvierenden Fla¨chen) Sei M orientierte, evolvierende
Fla¨che mit Normale n und Normalgeschwindigkeit vnn. Dann definieren wir den Ableitungsopera-
tor nach der Zeit entlang der normalen Bewegung der Fla¨che als ∂Mt = ∂t + (vnn) • ∇. Falls eine
vollsta¨ndige Geschwindigkeit v von M wie in Voraussetzung 2.4 definiert ist, so definieren wir die
konvektive Ableitung durch D
M
Dt = ∂t + v • ∇.
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Die folgende Konsequenz aus der Kettenregel sagt aus, wie sich die Zeitableitung unter Transformation
mit den Diffeomorphismus auf Definition 2.4 verha¨lt (vgl. auch [DE1]).
Proposition 2.6. (Zeitableitung) SeiM ⊂ RN+1 eine evolvierende C1-Fla¨che der Dimension N−1.
Seien Φt,Φ∗t die Diffeomorphismen aus Definition 2.4. Dann gilt fu¨r f ∈ C1(M):
1. ∂t(f(t) ◦ Φt) = (∂Mt f(t)) ◦ Φt,
2. ∂t(f(t) ◦ Φ∗t ) = (
DM
Dt
f(t)) ◦ Φ∗t .
Beweis. Mit der Kettenregel und den Eigenschaften der Φt aus Definition 2.4:
∂t(f(t) ◦ Φt) = (Df(t) ◦ Φt)∂t(t,Φt) = (Df(t) ◦ Φt)(1, (vnn) ◦ Φt) = (∂Mt f(t)) ◦ Φt.
Und analog fu¨r Φ∗.
Um zu untersuchen wie sich Zeitableitungen von Funktionen transformieren, berechnen wir zuna¨chst
die Zeitableitung des Normalenvektors. Ein a¨hnlicher Beweis dieser Formel befindet sich in [Wil],
Abschnitt 7.
Proposition 2.7. (Zeitableitung der Normalen) Sei M ⊂ RN+1 eine (N −1)-dimensionale,
evolvierende, orientierte C2-Fla¨che mit Normalen n. Die Geschwindigkeit v eines Materialpunktes
auf M fassen wir wie in Voraussetzung 2.4 auf. Wir zerlegen v = vnn + v∗, d.h. in orthogonalen
und tangentialen Anteil. K bezeichne die Weingarten-Abbildung von M . Dann berechnen sich die
Zeitableitungen aus Definition 2.5 der Normalen nach folgenden Formeln:
∂Mt n = −∇Mvn,
DM
Dt
n = −∇Mvn −Kv∗.
Beweis. Sei Ψ : D ⊂ RN−1 −→M0 eine Kartenabbildung von M0. Die Formeln sind lokale Aussagen,
daher reicht es sie kartenweise zu zeigen. Setze Ψ∗t = Φ
∗
t ◦ Ψ. Dann ist ∂tΨ∗t = v ◦ Ψ∗t . Bezeichnen
wir mit (ei)i=1...N−1 ein lokales ON-System des ra¨umlichen Tangentialbu¨ndels mit der Darstellung
ei(t) =
N−1∑
i=1
aij(t)∂xjΨ
∗
t . Dann ist nach Proposition 2.6:
(ei • D
M
Dt
n) ◦Ψ∗t =
N−1∑
j=1
aij∂xjΨ
∗
t • ∂t(n ◦Ψ∗t ) = −
N−1∑
j=1
aij∂xj (v ◦Ψ∗t ) • (n ◦Ψ∗t ).
Hierbei haben wir verwendet, dass n ◦ Ψ∗t orthogonal ist zu Im(DΨ∗t ) = TxMt. Es ist also mit der
Zerlegung von v sowie der Definition 2.3 von K:
ei • D
M
Dt
n = −(∂eiv) • n = −∂eivn + v • ∂ein = −∂eivn − v∗ • (Kei).
Weil K symmetrisch ist folgt die zweite Behauptung. Schließlich ist:
∂Mt n =
DM
Dt
n− (DMn)v∗ = −∇Mvn −Kv∗ +Kv∗.
Die folgende Aussage ist ebenfalls eine Konsequenz der Kettenregel und liefert Formeln um Ablei-
tungsoperatoren erster Ordnung aus dem Bulk auf das Substrat zu transformieren.
Proposition 2.8. (Transformation von Ableitungen) Sei M ⊂ RN+1 eine (N−1)-dimensionale,
orientierte, evolvierende C2-Fla¨che mit Normalen n und Normalgeschwindigkeit vn. Es bezeichne K
die Weingarten-Abbildung von M . Die Abbildung ϕy : M −→ Q sei definiert durch ϕy = Id + yn.
Dann transformieren sich die Ableitungen von f ∈ C1(Q) folgendermaßen:
1. ∂Mt (f ◦ ϕy) = (∂Mt f) ◦ ϕy − y∇Mvn • (∇Mf) ◦ ϕy,
2. ∇M (f ◦ ϕy) = (Id− yK)(∇Mf) ◦ ϕy,
3. ∂y(f ◦ ϕy) = (∂nf) ◦ ϕy.
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Beweis. 1. Berechne zuna¨chst mit Proposition 2.7:
∂Mt ϕ
t(y) = vnn+ y∂Mt n = vnn− y∇Mvn.
Dann folgt mit der Kettenregel und dem Differential in Raum und Zeit:
∂Mt (f(t) ◦ ϕt(y)) = Df(t, ϕt(y))∂Mt (t, ϕt(y)) = Df(t, ϕt(y))(1, vnn)−Df(t, ϕt(y))(0, y∇Mvn)
= ∂Mt f(t, ϕ
t(y))− y∇Mvn • ∇Mf(t, ϕt(y)).
2. Zu t ∈ [0, T ] sei (ei(t))i=1..N−1 ein lokales ON-System des Tangentialraums TxMt. Dann gilt:
∂eiϕy = ei + y∂ein = ei − yKei = (Id− yK)ei.
Dann folgt mit der Kettenregel und dem Differential im Raum:
∂ei(f ◦ ϕy) = (Df) ◦ ϕy∂eiϕy = (Df) ◦ ϕy(Id− yK)ei = ei • (Id− yK)(∇Mf) ◦ ϕy,
weil K symmetrisch ist. Somit folgt:
∇M (f ◦ ϕy) =
N−1∑
i=1
∂ei(f ◦ ϕy)ei = (Id− yK)(∇Mf) ◦ ϕy.
3. Schließlich ist: ∂y(f ◦ ϕy) = (Df) ◦ ϕy(∂yϕy) = (Df) ◦ ϕy(n) = (∂nf) ◦ ϕy.
Wir mo¨chten spa¨ter auch totale Differentiale von Vektorfeldern transformieren. Dazu wird obiges
Resultat auf Matrizen u¨bertragen, was wir hier zeitunabha¨ngig formulieren. Spa¨ter wird die Aussage zu
jedem Zeitpunkt verwendet. Es macht Sinn Vektorfelder aufzuteilen in Tangential- und Normalanteil.
Dazu setzen wir die Normale n von M konstant in Normalenrichtung auf Q fort, d.h. n ◦ϕy = n und
ebenso die lokalen Basisvektoren des Tangentialraums: ei ◦ ϕy = ei.
Proposition 2.9. (Transformation von Differentialen) Sei M ⊂ RN eine (N−1)-dimensionale,
orientierte C2-Fla¨che mit Normalen n und Weingarten-Abbildung K. Die Abbildung ϕy :M −→ Ω sei
definiert durch ϕy = Id+yn und es sei Id−yK invertierbar mit der Inversen Ry. Dann transformieren
sich die totalen Differentiale von einem zu M tangentialen Vektorfeld ζ∗ ∈ C1(Ω;TM), sowie von
einem Normalenfeld fn mit f ∈ C1(Ω) folgendermaßen:
(Dζ∗) ◦ ϕy = PMDM (ζ∗ ◦ ϕy)Ry + n⊗ (KRyζ∗ ◦ ϕy) + ∂y(ζ∗ ◦ ϕy)⊗ n,
(D(fn)) ◦ ϕy = −f ◦ ϕyKRy + n⊗Ry∇M (f ◦ ϕy) + ∂y(f ◦ ϕy)n⊗ n.
Dabei bezeichnet PM = (Id− n⊗ n) die Projektion auf den Tangentialraum TxM .
Beweis. U¨berlegen wir uns zuna¨chst, wie das tangentiale Differential DM von einem beliebigen Vek-
torfeld ζ ∈ C1(Ω;RN ) transformiert. Dazu berechnen wir DMϕy = IdTM − yK. Damit folgt nach
der Kettenregel DM (ζ ◦ ϕy) = (DMζ) ◦ ϕy(IdTM − yK). Folglich ist (DMζ) ◦ ϕy = DM (ζ ◦ ϕy)Ry.
Dies gilt insbesondere auch, wenn wir fu¨r ζ = n ◦ ϕ−1y die verschobene Normale setzen und es folgt
DM (n ◦ ϕ−1y ) ◦ ϕy = −KRy, was eine symmetrische Abbildung ist. Sei nun (ei)1...N−1 ein lokales
Orthonormalsystem des Tangentialbu¨ndel konstant fortgesetzt auf Q. Mit eN = n erhalten wir ein
lokales Orthonormalsystem des RN . Dann la¨sst sich das totale Differential von ζ∗ zerlegen:
Dζ∗ =
N∑
i,j=1
ei•(∂ejζ∗)ei⊗ej = PMDMζ∗ +
N−1∑
j=1
n•(∂ejζ∗)n⊗ej +
N−1∑
i=1
ei•(∂nζ∗)ei⊗n+ n • (∂nζ∗)n⊗n
= PMDMζ∗ −
N−1∑
j=1
(ζ∗ • ∂ejn)n⊗ej + ∂nζ∗⊗n = PMDMζ∗ − n⊗(DMn)T ζ∗ + ∂nζ∗⊗n.
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Mit diesen U¨berlegungen ko¨nnen wir nun das totale Differential von ζ∗ transformieren:
(Dζ∗) ◦ ϕy = (PMDMζ∗) ◦ ϕy − n⊗ (DMn)T ◦ ϕyζ∗ ◦ ϕy + (∂nζ∗) ◦ ϕy ⊗ n
= PMDM (ζ∗ ◦ ϕy)Ry + n⊗ (KRyζ∗ ◦ ϕy) + ∂y(ζ∗ ◦ ϕy)⊗ n,
wobei fu¨r den letzten Term Proposition 2.8 verwendet wurde. Fu¨r die zweite Behauptung zerlegen
wir: D(fn) = fDn+ n⊗∇f . Dann folgt mit dem oben Gezeigten und erneut Proposition 2.8:
(fDn) ◦ ϕy + (n⊗∇f) ◦ ϕy = −f ◦ ϕyKRy + n⊗Ry∇M (f ◦ ϕy) + n⊗ n∂y(f ◦ ϕy).
Die Transformationen von Ableitungsoperatoren hatten wir im Sinne klassischer Ableitungen formu-
liert. Unter den Integralen reicht es aus, wenn diese Berechnungen fast u¨berall gelten. Als na¨chstes
liefern wir die Transformationsformeln fu¨r Integrale. Die folgende Aussage ist eine Konsequenz der
Coarea-Formel, dem Transformationssatz auf Fla¨chen und des Satzes von Fubini. Wir formulieren die
Behauptung an dieser Stelle zeitunabha¨ngig und verwenden sie spa¨ter zu jedem Zeitpunkt t ∈ [0, T ].
Proposition 2.10. (Transformation vom Bulk auf das Substrat) Sei Ω ⊂ RN offen, beschra¨nkt
und durchM∪Σ ⊂ ∂Ω berandet mitM von der Klasse C1,1 und Σ von der Klasse C0,1 derart, dass sich
Σ wie in Voraussetzung 2.2 eindeutig durch ϕh = IdM +hn u¨ber M mit h ∈ C0,1(M) parametrisieren
la¨sst. Dabei bezeichnet n die innere Normale an M . Dann gilt fu¨r u ∈ L1(Ω):∫
Ω
udµQ =
∫
M
∫ h
0
u ◦ ϕyχydydµM
und die rechte Seite ist integrierbar. Dabei ist χy = 1− yk+ y2K mit k der mittleren Kru¨mmung und
K der Gaußschen Kru¨mmung von M .
Beweis. Sei ϕy = IdM + yn. Definiere die Abbildung g : Ω¯ −→ [0, 1| durch g ◦ ϕy = yh . Berechne das
Fla¨chenelement fu¨r die Coarea-Formel aus Satz 6.7:
J ∗g =
√
det∇gT∇g = |∇g|.
Um den vollsta¨ndigen Gradienten zu berechnen, betrachten wir separat Normal- und Tangentialanteil
nach Proposition 2.8:
(∇Mg) ◦ ϕy = Ry∇M (g ◦ ϕy) = − y
h2
Ry∇Mh,
(∂ng) ◦ ϕy = ∂y(g ◦ ϕy) = 1
h
.
Also ist:
|∇g| ◦ ϕy =
√
| y
h2
Ry∇Mh|2 + | 1
h
|2 = 1
h
√
|y
h
Ry∇Mh|2 + 1.
Definiere eine Homotopie von M nach Σ mit Parameter s ∈ [0, 1] als Abbildung ϕs : M −→ g−1(s),
die gegeben ist durch ϕs = IdM + shn. Fu¨r den Transformationssatz auf Fla¨chen 6.8 berechnen wir
fast u¨berall das Fla¨chenelement:
|Jϕs| =
√
det((DMϕs)TDMϕs).
Es ist DMϕs = IdTM − shK + sn⊗∇Mh. Weil die Weingarten-Abbildung K symmetrisch ist folgt:
|Jϕs| =
√
det [(IdTM − shK)2 + s2∇h⊗∇h].
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Nach der Coarea-Formel aus Satz 6.7 und dem Transformationssatz 6.8 verwenden wir den Satz von
Fubini und die Substitution y = hs. So folgt:∫
Ω
udx =
∫ 1
0
∫
g−1(s)
u
1
J ∗g dH
n−1ds =
∫ 1
0
∫
M
u ◦ ϕs |Jϕ
s|
J ∗g ◦ ϕs dH
n−1ds
=
∫
M
∫ 1
0
u ◦ ϕsh
√
det [(IdTM − shK)2 + s2∇Mh⊗∇Mh]√|sRsh∇Mh|2 + 1 dsdµM
=
∫
M
∫ h
0
u ◦ ϕy
√
det
[
(IdTM − yK)2 + ( yh )2∇Mh⊗∇Mh
]√
| yhRy∇Mh|2 + 1
dydµM .
Das Fla¨chenelement ko¨nnen wir noch weiter vereinfachen, indem wir im Za¨hler unter der Wurzel
zweimal den Faktor det(IdTM − yK) ausklammern. Dabei verwenden wir die Symmetrie von Rh:√
det
[
(Id−yK)2+
(y
h
)2
∇Mh⊗∇Mh
]
= | det(Id−yK)|
√
det
[
Id+
(y
h
)2
Rh∇Mh⊗Rh∇Mh
]
Dann ko¨nnen wir explizit die Determinante berechnen:√
det
[
IdTM +
(y
h
)2
Rh∇Mh⊗Rh∇Mh
]
=
√
1 + |y
h
Rh∇Mh|2.
Dieser Term ku¨rzt sich dann mit dem Nenner vom Fla¨chenelement der Coarea-Formel. Wir ko¨nnen
also als gesamtes Fla¨chenelement definieren:
χy = |det(IdTM − yK)| = 1− yk + y2K.
Hierbei haben wir die Betra¨ge weglassen, da IdTM − yK nach Voraussetzung positiv definit ist.
Folgende Aussage ist das entsprechende Pendant zur Transformation von Integralen auf dem Interface.
Proposition 2.11. (Transformation vom Interface auf das Substrat) SeiM Fla¨che der Klasse
C1,1 und Σ Fla¨che der Klasse C0,1 derart, dass sich Σ wie in Voraussetzung 2.2 eindeutig durch
ϕh = Id+ hn u¨ber M mit h ∈ C0,1(M) parametrisieren la¨sst. Dabei bezeichnet n die Normale an M .
Fu¨r u ∈ L1(Σ) gilt dann: ∫
Σ
udµΣ =
∫
M
u ◦ ϕhχhdµM
und die rechte Seite ist integrierbar. Dabei ist χh definiert als χh = (1 − hk + h2K)
√
1 + |Rh∇Mh|2
mit der mittleren Kru¨mmung k, der Gaußschen Kru¨mmung K und der Resolvente der Weingarten
Abbildung Rh = (Id− hK)−1 von M .
Beweis. Mit dem Transformationssatz wie in der zweiten Ha¨lfte des Beweises von Proposition 2.10
mit s = 1.
In na¨chsten Paragraphen, bei der Berechnung des Flusses, werden wir nur bis auf OrdnungO(²2) genau
rechnen, dennoch macht es Sinn das Oberfla¨chenelement bis auf die Ordnung O(²3) zu expandieren, da
die analytische Behandlung des Problems in Kapitel 3 auf einer Abscha¨tzung der Oberfla¨chenenergie
beruht.
Proposition 2.12. (Linearisierte Oberfla¨chenenergie) Sei χh das Fla¨chenelement aus Proposi-
tion 2.11 zur Filmho¨he h :M −→ R. Bezeichne k die mittlere Kru¨mmung und K die Gauß-Kru¨mmung
des Substrats M . Nach Entwicklung in h ergibt sich:
χh = 1− hk + h2K+ 12 |∇
Mh|2 +O(h3).
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Beweis. Nach Taylor-Entwicklung:
χh = (1− hk + h2K)
√
1 + |Rh∇Mh|2 = 1− hk + h2K+ 12 |∇
Mh|2 +O(h3).
Um Ableitungen auf dem Interface zu transformieren, ist es nu¨tzlich zu zeigen, wie sich die Normale
von Σ durch die Normale von M , die Filmho¨he und die Substratkru¨mmung schreiben la¨sst. Die
folgende Proposition formulieren wir zeitunabha¨ngig und wenden sie dann in unserer Situation fu¨r
jeden Zeitpunkt an.
Proposition 2.13. (Normale an Σ) Sei M ⊂ RN eine N − 1 dimensionale, orientierte C2-Fla¨che
mit Normalen n. Ferner sei Σ eine C1-Fla¨che, die eindeutig im Sinne von Voraussetzung 2.2 durch
die Abbildung ϕh = Id + hn mit einer Ho¨henfunktion h ∈ C1(M) parametrisiert ist. Es bezeichne
K die Weingarten-Abbildung von M und Ry = (Id − hK)−1. Dann la¨sst sich die Normale von Σ
darstellen durch:
ν ◦ ϕh = n−Rh∇
Mh√
1 + |Rh∇Mh|2
.
Beweis. Sei f : Ω −→ R eine differenzierbare Abbildung auf einer offenen Umgebung Ω ⊂ RN von Σ
mit der Eigenschaft, dass f(x) = 0 genau dann, wenn x ∈ Σ und f(x) > 0 genau dann, wenn x ∈ Ω.
Dann ist die a¨ußere Normale an Σ gegeben durch ν = − ∇f|∇f | |Σ. Es la¨sst sich solch ein f festlegen durch
f ◦ϕy = h−y. Damit ko¨nnen wir den vollsta¨ndigen Gradienten ∇f berechnen. Einerseits ist mit Hilfe
von Proposition 2.8: ∇M (f ◦ϕy) = (Id−yK)(∇Mf)◦ϕy. Andererseits ist ∇M (f ◦ϕy) = ∇Mh. Ferner
ist ebenfalls nach Proposition 2.8: ∂y(f ◦ ϕy) = (∂nf) ◦ ϕy. Andererseits ist ∂y(f ◦ ϕy) = −1. Also ist
(∇f) ◦ ϕy = Ry∇Mh− n und damit |∇f | ◦ ϕy =
√
1 + |Ry∇Mh|2. Damit folgt die Behauptung.
Damit ko¨nnen wir berechnen, wie sich der tangentiale Gradient auf dem freien Interface transformiert.
Dabei geben wir nur eine Approximation bis auf Terme der Ordnung O(h2), da wir spa¨ter ebenfalls
nur bis auf Terme der Ordnung O(²2) genau rechnen werden. Wieder formulieren wir das Resultat
zeitunabha¨ngig.
Proposition 2.14. (Transformation von Ableitungen auf Σ) Sei Σ eine C1-Fla¨che, die durch
die Abbildung ϕh : M −→ Σ, definiert durch ϕh = Id + hn mit einer Ho¨henfunktion h ∈ C1(M),
eindeutig im Sinne von Voraussetzung 2.2 u¨ber einer orientierten C2-Fla¨che M mit Normale n para-
metrisiert ist. Dann transformieren sich die Ableitungen von f ∈ C1(Σ) folgendermaßen:
(∇Σf) ◦ ϕh = (Id+ hK + n⊗∇Mh)∇M (f ◦ ϕh) +O(h2).
Beweis. Berechne zuna¨chst DMϕh : TM −→ TΣ durch DMϕh = IdTM − hK +n⊗∇Mh. Damit ist:
∇M (f ◦ ϕh) = (DM (f ◦ ϕh))T = (DMϕh)T (∇Σf) ◦ ϕh = (IdTM − hK +∇Mh⊗ n)(∇Σf) ◦ ϕh,
weil K symmetrisch ist. Sei Rh = (IdTM − hK)−1 ∈ End(TM). Dann ist:
Rh(IdTM − hK +∇Mh⊗ n) = IdTM + (Rh∇Mh)⊗ n.
Wir behaupten, dass IdTM + n ⊗ (Rh∇Mh) als Abbildung TM −→ TΣ die inverse Abbildung zu
Rh(DMϕh)T bis auf Terme der Ordnung O(h2) ist. In der Tat, denn wegen IdTM = Id− n⊗ n ist:
(IdTM + n⊗Rh∇Mh)(IdTM +Rh∇Mh⊗ n) = IdTM + n⊗Rh∇Mh+Rh∇Mh⊗ n+O(h2)
= Id− (n−Rh∇Mh)⊗ (n−Rh∇Mh) +O(h2) = Id− ν ⊗ ν +O(h2) = IdTΣ +O(h2).
Wobei im vorletzten Schritt Proposition 2.13 verwendet wurde. Und umgekehrt:
(IdTM +Rh∇Mh⊗ n)(IdTM + n⊗Rh∇Mh) = IdTM +O(h2).
Damit folgt also:
(IdTM + n⊗Rh∇Mh)Rh∇M (f ◦ ϕh) = (1 +O(h2))(∇Σf) ◦ ϕh.
Es ist ∇Σf ∈ TΣ = Im(Dϕh) = TM + nO(h). Daher skaliert (∇Σf) ◦ ϕh wie ∇M (f ◦ ϕh). Mit der
Taylorentwicklung Rh = IdTM + hK +O(h2) folgt schließlich die Behauptung.
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Tiefenintegration
Ausgehend von der Distributionsformulierung der Massenerhaltung in (2.1.1) leiten wir eine Erhal-
tungsgleichung fu¨r die lokale Fluidmenge her. Wir werden nicht wie sonst in der Literatur (vgl. [ODB],
[RRS], [RSw], [How], [FHO]) eine kinematische Randwertbedingung beno¨tigen, da diese schon in der
Distributionsformulierung implizit enthalten ist. Um die Herleitung an dieser Stelle durchzufu¨hren set-
zen wir voraus, dass die Funktionen glatt sind, bemerken aber, dass sie gu¨ltig ist, sofern die Gro¨ßen
definiert sind. Zu einem spa¨teren Zeitpunkt zeigen wir, wie man eine Formulierung herleitet, die nur
zweite Ableitungen unter dem Integral verwendet. Mit Proposition 2.10 folgt aus der Gleichung der
Massenerhaltung (2.1.2): ∫
M
∫ h
0
[(∂tζ) ◦ ϕy + (u • ∇ζ) ◦ ϕy]χydydµM = 0.
Zerlege u◦ϕy = v+w ◦ϕy wie in Gleichung (2.2.1) und weiterhin v und w in normale und tangentiale
Komponenten durch v = vnn+ v∗ und w = wnn+ w∗. Mit Proposition 2.8 folgt dann:
0 =
∫
M
∫ h
0
[∂tζ + (vnn+ wnn+ w∗ + v∗) • ∇ζ] ◦ ϕyχydydµM
=
∫
M
∫ h
0
[
∂Mt (ζ ◦ ϕy) + wn ◦ ϕy∂y(ζ ◦ ϕy) + (y∇Mvn + w∗ ◦ ϕy + v∗) •Ry∇M (ζ ◦ ϕy)
]
χydydµM .
Wir wa¨hlen nun eine Testfunktion unabha¨ngig von y, d.h. eine Funktion ζ : M −→ R setzen wir
konstant in Normalenrichtung durch ζ = ζ ◦ ϕy auf Q fort. Dann verschwindet die Ableitung nach y
und es folgt:
0 =
∫
M
∂Mt ζ
∫ h
0
χydy +∇Mζ •
∫ h
0
χyRy(w∗ ◦ ϕy + v∗ + y∇Mvn)dydµM , (2.2.2)
wobei wir verwendet haben, dass Ry symmetrisch ist. Dies ist eine Erhaltungsgleichung in Distribu-
tionsform auf der Fla¨che M .
Abbildung 6: Flu¨ssigkeitsmenge oberhalb eines infinitesimalen Fla¨chenstu¨cks
Die Erhaltungsgro¨ße ist dabei die lokale Flu¨ssigkeitsmenge und mit dem Fla¨chenelement χy aus Pro-
position 2.10 definiert durch (siehe Abbildung 6):
% =
∫ h
0
χydy =
∫ h
0
(1− yk + y2K)dy = h− 1
2
y2k +
1
3
y3K.
Den Fluss bezeichnen wir mit J =
h∫
0
χyRy(w∗ ◦ϕy + v∗ + y∇Mvn)dy. Setzt man Glattheit voraus, so
ist dies nach Theorem (2.8) aus [Al3] a¨quivalent zu: ∂Mt %− %kvn + divM (J) = 0.
Skalierung 2.15.
Um den Fluss zu berechnen, werden wir die Impulserhaltung entdimensionalisieren. Die Tatsache,
dass es sich um einen du¨nnen Film handelt, nutzen wir aus, um einen Skalierungsparameter ² = HL zu
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identifizieren. Die dabei auftretenden La¨ngenskalen sind H fu¨r die typische Filmho¨he und L fu¨r die
typische Ausdehnung des SubstratsM . Nachdem alle Gro¨ßen, wie im folgenden beschrieben, reskaliert
sind, werden wir unter der Annahme, dass ² << 1 sehr klein ist, approximativ rechnen und Terme
der Ordnung O(²2) vernachla¨ssigen.
Wir bezeichnen weiterhin mit W die typische Geschwindigkeitskala, die wir spa¨ter noch genauer
spezifizieren. U¨ber Geschwindigkeits- und La¨ngenskala ist dann die Zeitskala festgelegt. Wir neh-
men an, dass die tangentiale Bewegung des Flu¨ssigkeitsfilms relativ zum Substrat von der gleichen
Gro¨ßenordnung der Substratbewegung ist. Wir werden stets entdimensionalisierte Gro¨ßen mit einem
Hut, z.B. vˆ, bezeichnen. Koordinaten und Geschwindigkeiten skalieren folgendermaßen:
tˆ = WL t xˆi =
1
Lxi, i = 1...N−1 yˆ = 1H y
vˆ = 1W v wˆ
∗ = 1W w
∗ wˆn = LHW wn
Wir bemerken, dass die mittlere Kru¨mmung des Substrates k, die skaliert wie inverse Radien, d.h.
kˆ = Lk, implizit in der reskalierten Geometrie enthalten ist.
Bei der Schmierfilmapproximation ist der Druck so zu skalieren, dass Terme fu¨hrender Ordnung in
der Stokes-Gleichung in der gleichen Skalierungsordnung liegen, d.h. Gradienten des Druckes mit
zweiten Ableitungen der (tangentialen) Geschwindigkeit in Normalenrichtung zum Substrat multi-
pliziert mit der konstanten dynamischen Viskosita¨t η. Damit ergibt sich das Skalierungsverhalten
P fu¨r den Druck aus PL =
ηW
H2 . Die Reibungskoeffizienten des Substrats skalieren wir ebenfalls der-
art, dass Reibungstermen und viskose Terme in der gleichen Ordnung liegen. Da Reibung auf dem
(niederdimensionalen) Substrat stattfindet, macht es Sinn mit ηH zu entdimensionalisieren. Als Skala
fu¨r die Oberfla¨chenspannung S wa¨hlen wir wie in [JG] die maximal mo¨gliche Differenz in der Ober-
fla¨chenspannung, d.h. S = σ0 − σM . Dabei ist σ0 die maximal mo¨gliche Oberfla¨chenspannung ohne
Vorhandensein von Surfactantmoleku¨len und σM die kleinstmo¨gliche Oberfla¨chenspannung, die bei
kritischer Micellenbildungskonzentration vorliegt. Wenn wir annehmen, dass fQ hauptsa¨chlich Co-
rioliskra¨fte entha¨lt, macht es Sinn anzunehmen, dass fQ wie ρ∂tu skaliert. In diesem Modell wird
die Gravitationskraft vernachla¨ssigt. Das entspricht einem sehr kleinem Regime der Bond-Zahl (vgl.
[ODB]). Damit ergibt sich:
pˆ = H
2
LWηp cˆi,j =
H
η ci,j , i, j = 1...N−1 σˆ = 1S (σ − σM ) fˆQ = LρW 2 fQ
Das Fla¨chenelement im Bulk χy skaliert mit Faktor 1 und wird so zu χyˆ = 1− ²yˆkˆ+ ²2yˆ2Kˆ. Die lokale
Flu¨ssigkeitsmenge % skaliert mit H und wird damit zu ρˆ = hˆ− 12²hˆ2kˆ+ 13²2hˆ3Kˆ. Bei der Entdimensio-
nalisierung der Impulserhaltung treten bestimmte charakteristische dimensionslose Kennzahlen auf.
Das Verha¨ltnis von Tra¨gheit zu Viskosita¨t wird als Reynolds-Zahl Re = WLρη bezeichnet. Wir nehmen
an, dass Re = O(1) ist, so dass spa¨ter Tra¨gheitsterme von der Ordnung O(²2) sind und vernachla¨ssigt
werden. Ferner mu¨ssen wir angeben, in welchem Verha¨ltnis Marangonieffekt und Kapillarita¨t stehen.
Dazu definieren wir wie in [JG] die Kapillarita¨tskonstante durch Sa = σM ²2S , von der wir annehmen,
dass Sa = O(1). Dabei ist wiederum σM die maximale Oberfla¨chenspannung, und S die maximal
mo¨gliche Differenz der Oberfla¨chenspannung.
Reynolds-Zahl Kapillarita¨tskonstante
Re = WLρη Sa = σM ²
2
S
Es verbleibt anzugeben, in welchem Regime das Zusammenspiel von Kapillarita¨t und Marangonieffekt
ist, wodurch letztlich u¨ber das Skalierungsverhalten des Drucks die Geschwindigkeitsskala und damit
die Zeitskala festgelegt wird. Die Kapillarita¨t ha¨ngt von der Kru¨mmung des freien Interfaces ab, welche
aufgrund der Lubrikationsannahme ² << 1 zur fu¨hrenden Ordnung mit der Kru¨mmung des Substrats
u¨bereinstimmt. Im planaren Fall war das freie Interface eine kleine Sto¨rung eines ebenen Substrats
mit Kru¨mmung niedriger Ordnung O( HL2 ). Im gekru¨mmten Fall ist die Substratkru¨mmung der Term
ho¨chster Ordnung O( 1L ), es sind also im Druck Terme unterschiedlicher Ordnung zu erwarten. Um das
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gleiche Regime von Kapillarita¨t und Marangonieffekt zu modellieren, mu¨ssen wir also nicht S = PH
fordern wie im planaren Fall (vgl. [JG]), sondern S = ²PH, denn dann liegen Marangonikra¨fte in
der gleichen Ordnung wie Anteile der kleinen Sto¨rung der Substratkru¨mmung aufgrund des du¨nnen
Filmes. Vermo¨ge der Relation PL =
ηW
H2 folgt dann fu¨r W und damit fu¨r die Zeitskala W =
S
η .
Auf diese Weise liegen Marangoniterme wie im planaren Fall in einer Ordnung mit Termen ho¨chster
Ableitungsordnung der Filmho¨he anstelle von Gradienten des vollsta¨ndigen Druckes.
Der Fluss J skaliert mit einem Faktor HW und ist entdimensionalisiert gegeben durch:
Jˆ =
∫ hˆ
0
χyˆRyˆ(wˆ∗ ◦ ϕyˆ + vˆ∗ + yˆ∇Mˆ vˆn)dyˆ
=
∫ hˆ
0
(Id− ²yˆ(kˆId− Kˆ))wˆ∗ ◦ ϕyˆdyˆ + hˆ(1− ²12 hˆkˆ)vˆ
∗ + ²
1
2
hˆ2(Kˆvˆ∗ +∇Mˆ vˆn) +O(²2). (2.2.3)
Die entdimensionalisierte Erhaltungsgleichung wird dann, wenn wir den gemeinsamen Vorfaktor HWL
ku¨rzen, zu: ˆ∂Mt %ˆ− %ˆkˆvˆn + divMˆ (Jˆ) = 0.
Bestimmung des Flusses
Um den Fluss aus Gleichung (2.2.3) zu berechnen, ist es erforderlich den Anteil wˆ∗ der tangentia-
len Geschwindigkeit zu berechnen. Wir werden dazu die Impulserhaltung reskalieren und Terme der
Ordnung O(²2) weglassen. Anschließend ko¨nnen wir explizit nach Druck pˆ und tangentialer Geschwin-
digkeit uˆ∗ lo¨sen. Wir liefern hier die Ergebnisse vorweg und zeigen wie davon ausgehend die gewu¨nschte
Erhaltungsgleichung folgt. Wa¨hrend dieser Herleitung verzichten wir darauf, die reskalierten Gro¨ßen
mit einem Hu¨tchen zu bezeichnen. Es wird sich zeigen, dass der Druck genau mit dem Druck des sta-
tiona¨ren gekru¨mmten Falls aus [RRS] und [RSw] u¨bereinstimmt. Er ist konstant in Normalenrichtung
zum Substrat und proportional zur linearisierten Interfacekru¨mmung:
p = −Sa(k + ²h|K|2 + ²∆Mh) +O(²2). (2.2.4)
Dabei bezeichnet |K| die Euklidische Norm der Weingarten-Abbildung. Der Anteil w∗ der tangentialen
Geschwindigkeit erweitert ebenfalls konsistent den stationa¨ren Fall. Setzen wir v∗ = 0, vn = 0, so
stimmt die hier berechnete Geschwindigkeit pra¨zise mit der in [RRS] und [RSw] u¨berein. Sie ist, wenn
alles glatt ist, in Abha¨ngigkeit vom Abstand y zum Substrat durch ein polynomiales Profil gegeben:
w∗ ◦ ϕy =
(1
2
y2 − hy − hC−1+ ²1
6
y3k + ²
1
2
h2yk − ²1
2
hy2k + ²
1
6
y3K + ²yhKC−1+ ²
1
2
h2kC−1
)
∇Mp
+ ²(y + C−1)∇Mσ − ²Kyv∗ − ²y∇Mvn +O(²2). (2.2.5)
Dabei haben wir im Navier-Slip Fall vorauszusetzen, dass die Slipkoeffizientenmatrix C positiv definit
ist. Im No-Slip Fall tritt der Term mit C−1 nicht auf.
Satz 2.16. (Erhaltungsgleichung fu¨r den Flu¨ssigkeitsfilm) Es gelte Voraussetzung 2.2 und die
Slipmatrix C sei positiv definit. Wenn alles hinreichend glatt ist, la¨sst sich das Ausgangsproblem aus
Paragraph 2.1 durch Lubrikationsapproximation zum Skalenparameter ² = HL wie in Paragraph 2.15
beschrieben, entwickelt bis auf Ordnung O(²2), auf folgende Erhaltungsgleichung vereinfachen:
∂Mt %− %kvn + divM (J) = 0,
mit dem Fluss: J = (
1
3
%3+%2C−1)
(
−∇Mp+ a(%)∇Mk
)
+ ²
(1
2
%2+%C−1
)
∇Mσ + %v∗ +O(²2)
und dem Druck: p = −Sa(k + ²%|K|2 + ²∆M%) +O(²2)
sowie dem matrixwertigen Faktor: a(%) = ² 12%
2(%Id+ 3C−1)−1(kId+K).
Beweis. Wenn wir die tangentiale Geschwindigkeit aus Gleichung (2.2.5) in den Fluss aus Gleichung
(2.2.3) einsetzen fallen die Terme ∇Mvn und Kv∗ weg und wir erhalten:
J= −
(1
3
h3(1− ²h(kId− 1
2
K)) + h2(1−²hk)C−1
)
∇Mp+ ²
(1
2
h2+ hC−1
)
∇Mσ+(h− 1
2
²hk)v∗+O(²2).
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Um eine geschlossene Gleichung fu¨r die lokale Flu¨ssigkeitsmenge % zu erhalten, dru¨cken wir h durch
% = h(1−²12hk) aus und begehen dabei wieder einen Fehler der Ordnung O(²2). Damit wird der Fluss
zu:
J =
(
− 1
3
ρ3(1 + ²ρ
1
2
(kId+K))− ρ2C−1
)
∇Mp+ ²
(1
2
ρ2 + ρC−1
)
∇Mσ + ρv∗ +O(²2).
Wir setzen abku¨rzend den matrixwertigen Koeffizienten a(%) = ² 12%
2(%Id+3C−1)−1(kId+K). Es ist
dabei %Id + 3C−1 positiv definit und invertiertbar weil % nach Voraussetzung 2.2 nichtnegativ und
C−1 positiv definit ist. Wenn wir den Druck p = −k − ²%|K|2 − ²∆M%+O(²2) einsetzen, ergibt sich:
J = Sa(1
3
ρ3+ρ2C−1)
(
∇M (k + ²%|K|2+ ²∆M%) + a(%)∇Mk
)
+ ²
(1
2
ρ2+ρC−1
)
∇Mσ + ρv∗ +O(²2).
Da die Interface-Kru¨mmung eine entscheidende Rolle spielen wird, u¨berlegen wir zuna¨chst, wie wir
sie mit Hilfe der Filmho¨he und der Substratkru¨mmung ausdru¨cken ko¨nnen. Dabei erhalten wir ein
a¨quivalentes Ergebnis zu [RSw], ohne von einer speziellen Parametrisierung von M Gebrauch zu
machen. Wir benutzen dazu die Darstellung des Kru¨mmungsvektors als Distribution.
Definition 2.17. (Kru¨mmungsvektor im Distributionssinn) Sei Σ ⊂ RN eine C0,1 Fla¨che der
Dimension N − 1. Es ist der Kru¨mmungsvektor −→κ von Σ als Distribution folgendermaßen definiert:
−→κ [ζ] = −
∫
Σ
divΣ(ζ)dHN−1 fu¨r Testfunktionen ζ ∈ C10 (Σ;RN ).
Um den auf M transformierten Kru¨mmungsvektor −→κ ◦ϕh zu berechnen, wu¨rden wir, wenn alles glatt
ist, zu ξ : M −→ RN mit kompaktem Tra¨ger in M (d.h. es ist ξ = 0 auf ∂M) in Definition 2.17
die Testfunktion durch ζ ◦ ϕh = ξχh definieren und mit partieller Integration nach Satz 6.10 und
Proposition 2.11 rechnen:
−
∫
Σ
divΣ(ζ)dHN−1 =
∫
Σ
−→κ • ζdHN−1 =
∫
M
−→κ ◦ ϕh • (ζ ◦ ϕh)χhdHN−1 =
∫
M
ξ • −→κ ◦ ϕhdHN−1.
Entsprechend erhalten wir die mittlere Kru¨mmung κ ◦ ϕh von Σ in dem wir ξ = η
√
1 + |Rh∇Mh|2n
fu¨r eine Testfunktion η :M −→ R mit kompaktem Tra¨ger in M setzen und folgendermaßen rechnen:∫
M
ξ • −→κ ◦ ϕhdHN−1 =
∫
M
η
√
1 + |Rh∇Mh|2n • n−Rh∇
Mh√
1 + |Rh∇Mh|2
κ ◦ ϕhdHN−1 =
∫
M
ηκ ◦ ϕhdHN−1.
Dabei haben wir verwendet, dass der Kru¨mmungsvektor in Richtung der Normalen ν zeigt, und die
explizite Form von ν aus Proposition 2.13. Es macht also Sinn die mittlere Kru¨mmung und den
Kru¨mmungsvektor von Σ als Distribution auf M folgendermaßen zu definieren:
Definition 2.18. (Kru¨mmung von Σ als Distribution auf M) Sei M ⊂ RN eine orientierte
C1,1-Hyperfla¨che mit Normale n. Sei Σ von der Klasse C1,1 durch die Abbildung ϕh = Id + hn ein-
deutig im Sinne von Voraussetzung 2.2 u¨ber M durch die Ho¨henfunktion h ∈ C1,1(M) parametrisiert.
Die Jacobische dieser Abbildung χh, definiert wie in Proposition 2.11, ist dann positiv. Wir definieren
den Kru¨mmungsvektor von Σ als Distribution auf M durch:
(−→κ ◦ ϕh)[ξ] = −
∫
Σ
divΣ
(
ξ
χh
◦ ϕ−1h
)
dHN−1
fu¨r Testfunktionen ξ ∈ C10 (M ;RN ). Weiterhin definieren wir die mittlere Kru¨mmung von Σ als Dis-
tribution auf M durch:
(κ ◦ ϕh)[η] = −
∫
Σ
divΣ
(
η
√
1 + |Rh∇Mh|2n
χh
◦ ϕ−1h
)
dHN−1
fu¨r Testfunktionen η ∈ C10 (M).
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Satz 2.19. (Kru¨mmung in Abha¨ngigkeit von der Filmho¨he) Sei M ⊂ RN eine orientierte
C2,1-Fla¨che der Dimension N − 1 mit Normalen n. Sei Σ u¨ber M durch die Abbildung ϕh = Id+ hn
mit der Ho¨henfunktion h ∈ C1,1(M) parametrisiert. Sei K die Weingarten-Abbildung und k die
mittlere Kru¨mmung von M . Dann lassen sich mittlere Kru¨mmung und Kru¨mmungsvektor von Σ als
Distribution auf M bis auf Terme der Ordnung O(h2) entwickeln:
κ ◦ ϕh[η] =
∫
M
(
(k + h|K|2)η −∇Mh • ∇Mη
)
dHN−1 +O(h2),
−→κ ◦ ϕh[ζ] =
∫
M
(
(k + h|K|2)ζ • (n−Rh∇Mh)−∇Mh • ∇M (ζ • (n−Rh∇Mh))
)
dHN−1 +O(h2)
fu¨r Testfunktionen η ∈ C10 (M) bzw. ζ ∈ C10 (M ;RN ).
Beweis. Sei η ∈ C10 (M). Mit Definition 2.18 ist dann, wenn wir ω =
√
1+|Rh∇Mh|2 abku¨rzen:
(κ ◦ ϕh)[η] = −
∫
Σ
divΣ
(ηωn
χh
◦ ϕ−1h
)
dHN−1
= −
∫
Σ
∇Σ
(ηω
χh
◦ ϕ−1h
)
• n ◦ ϕ−1h dHN−1 −
∫
Σ
(ηω
χh
◦ ϕ−1h
)
divΣ(n ◦ ϕ−1h )dHN−1.
Mit Proposition 2.11 und 2.14 folgt dann, wenn wir wegen ω = 1+O(h2) Terme der Ordnung O(h2)
zusammenfassen:
(κ ◦ ϕh)[η] = −
∫
M
∇M
( η
χh
)
• ∇MhχhdHN−1 −
∫
M
η(divΣ(n ◦ ϕ−1h )) ◦ ϕhdHN−1 +O(h2).
Wie im Beweis von Proposition 2.14 folgt fu¨r Vektorfelder ζ ∈ C1(Σ;RN ) mit der Kettenregel:
DM (ζ ◦ ϕh) = (DΣζ) ◦ ϕhDMϕh = (DΣζ) ◦ ϕh(IdTM − hK + n⊗∇Mh).
Damit folgt wie im Beweis von Proposition 2.14:
(DΣζ) ◦ ϕh = DM (ζ ◦ ϕh)Rh(IdTM +Rh∇Mh⊗ n) +O(h2).
Wenn wir als ζ = n ◦ ϕ−1h die verschobene Normale setzen und die Spur berechnen ergibt sich:
divΣ(n ◦ ϕ−1h ) ◦ ϕh = Tr((DMn)Rh) +O(h2) = −Tr(KRh) +O(h2) = −k − h|K|2 +O(h2).
Nach Proposition 2.12 ist χh = 1 + O(h) und wir ko¨nnen erneut Terme der Ordnung O(h2) zusam-
menfassen und erhalten insgesamt:
(κ ◦ ϕh)[η] = −
∫
M
∇Mη • ∇MhdHN−1 +
∫
M
η(k + h|K|2)dHN−1 +O(h2).
Die Behauptung fu¨r den Kru¨mmungsvektor folgt aus der Tatsache, dass der Kru¨mmungsvektor ein
Vielfaches der Normalen ist zusammen mit der Darstellung der Normalen aus Proposition 2.13.
Um den Druck zu berechnen, wa¨hlen wir in der Formulierung der Impulserhaltung (2.1.5) Testfunktio-
nen in Normalenrichtung. Wenn wir Reskalieren und Terme der Ordnung O(²2) vernachla¨ssigen, wird
sich dabei herausstellen, dass der Druck mit der linearisierten Kru¨mmung aus Satz 2.19 u¨bereinstimmt.
Satz 2.20. (Expliziter Druck) Betrachte die Formulierung der Impulserhaltung (2.1.5) aus Ab-
schnitt 2.1. Voraussetzung 2.2 sei fu¨r alle Zeiten erfu¨llt. Dann ist die Distributionslo¨sung fu¨r den
skalierten Druck pˆ ∈ D(Dˆ) der Lubrikationsapproximation zum Skalenparameter ² = HL wie in Ab-
schnitt 2.15 beschrieben, bis auf Ordnung O(²2) konstant in Normalenrichtung zu Mˆ und gegeben
durch: ∫
Mˆ
pˆζdµMˆ = Sa
∫
Mˆ
(−ζkˆ − ²hˆζ|Kˆ|2 + ²∇Mˆζ • ∇Mˆ hˆ)dµMˆ +O(²2)
fu¨r Testfunktionen ζ ∈ C10 (Mˆ).
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Beweis. Siehe Anhang 6.
Wenn alles glatt ist, ist dies a¨quivalent zu pˆ = −Sa(kˆ + hˆ|Kˆ|2 + ²∆Mˆ hˆ). Wir schreiben von nun an
auch fu¨r ζ ∈ C10 (Mˆ):
Pˆ(ζ) = Sa
∫
Mˆ
(−ζkˆ − ²hˆζ|Kˆ|2 + ²∇Mˆζ • ∇Mˆ hˆ)dµMˆ .
Um die Geschwindigkeit zu bestimmen, wa¨hlen wir Testfunktionen, die tangential zum Substrat sind.
Wie beim Druck transformieren wir alle Integrale und Ableitungsoperatoren auf das Substrat und
reskalieren gema¨ß Abschnitt 2.15. Die Geschwindigkeit bestimmen wir dann explizit in zwei Schritten.
Zuna¨chst lassen wir Terme der Ordnung O(²) weg und erhalten in jedem Punkt auf M eine schwache
ODE zweiter Ordnung fu¨r die tangentiale Geschwindigkeit, die wir lo¨sen. Im zweiten Schritt setzen
wir dann die erhaltene Lo¨sung in das urspru¨ngliche Problem ein, um die Lo¨sung zur na¨chstho¨heren
Ordnung mit der gleichen Methode zu berechnen.
Satz 2.21. (Explizite Geschwindigkeit) Betrachte die Formulierung der Impulserhaltung (2.1.5)
aus Abschnitt 2.1. Voraussetzung 2.2 sei fu¨r alle Zeiten erfu¨llt. Weiterhin sei die Slipmatrix C positiv
definit. Dann besitzt die Distributionslo¨sung fu¨r die tangentiale Geschwindigkeit der Flu¨ssigkeit uˆ∗ ∈
D(Dˆ) der Lubrikationsapproximation zum Skalenparameter ² = HL wie in Abschnitt 2.15 beschrieben,
bis auf Ordnung O(²) ein quadratisches Profil und ist gegeben durch uˆ∗ ◦ ϕy = vˆ∗ + wˆ∗ ◦ ϕy mit:∫
Mˆ
∫ hˆ
0
wˆ∗ ◦ ϕyˆ • ξ ◦ ϕyˆdyˆdµMˆ = P
(
divMˆ
∫ hˆ
0
(hˆyˆ − 1
2
yˆ2 + hˆ(Cˆ−1)T )ξ ◦ ϕyˆdyˆ
)
+O(²)
fu¨r Testfunktionen ξ ∈ C2(Q;RN ) mit n • ξ ◦ ϕyˆ = 0 und kompaktem Tra¨ger von ξ ◦ ϕyˆ in Mˆ . Dabei
ist P der Druck als Distribution aus Satz 2.20.
Wenn alles glatt ist, ist diese Behauptung a¨quivalent zu wˆ∗ ◦ ϕyˆ = ( 12 yˆ2 − hˆyˆ − hˆCˆ−1)∇Mp+O(²).
Beweis. Siehe Anhang 6.
Satz 2.22. (Explizite Geschwindigkeit zu ho¨herer Ordnung) Betrachte die Formulierung der
Impulserhaltung (2.1.5) aus Abschnitt 2.1. Voraussetzung 2.2 sei fu¨r alle Zeiten erfu¨llt. Weiterhin
sei die Slipmatrix C positiv definit. Dann besitzt die Distributionslo¨sung fu¨r die tangentiale Ge-
schwindigkeit der Flu¨ssigkeit uˆ∗ ∈ D(Dˆ) der Lubrikationsapproximation zum Skalenparameter ² = HL
wie in Abschnitt 2.15 beschrieben, bis auf Ordnung O(²2) ein kubisches Profil und ist gegeben durch
uˆ∗ ◦ ϕy = vˆ∗ + wˆ∗ ◦ ϕy mit:∫
Mˆ
∫ hˆ
0
wˆ∗ ◦ ϕyˆ • ξ ◦ ϕyˆdyˆdµMˆ =²
∫
Mˆ
∫ hˆ
0
ξ ◦ ϕyˆ • ((y Id+C−1)∇Mˆ σˆ − yKv∗ − y∇M vˆn)dyˆdµM
− P
(
divMˆ
∫ hˆ
0
W (yˆ)T ξ ◦ ϕyˆdyˆ
)
+O(²2)
fu¨r Testfunktionen ξ ∈ C2(Q;RN ) mit n • ξ ◦ ϕy = 0 und kompaktem Tra¨ger von ξ ◦ ϕyˆ in Mˆ . Dabei
ist P der Druck als Distribution aus Satz 2.20 und W (yˆ) ist gegeben durch:
W (yˆ) = (
1
2
yˆ2 − hˆyˆ + ²1
6
yˆ3k + ²
1
2
hˆ2yˆkˆ − ²1
2
hˆyˆ2k)Id− hˆCˆ−1 + ²1
6
yˆ3K + ²yˆhˆKˆCˆ−1 + ²
1
2
hˆ2kˆC−1.
Wenn alles glatt ist, ist diese Behauptung a¨quivalent zu Gleichung (2.2.5):
wˆ∗ =W (yˆ)∇Mˆ pˆ+ ²(yˆId+ Cˆ−1)∇Mˆσ − ²Kˆyˆvˆ∗ − ²yˆ∇Mˆ vˆn +O(²2).
Beweis. Siehe Anhang 6.
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Damit ko¨nnen wir die Rechnungen aus Satz 2.16 in einer schwachen Form wiederholen, die nur zweite
Ableitungen von h unter dem Integral verwendet. Ausgehend von der skalierten Version der tie-
fenintegrierten schwachen Massenerhaltung aus Gleichung (2.2.2) folgt, wenn wir zu einer Funktion
ζ ∈ C30 (M) in Satz 2.22 ξ ◦ ϕy = χyRy∇Mζ setzen:
0 =
∫
M
∂Mt ζ%dµM +
∫
M
∫ h
0
χyRy∇Mζ • w∗◦ϕydydµM +
∫
M
∫ h
0
χyRy∇Mζ • (v∗ + ²y∇Mvn)dydµM
=
∫
M
∂Mt ζ%dµM − P
(
divM
∫ h
0
W (y)TχyRy∇Mζdy
)
+
∫
M
∫ h
0
χyRy∇Mζ • (v∗ + ²y∇Mvn)dydµM
+ ²
∫
M
∫ h
0
χyRy∇Mζ • ((y Id+C−1)∇Mσ − yKv∗ − y∇M vˆn)dydµM +O(²2).
Hierbei haben wir darauf verzichtet, die Skalierungshu¨tchen zu fu¨hren. Per Definition ist % =
∫ h
0
χydy.
Ferner ist Ry = Id+²yK+O(²2) und wir ko¨nnen weitere Terme der Ordnung O(²2) zusammenfassen.
Dann fallen die Terme mit Kv∗ und ∇Mvn weg und wir ko¨nnen die elementaren Integrale berechnen:
0 =
∫
M
∂Mt ζ%dµM −P
(
divM (ATh∇Mζ)
)
+
∫
M
∇Mζ •
(
²(
1
2
h2 Id+hC−1)∇Mσ + %v∗
)
dµM +O(²2).
Dabei haben wir abku¨rzend ATh =
∫ h
0
W (y)TχyRydy geschrieben, was wir im Beweis von Satz 2.16
bereits berechnet haben. Wenn wir wieder h durch % ausdru¨cken, wobei wir wieder einen Fehler der
Ordnung O(²2) begehen, erhalten wir mit der Definition des distributionellen Drucks:
0 =
∫
M
∂Mt ζ%dµM − Sa
∫
M
kdivM
(
(
1
3
%3 + C−1%2)(Id+ a(%))∇Mζ
)
dµM
− ²Sa
∫
M
(%|K|2 −∇M% • ∇M )(divM ((1
3
%3 + C−1%2)∇Mζ))dµM
+
∫
M
∇Mζ •
(
²(
1
2
%2 Id+%C−1)∇Mσ + %v∗
)
dµM +O(²2).
Hierbei haben wir schon mit dem matrixwertigen Faktor a(%) wie in Satz 2.16 geschrieben und der
∇M -Operator ist so zu verstehen, dass er auf den Ausdruck in der Klammer angewendet wird. Dies
ist eine schwache Formulierung, die nur zweite Ableitungen von % beno¨tigt. Wenn wir durch par-
tielle Integration eine Ableitung von der Testfunktion entfernen, erhalten wir die Formulierung des
Lo¨sungsbegriffs von Theorem 1.3, der ebenfalls nur integrierbare zweite Ableitungen verwendet. Wenn
alles glatt ist, so ist diese Formulierung a¨quivalent zur starken Version aus Satz 2.16.
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Ausgehend von der Erhaltungsgleichung fu¨r die Surfactantkonzentration auf Σ in ihrer schwachen
Formulierung 2.1.7 mo¨chten wir nun eine Erhaltungsgleichung fu¨r die auf M transformierte Sur-
factantdichte herleiten. Die Ausgangsgleichung ist auf dem Interface definiert und ha¨ngt von der
Fluidgeschwindigkeit ab. Tranformation auf das Substrat, Reskalierung und Einsetzen der berechne-
ten Geschwindigkeit der Flu¨ssigkeit liefert dann die gewu¨nschte Gleichung. Um die Zeitableitung in
geeigneter Weise auf das Substrat zu transformieren brauchen wir an dieser Stelle eine kinematische
Randwertbedingung.
Proposition 2.23. (Kinematische Randbedingung) Sei M eine orientierte, evolvierende Hyper-
fla¨che der Klasse C2 mit Normale n, Geschwindigkeitsvektor v = vnn+ v∗ zerlegt in Orthogonal- und
Tangentialteil sowie Weingarten-Abbildung K mit zugeho¨riger Resolvente Rh. Sei Σ eine evolvierende
Fla¨che der Klasse C1 mit Geschwindigkeit u die u¨ber M durch die Abbildung ϕh = Id + hn eindeu-
tig im Sinne von Voraussetzung 2.2 mit einer Ho¨henfunktion h ∈ C1(M) parametrisiert ist. Zerlege
u ◦ ϕh = v + w ◦ ϕh und weiterhin w = wnn+ w∗ ebenfalls in Orthogonal- und Tangentialteil. Dann
gilt auf M die folgende Relation:
∂Mt h = (wn) ◦ ϕh − (v∗ + w∗ ◦ ϕh + h∇Mvn) •Rh∇Mh.
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Beweis. Sei Q eine Umgebung von Σ. Definiere die Abbildung f : Q −→ R durch f ◦ ϕy = h− y. Es
ist f = 0 auf Σ und damit ∂Σt f = 0 auf Σ. Einerseits ist ∂
M
t (f ◦ϕy) = ∂Mt h und ∇M (f ◦ϕy) = ∇Mh.
Andererseits ko¨nnen wir die Zeitableitung von f ◦ ϕy nach Proposition 2.8 berechnen:
∂Mt (f ◦ ϕy) = (∂tf) ◦ ϕy + vnn • (∇f) ◦ ϕy − y∇Mvn • (∇Mf) ◦ ϕy
= (∂Σt f) ◦ ϕy +
(
(vnn− (u • ν)ν) • ∇f
) ◦ ϕy − y∇Mvn •Ry∇M (f ◦ ϕy).
Wir setzen nun y = h und schreiben von nun an der U¨bersicht halber u anstatt u ◦ϕh und analog fu¨r
die anderen Ausdru¨cke. Im Folgenden haben wir vnn−(u•ν)ν zu berechnen. Es ist∇f = −n+Rh∇Mh
und durch Proposition 2.13 ist die Normale an Σ gegeben durch ν ◦ ϕh = n−Rh∇
Mh√
1+|Rh∇Mh|2
. Dann ist:
(u • ν)ν =
(vn + wn − (v∗ + w∗) •Rh∇Mh
1 + |Rh∇Mh|2
)
(n−Rh∇Mh). (2.3.1)
Und damit:
vnn−(u•ν)ν = ((v
∗+w∗)•Rh∇Mh− w•n)(n−Rh∇Mh) +|Rh∇Mh|2vnn+ vnRh∇Mh
1 + |Rh∇Mh|2 .
Mit obigem f folgt dann:
(vnn− (u • ν)ν) • (∇f) ◦ ϕy = (vnn− (u • ν)ν) • (Rh∇Mh− n)
=
(wn − (v∗+w∗)•Rh∇Mh)(1+|Rh∇Mh|2)
1 + |Rh∇Mh|2 = wn − (v
∗+w∗)•Rh∇Mh.
Also haben wir insgesamt: ∂Mt h = wn − (v∗ + w∗) •Rh∇Mh− h∇Mvn •Rh∇Mh.
Wir bemerken, dass der Beweis der kinematischen Randwertbedingung exakt ist und nicht approxi-
mativ bis auf einen Fehler etwa der Ordnung O(h2). Ein Beweis mit speziellen Parametrisierungen
taucht in der Arbeit [FHO] auf. Ohne Beweis kann man sie finden in [How].
Proposition 2.24. (Transformation von Zeitableitungen auf Σ) Sei M eine orientierte, evol-
vierende C2-Fla¨che mit Normale n und Geschwindigkeitsvektor v = vnn + v∗ zerlegt in Orthogonal-
und Tangentialteil. Sei Σ eine evolvierende C1-Fla¨che mit Geschwindigkeitsvektor u, die u¨berM durch
die Abbildung ϕh = Id + ²hn eindeutig im Sinne von Voraussetzung 2.2 mit einer Ho¨henfunktion
h ∈ C1(M) parametrisiert ist. Zerlege u ◦ϕh = vnn+ v∗+ ²wn ◦ϕhn+w∗ ◦ϕh. Dann transformieren
sich die Zeitableitungen von f ∈ C1(Σ) folgendermaßen:
(∂Σt f) ◦ ϕh = ∂Mt (f ◦ ϕh) + ²∇M (f ◦ ϕh) • (h∇Mvn − vn∇Mh) +O(²2).
Beweis. Schreiben wir ϕth, um die Abha¨ngigkeit von der Zeit zu verdeutlichen. Nach der Kettenregel
ist: ∂Mt (f(t) ◦ ϕth) = Df(t) ◦ ϕth(1, ∂Mt ϕth). Berechnen wir nun ∂Mt ϕth mit Hilfe von Proposition 2.7:
∂Mt ϕ
t
h = vnn+ ²∂
M
t hn+ ²h∂
M
t n = vnn+ ²∂
M
t hn− ²h∇Mvn.
Mit Proposition 2.23 folgt mit der O-Notation:
∂Mt ϕ
t
h = vnn+ ²(wn ◦ ϕh − (v∗ + w∗ ◦ ϕh) • ∇Mh)n− ²h∇Mvn +O(²2).
Im Beweis von Proposition 2.23 hatten wir (u • ν)ν in Gleichung (2.3.1) berechnet. Wenn wir Terme
der Ordnung O(²2) zusammenfassen, folgt damit:
((u • ν)ν) ◦ ϕth =
(
vn + ²wn ◦ ϕh − ²(v∗ + w∗ ◦ ϕth) • ∇Mh
)
n− ²vn∇Mh+O(²2).
Damit ist ∂Mt ϕ
t
h = ((u • ν)ν) ◦ ϕth − ²(h∇Mvn − vn∇Mh) +O(²2) und es folgt:
∂Mt (f(t) ◦ ϕth) = (∂Σt f(t)) ◦ ϕth − ²∇Σf(t) ◦ ϕth • (h∇Mvn − vn∇Mh) +O(²2).
Die Behauptung folgt dann, wenn wir noch Proposition 2.14 auf ∇Σf anwenden und erneut Terme
der Ordnung O(²2) weglassen.
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Wenn wir die lokale Surfactantdichte als Erhaltungsgro¨ße auf M auffassen, ha¨ngt diese einerseits von
der Surfactantdichte auf Σ ab, wie auch andererseits vom Fla¨chenelement aus Proposition 2.11. Wie
bei der Flu¨ssigkeit die richtige Erhaltungsgro¨ße % ist und nicht die Filmho¨he h, so ist ebenfalls nicht
Γ die richtige Erhaltungsgro¨ße fu¨r die Surfactants. Wir definieren daher:
γ = Γ ◦ ϕhχh (2.3.2)
mit dem Fla¨chenelement χh aus Proposition 2.11. Entwickelt bis auf Terme der Ordnung O(²2) ist
dann γ = Γ ◦ ϕh(1 − ²hk) + O(²2). Bei der Entdimensionalisierung der Surfactantgleichung mu¨ssen
wir noch angeben wie die Diffusivita¨t der Surfactantmoleku¨le im Interface skaliert. Dazu definieren
wir wie in [GG] als reskalierten Diffusionskoeffizienten die inverse Peclet-Zahl Pe−1 = ηDSH , die das
Regime von Surfactants, Viskosita¨t, Diffusion und Geometrie wie im klassischen Fall wiederspiegelt.
Satz 2.25. (Erhaltungsgleichung fu¨r die Surfactantkonzentration) Wenn alles hinreichend
glatt ist, la¨sst sich unter den Voraussetzungen von Satz 2.16, die an das Ausgangsproblem fu¨r die
Flu¨ssigkeit aus Abschnitt 2.1 gekoppelte Gleichung fu¨r die Surfactant-Erhaltung (2.1.6) durch Lubri-
kationsapproximation zum Skalenparameter ² = HL wie in Abschnitt 2.15 beschrieben, entwickelt bis
auf Ordnung O(²2), auf folgende Erhaltungsgleichung vereinfachen:
ˆ∂Mt γˆ − γˆkˆvˆn + divMˆ (Jˆ) = 0,
mit dem Fluss:
Jˆ = γˆ(
1
2
%ˆ2 + %ˆCˆ−1)(−∇Mˆ pˆ(%ˆ) + a2(%ˆ)∇Mˆ kˆ) + ²γˆ(%ˆ+ Cˆ−1)∇Mˆ σˆ(γˆ) + γˆvˆ∗ − Pe−1∇Mˆ γˆ +O(²2),
und dem Druck: pˆ = −Sa(kˆ + ²%ˆ|Kˆ|2 + ²∆Mˆ %ˆ) +O(²2)
und dem matrixwertigen Faktor: a2(%ˆ) = ²
2
3
%ˆ2(%ˆId+ 2Cˆ−1)−1(kˆId+ Kˆ).
Beweis. Mit Proposition 2.11 und der Abbildung ϕh = Id+ hn ko¨nnen wir in der schwachen Formu-
lierung der Surfactant-Erhaltung (2.1.7) zu jedem Zeitpunkt die Integrale auf Mt transformieren:∫
M
(∂tζΓ +∇ζ • (Γu−D∇ΣΓ)) ◦ ϕhχhdµM = 0.
Wenn wir etwas umformulieren und die Definition von γ aus (2.3.2) einsetzen:
0 =
∫
M
(∂Σt ζ) ◦ ϕhγ︸ ︷︷ ︸
(1)
+(∇Σζ • (u− (u • ν)ν)) ◦ ϕhγ︸ ︷︷ ︸
(2)
−(D∇Σζ • ∇ΣΓ) ◦ ϕhχh︸ ︷︷ ︸
(3)
dµM .
Nun behandeln wir die Terme einzeln, die wir fortan als (1), (2), (3) bezeichnen. Wir bemerken im
voraus, dass wir nach der Skalierung gema¨ß Abschnitt 2.15 in allen Termen den gemeinsamen Faktor
LN−1G ku¨rzen werden. Die reskalierten Terme bezeichnen wir mit (1ˆ), (2ˆ), (3ˆ).
1. Term (1) erha¨lt als Skalierungsfaktor genau den gemeinsamen Vorfaktor, der dann geku¨rzt wird.
Es folgt nach Proposition 2.24:
(1ˆ) =
∫
Mˆ
[
(∂ˆMˆt (ζ ◦ ϕhˆ) + (²hˆ∇Mˆ vˆn − ²vˆn∇Mˆ hˆ) • ∇Mˆ (ζ ◦ ϕhˆ)
]
γˆdµMˆ +O(²2).
2. Fu¨r Term (2) macht es Sinn zuna¨chst die skalierte, tangentiale Geschwindigkeit auf Σ zu be-
rechnen. Dies folgt aus Skalieren gema¨ß Abschnitt 2.15 von Gleichung (2.3.1):
1
W
(u−(u•ν)ν) ◦ ϕh = vˆ∗ + wˆ∗ ◦ ϕhˆ + ²vˆn∇Mˆ hˆ+ ²(vˆ∗ + wˆ∗ ◦ ϕhˆ)•∇Mˆ hˆn+O(²2).
Dann folgt :
(2ˆ) =
∫
Mˆ
(∇Σˆζ) ◦ ϕhˆ•(vˆ∗+wˆ∗ ◦ ϕhˆ+²vˆn∇Mˆ hˆ+ ²(vˆ∗+wˆ∗ ◦ ϕhˆ)•∇Mˆ hˆn)γˆdµMˆ +O(²2).
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Im na¨chsten Schritt verwenden wir Proposition 2.14. Weil die Terme in Normalenrichtung jeweils
die Ordnung O(²) haben folgt:
(2ˆ) =
∫
Mˆ
Rˆˆ
h
∇Mˆζ ◦ ϕh • (vˆ∗ + wˆ∗ ◦ ϕhˆ + ²vˆn∇Mˆ hˆ)γˆdµMˆ +O(²2)
=
∫
Mˆ
∇Mˆ (ζ ◦ ϕhˆ) • (Rhˆvˆ∗ +Rhˆ(wˆ∗ ◦ ϕhˆ) + ²vˆn∇Mˆ hˆ)γˆdµMˆ +O(²2).
Im letzten Schritt wurde die Symmetrie von Rhˆ verwendet und die Tatsache Rhˆ = Id+O(²).
3. Term (3) bekommt einen Skalierungsfaktor von L
N−1DG
WL . Nach Ku¨rzen des gemeinsamen Vor-
faktors bleibt schließlich ein Faktor von ²Pe−1. Also ist:
(3ˆ) = −Pe−1²
∫
Mˆ
(∇Σˆζ • ∇ΣˆΓˆ) ◦ ϕhˆχhˆdµMˆ .
Hierfu¨r folgt dann nach Proposition 2.14 genau wie oben, weil Terme in Normalenrichtung jeweils
die Ordnung O(²) haben:
(3ˆ) = −²Pe−1
∫
Mˆ
∇Mˆ (ζ ◦ ϕhˆ) • ∇Mˆ γˆdµMˆ +O(²2).
Im Rest des Beweises verzichten wir darauf die Skalierungshu¨tchen zu fu¨hren. Wenn wir Terme der
Ordnung O(²2) weglassen und zusammenfassen, fa¨llt der Term mit vn∇Mh weg und wir erhalten:∫
M
(∂Mt (ζ ◦ϕh)γ+∇M (ζ ◦ϕh) • (Rhv∗+Rhw∗ ◦ϕh+ ²h∇Mvn)γ− ²Pe−1∇M (ζ ◦ϕh) •∇MγdµM = 0.
Setzt man Glattheit voraus, so ist nach [Al3] dies a¨quivalent zur starken Formulierung:
∂Mt γ − vnkγ + divM (J) = 0,
mit dem Fluss: J = (Rhv∗+Rhw∗ ◦ϕh+ ²h∇Mvn)γ − ²Pe−1∇Mγ. Um J zu berechnen setzen wir in
die tangentiale Geschwindigkeit w∗ aus Gleichung (2.2.5) fu¨r y = h und erhalten:
w∗ =
(
− 1
2
h2(Id− 1
3
²h(kId+K))− h(Id− ²h(1
2
kId+K))C−1
)
∇Mp
+ ²
(
hId+ C−1
)∇Mσ − ²Khv∗ − ²h∇Mvn +O(²2).
Wenn wir diese Geschwindigkeit in J einsetzen fallen wegen Rh = Id + ²hK + O(²2) die Terme von
Kv∗ und ∇Mvn weg. Damit ergibt sich fu¨r den Fluss bis auf O(²2) genau:
J = γ(Id+²hK)
((
− 1
2
h2(Id− 1
3
²h(kId+K))− h(Id−²h(1
2
kId+K))C−1
)
∇Mp+ ²(hId+C−1)∇Mσ
)
+ γv∗ − ²Pe−1∇Mγ +O(²2)
= γ
(
− 1
2
h2(Id− 1
3
²h(kId− 2K))− h(1− 1
2
²hk)C−1
)
∇Mp+ ²γ(hId+ C−1)∇Mσ
+ γv∗ − ²Pe−1∇Mγ +O(²2).
Die endgu¨ltige Gleichung mo¨chten wir an die Erhaltungsgleichung fu¨r die lokale Flu¨ssigkeitsmenge %
aus Satz 2.16 koppeln. Daher macht es Sinn, dass wir anstelle von h alles mit % = h(1− 12²hk)+O(²2)
ausdru¨cken. Fu¨r den Druck bedeutet dies p = −k−²%|K|2−²∆M%+O(²2). Damit ergibt sich schließlich
fu¨r den Fluss:
J =γ
(
v∗ + (
1
2
%2 + %C−1)∇M (k + ²%|K|2 + ²∆M%) + 1
3
²%3(kId+K)∇Mk + ²(%+ C−1)∇Mσ
)
− ²Pe−1∇Mγ +O(²2).
Wenn wir mit demMatrixfaktor a2(%ˆ) = ² 23 %ˆ
2(%ˆId+2Cˆ−1)−1(kˆId+Kˆ) schreiben folgt die Behauptung.
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2.4 Spezielle Fa¨lle
Im letzten Paragraphen dieses Kapitels mo¨chten wir einige spezielle Fa¨lle diskutieren.
1. Konstante Oberfla¨chenspannung: In diesem Fall verschwinden Marangoni-Terme ∇Mσ und in
der Definition der Kapillarita¨tskonstante Sa = ²2σηW ist die kritische Micellenbildungskonzentra-
tion σM durch die konstante Oberfla¨chenspannung σ zu ersetzen. Diese Definition stimmt mit
der Definition in [RRS] u¨berein. Die Gleichung lautet dann:
∂Mt %− %kvn + divM ((
1
3
%3 + %2C−1)(−∇Mp+ a(%)∇Mk) + %v∗) = 0, (2.4.1)
mit dem Druck p = −Sa(k + ²%|K|2 + ²∆M%) wie bisher sowie dem matrixwertigen Faktor
a(%) = ² 12%
2(%Id+ 3C−1)−1(kId+K). Diese Gleichung werden wir in Kapitel 3 betrachten.
2. No-Slip Limes: Betrachten wir in Gleichung (2.4.1) formal den No-Slip Limes:
inf
x∈M,|ξ|=1
ξ • C(x)ξ −→∞.
Dann konvergiert C−1−→ 0 und wir erhalten folgende Erhaltungsgleichung fu¨r den No-Slip Fall:
∂Mt %− %kvn + divM (
1
3
%3(−∇Mp+ ²1
2
%(kId+K)∇Mk) + %v∗) = 0. (2.4.2)
Der Beweis von Satz 2.16 angewendet auf den No-Slip Fall des Ausgangsmodells aus Abschnitt
2.1 liefert genau diese Gleichung. Diese Gleichung werden wir in Kapitel 3 ebenfalls betrachten.
3. Festes Substrat: Ist das Substrat unbewegt, so sind vn = 0 und v∗ = 0. Wir erhalten im No-Slip
Fall von Gleichung (2.4.2) folgende Erhaltungsgleichung:
∂Mt %+ div
M (
1
3
%3(−∇Mp+ ²1
2
%(kId+K)∇Mk)) = 0.
Diese Gleichung ist zur betrachteten Ordnung a¨quivalent zu den Gleichungen aus [RRS], [RSw].
4. Planarer Fall: Betrachten wir nun das System mit Surfactant im Spezialfall eines planaren,
stationa¨ren Substrats, d.h. K = 0, v∗ = 0, vn = 0. Dann stimmen die Erhaltungsgro¨ßen % mit
der Filmho¨he h und γ mit der Surfactantkonzentration Γ u¨berein. Wir erhalten das System:
∂th+ ²div(Sa(13h
3 + h2C−1)∇∆h+ (1
2
h2 + hC−1)∇σ) = 0,
∂tΓ + ²div(Γ((
1
2
h2 + hC−1)∇∆h+ (h+ C−1)∇σ)) = ²Pe−1∆Γ.
Nach Reskalieren der Zeitskala erhalten wir genau das hergeleitete System aus [Wie] und im
No-Slip Fall aus [JG] im mehrdimensionalen Fall.
5. Hyperbolische Gleichung: Wenn man in Gleichung (2.4.1) formal zum Grenzwert ² −→ 0
u¨bergeht, geht % im Limes zu h u¨ber. Wir erhalten eine hyperbolische Erhaltungsgleichung
fu¨r die Filmho¨he h, die nur von Gradienten der Substratkru¨mmung getrieben wird:
∂Mt h− hkvn + divM (Sa(
1
3
h3 + C−1h2)∇Mk + hv∗) = 0.
Diese Gleichung wurde fu¨r den No-Slip Fall, d.h. C−1 = 0, und fu¨r festes Substrat, d.h. vn = 0,
v∗ = 0, in [RRS] und [How] mit der Methode der Charakteristiken analytisch untersucht. Dabei
zeigt sich, dass der Film entlang der Richtung des Kru¨mmungsgradienten transportiert wird
und sich in lokalen Minima der Kru¨mmung verdu¨nnt und in lokalen Maxima der Kru¨mmung
verdickt. Schockprofile und Blow-up Verhalten wurden in [How] beschrieben.
6. Nahezu konstante mittlere Kru¨mmung: Wenn die mittlere Kru¨mmung nahezu konstant ist, d.h.
es la¨sst sich sinnvoll schreiben k = k0 + ²k1 mit einer ra¨umlichen Konstanten k0, so reduziert
sich Gleichung (2.4.1), wenn wir Terme der Ordnung O(²2) weglassen, zu:
∂Mt %− %kvn + divM (²Sam(%)∇M (k1 + %|K|2 +∆M%) + %v∗) = 0, (2.4.3)
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mit Mobilita¨t m(%) wie im Navier-Slip oder No-Slip Fall. Die modifizierte Kapillarita¨tskonstante
²Sa stimmt nun mit der Kapillarita¨tskonstanten 1
C¯a
aus [ODB] im planaren Fall u¨berein. Mit
dieser Definition kann man unter der Annahme O( 1
C¯a
) = 1 nun zum Limes ² −→ 0 u¨bergehen
und man erha¨lt eine parabolische Gleichung fu¨r die Filmho¨he h:
∂Mt h− hk0vn + divM (
1
C¯a
m(h)∇M (k1 + h|K|2 +∆Mh) + hv∗) = 0.
7. Gradientenflusstruktur: Folgende Gleichung ist zur betrachteten Ordnung ebenfalls a¨quivalent
zu (2.4.1) sowie fu¨r festes Substrat zu den Gleichungen in [RRS] bzw. [RSw]:
∂Mt %− vnk%+ divM (−A(%)∇Mp+ v∗%) = 0. (2.4.4)
Dabei ist die matrixwertige Mobilita¨t gegeben durch A(%) = 13%
3Id + %2C−1 + ²16%
4(kId +K)
und der Druck wie bisher durch p = −Sa(k + %|K|2 +∆M%). Das folgende Energiefunktional:
E(%) =
Sa
²
∫
M
1− ²k%− 1
2
%2|K|2 + 1
2
|∇M%|2dHN−1
stimmt mit der Linearisierung der Gesamtoberfla¨che (vgl. Proposition 2.12) u¨berein. Gleichung
(2.4.4) fu¨r festes Substrat (d.h. vn = 0, v∗ = 0) kann dann als Gradientenfluss von E auf einer
geeigneten Mannigfaltigkeit (z.B. mit Randwerten und Massenerhaltung) bzgl. der Metrik:
g%(s1, s2) =
∫
[%>0]
∇Mp1 •A(%)∇Mp2dHN−1
aufgefasst werden. Der Zusammenhang zwischen si und pi, i = 1, 2 ist vermo¨ge folgender ellip-
tischen Gleichung hergestellt:∫
M
sζdHN−1 +
∫
[%>0]
∇Mζ •A(%)∇MpdHN−1 = 0.
Die Mobilita¨t A(%) ist positiv definit im physikalischen Regime. Verschwindet die Filmho¨he oder
u¨bersteigt die Filmho¨he in kritischer Weise die Kru¨mmungsradien, so ist A(%) im allgemeinen
nicht positiv definit und die elliptische Gleichung nicht wohlgestellt. Matrixwertige Mobilita¨ten
vor Termen ho¨chster Ableitungsstufe fu¨hren im Existenzbeweis in Kapitel 3 zu Schwierigkeiten.
8. Anderes Skalierungsregime: Wir hatten in Satz 2.16 Marangoni-Terme derart skaliert, dass sie
sich in der ²-Ordnung der Terme ho¨chster Ableitungsordnung befanden. Damit modellierten wir
das Regime, in dem Marangoniterme wie im planaren Fall von der gleichen Gro¨ßenordnung sind,
wie Sto¨rungen der Substratkru¨mmung aufgrund des du¨nnen Films. Eine Alternative dazu ist
es, Marangoni-Terme so zu skalieren, dass sie sich in der gleichen Ordnung wie der Gradient
des vollsta¨ndigen Druckes befinden, d.h. zu fu¨hrender Ordnung wie Gradienten der Substrat-
kru¨mmung. Dazu muss man ein anderes Regime von Kapillarita¨t und Marangonieffekt wa¨hlen,
na¨mlich S = PH und eine andere Kapillarita¨tskonstante Sa′ = σ0²S definieren. Wenn man dann
die Rechnungen durchfu¨hrt, erha¨lt man mit dem Druck p = −Sa′(k + ²h|K|2 + ²∆Mh) − ²σk
folgende Formel fu¨r die tangentiale Geschwindigkeit:
w∗ = (
1
2
y2 − hy − hC−1 + ²1
6
y3k + ²
1
2
h2yk − ²1
2
hy2k + ²
1
6
y3K + ²yhKC−1 + ²
1
2
h2kC−1)∇Mp
+ (y + C−1 + ²
1
2
y2k − ²yhk − ²hkC−1 − ²yKC−1)∇Mσ − ²Kyv∗ − ²y∇Mvn +O(²2).
Mit dieser Geschwindigkeit la¨sst sich auf analoge Weise eine Erhaltungsgleichung fu¨r % herleiten:
∂Mt %− %kvn + divM (−A1(%)∇Mp+A2(%)∇Mσ + %v∗) = 0
mit den matrixwertigen Mobilita¨ten:
A1(%) =
1
3
ρ3Id+ %2C−1 + ²
1
6
%4(kId+K),
A2(%) =
1
2
ρ2Id+ %(1− ²%k)C−1 + ²1
6
ρ3(kId+ 4K).
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3 Existenz fu¨r die Du¨nnfilmgleichung
auf evolvierenden Fla¨chen
Ziel dieses Kapitels ist es, einen Existenzsatz fu¨r die Gleichung eines du¨nnen Films mit konstan-
ter Oberfla¨chenspannung auf einer evolvierenden Fla¨che zu zeigen. Dazu fu¨hren wir ein dreistufiges
Approximationsargument durch. Nach Regularisierung und Beschra¨nkung der Mobilita¨tskoeffizienten
erhalten wir approximative Probleme, die wir mit Galerkin-Approximation lo¨sen. Im zweiten Schritt
ist es dann erforderlich in der Regularisierung der degenerierten Mobilita¨ten zum Limes u¨berzugehen.
Der letzte Schritt besteht darin sich von der Beschra¨nktheit der Mobilita¨ten zu lo¨sen.
3.1 Galerkin-Approximation
In diesem Paragraphen bescha¨ftigen wir uns mit dem ersten Approximationsschritt, der Galerkin-
Approximation. Dazu werden wir die Ansatzfunktionen und die relevante Formulierung vorstellen
und das resultierende System gewo¨hnlicher Differentialgleichungen lokal in der Zeit lo¨sen. Im zweiten
Schritt verwenden wir eine Hilfsabscha¨tzung, die wir mathematische Energieabscha¨tzung nennen, um
Fortsetzbarkeit und schwache Konvergenz der Lo¨sungen zu zeigen. Da es sich um ein nichtlineares
Problem handelt, ist es erforderlich fu¨r den Grenzu¨bergang starke Konvergenz zu zeigen. Schließlich
werden wir im vierten und letztem Teil zum Limes in der Galerkin-Formulierung u¨bergehen, indem
wir die Konvergenz der Folge von Lo¨sungen und geeigneter Testfunktionen benutzen.
Galerkin-Ansatz
Als erstes werden wir Voraussetzungen, die fu¨r den Beweis des Existenzsatzes erforderlich sind, vor-
stellen. Im weiteren Verlauf definieren wir Lo¨sungsra¨ume, elliptische Operatoren und eine geeignete
Schwache Formulierung. Es wird sich dabei zeigen, dass die schwache Formulierung des klassischen
Falls fu¨r unsere Zwecke nicht geeignet ist.
Voraussetzung 3.1. (Voraussetzung an die Fla¨che) Sei T > 0, d = 1, 2. Sei M ⊂ [0, T ]×Rd+1
eine kompakte, orientierte, zusammenha¨ngende evolvierende Fla¨che der Klasse C1(C2)∩C0(C3) und
Dimension d mit Normale n und Normalgeschwindigkeit vnn. M kann berandet sein mit a¨ußerer
Konormale ν∗.
Wie in Abschnitt 2 Voraussetzung 2.4 (und wie z.B. in [DE1]) setzen wir die Existenz von bestimmten
Diffeomorphismen voraus. Die Normalgeschwindigkeit der Fla¨che vnn ist durch die Definition von M
eindeutig festgelegt. Wir fordern die Existenz eines Diffeomorphismus Φ, dessen Zeitableitung jene
Normalgeschwindigkeit vnn liefert. Um eine mo¨gliche tangentiale Komponente von Bewegungen von
Materialpunkten zu beru¨cksichtigen, verlangen wir weiterhin die Existenz eines Diffeomorphismus Φ∗,
dessen Zeitableitung wir als die vollsta¨ndige Geschwindigkeit v der Fla¨che M bezeichnen. Wenn wir
den tangentialen Anteil von v mit v∗ bezeichnen, so la¨sst sich die Geschwindigkeit folgendermaßen
orthogonal zerlegen: v = vnn+ v∗.
Voraussetzung 3.2. (Voraussetzungen an Diffeomorphismen) Es existiere eine Abbildung
Φ : [0, T ]×M0 −→M der Klasse C1(C2)∩C0(C3), so dass Φt fu¨r alle t ∈ [0, T ] ein Diffeomorphismus
von M0 −→Mt ist, welcher Lo¨sung der folgenden Gleichung ist:
∂tΦt = (vn(t)nt) ◦ Φt in [0, T ]×M0,
Φ0 = IdM0 fu¨r t = 0.
Es gebe weiterhin eine Abbildung Φ∗ : [0, T ] ×M0 −→ M der Klasse C1(C2) ∩ C0(C3), so dass Φ∗t
fu¨r alle t ∈ [0, T ] ein Diffeomorphismus von M0 −→Mt ist, mit der Eigenschaft, dass Φ∗0 = IdM0 fu¨r
t = 0. Die vollsta¨ndige Geschwindigkeit v von M sei dann definiert durch:
∂tΦ∗t = v(t) ◦ Φ∗t in [0, T ]×M0.
Wir setzen voraus, dass die inversen Abbildungen der Φt bzw. Φ∗t ebenfalls in C
1(C2) ∩ C0(C3)
beschra¨nkt sind.
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Die Regularita¨t von v∗ ist insbesondere u¨ber die Relation v = vnn + v∗ durch die Regularita¨t der
Diffeomorphismenfamilien aus Voraussetzung 3.2 gegeben.
Ausdehnung der Fla¨che am Rand wu¨rde zu einer lokalen Zunahme der Oberfla¨chenenergie fu¨hren.
Dies mo¨chten wir nicht beru¨cksichtigen, weswegen es Sinn macht ν∗ • v∗ = 0 auf ∂Mt, t ∈ [0, T ] zu
fordern. In der Tat folgt diese Bedingung bereits aus der Existenz der speziellen Diffeomorphismenfa-
milien aus Voraussetzungen 3.2, wie die folgende U¨berlegung zeigt: Zu t, t+ s ∈ [0, T ] und xt ∈ ∂Mt
ist Φt ◦ Φ−1t+s ◦ Φ∗t+s ◦ Φ∗−1t (xt) ∈ ∂Mt. Folglich ist ∂s(Φt ◦ Φ−1t+s ◦ Φ∗t+s ◦ Φ∗−1t (xt))|s=0 ∈ T∂Mt. Eine
leichte Rechnung liefert ∂s(Φt ◦Φ−1t+s ◦Φ∗t+s ◦Φ∗−1t (xt))|s=0 = v∗(xt). Damit folgt ν∗ •v∗ = 0 auf ∂Mt.
Falls die Fla¨che berandet ist, beno¨tigen wir im Zweidimensionalen eine zusa¨tzliche technische Vor-
aussetzung. Bei der Konstruktion der Galerkinfunktionen und bei der Konstruktion einer geeigneten
Folge von Testfunktionen ist es erforderlich, Funkionen auf einen anderen Zeitpunkt zu transformie-
ren. Um dann wieder zula¨ssige Testfunktionen zu erhalten, muss eine Bedingung an die Ableitung in
Konormalenrichtung am Rand beachtet werden. Dies gewa¨hrleistet die folgende zusa¨tzliche Voraus-
setzung.
Voraussetzung 3.3. (Voraussetzung am Rand) Sei M aus Voraussetzung 3.1 mit orthogonaler
Geschwindigkeitskomponente vn, a¨ußere Konormalen ν∗ und Weingarten-Abbildung K. Falls d = 2
so bezeichnen wir mit e∗ den durch die induzierte Orientierung eindeutig bestimmten Einheitstangen-
tialenvektor des Randes. Dann setzen wir fu¨r alle t ∈ [0, T ] voraus: vnν∗ •Ke∗ = 0 auf ∂Mt.
Voraussetzung 3.3 ist z.B. erfu¨llt, wenn ∂Mt fu¨r alle t ∈ [0, T ] eine Hauptkru¨mmungslinie von Mt ist
oder falls vn = 0 fu¨r alle t ∈ [0, T ]. Wir bescha¨ftigen uns mit folgendem starken Problem.
Definition 3.4. (Starke Formulierung) Gesucht ist eine Funktion % : M −→ R, die folgendes
Anfangsrandwertproblem lo¨st:
∂Mt %− vnk%+ divM (J(%)) = 0 auf M,
ν∗ • ∇M% = ν∗ • J(%) = 0 auf ∂Mt, t ∈ [0, T ],
%(0) = %0 auf M0.
Dabei sind Fluss J und Druck p in Abha¨ngigkeit von % wie folgt definiert:
J(%) = m(%)(−∇Mp(%) + a(%)∇Mk) + %v∗,
p(%) = −k − %|K|2 −∆M%.
Es bezeichnet k die mittlere Kru¨mmung und K die Weingarten-Abbildung von M . Mit |K| bezeichnen
wir die Euklidische Norm von K.
Wir werden eine Familie von Mobilita¨ten zulassen. Da physikalische Lo¨sungen nichtnegativ sind,
macht es Sinn bei 0 nach unten hin zu beschra¨nken.
Voraussetzung 3.5. (Voraussetzung an den Mobilita¨tskoeffizient) Wir setzen voraus, dass
der Mobilita¨tskoeffizient m : R −→ R die folgende Struktur hat:
m(s) =
{
sn falls s > 0,
0 falls s ≤ 0,
mit einem Exponenten 1 ≤ n ≤ 4. Ebenfalls zugelassen ist die Mobilita¨t des Navier-Slip Falls:
m(s) =
{
1
3s
3 + C−1s2 falls s > 0,
0 falls s ≤ 0,
mit einer Konstanten C−1 > 0.
Kompliziertere Mobilita¨ten sind ebenfalls denkbar. Im Fall einer bewegten Fla¨che muss jedoch Lemma
3.45, das man bei evolvierenden Fla¨chen bei der mathematischen Entropieabscha¨tzung beno¨tigt, im
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konkreten Fall nachgepru¨ft werden. Matrixwertige Mobilita¨ten (beispielsweise von anisotropen Slip-
Koeffizienten C−1) sind nicht zugelassen, da fu¨r die mathematische Entropieabscha¨tzung die Mobilita¨t
als Skalares invertiert wird. Prinzipiell ko¨nnen die Slip-Koeffizienten von (x, t) abha¨ngen, was wir hier
jedoch nicht beru¨cksichtigen. Wir geben dafu¨r in Proposition 5.2 eine Beweisidee.
Bei der Herleitung der Erhaltungsgleichung in Kapitel 2 haben wir gesehen, dass Gradienten der
Kru¨mmung zu ho¨herer Ordnung eingehen. Dabei tritt ein zur Mobilita¨t zusa¨tzlicher matrixwertiger
Vorfaktor des Kru¨mmungsgradienten auf.
Voraussetzung 3.6. (Voraussetzung an den matrixwertigen Faktor) Wir setzen voraus, dass
a :M ×R −→ R(d+1)×(d+1) eine Carathe´odory-Funktion und lokal Lipschitz-stetig in der s-Variablen
ist, sowie folgender zusa¨tzlichen Wachstumsbedingung genu¨gt. Es gebe eine Konstante C > 0, so dass
fu¨r alle s ∈ R und fu¨r fast alle x ∈M gilt:
|a(x, s)| ≤ C(1 + |s|).
Zur Definition einer Carathe´odory-Funktion siehe z.B. [Ru˚z]. Im konkreten Fall ist fu¨r die No-Slip
Bedingung a(s) = 12s(kId + K) und fu¨r die Navier-Slip Bedingung a(s) =
1
2 s
2
s+3C−1 (kId + K) falls
s ≥ 0 und in beiden Fa¨llen a(s) = 0 falls s ≤ 0 gegeben. Also ist in beiden Fa¨llen Voraussetzung 3.6
aufgrund der Beschra¨nktheit der Kru¨mmung aus Voraussetzung 3.1 erfu¨llt. Die Voraussetzungen an
die Anfangswerte werden wir derart stellen, dass Anfangsenergie und mathematische Anfangsentropie
endlich sind. Die Energie wird durch die H1-Norm kontrolliert, und kontrolliert unter zusa¨tzlichen
Bedingungen ebenfalls die H1-Norm. Die mathematische Entropie ist gegeben als zweifache Stamm-
funktion der inversen Mobilita¨t.
Definition 3.7. (Mathematische Entropie) Sei A > 0 beliebig. Dann definieren wir zur Mobilita¨t
m aus Definition 3.5 fu¨r s > 0:
g(s) =
∫ s
A
1
m(r)
dr, G(s) =
∫ s
A
g(r)dr.
Wie schon in Kapitel (1) erwa¨hnt, bezeichnen wir die, in der Literatur du¨nner Filme u¨blicherweise
als Entropie bezeichnete, Gro¨ße G in dieser Arbeit als mathematische Entropie. Im hier betrachteten
isothermen Fall werden wir eine Abscha¨tzung der freien Energie zeigen, die in unserer Situation mit der
Oberfla¨chenenergie u¨bereinstimmt. Die Abscha¨tzung der mathematischen Energie dient uns daru¨ber
hinaus um zusa¨tzliche Abscha¨tzungen der Lo¨sungen zu erhalten.
Voraussetzung 3.8. (Voraussetzung an die Anfangswerte) Die Anfangswerte %0 : M0 −→ R
seien nichtnegativ und wir setzen voraus, dass %0 ∈ H1(M0) mit ‖G(%0)‖L1(M0) <∞.
Es bezeichne R =
∫
M0
%0dHd die Gesamtmasse von %0.
Definition 3.9. (Sobolev-Ra¨ume auf evolvierenden Fla¨chen) Sei 1 ≤ p, q ≤ ∞ und d,m ∈ N.
Sei M eine d-dimensionale, orientierte, evolvierende Fla¨che der Klasse C0(Cm) mit Normale n und
mittlerer Kru¨mmung k. Wir sagen, dass w ∈ Lq(Wm,p(M)) falls w :M −→ R messbare Funktion ist
mit w(t) ∈Wm,p(Mt) fu¨r fast alle t ∈ [0, T ] und falls gelte:
‖w‖Lq(Wm,p(M)) :=
(∫ T
0
‖w(t)‖qWm,p(Mt)dt
) 1
q
<∞.
Zur Definition von Sobolev-Ra¨umen auf Fla¨chen, etwa Wm,p(Mt) fu¨r t ∈ [0, T ], siehe z.B. [Aub].
Falls M von der Klasse C1(Cm) ist mit Normalengeschwindigkeit vnn, definieren wir weiterhin: Wir
sagen, dass w ∈ W 1,q(Wm,p(M)) falls w ∈ Lq(Wm,q(M)) und es existiert eine Funktion ∂Mt w ∈
Lq(Wm,q(M)), so dass:∫ T
0
∫
Mt
∂Mt wζdHddt = −
∫ T
0
∫
Mt
w(∂Mt ζ − ζvnk)dHddt
fu¨r alle Funktionen ζ ∈ C1(M) mit ζ(0) = ζ(T ) = 0 und ζ(t) = 0 auf ∂Mt, t ∈ [0, T ].
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Definiere zu t ∈ [0, T ] den elliptischen und homogenen Lo¨sungsraum:
V t =
{
% ∈ H3(Mt)|
∫
Mt
%dHd = R und ν∗•∇M% = 0 f.u¨. auf ∂Mt
}
,
V t0 =
{
ζ ∈ H3(Mt)|
∫
Mt
ζdHd = 0 und ν∗•∇Mζ = 0 f.u¨. auf ∂Mt
}
.
Wir schreiben oft ∇M anstelle von ∇Mt wenn klar ist, um welchen Zeitpunkt es sich handelt. Definiere
die u¨ber dem Zeitintervall [0, T ] integrierten Lo¨sungsra¨ume:
L2(V ) = {% ∈ L2(H3(M))| %(t) ∈ V t fu¨r fast alle t ∈ [0, T ]},
L2(V0) = {ζ ∈ L2(H3(M))| ζ(t) ∈ V t0 fu¨r fast alle t ∈ [0, T ]}.
Wir werden die geeigneten Approximationsprobleme u¨ber die folgenden Mobilita¨ten definieren:
Definition 3.10. (Approximierende Mobilita¨ten) Zu β, δ > 0 und den Mobilita¨ten m aus Defi-
nition 3.5 definieren wir:
mβ(s) =
m(s)
1 + βm(s)
,
mβδ(s) =
{
mβ(s+ δ), falls s ≥ 0,
mβ(δ), falls s ≤ 0.
Die Regularisierung erfolgt leicht anders als im klassischen Fall, um den Beweis von Lemma 3.45 zu
vereinfachen. Dennoch sehen wir ein, dass 0 ≤ mβ(s) ≤ Cβ und 0 < cδ ≤ mβδ(s) ≤ Cβ .
Definition 3.11. (Elliptische Operatoren) Zu β, δ > 0 definieren wir fu¨r t ∈ [0, T ] den regulari-
sierten, elliptischen Operator Aβδt : V t −→ H1(Mt)∗ durch:
〈Aβδt (%), w〉H1(Mt) = −
∫
Mt
∇Mw •
(
mβδ(%)(−∇Mp(%) + a(%)∇Mk) + %v∗
)
dHd
fu¨r w ∈ H1(Mt). Wir definieren den auf dem Zeitintervall [0, T ] integrierten elliptischen Operator
Aβδ : L2(V ) −→ L2(H1(M))∗ durch:
〈〈Aβδ(%), w〉〉L2(H1(M)) =
∫ T
0
〈Aβδt (%(t)), w(t)〉H1(Mt)dt
fu¨r w ∈ L2(H1(M)).
Man sieht leicht mit Voraussetzung 3.1 und der Ho¨lder-Ungleichung ein, dass der oben definierte
Operator wohldefiniert ist. Eine mo¨gliche schwache Formulierung erha¨lt man, indem man die starke
Formulierung aus Definition 3.4 mit einer Testfunktion w multipliziert, partiell integriert und dabei
die Randwerte ausnutzt. Diese klassische schwache Formulierung werden wir im weiteren Verlauf als
schwache Formulierung (A) bezeichnen (siehe Definition 3.35). Um jedoch eine geeignete Energie-
abscha¨tzung zu bekommen, ist es erforderlich mit p = −k − %|K|2 − ∆M% oder wenigstens fu¨r eine
Hilfsabscha¨tzung mit −∆M% zu testen. Dazu muss diese Testfunktion bei einem Galerkin-Ansatz in
den jeweiligen Ansatzra¨umen sein, was im Gegensatz zum planaren Fall (siehe [Gr1] oder [EG]), wo
man eine Basis aus Eigenfunktionen des Laplace-Operators wa¨hlen kann, nicht der Fall sein wird.
Ebenfalls wird der Ansatz in [EG] nicht ans Ziel fu¨hren, da −k − %|K|2 nicht im Ansatzraum liegen
wird. Um dieses Problem zu umgehen, wa¨hlen wir eine andere schwache Formulierung (B) fu¨r die
Galerkin-Gleichungen. Wir testen fu¨r t ∈ [0, T ] zu einer Testfunktion ζ ∈ V t0 die starke Formulierung
aus Definition 3.4 mit w = −∆Mtζ und integrieren partiell. Dann wird die Galerkin-Lo¨sung %N , die
im Ansatzraum liegt, die geeignete Testfunktion fu¨r die Hilfsabscha¨tzung sein.
Bei der partiellen Integration tauchen keine Randterme auf und wir erhalten:
0 =
∫
Mt
(∇Mζ • ∇M∂Mt %−∇Mζ • (vnk∇M%+∇M (vnk)%)) dHd − 〈Aβδt (%),∆Mζ〉H1(Mt). (3.1.1)
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Um im Folgenden die Zeitableitung auf die Testfunktion zu u¨bertragen, mu¨ssen wir Ortsableitungen
mit Zeitableitungen vertauschen. Dies ist ohne Weiteres nicht mo¨glich, da M von der Zeit abha¨ngt.
Das folgende Vertauschungsresultat ist in integrierter Version in [DE1] zu finden. Ferner la¨sst es sich
folgern, wenn man die Formeln fu¨r Zeitableitungen der ersten Fundamentalform aus [How] und [FHO]
verwendet, die jedoch eine Substratbewegung fordern, die die Hauptkru¨mmungsrichtungen erha¨lt.
Eine eindimensionale Form fu¨r Kurven steht in [DKS].
Proposition 3.12. (Kommutator) Sei M ⊂ RN eine C2-evolvierende, orientierte Hyperfla¨che
mit Normale n, Weingarten-Abbildung K und Normalgeschwindigkeit vnn. Es existieren Diffeomor-
phismen wie in Voraussetzung 3.2, deren Regularita¨t wir hier als C2 fordern. So la¨sst sich eine Ge-
schwindigkeit v = v∗ + vnn festlegen, die wir in tangentialen und orthogonalen Anteil zerlegen. Fu¨r
f ∈ C2(M) gilt dann folgendes Vertauschungsresultat von ra¨umlichen Ableitungen mit den zeitlichen
Ableitungen aus Definition 2.5:
∇M∂Mt f = ∂Mt ∇Mf − vnK∇Mf − (∇Mvn • ∇Mf)n,
∇MD
M
Dt
f =
DM
Dt
∇Mf + ((PMDMv∗)T − vnK)∇Mf − (∇Mvn • ∇Mf + v∗ •K∇Mf)n.
Dabei bezeichnet PM = Id− n⊗ n die Projektion auf den Tangentialraum.
Beweis. Sei Ψ0 : D −→ M0 eine Kartenabbildung von M0. Definiere Ψ : D × [0, T ] −→ M durch
Ψt = Φ∗t ◦ Ψ0 mit dem Φ∗ aus Voraussetzung 3.2. Damit folgt ∂tΨt = v(t) ◦ Ψt. Weiterhin ist Ψt
Kartenabbildung von Mt mit Metrik gij(t) = ∂xiΨt • ∂xjΨt, G = (gij) und (gij) = G−1. Es la¨sst sich
dann der Gradient einer differenzierbaren Funktion f :M −→ R folgendermaßen darstellen:
(∇Mf) ◦Ψ =
N−1∑
i,j=1
gij∂xi(f ◦Ψ)∂xjΨ.
Damit ko¨nnen wir dann mit Proposition 2.6 rechnen:
(
DM
Dt
∇Mf) ◦Ψ = ∂t((∇Mf) ◦Ψ) = ∂t(
N−1∑
i,j=1
gij∂xi(f ◦Ψ)∂xjΨ)
=
N−1∑
i,j=1
(
∂t(gij)∂xi(f ◦Ψ)∂xjΨ+ gij∂xi∂t(f ◦Ψ)∂xjΨ+ gij∂xi(f ◦Ψ)∂xj (v◦Ψ)
)
. (?)
In [DE1] wurde gezeigt:
∂tg
ij = −
N−1∑
k,l=1
gikgjl(∂xk(v ◦Ψ) • ∂xlΨ+ ∂xl(v ◦Ψ) • ∂xkΨ).
Somit wird der erste Term in (?) zu:
N−1∑
i,j=1
∂t(gij)∂xi(f ◦Ψ)∂xjΨ = −
N−1∑
i,j,k,l=1
gikgjl
(
∂xk(v ◦Ψ) • ∂xlΨ+ ∂xl(v ◦Ψ) • ∂xkΨ
)
∂xi(f ◦Ψ)∂xjΨ
= −
N−1∑
k,l=1
[(∂ekv • el + ∂elv • ek)(∂ekf)el] ◦Ψt. (†)
Dabei ist ek, k = 1...N − 1 eine lokale Basis des Tangentialraums. Fu¨r den zweiten Term in (?) gilt
nach Proposition 2.6 und der Darstellung des Gradienten:
N−1∑
i,j=1
gij∂xi∂t(f ◦Ψ)∂xjΨ = (∇M
DM
Dt
f) ◦Ψ.
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Und schließlich fu¨r den dritten Term in (?):
N−1∑
i,j=1
gij∂xi(f ◦Ψ)∂xj (v◦Ψ) =
N−1∑
k=1
[(∂ekf)(∂ekv)] ◦Ψ.
Es ist:
N−1∑
k=1
(∂ekf)(∂ekv) =
N−1∑
k,l=1
(∂ekf)(el • ∂ekv)el +
N−1∑
k=1
(∂ekf)(n • ∂ekv)n
=
N−1∑
k,l=1
(∂ekf)(el • ∂ekv)el + (∇Mf • ∇Mvn + v∗ •K∇Mf)n. (††)
Beim Zusammenfassen fa¨llt der erste Term in (†) mit dem ersten Term in (††) weg und es folgt:
DM
Dt
(∇Mf) = −
N−1∑
k,l=1
(∂elv • ek)(∂ekf)el +∇M
DM
Dt
f + (∇Mf • ∇Mvn + v∗ •K∇Mf)n
= −(PMDMv)T∇Mf +∇MD
M
Dt
f + (∇Mf • ∇Mvn + v∗ •K∇Mf)n
Es ist dann (PMDMv)T = (PMDMv∗)T + (PM (−vnK + n⊗∇Mvn))T = (PMDMv∗)T − vnK weil
K symmetrisch ist. Damit folgt die zweite Behauptung. Die erste folgt analog mit Ψt = Φt ◦Ψ0 mit
∂tΦt = (vnn) ◦ Φt aus Voraussetzung 3.2.
Richtungsableitungen entlang der tangentialen Geschwindigkeit v∗ ko¨nnen a¨hnlich wie eine Zeitablei-
tung behandelt werden. Daher macht es Sinn auch das folgende Vertauschungsresultat bereitzustellen.
Proposition 3.13. (Kommutator fu¨r tangentiale Geschwindigkeit) Sei M ⊂ RN eine C2-
evolvierende, orientierte Hyperfla¨che mit Normale n, Weingarten-Abbildung K und Normalgeschwin-
digkeit vnn. Es existieren Diffeomorphismen wie in Voraussetzung 3.2, deren Regularita¨t wir hier als
C2 fordern. So la¨sst sich eine Geschwindigkeit v = v∗ + vnn festlegen, die wir in tangentialen und
orthogonalen Anteil zerlegen. Fu¨r f ∈ C2(M) gilt dann:
∇M (v∗ • ∇Mf) = (v∗ • ∇M )∇Mf + (PMDMv∗)T∇Mf − (v∗ •K∇Mf)n.
Dabei bezeichnet PM = Id− n⊗ n die Projektion auf den Tangentialraum.
Beweis. Folgt aus Proposition 3.12 indem wir beide Aussagen voneinander abziehen.
Um im Folgenden in Gleichung (3.1.1) die Zeitableitung auf die Testfunktion zu u¨bertragen, verwenden
wir zweimal Proposition 3.12 und das Transporttheorem fu¨r Fla¨chen 6.9:∫
Mt
∇Mζ • ∇M∂Mt %dHd =
∫
Mt
∇Mζ • (∂Mt ∇M%− vnK∇M%) dHd
=
d
dt
∫
Mt
∇Mζ • ∇M%dHd −
∫
Mt
∂Mt ∇Mζ • ∇M%dHd +
∫
Mt
∇Mζ • vn(kId−K)∇M%dHd
=
d
dt
∫
Mt
∇Mζ • ∇M%dHd −
∫
Mt
∇M∂Mt ζ • ∇M%dHd +
∫
Mt
∇Mζ • vn(kId− 2K)∇M%dHd.
Dabei verschwinden die Anteile in Normalenrichtung aus Proposition 3.12, da stets Skalarprodukte mit
tangentialen Gradienten gebildet werden. Ferner haben wir verwendet, dass K symmetrisch ist. Die
Zusatzterme werden wir im weiteren wie elliptische Terme behandeln. Daher macht es Sinn zusammen
mit den restlichen Termen aus 3.1.1 einen neuen elliptischen Operator zu definieren.
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Definition 3.14. (Elliptische Operatoren) Definiere zu β, δ > 0 fu¨r t ∈ [0, T ] den neuen ellipti-
schen Operator Bβδt : V t −→ (V t0 )∗ durch:
〈Bβδt (%), ζ〉V t0 = −
∫
Mt
∇Mζ • (2vnK∇M%+ %∇M (vnk))dHd − 〈Aβδt (%),∆Mζ〉H1(Mt)
fu¨r ζ ∈ V t0 . Entsprechend den auf dem Zeitintervall [0, T ] zeitintegrierten elliptischen Operator Bβδ :
L2(V ) −→ L2(V0)∗ durch:
〈〈Bβδ(%), ζ〉〉L2(V0) =
∫ T
0
〈Bβδt (%(t)), ζ(t)〉V t0 dt
fu¨r ζ ∈ L2(V0) .
Wie in Definition 3.11 folgt auch hier mit Voraussetzung 3.1 und der Ho¨lder-Ungleichung, dass die
Operatoren wohldefiniert sind. Da im parabolischen Teil oft das Skalarprodukt der H1(Mt)-Seminorm
vorkommen wird, definieren wir abku¨rzenderweise zu w1, w2 ∈ H1(Mt), t ∈ [0, T ]:
(w1, w2)Ht =
∫
Mt
∇Mw1 • ∇Mw2dHd.
Gleichung (3.1.1) haben wir somit umgeformt zu:
d
dt
(ζ(t), %(t))Ht − (∂Mt ζ(t), %(t))Ht + 〈Bβδt (%(t)), ζ(t)〉V t0 = 0.
Bei der Definition der Galerkin-Funktionen folgen wir dem Ansatz aus [DE1] bis auf eine kleine
Modifikation fu¨r die Mittelwerte der Ansatzfunktionen.
Definition 3.15. (Galerkin-Funktionen) Sei (ϕ0j )j∈N ein L
2(M0)-orthonormales System aus Ei-
genfunktionen von −∆M0 mit Neumann-Randwertbedingung und verschwindendem Mittelwert zu den
Eigenwerten (λj)j∈N. Sei Φt : M0 −→ Mt der Diffeomorphismus aus Definition 3.2. Zu j ∈ N setze
ϕtj = ϕ
0
j ◦ Φ−1t − ϕ¯tj fu¨r t ∈ [0, T ]. Dabei bezeichnet ϕ¯tj = −
∫
Mt
ϕ0j ◦ Φ−1t dHd den Mittelwert. Erga¨nze
fu¨r t ∈ [0, T ] das System um die ra¨umlich konstante Funktion ϕt0 = 1/
√Hd(Mt). Setze schließlich
XtN = Span(ϕ
t
j , j = 0...N) und zu t0 ∈ [0, T ]:
Ξt0N =
{
% :M −→ R| %(t) =
N∑
j=0
aj(t)ϕtj mit aj ∈ C1[0, t0], j = 0...N
}
.
Um zu zeigen, dass diese Ansatzfunktionen bei einem zweidimensionalen Substrat tatsa¨chlich im
Lo¨sungsraum liegen, ist es erforderlich das Transformationsverhalten der a¨ußeren Konormalen zu
untersuchen. Dazu wird das folgende Lemma von Bedeutung sein.
Lemma 3.16. (Zeitableitung von Tangentialvektoren des Randes) Sei M ⊂ R3 eine zwei-
dimensionale, orientierte, evolvierende Fla¨che der Klasse C2 mit Normalen n, Normalgeschwindig-
keitsvektor vnn sowie Weingarten-Abbildung K. Bezeichnen wir mit ν∗ die a¨ußere Konormale des
Randes und mit e∗ den Einheitstangentialenvektor des Randes (e∗ ist durch die induzierte Orientie-
rung eindeutig festgelegt). Es existiere eine Abbildung Φ : [0, T ] ×M0 −→ M der Klasse C2 derart,
dass Φt Diffeomorphismus von M0 nach Mt, t ∈ [0, T ] ist mit der Eigenschaft ∂tΦt = (vnn)◦Φt. Dann
berechnet sich die Zeitableitung von e∗ nach folgender Formel:
∂Mt e
∗ = −vn(ν∗ •Ke∗)ν∗ + (e∗ • ∇Mvn)n.
Beweis. Die Einschra¨nkung Φt|∂M0 : ∂M0 −→ ∂Mt ist ein orientierungserhaltender Diffeomorphis-
mus des Randes, daher bildet DM0Φt den Tangentialraum des Randes T∂M0 auf T∂Mt ab. Da
die Tangentialra¨ume des Randes eindimensional sind, folgt fu¨r die Einheitsbasisvektoren des Ran-
des e∗(t) ◦ Φt = c(t)DM0Φte∗(0) fu¨r c(t) = 1|DΦte∗(0)| > 0. Somit folgt fu¨r die Zeitableitung nach
Proposition 2.6 und anschließend nach der Kettenregel:
∂Mt (e
∗(t)) ◦ Φt = ∂t(e∗(t) ◦ Φt) = •c(t)DM0Φte∗(0) + c(t)DM0((vn(t)n(t)) ◦ Φt)e∗(0)
=
•
c(t)
c(t)
e∗(t) ◦ Φt + (−vn(t)K(t) + n(t)⊗∇Mtvn(t)) ◦ Φte∗(t) ◦ Φt.
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Transformieren wir die Gleichung mit Φ−1t auf Mt und multiplizieren mit e∗(t) so folgt:
0 = e∗(t) • ∂Mt e∗(t) =
•
c(t)
c(t)
◦ Φ−1t − vn(t)e∗(t) •K(t)e∗(t).
Damit ko¨nnen wir
•
c(t)
c(t) in die obige Gleichung einsetzen und erhalten, wenn wir die Zeitargumente
nicht mehr fu¨hren:
∂Mt e
∗ = vn(e∗ •Ke∗)e∗ − vnKe∗ + (∇Mvn • e∗)n
= −vn(ν∗ •Ke∗)ν∗ + (∇Mvn • e∗)n
Hierbei haben wir im letzten Schritt noch einmal ausgenutzt, dass e∗ und ν∗ an ∂Mt eine lokale
Orthonormalbasis von TMt bilden.
Voraussetzung 3.3 wird in folgender Proposition verwendet. Sie stellt sicher, dass die Randbedingung
fu¨r die Richtungsableitung in Konormalenrichtung bei Transformationen erhalten bleibt.
Proposition 3.17. (Transformation der a¨ußeren Konormalen) Sei M wie in Voraussetzung
3.1 und 3.3 mit Diffeomorphismen Φt :M0 −→Mt wie in Definition 3.2. Zu t ∈ [0, T ] bezeichne ν∗(t)
die a¨ußere Konormale an ∂Mt. Dann bildet DM0Φt : Span(ν∗(0)) −→ Span(ν∗(t)) ab.
Beweis. Bezeichnen wir mit e∗(t) den Einheitstangentialenvektor des Randes ∂Mt (Es ist e∗(t) durch
die auf dem Rand induzierte Orientierung eindeutig bestimmt). Der Bildraum von DM0Φt ist gegeben
durch TMt = Span(e∗(t), ν∗(t)) und e∗(t), ν∗(t) sind orthonormal. Um zu zeigen, dass DM0Φtν∗(0)
ein Vielfaches von ν∗(t) ist, reicht es zu zeigen, dass 0 = e∗(t) ◦ Φs • DM0Φtν∗(0) oder a¨quivalent
0 = ν∗(0) • (DM0Φt)T e∗(t) ◦ Φs. Dazu berechnen wir nach dem Hauptsatz und anschließend mit
Proposition 2.6:
(DM0Φt)T e∗(t) ◦ Φs = e∗(0) +
∫ t
0
d
ds
((DM0Φs)T e∗(s) ◦ Φs)ds
= e∗(0) +
∫ t
0
(DM0((vnn) ◦ Φs))T e∗(s) + (DM0Φs)T (∂Ms e∗(s)) ◦ Φsds.
Es ist nach der Kettenregel und weil K symmetrisch ist:
(DM0((vnn) ◦ Φs))T = (DM0Φs)T (−vnK + n⊗∇Mvn)T ◦ Φsds
= (DM0Φs)T (−vnK +∇Mvn ⊗ n) ◦ Φs.
In Proposition 3.16 hatten wir die Zeitableitung des Tangentialvektors des Randes berechnet:
∂Ms e
∗ = −vn(ν∗ ⊗ ν∗)Ke∗ + (e∗ • ∇Mvn)n.
Damit folgt, wenn wir den Zeitparameter s im Integral nicht mehr fu¨hren:
(DM0Φt)T e∗(t) ◦ Φs = e∗(0) +
∫ t
0
(DM0Φs)T ((−vnK +∇Mvn ⊗ n− vn(ν∗ ⊗ ν∗)K)e∗) ◦ Φsds
+
∫ t
0
(DM0Φs)T ((e∗ • ∇Mvn)n) ◦ Φsds.
Der Term mit (∇Mvn ⊗ n)e∗ im ersten Integral verschwindet, da n und e∗ senkrecht stehen. Multi-
plizieren wir die Gleichung mit ν∗(0) so folgt:
ν∗(0) • (DM0Φt)T e∗(t) ◦ Φs =−
∫ t
0
ν∗(0) • (DM0Φs)T ((vnK + vn(ν∗ ⊗ ν∗)K)e∗) ◦ Φsds
+
∫ t
0
ν∗(0) • (DM0Φs)T ((e∗ • ∇Mvn)n) ◦ Φsds.
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Das zweite Integral verschwindet, da DM0Φsν∗(0) ∈ TMs und daher senkrecht zu n(s) steht. Im
ersten fassen wir die Kru¨mmungsterme zusammen, indem wir wieder verwenden, dass e∗(s), ν∗(s) ein
lokales Orthonormalsystem von TMs bilden, und erhalten:
ν∗(0) • (DM0Φt)T e∗(t) ◦ Φs = −
∫ t
0
ν∗(0) • (DM0Φs)T (vn(e∗ ⊗ e∗ + 2ν∗ ⊗ ν∗)Ke∗) ◦ Φsds.
Nach Voraussetzung 3.3 verschwindet vnν∗ •Ke∗ auf ∂Mt. Somit ko¨nnen wir abscha¨tzen:
|ν∗(0) • (DM0Φt)T e∗(t) ◦ Φs| ≤
∫ t
0
|ν∗(0) • (DM0Φs)T e∗(s) ◦ Φs|F (s)ds,
mit F (s) = |vn(s)e∗(s)•K(s)e∗(s)|◦Φs. Die Behauptung folgt dann mit dem Lemma von Gronwall.
Damit lassen sich alle wesentlichen Eigenschaften der Galerkin-Funktionen zeigen.
Proposition 3.18. (Eigenschaften der Ansatzfunktionen) Sei M wie in Voraussetzung 3.1, 3.2
und 3.3. Dann besitzen die Galerkin-Funktionen aus Definition 3.15 folgende Eigenschaften:
1. (ϕ0j )j≥0 ist ein vollsta¨ndiges ON-System in L
2(M0). Fu¨r j ≥ 1 gilt fu¨r die zugeho¨rigen Eigen-
werte λj > 0.
2. Es gilt ∂Mt ϕtj = const(t) fu¨r j ≥ 0.
3. Fu¨r j ≥ 0 gilt ν∗ • ∇Mϕtj = 0 auf ∂Mt fu¨r t ∈ [0, T ].
4.
∫
Mt
ϕtjdHd = 0 fu¨r j ≥ 1 fu¨r t ∈ [0, T ].
Beweis. 1. Folgt nach dem Spektralsatz (siehe [Tay]).
2. Mit Proposition 2.6:
(∂Mt ϕ
t
j) ◦ Φt = ∂t(ϕtj ◦ Φt) = ∂tϕ0j − ∂t(−
∫
Mt
ϕ0j ◦ Φ−1t dHd).
Auf der rechten Seite verschwindet der erste Term und der zweite ist eine (zeitabha¨ngige)
ra¨umliche Konstante.
3. Es ist:
ν∗(t) • ∇Mtϕtj = ν∗(t) • (DMtΦ−1t )T (∇M0ϕ0j ) ◦ Φ−1t = DMtΦ−1t ν∗(t) • (∇M0ϕ0j ) ◦ Φ−1t .
Ferner ist nach Proposition 3.17 ν∗(t) ◦ Φt = c(t)DM0Φtν∗(0) mit c(t) = 1|DM0Φtν∗(0)| . Weil
(DMtΦ−1t ) ◦ Φt die inverse Abbildung zu DM0Φt ist folgt (DMtΦ−1t ν∗(t)) ◦ Φt = c(t)ν∗(0).
Damit folgt die Behauptung aus der Neumann-Randwertbedingung der ϕ0j .
4. Der Mittelwert von ϕtj verschwindet nach Konstruktion fu¨r j ≥ 1.
In [DE1] hat man davon profitiert, dass die dortigen Galerkin-Ansatzfunktionen die Eigenschaft
∂Mt ϕ
t
j = 0 (in unserer Notation) erfu¨llen. In unserem Fall gilt dies nicht, die Zeitableitungen sind
jedoch ra¨umlich konstante Funktionen. Da wir die parabolischen Terme im Skalarprodukt der H1-
Seminorm formulieren, fallen die entsprechenden Terme ebenfalls weg. Weiterhin erfu¨llen auch die Gra-
dienten der Ansatzfunktionen zum Zeitpunkt t = 0 eine Orthogonalita¨tsrelation in der H1-Seminorm,
was noch ha¨ufiger von Nutzen sein wird.
Proposition 3.19. (Orthogonalsystem der Gradienten) SeiM0 eine C2-Fla¨che. Sei (ϕ0j )j∈N ein
L2(M0)-orthonormales System aus Eigenfunktionen von −∆M0 mit Neumann-Randwertbedingung zu
den Eigenwerten (λj)j∈N. Dann ist ( 1√
λj
∇M0ϕ0j )j∈N ein Orthonormalsystem von L2(M0;RN ).
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Beweis. Nach partieller Integration fu¨r j, l ∈ N:∫
M0
1√
λl
1√
λj
∇M0ϕ0l • ∇M0ϕ0jdHd = −
∫
M0
1√
λl
1√
λj
∆M0ϕ0lϕ
0
jdHd =
√
λl√
λj
∫
M0
ϕ0lϕ
0
jdHd = δlj .
Um Existenztheorie fu¨r gewo¨hnliche Differentialgleichungen fu¨r die Galerkin-Gleichungen zu verwen-
den, mu¨ssen wir Invertierbarkeit der Steifigkeitsmatrix vor dem Zeitableitungsterm zeigen. Um spa¨ter
Fortsetzbarkeit der Lo¨sungen zu bekommen, zeigen wir Invertierbarkeit fu¨r alle Zeiten.
Lemma 3.20. (Die Steifigkeitsmatrix ist invertierbar) Sei N ∈ N. Zu t ∈ [0, T ] definiere
ausgehend von den Galerkin-Funktionen ϕtj aus Definition 3.15 die Matrix:
Bjl(t) =
∫
Mt
∇Mtϕtj • ∇MtϕtldHd, j, l = 1...N.
Dann ist diese Matrix fu¨r alle t ∈ [0, T ] symmetrisch und positiv definit, also invertierbar.
Beweis. Symmetrie ist klar. Sei ξ ∈ RN . Dann betrachte
ξ •B(t)ξ =
N∑
j,l=1
ξjξlBjl(t) =
∫
Mt
N∑
l=1
(
N∑
j=1
ξj∇Mtϕtj) • ξl∇MtϕtldHd
=
∫
Mt
(
N∑
j=1
ξj∇Mtϕtj) • (
N∑
l=1
ξl∇Mtϕtl)dHd =
∫
Mt
|
N∑
j=1
ξj∇Mtϕtj |2dHd ≥ 0.
Damit ist die Matrix nichtnegativ definit. Sei nun ξ •B(t)ξ = 0. Dann folgt nach dem Transformati-
onssatz 6.8 und der Kettenregel:
0 =
∫
Mt
|
N∑
j=1
ξj∇Mtϕtj |2dHd =
∫
M0
|
N∑
j=1
ξj(DMtΦ−1t )
T ◦ Φt∇M0ϕ0j |2JΦtdHd.
Dabei haben wir die Definition der Galerkinfunktionen 3.15 verwendet. Der abgezogene Mittelwert
verschwindet dabei unter dem Gradienten. Der Integrand ist nichtnegativ, also folgt fast u¨berall:
0 = |∑Nj=1 ξj(DMtΦ−1t )T ◦ Φt∇M0ϕ0j |2JΦt. Die Jacobische ist positiv auf Mt. Damit folgt dann:
0 =
N∑
j=1
ξj(DMtΦ−1t )
T ◦ Φt∇M0ϕ0j = (DMtΦ−1t )T ◦ Φt
N∑
j=1
ξj∇M0ϕ0j .
Es ist Φt ein Diffeomorphismus, also ist die Matrix (DMtΦ−1t )T ◦ Φt invertierbar, somit folgt fast
u¨berall auf Mt: 0 =
∑N
j=1 ξj∇M0ϕ0j . Multiplizieren wir diese Gleichung mit ∇M0ϕ0l , l = 1...N und
integrieren u¨ber M0, dann folgt mit Proposition 3.19:
0 =
N∑
j=1
ξj
∫
M0
∇M0ϕ0j •∇M0ϕ0l dHd=
N∑
j=1
ξj
√
λj
√
λl
∫
M0
∇M0ϕ0j√
λj
•∇
M0ϕ0l√
λl
dHd=
N∑
j=1
ξj
√
λj
√
λlδjl = ξlλl.
Schließlich verwenden wir, dass die Eigenwerte λl fu¨r l ≥ 1 positiv sind und folgern ξ = 0.
Damit la¨sst sich lokale Existenz in der Zeit fu¨r die Galerkin-Gleichungen zeigen.
Satz 3.21. (Existenz von Galerkin-Lo¨sungen) Seien β, δ > 0. Sei Bβδ der elliptische Operator
aus Definition 3.14. Unter den getroffenen Voraussetzungen existiert fu¨r alle N ∈ N ein 0 < T ∗N ≤ T
und genau ein %N ∈ ΞT
∗
N
N im Ansatzraum aus Definition 3.15, so dass fu¨r alle t ∈ [0, T ∗N ] die folgende
Galerkin-Gleichung erfu¨llt ist:
d
dt
(ζ(t), %N (t))Ht − (∂Mt ζ(t), %N (t))Ht + 〈Bβδt (%N (t)), ζ(t)〉V t0 = 0 fu¨r alle ζ ∈ Ξ
T∗N
N .
3.1 Galerkin-Approximation 45
Beweis. Wir machen den Ansatz:
%N (t) =
N∑
j=0
aNj (t)ϕ
t
j (3.1.2)
und wa¨hlen als Startwerte aNj (0) = (%0, ϕ
0
j )L2(M0), j ≤ N . Wenn wir ζ = ϕtl , l = 1...N in der Behaup-
tung setzen, so haben wir nach Proposition 3.18 zu lo¨sen:
d
dt
(ϕtl , %N )Ht + 〈Bβδt (%N ), ϕtl〉V t0 = 0 fu¨r l = 1...N.
Hierbei haben wir benutzt, dass die Ausdru¨cke ∂Mt ϕtj ra¨umlich konstante Funktionen sind und daher
im Skalarprodukt der H1-Seminorm verschwinden. Dies ist mit dem Ansatz von %N nichts anderes
als:
0 =
d
dt
( N∑
j=1
aNj (t)(ϕ
t
j , ϕ
t
l)Ht
)
+ 〈Bβδt (%N ), ϕtl〉V t0
=
N∑
j=1
d
dt
aNj (t)(ϕ
t
j , ϕ
t
l)Ht +
N∑
j=1
aNj (t)
d
dt
(ϕtj , ϕ
t
l)Ht + 〈Bβδt (%N ), ϕtl〉V t0 .
Dies ist ein System von N gewo¨hnlichen Differentialgleichungen mit den Unbekannten aNj , j = 1...N .
Die Information u¨ber die Gesamtmasse von %N (t), t ∈ [0, T ] ist nach dem Ansatz in (3.1.2) und
nach der Wahl der Galerkinfunktionen aus Definition 3.15 im Koeffizienten aN0 (t) enthalten. Um eine
Lo¨sung %N mit konstanter Gesamtmasse R zu erhalten, sollte erfu¨llt sein:
R =
∫
Mt
%N (t)dHd = aN0 (t)
∫
Mt
ϕt0dHd = aN0 (t)
√
Hd(Mt).
Wir definieren daher aN0 (t) = R/
√Hd(Mt) und setzen dies im obigen System gewo¨hnlicher Differen-
tialgleichungen ein. Die Steifigkeitsmatrix Bjl(t) = (ϕtj , ϕ
t
l)Ht ist nach Lemma 3.20 fu¨r alle t ∈ [0, T ]
invertierbar. Aus den Voraussetzungen 3.1 und 3.6 folgt, dass die u¨brigen Ausdru¨cke stetig und lokal
Lipschitz sind. Also existieren nach dem Satz von Picard eindeutige Lo¨sungen aNj ∈ C1([0, T ∗N ]) fu¨r
N ∈ N mit T ∗N > 0. Sei nun ζ ∈ ΞT
∗
N
N eine Testfunktion mit der Darstellung ζ =
∑N
l=1 b
N
l (t)ϕ
t
l . U¨ber
die Gleichung summieren ergibt:
N∑
l=1
bNl (t)
d
dt
(ϕtl , %N )Ht + 〈Bβδt (%N ), ζ〉V t0 = 0.
Dies ist nichts anders als
d
dt
(ζ, %N )Ht −
∫
Mt
N∑
l=1
d
dt
bNl (t)∇Mϕtl • ∇M%NdHd + 〈Bβδt (%N ), ζ〉V t0 = 0.
Wegen ∂Mt ϕtj = const(t) ist dies a¨quivalent zu:
d
dt
(ζ, %N )Ht − (∂Mt ζ, %N )H1t + 〈Bβδt (%N )ζ〉V t0 = 0.
Energieabscha¨tzung
Um im folgenden Abschnitt eine mathematische Energieabscha¨tzung fu¨r die Galerkin-Approximation
zu erhalten, wa¨hlen wir die zula¨ssige Testfunktion ζ = %N ∈ ΞT
∗
N
N . Um eine mo¨glichst gute Abscha¨tzung
in den Normen der Kru¨mmung und Geschwindigkeit zu bekommen, verwenden wir fu¨r t ∈ [0, T ] die
Sobolevsche Einbettung W 1,2(Mt) ↪→ Lp(Mt) fu¨r p <∞ und W 1,q(Mt) ↪→ L∞(Mt) fu¨r q > 2 in phy-
sikalischen Raumdimensionen d = 1, 2. Die Abscha¨tzungskonstante der Einbettung kann unabha¨ngig
von t ∈ [0, T ] gewa¨hlt werden aufgrund von Voraussetzung 3.2 an M mit dem Transformationssatz
6.8 und der Kettenregel.
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Satz 3.22. (Mathematische Energieabscha¨tzung) Sei β, δ > 0 und N ∈ N. Unter den getroffenen
Voraussetzungen erfu¨llen die Lo¨sungen %N ∈ ΞT
∗
N
N aus Satz 3.21 auf dem Lo¨sungsintervall [0, T
∗
N ] die
folgende Abscha¨tzung:
1
2
esssup
t∈[0,T∗N ]
‖%N (t)‖2H1(Mt) +
1
2
∫ T∗N
0
∫
Mt
mβδ(%N (t))|∇M∆M%N (t)|2dHddt ≤ Cβ .
Dabei ist die Konstante Cβ > 0 von N ∈ N und δ > 0 unabha¨ngig und ha¨ngt fu¨r ein ² > 0 von den
Normen v∗ ∈ L1(W 2,2+²(M)), vn ∈ L2(W 1,2+²(M)) und K ∈ L4(W 1,2+²(M)) ab.
Beweis. Es ist %N ∈ ΞT
∗
N
N , daher ist es in Satz 3.21 zugelassen, ζ = %N zu setzen. Damit ergibt sich:
d
dt
‖∇M%N (t)‖2L2(Mt) − (∂Mt %N (t), %N (t))Ht + 〈Bβδt (%N (t)), %N (t)〉V t0 = 0.
Von nun an fu¨hren wir die Zeitargumente nicht mehr gesondert auf. Fu¨r den zweiten Term gilt dann
nach Proposition 3.12 und dem Transporttheorem fu¨r Fla¨chen 6.9:
−
∫
Mt
∇M∂Mt %N • ∇M%NdHd = −
1
2
∫
Mt
(∂Mt |∇M%N |2 − vn∇M%N •K∇M%N )dHd
= −1
2
d
dt
‖∇M%N‖2L2(Mt) +
∫
Mt
vn∇M%N • (−12kId+K)∇
M%NdHd.
Die Randterme verschwinden, da nach Voraussetzung 3.2 ν∗ • v∗ = 0 auf ∂Mt, t ∈ [0, T ] gilt. Den
zweiten Term bringen wir auf die rechte Seite und scha¨tzen mit der Ho¨lder-Ungleichung ab:∣∣∣ ∫
Mt
vn∇M%N • (−12kId+K)∇
M%NdHd
∣∣∣ ≤ C‖vn‖L∞(Mt)‖K‖L∞(Mt)‖%N‖2H1(Mt).
Diesen Term kontrolliert spa¨ter das Gronwall-Lemma. Fu¨r den elliptischen Term rechnen wir:
〈Bβδt (%N ), %N 〉V t0 =
∫
Mt
(mβδ(%N )(−∇Mp+ a(%N )∇Mk) + v∗%N ) • ∇M∆M%NdHd
−
∫
Mt
∇M%N • (2vnK∇M%N + %N∇M (vnk))dHd
=
∫
Mt
mβδ(%N )|∇M∆M%N |2dHd −
∫
Mt
∇M%N • (2vnK∇M%N + %N∇M (vnk))dHd
+
∫
Mt
(
mβδ(%N )∇M (k + %N |K|2) +mβδ(%N )a(%N )∇Mk + %Nv∗
)
•∇M∆M%NdHd.
Das erste Integral ist der nichtnegative Term in der Abscha¨tzung. Das zweite Integral bringen wir auf
die rechte Seite und scha¨tzen zu ² > 0 mit der Ho¨lder-Ungleichung ab:∣∣∣ ∫
Mt
∇M%N • (2vnK∇M%N + %N∇M (vnk))dHd
∣∣∣ ≤ C‖vn‖L∞(Mt)‖K‖L∞(Mt)‖%N‖2H1(Mt)
+‖%N‖H1(Mt)
(
‖vn‖W 1,2+²(Mt)‖k‖L∞(Mt) + ‖k‖W 1,2+²(Mt)‖vn‖L∞(Mt)
)
‖%N‖
L
4+2²
² (Mt)
≤ C‖vn‖W 1,2+²(Mt)‖K‖W 1,2+²(Mt)‖%N‖2H1(Mt).
Hierbei haben wir im zweiten Schritt die Sobolevsche Einbettung verwendet. Wir erhalten einen
weiteren Gronwall-Term. Als na¨chstes behandeln wir den v∗-Term. Dazu integrieren wir zweimal
partiell. Es entstehen keine Randterme, da ν∗ • v∗ = 0 nach Voraussetzung 3.2 und ν∗ • ∇M%N = 0
erfu¨llt ist.∫
Mt
%Nv
∗ • ∇M∆M%NdHd = −
∫
Mt
divM (v∗)%N∆M%NdHd −
∫
Mt
v∗ • ∇M%N∆M%NdHd
=
∫
Mt
divM (v∗)|∇M%N |2dHd +
∫
Mt
∇MdivM (v∗) • %N∇M%NdHd +
∫
Mt
∇M (v∗•∇M%N ) • ∇M%NdHd.
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Die ersten beiden Integrale scha¨tzen wir zu ² > 0 mit der Ho¨lder-Ungleichung ab:∣∣∣ ∫
Mt
divM (v∗)|∇M%N |2dHd
∣∣∣+ ∣∣∣ ∫
Mt
∇MdivM (v∗) • %N∇M%NdHd
∣∣∣
≤ ‖v∗‖W 1,∞(Mt)‖%N‖2H1(Mt) + ‖v∗‖W 2,2+²(Mt)‖%N‖L 4+2²² (Mt)‖%N‖H1(Mt)
≤ C‖v∗‖W 2,2+²(Mt)‖%N‖2H1(Mt).
Hierbei haben wir im zweiten Schritt wieder die Sobolevsche Einbettung verwendet. Wir erhalten
einen weiteren Gronwall-Term. Im verbleibenden Ausdruck ko¨nnen wir mit Proposition 3.13 Gradient
∇M und Richtungsableitung v∗ • ∇M vertauschen und so den letzten Term anschließend mit der
Kettenregel und dann mit partieller Integration auf Fla¨chen aus Satz 6.10 weiter behandeln:∫
Mt
∇M (v∗•∇M%N ) • ∇M%NdHd =
∫
Mt
(v∗•∇M )∇M%N • ∇M%N +∇M%N • (PMDMv∗)S∇M%NdHd
=
∫
Mt
1
2
(v∗ • ∇M )|∇M%N |2 +∇M%N • (PMDMv∗)S∇M%NdHd
=
∫
Mt
−1
2
divM (v∗)|∇M%N |2 +∇M%N • (PMDMv∗)S∇M%NdHd.
Damit ko¨nnen wir also den v∗-Term auf die rechte Seite bringen und folgendermaßen abscha¨tzen:∣∣∣ ∫
Mt
v∗ • %N∇M∆M%NdHd
∣∣∣ ≤ C‖v∗‖W 2,2+²(Mt)‖%N‖2H1(Mt).
Die verbleibenden Terme im elliptischen Teil bringen wir ebenfalls auf die rechte Seite und scha¨tzen
mit der Young-Ungleichung ab:∣∣∣ ∫
Mt
(
mβδ(%N )∇M (k + %N |K|2) +mβδ(%N )a(%N )∇Mk
)
• ∇M∆M%NdHd
∣∣∣
≤ 1
2
∫
Mt
mβδ(%N )|∇M (k + %N |K|2) + a(%N )∇Mk|2dHd + 12
∫
Mt
mβδ(%N )|∇M∆M%N |2dHd.
Es la¨sst sich der zweite Term in den positiven Term auf der linken Seite absorbieren. Fu¨r den Rest
verwenden wir an dieser Stelle die Wachstumsbedingung aus Voraussetzung 3.6 der Koeffizienten
a(s) und die Beschra¨nktheit der Mobilita¨ten mβδ aus Definition 3.10 und scha¨tzen zu ² > 0 mit der
Ho¨lder-Ungleichung ab:∫
Mt
mβδ(%N )|∇M (k + %N |K|2) + a(%N )∇Mk|2dHd
≤ Cβ
(
1 + ‖k‖2H1(Mt) + ‖K‖4L∞(Mt) + ‖K‖2W 1,2+²(Mt)‖K‖2L∞(Mt)
)
(1 + ‖%N‖2H1(Mt)).
Hierbei haben wir wieder die Sobolevsche Einbettung auf %N angewendet. Damit erhalten wir insge-
samt, wenn wir zu N ∈ N u¨ber [0, t∗N ] fu¨r t∗N ∈ [0, T ∗N ] integrieren und die Daten in vn, v∗ und K
noch mit der Sobolev-Einbettung und der Young-Ungleichung zusammenfassen (Diese Vereinfachung
ist nicht zwingend):
1
2
‖∇M%N (t∗N )‖2L2(Mt∗
N
) +
1
2
∫ t∗N
0
∫
Mt
mβδ(%N )|∇M∆M%N |2dHddt ≤ ‖∇M%N (0)‖2L2(M0)
+ Cβ
∫ t∗N
0
(1 + ‖vn‖2W 1,2+²(Mt) + ‖v∗‖W 2,2+²(Mt) + ‖K‖4W 1,2+²(Mt))(1 + ‖%N‖2H1(Mt))dt.
Fu¨r den Term von den Anfangswerten u¨berlegen wir uns aufgrund des Ansatzes aus (3.1.2) wenn wir
einen Faktor λj einfu¨gen und wieder herausdividieren:
∇M%N (0) =
N∑
j=1
(%0,−∆Mϕ0j )L2(M0)
∇Mϕ0j
λj
=
N∑
j=1
(∇M%0,
∇Mϕ0j√
λj
)L2(M0)
∇Mϕ0j√
λj
.
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Bei der partiellen Integration entsteht kein Randterm aufgrund der Wahl der Eigenfunktionen ϕ0j mit
Neumann-Randbedingung. Aufgrund von Proposition 3.19 und der Besselschen Ungleichung (vgl. z.B.
Kapitel 7 [Al1]) folgt dann ‖∇M%N (0)‖L2(M0) ≤ ‖∇M%0‖L2(M0), was beschra¨nkt ist nach Vorausset-
zung 3.8 an die Anfangswerte. Damit lautet die Abscha¨tzung:
1
2
‖∇M%N (t∗N )‖2L2(Mt∗
N
) +
1
2
∫ t∗N
0
∫
Mt
mβδ(%N )|∇M∆M%N |2dHddt
≤ C + Cβ
∫ t∗N
0
(1 + ‖vn‖2W 1,2+²(Mt) + ‖v∗‖W 2,2+²(Mt) + ‖K‖4W 1,2+²(Mt))(1 + ‖%N‖2H1(Mt))dt.
Es hat %N konstante Gesamtmasse R. Daher la¨sst sich auf die linke Seite die Poincare´-Ungleichung
6.13 anwenden. Der Faktor 1+‖vn‖2W 1,2+²(Mt)+‖v∗‖W 2,2+²(Mt)+‖K‖4W 1,2+²(Mt) auf der rechten Seite
ist nach Voraussetzung 3.1 und 3.2 an M eine integrierbare Funktion. Damit folgt die Behauptung
mit dem Lemma von Gronwall und die Abscha¨tzungskonstante ha¨ngt von ² > 0 und den Gro¨ßen in
der Behauptung ab.
Die Konstante Cβ ist von N ∈ N und δ > 0 unabha¨ngig, nicht jedoch von β > 0, da wir die
Beschra¨nktheit der Mobilita¨tskoeffizienten ausgenutzt haben. Im letzten Schritt erst, nachdem wir
Nichtnegativita¨t der Lo¨sungen gezeigt haben, werden wir Abscha¨tzungen unabha¨ngig von β > 0
erhalten. Das System gewo¨hnlicher Differentialgleichungen haben wir fu¨r N ∈ N lokal in der Zeit
gelo¨st. Wir zeigen nun, dass sich diese Lo¨sung fu¨r alle N ∈ N auf ganz [0, T ] fortsetzen la¨sst.
Proposition 3.23. (Fortsetzen von Lo¨sungen) Sei β, δ > 0. Unter den getroffenen Vorausset-
zungen lassen sich die Lo¨sungen %N aus Satz 3.21 fu¨r alle N ∈ N auf ganz [0, T ] fortsetzen. Ebenfalls
gilt dann Satz 3.22 auf [0, T ] fu¨r alle N ∈ N.
Beweis. Es gilt nach Ansatz (3.1.2) von %N und der Definition der Galerkin-Funktionen 3.15:
%N ◦ Φt =
N∑
j=1
aNj (t)(ϕ
0
j + constj).
Wenn wir nun in dieser Identita¨t das Skalarprodukt (·, ϕ0k)L2(M0), k ≥ 1 bilden, fa¨llt fu¨r alle j ∈ N
der Term (constj , ϕ0k)L2(M0) weg, da die ϕ
0
k fu¨r k ≥ 1 auf M0 verschwindenden Mittelwert besitzen.
Damit ergibt sich: aNk (t) = (ϕ
0
k, %N ◦Φt)L2(M0). Es ist ‖ϕ0k‖L2(M0) = 1, somit ist nach Cauchy-Schwarz
und dem Transformationssatz fu¨r Fla¨chen 6.8:
|aNk (t)| ≤ ‖%N ◦ Φt‖L2(M0) ≤ ‖%N‖L2(Mt)‖JΦ−1t ‖C0(Mt) ≤ C‖%N‖L2(Mt).
Es ist JΦ−1t gleichma¨ßig beschra¨nkt wegen Voraussetzung 3.2 an M . Mit Satz 3.22 bleibt dieser
Ausdruck beschra¨nkt. Lemma 3.20 garantiert die Invertierbarkeit der Steifigkeitsmatrix fu¨r alle Zeiten
t ∈ [0, T ]. Damit ko¨nnen wir die Lo¨sungen %N aus Satz 3.21 auf das gesamte Zeitintervall [0, T ]
fortsetzen.
Wie im planaren Fall folgern wir nun aus Randwerten und der Mittelwerteigenschaft folgende Aussage.
Proposition 3.24. (A¨quivalentes Skalarprodukt) Sei M0 eine zusammenha¨ngende, kompakte
C3-Fla¨che. Dann ist auf dem Raum
V 00 =
{
v ∈ H3(M0)|
∫
M0
vdHd = 0 und ν∗•∇M0v = 0 f.u¨. auf ∂M0
}
das Produkt (u, v)V 00 =
∫
M0
∇M0∆M0u•∇M0∆M0vdHd a¨quivalent zum vollen Skalarprodukt in H3(M0).
Beweis. Zu u ∈ V 0 setze f = ∆M0u. Dann ist f ∈ H1(M0) und es la¨sst sich Regularita¨tstheorie fu¨r
das Neumann-Problem (siehe z.B. [Tay], Abschnitt 5) mit verschwindendem Mittelwert anwenden:
‖u‖H3(M0) ≤ C‖f‖H1(M0) = C‖∆M0u‖H1(M0) ≤ C‖∇M0∆M0u‖L2(M),
wobei im letzten Schritt die Poincare´-Ungleichung fu¨r verschwindenden Mittelwert aus Satz 6.13
verwendet wurde. Dabei verschwindet der Mittelwert von ∆M0u nach dem Gaußschen Satz aufgrund
der Neumann-Randwerte von u.
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Proposition 3.24 werden wir zu jedem Zeitpunkt t ∈ [0, T ] auf die Fla¨cheMt anwenden. Die Konstante
C0 > 0 mit ‖u‖H3(Mt) ≤ C0‖∇M∆Mu‖L2(Mt) fu¨r u ∈ V 0t , t ∈ [0, T ] la¨sst sich unabha¨ngig von t ∈ [0, T ]
auswa¨hlen. Dazu u¨berlegen wir uns, dass die Abscha¨tzungskonstante aus Proposition 3.24 von den
Daten abha¨ngt, genauer gesagt von der (ra¨umlichen) C1,1-Norm der metrischen Koeffizienten (vgl.
[Tay], [Al1]). Nach Voraussetzung 3.1 anM ist diese Norm jedoch gleichma¨ßig in t ∈ [0, T ] beschra¨nkt.
Ebenfalls la¨sst sich die Konstante der Poincare´-Ungleichung wie in Satz 6.13 gleichma¨ßig in t ∈ [0, T ]
wa¨hlen.
Wir sehen nun wie schwache Konvergenz der Lo¨sungen und Beschra¨nktheit des elliptischen Operators
folgt.
Folgerung 3.25. (Schwache Konvergenz) Unter den getroffenen Voraussetzungen existiert zu
β, δ > 0 ein %βδ ∈ L2(V ) ∩ L∞(H1(M)), so dass die Lo¨sungen aus Satz 3.21 nach Auswahl einer
Teilfolge %N ⇀ %βδ schwach in L2(H3(M)) und %N
∗
⇀ %βδ schwach* in L∞(H1(M)) fu¨r N −→ ∞
konvergieren.
Beweis. Aufgrund der Tatsache, dass fu¨r δ > 0 die regularisierte Mobilita¨t aus Definition 3.10 strikt
positiv mβδ(s) ≥ cδ ist, folgt aus Satz 3.22 und Proposition 3.23, dass ∇M∆M%N unabha¨ngig von
N ∈ N beschra¨nkt in L2(L2(M)) ist. Ferner sind die %N ∈ ΞTN ⊂ L2(V ). Mit Proposition 3.24 folgt
also, dass %N − %¯N beschra¨nkt in L2(H3(M)) ist, wobei %¯N (t) = −
∫
Mt
%N (t)dHd den Mittelwert von
%N bezeichnet. Da alle %N (t) konstante Gesamtmasse R haben ist der Mittelwert fu¨r alle t ∈ [0, T ]
unabha¨ngig von N . Also ist %N beschra¨nkt in L2(H3(M)). Dies ist ein reflexiver Banachraum und
folglich haben wir fu¨r eine Teilfolge schwache Konvergenz %N ⇀ %βδ in L2(H3(M)). Weiterhin ist
L2(V ) eine konvexe, abgeschlossene Teilmenge von L2(H3(M)), daher ist %βδ ∈ L2(V ) nach dem
Lemma von Mazur. Ferner ist L1(H1(M)∗) separabler Banachraum und L1(H1(M)∗)∗ ' L∞(H1(M))
(siehe z.B. [GGZ], Kapitel 1). Es konvergiert also %N
∗
⇀ %βδ nach Auswahl einer weiteren Teilfolge.
Folgerung 3.26. (Beschra¨nktheit des elliptischen Operators) Sei β, δ > 0. Unter den getrof-
fenen Voraussetzungen sind die elliptischen Operatoren Bβδ aus Definition 3.14 angewendet auf die
Lo¨sungen %N aus Satz 3.21 im folgenden Sinne beschra¨nkt: ‖Bβδ(%N )‖L2(H3(M))∗ ≤ Cβ mit einer von
N ∈ N und δ > 0 unabha¨ngigen Konstanten Cβ > 0.
Beweis. Sei ζ ∈ L2(H3(M)). Es ist:
〈〈Bβδ(%N ),ζ〉〉L2(H3(M)) = −
∫ T
0
∫
Mt
∇Mζ • (2vnK∇M%N + %N∇M (vnk))dHd
+
∫ T
0
∫
Mt
∇M∆Mζ •
(
mβδ(%N )(∇M (k + %N |K|2 +∆M%N ) + a(%N )∇Mk) + %Nv∗
)
dHd.
Aus der Energieabscha¨tzung aus Satz 3.22 folgt, dass
√
mβδ(%N )∇M∆M%N durch eine Konstante
Cβ > 0 in der L2(L2(M))-Norm abgescha¨tzt ist. Der weitere Vorfaktor
√
mβδ(%N ) ist wegen der β-
Beschra¨nkung aus Definition 3.10 in L∞(L∞(M)) beschra¨nkt. mβδ(%N )∇Mk ist ebenfalls beschra¨nkt
in L2(L2(M)), weil der Vorfaktor in L∞(L∞(M)) ist und ∇Mk beschra¨nkt ist aufgrund von Vor-
aussetzung 3.1. Aus der Wachstumsbedingung aus Voraussetzung 3.6 folgt ebenfalls die gewu¨nschte
Beschra¨nktheit in L2(L2(M)) fu¨r den a(%N )-Term. Es ist ∇M (%N |K|2) = |K|2∇M%N + %N∇M (|K|2)
in L2(L2(M)) beschra¨nkt weil %N ∈ L∞(H1(M)) nach der Energieabscha¨tzung aus Satz 3.22 und
weil die Kru¨mmungsterme beschra¨nkt sind wegen Voraussetzung 3.1 an die Fla¨che. Die Behauptung
fu¨r die verbleibenden Terme folgt auf analoge Weise.
Kompaktheit
Um in den Nichtlinearita¨ten zum Limes u¨bergehen zu ko¨nnen, zeigen wir starke Konvergenz von
∇M%N . Dazu beno¨tigen wir Kompaktheit in der Zeit. Wir bemerken, dass die Methode aus [Gr1] hier
versagt, da die Ansatzfunktionen zu einem spa¨teren Zeitpunkt im Allgemeinen nicht mehr orthogonal
sind und daher der Satz von Aubin-Lions an dieser Stelle nicht verwendbar ist. Stattdessen verwenden
wir die Methode aus [AL] und testen mit Zeitdifferenzen. Da der Definitionsbereich zeitabha¨ngig
ist, werden wir eine Abscha¨tzung transformierter Zeitdifferenzen erhalten. Wir erhalten dann starke
Konvergenz mit dem abstrakten Kompaktheitssatz aus [Al2].
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Satz 3.27. (Abscha¨tzen von Zeitdifferenzen) Sei β, δ > 0 und M wie in Voraussetzung 3.1 mit
den Diffeomorphismen Φt : M0 −→ Mt aus Definition 3.2. Definiere zu den Lo¨sungen %N aus Satz
3.21 uN : M0 × [0, T ] −→ RN durch: uN (t) = (DΦ−1t )T ◦ Φt∇M0(%N (t) ◦ Φt)
√JΦt. Dann existiert
unter den getroffenen Voraussetzungen eine Konstante Cβδ > 0, so dass fu¨r alle h > 0 die folgende
Abscha¨tzung von Zeitdifferenzen gilt:∫ T−h
0
‖uN (t+ h)− uN (t)‖2L2(M0)dt ≤ Cβδ h.
Dabei ist die Konstante Cβδ unabha¨ngig von N ∈ N, aber im Allgemeinen abha¨ngig von δ, β > 0.
Beweis. Wenn wir in Satz 3.21 fu¨r ζ(s) = ϕsj , s ∈ [0, T ] setzen, dann folgt:
d
ds
(ϕsj , %N (s))Hs + 〈Bβδs (%N (s)), ϕsj〉V s0 = 0, fu¨r j = 1 . . . N.
Zu t ∈ [0, T − h] integrieren wir diese Gleichung u¨ber s ∈ [t, t+ h]. Dann ergibt sich fu¨r den paraboli-
schen Teil:
t+h∫
t
d
ds
(ϕsj , %N (s))Hsds = (ϕ
t+h
j , %N (t+ h))Ht+h − (ϕtj , %N (t))Ht .
Wir verwenden die Schreibweise: Φs−tt = Φs ◦Φ−1t :Mt −→Ms. Wir bemerken folgenden Zusammen-
hang zwischen den Galerkin-Funktionen aus Definition 3.15 und den Transformationsabbildungen aus
Definition 3.2:
ϕsj ◦ Φs−tt = ϕ0j ◦ Φ−1s ◦ Φs ◦ Φ−1t + constj(s) = ϕtj + constj(t, s).
Damit folgt dann:
N∑
j=0
aNj (t)ϕ
t+h
j =
N∑
j=0
aNj (t)ϕ
t
j ◦ Φ−ht+h + constN (t, h) = %N (t) ◦ Φ−ht+h + constN (t, h).
Multiplizieren wir die erhaltene Gleichung mit aNj (t+ h)− aNj (t) und summieren u¨ber j = 1...N . Die
ra¨umlich konstanten Terme fallen unter den Gradienten weg und es ergibt sich fu¨r den parabolischen
Teil:
N∑
j=1
(
aNj (t+ h)− aNj (t)
)((
ϕt+hj , %N (t+ h)
)
Ht+h
− (ϕtj , %N (t))Ht)
=
(
%N (t+ h)− %N (t) ◦ Φ−ht+h, %N (t+ h)
)
Ht+h
−
(
%N (t+ h) ◦ Φht − %N (t), %N (t)
)
Ht
. (?)
Beide Terme in (?) transformieren wir mit dem Transformationssatz auf Fla¨chen 6.8 auf den Start-
zeitpunkt t = 0. Dazu definieren wir %˜N (t) = %N (t) ◦ Φt fu¨r t ∈ [0, T ]. Fu¨r den ersten Term von (?)
folgt dann anschließend mit der Kettenregel:∫
Mt+h
∇Mt+h(%N (t+ h)− %N (t) ◦ Φ−ht+h) • ∇Mt+h%N (t+ h)dHd
=
∫
M0
(DΦ−1t+h)
T ◦ Φt+h∇M0(%˜N (t+ h)− %˜N (t)) • (DΦ−1t+h)T ◦ Φt+h∇M0 %˜N (t+ h)JΦt+hdHd.
Fu¨r den zweiten Term von (?) analog:∫
Mt
∇Mt(%N (t+ h) ◦ Φht − %N (t)) • ∇Mt%N (t)dHd
=
∫
M0
(DΦ−1t )
T ◦ Φt∇M0(%˜N (t+ h)− %˜N (t)) • (DΦ−1t )T ◦ Φt∇M0 %˜N (t)JΦtdHd.
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Um die Notation zu vereinfachen setzen wir At = (DΦ−1t )T ◦ Φt
√JΦt und analog fu¨r t + h. Damit
ergibt sich insgesamt fu¨r (?) wenn wir Terme einfu¨gen und wieder abziehen:
(?) =
∫
M0
|At∇M0 %˜N (t)−At+h∇M0 %˜N (t+h)|2dHd +
∫
M0
(At−At+h)∇M0 %˜N (t)•At+h∇M0 %˜N (t+h)dHd
+
∫
M0
(At+h −At)∇M0 %˜N (t+h)•At∇M0 %˜N (t)dHd.
Der erste Term ist, wenn wir u¨ber t ∈ [0, T−h] integrieren, der gewu¨nschte nichtnegative Term aus der
Behauptung. Nach der Voraussetzung 3.2 anM konvergiert nach den Eulerschen Entwicklungsformeln
aus Satz 6.11 1h (DΦ
h
t − Id|Mt) −→ −vnK + n⊗∇Mvn und 1h (1− JΦht ) −→ −vnk gleichma¨ßig in t.
Zusammen mit der Tatsache, dass JΦt gleichma¨ßig positiv ist folgt, dass At gleichma¨ßig Lipschitz in
t ist. Somit ko¨nnen wir die anderen Terme auf die rechte Seite bringen und abscha¨tzen und schließlich
mit der Energieabscha¨tzung aus Satz 3.22 gleichma¨ßig abscha¨tzen:∣∣∣ ∫
M0
(At−At+h)∇M0 %˜N (t) •At+h∇M0 %˜N (t+ h)dHd
∣∣∣ ≤ Ch‖∇M0 %˜N (t)‖L2(M0)‖∇M0 %˜N (t+ h)|L2(M0)
≤ Cβh,
und fu¨r den anderen Term analog. Fu¨r den elliptischen Term scha¨tzen wir ab:
∣∣∣ N∑
j=1
(aNj (t+ h)− aNj (t))
∫ t+h
t
〈Bβδ(%N (s)), ϕsj〉V s0 ds
∣∣∣
= |h−
∫ t+h
t
〈Bβδ(%N (s)), %N (t+ h)◦Φt+h−ss − %N (t)◦Φs−ts 〉V s0 ds|
≤ h−
∫ t+h
t
‖Bβδs (%N (s))‖H3(Ms)∗‖%N (t+ h) ◦ Φt+h−ss − %N (t) ◦ Φt−ss ‖H3(Ms)ds
≤ Ch−
∫ t+h
t
‖Bβδs (%N (s))‖H3(Ms)∗(‖%N (t)‖H3(Mt) + ‖%N (t+ h)‖H3(Mt+h)).
Dabei ergibt sich die Konstante aus bis zu dritten Ableitungen der Diffeomorphismen. Aufgrund der
Regularisierung ist ‖%N‖2L2(H3(M)) gleichma¨ßig in N ∈ N aber nicht gleichma¨ßig in δ > 0 abgescha¨tzt.
Damit ergibt sich insgesamt mit Folgerung 3.26 sowie der Faltungsabscha¨tzung, wenn wir noch u¨ber
[0, T − h] integrieren:∫ T−h
0
‖At∇M0 %˜N (t)−At+h∇M0 %˜N (t+ h)‖2L2(Mt)dt ≤ Cδβh.
Damit folgt die Behauptung.
Folgerung 3.28. (Starke Konvergenz) Unter den getroffenen Voraussetzungen gilt zu β, δ > 0
fu¨r den Limes %βδ aus Folgerung 3.25, dass die Lo¨sungen aus Satz 3.21 nach Auswahl einer weiteren
Teilfolge %N −→ %βδ fu¨r N −→∞ in L2(H1(M)) stark konvergieren.
Beweis. Zu β, δ > 0 ist %N gleichma¨ßig in L∞(H1(M)) ∩ L2(H3(M)) beschra¨nkt. Wegen der Ket-
tenregel und Voraussetzung 3.2 an M , folgt dass (DΦ−1t )T ◦ Φt∇M0(%N (t) ◦ Φt)
√JΦt beschra¨nkt
ist in L2(H2(M0)) ∩ L∞(L2(M0)). Es bettet H2(M0) ↪→ L2(M0) kompakt ein. Zusammen mit der
Abscha¨tzung von Zeitdifferenzen liefert der abstrakte Kompaktheitssatz aus [Al2] (siehe auch [Be])
dann die Pra¨kompaktheit von (DΦ−1t )T ◦Φt∇M0(%N (t) ◦Φt)
√JΦt in L1(L2(M0)). Dies ist nach dem
Transformationssatz auf Fla¨chen 6.8 und der Kettenregel a¨quivalent zur Pra¨kompaktheit von ∇M%N
in L1(L2(M)). Die (%N )N∈N haben konstante Gesamtmasse, daher ist %N pra¨kompakt in L1(H1(M))
nach der Poincare´-Ungleichung 6.13. Den Limes ko¨nnen wir mit Folgerung 3.25 als %βδ identifizie-
ren.
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Ferner ist %N beschra¨nkt in L∞(H1(M)). Damit konvergiert eine Teilfolge %N −→ %βδ sogar in
Lq(H1(M)) fu¨r alle q < ∞ und zusammen mit der Sobolevschen Einbettung in Lp(Lp(M)) fu¨r alle
p < ∞. Mit den gezeigten Konvergenzen ko¨nnen wir in der mathematischen Energieabscha¨tzung
des Galerkin-Problems zum Limes u¨bergehen und erhalten die entsprechende Abscha¨tzung fu¨r die
Limiten.
Folgerung 3.29. (Energieabscha¨tzung des δ-Problems) Unter den getroffenen Voraussetzungen
erfu¨llen zu β, δ > 0 die Limiten %βδ aus Folgerung 3.25 die folgende Abscha¨tzung:
esssup
t∈[0,T ]
‖%βδ(t)‖2H1(Mt) +
∫ T
0
∫
Mt
mβδ(%βδ)|∇M∆M%βδ|2dHddt ≤ Cβ ,
mit einer von δ > 0 unabha¨ngigen Konstanten Cβ > 0.
Beweis. Nach Satz 3.22 folgt:
‖%N‖2L∞(H1(M)) + ‖
√
mβδ(%N )∇M∆M%N‖2L2(L2(M)) ≤ Cβ ,
mit einer von δ > 0 unabha¨ngigen Konstanten Cβ > 0. Damit konvergiert nach Auswahl einer
Teilfolge
√
mβδ(%N )∇M∆M%N ⇀ J ′βδ schwach in L2(L2(M)) fu¨r ein J ′βδ ∈ L2(L2(M)) und mit der
Unterhalbstetigkeit der Norm und der Konvergenz aus Folgerung 3.25 folgt:
‖%βδ‖2L∞(H1(M)) + ‖J ′βδ‖2L2(L2(M)) ≤ Cβ .
Mit der starken Konvergenz %N −→ %βδ in Lp(Lp(M)) fu¨r alle p < ∞ und der schwachen Kon-
vergenz ∇M∆M%N ⇀ ∇M∆M%βδ in L2(L2(M)) konvergiert damit fu¨r alle ² > 0 ebenfalls schwach√
mβδ(%N )∇M∆M%N ⇀
√
mβδ(%βδ)∇M∆M%βδ in L2−²(L2−²(M)). Mit dem Fundamentallemma
der Variationsrechnung ko¨nnen wir dann den Grenzwert als J ′βδ =
√
mβδ(%βδ)∇M∆M%βδ identifizie-
ren.
U¨bergang zum Grenzwert
Um in der Galerkin-Formulierung zum Grenzwert N −→∞ u¨berzugehen, konstruieren wir fu¨r beliebi-
ges ζ ∈W 1,1(H1(M))∩L2(V0) (Siehe Definition 3.9) eine approximierende Folge von Testfunktionen
ζN ∈ ΞTN mit ζN −→ ζ bzgl. der W 1,1(H1(M)) und L2(H3(M))-Normen. Dazu zeigen wir zuna¨chst,
dass die Menge der Ansatzfunktionen
⋃
N∈NX
0
N zum Zeitpunkt t = 0 dicht im Raum V
0
0 liegt.
Proposition 3.30. (Die Galerkin-Funkionen liegen dicht zum Zeitpunkt t = 0) Sei M0 eine
C3-Fla¨che und V 00 wie in Proposition 3.24. Sei (ϕ
0
j )j∈N ein L
2(M0)-orthonormales System aus Eigen-
funktionen von −∆M0 mit Neumann-Randwertbedingungen und verschwindendem Mittelwert erga¨nzt
um die konstante Funktion ϕ00. Setze X
0
N = Span(ϕ
0
j , j = 1...N). Dann ist der Raum
⋃
N∈NX
0
N dicht
in V 00 sowie Span(ϕ
0
0)⊕
⋃
N∈NX
0
N dicht in H
1(M0).
Beweis. Angenommen es ist
⋃
N∈NX
0
N nicht dichte Teilmenge von V
0
0 . Dann ist clos(
⋃
N∈NX
0
N ) ⊂ V 00
ein echter Unterraum und es existiert eine nichttriviale Erga¨nzung die orthogonal bezu¨glich des V 00 -
Skalarproduktes aus Proposition 3.24 gewa¨hlt werden kann. Es existiert also ein ζ ∈ V 00 mit ζ 6= 0 und
0 = (ζ, ϕ0j )V 00 fu¨r alle j ∈ N. Dann gilt jedoch, wenn wir durch partielle Integration die Ableitungen
auf ϕ0j wa¨lzen und dabei die Neumann-Randwerte von ϕ
0
j und ζ verwenden:
0 = (ζ, ϕ0j )V 00 = (∇M0∆M0ζ,∇M0∆M0ϕ0j )L2(M0) = λ3j (ζ, ϕ0j )L2(M0).
Es ist dann also 0 = (ζ, ϕ0j )L2(M0) fu¨r alle j ∈ N. Aus der Dichtheit der (ϕ0j )j∈N in L2(M0) aus Propo-
sition 3.18 folgt dann ζ = 0, was im Widerspruch zur Annahme steht. Die Dichtheit in H1(M0) zeigt
man analog, indem man die H1(M0)-Seminorm betrachtet. Dies ist ausreichend, da die konstanten
Funktionen enthalten sind.
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Die Idee fu¨r die Konstruktion der approximierenden Testfunktionen ist es, die gewu¨nschte Funktion
zum Zeitpunkt t ∈ [0, T ] von Mt auf M0 zu transformieren, dann auf den endlich dimensionalen
Raum von Eigenfunktionen zu projizieren und die resultierende Funktion wieder zuru¨ck auf Mt zu
transformieren. Daher ist es nu¨tzlich einige Eigenschaften der orthogonalen Projektion auf die Eigen-
funktionen zu kennen.
Proposition 3.31. (Eigenschaften der Projektion) Sei M0 eine C3-Fla¨che und V 00 wie in Pro-
position 3.24. Sei (ϕ0j )j∈N0 ein L
2(M0)-orthonormales System aus Eigenfunktionen von −∆M0 mit
Neumann-Randwertbedingung und verschwindendem Mittelwert erga¨nzt um die konstante Funktion
ϕ00. Setze X
0
N = Span(ϕ
0
j , j = 0...N). Definiere QN : L
2(M0) −→ X0N als die L2(M0)-orthogonale
Projektion auf X0N . Dann gilt:
1. Fu¨r N ∈N ist die Norm von QN als Operator von H1(M0) −→ H1(M0) abgescha¨tzt durch 1.
2. Fu¨r w ∈ H1(M0) gilt ‖QN (w)− w‖H1(M0) −→ 0 fu¨r N −→∞.
3. Fu¨r alle N ∈ N ist die Norm von QN als Operator von V 00 −→ V 00 abgescha¨tzt durch 1.
4. Fu¨r ζ ∈ V 00 gilt ‖QN (ζ)− ζ‖V 00 −→ 0 fu¨r N −→∞.
Beweis. Zu f ∈ L2(M0) hat QN (f) die folgende Darstellung: QN (f) =
N∑
j=0
(f, ϕ0j )L2(M0)ϕ
0
j . Wir zei-
gen nur die (aufwa¨ndigeren) Behauptungen fu¨r den Raum V 00 . Die Aussagen fu¨r H
1(M0) lassen sich
analog zeigen, wenn wir die H1(M0)-Seminorm verwenden. Dies ist ausreichend, da die Abbildung
QN den Mittelwert nicht vera¨ndert. Ein Beweis von Behauptung 1 findet sich auch schon innerhalb
des Beweises von Satz 3.22 an der Stelle, wo die approximierten Anfangswerte abgescha¨tzt wurden.
Zeigen wir also, dass die Operatornorm von QN als Operator von V 00 nach V
0
0 gleichma¨ßig durch 1
beschra¨nkt ist. Dazu benutzen wir, dass ϕ0j , j ∈ N ein L2(M0)-orthogonales System von Eigenfunk-
tionen von −∆M0 ist und dass wegen ζ ∈ V 00 und der Neumann-Bedingung von ϕ0j keine Randwerte
bei partieller Integration auftreten:
‖QN (ζ)‖2V 00 =
∫
M0
|∇M0∆M0QN (ζ)|2dHd
=
∫
M0
N∑
j,l=1
(ζ, ϕ0j )L2(M0)(ζ, ϕ
0
l )L2(M0)λjλl∇M0ϕ0j • ∇M0ϕ0l dHd
=
N∑
j=1
λ3j (ζ, ϕ
0
j )
2
L2(M0)
≤
∞∑
j=1
λ3j (ζ, ϕ
0
j )
2
L2(M0)
=
∞∑
j=1
λj(ζ,∆M0ϕ0j )
2
L2(M0)
=
∞∑
j=1
1
λj
(∆M0ζ,∆M0ϕ0j )
2
L2(M0)
=
∞∑
j=1
(∇M0∆M0ζ, 1√
λj
∇M0ϕ0j )2L2(M0) ≤ ‖ζ‖2V 00 ,
wobei im letzten Schritt Proposition 3.19 und die Besselsche Ungleichung (vgl. z.B. Kapitel 7 [Al1])
verwendet wurde. Zeigen wir nun, dass ‖QN (ζ) − ζ‖V 00 −→ 0 fu¨r ζ ∈ V 00 . Dazu schieben wir ein
ζN˜ ∈ X0N˜ ein, das wir wieder abziehen:
‖QN (ζ)− ζ‖V 00 ≤ ‖QN (ζ)−QN (ζN˜ )‖V 00 + ‖QN (ζN˜ )− ζN˜‖V 00 + ‖ζN˜ − ζ‖V 00
≤ ‖QN (ζN˜ )− ζN˜‖V 00 + 2‖ζN˜ − ζ‖V 00 ,
wegen der im ersten Teil gezeigten Beschra¨nktheit. Wa¨hle jetzt zu ² > 0 mit Proposition 3.30 ζN˜ ∈ X0N˜
so, dass der letzte Term ‖ζN˜ − ζ‖V 00 < ² ist und wa¨hle dann zu diesem N˜ ∈ N ein N ∈ N so groß,
dass der erste Term verschwindet wegen X0
N˜
⊂ X0N fu¨r N ≥ N˜ .
Zu ζ ∈ L2(V0)∩W 1,1(H1(M)) (Siehe Definition 3.9) mit ζ(T ) = 0 konstruieren wir nun eine geeignete
Folge von Testfunktionen ζN ∈ ΞTN , um in der Gleichung zum Limes u¨berzugehen.
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Proposition 3.32. (Approximation von Testfunktionen) Sei M wie in Voraussetzung 3.1,3.2
und 3.3. Seien zu N ∈ N, t ∈ [0, T ] die Galerkin-Ra¨ume XtN aus Definition 3.15. Dann existiert zu
ζ ∈ L2(V 0) ∩W 1,1(H1(M)) eine Folge (ζN )N∈N mit ζN (t) ∈ XtN fu¨r t ∈ [0, T ], so dass fu¨r N −→∞
die folgenden Konvergenzen gelten:
1. ζN −→ ζ in L2(H3(M)).
2. ζN (0) −→ ζ(0) in H1(M0).
3. ∂Mt ζN −→ ∂Mt ζ in L1(H1(M)).
Beweis. 1. Fu¨r fast alle t ∈ [0, T ] ist ζ(t) ∈ V 0t . Setze ζ˜(t) = ζ(t)◦Φt. Dann ist ζ˜(t) ∈ H3(M0) nach
dem Transformationssatz 6.8 und der Kettenregel. Definiere ζ˜N (t) = QN (ζ˜(t)) und schließlich
ζN (t) = ζ˜N (t) ◦ Φ−1t . Es hat ζN die folgende Darstellung:
ζN (t) =
N∑
j=0
(ζ(t) ◦ Φt, ϕ0j )L2(M0)ϕ0j ◦ Φ−1t .
Folglich ist ζN (t) ∈ XN (t) fu¨r fast alle t ∈ [0, T ]. Die Behauptung ist nun, dass fu¨r fast alle
t ∈ [0, T ] die Folge ζN (t) −→ ζ(t) fu¨r N −→ ∞ in H3(Mt) konvergiert. Dazu verwendeten wir
Transformationssatz 6.8 und Kettenregel:
‖ζN (t)− ζ(t)‖H3(Mt) ≤ C‖ζ˜N (t)− ζ˜(t)‖H3(M0) = C‖QN (ζ˜(t))− ζ˜(t)‖H3(M0)
= C‖QN (ζ˜(t)− ζ¯(t))− (ζ˜(t)− ζ¯(t))‖H3(M0).
Hierbei ist ζ¯(t) = −
∫
M0
ζ˜(t)dHd und wir haben die Tatsache verwendet, dass QN den Mittelwert
nicht vera¨ndert. Wir mo¨chten nun Proposition 3.31 auf die Funktion ζ˜(t) − ζ¯(t) anwenden. Es
bleibt also die Neumann-Randwertbedingung ν∗0 • ∇M0 ζ˜(t) = 0 fast u¨berall auf ∂M0 zu zeigen.
Dabei bezeichnet ν∗0 die a¨ußere Konormale an ∂M0. Dazu u¨berlegen wir uns zuna¨chst mit der
Kettenregel:
ν∗0 • ∇M0 ζ˜(t) = ν∗0 • (DM0Φt)T (∇Mtζ(t)) ◦ Φt = DM0Φtν∗0 • (∇Mtζ(t)) ◦ Φt.
Weil ζ(t) ∈ V t0 fu¨r fast alle t ∈ [0, T ] ist ν∗t •∇Mtζ(t) = 0 fast u¨berall auf ∂Mt. Nach Proposition
3.17 ist DM0Φtν∗0 ∈ Span(ν∗t ), somit verschwindet dieser Term ebenfalls. Um schließlich mit
dem Konvergenzsatz von Lebesgue ζN −→ ζ in L2(H3(M)) zu schließen, benutzen wir erneut
den Transformationssatz 6.8 und die Kettenregel sowie Propositionen 3.24 und 3.31 und folgern
dann:
‖ζN (t) ◦ Φt‖H3(Mt) ≤ C‖ζ˜N (t)‖H3(M0) ≤ C‖ζ˜N (t)‖V 00 ≤ C‖ζ˜(t)‖V 00 ≤ C‖ζ(t)‖H3(Mt)
fu¨r fast alle t ∈ [0, T ].
2. Die zweite Behauptung wurde schon in Proposition 3.31 gezeigt.
3. Fu¨r die dritte Behauptung reicht es nach dem Transformationssatz 6.8 und der Kettenregel
sowie Proposition 2.6 zu zeigen, dass ∂tζ˜N −→ ∂tζ˜(t) in L1(H1(M0)). Dazu u¨berlegen wir uns
∂tζ˜N = ∂t
N∑
j=0
(ζ˜(t), ϕ0j )L2(M0)ϕ
0
j =
N∑
j=0
(∂tζ˜(t), ϕ0j )L2(M0)ϕ
0
j = QN (∂tζ˜(t)).
Es ist nach Proposition 2.6 ∂t(ζ ◦ Φt) = (∂Mt ζ) ◦ Φt fu¨r fast alle t ∈ [0, T ] in H1(M0) nach
dem Transformationssatz 6.8 und der Kettenregel. Also folgt nach Proposition 3.31 fu¨r fast alle
t ∈ [0, T ] die Konvergenz ∂t(ζ˜N ) −→ ∂tζ˜(t) in H1(M0). Ferner folgt nach Proposition 3.31 sowie
dem Transformationssatz 6.8 und der Kettenregel:
‖∂tζ˜N (t)‖H1(M0) = ‖QN (∂tζ˜(t))‖H1(M0) ≤ ‖∂tζ˜(t)‖H1(M0) ≤ C‖∂Mt ζ‖H1(Mt).
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Nach dem Konvergenzsatz von Lebesgue folgt dann ∂tζ˜N (t) −→ ∂tζ˜(t) in L1(H1(M0)). Daraus
folgt wieder nach dem Transformationssatz 6.8 und der Kettenregel:
‖∂Mt ζN − ∂Mt ζ‖L1(H1(M)) ≤ C‖∂tζ˜N − ∂tζ˜‖L1(H1(M0)) −→ 0.
Damit ko¨nnen wir zum Limes in den Galerkin-Gleichungen u¨bergehen und erhalten so zu δ, β > 0
Lo¨sungen im folgenden Sinne:
Definition 3.33. (Schwache Formulierung Bβδ) Seien β, δ > 0. Sei Bβδ der Operator aus De-
finition 3.14. Sei %0 ∈ H1(M0). Gesucht ist eine Funktion % ∈ L∞(H1(M)) ∩ L2(V ), die folgende
schwache Differentialgleichung lo¨st:
−(ζ(0), %0)H0 −
∫ T
0
(∂Mt ζ(t), %(t))Htdt+ 〈〈Bβδ(%), ζ〉〉L2(V0) = 0
fu¨r alle Testfunktionen ζ ∈ L2(V0) ∩W 1,1(H1(M)) mit ζ(T ) = 0.
Satz 3.34. (Lo¨sung des nichtdegenerierten Problems) Unter den getroffenen Voraussetzungen
ist zu β, δ > 0 der Limes %βδ ∈ L2(V ) ∩ L∞(H1(M)) aus Folgerung 3.25 und Folgerung 3.28 eine
Lo¨sung der schwachen Formulierung (Bβδ) aus Definition 3.33.
Beweis. Mit den zu ζ ∈ L2(V 0) ∩ W 1,1(H1(M)) mit ζ(T ) = 0 in Proposition 3.32 konstruierten
Testfunktionen ζN ko¨nnen wir wie im Beweis von Satz 3.21 ζ = ζN setzen und erhalten fu¨r fast alle
t ∈ [0, T ]:
d
dt
(ζN (t), %N (t))Ht − (∂Mt ζN (t), %N (t))Ht + 〈Bβδt (%N (t)), ζN (t)〉V t0 = 0.
Integriere jetzt u¨ber [0, T ]. Es ist wegen ζ(T ) = 0 nach Konstruktion auch ζN (T ) = 0. Damit ergibt
sich:
−(ζN (0), %N (0))H0 −
∫ T
0
(∂Mt ζN (t), %N (t))Htdt+ 〈〈Bβδ(%N ), ζN 〉〉L2(V0) = 0.
Nach Konstruktion von %N (0) und Proposition 3.31 konvergiert %N (0) −→ %0 in H1(M0). Zusammen
mit der Konvergenz ζN (0) −→ ζ(0) in H1(M0) aus Proposition 3.32 ko¨nnen wir im ersten Term zum
Limes u¨bergehen. Proposition 3.32 liefert ∂Mt ζN −→ ∂Mt ζ in L1(H1(M)) und Folgerung 3.25 liefert
%N
∗
⇀ %βδ in L∞(H1(M)). Daher ko¨nnen wir im zweiten Term zum Limes u¨bergehen. Aufgrund der
starken Konvergenz der beschra¨nkten Mobilita¨t mβδ(s) erhalten wir die Konvergenz des Flusses:
mβδ(%N )∇M (∆M%N + %N |K|2 + k)⇀mβδ(%βδ)∇M (∆M%βδ + %βδ|K|2 + k) in L2(L2(M)
aufgrund der schwachen Konvergenz von ∇M∆M%N in L2(L2(M)) aus Folgerung 3.25 zusammen mit
der starken Konvergenz %N −→ %βδ in L2(H1(M)) aus Folgerung 3.28 und den Eigenschaften von
K, die aus Voraussetzung 3.1 an die Fla¨che folgen. Mit der Konvergenz ζN −→ ζ in L2(H3(M)) aus
Proposition 3.32 ko¨nnen wir daher im dritten Term zum Limes u¨bergehen.
3.2 Grenzu¨bergang zu degenerierten Koeffizienten
Dieser Paragraph befasst sich mit dem zweiten Grenzu¨bergang, na¨mlich dem Limes δ −→ 0 in den
nichtdegenerierten Koeffizienten. Wie im planaren Fall wird die mathematische Entropieabscha¨tzung
bei diesem Grenzu¨bergang eine zentrale Rolle spielen und es wird ein weiterer Lo¨sungsbegriff (C)
eingefu¨hrt werden. Doch bevor wir mit der mathematischen Entropieabscha¨tzung beginnen, mu¨ssen
wir von der Formulierung (B) zur klassischen schwachen Formulierung (A) zuru¨ckkehren. Dazu werden
wir fu¨r die Testfunktion in jedem Zeitpunkt ein Poisson-Problem lo¨sen und zeigen, dass dies vertra¨glich
mit der Zeitregularita¨t gemacht werden kann.
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Rekonstruktion der klassischen schwachen Formulierung
Unser na¨chstes Ziel besteht darin zu zeigen, dass zu β, δ > 0 die Lo¨sungen %βδ des nichtdegenerierten
Problems in der Formulierung (Bβδ) von Satz 3.34 auch Lo¨sungen des nichtdegenerierten Problems
in seiner klassischen schwachen Formulierung (Aβδ) sind.
Definition 3.35. (Schwache Formulierung Aβδ) Seien β, δ > 0. Sei Aβδ der Operator aus De-
finition 3.14. Sei %0 ∈ L2(M0). Gesucht ist eine Funktion % ∈ L∞(H1(M)) ∩ L2(V 0), die folgende
schwache Differentialgleichung lo¨st:
−(w(0), %0)L2(M0) −
∫ T
0
(∂Mt w(t), %(t))L2(Mt)dt+ 〈〈Aβδ(%), w〉〉L2(H1(M)) = 0
fu¨r alle Testfunktionen w ∈ L2(H1(M))) ∩W 1,1(L2(M)) mit w(T ) = 0.
Wenn wir durch das Poisson-Problem Testfunktionen punktweise in der Zeit konstruieren, wird es
erforderlich sein zu zeigen, dass die resultierende Testfunktion eine Abscha¨tzung von Differenzenquo-
tienten erfu¨llt. Dazu wird das folgende Lemma nu¨tzlich sein.
Lemma 3.36. (Differenzen von Lo¨sungen des Laplace-Beltrami Operators) Seien M1,M2
kompakte, zusammenha¨ngende C1-Fla¨chen mit einem Diffeomorphismus Φ : M1 −→ M2. Zu Funk-
tionen fi ∈ L2(Mi), i = 1, 2 seien ui ∈ H1(Mi) Lo¨sungen des Neumann-Problems −∆Miui = fi im
schwachen Sinne. Dann ist folgende Gleichung im schwachen Sinne auf M1 erfu¨llt:
−∆M1(u1 − u2 ◦ Φ) = −divM1
(
(((DΦ−1)TDΦ−1) ◦ ΦJΦ− Id)∇M1(u2 ◦ Φ)
)
+ f1 − f2 ◦ ΦJΦ
und es existiert eine Konstante C > 0, so dass folgende Abscha¨tzung gilt:
‖∇M1(u1 − u2 ◦ Φ)‖L2(M1) ≤ ‖Id− ((DΦ−1)TDΦ−1) ◦ ΦJΦ‖C0(M1)‖∇M1(u2 ◦ Φ)‖L2(M1)
+C(‖JΦ− 1‖C0(M1)‖f2 ◦ Φ‖L2(M1) + ‖f1 − f2 ◦ Φ‖L2(M1)).
Es ist C > 0 die Poincare´-Konstante fu¨r verschwindenden Mittelwert von M1 und insbesondere von
ui, fi, i = 1, 2 unabha¨ngig.
Beweis. Sei v ∈ H1(M1) eine Testfunktion. Dann gilt nach Voraussetzung:∫
M1
∇M1u1 • ∇M1vdHd =
∫
M1
f1vdHd. (?)
Zu v ∈ H1(M1) ist w = v ◦ Φ−1 ∈ H1(M2) nach dem Transformationssatz 6.8 und der Kettenregel.
Damit gilt: ∫
M2
∇M2u2 • ∇M2wdHd =
∫
M2
f2wdHd.
Bezeichnen wir u˜2 = u2 ◦ Φ und f˜2 = f2 ◦ Φ, dann folgt nach dem Transformationssatz 6.8 und der
Kettenregel:∫
M1
(DΦ−1)T ◦ Φ∇M1 u˜2 • (DΦ−1)T ◦ Φ∇M1vJΦdHd =
∫
M1
f˜2vJΦdHd. (†)
Bezeichnen wir weiterhin A = (DΦ−1(DΦ−1)T ) ◦ Φ, dann folgt die erste Behauptung, wenn wir die
Gleichungen (?) und (†) voneinander abziehen und die richtigen Terme erga¨nzen und wieder abziehen:∫
M1
∇M1v • ∇M1(u1 − u˜2)dHd =
∫
M1
∇M1v • (AJΦ− Id)∇M1 u˜2dHd +
∫
M1
(f1 − f˜2JΦ)vdHd.
Bezeichnen wir die Mittelwerte auf M1 mit u¯1 = −
∫
M1
u1dHd und u¯2 = −
∫
M1
u˜2dHd. Setzen wir nun
v = u1 − u˜2 − (u¯1 − u¯2), dann hat diese Testfunktion auf M1 verschwindenden Mittelwert und die
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zweite Behauptung folgt mit der Ho¨lder- und der Poincare´-Ungleichung aus Satz 6.13 wenn wir einen
Faktor ku¨rzen:
‖∇M1(u1 − u˜2)‖2L2(M1) ≤‖∇M1(u1 − u˜2)‖L2(M1)‖Id−AJΦ‖C0(M1)‖∇M1 u˜2‖L2(M1)
+ ‖u1 − u˜2 − (u¯1 − u¯2)‖L2(M1)‖JΦ− 1‖C0(M1)‖f˜2‖L2(M1)
+ ‖u1 − u˜2 − (u¯1 − u¯2)‖L2(M1)‖f1 − f˜2‖L2(M1)
≤‖∇M1(u1 − u˜2)‖L2(M1)
(
‖Id−AJΦ‖C0(M1)‖∇M1 u˜2‖L2(M1)
+ C‖JΦ− 1‖C0(M1)‖f˜2‖L2(M1) + C‖f1 − f˜2‖L2(M1)
)
.
Das folgende Resultat fu¨r diskrete partielle Integration auf evolvierenden Fla¨chen wird ebenfalls von
Nutzen sein.
Proposition 3.37. (Diskrete partielle Integration auf evolvierenden Fla¨chen) Sei M ⊂
R × Rd+1 eine d-dimensionale evolvierende Fla¨che der Klasse C0(C1) mit einer Familie von Diffeo-
morphismen Φt : M0 −→ Mt wie in Definition 3.2. Zu h ∈ R setze Φht = Φt+h ◦ Φ−1t . Dann gilt fu¨r
f, g ∈ L2loc(L2(M)) und a, b ∈ R folgende Formel fu¨r die diskrete partielle Integration:∫ b
a
∫
Mt
f(t)
g(t+ h) ◦ Φht − g(t)
h
dHddt = −
∫ b
a
∫
Mt
f(t)− f(t− h) ◦ Φ−ht JΦ−ht
h
g(t)dHddt
+−
∫ b+h
b
∫
Mt
f(t− h) ◦ Φ−ht g(t)JΦ−ht dHddt−−
∫ a+h
a
∫
Mt
f(t− h) ◦ Φ−ht g(t)JΦ−ht dHddt.
Beweis. Nach dem Transformationssatz 6.8:∫ b
a
∫
Mt
f(t)
g(t+ h) ◦ Φht − g(t)
h
dHddt =1
h
∫ b
a
∫
Mt+h
f(t) ◦ Φ−ht+hg(t+ h)JΦ−ht+hdHddt
− 1
h
∫ b
a
∫
Mt
f(t)g(t)dHddt.
Nach einer Indexverschiebung:
1
h
∫ b
a
∫
Mt+h
f(t) ◦ Φ−ht+hg(t+ h)JΦ−ht+hdHddt =
1
h
∫ b+h
a+h
∫
Mt
f(t− h) ◦ Φ−ht g(t)JΦ−ht dHddt.
Wenn wir alles zusammenfassen und die fehlenden Terme erga¨nzen:∫ b
a
∫
Mt
f(t)
g(t+ h) ◦ Φht − g(t)
h
dHddt = −
∫ b
a
∫
Mt
f(t)− f(t− h) ◦ Φ−ht JΦ−ht
h
g(t)dHddt
+−
∫ b+h
b
∫
Mt
f(t− h) ◦ Φ−ht g(t)JΦ−ht dHddt−−
∫ a+h
a
∫
Mt
f(t− h) ◦ Φ−ht g(t)JΦ−ht dHddt.
Lemma 3.38. (Lo¨sung des Poisson-Problems fu¨r Testfunktionen) Sei M wie in Vorausset-
zung 3.1 und 3.2 sowie w ∈W 1,1(L2(M))∩L2(H1(M)) mit −∫
Mt
w(t)dHd = 0 fu¨r alle t ∈ [0, T ]. Dann
existiert ein ζ ∈W 1,1(H1(M)) ∩ L2(V 0) mit −∆Mζ(t) = w(t) fu¨r fast alle t ∈ [0, T ].
Beweis. Fu¨r T < t ≤ T+² mit ² > 0 setzen wir w durch w(T+h) = w(T−h) fu¨r 0 ≤ h ≤ ² fort. Es ist
dann w(t) ∈ L2(Mt) fu¨r alle und w(t) ∈ H1(Mt) fu¨r fast alle t ∈ [0, T + ²]. Ferner ist die Kompatibi-
lita¨tsbedingung erfu¨llt. Wir ko¨nnen daher −∆Mζ(t) = w(t) mit Neumann-Randwertbedingungen und
verschwindendem Mittelwert von ζ(t) fu¨r alle t ∈ [0, T + ²] im schwachen Sinn lo¨sen. Zur Messbarkeit
definiere vermo¨ge dieser Zuordnung die Abbildung Θ(t) : Ut −→ H1(M0) durch w(t) ◦Φt 7→ ζ(t) ◦Φt
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wobei Ut = {w˜ ∈ L2(M0)|(JΦt, w˜)L2(M0) = 0}. Man sieht leicht mit Lemma 3.36 ein, dass Θ stetig
in t ∈ [0, T + ²] und Θ(t) stetig von Ut nach H1(M0) ist. Messbarkeit von w ◦Φt garantiert die punkt-
weise Approximierbarkeit von w ◦ Φt durch Treppenfunktionen. Mit den Eigenschaften von Θ la¨sst
sich leicht die punktweise Approximierbarkeit durch Treppenfunktionen und folglich Messbarkeit von
ζ ◦Φt zeigen. Die Norm von ζ la¨sst sich mit L2-Regularita¨tstheorie fu¨r den Laplace-Beltrami Opera-
tor abscha¨tzen durch ‖ζ(t)‖H3(Mt) ≤ C‖w(t)‖H1(Mt), wobei die Konstante von der C2,1-Norm der Φt
abha¨ngt und daher nach Voraussetzung 3.2 gleichma¨ßig in der Zeit gewa¨hlt werden kann. Damit ist
also ζ ∈ L2(H3(M)). Um zu zeigen, dass ζ ∈W 1,1(H1(M)) im Sinne von Definition 3.9 ist, zeigen wir,
dass Differenzenquotienten von ζ Cauchy-Folgen sind. Zu h > 0 verwenden wir mit Φht = Φt+h ◦Φ−1t
folgende Schreibweise fu¨r Differenzenquotienten:
∂h
M
t f(t) =
f(t+ h) ◦ Φht − f(t)
h
.
Ferner schreiben wir abku¨rzend Aht = (DΦ
−h
t+h(DΦ
−h
t+h)
T ) ◦ Φht dann folgt, wenn wir Lemma 3.36 auf
M1 = Mt,M2 = Mt+h, u1 = ζ(t), u2 = ζ(t + h), f1 = w(t), f2 = w(t + h),Φ = Φht anwenden, die
folgende Gleichung fu¨r fast alle t ∈ [0, T ] und fast alle ² > h > 0:∫
Mt
∇Mv • ∇M∂hMt ζ(t)dHd =−
∫
Mt
∇Mv • ∂hMt (Aht JΦht )∇M (ζ(t+ h) ◦ Φht )dHd
+
∫
Mt
v∂h
M
t (w(t)JΦht )dHd.
Um einen Grenzwert fu¨r h −→ 0 zu finden, zeigen wir nun, dass die Folge der Differenzenquotienten
eine Cauchy-Folge bilden. Wir betrachten dazu zwei verschiedene Zeitschrittweiten ² > h1, h2 > 0
und ziehen fu¨r diese die Gleichungen voneinander ab:∫
Mt
∇Mv • ∇M (∂hM1t ζ(t)− ∂h
M
2
t ζ(t))dHd =
∫
Mt
v(∂h
M
1
t (w(t)JΦh1t )− ∂h
M
2
t (w(t)JΦh2t ))dHd.
−
∫
Mt
∇Mv •
(
∂
hM1
t (A
h1
t JΦh1t )∇M (ζ(t+ h1) ◦ Φh1t )− ∂h
M
2
t (A
h2
t JΦh2t )∇M (ζ(t+ h2) ◦ Φh2t )
)
dHd.
Die Abscha¨tzung nun ist analog zum zweiten Teil im Beweis von Lemma 3.36. Definiere zu h = h1, h2
die Mittelwerte der Differenzenquotienten durch ζ¯h/t = −
∫
Mt
∂h
M
t ζ(t)dHd. Dann setze als Testfunktion
v = ∂h
M
1
t ζ(t)−∂h
M
2
t ζ(t)−ζ¯h1/t +ζ¯h2/t . Weiterhin bezeichnen wir ζ˜(t+h) = ζ(t+h)◦Φht und analog w˜(t+h).
Dann folgt mit Cauchy-Schwarz und der Poincare´-Ungleichung fu¨r verschwindenden Mittelwert aus
Satz 6.13, wenn wir einen Faktor ku¨rzen, die folgende Abscha¨tzung:
‖∇M (∂hM1t ζ(t)− ∂h
M
2
t ζ(t))‖L2(Mt) ≤‖∂h
M
1
t (A
h1
t JΦh1t )− ∂h
M
2
t (A
h2
t JΦh2t )‖C0(Mt)‖∇M ζ˜(t+h1)‖L2(Mt)
+ ‖∂hM2t (Ah2t JΦh2t )‖C0(Mt)‖∇M (ζ˜(t+h1)− ζ˜(t+h2))‖L2(Mt)
+ C‖∂hM1t w(t)− ∂h
M
2
t w(t)‖L2(Mt)
+ C‖∂hM1t JΦt‖C0(Mt)‖w˜(t+h1)− w˜(t+h2)‖L2(Mt)
+ C‖∂hM1t JΦt − ∂h
M
2
t JΦt‖C0(Mt)‖w˜(t+h2)‖L2(Mt).
Diese Ungleichung gilt fu¨r fast alle t ∈ [0, T ]. Wenn wir dann in der Zeit u¨ber [0, T ] integrieren folgt,
dass die rechte Seite fu¨r h1, h2 −→ 0 gegen 0 konvergiert. In der Tat, denn Differenzenquotienten
von Aht und JΦht sind in der C0-Norm Cauchyfolgen nach Voraussetzung 3.2 an M . Ferner sind
nach Voraussetzungen an w und dem bereits gezeigten fu¨r ζ zusammen mit der Kettenregel und dem
Transformationssatz 6.8 die Normen ‖∇M ζ˜(t+h1)‖L2(Mt) und ‖w˜(t+h2)‖L2(Mt) integrierbar in der
Zeit. Weiterhin konvergieren Differenzen dieser Funktionen zu unterschiedlichen Zeitpunkten t + h1
und t+h2 in der L1(L2)-Norm gegen 0. Zusammen mit der Poincare´-Ungleichung fu¨r verschwindenden
Mittelwert aus Satz 6.13 folgt also, dass die Folge ωh0 = ∂
hM
t ζ − ζ¯h/t fu¨r h −→ 0 eine Cauchy-Folge in
L1(H1(M)) ist und wegen Vollsta¨ndigkeit einen Limes ω0 ∈ L1(H1(M)) besitzt.
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Um zu zeigen, dass ∂h
M
t ζ eine Cauchy-Folge ist zeigen wir als na¨chstes, dass die Mittelwerte ζ¯
h
/t in
L1([0, T ]) konvergieren. Aus der Tatsache, dass ζ(t) und ζ(t + h) fu¨r fast alle t ∈ [0, T ], ² > h > 0
verschwindenden Mittelwert auf Mt bzw. Mt+h besitzen, folgt dann mit dem Transformationssatz 6.8
fu¨r Fla¨chen:
ζ¯h/t =
1
h
−
∫
Mt
(ζ(t+ h) ◦ Φht − ζ(t))dHd =
1
h
−
∫
Mt
ζ(t+ h) ◦ Φht dHd
=
1
h
1
Hd(Mt)
∫
Mt+h
ζ(t+ h)JΦ−ht+hdHd =
1
Hd(Mt)
∫
Mt+h
ζ(t+ h)
JΦ−ht+h − 1
h
dHd. (?)
Damit liegt es nah, dass ζ¯h/t −→ ζ¯/t in L1[0, T ] fu¨r h −→ 0 gilt, wobei ζ¯/t(t) = −
∫
Mt
ζ(t)vn(t)k(t)dHd .
In der Tat: ∫ T
0
|ζ¯h/t − ζ¯/t(t)|dt ≤
∫ T
0
|ζ¯h/t − ζ¯/t(t+ h)|dt+
∫ T
0
|ζ¯/t(t+ h)− ζ¯/t(t)|dt.
Der zweite Term auf der rechten Seite konvergiert fu¨r h −→ 0 gegen 0, weil ζvnk ∈ L1(L1(M)). Den
ersten scha¨tzen wir weiter ab und benutzen (?):∫ T
0
|ζ¯h/t − ζ¯/t(t+ h)|dt ≤
∫ T
0
−
∫
Mt+h
|ζ(t+ h)|
∣∣∣(JΦ−ht+h − 1
h
)Hd(Mt+h)
Hd(Mt) − vn(t+ h)k(t+ h))
∣∣∣dHddt
≤ C‖ζ‖L1(L1(M))
∥∥∥(JΦ−ht+h − 1
h
)Hd(Mt+h)
Hd(Mt) − vnk
∥∥∥
C0(C0(M))
.
und die rechte Seite konvergiert gegen 0 nach der Eulerschen Entwicklungsformel aus Satz 6.11 und
der Stetigkeit von M . Damit haben wir die Konvergenz ∂h
M
t ζ −→ ω = ω0 + ζ¯/t in L1(H1(M))
gezeigt. Es verbleibt zu zeigen, dass tatsa¨chlich ω die distributionelle Zeitableitung von ζ ist. Dazu
sei η ∈ C∞0 (M) eine Testfunktion. Dann folgt durch diskrete partielle Integration wie in Proposition
3.37, falls wir zu η ∈ C∞0 (M) die Schrittweite h > 0 klein genug wa¨hlen, dass Randterme in der Zeit
verschwinden:∫ T
0
∫
Mt
η(t)
ζ(t+ h) ◦ Φht − ζ(t)
h
dHddt = −
∫ T
0
∫
Mt
ζ(t)
η(t)− η(t− h) ◦ Φ−ht JΦ−ht
h
dHddt.
Wenn wir in dieser Identita¨t zum Limes h −→ 0 u¨bergehen folgt aufgrund der Differenzierbarkeit von η
und der Eulerschen Entwicklungsformel aus Satz 6.11 zusammen mit der zuvor gezeigten Konvergenz
von ∂h
M
t ζ −→ ω schließlich:∫ T
0
∫
Mt
ηωdHddt = −
∫ T
0
∫
Mt
ζ(∂Mt η − ηvnk)dHddt,
fu¨r alle η ∈ C∞0 (M). Damit ist ω schwache Zeitableitung von η auf der evolvierenden Fla¨che M im
Sinne von Definition 3.9.
Folgende Proposition zeigt, wie schwache Formulierung (B) Formulierung (A) impliziert. Wir zeigen
hier nur diese Richtung, die fu¨r den Beweis des Existenzsatzes erforderlich ist. Die Ru¨ckrichtung
wurde fu¨r eindimensionale Gebiete in [Rai] gezeigt. Wir gehen davon aus, dass fu¨r ho¨her dimensionale
Gebiete bzw. Fla¨chen der Beweis der Ru¨ckrichtung analog geht, jedoch mit einem aufwa¨ndigeren
Approximationsargument.
Proposition 3.39. (Rekonstruktion der Formulierung A) Sei M wie in Voraussetzung 3.1 und
3.2. Sei %0 ∈ H1(M0). Sei % ∈ L∞(H1(M)) mit
∫
Mt
%(t)dHd = ∫
M0
%0dHd fu¨r f.a. t ∈ [0, T ]. Es
sei A ∈ L2(H1(M))∗ ein Operator mit 〈〈A, c〉〉L2(H1(M)) = 0 fu¨r ra¨umlich konstante Funktionen
c ∈ L2([0, T ]). Definiere B ∈ L2(V0)∗ durch:
〈〈B, ζ〉〉L2(V0) = −
∫ T
0
∫
Mt
∇Mζ • (2vnK∇M%+ %∇M (vnk))dHddt− 〈〈A,∆Mζ〉〉L2(H1(M))
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fu¨r ζ ∈ L2(V0). Es gelte
−(ζ(0), %0)H0 −
∫ T
0
(∂Mt ζ(t), %(t))Htdt+ 〈〈B, ζ〉〉L2(V0) = 0
fu¨r alle Testfunktionen ζ ∈ L2(V 0) ∩W 1,1(H1(M)) mit ζ(T ) = 0. Dann ist % Lo¨sung des folgenden
schwachen Problems:
−(w(0), %0)L2(M0) −
∫ T
0
(∂Mt w(t), %(t))L2(Mt)dt+ 〈〈A, w〉〉L2(H1(M)) = 0
fu¨r alle Testfunktionen w ∈ L2(H1(M))) ∩W 1,1(L2(M)) mit w(T ) = 0.
Beweis. Sei w ∈ L2(H1(M))) ∩ W 1,1(L2(M)) mit w(T ) = 0. Zuna¨chst gelte −∫ w(t)dHd = 0 fu¨r
t ∈ [0, T ]. Von dieser Forderung lo¨sen wir uns spa¨ter. Dann ko¨nnen wir das in Lemma 3.38 konstruierte
ζ ∈ L2(V 0) ∩W 1,1(H1(M)) mit −∆Mζ(t) = w(t) einsetzen:
− (ζ(0), %0)H1(M0) −
∫ T
0
(∂Mt ζ, %)H1(Mt)dt
−
∫ T
0
∫
Mt
∇Mζ • (2vnK∇M%+ %∇M (vnk))dHddt− 〈〈A,∆Mζ〉〉L2(H1(M)) = 0.
Damit ergibt sich trivialerweise fu¨r den elliptischen Term:
−〈〈A,∆Mζ〉〉L2(H1(M)) = 〈〈A, w〉〉L2(H1(M)).
Fu¨r die verbleibenden Terme beachten wir, dass aufgrund der Regularita¨t von w nach Konstruktion
von ζ fu¨r alle t ∈ [0, T ] gilt:∫
Mt
∇Mζ(t) • ∇MvdHd =
∫
Mt
w(t)vdHd fu¨r v ∈ H1(Mt). (?)
In der Tat, denn es ist w(t) ∈ L2(Mt) fu¨r alle t ∈ [0, T ], somit macht die schwache Formulierung
der Poisson-Gleichung fu¨r alle t ∈ [0, T ] Sinn. Damit folgt die Behauptung fu¨r die Anfangsdaten aus
(?) wenn wir v = %0 ∈ H1(M0) setzen. Zu h > 0 verwenden wir wieder wie in Lemma 3.38 folgende
Schreibweise fu¨r Differenzenquotienten:
∂h
M
t f(t) =
f(t+ h) ◦ Φht − f(t)
h
.
Ferner schreiben wir abku¨rzend Aht = (DΦ
−h
t+h(DΦ
−h
t+h)
T ) ◦ Φht . Als na¨chstes wenden wir die erste
Aussage aus Lemma 3.36 auf M1 =Mt,M2 =Mt+h, u1 = ζ(t), u2 = ζ(t+h), f1 = w(t), f2 = w(t+h)
an. Wenn wir dann als Testfunktion %(t) ∈ H1(Mt) fu¨r fast alle t ∈ [0, T ] wa¨hlen und durch h > 0
teilen erhalten wir:∫
Mt
∇M%(t) • ∇M∂hMt ζ(t)dHd =−
∫
Mt
∇M%(t) • ∂hMt (Aht JΦht )∇M (ζ(t+ h) ◦ Φht )dHd
+
∫
Mt
%(t)∂h
M
t (w(t)JΦht )dHd.
Wenn wir jetzt u¨ber [0, T ] integrieren, ko¨nnen wir zum Limes h −→ 0 u¨bergehen und die Eulerschen
Entwicklungsformeln aus Satz 6.11 benutzen. Der Anteil in Normalenrichtung verschwindet dabei:∫
Mt
∇M%(t) • (∇M∂Mt ζ + 2vnK∇Mζ + vnk∇Mζ)dHd =
∫
Mt
%(t)(∂Mt w + vnkw)dHd.
Die letzte Gleichung ist, wenn wir w(t) = −∆Mζ im zweiten Term wieder ersetzen, nach einer parti-
ellen Integration a¨quivalent zu:∫
Mt
∇M%(t) • (∇M∂Mt ζ + 2vnK∇Mζ)dHd =
∫
Mt
%(t)(∂Mt w +∇M (vnk)∇Mζ)dHd.
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Damit ko¨nnen wir den verbleibenden Term in der Gleichung identifizieren. Im letzten Schritt mu¨ssen
wir uns noch von der zuna¨chst getroffenen Voraussetzung, dass w verschwindenden Mittelwert hat,
lo¨sen. Sei dazu w ∈W 1,1(L2(M)) ∩ L2(H1(M)) mit w(T ) = 0 und beliebigem Mittelwert. Bezeichne
w¯(t) = −
∫
Mt
w(t)dt. Dann ist w˜ = w− w¯ fu¨r das bereits gezeigte eine zula¨ssige Testfunktion. Dann gilt:
−(w(0)− w¯(0), %0)L2(M0) −
∫ T
0
(∂Mt w − ∂Mt w¯, %)L2(Mt)dt+ 〈〈A(%), w − w¯〉〉L2(H1(M)) = 0.
Im elliptischen Term verschwindet w¯ nach Voraussetzung. Fu¨r die verbleibenden w¯-Terme u¨berlegen
wir uns aufgrund der Tatsache, dass %(t) fu¨r f.a. t ∈ [0, T ] konstante Masse R = ∫
M0
%0dHd hat:
(w¯(0), %0)L2(M0) +
∫ T
0
(∂Mt w¯, %)L2(Mt)dt = Rw¯(0) +R
∫ T
0
d
dt
w¯(t)dt = 0.
Damit folgt die Existenzaussage fu¨r die u¨bliche schwache Formulierung.
Folgerung 3.40. (Lo¨sung der Formulierung Aβδ) Unter den getroffenen Voraussetzungen exis-
tiert zu β, δ > 0 eine Lo¨sung %βδ ∈ L2(V ) ∩ L∞(H1(M)) der folgenden schwachen Formulierung:
−(w(0), %0)L2(M0) −
∫ T
0
(∂Mt w(t), %(t))L2(Mt)dt+ 〈〈Aβδ(%), w〉〉L2(H1(M)) = 0,
fu¨r Testfunktionen w ∈ L2(H1(M))) ∩W 1,1(L2(M)) mit w(T ) = 0.
Mathematische Entropieabscha¨tzung
Beim U¨bergang zum Limes δ −→ 0 verlieren wir gleichma¨ßige Beschra¨nktheit der Lo¨sungen in
L2(H3(M)). Um dennoch den Fluss im Limes identifizieren zu ko¨nnen, brauchen wir zusa¨tzliche
Information u¨ber die Konvergenz von %βδ. Hierfu¨r ist eine weitere Abscha¨tzung erforderlich, die wir
mathematische Entropieabscha¨tzung nennen. Es wird Sinn machen im parabolischen Teil die konvek-
tive Ableitung D
M
Dt statt ∂
M
t zu fu¨hren (Siehe Definition 2.5). Der entsprechende Lo¨sungsbegriff zu
Definition 3.35 ist folgende Formulierung (A˜βδ), die einfach eine Umformulierung bedeutet:
−(w(0), %0)L2(M0) −
∫ T
0
(
DM
Dt
w(t), %βδ(t))L2(Mt)dt+ 〈〈A˜βδ(%βδ), w〉〉L2(H1(M)) = 0 (3.2.1)
fu¨r alle Testfunktionen w ∈ L2(H1(M))) ∩W 1,1(L2(M)) mit w(T ) = 0. Hierbei ist der modifizierte
elliptische Operator A˜βδ : L2(V ) −→ L2(H1(M))∗ definiert durch:
〈〈A˜βδ(%), w〉〉L2(H1(M)) = 〈〈Aβδ(%), w〉〉L2(H1(M)) +
∫ T
0
∫
Mt
%(t)v∗ • ∇Mw(t)dHddt.
Damit wir fu¨r weitere Abscha¨tzungen geeignete Testfunktionen einsetzen ko¨nnen, ist es erforderlich
diese in der Zeit zu regularisieren.
Proposition 3.41. (Zeitgla¨ttung von Testfunktionen) SeiM eine kompakte, evolvierende Fla¨che
der Klasse C1(C1) mit Diffeomorphismen Φ∗t : M0 −→ Mt, t ∈ [0, T ] wie in Definition 3.2. Zu
t, s ∈ [0, T ] setze Φ∗s−tt = Φs ◦ Φ−1t . Sei 1 ≤ p, q < ∞. Sei w ∈ Lp(W 1,q(M)). Dann ist die zu
t0 ∈ [0, T ] und zur Schrittweite h > 0 durch:
wt0h (t) =
1
h
∫ t+h
t
w(s) ◦ Φ∗s−tt χ(−∞,t0](s)ds
definierte Testfunktion wt0h ∈ W 1,p(W 1,q(M)). Weiterhin ist wt0h (t0) = 0 und es gilt wt0h −→ wχ[0,t0]
in Lp(W 1,q(M)).
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Beweis. Wenn wir die Zeitableitung D
M
Dt w
t0
h berechnen, verschwindet mit Proposition 2.6 der Term in
dem die Zeitableitung auf den Integranden fa¨llt, und wir erhalten mit χ(−∞,t0](t+h) = χ(−∞,t0−h](t):
DM
Dt
wt0h (t) =
1
h
(
w(t+ h) ◦ Φ∗ht − w(t)
)
χ(−∞,t0−h](t)− w(t)
1
h
χ[t0−h,t0)(t). (3.2.2)
Die Behauptung wt0h ,
DM
Dt w
t0
h ∈ Lp(W 1,q(M)) folgt dann nach der Kettenregel aus der gleichma¨ßigen
Beschra¨nktheit der DΦ∗ht bzw DΦ
∗s−t
t . Die Tatsache w
t0
h (t0) = 0 ist klar. Fu¨r h −→ 0 folgt die
Konvergenz wt0h −→ wχ[0,t0] aus der Faltungsabscha¨tzung.
Die wie oben regularisierten Testfunktionen sind dann in der Evolutionsgleichung gema¨ß folgender
Proposition zu handhaben.
Proposition 3.42. (Diskrete Partielle Integration fu¨r zeitgegla¨ttete Testfunktionen) Sei
M eine kompakte, evolvierende C1(C1)-Fla¨che mit Diffeomorphismen Φ∗t : M0 −→ Mt, t ∈ [0, T ] wie
in Definition 3.2. Zu h ∈ R setze Φ∗ht = Φ∗t+h ◦ Φ∗−1t . Zu w ∈ L2(L2(M)) und t0 ∈ [0, T ] und h > 0
konstruiere wt0h wie in Proposition 3.41. Dann gilt fu¨r % ∈ L2(L2(M)) und %0 ∈ L2(M0), wenn wir
%0,Mt,Φ∗t fu¨r t ≤ 0 konstant fortsetzen, die folgende diskrete partielle Integration:
−
∫ T
0
∫
Mt
(
DM
Dt
wt0h (t))%(t)dHddt−
∫
M0
wt0h (0)%0dHd =
∫ t0
0
∫
Mt
w(t)
%(t)− %(t−h) ◦ Φ∗−ht JΦ∗−ht
h
dHddt.
Beweis. Es ist nach Gleichung (3.2.2) aus dem Beweis von Proposition 3.41:
−
∫ T
0
∫
Mt
DM
Dt
wt0h (t)%(t)dHddt = −
∫ t0−h
0
∫
Mt
w(t+ h) ◦ Φ∗ht − w(t)
h
%(t)dHddt+−
∫ t0
t0−h
∫
Mt
%(t)w(t)dHddt.
Ferner ist nach Proposition 3.37 angewendet auf Φ∗t :
−
∫ t0−h
0
∫
Mt
w(t+ h) ◦ Φ∗ht − w(t)
h
%(t)dHddt =
∫ t0−h
0
∫
Mt
%(t)− %(t− h) ◦ Φ∗−ht JΦ∗−ht
h
w(t)dHddt
−−
∫ t0
t0−h
∫
Mt
%(t− h) ◦ Φ∗−ht w(t)JΦ∗−ht dHddt+−
∫ h
0
∫
Mt
%(t− h) ◦ Φ∗−ht w(t)JΦ∗−ht dHddt.
Wir sehen an dieser Stelle, dass die Terme am Endzeitpunkt sich zu einem weiteren Differenzenquo-
tient wie in der rechten Seite der Behauptung zusammensetzen. Den Term vom Anfangszeitpunkt
betrachten wir weiter, indem wir mir dem Transformationssatz 6.8 auf M0 transformieren und die
Konstruktion des wt0h verwenden:
−
∫ h
0
∫
Mt
%(t− h) ◦ Φ∗−ht w(t)JΦ∗−ht dHddt = −
∫ h
0
∫
M0
%(t− h) ◦ Φ∗t−hw(t) ◦ Φ∗tJΦ∗t−hdHddt
= −
∫ h
0
∫
M0
%0w(t) ◦ Φ∗t dHddt =
∫
M0
wt0h (0)%0dHddt.
Wenn wir alles zusammenfassen folgt die Behauptung:
−
∫ T
0
∫
Mt
(
DM
Dt
wt0h )%dHddt =
∫ t0
0
∫
Mt
%(t)− %(t− h) ◦ Φ∗−ht JΦ∗−ht
h
w(t)dHddt+
∫
M0
wt0h (0)%0dHddt.
Wie im planaren Fall definieren wir zu den regularisierten Mobilita¨ten die entsprechende regularisierte
(mathematische) Entropie.
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Definition 3.43. (Regularisierte mathematische Entropie) Sei A > 0 wie in Definition 3.7.
Dann definieren wir fu¨r β, δ > 0 zu den approximierenden Mobilita¨ten aus Definition 3.10 folgende
regularisierte mathematische Entropie zu s ∈ R:
gβδ(s) =
∫ s
A
1
mβδ(r)
dr, Gβδ(s) =
∫ s
A
gβδ(r)dr.
Fu¨r s > 0 definieren wir:
gβ(s) =
∫ s
A
1
mβ(r)
dr, Gβ(s) =
∫ s
A
gβ(r)dr.
Satz 3.44. (Mathematische Entropieabscha¨tzung) Unter den getroffenen Voraussetzungen gilt
zu β, δ > 0 fu¨r die Lo¨sung %βδ aus Satz 3.34 die folgende Abscha¨tzung der regularisierten mathema-
tischen Entropie aus Definition 3.43:
‖Gβδ(%βδ)‖L∞(L1(M)) + ‖∆M%βδ‖2L2(L2(M)) ≤ C(1 + ‖%βδ‖2L2(L2(M)))
mit einer von δ, β > 0 unabha¨ngigen Konstanten C > 0.
Beweis. Wir mo¨chten in Gleichung (3.2.1) mit dem (mathematischen) chemischen Potential gβδ(%βδ)
aus Definition 3.43 testen. Um die Zeitregularita¨t zu gewa¨hrleisten, gla¨tten wir zu t0 ∈ [0, T ] und
h > 0 die Funktion gβδ(%βδ) in der Zeit wie in Proposition 3.41. Die notwendige Integrierbarkeit folgt
dann aus der Energieabscha¨tzung 3.29 folgendermaßen:
‖gβδ(%βδ)‖2L2(L2(M) ≤
1
cδ
∫
M
|%βδ −A|2dµM ≤ Cδ(1 + ‖%βδ‖2L2(L2(M))) ≤ Cδβ , (?)
‖∇M (gβδ ◦ %βδ)‖2L2(L2(M)) = ‖gβδ ′(%βδ)∇M%βδ‖2L2(L2(M)) ≤
1
cδ
‖∇M%βδ‖L2(L2(M)) ≤ Cδβ .
Dann ko¨nnen wir Proposition 3.42 anwenden. Den entstehenden parabolischen Term formen wir um,
indem wir Terme einfu¨gen und wieder abziehen:∫ t0
0
∫
Mt
gβδ(%βδ(t))
%βδ(t)− %βδ(t− h) ◦ Φ∗−ht JΦ∗−ht
h
dHddt
=
∫ t0
0
∫
Mt
gβδ(%βδ(t))
%βδ(t)− %βδ(t− h) ◦ Φ∗−ht
h
dHddt (†)
+
∫ t0
0
∫
Mt
gδβ(%βδ(t))%βδ(t− h) ◦ Φ∗−ht (
1− JΦ∗−ht
h
)dHddt. (])
Wegen der Konvexita¨t von Gβδ(s) ko¨nnen wir (†) nach unten hin abscha¨tzen:∫ t0
0
∫
Mt
gβδ(%βδ(t))
%βδ(t)− %βδ(t− h) ◦ Φ∗−ht
h
dHddt
≥ 1
h
∫ t0
0
∫
Mt
Gβδ(%βδ(t))dHddt− 1
h
∫ t0
0
∫
Mt
Gβδ(%βδ(t− h) ◦ Φ∗−ht )dHddt. (††)
Den zweiten Term in (††) transformieren wir auf Mt−h und fu¨gen Terme ein, die wir wieder abziehen:
− 1
h
∫ t0
0
∫
Mt
Gβδ(%βδ(t− h) ◦ Φ∗−ht )dHddt = −
1
h
∫ t0
0
∫
Mt−h
Gβδ(%βδ(t− h))JΦ∗ht−hdHddt
= − 1
h
∫ t0
0
∫
Mt−h
Gβδ(%βδ(t− h))dHddt−
∫ t0
0
∫
Mt−h
Gβδ(%βδ(t− h))
JΦ∗ht−h − 1
h
dHddt. († † †)
Wenn wir (††) und († † †) zusammenfassen entsteht eine Teleskopsumme. Dann ko¨nnen wir (†) insge-
samt nach unten hin abscha¨tzen:
(†) ≥ −
∫ t0
t0−h
∫
Mt
Gβδ(%βδ(t))dHddt−
∫
M0
Gβδ(%0)dHd −
∫ t0
0
∫
Mt−h
Gβδ(%βδ(t−h))
JΦ∗ht−h−1
h
dHddt. (]])
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Es ist Gβδ(%βδ) ∈ L2(L2(M)) aufgrund der selben U¨berlegung wie in (?). Dann folgt fu¨r β, δ > 0 im
Limes h −→ 0 aufgrund der Integrierbarkeit von %βδ und Gβδ(%βδ) und der Eulerschen Entwicklungs-
formel aus Satz 6.11 die folgende Konvergenz fu¨r fast alle t0 ∈ [0, T ]:
lim
h−→0
[(]) + (]])] =
∫
Mt0
Gβδ(%βδ(t0))dHd −
∫
M0
Gβδ(%0)dHd
+
∫ t0
0
∫
Mt
(gβδ(%βδ(t))%βδ(t)−Gβδ(%βδ(t)))divM (v)dHddt.
Dies sind genau die Terme, die man nach einer formalen Rechnung erwartet ha¨tte. Wegen Proposition
3.41 konvergiert fu¨r h −→ 0 der elliptische Teil, der sich weiter umformen la¨sst:
〈〈A˜βδ(%βδ), gβδ(%βδ)〉〉L2(H1(M)) =
∫ t0
0
∫
Mt
∇M (gβδ◦%βδ) •mβδ(%βδ)(−∇Mp(%βδ) + a(%βδ)∇Mk)dHddt
=
∫ t0
0
∫
Mt
∇M%βδ • (−∇Mp(%βδ) + a(%βδ)∇Mk)dHddt
=
∫ t0
0
∫
Mt
∆M%βδ(t)(k + %βδ(t)|K|2 +∆M%βδ(t)) +∇M%βδ(t) • a(%βδ(t))∇Mk)dHddt.
Wenn wir nun die positiven Terme auf der linken Seite sammeln und die anderen auf die rechte Seite
bringen, folgt mit der Young Ungleichung:
‖Gβδ(%βδ(t0))‖L1(Mt0 ) +
1
2
∫ t0
0
‖∆M%βδ(t)‖2L2(Mt)dt ≤ ‖Gβδ(%0)‖L1(M0)
+
∫ t0
0
∫
Mt
|gβδ(%βδ(t))%βδ(t)||divM (v)|dHddt+
∫ t0
0
∫
Mt
Gβδ(%βδ(t))|divM (v)|dHddt
+
1
2
‖k + %βδ|K|2‖2L2([0,t0];L2(M)) +
∫ t0
0
∫
Mt
|∇M%βδ||a(%βδ)||∇Mk|dHddt
= (I) + (II) + (III) + (IV ) + (V ).
Fu¨r Term (I) beachten wir, dass nach Konstruktion der regularisierten mathematischen Entropien
aus Definition 3.43:
Gβδ(s) = Gδ(s) + β|A− s|2 ≤ G(s) + |A− s|2
falls β ≤ 1. Daher ist nach Voraussetzung 3.8 an die Anfangswerte dieser Term beschra¨nkt durch
(I) ≤ ‖G(%0)‖L1(M0) + C(1 + ‖%0‖2L2(M0)) ≤ C. Term (II) ko¨nnen wir mit Lemma 3.45 folgender-
maßen abscha¨tzen: (II) ≤ C(1 + ‖%βδ‖2L2([0,t0];L2(M)) + (III)). Es entsteht also ein weiterer Term
(III). Diesen kontrollieren wir spa¨ter mit dem Gronwall-Lemma. Term (IV ) scha¨tzen wir ab durch
(IV ) ≤ C(1 + ‖%βδ‖2L2([0,t0];L2(M))). Term (V ) scha¨tzen wir mit der Ho¨lder-Ungleichung und der
Wachstumsbedingung aus Voraussetzung 3.6 von a(s) ab:
(V ) ≤ C‖∇M%βδ‖L2([0,t0];L2(M))(1 + ‖%βδ‖L2([0,t0];L2(M)))‖∇Mk‖L∞(L∞(M)).
Wenn wir in ‖∇M%βδ‖L2([0,t0];L2(M)) partiell integrieren und die Neumann-Randwerte ausnutzen,
ko¨nnen wir (V ) weiter abscha¨tzen (Wir fu¨hren das Zeitintervall [0, t0] hier nicht):
(V ) ≤ C‖∆M%βδ‖
1
2
L2(L2(M))(1 + ‖%βδ‖
3
2
L2(L2(M))) ≤ ²‖∆M%βδ‖2L2(L2(M)) + C²(1 + ‖%βδ‖2L2(L2(M))).
Hierbei haben wir im letzten Schritt die Young-Ungleichung verwendet. Wenn wir nun ² = 14 wa¨hlen,
ko¨nnen wir den ersten Term in die linke Seite absorbieren und es ergibt sich:
‖Gβδ(%βδ(t0))‖L1(Mt0 ) +
1
4
∫ t0
0
‖∆M%βδ(t)‖2L2(Mt)dt
≤ C(1 + ‖%βδ‖2L2([0,t0];L2(M)) +
∫ t0
0
‖Gβδ(%βδ(t))‖L1(Mt)‖divM (v)‖L∞(Mt)dt).
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Mit dem Lemma von Gronwall folgt:
esssup
t∈[0,T ]
‖Gβδ(%βδ)‖L1(Mt) + ‖∆M%βδ‖2L2(L2(M)) ≤ C(1 + ‖%βδ‖2L2(L2(M))).
Die rechte Seite in der Behauptung von Satz 3.44 la¨sst sich aufgrund von Folgerung 3.29 durch eine
Konstante Cβ > 0 abscha¨tzen, die von δ > 0 unabha¨ngig, im Allgemeinen nicht jedoch von β > 0, ist.
Um im bewegten Fall den Term von divM (v) mit dem Gronwall-Lemma zu kontrollieren, hatten wir
eine weitere Abscha¨tzung beno¨tigt. Aufgrund der Analogie zur Young-Ungleichung fu¨r allgemeine
konvexe Funktionen bezeichnen wir die folgende Aussage als Young-Ungleichung fu¨r die mathema-
tische Entropie. Die wesentliche Idee hinter dieser Abscha¨tzung besteht darin, dass Integrieren des
(mathematischen) chemischen Potentials g(s), da es sich um ein gebrochenes Polynom handelt, dem
Erho¨hen des Exponenten um 1 entspricht.
Lemma 3.45. (Eine Young-Ungleichung fu¨r die mathematische Entropie) Sei m(s) = sn
fu¨r n ≥ 1 oder m(s) = s3+cs2 fu¨r eine Konstante c > 0. Zu β, δ ∈ (0, 1) seien mβδ(s) die regularisier-
ten Mobilita¨ten aus Definition 3.10. Dann gilt fu¨r die dazugeho¨rigen regularisierten mathematischen
Entropien aus Definition 3.43 folgende Ungleichung:
|sgβδ(s)| ≤ C(1 + s2 +Gβδ(s))
fu¨r alle s ∈ R mit einer von β, δ > 0 unabha¨ngigen Konstanten C > 0. Im Falle der Mobilita¨t
m(s) = s3 + cs2 ist nicht gezeigt, dass C von c unabha¨ngig ist.
Beweis. Nach Konstruktion der regularisierten mathematischen Entropien in Definition 3.43 gilt fol-
gender Zusammenhang: gβδ(s) = gδ(s)+β(s−A) und Gβδ(s) = Gδ(s)+ 12β(s−A)2. Daher reicht es,
wenn β < 1 ist, die Aussage fu¨r gδ(s) und Gδ(s) zu zeigen. OBdA. wa¨hlen wir A in Definition 3.43
als A = 1, anderenfalls geht der Wert von A in die Abscha¨tzungskonstante ein. Wir betrachten die
Fa¨lle m(s) = sn fu¨r n = 1, n ∈ (0, 1), n = 2, n > 2 sowie m(s) = cs2 + s3 separat. Die Vorgehensweise
ist dabei immer die Gleiche. Wir scha¨tzen sg(s) dem Betrage nach ab, dru¨cken kritische Terme mit
Hilfe von G(s) aus und lassen im Anschluss negative Terme weg. Dabei verwenden wir fu¨r s ∈ R die
Schreibweise s+ = max(s, 0) und s− = min(s, 0) und machen jeweils die Fallunterscheidung fu¨r s ≥ 0
und s ≤ 0.
1. (n = 2): Die Mobilita¨t ist gegeben durch:
mδ(s) =
{
(s+ δ)2 falls s ≥ 0,
δ2 falls s ≤ 0.
Das (mathematische) chemische Potential la¨sst sich berechnen:
gδ(s) =
∫ s
1
1
mδ(r)
dr =
∫ s+
1
1
mδ(r)
dr +
∫ s−
0
1
mδ(r)
dr = − 1
δ + s+
+
1
δ + 1
+
s−
δ2
.
Die mathematische Entropie la¨sst sich berechnen:
Gδ(s) =
∫ s+
1
gδ(r)dr +
∫ s−
0
gδ(r)dr =
∫ s+
1
(
− 1
δ + r
+
1
δ + 1
)
dr +
∫ s−
0
(
−1
δ
+
1
δ + 1
+
r
δ2
)
dr
= − log(δ + s+) + log(δ + 1)− s
−
δ
+
s− + s+ − 1
δ + 1
+
1
2
|s−|2
δ2
.
(a) Fu¨r (s ≥ 0) scha¨tzen wir ab:
|s+gδ(s+)| = | − s
+
δ + s+
+
s+
δ + 1
| ≤ C(1 + |s|).
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(b) Fu¨r (s ≤ 0) scha¨tzen wir ab:
|s−gδ(s−)| =
∣∣∣∣−s−δ + s−δ + 1 + |s−|2δ2
∣∣∣∣ ≤ −s−δ − s−δ + 1 + |s−|2δ2
=2Gδ(s−) + 2 log(δ)︸ ︷︷ ︸
≤0
−2 log(δ + 1) + s
−
δ︸︷︷︸
≤0
−3 s
−
δ + 1
+
1
δ + 1
≤ 2Gδ(s−) + C(1 + |s|).
2. (n 6= 2): Die Mobilita¨t ist gegeben durch:
mδ(s) =
{
(s+ δ)n falls s ≥ 0,
δn falls s ≤ 0.
Das (mathematische) chemische Potential la¨sst sich ebenfalls berechnen:
gδ(s) =
∫ s+
1
1
mδ(r)
dr +
∫ s−
0
1
δn
dr = − (s
+ + δ)1−n
n− 1 +
(1 + δ)1−n
n− 1 +
s−
δn
.
Die mathematische Entropie la¨sst sich berechnen:
Gδ(s) =
∫ s+
1
gδ(r)dr +
∫ s−
0
(
− δ
1−n
n− 1 +
(1 + δ)1−n
n− 1 +
r
δn
)
dr
=
(s+ + δ)2−n
(n− 2)(n− 1) −
(1 + δ)2−n
(n− 2)(n− 1) +
(1 + δ)1−n
n− 1 (s
+ − 1)− s− δ
1−n
n− 1 + s
− (1 + δ)
1−n
n− 1 +
|s−|2
2δn
.
(a) Fu¨r (n > 2) und s ≥ 0 scha¨tzen wir ab:
|s+gδ(s+)| ≤ |s+ (s
+ + δ)1−n
n− 1 |+ |s
+ (1 + δ)
1−n
n− 1 | = s
+ (s
+ + δ)1−n
n− 1 + s
+ (1 + δ)
1−n
n− 1
≤ (s
+ + δ)2−n
n− 1 + s
+ (1 + δ)
1−n
n− 1
= (n−2)G(s+) + (1+δ)
2−n
n− 1 +
(n−2)(δ+1)1−n
n− 1 +
(1 + δ)2−n
n− 1 − (n−3)s
+ (δ+1)
1−n
n− 1
≤ (n− 2)G(s+) + C(1 + |s|).
(b) Fu¨r (1 < n < 2) und s ≥ 0 scha¨tzen wir ab:
|s+g(s+)| ≤ |s+ (s
+ + δ)1−n
n− 1 |+ |s
+ (1 + δ)
1−n
n− 1 | ≤ C(1 + |s|).
(c) Fu¨r n 6= 2 und s ≤ 0 scha¨tzen wir ab:
|s−gδ(s−)| ≤ |s− δ
1−n
n− 1 |+ |s
− (1 + δ)
1−n
n− 1 |+ |
|s−|2
δn
| ≤ −s− δ
1−n
n− 1 +−s
− (1 + δ)
1−n
n− 1 +
|s−|2
δn
= 2G(s−) + s−
δ1−n
n− 1 + (2−3s
−)
(1 + δ)1−n
n− 1 −
2δ2−n
(n− 2)(n− 1) +
2(1 + δ)2−n
(n− 2)(n− 1)
≤ 2G(s−) + (2− 3s−) (1 + δ)
1−n
n− 1 + 2
(1 + δ)2−n
(n− 2)(n− 1) ≤ 2G
δ(s−) + C(1 + |s|).
3. (n = 1): Die Mobilita¨t ist gegeben durch:
mδ(s) =
{
s+ δ falls s ≥ 0,
δ falls s ≤ 0.
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Das (mathematische) chemische Potential la¨sst sich ebenfalls berechnen:
gδ(s) =
∫ s+
1
1
r + δ
dr +
∫ s−
0
1
δ
dr = log(s+ + δ)− log(1 + δ) + s
−
δ
.
Die mathematische Entropie la¨sst sich berechnen:
Gδ(s) =
∫ s+
1
(log(r + δ)− log(1 + δ)) dr +
∫ s−
0
(
log(δ)− log(1 + δ) + r
δ
)
dr
= (s++ δ) log(s++ δ) + 1− s+ − (s++ δ) log(1 + δ) + s− log(δ)− s− log(1 + δ) + |s
−|2
2δ
.
(a) Fu¨r (s ≥ 0) scha¨tzen wir ab:
|s+gδ(s+)| = |s+ log(s+ + δ)|+ |s+ log(1 + δ)| ≤ C(1 + |s|2).
(b) Fu¨r (s ≤ 0) scha¨tzen wir ab:
|s−gδ(s−)| ≤ |s− log(δ)|+ |s− log(1 + δ)|+ |s
−|2
δ
≤ 2Gδ(s−)− s− log(δ) + C(1 + |s|) ≤ 2Gδ(s−) + C(1 + |s|).
4. Spezielle Mobilita¨t fu¨r die Navier-Slip Bedingung:
mδ(s) =
{
c(s+ δ)2 + (s+ δ)3 falls s ≥ 0,
cδ2 + δ3 falls s ≤ 0.
Die inverse Mobilita¨t la¨sst sich fu¨r s ≥ 0 folgendermaßen zerlegen:
1
mδ(s)
=
1
c(s+ δ)2 + (s+ δ)3
= − 1
c2
1
s+ δ
+
1
c2
1
c+ s+ δ
+
1
c(s+ δ)2
.
Somit lassen sich (mathematisches) chemisches Potential und mathematische Entropie wie oben
berechnen und wir erhalten:
gδ(s) =
1
c2
(
log(
c+ s+ + δ
s+ + δ
)− c
s+ + δ
− log(c+ 1 + δ
1 + δ
) +
c
1 + δ
)
+
s−
cδ2 + δ3
bzw.:
Gδ(s) =
1
c2
(
(c+ δ + s+) log(
c+ δ + s+
δ + s+
)− (c+ δ + 1) log(c+ δ + 1
δ + 1
)
)
+
1
2
(s−)2
cδ2 + δ3
+
1
c2
(s+− 1)( c
1 + δ
− log(c+ 1 + δ
1 + δ
)) +
1
c2
s−(log(
c+ δ
δ
)− c
δ
− log(c+1 + δ
1 + δ
) +
c
1 + δ
).
(a) Fu¨r (s ≥ 0) scha¨tzen wir ab indem wir negative Terme auf der rechten Seite weglassen:
|s+g(s+)| = 1
c2
∣∣∣∣s+ log(c+ s+ + δs+ + δ )− cs+s+ + δ − s+ log(c+ 1 + δ1 + δ ) + cs+1 + δ
∣∣∣∣
=
1
c2
(
s+ log(
c+ s+ + δ
s+ + δ
) +
cs+
s+ + δ
+ s+ log(
c+ 1 + δ
1 + δ
) +
cs+
1 + δ
)
= Gδ(s+) +
1
c2
(
−(c+ δ) log(c+ s
+ + δ
s+ + δ
) + (c+ δ + 1) log(
c+ δ + 1
δ + 1
)
)
− 1
c2
(s+− 1)( c
1+δ
− log(c+ 1 + δ
1 + δ
)) +
1
c2
(
cs+
s++ δ
+ s+ log(
c+ 1 + δ
1 + δ
) +
cs+
1+δ
)
≤ Gδ(s+) + 1
c2
(c+ δ + 1) log(
c+ δ + 1
δ + 1
)
− 1
c2
(s+− 1)( c
1+δ
− log(c+ 1 + δ
1 + δ
)) +
1
c2
(
cs+
s++ δ
+ s+ log(
c+ 1 + δ
1 + δ
) +
cs+
1+δ
)
≤ Gδ(s+) + C(1 + |s|).
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Hierbei haben wir im letzten Schritt verwendet, dass css+δ fu¨r s ≥ 0 Werte zwischen 0 und
c annimmt. Die Konstante C ha¨ngt von c ab.
(b) Fu¨r (s ≤ 0) scha¨tzen wir ab: Es ist gδ(s) monoton wachsend und daher fu¨r s ≤ 1 negativ.
Somit ist |s−gδ(s−)| = s−g(s−). Damit ko¨nnen wir weiter abscha¨tzen in dem wir negative
Terme auf der rechten Seite weglassen:
s−gδ(s−) =
s−
c2
(
log(
c+ δ
δ
)− c
δ
− log(c+ 1 + δ
1 + δ
) +
c
1 + δ
)
+
(s−)2
cδ2 + δ3
= 2Gδ(s−)− 2
c2
(
(c+ δ) log(
c+ δ
δ
)− (c+ δ + 1) log(c+ δ + 1
δ + 1
)
)
+
2
c2
(
c
1+δ
− log(c+ 1 + δ
1 + δ
))− 1
c2
s−(log(
c+ δ
δ
)− c
δ
− log(c+ 1 + δ
1 + δ
) +
c
1+δ
)
≤ 2Gδ(s−) + 2
c2
(c+ δ + 1) log(
c+ δ + 1
δ + 1
)− 2
c2
f(1+δ) +
1
c2
|s−|(f(δ)− f(1+δ))
≤ 2Gδ(s−) + C.
Hierbei haben wir die Funktion f(x) = log( c+xx )− cx eingesetzt und im letzten Schritt die
Tatsache verwendet, dass f(s) fu¨r s ≥ 0 monoton wachsend ist. Die Konstante C ha¨ngt
von c ab.
Beim Limesu¨bergang δ −→ 0 verlieren wir Kontrolle u¨ber die L2(H3(M))-Norm. Es macht daher Sinn
einen neuen Lo¨sungsraum zu definieren. Setze zu t ∈ [0, T ]:
W t =
{
% ∈ H2(Mt)|
∫
Mt
%(t)dHd = R und ν∗ • ∇M% = 0 f.u¨. auf ∂Mt
}
.
Wir werden sehen, dass in der endgu¨ltigen Formulierung nach dem Limes β −→ 0 die Testfunktionen
in einem geringfu¨gig besseren Raum liegen mu¨ssen. Definiere daher zu ² > 0:
W t² =
{
% ∈W 2,2+²(Mt)|ν∗ • ∇M% = 0 f.u¨. auf ∂Mt
}
.
Entsprechend die zeitintegrierten Lo¨sungsra¨ume:
L2(W ) =
{
% ∈ L2(H2(M))| %(t) ∈W t fu¨r fast alle t ∈ [0, T ]} ,
L2+²(W²) =
{
η ∈ L2+²(W 2,2+²(M))| η(t) ∈W t² fu¨r fast alle t ∈ [0, T ]
}
.
Die mathematische Energieabscha¨tzung liefert L∞(H1(M))-Beschra¨nktheit der Lo¨sungen und die
mathematische Entropieabscha¨tzung L2(H2(M))-Beschra¨nktheit. Fu¨r den Limesu¨bergang wird es
jedoch erforderlich sein, Konvergenz der Gradienten mit besserer Raumintegrabilita¨t zu haben. Dazu
verwenden wir folgende multiplikative Interpolationsabscha¨tzungen.
Lemma 3.46. (Interpolation) Sei M eine zusammenha¨ngende, d-dimensionale, kompakte Fla¨che
der Klasse C1. Sei p, r ≥ 1. Es gelte einer der Fa¨lle:
1. d = 1 und r ≤ q ≤ ∞,
2. d ≥ 2 und p < d und q ∈ [r, dpd−p ],
3. p ≥ d ≥ 2 und r ≤ q <∞.
Dann gibt es eine Konstante CM > 0, so dass fu¨r alle u ∈W 1,p(M):
‖u‖Lq(M) ≤ CM‖u‖αW 1,p(M)‖u‖1−αLr(M)
mit −dq = α(1− dp ) + (1− α)(−dr ).
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Beweis. Zeigen wir die Behauptung zuna¨chst fu¨r Funktionen W 1,p(Ω) mit Ω ⊂ Rd offen, beschra¨nkt
und C1-berandet. Setze u¯ = 1|Ω|
∫
Ω
udLd und v = u− u¯. Dann hat v verschwindenden Mittelwert und
wir ko¨nnen die multiplikative Interpolationsabscha¨tzung aus [LSU], Kapitel II verwenden:
‖v‖Lq(Ω) ≤ C‖∇v‖αLp(Ω)‖v‖1−αLr(Ω).
Es folgt also fu¨r u:
‖u‖Lq(Ω) ≤ C‖∇u‖αLp(Ω)‖u− u¯‖1−αLr(Ω) + ‖u¯‖Lq(Ω).
Nach der Ho¨lder-Ungleichung folgt fu¨r beliebige 1 ≤ r, q ≤ ∞:
‖u¯‖Lq(Ω) ≤ |Ω|
1
q− 1r ‖u‖Lr(Ω).
Somit folgt also:
‖u¯‖Lq(Ω) = ‖u¯‖αLq(Ω)‖u¯‖1−αLq(Ω) ≤ (|Ω|
1
q− 1p ‖u‖Lp(Ω))α(|Ω|
1
q− 1r ‖u‖Lr(Ω))1−α.
Damit folgt die Behauptung fu¨r u ∈ W 1,p(Ω). Die Behauptung folgt fu¨r M , wenn wir M u¨ber Kar-
ten parametrisieren und mit einer endlichen Zerlegung der Eins argumentieren. Ableitungsterme der
Parametrisierung sind dann nach Voraussetzung an M gleichma¨ßig beschra¨nkt.
In unserer Situation gilt das eben gezeigte Lemma mit einer Konstanten C > 0 gleichma¨ßig fu¨r alle
Zeitpunkte t ∈ [0, T ], da die Diffeomorphismen Φt : M0 −→ Mt aus Voraussetzung 3.2 und ihre
Inversen gleichma¨ßig in t ∈ [0, T ] beschra¨nkte C1-Normen haben.
Lemma 3.47. (Interpolation) Sei M eine zusammenha¨ngende, kompakte, evolvierende Fla¨che der
Klasse C0(C1) der Dimension d. Dann existiert eine Konstante C > 0, so dass fu¨r alle Funktionen
u ∈ L2(H1(M)) ∩ L∞(L2(M)) gilt u ∈ Lr(Lq(M)) und:
‖u‖Lr(Lq(M)) ≤ C‖u‖
2
r
L2(H1(M))‖u‖
1− 2r
L∞(L2(M)).
Es ist dabei 1r +
d
2q =
d
4 mit:
1. 2 ≤ r ≤ ∞, 2 ≤ q ≤ 2dd−2 fu¨r d ≥ 3.
2. 2 ≤ r ≤ ∞, 2 ≤ q <∞ fu¨r d = 2.
3. 4 ≤ r ≤ ∞, 2 ≤ q ≤ ∞ fu¨r d = 1.
Beweis. Folgt wie in [LSU], Kapitel II aus Lemma 3.46, wenn wir die Volumina der Mt gleichma¨ßig
in t ∈ [0, T ] abscha¨tzen.
Folgerung 3.48. (Schwache Konvergenz) Unter den getroffenen Voraussetzungen existiert zu
β > 0 ein %β ∈ L∞(H1(M)) ∩L4(W 1,4(M)) ∩L2(W ), so dass die Lo¨sungen %βδ zu β, δ > 0 aus Satz
3.34 nach Auswahl einer Teilfolge in der L2(H2(M)) und L4(W 1,4(M))-Norm fu¨r δ −→ 0 schwach
gegen %β konvergieren. Die Konvergenz ist weiterhin schwach* in L∞(H1(M)).
Beweis. Aufgrund der mathematischen Entropieabscha¨tzung aus Satz 3.44 zusammen mit der Ener-
gieabscha¨tzung 3.29 ist ∆M%N in L2(L2(M)) gleichma¨ßig in δ > 0 beschra¨nkt. Aufgrund der Kontakt-
winkelbedingung und der festen Gesamtmasse ist mit einer analogen Argumentation wie in Proposition
3.24 die L2(L2(M))-Norm von ∆M%βδ a¨quivalent zur vollsta¨ndigen L2(H2(M))-Norm. Ferner ist %βδ
wegen Folgerung 3.29 gleichma¨ßig in δ > 0 beschra¨nkt in L∞(H1(M)). Aus Lemma 3.47 fu¨r d = 1, 2
und r, q = 4 folgt dann die Beschra¨nktheit in L4(W 1,4(M)). Es sind L4(W 1,4(M)) und L2(H2(M))
reflexive Banachra¨ume, daher konvergiert eine Teilfolge schwach. Weiterhin ist L2(W ) abgeschlossene,
konvexe Teilmenge von L2(H2(M)), daher liegt der Grenzwert nach dem Lemma von Mazur eben-
falls in L2(W ). Die schwach*-Konvergenz folgt schließlich wie in Folgerung 3.25 nach Auswahl einer
weiteren Teilfolge.
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Kompaktheit
Wie beim Grenzu¨bergang in den Galerkin-Gleichungen mu¨ssen wir auch im na¨chsten Approximati-
onsschritt starke Konvergenz zeigen. Hierbei gehen wir analog zu [dPGG] vor. Nach der Methode von
[AL] zeigen wir eine Abscha¨tzung von Zeitdifferenzen, die uns mit dem abstrakten Kompaktheitssatz
aus [Al2] starke Konvergenz der approximativen Lo¨sungen liefert. Im zweiten Schritt la¨sst sich die
Konvergenz mit dem Kompaktheitssatz von Simon aus [Sim] dann auf Gradienten der approximativen
Lo¨sungen hochziehen.
Satz 3.49. (Zeitkompaktheit) Unter den getroffenen Voraussetzungen erfu¨llen zu β, δ > 0 die
Lo¨sungen %βδ aus Satz 3.34 die folgende Abscha¨tzung von Zeitdifferenzen:
1
h
∫ T−h
0
‖fβδ(t+ h)− fβδ(t)‖2L2(M0)dt ≤ Cβ
mit einer von h > 0, δ > 0 unabha¨ngigen Konstanten Cβ > 0. Dabei ist fβδ(t) = %βδ(t) ◦ Φ∗tJΦ∗t mit
dem Diffeomorphismus Φ∗t aus Definition 3.2.
Beweis. Sei w ∈ L2(H1(M)) zuna¨chst eine beliebige Testfunktion. Dann setzen wir das zu h > 0 und
wχ[h,T ] in Proposition 3.41 konstruierte wTh in Gleichung (3.2.1) ein. Proposition 3.42 liefert dann:∫ T
h
∫
Mt
w(t)
%βδ(t)− %βδ(t− h) ◦ Φ∗−ht JΦ∗−ht
h
dHddt+ 〈〈A˜βδ(%βδ), wTh 〉〉L2(H1(M)) = 0. (?)
Wir transformieren den parabolischen Term auf M0:∫ T
h
∫
Mt
w(t)
%βδ(t)− %βδ(t− h) ◦ Φ∗−ht JΦ∗−ht
h
dHddt
=
∫ T
h
∫
M0
w(t) ◦ Φ∗t
%βδ(t) ◦ Φ∗tJΦ∗t − %βδ(t− h) ◦ Φ∗t−hJΦ∗t−h
h
dHddt.
Definiere w vermo¨ge w(t) ◦ Φ∗t = %βδ(t) ◦ Φ∗tJΦ∗t − %βδ(t − h) ◦ Φ∗t−hJΦ∗t−h. Dann ist w wegen der
Kettenregel und Voraussetzung 3.2 an M eine zugelassene Testfunktion. Nach einer Zeitverschiebung
ist dann der parabolischer Term wie in der Behauptung. Wenn wir die konstruierte Testfunktion in
den elliptischen Teil einsetzen wird (?) zu:
1
h
∫ T−h
0
‖fβδ(t+ h)− fβδ(t)‖2L2(M0)dt
=
∫ T
0
∫
Mt
∇M
(
−
∫ t+h
t
[fβδ(s)− fβδ(s−h)]◦Φ∗−1t χ[h,T ](s)ds
)
•mβδ(%βδ)(∇Mp(%βδ)− a(%βδ)∇Mk)dHddt.
(3.2.3)
Nun scha¨tzen wir den elliptischen Term mit der Ho¨lder-Ungleichung ab. Wenn wir auf die f -Terme
auf der rechten Seite noch den Transformationssatz 6.8 und die Kettenregel verwenden folgt mit der
Voraussetzung 3.2 an M :
1
h
∫ T−h
0
‖fβδ(t+h)− fβδ(t)‖2L2(M0)dt ≤ C
∫ T
0
−
∫ t+h
t
(‖∇Mfβδ(s)‖L4(M0) + ‖∇Mfβδ(s− h)‖L4(M0))ds
· ‖
√
mβδ(%βδ(t))‖L4(Mt)‖
√
mβδ(%βδ(t))(∇Mp(%βδ(t))− a(%βδ(t))∇Mk)‖L2(Mt)dt
≤ C‖∇Mfβδ‖L4(L4(M))‖
√
m(%βδ)‖L4(L4(M))‖
√
mβδ(%βδ)(∇Mp(%βδ)− a(%βδ)∇Mk)‖L2(L2(M)),
wobei im letzten Schritt die Ho¨lder-Ungleichung in der Zeit und die Faltungsabscha¨tzung verwendet
wurde. Die Mobilita¨ten sind nach Konstruktion in Definition 3.10 beschra¨nkt, der restliche Flussterm
ebenfalls nach der Voraussetzung 3.1 an M und Folgerung 3.29 durch eine von δ > 0 unabha¨ngige
Konstante Cβ > 0. Schließlich ist ∇Mf ebenfalls beschra¨nkt aufgrund der Voraussetzung 3.1 an M
und Folgerung 3.48.
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Folgerung 3.50. (Starke Konvergenz) Unter den getroffenen Voraussetzungen gilt zu β > 0 fu¨r %β
aus Folgerung 3.48, dass die Lo¨sungen aus Satz 3.34 nach Auswahl einer weiteren Teilfolge %βδ −→ %β
fu¨r δ −→ 0 in Lp(Lp(M)) fu¨r 1 ≤ p <∞ stark konvergieren.
Beweis. Setze fβδ(t) = %βδ(t) ◦ Φ∗tJΦ∗t wie im vorherigen Satz 3.49. Zu β > 0 ist fβδ nach Folge-
rung 3.48 und Voraussetzung 3.2 an M zusammen mit der Kettenregel gleichma¨ßig bzgl. δ > 0 in
L2([0, T ];H2(M0)) ∩ L∞([0, T ];L2(M0)) beschra¨nkt. Zusammen mit der Abscha¨tzung von Zeitdiffe-
renzen liefert der abstrakte Kompaktheitssatz aus [Al2] (siehe auch [Be]) dann die Pra¨kompaktheit
von f in L1([0, T ];L2(M0)). Nach dem Transformationssatz 6.8 ist dies a¨quivalent zur Pra¨kompaktheit
von %βδ in L1(L2(M)). Die Folge ist gleichma¨ßig in δ > 0 beschra¨nkt in L∞(H1(M)) aufgrund von
Folgerung 3.29, damit folgt mit der Sobolevschen Einbettung auch die Pra¨kompaktheit in Lp(Lp(M))
fu¨r p <∞. Der Grenzwert la¨sst sich mit dem schwachen Limes aus Folgerung 3.48 identifizieren.
Mit dem Kompaktheitssatz von Simon la¨sst sich die starke Konvergenz der Funktionen wie in [dPGG]
mit Hilfe der Beschra¨nktheit zweiter Raumableitungen zu starker Konvergenz der Gradienten hoch-
ziehen, was wir an dieser Stelle allgemein formulieren.
Proposition 3.51. (Starke Konvergenz der Gradienten) Sei M wie in Voraussetzung 3.1 und
3.2. Sei (%δ)δ>0 eine beschra¨nkte Folge in L2(H2(M)) ∩ L∞(H1(M)) und es gelte ferner %δ −→ %
stark in L2(L2(M)) fu¨r δ −→ 0 fu¨r ein % ∈ L2(L2(M)). Dann ist die Folge (%δ)δ>0 beschra¨nkt in
L4(W 1,4(M)) und konvergiert stark in Lp(W 1,p(M)) fu¨r alle 1 ≤ p < 4.
Beweis. Nach dem Transformationssatz 6.8 ist mit den Diffeomorphismen aus Definition 3.2:
‖%δ − %‖L2(L2(M)) = ‖(%δ ◦ Φ− % ◦ Φ)
√JΦ‖L2([0,T ];L2(M0)).
Wir setzen %˜δ = %δ ◦ Φ. Es ist nach Voraussetzung JΦ−1 gleichma¨ßig nach unten beschra¨nkt, daher
folgt ‖%˜δ − %˜‖L2([0,T ];L2(M0)) −→ 0 fu¨r δ −→ 0. Aus der Charakterisierung von kompakten Mengen in
Lp-Ra¨umen ([Sim], Abschnitt 3) folgt dann:
sup
δ>0
∫ T−h
0
‖%˜δ(t+ h)− %˜δ(t)‖2L2(M0)dt −→ 0 fu¨r h −→ 0.
Weiterhin ist %˜δ nach dem Transformationssatz und der Kettenregel, sowie Voraussetzung 3.2 an
M gleichma¨ßig beschra¨nkt in L2([0, T ];H2(M0)). Es bettet H2(M0) ↪→ H1(M0) kompakt ein und
H1(M0) ↪→ L2(M0) stetig. Aus dem Kompaktheitssatz von Simon ([Sim], Abschnitt 8) folgt dann die
Konvergenz %˜δ −→ %˜ in L2([0, T ];H1(M0)). Wieder mit dem Transformationssatz 6.8 und der Ketten-
regel folgt dann die Konvergenz %δ −→ % in L2(H1(M)). Die Beschra¨nktheit aus der Voraussetzung
impliziert zusammen mit Lemma 3.47 die gleichma¨ßige Beschra¨nktheit in L4(W 1,4(M)). Damit la¨sst
sich die starke Konvergenz auf Lp(W 1,p(M)) fu¨r alle p < 4 hochziehen.
U¨bergang zum Grenzwert
Im Limesu¨bergang δ −→ 0 verlieren wir die Kontrolle von dritten Ableitungen von %β . Der neue
Lo¨sungsbegriff darf maximal Ableitungen zweiter Ordnung enthalten. Wir integrieren daher in der
schwachen Formulierung (A) ein weiteres mal partiell, wobei zweite Ableitungen auf die Testfunktion
fallen sowie eine Ableitung auf die Mobilita¨t. Es macht Sinn fu¨r die somit entstehenden elliptischen
Term einen neuen Operator zu definieren.
Definition 3.52. (Elliptische Operatoren) Zu β > 0 und t ∈ [0, T ] sei der elliptische Operator
Cβt :W t ∩H1(Mt) −→ (W t ∩W 1,4(Mt))∗ definiert durch:
〈Cβt (%), η〉W t = −
∫
Mt
∆Mηmβ(%)p(%) +∇Mη • (∇M%mβ ′(%)p(%) +m(%)a(%)∇Mk + %v∗)dHd
fu¨r η ∈W t ∩W 1,4(Mt). Dabei setzen wir mβ ′(0) = 0. Ebenfalls zu β > 0 definieren wir den Operator
Cβ : L2(W ) ∩ L∞(H1(M)) −→ (L2(W ) ∩ L4(W 1,4(M)))∗ durch:
〈〈Cβ(%), η〉〉L2(W ) =
∫ T
0
〈Cβ(%(t)), η(t)〉W tdt
fu¨r η ∈ L2(W ) ∩ L4(W 1,4(M).
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Die zugeho¨rige Formulierung bezeichnen wir entsprechend mit (C).
Definition 3.53. (Schwache Formulierung Cβ) Sei β > 0. Sei Cβ der Operator aus Definition
3.52. Sei % ∈ L2(M0). Gesucht ist eine Funktion % ∈ L∞(H1(M)) ∩ L2(W ), die folgende schwache
Differentialgleichung lo¨st:
−(η(0), %0)L2(M0) −
∫ T
0
(∂Mt η(t), %(t))L2(Mt)dt+ 〈〈Cβ(%), η〉〉L2(W ) = 0
fu¨r alle Testfunktionen η ∈ L2+²(W²)∩L4+²(W 1,4+²(M))∩W 1,1(L2(M)) fu¨r ein ² > 0 mit η(T ) = 0.
Die etwas bessere Integrabilita¨t in der Testfunktion fordern wir an dieser Stelle schon, womit wir in
Satz 3.54 und Folgerung 3.65 zum Limes u¨bergehen ko¨nnen.
Satz 3.54. (Lo¨sung des degenerierten Problems) Unter den getroffenen Voraussetzungen ist zu
β > 0 der Limes %β ∈ L2(W )∩L∞(H1(M)) aus Folgerung 3.48 und Folgerung 3.50 eine Lo¨sung der
schwachen Formulierung (Cβ) aus Definition 3.53.
Beweis. Nach Folgerung 3.40 ist %βδ ∈ L∞(H1(M)) ∩ L2(V ) eine Lo¨sung von:
−(w(0), %0)L2(M0) −
∫ T
0
(∂Mt w(t), %βδ(t))L2(Mt)dt+ 〈〈Aβδ(%βδ), w〉〉L2(H1(M)) = 0
fu¨r alle Testfunktionen w ∈ L2(H1(M)))∩W 1,1(L2(M)) mit w(T ) = 0. Setzen wir nun zu einem ² > 0
als Testfunktion w = η mit einem η ∈ L2+²(W²) ∩ L4+²(W 1,4+²(M)) ∩W 1,1(L2(M)) mit η(T ) = 0,
dann ko¨nnen wir im elliptischen Teil partiell integrieren und erhalten:
−(η(0), %0)L2(M0) −
∫ T
0
(∂Mt η(t), %βδ(t))L2(Mt)dt+
∫ T
0
∫
Mt
∆Mηmβδ(%βδ)(k + %βδ|K|2 +∆M%βδ)dHddt︸ ︷︷ ︸
(I)
+
∫ T
0
∫
Mt
∇Mη•
(
∇M%βδmβδ ′(%βδ)(k + %βδ|K|2+∆M%βδ)︸ ︷︷ ︸
(II)
−(mβδ(%βδ)a(%βδ)∇Mk + %βδv∗)︸ ︷︷ ︸
(III)
)
dHddt = 0.
Hierbei istmβδ ′(0) = 0 zu setzen, fallsmβδ nicht in 0 klassisch differenzierbar ist. Aufgrund der starken
Konvergenz aus Folgerung 3.50 ko¨nnen wir dann im parabolischen Term zum Grenzwert u¨bergehen.
Die elliptischen Terme betrachten wir genauer und bezeichnen sie mit (I), (II) und (III). Der kritische
Term in (I) ist ∆M%βδ. Dieser konvergiert schwach in L2(L2(M)). Der Faktor mβδ(%βδ) konvergiert
punktweise fast u¨berall nach Folgerung 3.50 nach Auswahl einer Teilfolge und bleibt dabei gleichma¨ßig
in δ > 0 beschra¨nkt in L∞(L∞(M)) aufgrund der Beschra¨nktheit der approximierenden Mobilita¨ten
aus Definition 3.10. Nach dem Konvergenzsatz von Lebesgue konvergiert also ∆Mηmβδ(%βδ) stark in
L2(L2(M)). Die Terme k und %βδ|K|2 sind unkritisch. Ebenfalls konvergiert ∆M%βδ in (II) schwach
in L2(L2(M)). Der Term mβδ ′(%βδ) ist nach Konstruktion der approximierenden Mobilita¨ten aus
Definition 3.10 gleichma¨ßig beschra¨nkt in L∞(L∞(M)) und konvergiert punktweise fast u¨berall nach
Folgerung 3.50. Der Term ∇M%βδ konvergiert nach Proposition 3.51 in L4−²(L4−²(M)) fu¨r alle ² > 0.
Nach dem allgemeinen Konvergenzsatz von Lebesgue konvergiert dann das Produkt ∇M%βδmβδ ′(%βδ)
stark in L4−²(L4−²(M)) fu¨r alle ² > 0. Die Testfunktion liegt in L4+²(W 1,4+²(M)) fu¨r ein ² > 0, dies ist
ausreichend damit Term (II) konvergiert. Term (III) ist ebenfalls unkritisch und die Konvergenz folgt
sofort aus Folgerung 3.50, der Wachstumsbedingung aus Voraussetzung 3.6 an a und Voraussetzung
3.1 an die Fla¨che M .
3.3 Grenzu¨bergang zu unbeschra¨nkten Koeffizienten
Im letzten Teil mu¨ssen wir uns noch von der Beschra¨nkung der Mobilita¨ten lo¨sen. Die Vorgehensweise
im Grenzu¨bergang ist im wesentlichen dieselbe wir im vorherigen Paragraphen. Jedoch mu¨ssen wir
Abscha¨tzungen unabha¨ngig von β > 0 bereitstellen.
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Physikalische Energieabscha¨tzung
Um Abscha¨tzungen unabha¨ngig von β > 0 zu erhalten, testen wir mit p und erhalten eine Ungleichung,
die wir physikalische Energieabscha¨tzung nennen. Wir werden sehen, dass sich die physikalische Ener-
gie nach unten durch die H1-Norm von % abscha¨tzen la¨sst. Dabei folgen wir einer Idee von Bertozzi
und Pugh (siehe [BP2]) und benutzen Nichtnegativita¨t sowie Massenerhaltung.
Satz 3.55. (Nichtnegativita¨t) Unter den getroffenen Voraussetzungen gilt fu¨r die Lo¨sungen %β zu
β > 0 aus Satz 3.54 dass %β(t) ≥ 0 fast u¨berall, fu¨r fast alle t ∈ [0, T ].
Beweis. Sei w ∈ L2(H1(M)) eine Testfunktion. Dann ko¨nnen wir die zu h > 0 und t0 ∈ [0, T ] in
Proposition 3.41 konstruierte Testfunktion wt0h in Gleichung (3.2.1) einsetzen. Dann ist mit Proposition
3.42 der parabolische Teil gegeben durch den folgenden Ausdruck, den wir umformen in dem wir Terme
einschieben und wieder abziehen:∫ t0
0
∫
Mt
w(t)
%βδ(t)− %βδ(t− h) ◦ Φ∗−ht JΦ∗−ht
h
dHddt =
∫ t0
0
∫
Mt
w(t)
%βδ(t)− %βδ(t− h) ◦ Φ∗−ht
h
dHddt
+
∫ t0
0
∫
Mt
w(t)%βδ(t− h) ◦ Φ∗−ht
1− JΦ∗−ht
h
dHddt = (?) + (†).
Bezeichnen wir %h(t) = 1h
t∫
t−h
%βδ(s) ◦ Φ∗s−tt ds, wobei wir %0 auf M0 fu¨r t ≤ 0 fortsetzen. Dann ist
nach Proposition 2.6:
DM
Dt
%h(t) =
%βδ(t)− %βδ(t− h) ◦ Φ∗ht
h
.
Setzen wir nun in (?) als Testfunktion w = %−h = min(0, %h), dann ergibt sich mit der Regel fu¨r
schwache Ableitungen des negativen Anteils:
(?) =
∫ t0
0
∫
Mt
%−h (t)
DM
Dt
%h(t)dHddt =
∫ t0
0
∫
Mt
DM
Dt
|%−h (t)|2
2
dHddt
=
1
2
‖%−h (t0)‖2L2(Mt0 ) −
1
2
‖%−h (0)‖2L2(M0) −
1
2
∫ t0
0
∫
Mt
|%−h (t)|2divM (v)dHddt,
wobei im letzten Schritt das Transporttheorem 6.9 verwendet wurde. Fu¨r den Term von den Anfangs-
werten gilt aufgrund von Voraussetzung 3.8:
%−h (0) = min(
1
h
∫ 0
−h
%0, 0) = min(%0, 0) = 0.
Es konvergiert %−h −→ %−βδ = min(%βδ, 0) fu¨r h −→ 0 in L2(L2(M)) nach der Faltungsabscha¨tzung und
dem allgemeinen Konvergenzsatz von Lebesgue. Damit konvergiert auch %−h (t0) −→ %−βδ(t0) in L2(M0)
fu¨r fast alle t0 ∈ [0, T ] nach Auswahl einer Teilfolge. Weiterhin folgt fu¨r (†) aus der Konvergenz der
%−h in L
2(L2(M)) zusammen mit der Eulerschen Entwicklungsformel aus Satz 6.11 die Konvergenz:
lim
h−→0
(†) =
∫ t0
0
∫
Mt
|%−βδ(t)|2divM (v)dHddt.
Fu¨r den elliptischen Term berechnen wir zuna¨chst den Gradienten: ∇M%−h = χ[%h≤0]∇M%h. Es ist:
∇Mt%h(t) = 1
h
t∫
t−h
∇Mt(%βδ(s) ◦ Φ∗s−tt )ds =
1
h
t∫
t−h
(DΦ∗s−tt )
T (∇Ms%βδ(s)) ◦ Φ∗s−tt ds.
Und weil nach Voraussetzung 3.2 DΦ∗s−tt −→ Id gleichma¨ßig konvergiert fu¨r |t − s| ≤ h −→ 0 folgt
die Konvergenz ∇M%−h −→ ∇M%−βδ in L2(L2(M)) fu¨r h −→ 0 nach der Faltungsabscha¨tzung und
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dem allgemeinen Konvergenzsatz von Lebesgue. Damit ko¨nnen wir zum Grenzwert u¨bergehen und
erhalten fu¨r fast alle t0 ∈ [0, T ]:
1
2
‖%−βδ(t0)‖2L2(Mt0 ) +
1
2
∫ t0
0
∫
Mt
|%−βδ(t)|2divM (v)dHddt+
∫ t0
0
〈A˜βδt (%βδ(t)), %−βδ(t)〉H1(Mt) = 0.
Der zweite Term ist ein Gronwall-Term. Untersuchen wir den elliptischen Term nun etwas genauer. Wir
machen uns zunutze, dass∇M%−βδ verschwindet, falls %βδ ≥ 0. Aber falls %βδ ≤ 0 istmβδ(%βδ) = mβ(δ).
Damit folgt also:∫ t0
0
〈A˜βδt (%βδ(t)), %−βδ(t)〉H1(Mt)dt =
∫ t0
0
∫
Mt
∇M%−βδ(t)•mβδ(%βδ(t))(∇Mp(%βδ)− a(%βδ)∇Mk)dHddt
=
∫ t0
0
∫
Mt
∇M%−βδ(t)•
√
mβ(δ)
√
mβδ(%βδ(t))(∇Mp(%βδ)− a(%βδ)∇Mk)dHddt.
Bezeichnen wir J ′βδ =
√
mβδ(%βδ(t))(∇Mp(%βδ) − a(%βδ)∇Mk), dann ist ‖J ′βδ‖L2(L2(M)) gleichma¨ßig
in δ > 0 durch eine Konstante Cβ > 0 beschra¨nkt. In der Tat, dies folgt aus Folgerung 3.29 zusammen
mit den Wachstumsbedingungen aus Voraussetzung 3.6 an a und Voraussetzung 3.1 an M . Damit
la¨sst sich der elliptische Term abscha¨tzen:∫ t0
0
〈A˜βδt (%βδ(t)), %−βδ(t)〉H1(Mt)dt ≤
√
mβ(δ)‖J ′βδ‖L2(L2(M))‖∇M%βδ‖L2(L2(M)) ≤ Cβ
√
mβ(δ),
wobei wieder Folgerung 3.29 verwendet wurde. Mit dem Lemma von Gronwall ergibt sich dann fu¨r
fast alle t0 ∈ [0, T ]:
1
2
‖%−βδ(t0)‖2L2(Mt0 ) ≤ Cβ
√
mβ(δ), (])
mit einer neuen Konstante Cβ > 0 die zusa¨tzlich von divM (v) und T > 0 abha¨ngt. Wenn wir nun
fu¨r β > 0 in (]) zum Limes fu¨r eine Teilfolge δ −→ 0 u¨bergehen, erhalten wir wegen Folgerung 3.50:
1
2‖%−β (t0)‖2L2(Mt0 ) = 0 fu¨r fast alle t0 ∈ [0, T ].
Die mathematische Entropieabscha¨tzung hatte auf der rechten Seite noch einen Term ‖%βδ‖2L2(L2(M)),
den wir mit der mathematischen Energieabscha¨tzung kontrolliert haben, also folglich nicht unabha¨ngig
von β > 0. Um die mathematische Entropieabscha¨tzung unabha¨ngig von β > 0 zu bekommen, interpo-
lieren wir L2(Mt) zwischen L1(Mt) und H1(Mt). Die L1(Mt)-Norm ist dann gleichma¨ßig beschra¨nkt
aufgrund von Massenerhaltung und Nichtnegativita¨t. Wir behandeln nur den Fall d = 2, da d = 1
leichter zu handhaben ist.
Folgerung 3.56. (Mathematische Entropieabscha¨tzung des β-Problems) Unter den getrof-
fenen Voraussetzungen gilt zu β > 0 fu¨r die Lo¨sung %β aus Satz 3.54 die folgende Abscha¨tzung der
mathematischen Entropie aus Definition 3.43:
‖Gβ(%β)‖L∞(L1(M)) + ‖∆M%β‖2L2(L2(M)) ≤ C
mit einer von β > 0 unabha¨ngigen Konstanten C > 0.
Beweis. Satz 3.44 zusammen mit Folgerung 3.29 liefert fu¨r β, δ > 0:
‖Gβδ(%βδ)‖L∞(L1(M)) + ‖∆M%βδ‖2L2(L2(M)) ≤ C(1 + ‖%βδ‖2L2(L2(M))) ≤ Cβ . (?)
Es konvergiert nach Auswahl einer Teilfolge punktweise Gβδ(%βδ) −→ Gβ(%β) nach Folgerung 3.50.
Mit dem Lemma von Fatou ko¨nnen wir dann zu β > 0 im ersten Term von (?) zum Limes inferior fu¨r
δ −→ 0 u¨bergehen. Der zweite Term in (?) ist unterhalbstetig bzgl. der schwachen Konvergenz aus
Folgerung 3.48. Die rechte Seite von (?) konvergiert schließlich stark aufgrund von Folgerung 3.50.
Damit ergibt sich:
‖Gβ(%β)‖L∞(L1(M)) + ‖∆M%β‖2L2(L2(M)) ≤ C(1 + ‖%β‖2L2(L2(M))). (†)
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Um die rechte Seite von (†) weiter abzuscha¨tzen, benutzen wir Lemma 3.46. Damit gilt dann fu¨r fast
alle t ∈ [0, T ]:
‖%β(t)‖L2(Mt) ≤ C‖%β(t)‖
1
2
W 1,2(Mt)
‖%β(t)‖
1
2
L1(Mt)
.
Nach Satz 3.55 ist %β(t) ≥ 0 fast u¨berall, fu¨r fast alle t ∈ [0, T ]. Daher stimmt ‖%β(t)‖L1(Mt) fu¨r fast alle
t ∈ [0, T ] mit der Gesamtmasse u¨berein. Ferner ist %β(t) ∈Wt fu¨r fast alle t ∈ [0, T ], daher ist diese Ge-
samtmasse konstant. Wir erhalten also folgende Abscha¨tzung ‖%β(t)‖L2(Mt) ≤ C‖%β(t)‖
1
2
W 1,2(Mt)
mit
einer neuen Konstanten C > 0. U¨ber die Zeit integriert ergibt dies, wenn wir noch in der Zeit Ho¨ldern:
‖%β‖2L2(L2(M)) ≤ C‖%β‖L2(W 1,2). Schließlich verwenden wir noch, dass auf L2(W ) die L2(L2(M))-
Norm von ∆M%β a¨quivalent zur vollsta¨ndigen L2(H2(M))-Norm ist. Damit wird (†) zu:
‖Gβ(%β)‖L∞(L1(M)) + ‖∆M%β‖2L2(L2(M)) ≤ C(1 + ‖∆M%β‖L2(L2(M)))
und wir ko¨nnen mit der Young-Ungleichung den Term auf der rechten Seite in die linke absorbieren.
Die physikalisch relevante Abscha¨tzung ist die Abscha¨tzung der linearisierten Oberfla¨chenenergie des
freien Interfaces. Das Oberfla¨chenelement wurde in Proposition 2.11 hergeleitet und die Linearisierung
in Proposition 2.12. Wir definieren daher:
Definition 3.57. (Physikalische Energie) SeiM eine kompakte Fla¨che der Klasse C2 mit mittlerer
Kru¨mmung k und Weingarten-Abbildung K. Definiere das Funktional E : H1(M) −→ R durch:
E(%) =
∫
M
1− %k − 1
2
%2|K|2 + 1
2
|∇M%|2dHd.
Um von der physikalischen Energieabscha¨tzung zu profitieren, mu¨ssen wir zeigen, dass sich dadurch
dieH1(Mt)-Norm kontrollieren la¨sst. Wir benutzen dazu den gleichen Trick wie oben und interpolieren
die L2(Mt)-Norm durch die L1(Mt) und H1(Mt)-Norm. Wir behandeln ebenfalls nur den Fall d = 2,
da der Fall d = 1 leichter handzuhaben ist. Die folgende Aussage formulieren wir zeitunabha¨ngig und
verwenden sie spa¨ter zu jedem Zeitpunkt.
Proposition 3.58. (Die Energie kontrolliert die H1-Norm) Sei M eine kompakte, zusam-
menha¨ngende C2-Fla¨che und E : H1(M) −→ R das Energiefunktional aus Definition 3.57. Fu¨r R > 0
sei Z ⊂ H1(M) definiert durch:
Z = {% ∈ H1(M)| % ≥ 0 fast u¨berall und
∫
M
%dHd = R}.
Dann gibt es eine Konstante C > 0, so dass fu¨r alle % ∈ Z die folgende Abscha¨tzung gilt
‖%‖2H1(M) ≤ CM (E(%) + 1).
Beweis. Nach Lemma 3.46 gilt die folgende Interpolationsabscha¨tzung fu¨r Funktionen % ∈ H1(M):
‖%‖L2(M) ≤ C‖%‖
1
2
H1(M)‖%‖
1
2
L1(M).
Da % ∈ H1(M) nichtnegativ ist gilt:
‖%‖L1(M) =
∫
M
|%|dHd =
∫
M
%dHd = R.
Scha¨tzen wir mit der Ho¨lder-Ungleichung nach unten hin ab:
E(%) ≥ Hd(M)− ‖k‖L2(M)‖%‖L2(M) − ‖K‖2L∞(M)‖%‖2L2(M) +
1
2
‖∇M%‖2L2(M).
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Auf Z gilt die folgende Poincare´-Ungleichung: ‖%‖L2(M) ≤ C(1 + ‖∇M%‖H1(M)). Damit folgt wenn
wir die obigen U¨berlegungen anwenden:
E(%) ≥ Hd(M)− ‖k‖L2(M)‖%‖
1
2
H1(M) − ‖K‖2L∞(M)‖%‖H1(M) + c0‖%‖2H1(M) − C.
Dann ko¨nnen wir mit der Young-Ungleichung die negativen %-Terme in den positiven absorbieren und
es folgt die Behauptung.
Die Konstante aus Proposition 3.58 ha¨ngt von der Fla¨che ab. Wenn wir sie zu jedem Zeitpunkt
anwenden, sei bemerkt, dass die Konstante unabha¨ngig von der Zeit gewa¨hlt werden kann. Dies folgt
einerseits, weil die Konstante aus Lemma 3.46 zeitunabha¨ngig gewa¨hlt werden kann, andererseits weil
die Konstante der Poincare´-Ungleichung aus Satz 6.13 unabha¨ngig von der Zeit gewa¨hlt werden kann
und schließlich weil k und K nach Voraussetzung 3.1 in L∞(L∞(M)) beschra¨nkt sind.
Satz 3.59. (Physikalische Energieungleichung des δ-Problems) Zu t0 ∈ [0, T ] betrachten wir
Et0 : H
1(Mt0) −→ R, die Energie aus Definition 3.57. Dann erfu¨llt unter den getroffenen Vorausset-
zungen zu β, δ > 0 die Lo¨sung %βδ aus Satz 3.54 fu¨r fast alle t0 ∈ [0, T ] die folgende Energieunglei-
chung:
Et0(%βδ(t0)) +
1
2
∫ t0
0
∫
Mt
mβ(%βδ(t))|∇Mp(%βδ(t))|2dHddt
≤ E0(%0) + C(1 + ‖%βδ‖2L2([0,t0];H1(M)) + ‖%βδ‖n+2Ln+2([0,t0];Ln+2(M))).
mit einer Konstanten C > 0, von δ > 0 und β > 0 unabha¨ngig. Dabei bezeichnet n den Wachstums-
exponenten der Mobilita¨t aus Voraussetzung 3.5.
Beweis. Wir wa¨hlen zu h > 0 und t0 ∈ [0, T ] als Testfunktion eine in der Zeit regularisierte Form des
Druckes w = wh1 + w
h
2 + w
h
3 in Gleichung (3.2.1), wobei:
wh1 (t) =
1
h
∫ t+h
t
(−∆M%(s)) ◦ Φ∗s−tt χ(−∞,t0](s)ds,
wh2 (t) = −kηh(t),
wh3 (t) =
1
h
∫ t
t−h
(−%βδ(s)|K|2) ◦ Φ∗s−tt χ(−∞,t0−h](s)ds.
Dabei ist ηh eine stu¨ckweise lineare Abschneidefunktion mit ηh(t) = 1 fu¨r t ≤ t0 − h und ηh(t) = 0
fu¨r t ≥ t0. Fu¨r wh3 setze %0 auf M0 fu¨r t ≤ 0 konstant fort. Behandeln wir die whi -Terme i = 1, 2, 3
separat. Die zugeho¨rigen parabolischen Teile von wh1 , w
h
2 und w
h
3 bezeichnen wir mit (?), (†) und (]).
1. Es entsteht wh1 auf die gleiche Weise wie in Proposition 3.41. Daher nimmt mit Proposition
3.42 der parabolische Term mit dieser Testfunktion die folgende Gestalt an, die wir dann weiter
umformen:
(?) =
1
h
∫ t0
0
∫
Mt
−∆M%βδ(t)(%βδ(t)− %βδ(t− h) ◦ Φ∗ht JΦ∗ht )dHddt
=
1
h
∫ t0
0
∫
Mt
∇M%βδ(t) • (∇M%βδ(t)− (DΦ∗ht )T (∇M%βδ(t− h) ◦ Φ∗ht )JΦ∗ht )dHddt
− 1
h
∫ t0
0
∫
Mt
∇M%βδ(t) • %βδ(t− h) ◦ Φ∗ht ∇MJΦ∗ht dHddt
=
1
h
∫ t0
0
∫
Mt
∇M%βδ(t) • (∇M%βδ(t)−∇M%βδ(t− h) ◦ Φ∗ht JΦ∗ht )dHddt (??)
+
∫ t0
0
∫
Mt
∇M%βδ • (Id− (DΦ
∗h
t )T
h
)∇M%βδ(t− h) ◦ Φ∗ht JΦ∗ht dHddt (? ? ?)
+
∫ t0
0
∫
Mt
∇M%βδ(t) • %βδ(t− h) ◦ Φ∗ht ∇M (
1− JΦ∗ht
h
)dHddt. (? ? ?)
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Dabei haben wir im ersten Schritt partiell integriert und die Kettenregel verwendet und anschlie-
ßend Terme eingefu¨gt, die wieder abgezogen wurden. In (? ? ?) ko¨nnen wir mit der Eulerschen
Entwicklungsformel aus Satz 6.11 bereits zum Limes h −→ 0 u¨bergehen. Den Term (??) scha¨tzen
wir mit der elementaren Ungleichung a2 − ab ≥ 12a2 − 12b2 weiter nach unten hin ab:
(??) =
1
h
∫ t0
0
∫
Mt
∇M%βδ(t) • (∇M%βδ(t)−∇M%βδ(t− h) ◦ Φ∗ht JΦ∗ht )dHddt
≥ 1
2h
∫ t0
0
∫
Mt
|∇M%βδ(t)|2dHddt− 12h
∫ t0
0
∫
Mt
|∇M%βδ(t− h) ◦ Φ∗ht JΦ∗ht |2dHddt.
Die Transformationsdeterminante im zweiten Integral ist positiv und kann aus dem Betrag gezo-
gen werden. Anwenden des Transformationssatzes 6.8 ku¨rzt dann einen Faktor der Determinante.
Schließlich fu¨gen wir wieder Terme ein, die wir abziehen:
1
2h
∫ t0
0
∫
Mt
|∇M%βδ(t− h) ◦ Φ∗ht JΦ∗ht |2dHddt
=
1
2h
∫ t0
0
∫
Mt−h
|∇M%βδ(t− h)|2(JΦ∗ht ) ◦ Φ∗−ht−h ddHddt
=
1
2h
∫ t0
0
∫
Mt−h
|∇M%βδ(t− h)|2Hddt+ 12
∫ t0
0
∫
Mt−h
|∇M%βδ(t− h)|2(
(JΦ∗ht ) ◦ Φ∗−ht−h − 1
h
)dHddt.
Damit erhalten wir ein Teleskopintegral. Wenn wir dieses Auswerten ko¨nnen wir darin zum
Limes h −→ 0 u¨bergehen. Der Term vom Endzeitpunkt konvergiert dann fu¨r h −→ 0 fu¨r fast
alle t0 ≥ 0. Schließlich ergibt sich fu¨r den gesamten wh1 -Term im Limes inferior h −→ 0 nach
der Eulerschen Entwicklungsformel aus Satz 6.11 :
lim inf
h−→0
(?) ≥ 1
2
‖∇M%βδ(t0)‖2L2(Mt0 ) −
1
2
‖∇M%0‖2L2(M0) +
1
2
∫ t0
0
∫
Mt
|∇M%βδ|2divM (v)dHddt
+
∫ t0
0
∫
Mt
∇M%βδ • (((Dv∗)S − vnK)∇M%βδ + %βδ∇MdivM (v))dHddt.
Den ersten Term lassen wir wo er ist, die restlichen bringen wir auf die andere Seite und scha¨tzen
durch 12‖∇M%0‖2L2(M0) + C‖%βδ‖L2([0,t0];H1(M)) mit der Ho¨lder-Ungleichung und der Sobolev-
Einbettung sowie Voraussetzung 3.1 an M ab wie in Satz 3.22.
2. Berechnen wir zuna¨chst die Zeitableitung von wh2 :
DM
Dt
wh2 (t) = −ηh(t)
DM
Dt
k(t) +
1
h
k(t)χ(t0−h,t0](t).
Dann hat, wenn wir wh2 einsetzen, der parabolische Term die folgende Gestalt:
(†) =
∫ t0
0
ηh(t)
∫
Mt
DM
Dt
k(t)%βδ(t)dHddt− 1
h
∫ t0
t0−h
∫
Mt
k(t)%βδ(t)dHddt+
∫
M0
k(0)%0dHd.
Fu¨r h −→ 0 konvergiert das erste Integral in (†) nach dem Konvergenzsatz von Lebesgue. Das
zweite Integral konvergiert fu¨r h −→ 0 fu¨r fast alle t0 ≥ 0. Somit lautet der Term (†) fu¨r fast
alle t0 ≥ 0 im Limes:
lim
h−→0
(†) =
∫ t0
0
∫
Mt
DM
Dt
k(t)%βδ(t)dHddt−
∫
Mt0
k(t0)%βδ(t0)dHd +
∫
M0
k(0)%0dHd.
Die dabei entstehenden Terme zu den Zeitpunkten t = 0 und t = t0 fu¨hren spa¨ter zu den
Beitra¨gen in der physikalischen Energie zu den jeweiligen Zeitpunkten t = 0 und t = t0. Den
zweiten Term lassen wir auf der linken Seite, die anderen bringen wir auf die rechte Seite und
scha¨tzen mit der Ho¨lder-Ungleichung und Voraussetzung 3.1 an M ab.
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3. Schließlich berechnen wir noch die Zeitableitung von wh3 mit Hilfe von Proposition 2.6:
DM
Dt
wh3 (t) =
1
h
(−%βδ(t)|K(t)|2 + (%βδ(t− h)|K(t− h)|2) ◦ Φ∗−ht )χ(−∞,t0](t)
+
1
h
%βδ(t)|K(t)|2χ(t0−h,t0](t).
Einsetzen in den parabolischen Term liefert:
(]) :=
1
h
∫ t0
0
∫
Mt
|%βδ(t)|2|K(t)|2dHddt− 1
h
∫ t0
0
∫
Mt
%βδ(t)(%βδ(t−h)|K(t−h)|2)◦Φ∗−ht dHddt (]])
− 1
h
∫ t0
t0−h
∫
Mt
|%βδ(t)|2|K(t)|2dHddt+
∫
M0
|%0|2|K(0)|2dHd. (]]])
Es konvergiert (]]]) fu¨r h −→ 0 fu¨r fast alle t0 ≥ 0. Als na¨chstes scha¨tzen wir in (]]) im zweiten
Integral die ersten beiden Faktoren mit der elementaren Ungleichung −ab ≥ − 12a2 − 12b2 nach
unten hin ab. Anschließend wenden wir nochmal den Transformationssatz 6.8 an und fu¨gen
Terme ein, die wir wieder abziehen:
(]]) ≥ 1
h
∫ t0
0
∫
Mt
|%βδ(t)|2|K(t)|2dHddt
− 1
2h
∫ t0
0
∫
Mt
(
|%βδ(t)|2 + |%βδ(t− h) ◦ Φ∗−ht |2
)
|K(t− h)|2 ◦ Φ∗−ht dHddt
=
1
h
1
2
∫ t0
0
∫
Mt
|%βδ(t)|2|K(t)|2dHddt+ 12
∫ t0
0
∫
Mt
|%βδ(t)|2 |K(t)|
2 − |K(t− h)|2 ◦ Φ∗ht
h
dHddt
− 1
h
1
2
∫ t0
0
∫
Mt−h
|%βδ(t− h)|2|K(t− h)|2dHddt
+
∫ t0
0
∫
Mt−h
1
2
|%βδ(t− h)|2|K(t− h)|2
1− JΦ∗−ht−h
h
dHddt.
Erster und dritter Term bilden ein Teleskopintegral. Nach einer Indexverschiebung und Aus-
wertung ko¨nnen wir dann fu¨r h −→ 0 zum Limes inferior u¨bergehen. Die resultierenden Terme
fassen wir mit den Limiten aus (]]]) zusammen:
lim inf
h−→0
(]) ≥ −1
2
∫
Mt0
%βδ(t0)2|K(t0)|2dHd + 12
∫
M0
%20|K(0)|2dHd
+
∫ t0
0
∫
Mt
1
2
|%βδ(t)|2D
M
Dt
|K(t)|2dHddt−
∫ t0
0
∫
Mt
1
2
|%βδ(t)|2|K(t)|2divM (v(t))dHddt.
Die ersten beiden Terme sind die Beitra¨ge der physikalischen Energie zu den Zeitpunkten t = 0
und t = t0. Den ersten Term lassen wir auf der rechten Seite, die anderen bringen wir auf die
linke Seite und scha¨tzen mit der Ho¨lder-Ungleichung und Voraussetzung 3.1 an M ab.
Der parabolische Term nimmt also genau die Form an, die man nach einer formalen Rechnung erwartet
ha¨tte. Zu den Energietermen in der Behauptung fehlt nur noch die Differenz der Gesamtfla¨che, die
wir erga¨nzen und wieder abziehen und dann mit Voraussetzung 3.1 abscha¨tzen. Fu¨r den elliptischen
Teil konvergiert wh1 +w
h
2 +w
h
3 −→ p(%βδ) in L2(H1(M)). Die zugeho¨rige Konvergenz fu¨r wh1 folgt mit
Proposition 3.41 bzw. beim Ru¨ckwertsmittelwert fu¨r wh3 in analoger Weise. Die Konvergenz fu¨r w
h
2
folgt sofort mit dem Konvergenzsatz von Lebesgue. Daher hat der elliptische Term im Limes h −→ 0
die folgende Struktur:∫ t0
0
〈A˜βδt (%βδ(t)), p(%βδ(t)〉H1(Mt)dt =
∫ t0
0
∫
Mt
m(%βδ(t))|∇Mp(%βδ(t)|2dHddt
−
∫ t0
0
∫
Mt
mβδ(%βδ(t))∇Mp(%βδ(t)) • a(%βδ(t))∇MkdHddt.
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Den zweiten Term bringen wir auf die rechte Seite und scha¨tzen folgendermaßen mit der Young-
Ungleichung nach oben hin ab:∫ t0
0
∫
Mt
mβδ(%βδ(t))∇Mp(%βδ(t)) • a(%βδ(t))∇MkdHddt
≤ 1
2
∫ t0
0
∫
Mt
m(%βδ(t))|∇Mp(%βδ(t)|2dHddt+ 12‖
√
mβδ(%βδ)a(%βδ)∇Mk‖2L2([0,t0];L2(M)).
Den ersten Term auf der rechten Seite ko¨nnen wir in den positiven elliptischen Term absorbieren.
Den zweiten Term scha¨tzen wir weiter ab. Die approximierenden Mobilita¨ten ko¨nnen wir durch die
urspru¨nglichen Mobilita¨ten nach oben abscha¨tzen mβδ(s) ≤ C(1 + sn). Gradienten der Kru¨mmung
sind gleichma¨ßig beschra¨nkt nach Voraussetzung 3.1 an die Fla¨che und a wa¨chst ho¨chstens linear nach
Voraussetzung 3.6. Wir erhalten also:
‖
√
mβδ(%βδ)a(%βδ)∇Mk‖2L2([0,t0];L2(M)) ≤ C(1 + ‖%βδ‖n+2Ln+2([0,t0];Ln+2(M))).
Wenn man interessiert ist, wie die Lo¨sung durch die Daten abgescha¨tzt ist, kann man im Beweis
des letzten Satzes wie in Satz 3.22 bessere Abscha¨tzungen mit dem Sobolevschen Einbettungssatz
finden. Man stellt dann fest, dass die Lo¨sung sich durch folgende Normen der Daten abscha¨tzen la¨sst:
K ∈ L∞(W 1,∞(M)), v ∈ L1(W 2,2+²(M)) und DMDt K ∈ L1(L1+²(M)) fu¨r ein ² > 0.
Um nach dem Limes δ −→ 0 die Terme auf der rechten Seite obiger Abscha¨tzung fu¨r maximale Wachs-
tumsexponenten n zu kontrollieren, folgen wir der Methodik, Interpolation zwischen ho¨heren Normen
und der gleichma¨ßig beschra¨nkten L1(Mt)-Norm zu verwenden. Dabei ko¨nnen wir auf die bereits un-
abha¨ngig von β > 0 gezeigte mathematische Entropieabscha¨tzung aus Folgerung 3.56 zuru¨ckgreifen.
Es macht also Sinn zwischen der L1-Norm und der H2-Norm zu interpolieren.
Lemma 3.60. (Interpolation) Sei M eine d-dimensionale, zusammenha¨ngende, kompakte Fla¨che
der Klasse C2 mit a¨ußerer Konormalen ν∗. Sei 1 ≤ r ≤ 2. Dann existiert eine Konstante C > 0, so
dass fu¨r alle u ∈ H2(M) mit u = 0 oder ν∗ • ∇Mu = 0 auf ∂M die folgende Abscha¨tzung gilt:
‖u‖W 1,q(M) ≤ C‖u‖αH2(M)‖u‖1−αLr(M).
Dabei ist 1− dq = α(2− d2 ) + (1− α)(−dr ) mit:
1. 2 ≤ q ≤ ∞ falls d = 1,
2. 2 ≤ q <∞ falls d = 2,
3. q ≤ 2dd−2 falls d ≤ q und d ≥ 3,
4. 4 ≤ q ≤ 2dd−2 falls d < q und d ≥ 3.
Beweis. Nach Lemma 3.46 ist:
‖u‖Lq(M) ≤ C‖u‖αH1(M)‖u‖1−αL2(M)
fu¨r −dq = α(1− d2 ) + (1− α)(−d2 ) und 2 ≤ q ≤ ∞ fu¨r d = 1, 2 ≤ q <∞ fu¨r d = 2 und q ∈ [2, 2dd−2 ] fu¨r
d ≥ 3. Wenden wir diese Tatsache auf ∇Mu an, dann folgt:
‖∇Mu‖Lq(M) ≤ C‖u‖αH2(M)‖∇Mu‖1−αL2(M)
mit 1− dq = α(2− d2 ) + (1−α)(1− d2 ). Es ist nach partieller Integration (der Randterm verschwindet
nach Voraussetzung) und der Ho¨lder Ungleichung:
‖∇Mu‖L2(M) ≤ ‖u‖
1
2
L2(M)‖∆Mu‖
1
2
L2(M).
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Wir ko¨nnen die triviale Relation 1 − d2 = 12 (2 − d2 ) + 12 (−d2 ) in obige Bedingung fu¨r die Exponenten
einsetzen. Dann ist also gezeigt:
‖∇Mu‖Lq(M) ≤ C‖u‖
1+α
2
H2(M)‖u‖
1−α
2
L2(M)
mit 1− dq = 1+α2 (2− d2 ) + 1−α2 (−d2 ). Wegen ‖u‖L2(M) ≤ ‖u‖H1(M) ≤ ‖u‖H2(M) ko¨nnen wir außerdem
trivialerweise abscha¨tzen:
‖u‖Lq(M) ≤ C‖u‖αH1(M)‖u‖1−αL2(M) ≤ C‖u‖αH2(M)‖u‖
1−α
2
H2(M)‖u‖
1−α
2
L2(M) = C‖u‖
1+α
2
H2(M)‖u‖
1−α
2
L2(M).
Es gilt also:
‖u‖W 1,q(M) ≤ C‖u‖
1+α
2
H2(M)‖u‖
1−α
2
L2(M).
Wir mu¨ssen schließlich noch L2(M) zwischen W 1,q(M) und Lr(M) interpolieren. Nach Lemma 3.46
ist:
‖u‖L2(M) ≤ C‖u‖βW 1,q(M)‖u‖1−βLr(M)
mit −d2 = β(1− dq ) + (1− β)(−dr ). Folglich ist:
‖u‖W 1,q ≤ C‖u‖γH2(M)‖u‖1−γLr(M).
Dabei ist γ = 1+α2−β+αβ und es gilt: 1− dq = γ(2− d2 ) + (1− γ)(−dr ).
Damit ko¨nnen wir die rechte Seite in Satz 3.59 kontrollieren und erhalten folgende gleichma¨ßige
Beschra¨nktheit.
Satz 3.61. (Physikalische Energieabscha¨tzung des β-Problems) Unter den getroffenen Vor-
aussetzungen sind zu β > 0 die Lo¨sungen %β aus Satz 3.54 gleichma¨ßig in L∞(H1(M)) beschra¨nkt.
Beweis. Wir ko¨nnen in der Ungleichung von Satz 3.59 den positiven elliptischen Teil weglassen und
anschließend fu¨r β > 0 zum Limes δ −→ 0 u¨bergehen. Aufgrund der Konvergenz von %βδ −→ %β
in Lp(W 1,p(M)) fu¨r 1 ≤ p < 4 aus Proposition 3.51 und in Lp(Lp(M)) fu¨r p < ∞ aus Folgerung
3.50 ko¨nnen wir nach Auswahl einer Teilfolge zum Grenzwert u¨bergehen und erhalten fu¨r fast alle
t0 ∈ [0, T ]:
Et0(%β(t0)) ≤ E0(%0) + C(1 + ‖%β‖2L2([0,t0];H1(M)) + ‖%β‖n+2Ln+2([0,t0];Ln+2(M))).
Es ist %β wegen Satz 3.55 nichtnegativ fast u¨berall, fu¨r fast alle t0 ∈ [0, T ]. Daher ko¨nnen wir Pro-
position 3.58 anwenden um die Energie nach unten durch die H1-Norm abzuscha¨tzen. Der Term von
den Anfangswerten ist beschra¨nkt. Damit erhalten wir:
‖%β(t0)‖2H1(Mt0 ) ≤ C(1 + ‖%β‖
2
L2([0,t0];H1(M))
+ ‖%β‖n+2Ln+2([0,t0];Ln+2(M))). (?)
Mit Lemma 3.46 ko¨nnen wir die Ln+2-Norm zwischen der H1-Norm und der L1-Norm interpolieren:
‖%β(t)‖n+2Ln+2(Mt) ≤ C‖%β(t)‖
n+1
H1(Mt)
‖%β‖L1(Mt) ≤ C‖%β(t)‖n+1H1(Mt), (†)
wobei wir wieder verwendet haben, dass die %β nichtnegativ sind und feste Gesamtmasse haben. Mit
Lemma 3.60 scha¨tzen wir dann n − 1 Faktoren der H1-Norm ab, indem wir zwischen der H2-Norm
und der L1-Norm interpolieren:
‖%β(t)‖n−1H1(Mt) ≤ C‖%β(t)‖
(n−1) 23
H2(Mt)
‖%β(t)‖(n−1)
1
3
L1(Mt)
≤ C‖%β(t)‖(n−1)
2
3
H2(Mt)
,
wobei wir wieder verwendet haben, dass die %β nichtnegativ sind und feste Gesamtmasse haben. Wenn
wir (†) u¨ber [0, t0] integrieren erhalten wir:
‖%β‖n+2Ln+2([0,t0];Ln+2(M)) ≤ C
∫ t0
0
‖%β(t)‖n+1H1(Mt)dt ≤ C
∫ t0
0
‖%β(t)‖2H1(Mt)‖%β(t)‖
(n−1) 23
H2(Mt)
dt.
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Damit wird (?) zu:
‖%β(t0)‖2H1(Mt0 ) ≤ C(1 +
∫ t0
0
‖%β(t)‖2H1(Mt)(1 + ‖%β(t)‖
(n−1) 23
H2(Mt)
)dt).
Falls n ≤ 4, so ist (n−1) 23 ≤ 2 und wir ko¨nnen abscha¨tzen: ‖%β(t)‖
(n−1) 23
H2(Mt)
≤ C(1+‖%β(t)‖2H2(Mt)), was
mit Satz 3.56 gleichma¨ßig in β > 0 beschra¨nkte L1[0, T ]-Norm besitzt. Damit folgt die Behauptung
mit dem Lemma von Gronwall.
U¨bergang zum Grenzwert
Nachdem wir die notwendigen Abscha¨tzungen gleichma¨ßig in β > 0 bereitgestellt haben, ko¨nnen wir
beim U¨bergang zum Grenzwert verfahren wie zuvor. Aus der parabolischen Beschra¨nktheit aus Satz
3.61 sowie der elliptischen Beschra¨nktheit aus Folgerung 3.56 folgt zuna¨chst schwache bzw. schwach*
Konvergenz. Unter Ausnutzung der Evolutionsgleichung folgt eine Abscha¨tzung von Zeitdifferenzen
und fu¨rderhin starke Konvergenz. Schließlich folgt der Limesu¨bergang a¨hnlich wie im Fall δ −→ 0.
Folgerung 3.62. (Schwache Konvergenz) Unter den getroffenen Voraussetzungen existiert ein
% ∈ L∞(H1(M)) ∩ L4(W 1,4(M)) ∩ L2(W0), so dass die Lo¨sungen %β zu β > 0 aus Satz 3.54 nach
Auswahl einer Teilfolge in der L2(H2(M)) und L4(W 1,4(M))-Norm fu¨r β −→ 0 schwach gegen %
konvergieren. Die Konvergenz ist weiterhin schwach* in L∞(H1(M)).
Beweis. Mit Satz 3.61 und Folgerung 3.56 wie im Beweis von Folgerung 3.48.
Satz 3.63. (Zeitkompaktheit) Unter den getroffenen Voraussetzungen erfu¨llen die Lo¨sungen %β aus
Satz 3.54 zu β > 0 die folgende Abscha¨tzung von Zeitdifferenzen:
1
h
∫ T−h
0
‖fβ(t+ h)− fβ(t)‖2L2(M0)dt ≤ C
mit einer von β > 0, h > 0 unabha¨ngigen Konstanten C > 0. Dabei ist fβ(t) = %β(t) ◦ Φ∗tJΦ∗t mit
dem Diffeomorphismus Φ∗t aus Definition 3.2.
Beweis. Wir ko¨nnen in der Behauptung von Satz 3.59 fu¨r β > 0 zum Limes δ −→ 0 u¨bergehen.
Aufgrund der Konvergenz von %βδ −→ %β in Lp(W 1,p(M)) fu¨r 1 ≤ p < 4 aus Proposition 3.51 und in
Lp(Lp(M)) fu¨r p < ∞ aus Folgerung 3.50 ko¨nnen wir nach Auswahl einer Teilfolge zum Grenzwert
u¨bergehen und erhalten fu¨r fast alle t0 ∈ [0, T ]:
Et0(%β(t0)) + ‖J ′β‖2L2(L2(M)) ≤ E0(%0) + C(1 + ‖%β‖2L2([0,t0];H1(M)) + ‖%β‖n+2Ln+2([0,t0];Ln+2(M))). (?)
Dabei bezeichnet J ′β ∈ L2(L2(M)) den schwachen Limes von
√
mβδ(%βδ)∇Mp(%βδ) im reflexiven
Banachraum L2(L2(M)). Mit der starken Konvergenz aus Folgerung 3.50, den Wachstumsvorraus-
setzungen 3.6 an a sowie der Beschra¨nktheit der approximierenden Mobilita¨ten konvergiert dann
ebenfalls schwach in L2(L2(M)) fu¨r δ −→ 0:√
mβδ(%βδ)
√
mβδ(%βδ)(∇Mp− a(%βδ)∇Mk)⇀ Jβ =
√
mβ(%β)(J ′β −
√
mβ(%β)a(%β)∇Mk).
Mit Satz 3.61 und der Sobolev-Einbettung folgt, dass die rechte Seite von (?) unabha¨ngig von β > 0
beschra¨nkt ist. Ferner ist der physikalische Energieterm auf der linken Seite von (?) nach Proposition
3.58 und Satz 3.61 gleichma¨ßig nach unten beschra¨nkt. Somit ist J ′β in L
2(L2(M)) gleichma¨ßig in
β > 0 beschra¨nkt. Damit folgt wieder mit Satz 3.61 und der Sobolevschen Einbettung, dass Jβ in
L2−²(L2−²(M)) fu¨r alle ² > 0 gleichma¨ßig in β > 0 beschra¨nkt ist. Schreiben wir im Folgenden
fβ(t) = %β(t) ◦ Φ∗tJΦ∗t . Wenn wir jetzt fu¨r h > 0 in Gleichung (3.2.3) im Beweis von Satz 3.49 zum
Limes in einer Teilfolge δ −→ 0 u¨bergehen folgt:
1
h
∫ T−h
0
‖fβ(t+ h)− fβ(t)‖2L2(M0)dt
=
∫ T
0
∫
Mt
∇M (−
∫ t+h
t
[fβ(s)− fβ(s− h)] ◦ Φ∗−1t χ[h,T ](s)ds) • Jβ(t)dHddt.
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Dabei haben wir die schwache Konvergenz des Flusses verwendet sowie die Tatsache, dass fβδ −→ fβ
stark in Lp(W 1,p(M0)) fu¨r p < 4 konvergiert, was aus Proposition 3.51 folgt. Die Behauptung folgt
schließlich mit der Faltungsabscha¨tzung und der Ho¨lder-Ungleichung, wenn wir verwenden, dass die
fβ nach Folgerung 3.62 in L4(W 1,4(M0)) sowie der Fluss nach dem oben gezeigten in L2−²(L2−²(M))
fu¨r alle ² > 0 gleichma¨ßig in β > 0 beschra¨nkt sind.
Folgerung 3.64. (Starke Konvergenz) Unter den getroffenen Voraussetzungen gilt fu¨r % aus Fol-
gerung 3.62, dass die Lo¨sungen %β aus Satz 3.54 nach Auswahl einer weiteren Teilfolge %β −→ % fu¨r
β −→ 0 in Lp(Lp(M)) fu¨r 1 ≤ p <∞ und Lp(W 1,p(M)) fu¨r 1 ≤ p < 4 stark konvergieren.
Beweis. Folgt aus Satz 3.63, Satz 3.61 und Folgerung 3.56 wie in Folgerung 3.50 zusammen mit
Proposition 3.51.
Folgerung 3.65. (Lo¨sung des Problems) Unter den getroffenen Voraussetzungen ist die Funk-
tion % ∈ L2(W ) ∩ L∞(H1(M)) aus Folgerung 3.64 und Folgerung 3.62 eine Lo¨sung der schwachen
Formulierung (C0) aus Definition 3.53.
Beweis. Mit den gezeigten Konvergenzen aus Folgerung 3.62 und 3.64 ko¨nnen wir in der Behauptung
von Satz 3.54 zu ² > 0 mit einer Testfunktion η ∈ L2+²(W²) ∩ L4+²(W 1,4+²(M)) ∩W 1,1(L2(M)) mit
η(T ) = 0 zum Limes β −→ 0 u¨bergehen. Dabei verlieren wir Beschra¨nktheit der Mobilita¨ten, welche
in Lp(Lp(M)) fu¨r alle p <∞ stark konvergieren. Daher ist es erforderlich eine Testfunktion in diesem
Raum zu wa¨hlen.
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4 Existenz fu¨r das Surfactant-System
auf evolvierenden Fla¨chen
In diesem Kapitel werden wir die Methoden aus Kapitel 3 auf das gekoppelte System von du¨nnem
Film und Surfactant anwenden. Dazu werden wir ebenfalls ein dreistufiges Approximationsargument
durchfu¨hren, das aus den Schritten Galerkin-Approximation, Regularisierung der degenerierten Mo-
bilita¨t und Trunkierung der unbeschra¨nkten Mobilita¨t besteht.
4.1 Galerkin-Approximation
Wie im planaren Fall [WG] gehen wir in diesem Kapitel von einem eindimensionalem Substrat aus.
Um den Kontext zu Kapitel 3 zu bewahren und um zu verdeutlichen, dass die Mehrheit der Argu-
mente in ho¨heren Raumdimensionen zula¨ssig ist, bleiben wir trotzdem bei der mehrdimensionalen
Notation von ∇M ,divM ,∆M etc. Der Grund, warum wir uns auf eine Raumdimension zuru¨ckziehen,
liegt in der Tatsache, dass keine mathematische Entropieabscha¨tzung zur Verfu¨gung steht, die eine
gleichma¨ßige Abscha¨tzung von ∆M% liefert. Stattdessen u¨bernehmen wir den Lo¨sungsbegriff von [BF],
wozu gleichma¨ßige Konvergenz der Lo¨sungen gezeigt werden muss. Dazu verwenden wir Aussagen aus
Einbettungssa¨tzen, die nur in einer Raumdimension gelten.
Galerkin-Ansatz
Nachdem wir Voraussetzungen und die genaue Problemstellung festgelegt haben, werden wir mit
der Theorie gewo¨hnlicher Differentialgleichungen Galerkin-Lo¨sungen konstruieren. Analog zum vor-
herigen Kapitel 3 wa¨hlen wir als Galerkin-Formulierung fu¨r die Gleichung des du¨nnen Filmes die
modifizierte Formulierung, die wir dort mit (B) bezeichnet hatten. Fu¨r die Galerkin-Formulierung
der Surfactantgleichung wa¨hlen wir die Formulierung des planaren Falls und verwenden genau die
Ansatzfunktionen aus [DE1]. Dabei folgen wir der Idee aus [WG] den Galerkin-Ansatz im chemischen
Potential durchzufu¨hren.
Voraussetzung 4.1. (Voraussetzung an die Fla¨che) Es sei T > 0. Sei M ⊂ [0, T ] × R2 eine
eindimensionale, kompakte, orientierte, zusammenha¨ngende evolvierende Kurve der Klasse C0(C3)∩
C1(C2). Es kannM berandet sein. Die Normale anM bezeichnen wir mit n und die a¨ußere Konormale
des Randes mit ν∗. Die Normalgeschwindigkeit von M bezeichnen wir mit vnn.
Wie in Abschnitt 3 Voraussetzung 3.2 fordern wir die Existenz eines Diffeomorphismus Φ, dessen
Zeitableitung jene Normalgeschwindigkeit vnn liefert. Um eine mo¨gliche tangentiale Komponente von
Bewegungen von Materialpunkten zu beru¨cksichtigen, verlangen wir ferner die Existenz eines Dif-
feomorphismus Φ∗, dessen Zeitableitung wir als die vollsta¨ndige Geschwindigkeit v der Fla¨che M
bezeichnen. Wenn wir den tangentialen Anteil von v mit v∗ bezeichnen, so la¨sst sich die Geschwin-
digkeit folgendermaßen orthogonal zerlegen: v = vnn+ v∗.
Voraussetzung 4.2. (Voraussetzungen an Diffeomorphismen) Es existiere eine Abbildung
Φ : [0, T ]×M0 −→M der Klasse C1(C2)∩C0(C3), so dass Φt fu¨r alle t ∈ [0, T ] ein Diffeomorphismus
von M0 −→Mt ist, welcher Lo¨sung der folgenden Gleichung ist:
∂tΦt = (vn(t)nt) ◦ Φt in [0, T ]×M0,
Φ0 = IdM0 fu¨r t = 0.
Es gebe weiterhin eine Abbildung Φ∗ : [0, T ] ×M0 −→ M der Klasse C1(C2) ∩ C0(C3), so dass Φ∗t
fu¨r alle t ∈ [0, T ] ein Diffeomorphismus von M0 −→Mt ist, mit der Eigenschaft, dass Φ∗0 = IdM0 fu¨r
t = 0. Die vollsta¨ndige Geschwindigkeit v von M sei dann definiert durch:
∂tΦ∗t = v(t) ◦ Φ∗t in [0, T ]×M0.
Wir setzen voraus, dass die inversen Abbildungen der Φt bzw. Φ∗t ebenfalls in C
1(C2) ∩ C0(C3)
beschra¨nkt sind.
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Die Regularita¨t von v∗ ist insbesondere u¨ber die Relation v = vnn + v∗ durch die Regularita¨t der
Diffeomorphismenfamilien aus Voraussetzung 4.2 gegeben.
Wie in Abschnitt 3 im Anschluss an Voraussetzung 3.2 folgern wir v∗ • ν∗ auf ∂Mt, t ∈ [0, T ].
Wir werden schwache Lo¨sungen zum folgenden starken Anfangsrandwertproblem konstruieren.
Definition 4.3. (Starke Formulierung) Gesucht sind Funktionen %, γ : M −→ R, die Lo¨sungen
der folgenden Anfangsrandwertprobleme sind:
∂Mt %− vnk%+ divM (J1(%, σ(γ))) = 0 auf M,
ν∗ • ∇M% = ν∗ • J1(%, σ(γ)) = 0 auf ∂Mt, t ∈ [0, T ],
%(0) = %0 auf M0,
(4.1.1)
und
∂Mt γ − vnkγ + divM (J2(%, γ, σ(γ))) = 0 auf M,
ν∗ • J2(%, γ, σ(γ)) = 0 auf ∂Mt, t ∈ [0, T ],
γ(0) = γ0 auf M0.
(4.1.2)
Die Flu¨sse J1, J2 und der Druck p sind in Abha¨ngigkeit der Erhaltungsgro¨ßen %, γ wie folgt definiert:
J1(%, σ(γ)) = m1(%)(−∇Mp(%) + a1(%)∇Mk) +m2(%)∇Mσ + %v∗,
J2(%, γ, σ(γ)) = γm2(%)(−∇Mp(%) + a2(%)∇Mk) + γm3(%)∇Mσ + γv∗ −∇Mγ,
p(%) = −∆M%− k − %|K|2.
Dabei bezeichnen wir wie bisher mittlere Kru¨mmung mit k und Weingarten-Abbildung mit K und
haben die Konstanten der Einfachheit halber als 1 gesetzt. Mit |K| bezeichnen wir die Euklidische
Norm von K. Wir betrachten die konkreten Mobilita¨ten des No-Slip Falls aus Kapitel 2. Verallgemei-
nerungen wie in [WG] sind denkbar. Da physikalische Lo¨sungen nichtnegativ sind, macht es Sinn die
Mobilita¨ten bei 0 nach unten hin zu beschra¨nken.
Voraussetzung 4.4. (Voraussetzung an die Mobilita¨ten) Die Mobilita¨tskoeffizienten sind ge-
geben durch:
m1(s) =
{
1
3s
3 falls s > 0,
0 falls s ≤ 0,
m2(s) =
{
1
2s
2 falls s > 0,
0 falls s ≤ 0,
m3(s) =
{
s falls s > 0,
0 falls s ≤ 0.
Voraussetzung 4.5. (Voraussetzungen an die matrixwertigen Faktoren) Fu¨r die zusa¨tzlichen
Vorfaktoren a1, a2 :M×R −→ R setzen wir voraus, dass es sich um in der s-Variablen lokal Lipschitz-
stetige Carathe´odory-Funktionen handelt mit folgender zusa¨tzlichen Beschra¨nktheitsvoraussetzung. Es
gebe eine Konstante C > 0, so dass fu¨r alle s ∈ R und fu¨r fast alle x ∈M :
|ai(x, s)| ≤ C, i = 1, 2.
Dies ist eine sta¨rkere Voraussetzung als in Kapitel 3. Der Grund hierfu¨r liegt in der Tatsache, dass
fu¨r das gekoppelte Surfactant-System keine geeignete Abscha¨tzung der mathematischen Entropie aus
Definition 3.7 zur Verfu¨gung steht. Im konkreten Fall ist a1(s) = 12s(kId+K), a2(s) =
2
3s(kId+K)
fu¨r s ≥ 0. Wir bemerken, dass wir im Fall eines eindimensionalen Substrats mittlere Kru¨mmung k und
Weingarten-Abbbildung K identifizieren ko¨nnen. Wir sehen also, dass Voraussetzung 4.5 nicht auto-
matisch aufgrund der Beschra¨nktheit der Kru¨mmung aus Voraussetzung 4.1 erfu¨llt ist. Andererseits
wurden die Gleichungen aus Definition 4.3 in Kapitel 2 unter der Pra¨misse 1−hk > 0 hergeleitet, was
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zu 1−2k% > 0 und zu 0 < 11−2k% = 1+2k%+O(k2%2) a¨quivalent ist. Dabei skalierten Terme der Struk-
tur k2%2 wie O(²2) und wurden unter der Annahme, dass diese Terme sehr klein sind, vernachla¨ssigt.
Falls also Voraussetzung 4.5 nicht erfu¨llt ist, befindet sich die Lo¨sung bereits in einem Regime, in dem
die Gu¨ltigkeit der Herleitung der Gleichungen aus Definition 4.3 nicht gewa¨hrleistet ist. Es macht also
Sinn, die Koeffizienten etwa bei |%k| ≥ 2 zu trunkieren um Voraussetzung 4.5 sicherzustellen. Wir
ko¨nnen daher im konkreten Fall setzen:
a1(s) =

sk, falls s ≥ 0 und |sk| ≤ 2,
2, falls s ≥ 0 und k > 0,
−2, falls s ≥ 0 und k < 0,
0, falls s ≤ 0 oder k = 0,
a2(s) =

4
3sk, falls s ≥ 0 und |sk| ≤ 2,
8
3 , falls s ≥ 0 und k > 0,
− 83 , falls s ≥ 0 und k < 0,
0, falls s ≤ 0 oder k = 0.
Wir werden sehen, dass der Beweis von Theorem 1.4 auch gu¨ltig ist, wenn die ai(s), i = 1, 2 ein
Wachstumsverhalten wie
√
s im Unendlichen haben.
Voraussetzung 4.6. (Voraussetzung an die freie Energie der Surfactants) Es gebe eine
Funktion f ∈ C2,1loc (R). Dabei sei f nichtnegativ sowie gleichma¨ßig konvex, d.h. es gebe eine Konstante
c0 > 0, so dass fu¨r alle s ∈ R:
f ′′(s) ≥ c0.
Weiterhin erfu¨llen die zweiten Ableitungen von f die folgende Wachstumsbedingung. Es gebe eine
Konstante C > 0 und ein r ∈ (0, 2), so dass fu¨r alle s ∈ R:
f ′′(s) ≤ C(|s|r + 1).
Voraussetzung 4.7. (Voraussetzung an die Anfangswerte) Die Anfangswerte %0 ∈ H1(M0)
seien nichtnegativ. Fu¨r die Anfangswerte γ0 ∈ L2(M0) gelte außerdem f ′(γ0) ∈ L2(M0).
Wir bemerken, dass Voraussetzung 4.7 impliziert, dass die auftretenden Energien zum Anfangszeit-
punkt im folgenden Sinne endlich sind: f(γ0) ∈ L1(M0) und E(%0) <∞ mit der Energie aus Definition
3.57. Es bezeichne R =
∫
M0
%0dHd die Gesamtmasse von %0.
Voraussetzung 4.8. (Voraussetzung an die Oberfla¨chenspannung und Gibbs-Relation) Die
konstitutiven Funktionen fu¨r Oberfla¨chenspannung σ und freie Energie f aus Voraussetzung 4.6 stehen
durch folgende Relation in Zusammenhang:
σ(s) := f(s)− sf ′(s) fu¨r alle s ∈ R.
Weiterhin gelte folgende Abscha¨tzung. Es gebe eine Konstante C > 0, so dass fu¨r alle s ∈ R:
|σ(s)| ≤ C(1 + f(s)).
D.h. zu gegebener freier Energiefunktion f aus Voraussetzung 4.6 la¨sst sich die konstitutive Funktion
fu¨r die Oberfla¨chenspannung u¨ber die Gibbs-Relation aus Voraussetzung 4.8 definieren. Definiere zu
t ∈ [0, T ] die elliptischen Lo¨sungsra¨ume:
V t = {% ∈ H3(Mt)|
∫
Mt
%dHd = R, ν∗•∇M% = 0 fast u¨berall auf ∂Mt},
V t0 = {ζ ∈ H3(Mt)|
∫
Mt
ζdHd = 0, ν∗•∇Mζ = 0 fast u¨berall auf ∂Mt},
W t = {c ∈ H2(Mt)| ν∗ • ∇Mc = 0 fast u¨berall auf ∂Mt}.
Wir schreiben oft ∇M anstelle von ∇Mt , t ∈ [0, T ] wenn klar ist um welchen Zeitpunkt es sich handelt.
Definiere die Lo¨sungsra¨ume u¨ber dem Zeitintervall [0, T ]:
L2(V ) = {% ∈ L2(H3(M))| %(t) ∈ V t fu¨r fast alle t ∈ [0, T ]},
L2(V0) = {ζ ∈ L2(H3(M))| ζ(t) ∈ V t0 fu¨r fast alle t ∈ [0, T ]},
L2(W ) = {c ∈ L2(H2(M))| c(t) ∈W t fu¨r fast alle t ∈ [0, T ]}.
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Fu¨r die Definition von Sobolev-Ra¨umen auf evolvierenden Fla¨chen siehe Definition 3.9. Wir bezeichnen
weiterhin das Skalarprodukt der H1(Mt)-Seminorm durch:
(w1, w2)Ht =
∫
Mt
∇Mw1 • ∇Mw2dHd.
Wie in Kapitel 3 lo¨sen wir das Problem in drei Approximationsschritten. Zuna¨chst Approximation mit
der Galerkin-Methode zum Dimensionsparameter N ∈ N. Anschließend δ-Regularisierung zum Para-
meter δ > 0 und schließlich Beschra¨nkung der Koeffizienten zum Parameter β > 0. Aus technischen
Gru¨nden regularisieren wir in der Filmgleichung neben der u¨blichen Regularisierung der degenerierten
Koeffizienten von Termen ho¨chster Ordnung zusa¨tzlich mit einer ku¨nstlichen Diffusion zum Parameter
β > 0 sowie die Surfactant-Gleichung mit einer 4-ten-Ordnung Diffusion des chemischen Potenzials
zum Parameter δ > 0. Die Zusa¨tzliche δ-Regularisierung dient dem Beweis der Zeitkompaktheit der
Surfactants in der Galerkin-Approximation aufgrund des eingeschra¨nkten Raumes zula¨ssiger Test-
funktionen. Die zusa¨tzliche β-Regularisierung wird dem Grenzu¨bergang in der physikalischen Ener-
gieabscha¨tzung dienen. Denn im Gegensatz zur δ-Regularisierung vierter Ordnung der Filmgleichung
zersto¨rt diese aufgrund des schwachen Maximumsprinzips fu¨r Gleichungen zweiter Ordnung nicht das
Nichtnegativita¨tsresultat.
Definition 4.9. (Approximierende Mobilita¨ten) Zu β > 0 und i = 1, 2, 3 definieren wir ausge-
hend von den mi aus Definition 4.4 die folgenden approximierenden Mobilita¨ten:
mβi (s) = mi(min(
1
β
, s)).
Hierbei haben wir die Beschra¨nkung der Mobilita¨ten geringfu¨gig anders gewa¨hlt als in Kapitel 3,
um bei der Energieabscha¨tzung bequemer die Young-Ungleichung anzuwenden. Lemma 3.45 wird in
diesem Kapitel nicht verwendet, daher erfolgt die δ-Regularisierung wie im planaren Fall. Fu¨r die
Approximationsprobleme definieren wir die elliptischen Operatoren:
Definition 4.10. (Elliptische Operatoren) Sei β, δ > 0. Wir definieren den Operator des du¨nnen
Films A1βδt : V t ×H1(Mt)×W t −→ H1(Mt)∗ durch:
〈A1βδt (%, γ, c), w〉H1(Mt)
=
∫
Mt
∇Mw •
(
mβ1 (%)(∇Mp(%)− a1(%)∇Mk) +mβ2 (%)γ∇Mc− v∗%+ β∇M%− δ∇M∆M%
)
dHd
fu¨r w ∈ H1(Mt). Der Operator fu¨r die Surfactant-Gleichung A2βδt : V t × H1(Mt) ×W t −→ (W t)∗
sei definiert durch:
〈A2βδt (%, γ, c), w〉W t =
∫
Mt
∇Mw•
(
γmβ2 (%)(∇Mp(%)− a2(%)∇Mk) + γ2mβ3 (%)∇Mc− v∗γ +∇Mγ
)
dHd
+ δ
∫
Mt
∆Mw∆McdHd
fu¨r w ∈ W t. Schließlich definieren wir die entsprechenden u¨ber dem Intervall [0, T ] zeitintegrierten
Operatoren A1βδ : L2(V )× (L2(H1(M)) ∩ L∞(L2(M)))× L2(W ) −→ L2(H1(M))∗ durch:
〈〈A1βδ(%, γ, c), w〉〉L2(H1(M)) =
∫ T
0
〈A1βδ(%(t), γ(t), c(t)), w(t)〉H1(Mt)dt
fu¨r w ∈ L2(H1(M)). Weiterhin definiere A2βδ : L2(V ) × (L2(H1(M)) ∩ L∞(L2(M))) × L2(W ) −→
(L2(W ) ∩ L 167 (W 1,8(M)))∗ durch:
〈〈A2βδ(%, γ, c), w〉〉L2(W ) =
∫ T
0
〈A2βδ(%(t), γ(t), c(t)), w(t)〉W tdt
fu¨r w ∈ L2(W ) ∩ L 167 (W 1,8(M)).
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Dabei haben wir Gradienten der Oberfla¨chenspannung ∇Mσ mit der abgeleiteten Version der Gibbs-
Relation aus Voraussetzung 4.8 ersetzt. Die definierten Operatoren sind aufgrund von Interpolations-
abscha¨tzungen, wie wir sie im Laufe des Kapitels entwickeln, wohldefiniert.
In Kapitel 3 hatten wir in Definition 3.14 weitere elliptische Operatoren eingefu¨hrt, um in der resul-
tierenden Formulierung (B) eine Energieabscha¨tzung zu ermo¨glichen. Dieser Idee folgen wir in diesem
Kapitel ebenfalls. Dazu multiplizieren wir Gleichung (4.1.1) zu ζ ∈ V t0 mit −∆Mζ und integrieren
partiell. Die entsprechende Formulierung dru¨cken wir nun wie in Abschnitt 3 durch weitere elliptische
Operatoren aus.
Definition 4.11. (Elliptische Operatoren) Seien β, δ > 0. Wir definieren den weiteren Operator
B1βδt : V t ×H1(Mt)×W t −→ (V t0 )∗ analog wie in Definition 3.14 durch:
〈B1βδt (%, γ, c), ζ〉V t0 = −〈A
1βδ
t (%, γ, c),∆
Mζ〉H1(Mt) −
∫
Mt
∇Mζ • (2vnk∇M%+ %∇M (vnk))dHd
fu¨r ζ ∈ V t0 . Entsprechend definieren wir den u¨ber dem Zeitintervall [0, T ] zeitintegrierten Operator
B1βδ : L2(V )× (L2(H1(M)) ∩ L∞(L2(M)))× L2(W ) −→ L2(V0)∗ durch:
〈〈B1βδ(%, γ, c), ζ〉〉L2(V0) =
∫ T
0
〈B1βδ(%(t), γ(t), c(t)), ζ(t)〉V t0 dt fu¨r ζ ∈ L2(V0).
Wenn wir γ mit Hilfe von f−1 durch c ausdru¨cken, ergibt sich wie in Kapitel 3 nach Anwenden von
Proposition 3.12 die folgende schwache Formulierung:
d
dt
(ζ(t), %(t))Ht − (∂Mt ζ(t), %(t))Ht + 〈B1βδt (%(t), (f ′)−1(c(t)), c(t)), ζ(t)〉V t0 = 0.
Weiterhin testen wir Gleichung (4.1.2) mit w ∈W t. Wenn wir wieder γ mit c ausdru¨cken, ergibt sich
als schwache Formulierung fu¨r die Surfactantgleichung:
d
dt
(w(t),(f ′)−1(c(t)))L2(Mt)−(∂Mt w(t),(f ′)−1(c(t)))L2(Mt)+〈A2βδt (%(t), (f ′)−1(c(t)), c(t)), w(t)〉W t= 0.
Zu N ∈ N machen wir den folgenden Galerkin-Ansatz fu¨r die approximierenden Lo¨sungen. Zuna¨chst
fu¨r die Flu¨ssigkeit:
%N (t) =
N∑
j=0
aNj (t)ϕ
t
j
mit den Galerkinfunktionen (ϕtj)j∈N aus Definition 3.15. Fu¨r die Surfactantgleichung definieren wir
Galerkinfunktionen (ψtj)j∈N wie in [DE1]:
Definition 4.12. (Galerkin-Funktionen) Sei (ϕ0j )j∈N ein L
2-orthonormales System aus Eigen-
funktionen von −∆M0 mit Neumann-Randwertbedingung und verschwindendem Mittelwert zu den
Eigenwerten (λj)j∈N. Sei Φt :M0 −→Mt die Familie von Diffeomorphismen aus Definition 4.2. Fu¨r
j ∈ N setze ψtj = ϕ0j ◦ Φ−1t . Erga¨nze fu¨r t ∈ [0, T ] das System um die ra¨umlich konstante Funktion
ψt0 = 1/
√Hd(Mt). Setze nun XtN = Span((ϕtj , ψtj), j = 0...N) und zu t0 ∈ [0, T ]:
Ξt0N =
{
(%, c) :M −→ R2| %(t) =
N∑
j=0
aj(t)ϕtj mit aj ∈ C1[0, t0], j = 0...N,
c(t) =
N∑
j=0
bj(t)ψtj mit bj ∈ C1[0, t0], j = 0...N
}
.
Wie im Beweis von Proposition 3.18 sehen wir ein, dass fu¨r die Galerkin-Funktionen aus Definition
4.12 ∂Mt ψ
t
j = 0 fu¨r j ≥ 1 gilt. Die Bedingung ν∗ •∇Mtϕtj = 0 auf ∂Mt, t ∈ [0, T ] fu¨r j ≥ 0 ist im Falle
eines eindimensionalen Substrats erfu¨llt, denn es ist ν∗(t) •∇Mtϕtj = ν∗(t) • (DΦ−1t )T (∇M0ϕ0j ) ◦Φ−1t
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und DΦ−1t ν∗(t) liegt im eindimensionalen Tangentialraum TxM0, der am Rand durch ν∗(0) gespannt
wird. Fu¨r die Surfactantgleichung machen wir folgenden Ansatz fu¨r das chemische Potential:
cN (t) =
N∑
j=0
bNj (t)ψ
t
j .
Mit den Ansa¨tzen fu¨r %N und cN erhalten wir ein System gewo¨hnlicher Differentialgleichungen. Um
Lo¨sbarkeit und Fortsetzbarkeit der Lo¨sungen fu¨r alle Zeiten zu gewa¨hrleisten, ist es erforderlich zu
zeigen, dass die Koeffizientenmatrix des ODE-Systems fu¨r alle Zeiten regula¨r bleibt.
Lemma 4.13. (Die Steifigkeitsmatrix ist invertierbar) Sei N ∈ N und zu t ∈ [0, T ] seien ψtj fu¨r
j ≥ 0 die Galerkin-Funktionen aus Definition 4.12. Bezeichnen wir mit g = ((f ′)−1)′ die Ableitung
der Inversen von f ′ zu f aus Voraussetzung 4.6. Zu c(t) ∈ Span(ψtj) definiere die Matrix:
Blj(t) =
∫
Mt
ψtlg(c(t))ψ
t
jdHd.
Dann ist diese Matrix fu¨r alle t ∈ [0, T ] symmetrisch und positiv definit, also invertierbar.
Beweis. Symmetrie ist klar. Fu¨r die positive Definitheit orientieren wir uns am Beweis aus [Wie] bzw.
[WG], mu¨ssen dabei jedoch die Zeitabha¨ngigkeit des Gebiets beachten. Sei ξ ∈ RN . Dann ist mit der
Ableitungsregel der inversen Funktion und anschließend mit dem Transformationssatz 6.8:
N∑
l,j=1
ξjBjl(t)ζl =
∫
Mt
g(c(t))
( N∑
l=1
ξlψ
t
l
)2
dHd =
∫
Mt
1
f ′′((f ′)−1(c(t)))
( N∑
l=1
ξlψ
t
l
)2
dHd
=
∫
M0
1
f ′′((f ′)−1(c(t) ◦ Φt))
( N∑
l=1
ξlϕ
0
l
)2
JΦtdHd ≥ 0.
Es ist nach Voraussetzung 4.6 f ′′ ≥ c0 > 0 und nach Voraussetzung 4.2 JΦt ≥ c0 > 0. Es gelte nun
0 =
∑N
l,j=1 ξjBjl(t)ζl. Dann folgt damit
∑N
l=1 ξlϕ
0
l = 0. Die Behauptung folgt dann aus der linearen
Unabha¨ngigkeit der Ansatzfunktionen wie in Lemma 3.20.
Satz 4.14. (Existenz von Galerkin-Lo¨sungen) Seien β, δ > 0. Seien A2βδt ,B1βδt die elliptischen
Operatoren aus Definition 4.10 und 4.11. Unter den getroffenen Voraussetzungen existiert fu¨r alle
N ∈ N ein 0 < T ∗N ≤ T und genau ein (%N , cN ) ∈ ΞT
∗
N
N im Ansatzraum aus Definition 4.12, so dass
fu¨r alle t ∈ [0, T ∗N ] die folgenden Galerkin-Gleichungen erfu¨llt sind:
d
dt
(ζ(t), %N (t))Ht − (∂Mt ζ(t), %N (t))Ht + 〈B1βδt (%N (t), γN (t), cN (t)), ζ(t)〉V t0 = 0,
d
dt
(w(t), γN (t))L2(Mt) − (∂Mt w(t), γN (t))L2(Mt) + 〈A2βδt (%N (t), γN (t), cN (t)), w(t)〉W t = 0,
fu¨r alle (ζ, w) ∈ ΞT∗NN , wobei wir mit γN (t) = (f ′)−1(cN (t)) bezeichnen.
Beweis. Sei N ∈ N. Wenn wir in der ersten Behauptung ζ(t) = ϕtl , l = 1...N setzen, dann haben wir
wie in Satz 3.21 zu lo¨sen:
d
dt
(ϕtl , %N (t))H1(Mt) + 〈B1βδt (%N (t), (f ′)−1(cN (t)), cN (t)), ϕtl〉V t0 = 0.
Wenn wir in der zweiten Behauptung w(t) = ψtl , l = 0...N setzen, dann haben wir zu lo¨sen:
d
dt
(ψtl , (f
′)−1(cN (t)))L2(Mt) + 〈A2βδt (%N (t), (f ′)−1(cN (t)), cN (t)), ψtl 〉W t = 0.
Dies ist ein System von gewo¨hnlichen Differentialgleichungen mit 2N +1 Gleichungen und Unbekann-
ten. Den Koeffizienten aN0 , der die Gesamtmasse der Flu¨ssigkeit bestimmt, setzen wir wie in Satz 3.21
durch aN0 (t) = R/
√Hd(Mt) fest. Als Startwerte wa¨hlen wir:
aNj (0) = (%0, ϕ
0
j )L2(M0), 1 ≤ j ≤ N,
bNj (0) = (f
′(γ0), ψ0j )L2(M0), 0 ≤ j ≤ N.
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Der parabolische Term lautet:
d
dt
(ϕtl , %N (t))H1(Mt) =
N∑
j=0
d
dt
aNj (t)(ϕ
t
l , ϕ
t
j)H1(Mt) +
N∑
j=0
aNj (t)
d
dt
(ϕtl , ϕ
t
j)H1(Mt).
Die Koeffizientenmatrix vor den gesuchten Funktionen ist wegen Lemma 3.20 fu¨r alle Zeiten invertier-
bar. Die Zeitabha¨ngigkeit in der Gleichung ist stetig und lokal Lipschitz. Nun zu den parabolischen
Termen in der Surfactant-Gleichung:
d
dt
(ψtl , (f
′)−1(cN (t)))L2(Mt) =
N∑
j=0
d
dt
bNj (t)(ψ
t
l , g(cN (t))ψ
t
j)L2(Mt) − (vnkψtl , (f ′)−1(cN (t)))L2(Mt).
Aufgrund von Lemma 4.13 ist die Koeffizientenmatrix fu¨r alle Zeiten invertierbar. Die Gleichung
ha¨ngt ebenfalls stetig und lokal Lipschitz von der Zeit ab. Damit la¨sst sich der Existenzsatz von
Picard anwenden und wir erhalten fu¨r alle N ∈ N eindeutige Lo¨sungen auf einem Intervall [0, T ∗N ] mit
T ∗N > 0. Fu¨r (ζ, w) ∈ ΞT
∗
N
N mit:
ζ(t) =
N∑
l=1
dNl (t)ϕ
t
l und w(t) =
N∑
l=0
eNl (t)ψ
t
l
summieren wir die Gleichung des du¨nnen Films mit
N∑
l=1
dNl (t) und die Surfactantgleichung mit
N∑
l=0
eNl (t).
Damit folgt die Behauptung wie im Beweis von Satz 3.21.
Energieabscha¨tzung
Ausgehend von dem in Satz 4.14 konstruierten chemischen Potential cN bezeichnen wir nun die
zugeho¨rige Surfactantkonzentration γN = f ′−1(cN ). Um Abscha¨tzungen fu¨r γN und %N zu bekommen,
wa¨hlen wir in der Filmgleichung %N als Testfunktion, was zula¨ssig ist und einem Testen der klassischen
Formulierung mit −∆M% entspricht. In der Surfactant-Gleichung wa¨hlen wir als Testfunktion cN , was
ebenfalls zula¨ssig ist, da wir den Ansatz im chemischen Potential gemacht haben.
Satz 4.15. (Mathematische Energieabscha¨tzung) Seien β, δ > 0. Unter den getroffenen Voraus-
setzungen erfu¨llen zu N ∈ N die Lo¨sungen (%N , cN ) ∈ ΞT
∗
N
N aus Satz 4.14 auf dem Lo¨sungsintervall
[0, T ∗N ] die folgende Abscha¨tzung:
esssup
t∈[0,T∗N ]
(
‖f(γN (t))‖L1(Mt) +
1
2
‖%N (t)‖2H1(Mt)
)
+ c1
∫ T∗N
0
∫
Mt
mβ1 (%N (t))|∇M∆M%N (t)|2dHddt
+ c2
∫ T∗N
0
∫
Mt
mβ3 (%N (t))|∇Mσ(γN (t))|2dHddt+
∫ T∗N
0
∫
Mt
f ′′(γN (t))|∇MγN (t)|2dHddt
+ δ
∫ T∗N
0
(‖∇M∆M%N (t)‖2H3(Mt) + ‖∆McN (t)‖2L2(Mt))dt+ β
∫ T∗N
0
‖∆M%N (t)‖2L2(Mt)dt ≤ Cβ .
Dabei ist Cβ > 0 von N ∈ N und δ > 0 unabha¨ngig. Weiterhin sind c1, c2 > 0 von N ∈ N, δ > 0 und
β > 0 unabha¨ngig.
Beweis. Es ist zula¨ssig mit ζ = %N und w = cN zu testen. Weiterhin bezeichnen wir der U¨bersicht
wegen mit γN = (f ′)−1(cN ) und mit σN = σ(γN ) die zugeho¨rige Surfactantdichte und Ober-
fla¨chenspannung. Den parabolischen Teil in der Gleichung des du¨nnen Films behandeln wir wie in
Satz 3.22 und erhalten als positiven Term ddt
1
2‖∇M%N (t)‖2L2(Mt) sowie einen Gronwall-Term von den
Kommutator-Ausdru¨cken. Der elliptische Term in der Filmgleichung hat die folgende Gestalt, wenn
wir den Zeitparameter nicht mehr fu¨hren:
〈B1βδt (%N ,γN , cN ), %N 〉V t0 =∫
Mt
∇M∆M%N •
(
%Nv
∗ +mβ1 (%N )(−∇Mp(%N ) + a1(%N )∇Mk) +mβ2 (%N )∇MσN
)
dHd
+ δ
∫
Mt
|∇M∆M%N |2dHd − β
∫
Mt
∇M∆M%N • ∇M%NdHd.
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Wenn wir im letzten Term noch partiell integrieren entsteht kein Randterm und wir erhalten den
positiven Term β‖∆M%N (t)‖2L2(Mt). Den Term mit v∗ scha¨tzen wir wie in Kapitel 3 ab und erhalten
weitere Gronwall-Terme. Den Term mit der Oberfla¨chenspannung lassen wir vorerst stehen. Fu¨r den
verbleibenden Term bemerken wir, dass p(%N ) = −k − %N |K|2 −∆M%N und scha¨tzen dann zu ² > 0
mit der Young-Ungleichung wie folgt nach unten hin ab:∫
Mt
∇M∆M%N •mβ1 (%N )
(
∇M (k + %N |K|2 +∆M%N ) + a1(%N )∇Mk
)
dHd
≥
∫
Mt
(1− ²)mβ1 (%N )|∇M∆M%N |2dHd − C²
∫
Mt
mβ1 (%N )|∇M (k + %N |K|2 + a1(%N )∇Mk|2dHd.
Wir legen ² < 1 spa¨ter fest. Weil wir die Koeffizientenmβ1 trunkiert haben, ist der negative Term wie im
Beweis von Satz 3.22 zusammen mit Voraussetzung 4.5 an a1 ein Gronwall-Term. Nun zur Surfactant-
Gleichung. Der parabolische Term in der Surfactant-Gleichung la¨sst sich mit dem Transporttheorem
6.9 folgendermaßen behandeln:
d
dt
(cN , γN )L2(Mt) − (∂Mt cN , γN )L2(Mt) = (cN , ∂Mt γN − vnkγN )L2(Mt)
= (f ′(γN ), ∂Mt γN )L2(Mt) − (f(γN )− σN , vnk)L2(Mt)
=
d
dt
‖f(γN )‖L1(Mt) + (σN , vnk)L2(Mt),
wobei im zweiten Schritt die Gibbs-Relation aus Voraussetzung 4.8 verwendet wurde und im letzten
Schritt wieder das Transporttheorem 6.9 und die Nichtnegativita¨t von f . Nach Voraussetzung 4.6 ist
der Term mit der Oberfla¨chenspannung (σN , vnk)L2(Mt) ein Gronwall-Term. Der elliptische Term in
der Surfactant-Gleichung nimmt die folgende Gestalt an:
〈A2βδt (%N , γN , cN), cN 〉W t=
∫
Mt
∇McN •γN
(
mβ2 (%N)(∇Mp(%N)− a2(%N)∇Mk)−mβ3 (%N)∇MσN−v∗
)
dHd
+
∫
Mt
∇McN • ∇MγNdHd + δ
∫
Mt
|∆McN |2dHd.
Aus der Gibbs-Relation aus Voraussetzung 4.8 folgt γN∇McN = −∇MσN . Weiterhin ist ∇McN =
f ′′(γN )∇MγN . Damit ist die letzte Gleichung a¨quivalent zu:
〈A2βδt (%N , γN , cN ), cN 〉W t =
∫
Mt
∇MσN •
(
mβ2 (%N )(−∇Mp(%N ) + a2(%N )∇Mk) + v∗
)
dHd
+
∫
Mt
mβ3 (%N )|∇MσN |2dHd +
∫
Mt
(
f ′′(γN )|∇MγN |2 + δ|∆McN |2
)
dHd.
Die Terme in der zweiten Zeile der letzten Gleichung sind nichtnegativ. Die verbleibenden scha¨tzen wir
wie folgt ab. Zuna¨chst den v∗-Term mit partieller Integration, wobei kein Randterm entsteht wegen
v∗ • ν∗ = 0 nach Voraussetzung 4.2.∫
Mt
∇MσN • v∗dHd = −
∫
Mt
divM (v∗)σNdHd.
Dieser Term ist ein Gronwall-Term, wenn wir mit Voraussetzung 4.6 abscha¨tzen. Wenn wir den Druck
p(%N ) = −k − %N |K|2 −∆M%N ausschreiben, erhalten wir fu¨r den verbleibenden Ausdruck:∫
Mt
∇MσN •mβ2 (%N )
(
∇M (k + %N |K|2 +∆M%N ) + a2(%N )∇Mk
)
dHd
=
∫
Mt
mβ2 (%N )∇MσN • ∇M∆M%NdHd +
∫
Mt
mβ2 (%N )∇MσN •
(
∇M (k + %N |K|2) + a2(%N )∇Mk
)
dHd.
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Den ersten Term stellen wir vorerst beiseite. Den verbleibenden scha¨tzen wir mit demselben ² > 0
von oben folgendermaßen mit der Young-Ungleichung nach unten hin ab:∫
Mt
mβ2 (%N )∇MσN •
(
∇M (k + %N |K|2) + a2(%N )∇Mk
)
dHd
≥ −²
∫
Mt
mβ2 (%N )|∇MσN |2dHd − C²
∫
Mt
mβ2 (%N )|∇M (k + %N ||K|2) + a2(%N )∇Mk|2dHd.
Fu¨r gewa¨hltes ² > 0 ist das letzte Integral ein Gronwall-Term wie oben, weil die Mobilita¨tskoeffizienten
mβ2 trunkiert wurden. Im na¨chsten Schritt zeigen wir, wie die zuru¨ckgestellten gemischten Terme
der Form mβ2 (%N )∇MσN • ∇M∆M%N in die positiven Terme der Form mβ1 (%N )|∇M∆M%N |2 und
mβ3 (%N )|∇MσN |2 absorbiert werden ko¨nnen. Wenn wir abku¨rzenderweise bN = min(%N , 1β ) schreiben,
so ist nach Definition 4.9 mβi (%N ) = mi(bN ). Die zuru¨ckgestellten Terme lauten dann:∫
Mt
mβ1 (%N )|∇M∆M%N |2 + 2mβ2 (%N )∇MσN • ∇M∆M%N +mβ3 (%N )|∇MσN |2dHd
− ²
∫
Mt
(
mβ1 (%N )|∇M∆M%N |2 +mβ3 (%N )|∇MσN |2
)
dHd
=
∫
Mt
1− ²
3
(bN )3|∇M∆M%N |2 + (bN )2∇MσN • ∇M∆M%N + (1− ²)bN |∇MσN |2dHd
Im letzten Schritt scha¨tzen wir mit der folgenden elementaren Ungleichung, die eine Konsequenz der
Young-Ungleichung ist, weiter nach unten hin ab:
xy =
3
4
x
4
3
y ≥ − 9
32
x2 − 8
9
y2.
Wenn wir x = (bN )
3
2 |∇M∆M%N | und y = (bN ) 12 |∇MσN | setzen, so ko¨nnen wir mit c1 = 13 − 932 − 13²
und c2 = 1− 89 − ² obiges ² > 0 als z.B. ² < 596 wa¨hlen. Damit sind die Konstanten c1, c2 positiv und
wir erhalten folgende Abscha¨tzung:
d
dt
‖f(γN (t))‖L1(Mt) +
1
2
d
dt
‖∇M%N (t)‖2L2(Mt) + c1
∫
Mt
mβ1 (%N (t))|∇M∆M%N (t)|2dHd
+ c2
∫
Mt
mβ3 (%N (t))|∇MσN (t)|2dHd +
∫
Mt
f ′′(γN )|∇MγN |2dHd
+ δ(‖∇M∆M%N (t)‖2H3(Mt) + ‖∆McN (t)‖2L2(Mt)) + β‖∆M%N (t)‖2L2(Mt)
≤ Cβ(1 + ‖%N‖2H1(Mt) + ‖f(γN )|L1(Mt)).
Integration u¨ber [0, T ∗N ] liefert die Behauptung mit dem Lemma von Gronwall und der Poincare´-
Ungleichung aus Satz 6.13 wie in Satz 3.22, wenn wir zeigen, dass die Daten der approximierten
Anfangswerte ‖∇M%N (0)‖2L2(M0) und ‖f(γN (0))‖L1(M0) unabha¨ngig von N ∈ N beschra¨nkt sind.
Fu¨r %N (0) folgt dies mit Voraussetzung 4.7 und Proposition 3.31. Fu¨r f(γN (0)) sehen wir mit der
Nichtnegativita¨t und Konvexita¨t von f ein:
|f(γN (0))| ≤ f(0) + f ′(γN (0))γN (0) ≤ |f(0)|+ |f ′(γN (0))||γN (0)|.
Nach dem Ansatz im Beweis von Satz 4.15 ist f ′(γN (0)) = cN (0) = QN (f ′(γ0)), wenn QN die
L2-orthogonale Projektion auf Span(ϕ0j , j ≤ N) bezeichnet. Nach dem Spektralsatz ist (ϕ0j )j∈N ein
vollsta¨ndiges System in L2(M0). Nach Voraussetzung an die Anfangswerte 4.7 ist f ′(γ0) ∈ L2(M0).
Somit konvergiert f ′(γN (0)) −→ f ′(γ0) fu¨r N −→ ∞ in L2(M0), insbesondere ist daher f ′(γN (0))
gleichma¨ßig in L2(M0) beschra¨nkt. Es verbleibt zu zeigen, dass γN (0) gleichma¨ßig in L2(M0) be-
schra¨nkt ist. Dazu schließen wir mit dem Hauptsatz:
|γN (0)− γ0| = |(f ′)−1(cN (0))− (f ′)−1(f ′(γ0))| =
∣∣∣ ∫ cN (0)
f ′(γ0)
((f ′)−1)′(s)ds
∣∣∣ ≤ 1
c0
|cN (0)− f ′(γ0)|,
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wobei wir die Ableitungsregel der Umkehrfunktion und die gleichma¨ßige Konvexita¨t von f aus Vor-
aussetzung 4.6 verwendet haben. Da cN (0) −→ f ′(γ0) in L2(M0) fu¨r N −→ ∞ folgt γN (0) −→ γ0 in
L2(M0), da γ0 ∈ L2(M0) nach Voraussetzung 4.7. Damit folgt die Behauptung.
Der folgende Beweis der Fortsetzbarkeit der Lo¨sungen ist, wenn wir eine zusa¨tzliche U¨berlegung fu¨r
das bewegte Substrat wie in Proposition 3.23 einbeziehen, analog zu der entsprechenden Aussage in
[Wie]. Einige dort weggelassene Schritte fu¨hren wir hier jedoch aus, so ist es z.B. erforderlich die
lineare Unabha¨ngigkeit der Ansatzfunktionen zu verwenden, wie auch die Tatsache, dass es sich um
eine endliche Approximation handelt.
Proposition 4.16. (Fortsetzen von Lo¨sungen) Sei β, δ > 0. Unter den getroffenen Vorausset-
zungen lassen sich die Lo¨sungen (%N , cN ) aus Satz 4.14 fu¨r alle N ∈ N auf ganz [0, T ] fortsetzen. Es
gilt dann Satz 4.15 mit T ∗N = T fu¨r alle N ∈ N.
Beweis. Sei N ∈ N. Die Fortsetzbarkeit von %N folgt wie in Proposition 3.23 aus der Beschra¨nktheit
der %N in L∞(H1(M)). Wir mu¨ssen also noch die Fortsetzbarkeit der cN zeigen. Aus der Energie-
abscha¨tzung aus Satz 4.15 folgt nach einer Transformation die Beschra¨nktheit von:∫
M0
f(f ′−1(cN (t) ◦ Φt))JΦtdHd ≤ Cβ ,
mit einer von N ∈ N unabha¨ngigen Konstanten Cβ > 0 fu¨r alle Zeiten t ∈ [0, T ∗N ] im Lo¨sungsintervall.
Nach dem Galerkin-Ansatz hat cN die folgende Struktur cN (t) ◦ Φt =
N∑
j=0
bj(t)ϕ0j . Wir werden die
Beschra¨nktheit der Energie verwenden um zu zeigen, dass die bj beschra¨nkt bleiben und damit fort-
setzbar sind. Es ist JΦt ≥ c0 > 0 auf M0 und wegen f ′′ ≥ c0 gilt f(s) −→ +∞ streng mono-
ton wachsend fu¨r s −→ ±∞. Ebenfalls konvergiert streng monoton wachsend f ′(s) −→ ±∞ fu¨r
s −→ ±∞ und wegen der strikten Monotonie gilt dies auch fu¨r f ′−1. Es folgt somit, dass der In-
tegrand f(f ′−1(s))JΦt −→ +∞ auf M0, t ∈ [0, T ] streng monoton wachsend ist fu¨r s −→ ∞. Wir
definieren eine Abbildung hN : RN+1 −→ R durch:
hN (b) =
∫
M0
f(f ′−1(
N∑
j=0
bjϕ
0
j ))JΦtdHd
fu¨r b = (bj)j≤N . Weil f stetig differenzierbar ist, ist diese Abbildung stetig. Wir bezeichnen mit SN+1
die Einheitsspha¨re der Dimension N + 1. Zu b ∈ SN+1 ist
N∑
j=0
bjϕ
0
j nicht identisch 0. Dies folgt aus
der linearen Unabha¨ngigkeit der ϕ0j . Die Ansatzfunktionen sind stetig, somit folgt dass
N∑
j=0
bjϕ
0
j auf
einer Menge positiven Maßes ungleich 0 ist. Somit folgt zu b ∈ SN+1 aufgrund der obigen U¨berlegung
die Konvergenz von hN (sb) −→ +∞ streng monoton wachsend fu¨r s −→ ∞. Mit anderen Worten,
hN wa¨chst auf Strahlen monoton gegen +∞. Zu C > 0 gibt es also zu jedem b ∈ SN+1 genau ein
sNb ∈ R mit hN (sNb b) = C. Dies definiert eine stetige Abbildung τN : SN+1 −→ R vermo¨ge b 7→ sNb .
Es ist N < ∞, daher nimmt τN ein Maximum τNmax auf SN+1 an. Daraus folgt, dass das Urbild
h−1N ([0, C]) im Ball B2τNmax ⊂ RN+1 enthalten ist, d.h. beschra¨nkt ist. In der Tat, denn angenommen
dies wa¨re falsch, dann gebe es ein a ∈ RN+1 mit hN (a) ≤ C mit |a| ≥ 2τNmax. Es ist aber a = |a|b
fu¨r einen Einheitsvektor b ∈ SN+1. Dann folgt C ≥ hN (a) = hN (|a|b) ≥ hN (2τNmaxb) > C aufgrund
der strengen Monotonie und weil 2τNmax > τ
N
max ≥ τN (b). Dies ist ein Widerspruch. Zu N ∈ N ist der
Lo¨sungsvektor b(t) = (bj(t))j=0...N nach der Energieabscha¨tzung im Urbild h−1N ([0, Cβ ]). Somit ist er
im Lo¨sungsintervall beschra¨nkt also fortsetzbar.
Folgerung 4.17. (Schwache Konvergenz) Unter den getroffenen Voraussetzungen existieren zu
β, δ > 0 ein %βδ ∈ L2(V )∩L∞(H1(M)), ein γβδ ∈ L∞(L2(M))∩L2(H1(M)) sowie ein cβδ ∈ L2(W ),
so dass es fu¨r die Lo¨sungen (%N , cN ) ∈ ΞTN und γN = (f ′)−1(cN ) aus Satz 4.14 eine Teilfolge derart
gibt, dass folgende Konvergenzen gelten: %N ⇀ %βδ schwach in L2(H3(M)) und %N
∗
⇀ %βδ schwach* in
L∞(H1(M)), γN ⇀ γβδ schwach in L2(H1(M)) und γN
∗
⇀ γβδ schwach* in L∞(L2(M)), cN ⇀ cβδ
schwach in L2(H2(M)) fu¨r N −→∞.
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Beweis. Die Konvergenz von %N folgt wie in Folgerung 3.25. Die restlichen Aussagen sind wie in
[Wie] zu zeigen. Die schwache Konvergenz der γN in L2(H1(M)) folgt aus der Energieabscha¨tzung
aus Satz 4.15 zusammen mit der gleichma¨ßigen Konvexita¨t von f aus Voraussetzung 4.6 und der Re-
flexivita¨t dieses Raumes. Die schwach*-Konvergenz folgt aus der Separabilita¨t von L1(L2(M)∗) und
der Beschra¨nktheit der γN in L∞(L2(M)). Diese ist wie folgt einzusehen. Es folgt nach zweimaliger
Integration f(s) =
∫ s
0
∫ r
0
f ′′(τ)dτdr + f(0) + f ′(0)s und dann aus der gleichma¨ßigen Konvexita¨t von
f und mit Hilfe der Young-Ungleichung f(s) ≥ c02 s2 + f(0) + f ′(0)s ≥ c04 s2 −C. Somit impliziert die
Beschra¨nktheit von f(γN ) in L∞(L1(M)) die Beschra¨nktheit von γN in L∞(L2(M)). In Folgerung
4.18 werden wir sehen, wie die gleichma¨ßige Beschra¨nktheit der γN in L∞(L2(M)) ∩ L2(H1(M)) die
Beschra¨nktheit in L6(L6(M)) impliziert. Zusammen mit der Wachstumsbedingung an f ′ aus Vor-
aussetzung 4.6 ist cN = f ′(γN ) dann gleichma¨ßig in L2(L2(M)) beschra¨nkt. Es sind nach Wahl
der Ansatzfunktionen cN (t) ∈ W t. Daher folgt analog zu Proposition 3.24 ‖cN − c¯N‖L2(H2(M)) ≤
C‖∆McN‖L2(L2(M)) ≤ Cβδ aus der Energieabscha¨tzung aus Satz 4.15. Dabei bezeichnet c¯N (t) den Mit-
telwert von cN (t) u¨ber Mt. Da ‖c¯N‖L2(L2(M)) ≤ ‖cN‖L2(L2(M)) folgt die gleichma¨ßige Beschra¨nktheit
von cN ∈ L2(H2(M)) mit der umgekehrten Dreiecksungleichung. Die Behauptung folgt dann aus
der Reflexivita¨t von L2(H2(M)) sowie dem Lemma von Mazur angewendet auf den abgeschlossenen,
konvexen Unterraum L2(W ).
Wir reichen noch nach, wie die Beschra¨nktheit der γN ∈ L∞(L2(M))∩L2(H1(M)) die Beschra¨nktheit
in L6(L6(M)) impliziert sowie weitere Interpolationsresultate die spa¨ter noch von Nutzen sein werden.
Folgerung 4.18. (Interpolation) Seien β, δ > 0. Unter den getroffenen Voraussetzungen sind die
Lo¨sungen γN zu N ∈ N aus Satz 4.14 unabha¨ngig von N ∈ N und δ > 0 in den Ra¨umen L4(L∞(M)),
L6(L6(M)), L12(L3(M)) und L16(L
8
3 (M)) durch eine Konstante Cβ > 0 beschra¨nkt.
Beweis. Folgt aus der Energieabscha¨tzung aus Satz 4.15 mit Lemma 3.47 fu¨r d = 1 mit den Parame-
tern:
1. r = 4 und q =∞,
2. r = 6 und q = 6,
3. r = 12 und q = 3,
4. r = 16 und q = 83 .
Die folgende Aussage u¨ber Interpolation von Gradienten des chemischen Potentials wird beim Beweis
der starken Konvergenz der Surfactants verwendet.
Folgerung 4.19. (Interpolation von Gradienten des chemischen Potenzials) Seien β, δ > 0.
Unter den getroffenen Voraussetzungen sind die Lo¨sungen cN aus Satz 4.14 gleichma¨ßig in N ∈ N
durch eine Konstante Cβδ > 0 in der L
16
7 (W 1,8(M))-Norm beschra¨nkt.
Beweis. Mit Lemma 3.60 folgt mit q = 8 und r = 1 in einer Raumdimension fu¨r fast alle t ∈ [0, T ]:
‖cN (t)‖W 1,8(Mt) ≤ C‖cN (t)‖
3
4
H2(M)‖cN (t)‖
1
4
L1(Mt)
.
Mit dem Exponenten 167 und u¨ber die Zeit integriert ergibt sich:∫ T
0
‖cN (t)‖
16
7
W 1,8(Mt)
dt ≤ C
∫ T
0
‖cN (t)‖
12
7
H2(M)‖cN (t)‖
4
7
L1(Mt)
dt.
Dann impliziert die Ho¨lder-Ungleichung:
‖cN‖
L
16
7 (W 1,8(M))
≤ ‖cN‖
3
4
L2(H2(M))‖cN‖
1
4
L4(L1(M)).
Die rechte Seite ist dann aufgrund der Energieabscha¨tzung Satz 4.15 und aufgrund der Wachstums-
bedingung an f ′ aus Voraussetzung 4.6 zusammen mit der Beschra¨nktheit von γN ∈ L12(L3(M)) aus
Folgerung 4.18 gleichma¨ßig in N ∈ N beschra¨nkt.
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Die soeben verwendete Interpolationsabscha¨tzung la¨sst sich spa¨ter auch auf beliebige Testfunktionen
w ∈ L2(W ) ∩ L4(L1(M)) anwenden, daher macht die folgende Aussage Sinn.
Folgerung 4.20. (Beschra¨nktheit des elliptischen Operators) Seien 0 < β, δ ≤ 1. Unter den
getroffenen Voraussetzungen gibt es eine Konstante Cβ > 0, die von N ∈ N und δ > 0 unabha¨ngig
ist, so dass die elliptischen Operatoren aus Definition 4.10 und 4.11 angewendet auf die Lo¨sungen
%N , γN , cN aus Satz 4.14 folgende Abscha¨tzungen erfu¨llen:
〈B1βδ(%N , γN , cN ), ζ〉L2(V0) ≤ Cβ‖ζ‖L2(H3(M)),
〈A2βδ(%N , γN , cN ), w〉L2(W ) ≤ Cβ(‖w‖L2(H2(M)) + ‖w‖L 167 (W 1,8(M))),
fu¨r Testfunktionen ζ ∈ L2(V0) und w ∈ L2(W ) ∩ L 167 (W 1,8(M)).
Beweis. Die Behauptung fu¨r B1βδ ist einzusehen, indem wir den Fluss
Jβδ1 (%N ,γN) = m
β
1 (%N)(−∇Mp(%N)+ a1(%N)∇Mk)+mβ2 (%N)∇Mσ(γN)+ v∗%N + δ∇M∆M%N + β∇M%N
in der L2(L2(M))-Norm kontrollieren wie in Folgerung 3.26. Dabei ist eine zuzu¨gliche U¨berlegung fu¨r
den Oberfla¨chenspannungsterm und fu¨r die β-Regularisierung erforderlich. Der β-Term ist unkritisch
wegen der Energieabscha¨tzung aus Satz 4.15 und wegen
√
β ≤ 1. Ferner ist ebenfalls nach der Ener-
gieabscha¨tzung
√
mβ3 (%N )∇Mσ(γN ) ∈ L2(L2(M)), damit folgt die gewu¨nschte Behauptung aus der
β-Trunkierung des Koeffizienten mβ2 . Nun zum Surfactant-Operator. Nach der Ho¨lder-Ungleichung
haben wir den folgenden Fluss in L
16
9 (L
8
7 (M)) abzuscha¨tzen:
Jβ2 (%N , γN ) = γNm
β
2 (%N )(−∇Mp(%N ) + a2(%N )∇Mk) + γNmβ3 (%N )∇Mσ(γN ) + v∗γN −∇MγN ,
sowie in L2(L2(M)) den δ-Regularisierungsterm δ∆McN . Der zusa¨tzliche δ-Term ist wegen der Ener-
gieabscha¨tzung aus Satz 4.15 und wegen
√
δ ≤ 1 kontrolliert. Scha¨tzen wir nun den Surfactant-Fluss
J2 ab. Der Term v∗γN ist unkritisch, da γN ∈ L∞(L2(M)) abgescha¨tzt ist und v∗ Voraussetzung 4.2
genu¨gt. Der Diffusionsterm ∇MγN ist ebenfalls unkritisch, da ∇MγN ∈ L2(L2(M)) nach der Ener-
gieabscha¨tzung gleichma¨ßig beschra¨nkt ist und wir Kontrolle in einem schlechteren Raum beno¨tigen.
Die verbleibenden Terme Jβ2
′ = mβ2 (%N )(−∇Mp(%N ) + a2(%N )∇Mk) + mβ3 (%N )∇Mσ(γN ) multipli-
ziert mit γN scha¨tzen wir getrennt in L2(L2(M)) bzw. L16(L
8
3 (M)) ab und verwenden dann die
Ho¨lder-Ungleichung. Die Beschra¨nktheit von Jβ2
′ in L2(L2(M)) folgt aus der Energieabscha¨tzung wie
bei der Abscha¨tzung von Jβδ1 (%N , γN ) im ersten Teil der Behauptung. Die Beschra¨nktheit von γN in
L16(L
8
3 (M)) liefert Folgerung 4.18.
Kompaktheit
Wie im vorherigen Kapitel 3 mu¨ssen wir starke Konvergenz zeigen, um in den Nichtlinearita¨ten zum
Limes u¨bergehen zu ko¨nnen. Die starke Konvergenz in der %-Variable erfolgt vollkommen analog zu
Kapitel 3.
Folgerung 4.21. (Starke Konvergenz der Flu¨ssigkeit) Unter den getroffenen Voraussetzungen
gilt zu β, δ > 0 fu¨r %βδ aus Folgerung 4.17, dass die Lo¨sungen %N aus Satz 4.14 nach Auswahl einer
weiteren Teilfolge %N −→ %βδ in L2(H1(M)) fu¨r N −→∞ stark konvergieren.
Beweis. Zusammen mit der Beschra¨nktheit des elliptischen Operators aus Folgerung 4.20 folgt die
Behauptung mit dem selben Beweis wie in Folgerung 3.28.
Die Methode aus [WG] bzw. [Wie] starke Konvergenz der Surfactants zu zeigen, versagt hier aus
a¨hnlichen Gru¨nden, warum die Methode aus [Gr1] bei der ungekoppelten Du¨nnfilmgleichung in Ka-
pitel 3 nicht funktioniert hat. Um den Satz von Hahn-Banach anzuwenden, um eine gleichma¨ßige
Abscha¨tzung fu¨r Zeitdifferenzen in einem Dualraum zu erhalten, reicht die Menge von zugelassenen
Testfunktionen (d.h. die Galerkin-Funktionen) nicht aus. Der Trick aus [Gr1], den L2-orthogonalen
Anteil einer beliebigen Testfunktion zu erga¨nzen, ist hier nicht mo¨glich, da die Galerkin-Funktionen zu
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einem spa¨teren Zeitpunkt kein orthogonales System bilden. Stattdessen verwenden wir wie in Kapitel
3 die Methode aus [AL] bzw. [Al2] und testen mit Zeitdifferenzen. Dabei mu¨ssen wir beachten, dass
der Zusammenhang zwischen Erhaltungsgro¨ße γ und chemischem Potential c nichtlinear ist. Daher ist
es erforderlich wie in [AL] bzw. [Al2] auf die Werkzeuge aus der konvexen Analysis (siehe z.B. [Dei]
und [Zei]) zuru¨ckzugreifen.
Definition 4.22. (Konvex konjugierte Funktion) Sei G : R −→ R ∪ {∞} konvex und unter-
halbstetig mit G 6≡ ∞. Dann ist die konvex konjugierte Funktion G∗ : R −→ R ∪ {∞} definiert
durch:
G∗(γ) = sup
c∈R
((cγ −G(c)).
Proposition 4.23. (Konvexe Analysis) Sei G : R −→ R ∪ {∞} konvex und unterhalbstetig mit
G 6≡ ∞. Dann gilt fu¨r die konvex konjugierte Funktion G∗:
1. G∗ ist konvex und unterhalbstetig.
2. G∗ 6≡ ∞.
3. G∗∗ = G.
4. Es gilt die Young-Ungleichung:
Fu¨r alle c, γ ∈ R gilt: cγ ≤ G(c) +G∗(γ).
5. Es gilt Gleichheit cγ = G(c)+G∗(γ) genau dann, wenn γ ∈ ∂G(c), d.h. γ liegt im Subdifferential
von G an der Stelle c ∈ R.
Beweis. Siehe z.B. [Zei] (Paragraph 51).
Zur folgenden Definition siehe z.B. auch [Al1].
Definition 4.24. (Weierstraßsche E-Funktion) Sei G wie in Proposition 4.23 und stetig diffe-
renzierbar mit Ableitung G′ = b. Wir definieren die Weierstraßsche E-Funktion E : R×R −→ R von
G durch:
E(c, d) = G(d)−G(c)− (d− c)b(c).
Weil nach Voraussetzung 4.6 f ′ strikt monoton und stetig differenzierbar ist, ist die konvex konjugierte
Funktion G = f∗ von f stetig differenzierbar mit Ableitung b = (f ′)−1. Die konvex Konjugierte von
G ist dann wiederum G∗ = f∗∗ = f . (vgl. Proposition 4.23). Beim Abscha¨tzen von Zeitdifferenzen
wird folgender Ausdruck (vgl. [Al2], [Be]) vorkommen:
E∗(c, d) = G∗(b(d))−G∗(b(c))− c(b(d)− b(c)).
Weil in unserer Situation G∗ stetig differenzierbar ist, ist dies die Weierstraßsche E-Funktion von G∗
ausgedru¨ckt in anderen Variablen.
Satz 4.25. (Abscha¨tzen von Zeitdifferenzen) Sei M wie bisher mit der Familie von Diffeo-
morphismen Φt : M0 −→ Mt aus Definition 4.2. Sei E∗ : R × R −→ R wie oben. Dann gilt unter
den getroffenen Voraussetzungen fu¨r die Lo¨sungen cN aus Satz 4.14 die folgende Abscha¨tzung von
Zeitdifferenzen: ∫ T−h
0
∫
M0
E∗(cN (t) ◦ Φt, cN (t+ h) ◦ Φt+h)dHddt ≤ Cβδh.
Dabei ist die Konstante Cβδ > 0 unabha¨ngig von N ∈ N und h > 0.
Beweis. Sei N ∈ N. Zu h > 0 integrieren wir fu¨r t ∈ [0, T − h] u¨ber [t, t+ h] die folgende Surfactant-
gleichung aus Satz 4.14 in der wir ψj , j ≤ N als Testfunktion gesetzt haben:
d
dt
(ψtj , γN (t))L2(Mt) + 〈B2βδt (%N (t), γN (t), cN (t)), ψtj〉W t = 0.
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Anschließend multiplizieren wir mit den Lo¨sungskoeffizienten bNj (t + h) − bNj (t) aus Satz 4.14 und
summieren u¨ber j = 0...N . Zu h ∈ R schreiben wir Φht = Φt+h ◦Φ−1t . Damit ergibt sich aufgrund der
Definition der Ansatzfunktionen aus Definition 4.12:
(cN (t+ h)− cN (t) ◦ Φ−ht+h, γN (t+ h))L2(Mt+h) − (cN (t+ h) ◦ Φht − cN (t), γN (t))L2(Mt)
+
∫ t+h
t
〈B2βδs (%N (s), γN (s), cN (s)), cN (t+ h) ◦ Φt+h−ss − cN (t) ◦ Φs−ts 〉W sds = 0.
Es folgt fu¨r den parabolischen Teil mit dem Transformationssatz 6.8, wenn wir Terme einfu¨gen und
wieder abziehen:
(cN (t+ h)− cN (t) ◦ Φ−ht+h, γN (t+ h))L2(Mt+h) − (cN (t+ h) ◦ Φht − cN (t), γN (t))L2(Mt)
=(cN (t+ h) ◦ Φht − cN (t), γN (t+ h) ◦ Φht − γN (t))L2(Mt)
+ (cN (t+ h) ◦ Φht − cN (t), γN (t+ h) ◦ Φht (JΦht − 1))L2(Mt).
Den Term in der letzten Zeile bringen wir auf die rechte Seite und scha¨tzen ihn mit der Ho¨lder-
Ungleichung nach oben hin ab:
(cN (t+ h) ◦ Φht − cN (t), γN (t+ h) ◦ Φht (JΦht − 1))L2(Mt)
≤ h‖cN (t+ h) ◦ Φht − cN (t)‖L 65 (Mt)‖γN (t+ h) ◦ Φ
h
t ‖L6(Mt)
∥∥∥JΦht − 1
h
∥∥∥
C0(Mt)
≤ Ch(‖cN (t+ h)‖
L
6
5 (Mt+h)
+ ‖cN (t)‖
L
6
5 (Mt)
)‖γN (t+ h)‖L6(Mt+h),
wobei im letzten Schritt verwendet wurde, dass der Differenzenquotient von JΦht gleichma¨ßig be-
schra¨nkt bleibt aufgrund von Voraussetzung 4.2. Außerdem wurden weitere Transformationsterme
abgescha¨tzt. Wenn wir u¨ber [0, T−h] integrieren kann erneut mit der Ho¨lder-Ungleichung abgescha¨tzt
werden:
Ch
∫ T−h
0
(‖cN (t+ h)‖
L
6
5 (Mt+h)
+ ‖cN (t)‖
L
6
5 (Mt)
)‖γN (t+ h)‖L6(Mt+h)dt
≤ Ch‖cN‖
L
6
5 (L
6
5 (M))
‖γN‖L6(L6(M))
≤ Ch(1 + ‖γN‖r+1
L
6
5 (r+1)(L
6
5 (r+1)(M))
)‖γN‖L6(L6(M)) ≤ Cβh.
Dabei wurde die Wachstumsbedingung aus Voraussetzung 4.6 an f ′ verwendet. Es ist r < 2 daher ist
6
5 (r+1) ≤ 6. Die Abscha¨tzung folgt also mit Folgerung 4.18. Machen wir nun mit dem verbleibenden
parabolischen Term weiter. Wir ko¨nnen nach Proposition 4.23 nach oben hin abscha¨tzen:
(cN (t+ h) ◦ Φht − cN (t), γN (t+ h) ◦ Φht − γN (t))L2(Mt)
≥
∫
Mt
G(cN (t+ h) ◦ Φht ) +G∗(γN (t+ h) ◦ Φht )−G(cN (t+ h) ◦ Φht )−G∗(γN (t))dHd
− (cN (t), γN (t+ h) ◦ Φht − γN (t))L2(Mt)
=
∫
Mt
E∗(cN (t), cN (t+ h) ◦ Φht )dHd.
Als na¨chstes integrieren wir u¨ber [0, T − h] und transformieren die Integrale auf M0. Die Jacobischen
sind gleichma¨ßig nach unten hin durch eine Konstante c0 > 0 abgescha¨tzt, da nach Voraussetzung
4.2 die inversen Diffeomorphismen gleichma¨ßig nach oben hin beschra¨nkt sind. Daher ko¨nnen wir den
positiven Term weiter nach unten hin abscha¨tzen:∫ T−h
0
∫
Mt
E∗(cN (t), cN (t+ h) ◦ Φht )dHddt ≥ c0
∫ T−h
0
∫
M0
E∗(cN (t) ◦ Φt, cN (t+ h) ◦ Φt+h)dHddt.
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Es bleibt u¨brig den elliptischen Term auf die linke Seite zu bringen, u¨ber [0, T −h] zu integrieren und
nach oben hin abzuscha¨tzen.Wenn wir die Integralgrenzen verschieben, den Satz von Fubini verwenden
und erneut die Integralgrenzen verschieben, ko¨nnen wir Folgerung 4.20 verwenden:∫ T−h
0
∫ t+h
t
〈A2βδs (cN (s), γN (s), %N (s)), cN (t+ h) ◦ Φt+h−ss − cN (t) ◦ Φt−ss 〉W sdsdt
=
∫ h
0
∫ T−h+s
s
〈A2βδt (cN (t), γN (t), %N (t)), cN (t+ h− s) ◦ Φh−st − cN (t− s) ◦ Φ−st 〉W tdtds
≤ Cβ
∫ h
0
‖cN‖L2(H2(M)) + ‖cN‖L 167 (W 1,8(M))ds ≤ Cβδh.
Dabei haben wir am Ende Transformationsterme aufgrund von Voraussetzung 4.2 gleichma¨ßig ab-
gescha¨tzt und Folgerung 4.19 und 4.20 sowie die Energieabscha¨tzung verwendet. Insgesamt erhalten
wir folgende Abscha¨tzung von Zeitdifferenzen:∫ T−h
0
∫
M0
E∗(cN (t) ◦ Φt, cN (t+ h) ◦ Φt+h)dHddt ≤ Cβδh.
Folgerung 4.26. (Starke Konvergenz der Surfactants) Unter den getroffenen Voraussetzungen
gilt zu β, δ > 0 fu¨r γβδ aus Folgerung 4.17, dass die Lo¨sungen γN = f ′(cN ) mit den cN aus Satz 4.14
nach Auswahl einer weiteren Teilfolge fu¨r alle ² > 0 stark in L6−²(L6−²(M)) gegen γβδ konvergieren.
Beweis. Es bezeichne B(c) = G∗(b(c)) +G(0) = f((f ′)−1(c)) + f∗(0) die parabolische Energie (siehe
[Al2], [Be]) mit G∗ = f der konvex-konjugierten Funktion von G = f∗ und b = G′ = (f ′)−1. Dann ist:
B(cN (t) ◦ Φt) =
∫
M0
G∗((f ′)−1(cN (t) ◦ Φt))dHd + C =
∫
M0
f(γN (t) ◦ Φt)dHd + C.
in L∞([0, T ]) unabha¨ngig von N ∈ N beschra¨nkt. Dies folgt aus der Energieabscha¨tzung aus Satz
4.15 zusammen mit der Tatsache, dass die Transformationsdeterminante JΦt gleichma¨ßig durch eine
Konstante c0 > 0 in t ∈ [0, T ] nach unten beschra¨nkt ist. Ferner ist nach Folgerung 4.17 die elliptische
Norm ‖cN ◦ Φt‖L2(H2(M0)) ≤ Cβδ beschra¨nkt mit einer von N ∈ N unabha¨ngigen Konstanten. Es ist
H2(M0) separabler und reflexiver Banachraum. Ferner ist b = (f ′)−1 wegen der gleichma¨ßigen Konve-
xita¨t von f aus Voraussetzung 4.6 als Operator von L2(M0) nach L2(M0) vermo¨ge u 7→ b◦u beschra¨nkt
auf beschra¨nkten Teilmengen. Schließlich mit der kompakten Einbettung H2(M0) −→ L2(M0) folgt
aus dem abstrakten Kompaktheitssatz aus [Al2] (Siehe auch [Be]) die Pra¨kompaktheit der γN ◦ Φ in
L1(L2(M0)). Nach einer Transformation und mit Folgerung 4.17 ko¨nnen wir den Limes einer Teilfol-
ge als γβδ aus Folgerung 4.17 identifizieren. Aufgrund der Beschra¨nktheit der γN in L6(L6(M)) aus
Folgerung 4.18 ko¨nnen wir fu¨r alle ² > 0 die starke Konvergenz auf L6−²(L6−²(M)) hochziehen.
Folgerung 4.27. (Identifikation des Grenzwertes) Unter den getroffenen Voraussetzungen gilt
fu¨r die Grenzwerte γβδ und cβδ zu β, δ > 0 aus Folgerung 4.17 der Zusammenhang f ′(γβδ) = cβδ mit
f aus Voraussetzung 4.6.
Beweis. Es ist per Definition cN = f ′(γN ). Aus der starken Konvergenz der γN aus Folgerung 4.26
folgt nach Auswahl einer Teilfolge die punktweise Konvergenz fast u¨berall. Daher konvergiert fast
u¨berall cN gegen f ′(γβδ) weil f ′ stetig ist. Somit stimmt der schwache Limes cβδ von cN aus Folgerung
4.17 mit f ′(γβδ) u¨berein.
Obige Aussage war leicht zu zeigen, da f ′−1 eine stetige Inverse besitzt. Die schwachen Limiten der
Gradienten der Oberfla¨chenspannung identifizieren wir in der folgenden Aussage.
Folgerung 4.28. (Schwache Konvergenz von Gradienten der Oberfla¨chenspannung) Unter
den getroffenen Voraussetzungen gilt zu β, δ > 0 fu¨r die Lo¨sungen γN fu¨r N ∈ N aus Satz 4.14 und
den Limes γβδ aus Folgerung 4.17, dass die zugeho¨rigen Gradienten der Oberfla¨chenspannungen im
folgenden Sinne schwach konvergieren: ∇Mσ(γN )⇀ ∇Mσ(γβδ) in Ls(Ls(M)) fu¨r 1 ≤ s < 65 .
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Beweis. Wenn wir die Gibbs-Relation aus Voraussetzung 4.8 ableiten erhalten wir:
∇Mσ(γN ) = −γNf ′′(γN )∇MγN .
Es gilt wegen der Wachstumsbedingung an f ′′ aus Voraussetzung 4.6 und der starken Konvergenz
der γN in Lp(Lp(M)), p < 6 aus Folgerung 4.26 mit dem allgemeinen Konvergenzsatz von Lebesgue
die Konvergenz :
√
f ′′(γN ) −→
√
f ′′(γβδ) in L6(L6(M)). Aufgrund der Energieabscha¨tzung aus Satz
4.15 besitzt
√
f ′′(γN )∇MγN einen schwachen Limes in L2(L2(M)), den wir aufgrund der schwachen
Konvergenz der ∇MγN in L2(L2(M)) aus Folgerung 4.17 und der starken Konvergenz der
√
f ′′(γN )
als
√
f ′′(γβδ)∇Mγβδ identifizieren ko¨nnen. Es konvergiert also ein Faktor schwach in L2(L2(M)) die
anderen stark in L6(L6(M)) bzw. Lp(Lp(M)), p < 6. Damit folgt die Behauptung mit der Ho¨lder-
Ungleichung.
U¨bergang zum Grenzwert
Mit den gezeigten starken und schwachen Konvergenzen der Lo¨sungen ko¨nnen wir in den Galerkin-
Gleichungen zum Limes u¨bergehen, wenn wir fu¨r die Testfunktionen ebenfalls Konvergenz in geeigneter
Weise zeigen. Dies erfolgt vollkommen analog zu Kapitel 3.
Proposition 4.29. (Konstruktion von Testfunktionen) Sei M wie in Voraussetzung 4.1 und
4.2. Seien zu N ∈ N die Galerkin-Ra¨ume ΞTN aus Definition 4.12. Dann existiert zu Funktionen
ζ ∈ L2(V 0) ∩W 1,1(H1(M)) und w ∈ L2(W ) ∩W 1,1(L2(M)) eine Folge (ζN , wN ) ∈ ΞTN , so dass fu¨r
N −→∞ die folgenden Konvergenzen gelten:
1. ζN −→ ζ in L2(H3(M)) und wN −→ w in L2(H2(M)).
2. ζN (0) −→ ζ(0) in H1(M0) und wN (0) −→ w(0) in L2(M0).
3. ∂Mt ζN −→ ∂Mt ζ in L1(H1(M)) und ∂Mt wN −→ ∂Mt w in L1(L2(M)).
Beweis. Die ζN sind wie in Proposition 3.32 zu konstruieren. Auf analoge Weise konstruieren wir die
wN . Sei w˜ = w◦Φt. Sei QN wieder die L2(M0)-orthogonale Projektion aus Proposition 3.31. Definiere
w˜N = QN (w˜) und dann wN = w˜N ◦ Φ−1t . Mit dem Transformationssatz 6.8 reicht es zu zeigen, dass
‖wN − w‖L2(H2(M)) ≤ C‖w˜N − w˜‖L2(H2(M0)) −→ 0.
Ferner respektiert QN die Mittelwerte, d.h. w˜N − w˜ = w˜N − w¯N − w˜+ w¯. Daher ist wie in Proposition
3.24 zu zeigen, dass: ‖∆M (w˜N−w˜)‖L2(L2(M0) −→ 0. Doch dies folgt analog wie in Proposition 3.32.
Wir werden sehen, dass beim Grenzu¨bergang in der Surfactantgleichung der Limes des Flusses nur fu¨r
eine Konvergenz in L
3
2−²(L
3
2−²(M)) fu¨r alle ² > 0 identifiziert werden kann. Es ist daher erforderlich
zu zeigen, dass die Testfunktionen in einem geringfu¨gig besseren Raum als L3(W 1,3(M)) konvergieren.
Wir zeigen dazu folgende Aussage mit Exponent 165 > 3, der nicht optimal ist.
Lemma 4.30. (Interpolation von Testfunktionen) Sei M wie in Voraussetzung 4.1 und eine
Funktion w ∈ L2(W ) ∩W 1,1(L2(M)). Die in Proposition 4.29 konstruierte Funktion wN konvergiert
gegen w in L
16
5 (W 1,
16
5 (M)).
Beweis. Nach Lemma 3.60 gilt fu¨r w ∈ L2(H2(M)) ∩W 1,1(L2(M)) mit w(t) ∈ W t zu fast jedem
Zeitpunkt:
‖w(t)‖
W 1,
16
5 (Mt)
≤ C‖w(t)‖αH2(Mt)‖w(t)‖1−αL2(Mt)
mit 1− 516 = α(2− 12 ) + (1− α)(− 12 ), d.h. α = 1932 . Potenzieren wir diese Gleichung zum Exponenten
16
5 und integrieren anschließend u¨ber die Zeit:∫ T
0
‖w(t)‖ 165
W 1,
16
5 (Mt)
dt ≤ C
∫ T
0
‖w(t)‖ 1910H2(Mt)‖w(t)‖
13
10
L2(Mt)
dt.
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Es ist 1910 < 2. Die Ho¨lder Ungleichung liefert dann:
‖w‖ 165
L
16
5 (W 1,
16
5 (M))
≤ C‖w‖ 1910L2(H2(M))‖w‖
13
10
L26(L2(M)).
Es ist W 1,1(L2(M)) ↪→ L26(L2(M)) stetig eingebettet. Angewendet auf w−wN folgt die Behauptung
aus Proposition 4.29.
Damit ko¨nnen wir nun in den Galerkin-Gleichungen zum Limes u¨bergehen. Im darauf folgenden
Schritt mu¨ssen wir dann wie in Kapitel 3 das Poisson-Problem fu¨r die Testfunktionen lo¨sen, um zur
klassischen schwachen Formulierung (A) zuru¨ckzukehren.
Satz 4.31. (Lo¨sung des nichtdegenerierten Problems) Unter den getroffenen Voraussetzungen
sind zu β, δ > 0 die Limiten %βδ ∈ L∞(H1(M)) ∩ L2(V ) und γβδ ∈ L∞(L2(M)) ∩ L2(H1(M)) mit
f ′(γβδ) ∈ L2(W ) aus Folgerung 4.17 eine Lo¨sung des folgenden Systems:
− (w1(0), %0)L2(M0) −
∫ T
0
(∂Mt w1(t), %βδ(t))L2(Mt)dt+ 〈〈A1βδ(%βδ, γβδ, f ′(γβδ)), w1〉〉L2(H1(M)) = 0,
− (w2(0), γ0)L2(M0) −
∫ T
0
(∂Mt w2(t), γβδ(t))L2(Mt)dt+ 〈〈A2βδ(%βδ, γβδ, f ′(γβδ)), w2〉〉L2(W ) = 0,
fu¨r Testfunktionen w1 ∈ L2(H1(M))∩W 1,1(L2(M)) und w2 ∈ L2(W )∩W 1,1(L2(M)) mit der Eigen-
schaft w1(T ) = w2(T ) = 0.
Beweis. Zu einer Testfunktion ζ ∈ L2(V0) ∩ W 1,1(H1(M)) und w2 ∈ L2(W ) ∩ W 1,1(L2(M)) mit
ζ(T ) = w2(T ) = 0 konstruieren wir mit Proposition 4.29 die approximativen Testfunktionen ζN und
wN . Nach Konstruktion ist dann ζN (T ) = wN (T ) = 0. Wenn wir die Filmgleichung in Satz 4.14 u¨ber
[0, T ] integrieren erhalten wir dann mit diesen Testfunktionen:
−(ζN (0), %N (0))H0 −
∫ T
0
(∂Mt ζN (t), %N (t))Htdt+ 〈〈B1βδ(%N , γN , f ′(γN )), ζN 〉〉L2(V0) = 0.
Wir ko¨nnen in den parabolischen Termen aufgrund von Proposition 4.29 und Folgerung 4.21 zum
Limes u¨bergehen. Die Testfunktion im elliptischen Teil konvergiert ebenfalls stark aufgrund von Pro-
position 4.29. Es bleibt zu zeigen, dass der Fluss Jβδ(%N , γN ) gegeben durch:
Jβδ(%N , γN) = m
β
1 (%N)
(
−∇Mp(%N)+ a1(%N)∇Mk
)
+mβ2 (%N)∇Mσ(γN)+v∗%N−β∇M%N+δ∇M∆M%N .
schwach in L2(L2(M)) gegen das Richtige konvergiert. Die Termemβ1 (%N )(−∇Mp(%N )+a1(%N )∇Mk),
v∗%N und δ∇M∆M%N konvergieren wie in Satz 3.34. Der Term β∇M%N konvergiert stark wegen Fol-
gerung 4.21. Der Termmβ2 (%N )γN∇McN = −mβ2 (%N )∇Mσ(γN ) ist wegen der Energieabscha¨tzung aus
Satz 4.15 und der Trunkierung der Mobilita¨tskoeffizienten mβ2 beschra¨nkt in L
2(L2(M)), konvergiert
daher schwach. Den schwachen Grenzwert identifizieren wir schließlich mit Folgerung 4.28 zusammen
mit Folgerung 4.21. Damit erhalten wir also im Limes N −→∞:
−(ζ(0), %0)H0 −
∫ T
0
(∂Mt ζ(t), %βδ(t))Htdt+ 〈〈B1βδ(%βδ, γβδ, f ′(γβδ)), ζ〉〉L2(V0) = 0.
Die behauptete Formulierung der Filmgleichung folgt dann aus Lemma 3.39.
Wenn wir die Surfactant-Gleichung in Satz 4.14 u¨ber [0, T ] integrieren erhalten wir dann mit den
Testfunktionen von oben:
−(wN (0), γN (0))L2(M0) −
∫ T
0
(∂Mt wN (t), γN (t))L2(Mt)dt+ 〈〈A2βδ(%N , γN , f ′(γN )), wN 〉〉L2(W ) = 0.
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Wir ko¨nnen in den parabolischen Termen aufgrund von Proposition 4.29 und Folgerung 4.26 zum
Limes u¨bergehen. Der elliptische Term lautet:
〈〈A2βδ(%N , γN , cN ), wN 〉〉L2(W ) =
∫ T
0
∫
Mt
∇MwN • γNJ ′2βδ(%N , γN )dHddt
+
∫ T
0
∫
Mt
∇MwN • ∇MγNdHddt+
∫ T
0
∫
Mt
δ∆MwN∆McNdHddt
wobei J ′2
βδ(%N , γN ) folgende Struktur hat:
J ′2
βδ(%N , γN ) = m
β
2 (%N )(−∇Mp(%N ) + a2(%N )∇Mk) +mβ3 (%N )∇Mσ(γN ) + v∗γN .
Wir behandeln die drei Terme separat. Die Testfunktion wN konvergiert stark in L2(H2(M)) auf-
grund von Proposition 4.29 und cN konvergiert schwach ebenfalls in L2(H2(M)) aufgrund von Fol-
gerung 4.17. Daher ko¨nnen wir im dritten Term zum Limes u¨bergehen. Mit der gleichen Argumen-
tation ko¨nnen wir im zweiten Term zum Limes u¨bergehen. Fu¨r den ersten Term sehen wir ein dass
J ′2
βδ(%N , γN ) schwach in L2(L2(M)) gegen:
J ′2
βδ(%βδ, γβδ) = m
β
2 (%βδ)(−∇Mp(%βδ) + a2(%βδ)∇Mk) +mβ3 (%βδ)∇Mσ(γβδ) + v∗γβδ
konvergiert. Dies folgt analog wie fu¨r den Fluss in der Filmgleichung. Es konvergiert weiterhin stark
γN −→ γβδ in L6−²(L6−²(M)) fu¨r alle ² > 0 aufgrund von der starken Konvergenz aus Folgerung
4.26. Die Testfunktion muss also in L3+²(L3+²(M)) fu¨r ein ² > 0 konvergieren. Dies ist der Fall nach
Lemma 4.30.
4.2 Grenzu¨bergang zu degenerierten Koeffizienten
Dieser Paragraph befasst sich mit dem zweiten Grenzu¨bergang, na¨mlich dem Limes δ −→ 0 in der Re-
gularisierung der Koeffizienten. Beschra¨nktheit und schwache Konvergenz erhalten wir direkt aus den
entsprechenden Abscha¨tzungen der Galerkin-Approximation. Wesentlicher Bestandteil ist es dann
gleichma¨ßige Konvergenz fu¨r die Flu¨ssigkeit zu zeigen, sowie Zeitkompaktheit der Surfactants un-
abha¨ngig von der δ-Regularisierung.
Beschra¨nktheit und schwache Konvergenz
Die mathematische Energieabscha¨tzung des δ-Problems folgt aus der entsprechenden Abscha¨tzung fu¨r
die Galerkin-Approximation unter Verwendung der jeweiligen Konvergenzen zusammen mit Stetigkeit
und Unterhalbstetigkeit.
Folgerung 4.32. (Energieabscha¨tzung des δ-Problems) Unter den getroffenen Voraussetzungen
erfu¨llen zu β, δ > 0 die Lo¨sungen %βδ, γβδ aus Satz 4.31 die folgende Energieabscha¨tzung:
‖γβδ‖2L∞(L2(M)) +
1
2
‖%βδ‖2L∞(H1(M)) + c1
∫ T
0
∫
Mt
mβ1 (%βδ)|∇M∆M%βδ|2dHddt
+ c2
∫ T
0
∫
Mt
mβ3 (%βδ)|∇Mσ(γβδ)|2dHddt+
∫ T
0
∫
Mt
f ′′(γβδ)|∇Mγβδ|2dHddt
+ δ(‖∇M∆M%βδ‖2L2(L2(M)) + ‖∆Mf ′(γβδ)‖2L2(M))) + β‖∆M%βδ‖2L2(L2(M)) ≤ Cβ
mit einer von δ > 0 unabha¨ngigen Konstanten Cβ > 0 und von δ, β > 0 unabha¨ngigen Konstanten
c1, c2 > 0.
Beweis. Aufgrund von Proposition 3.23 gilt Satz 4.15 fu¨r ganz [0, T ]. Mit der gleichma¨ßigen strikten
Konvexita¨t von f aus Voraussetzung 4.6 ko¨nnen wir wie im Beweis von Folgerung 4.17 den paraboli-
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schen Energieterm der Surfactants nach unten hin abscha¨tzen und erhalten:
‖γN‖2L∞(L1(M)) +
1
2
‖%N‖2L∞(H1(M)) + c1
∫ T
0
∫
Mt
mβ1 (%N )|∇M∆M%N |2dHddt
+ c2
∫ T
0
∫
Mt
mβ3 (%N )|∇Mσ(γN )|2dHddt+
∫ T
0
∫
Mt
f ′′(γN )|∇MγN |2dHddt
+ δ(‖∇M∆M%N‖2L2(L2(M)) + ‖∆Mf ′(γN )‖2L2(L2(M))) + β‖∆M%N‖2L2(L2(M)) ≤ Cβ .
Aus Reflexivita¨t von L2(L2(M)) folgt schwache Konvergenz fu¨r eine Teilfolge. Wenn wir noch mit den
Konvergenzen aus Folgerung 4.17 zum Limes u¨bergehen, ko¨nnen wir Unterhalbstetigkeit der linken
Seite verwenden und erhalten:
‖γβδ‖2L∞(L1(M)) +
1
2
‖%βδ‖2L∞(H1(M)) + c1‖d1‖2L2(L2(M)) + c2‖d2‖2L2(L2(M)) + ‖d3‖2L2(L2(M))
+δ(‖∇M∆M%βδ‖2L2(L2(M)) + ‖d4‖2L2(L2(M)) + β‖∆M%βδ‖2L2(L2(M)) ≤ Cβ .
Im letzten Schritt ist es noch erforderlich die schwachen Limiten di, i = 1...4 zu identifizieren.
Fu¨r d1 =
√
mβ1 (%βδ)∇M∆M%βδ folgt dies aus der schwachen L2(H3(M))-Konvergenz der %N aus
Folgerung 4.17 zusammen mit der starken Konvergenz der %N aus Folgerung 4.26. Weiterhin fu¨r
d2 =
√
mβ3 (%βδ)∇Mσ(γβδ) folgt dies aus der schwachen Konvergenz der ∇σ(γN ) in L
6
5−²(L
6
5−²(M))
fu¨r alle ² > 0 aus Folgerung 4.28 zusammen mit der starken Konvergenz der %N aus Folgerung 4.26.
Fu¨r d3 =
√
f ′′(γβδ)∇Mγβδ folgt dies aus der schwachen L2(L2(M))-Konvergenz der γN aus Folgerung
4.17 zusammen mit der starken Konvergenz der γN aus Folgerung 4.26. Schließlich identifizieren wir
d4 = ∆Mf ′(γβδ) mit der starken Konvergenz der γN aus Folgerung 4.26 und der Stetigkeit von f ′
nach Voraussetzung 4.6.
Folgerung 4.33. (Schwache Konvergenz) Unter den getroffenen Voraussetzungen konvergieren
zu β > 0 nach Auswahl einer Teilfolge die Lo¨sungen %βδ, γβδ des nichtdegenerierten Problems aus
Satz 4.31 fu¨r δ −→ 0 im folgenden Sinne: Es konvergiert %βδ schwach in L2(H2(M)) und schwach*
in L∞(H1(M)) gegen ein %β ∈ L2(H2(M)) ∩ L∞(H1(M)) und es konvergiert ebenfalls γβδ schwach
in L2(H1(M)) und schwach* in L∞(L2(M)) gegen ein γβ ∈ L∞(L2(M)) ∩ L2(H1(M)).
Beweis. Aufgrund von Satz 4.32 ist ∆M%βδ gleichma¨ßig in δ > 0 in L2(L2(M)) beschra¨nkt. Es hat %βδ
konstante Gesamtmasse und erfu¨llt die Neumann-Randbedingung ν∗ •∇M%βδ(t) = 0 auf ∂Mt fu¨r fast
alle t ∈ [0, T ]. Dann folgt analog zum Beweis aus Proposition 3.24 die Beschra¨nktheit in L2(H2(M))
gleichma¨ßig in δ > 0 und aus der Reflexivita¨t dann die schwache Konvergenz nach Auswahl einer
Teilfolge. Die Aussage fu¨r γβδ folgt ebenfalls aus Satz 4.32 aus der Reflexivita¨t von L2(H1(M))
zusammen mit der gleichma¨ßigen Konvexita¨t von f aus Voraussetzung 4.6. Die Schwach*-Konvergenz
folgt wie in Folgerung 4.17.
Kompaktheit
Ziel dieses Abschnitts ist es, starke Konvergenz der Lo¨sungen zu zeigen. Wie in [BF] bzw. [WG] zeigen
wir gleichma¨ßige Konvergenz der %βδ, was wesentlich zur Einschra¨nkung auf eine Raumdimension
fu¨hrt. Im na¨chsten Schritt ko¨nnen wir dann wie in Kapitel 3 die punktweise Konvergenz auf starke
Konvergenz der Gradienten hochziehen. Schließlich zeigen wir starke Konvergenz der Surfactants mit
Hilfe des Kompaktheitssatzes von Simon.
Satz 4.34. (Gleichma¨ßige Konvergenz der Flu¨ssigkeit) Unter den getroffenen Voraussetzun-
gen besitzen zu β, δ > 0 die Lo¨sungen %βδ des nichtdegenerierten Problems aus Satz 4.31 einen Re-
pra¨sentanten der gleichma¨ßig in der C
1
8 (C
1
2 (M))-Norm durch eine von δ > 0 unabha¨ngige Konstante
Cβ > 0 beschra¨nkt ist. Weiterhin besitzt %β aus Folgerung 4.33 einen Repra¨sentanten in C
1
8 (C
1
2 (M)),
so dass %βδ nach Auswahl einer weiteren Teilfolge fu¨r δ −→ 0 gleichma¨ßig gegen %β konvergiert.
102 4 EXISTENZ FU¨R DAS SURFACTANT-SYSTEMAUF EVOLVIERENDEN FLA¨CHEN
Beweis. Es sind nach Folgerung 4.32 die %βδ gleichma¨ßig in L∞(H1(M)) beschra¨nkt. Dann sind fu¨r
fast alle t ∈ [0, T ] aufgrund der Einbettung H1(Mt) ↪→ C 12 (Mt) in einer Raumdimension die %βδ(t)
gleichgradig stetig im Raum gleichma¨ßig in der Zeit. Fu¨r die Ho¨lder-Stetigkeit in der Zeit wa¨hlen wir
in der schwachen Formulierung aus Satz 4.31:
−(w(0), %0)L2(M0) −
∫ T
0
(∂Mt w(t), %βδ(t))L2(Mt)dt+ 〈〈A1βδ(%βδ, γβδ, f ′(γβδ)), w〉〉L2(W ) = 0,
zu w ∈ L2(H1(M)) und h > 0 eine zeitgegla¨ttete Testfunktion wh wie in Lemma 3.41 mit t0 = T .
Dann ko¨nnen wir den parabolische Teil aufgrund von Proposition 3.42 umschreiben zu:
1
h
∫ T
0
∫
Mt
w(t)(%βδ(t)− %βδ(t− h) ◦ Φ−ht JΦ−ht )dHddt
=
1
h
∫ T
0
∫
Mt
w(t)(%βδ(t)− %βδ(t− h) ◦ Φ−ht )dHddt+
∫ T
0
∫
Mt
w(t)%(t− h) ◦ Φ−ht
(1− JΦ−ht
h
)
dHddt.
Diese zwei Integralterme bezeichnen wir nun mit (1) und (2). Term (2) schieben wir vorerst auf. Wir
werden spa¨ter sehen, dass (2) im Limes h −→ 0 gegen einen anderen Term wegfa¨llt. Im folgenden
bezeichnen wir:
%−hβδ (t) =
1
h
∫ t
t−h
%βδ(s) ◦ Φs−tt ds,
wobei wir %βδ(t) fu¨r t ≤ 0 durch %0 konstant auf M0 fortsetzen. Aus Proposition 2.6 folgt dann:
∂Mt (%
−h
βδ (t)) =
1
h (%βδ(t)−%βδ(t−h)◦Φ−ht ), was genau ein Faktor des Integranden von (1) ist. Aufgrund
der Regularita¨t von %βδ ist es nun zula¨ssig zu t1, t2 ∈ [0, T ] obiges w ∈ L2(H1(M)) folgendermaßen
zu definieren:
w(t) = χ[t1,t2](t)(%
−h
βδ (t1) ◦ Φt1−tt − %−hβδ (t2) ◦ Φt2−tt ).
Mit dieser Testfunktion wird der Integralausdruck (1) zu:
1
h
∫ T
0
∫
Mt
χ[t1,t2](t)(%
−h
βδ (t1)◦Φt1−tt − %−hβδ (t2) ◦ Φt2−tt )(%βδ(t)− %βδ(t− h) ◦ Φht )dHddt
=
∫ t2
t1
∫
Mt
(%−hβδ (t1) ◦ Φt1−tt − %−hβδ (t2) ◦ Φt2−tt )∂Mt %−hβδ (t)dHddt
=
∫ t2
t1
∫
Mt
∂Mt
(
(%−hβδ (t1) ◦ Φt1−tt − %−hβδ (t2) ◦ Φt2−tt )%−hβδ (t)
)
dHddt,
wobei im letzten Schritt Proposition 2.6 verwendet wurde. Das Transporttheorem 6.9 liefert dann:∫ t2
t1
∫
Mt
∂Mt
(
(%−hβδ (t1) ◦ Φt1−tt − %−hβδ (t2) ◦ Φt2−tt )%−hβδ (t)
)
dHddt
=
∫
Mt2
(%−hβδ (t1) ◦ Φt1−t2t2 − %−hβδ (t2))%−hβδ (t2)dHd −
∫
Mt1
(%−hβδ (t1)− %−hβδ (t2) ◦ Φt2−t1t1 )%−hβδ (t1)dHd
+
∫ t2
t1
∫
Mt
vnk((%−hβδ (t1) ◦ Φt1−tt − %−hβδ (t2) ◦ Φt2−tt )%−hβδ (t))dHddt.
Den letzten Term bezeichnen wir mit (3). Die verbleibenden Terme fassen wir mit dem Transforma-
tionssatz auf Fla¨chen 6.8 zusammen:∫
Mt2
(%−hβδ (t1) ◦ Φt1−t2t2 − %−hβδ (t2))%−hβδ (t2)dHd −
∫
Mt1
(%−hβδ (t1)− %−hβδ (t2) ◦ Φt2−t1t1 )%−hβδ (t1)dHd
=
∫
Mt1
|%−hβδ (t1)− %−hβδ (t2) ◦ Φt21−t1t1 |2dHd
+
∫
Mt1
(%−hβδ (t1)− %−hβδ (t2) ◦ Φt2−t1t1 )%−hβδ (t2) ◦ Φt2−t1t1 (JΦt2−t1t1 − 1)dHd.
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Den letzten Term bezeichnen wir mit (4) und bringen ihn auf die rechte Seite. Wenn wir jetzt zum
Limes h −→ 0 u¨bergehen, konvergiert %−hβδ −→ %βδ in L2(H1(M)) und damit nach Auswahl einer
Teilfolge auch fu¨r fast alle t ∈ [0, T ] in L2(Mt). Ferner konvergiert nach der Eulerschen Entwicklungs-
formel aus Satz 6.11 1−JΦ
−h
t
h −→ −vnk gleichma¨ßig. Daher heben sich im Limes die Terme (2) und
(3) auf, was nach einer formalen Rechnung zu erwarten war. Der elliptische Term konvergiert wie in
Proposition 3.41. Somit lautet die gesamte Gleichung im Limes fu¨r fast alle t1, t2 ∈ [0, T ]:∫
Mt1
|%βδ(t1)− %βδ(t2) ◦ Φt2−t1t1 |2dHd
≤〈〈A1βδ(%βδ, γβδ, f ′(γβδ)), χ[t1,t2](%βδ(t1) ◦ Φt1−· − %βδ(t2) ◦ Φt2−·)〉〉L2(H1(M))
+
∫
Mt1
(%βδ(t1)− %βδ(t2) ◦ Φt2−t1t1 )%βδ(t2) ◦ Φt2−t1t1 (1− JΦt2−t1t1 )dHddt.
Den letzten Term scha¨tzen wir durch die Cauchy-Schwarzsche Ungleichung und dem Transformations-
satz 6.8 ab, wobei wir die entstehenden Jacobischen mit Voraussetzung 4.2 an die Fla¨che gleichma¨ßig
abscha¨tzen:
|
∫
Mt1
(%βδ(t1)− %βδ(t2) ◦ Φt1−t2t1 )%βδ(t2) ◦ Φt1−t2t1 (1− JΦt1−t2t1 )dHddt|
≤ C(‖%βδ(t1)‖L2(Mt1 )‖%βδ(t2)‖L2(Mt2 ) + ‖%βδ(t2)‖2L2(Mt2 ))|t1 − t2| ≤ Cβ |t1 − t2|
1
2
falls t1 − t2 ≤ 1. Dabei haben wir verwendet, dass JΦt gleichma¨ßig Lipschitz-stetig ist nach Voraus-
setzung 4.2, sowie die Beschra¨nktheit der %βδ in L∞(L2(M)) was aus der Energieabscha¨tzung 4.32
folgt. Den elliptischen Teil scha¨tzen wir mit dem Transformationssatz 6.8 und der Ho¨lder-Ungleichung
ab:
〈〈A1βδ(%βδ, γβδ,f ′(γβδ)), χ[t1,t2](%βδ(t1) ◦ Φt1−· − %βδ(t2) ◦ Φt2−·)〉〉L2(H1(M))
=
∫ t2
t1
∫
Mt
Jβδ1 (%βδ(t), γβδ(t)) • ∇M (%βδ(t1) ◦ Φt1−tt − %βδ(t2) ◦ Φt2−tt )dHddt
≤ C ‖Jβδ1 (%βδ(t), γβδ(t))‖L2(L2(M))‖∇M%βδ‖L∞(L2(M))|t1 − t2|
1
2 ≤ Cβ |t1 − t2| 12 ,
wobei der Fluss Jβδ1 (%βδ, γβδ) auf analoge Weise wie in Folgerung 4.20 abgescha¨tzt werden kann und
die ∇M%βδ mit der Energieabscha¨tzung 4.32. Wir haben also fu¨r f.a. t1, t2 ∈ [0, T ] mit |t1 − t2| ≤ 1
gezeigt: ∫
Mt1
|%βδ(t1)− %βδ(t2) ◦ Φt2−t1t1 |2dHd ≤ Cβ |t1 − t2|
1
2 .
Die Interpolationsabscha¨tzung aus Lemma 3.46 mit d = 1, q =∞, r = 2 und p = 2 liefert dann
‖%βδ(t1)− %βδ(t2) ◦ Φt2−t1t1 ‖4L∞(Mt1 )
≤ ‖%βδ(t1)− %βδ(t2) ◦ Φt2−t1t1 ‖2H1(Mt1 )‖%βδ(t1)− %βδ(t2) ◦ Φ
t2−t1
t1 ‖2L2(Mt1 )
≤ Cβ |t1 − t2| 12 (‖%βδ(t1)‖2H1(Mt1 ) + ‖%βδ(t2)‖
2
H1(Mt2 )
)
≤ Cβ |t1 − t2| 12 ,
wobei im letzten Schritt wieder der Transformationssatz 6.8 und die Energieabscha¨tzung 4.32 verwen-
det wurde. Daraus folgt fu¨r fast alle t1, t2 ∈ [0, T ] mit |t2 − t1| ≤ 1:
‖%βδ(t1)− %βδ(t2) ◦ Φt2−t1t1 ‖L∞(Mt1 ) ≤ Cβ |t2 − t1|
1
8 .
Es la¨sst sich %βδ fu¨r alle t ∈ [0, T ] durch einen entsprechend Ho¨lder-stetigen Repra¨sentanten ersetzen.
Falls die Ho¨lder-Stetigkeit etwa in t0 ∈ [0, T ] nicht erfu¨llt ist, existieren Zeitpunkte tn −→ t0 fu¨r die
die Bedingung erfu¨llt ist, und das bisher gezeigte liefert eine Cauchy-Folge. Durch ihren Grenzwert
la¨sst sich %βδ dann in t0 ersetzen. Damit ist %βδ gleichma¨ßig in C
1
8 (C
1
2 (M)) beschra¨nkt. Die zweite
Behauptung folgt mit dem Satz von Arzela-Ascoli.
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Die ku¨nstliche Diffusivita¨t zum Parameter β > 0 in der Filmgleichung lieferte in Folgerung 4.32
zusa¨tzliche Beschra¨nktheit zweiter Ableitungen von %βδ. Dies ko¨nnen wir an dieser Stelle ausnutzen,
um wie in Kapitel 3 mit der Idee aus [dPGG] punktweise Konvergenz auf punktweise Konvergenz der
Gradienten von %βδ hochzuziehen.
Folgerung 4.35. (Starke Konvergenz der Gradienten der Flu¨ssigkeit) Unter den getroffenen
Voraussetzungen konvergieren zu β > 0 nach Auswahl einer weiteren Teilfolge die Lo¨sungen %βδ des
nichtdegenerierten Problems aus Satz 4.31 fu¨r δ −→ 0 in Lp(W 1,p(M)) fu¨r p < 4 gegen %β aus Satz
4.34.
Beweis. Aus Folgerung 4.32 folgt die in δ > 0 gleichma¨ßige Beschra¨nktheit von %βδ in L∞(H1(M))
und von ∆M%βδ in L2(L2(M)). Es sind die %βδ ∈ L2(V ), dann folgt wie im Beweis von Proposition
3.24, dass %βδ gleichma¨ßig in L2(H2(M)) beschra¨nkt ist. Aus Satz 4.34 folgt die starke Konvergenz
%βδ −→ %β in L2(L2(M)). Dann folgt die Behauptung mit Proposition 3.51.
Satz 4.36. (Zeitkompaktheit der Surfactants) Zu β > 0 konvergieren unter den getroffenen
Voraussetzungen nach Auswahl einer weiteren Teilfolge fu¨r δ −→ 0 die Lo¨sungen γβδ des nichtdege-
nerierten Problems aus Satz 4.31 stark in Lp(Lp(M)) fu¨r p < 6 gegen γβ aus Folgerung 4.33.
Beweis. Definiere den Raum L3([0, T ];W0) ⊂ L3([0, T ];H2(M0)) durch:
L3([0, T ];W0) = {w0 ∈ L3([0, T ];H2(M0))| ν∗0 • ∇M0w0(t) = 0 f. u¨. auf ∂M0 f. f. a. t ∈ [0, T ]}.
Mit einer Schrittweite h > 0 definieren wir zu w0 ∈ L3(W0) als Testfunktion:
wh(t) =
1
h
∫ t+h
t
w0(s− h) ◦ Φ−1t χ(h,T ](s)ds.
Es ist wh ∈ L3(H2(M)) nach dem Transformationssatz 6.8 und der Kettenregel. Ferner haben wir
wh(t) ∈W t fu¨r fast alle t ∈ [0, T ], da ν∗t •∇Mtwh(t) = 0 auf ∂Mt fast u¨berall, fu¨r fast alle t ∈ [0, T ]. In
der Tat, denn DΦ−1t ν∗(t) liegt im eindimensionalen Tangentialraum TM0, der am Rand durch ν∗(0)
gespannt wird. Es ist also wh als Testfunktion in der Surfactantgleichung in Satz 4.31 zugelassen. Mit
Proposition 3.42 wird die Gleichung zu:
1
h
∫ T
h
∫
Mt
w0(t− h) ◦ Φ−1t (γβδ(t)− γβδ(t− h) ◦ Φ−ht JΦ−ht )dHddt
+
∫ T
0
∫
Mt
Jβδ2 (%βδ(t), γβδ(t)) •
1
h
∇M
∫ t+h
t
w0(s− h) ◦ Φ−1t χ[h,T ](s)dsdHddt
+
∫ T
0
∫
Mt
δ∆Mf ′(γβδ(t))
1
h
∆M
∫ t+h
t
w0(s− h) ◦ Φ−1t χ[h,T ](s)dsdHddt = 0. (?)
Dabei ist der Fluss: Jβδ2 (%βδ, γβδ) = γβδJ
′
2
βδ(%βδ, γβδ)−∇Mγβδ mit:
J ′2
βδ(%βδ, γβδ = m
β
2 (%βδ)
(
−∇Mp(%βδ) + a2(%βδ)∇Mk
)
+mβ3 (%βδ)∇Mσ(γβδ) + v∗γβδ.
Den parabolischen Teil in (?) transformieren wir auf M0. Dann ist nach einer Zeitverschiebung:
1
h
∫ T
h
∫
Mt
w0(t− h) ◦ Φ−1t (γβδ(t)− γβδ(t− h) ◦ Φ−ht JΦ−ht )dHddt
=
1
h
∫ T−h
0
∫
M0
w0(t)(γβδ(t+ h) ◦ Φt+hJΦt+h − γβδ(t) ◦ ΦtJΦt)dHddt.
Fu¨r die elliptischen Terme u¨berlegen wir uns zuna¨chst, dass nur Werte von w0 auf [0, T−h] vorkommen:
1
h
∫ t+h
t
w0(s− h) ◦ Φ−1t χ[h,T ](s)ds =
1
h
∫ t
t−h
w0(s) ◦ Φ−1t χ[0,T−h](s)ds.
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Die elliptischen Terme in (?) bringen wir auf die rechte Seite und scha¨tzen mit der Ho¨lder-Ungleichung
ab. Anschließend transformieren wir die Integrale, die w0 enthalten auf M0. Mit der Kettenregel und
der Faltungsabscha¨tzung und wenn wir alle Transformationsterme aufgrund von Voraussetzung 4.2
gleichma¨ßig abscha¨tzen, ergibt sich insgesamt:
1
h
∫ T−h
0
∫
M0
w0(t)
(
γβδ(t+ h) ◦ Φt+hJΦt+h − γβδ(t) ◦ ΦtJΦt
)
dHddt
≤ C‖Jβδ2 (%βδ, γβδ)‖L 32 (L 32 (M))‖w0χ[0,T−h]‖L3(W 1,3(M0))
+ C‖δ∆Mf ′(γβδ)‖L2(L2(M))‖w0χ[0,T−h]‖L2(H2(M0)).
Mit Folgerung 4.32 sieht man ein wie im Beweis von Satz 4.31, dass J ′2
βδ(%βδ, γβδ) gleichma¨ßig
in L2(L2(M)) beschra¨nkt ist. Weiterhin folgt aus der Beschra¨nktheit der γβδ in L∞(L2(M)) und
L2(H1(M)) wie in Folgerung 4.18 die Beschra¨nktheit von γβδ in L6(L6(M)). Damit folgt die Be-
schra¨nktheit von Jβδ2 (%βδ, γβδ) in L
3
2 (L
3
2 (M)) mit der Ho¨lder-Ungleichung. Weiterhin ist δ∆Mf ′(γβδ)
in L2(L2(M)) beschra¨nkt aufgrund der Energieabscha¨tzung 4.32 falls etwa
√
δ ≤ 1. Mit der stetigen
Einbettung H2(Mt) ↪→W 1,3(Mt) im Raum fu¨r t ∈ [0, T ] und der Ho¨lder-Ungleichung in der Zeit folgt
dann:
1
h
∫ T−h
0
∫
M0
w0(t)(γβδ(t+ h) ◦ Φt+hJΦt+h − γβδ(t) ◦ ΦtJΦt)dHddt ≤ Cβ‖w0χ[0,T−h]‖L3(H2(M0)).
Mit der Schreibweise fβδ(t) = γβδ(t) ◦ ΦtJΦt folgt dann also fu¨r alle w0 ∈ L3([0, T ];W0):∫ T−h
0
∫
M0
w0(t)(fβδ(t+ h)− fβδ(t))dHddt ≤ hCβ‖w0χ[0,T−h]‖L3(H2(M0)).
Es liefert also auf diese Weise fβδ(·+ h)− fβδ ein stetiges, lineares Funktional auf L3([0, T − h];W0).
Nach dem Satz von Hahn-Banach existiert ein F ∈ L3([0, T − h];W0)∗∗ mit ‖F‖L3([0,T−h];W0)∗∗ = 1
und 〈fβδ(·+h)− fβδ, F 〉L3([0,T−h];W )∗ = ‖fβδ(·+h)− fβδ‖L3([0,T−h];W )∗ . Als abgeschlossener Unter-
raum L3([0, T − h];W0) eines reflexiven Banachraums L3([0, T − h];H2(M0)) ist dieser selbst wieder
reflexiv, daher la¨sst sich vermo¨ge des kanonischen Isomorphismus F ∈ L3([0, T −h];W0) auffassen mit
‖F‖L3([0,T−h];H2(M0)) = 1 und 〈F, fβδ(· + h) − fβδ〉L3([0,T−h];W ) = ‖fβδ(· + h) − fβδ‖L3([0,T−h];W )∗ .
Es gilt aber nach obiger Rechnung:
‖fβδ(·+h)−fβδ‖L3([0,T−h];W )∗ = 〈F, fβδ(·+h)−fβδ〉L3([0,T−h];W ) ≤ Cβh‖F‖L3([0,T−h];H2(M0)) ≤ Cβh.
Es konvergiert also ‖fβδ(· + h) − fβδ‖L3([0,T−h];W )∗ −→ 0 fu¨r h −→ 0 gleichma¨ßig in δ > 0. Wir
schließen aufgrund des Isomorphismus L3([0, T − h];W )∗ ∼= L 32 ([0, T − h];W ∗) (siehe [GGZ], Kapitel
1) die Konvergenz ‖fβδ(· + h) − fβδ‖
L
3
2 ([0,T−h];W∗) −→ 0 fu¨r h −→ 0 gleichma¨ßig in δ > 0. Ferner
ist fβδ(t) = γβδ(t) ◦ ΨtJΨt beschra¨nkt in L2([0, T ];H1(M0)) und nach der Ho¨lder-Ungleichung in
der Zeit beschra¨nkt in L
3
2 ([0, T ];H1(M0)). Schließlich folgern wir mit der kompakten Einbettung
H1(M0) −→ L2(M0) und der stetigen Einbettung H2(M0) ↪→ L2(M0) mit dem Kompaktheitssatz
von Simon [Sim] die Konvergenz fu¨r eine Teilfolge fβδ −→ fβ in L 32 ([0, T ];L2(M0)). Diese Konvergenz
gilt dann aufgrund der Beschra¨nktheit in L∞([0, T ];L2(M0)) auch in L2([0, T ];L2(M0)). Setze dann
γβ = ( f
β
JΦt ) ◦ Φ
−1
t . Dann gilt nach dem Transformationssatz 6.8: γβδ −→ γβ in L2(L2(M)). Aus der
Beschra¨nktheit der γβδ in L∞(L2(M)) ∩ L2(H1(M)) aus der Energieabscha¨tzung 4.32 folgt wie in
Folgerung 4.18 die Beschra¨nktheit von γβδ in L6(L6(M)). Daher la¨sst sich die starke Konvergenz in
L2(L2(M)) auf Lp(Lp(M)) fu¨r p < 6 hochziehen.
U¨bergang zum Grenzwert
Damit haben wir die notwendigen Konvergenzen gezeigt, um in der schwachen Formulierung aus Satz
4.31 zum Limes δ −→ 0 u¨berzugehen. Wir verlieren dabei gleichma¨ßige Kontrolle u¨ber dritte Ableitun-
gen von %βδ. Um dennoch im Term ho¨chster Ableitungsordnung zum Grenzwert u¨bergehen zu ko¨nnen,
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folgen wir dem Lo¨sungsbegriff aus [BF]. Die Limiten der Gradienten der Oberfla¨chenspannung iden-
tifizieren wir wie im Limesu¨bergang in der Galerkin-Formulierung mit Hilfe der starken Konvergenz
der Surfactantkonzentration.
Folgerung 4.37. (Schwache Konvergenz von Gradienten der Oberfla¨chenspannung) Sei
β > 0. Unter den getroffenen Voraussetzungen gilt fu¨r die Lo¨sungen γβδ zu δ > 0 aus Satz 4.31
und den Limes γβ aus Folgerung 4.33, dass die zugeho¨rigen Gradienten der Oberfla¨chenspannung im
folgenden Sinne schwach konvergieren: ∇Mσ(γβδ)⇀ ∇Mσ(γβ) in Ls(Ls(M)) fu¨r 1 ≤ s < 65 fu¨r eine
Teilfolge δ −→ 0.
Beweis. Wie in Folgerung 4.28 aus Folgerung 4.32 und Satz 4.36.
Der folgende Satz vollzieht nun den Grenzu¨bergang δ −→ 0. Die Konvergenz in den kritischen Termen
ho¨chster Ordnung ist dabei vollkommen analog zum planaren Fall in [Wie] bzw. [WG].
Satz 4.38. (Lo¨sung des trunkierten Problems) Unter den getroffenen Voraussetzungen sind
zu β > 0 die Limiten %β ∈ L∞(H1(M)) und γβ ∈ L∞(L2(M)) ∩ L2(H1(M)) aus Folgerung 4.33
eine Lo¨sung des trunkierten Problems im Sinne von [BF]. In diesem Sinne definieren wir Mengen
M0βt = {x ∈Mt| %β(x, t) = 0} zu t ∈ [0, T ]. Es lo¨sen dann %β , γβ das folgende System:
0 = −(w1(0), %0)L2(M0) −
∫ T
0
(∂Mt w1(t), %β(t))L2(Mt)dt−
∫ T
0
∫
Mt\M0βt
∇Mw1 •mβ1 (%β)∇M∆M%βdHddt
−
∫ T
0
∫
Mt
∇Mw1•
(
mβ1 (%β)(∇M (k+%β |K|2) + a1(%β)∇Mk) +mβ2 (%β)∇Mσ(γβ) + v∗%β − β∇M%β
)
dHddt,
0 = −(w2(0), γ0)L2(M0) −
∫ T
0
(∂Mt w2(t), γβ(t))L2(Mt)dt−
∫ T
0
∫
Mt\M0βt
∇Mw2 •mβ2 (%β)∇M∆M%βdHddt
−
∫ T
0
∫
Mt
∇Mw2•
(
γβ(m
β
2 (%β)(∇M (k+%β |K|2) + a2(%β)∇Mk) +mβ3 (%β)∇Mσ(γβ)+v∗)−∇Mγβ
)
dHddt,
fu¨r Testfunktionen w1 ∈ L2(H1(M))∩W 1,1(L2(M)) und w2 ∈ L2(W )∩W 1,1(L2(M)) mit w1(T ) = 0
und w2(T ) = 0.
Beweis. Sei β > 0. Wir mo¨chten in der Behauptung von Satz 4.31 zum Limes δ −→ 0 u¨bergehen:
0 =− (w1(0), %0)L2(M0) −
∫ T
0
(∂Mt w1(t), %βδ(t))L2(Mt)dt
−
∫ T
0
∫
Mt
∇Mw1 •mβ1 (%βδ)
(
−∇Mp(%βδ) + a1(%βδ)∇Mk
)
dHddt
−
∫ T
0
∫
Mt
∇Mw1 •
(
mβ2 (%βδ)∇Mσ(γβδ) + v∗%βδ − β∇M%βδ + δ∇M∆M%βδ
)
dHddt,
0 =− (w2(0), γ0)L2(M0) −
∫ T
0
(∂Mt w2(t), γβδ(t))L2(Mt)dt
−
∫ T
0
∫
Mt
∇Mw2 • γβδmβ2 (%βδ)
(
−∇Mp(%βδ) + a2(%βδ)∇Mk
)
dHddt
−
∫ T
0
∫
Mt
(
∇Mw2 •
(
γβδm
β
3 (%βδ)∇Mσ(γβδ) + γβδv∗ −∇Mγβδ
)
+ δ∆Mw2∆Mf ′(γβδ)
)
dHddt,
fu¨r Testfunktionen w1 ∈ L2(H1(M))∩W 1,1(L2(M)) und w2 ∈ L2(W )∩W 1,1(L2(M)) mit w1(T ) = 0
und w2(T ) = 0. In den parabolischen Termen ko¨nnen wir mit der starken Konvergenz der %βδ, γβδ
aus Satz 4.34 und Satz 4.36 zum Grenzwert u¨bergehen. In den elliptischen Termen, die keine dritten
Ableitungen von %βδ enthalten, gehen wir analog vor wie im Beweis von Satz 4.31, benutzen jedoch
bei der Konvergenz von %βδ Satz 4.34 und von ∇M%βδ Folgerung 4.35. Dabei bemerken wir, dass die
Testfunktion in der Surfactantgleichung in L3+²(W 1,3+²(M)) beschra¨nkt ist aufgrund der Argumen-
tation in Lemma 4.30 mit 165 = 3 + ². Die δ-Regularisationsterme konvergieren gegen 0 fu¨r
√
δ −→ 0
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aufgrund der Energieabscha¨tzung aus Folgerung 4.32. Nun zu den Termen dritter Ableitung von %βδ.
Aufgrund der Energieabscha¨tzung aus Folgerung 4.32 konvergiert nach Auswahl einer weiteren Teil-
folge
√
mβ1 (%βδ)∇M∆M%βδ schwach gegen ein dβ in L2(L2(M)). Den Grenzwert identifizieren wir wie
folgt. Wir definieren wie in [BF] zu η > 0 die Mengen Mηβt = {x ∈ Mt| %β(x, t) ≤ η} und Mηβ ⊂ M
durch Mηβ =
⋃
t∈[0,T ]
Mηβt . Aufgrund der gleichma¨ßigen Konvergenz der %βδ aus Satz 4.34 ist %βδ >
η
2
auf M \Mηβ fu¨r δ ≤ δ0(η). Aufgrund der Energieabscha¨tzung 4.32 ist damit ∇M∆M%βδ durch eine
Konstante Cη > 0 in L2(L2(M \Mηβ)) beschra¨nkt, konvergiert daher nach Auswahl einer Teilfolge
schwach und kann, da es sich um einen linearen Term handelt, im Limes identifiziert werden. Dies ist
fu¨r alle η > 0 erfu¨llt. Es folgt damit und mit der gleichma¨ßigen Konvergenz der %βδ aus Satz 4.34, dass
der schwache Limes dβ von
√
mβ1 (%βδ)∇M∆M%βδ auf M \M0β mit
√
mβ1 (%β)∇M∆M%β identifiziert
werden kann. Zeigen wir nun, wie wir mit dem entsprechenden Term in der Gleichung zum Limes
u¨bergehen. Wir zerlegen:∫ T
0
∫
Mt
∇Mw1 •mβ1 (%βδ)∇M∆M%βδdHddt =
∫ T
0
∫
Mηβt
∇Mw1 •mβ1 (%βδ)∇M∆M%βδdHddt (?)
+
∫ T
0
∫
Mt\Mηβt
∇Mw1 •mβ1 (%βδ)∇M∆M%βδdHddt. (†)
Term (?) scha¨tzen wir dem Betrage nach ab und benutzen dabei die genaue Struktur der Mobilita¨ten:
∣∣∣ ∫ T
0
∫
Mηβt
∇Mw1 •mβ1 (%βδ)∇M∆M%βδdHddt
∣∣∣
≤ ‖∇Mw1‖L2(L2(M))‖%βδ‖
3
2
L∞(L∞(Mηβ))‖
√
mβ1 (%βδ)∇M∆M%βδ‖L2(L2(M)) ≤ Cβη
3
2 .
Hierbei haben wir die Energieabscha¨tzung 4.32 verwendet. Term (†) konvergiert zu η > 0 fu¨r δ −→ 0
wegen der gleichma¨ßigen Konvergenz der %βδ und der vorherigen Argumentation:∫ T
0
∫
Mt\Mηβt
∇Mw1 •mβ1 (%βδ)∇M∆M%βδdHddt −→
∫ T
0
∫
Mt\Mηβt
∇Mw1 •mβ1 (%β)∇M∆M%βdHd.
Fu¨r diesen Term folgt mit η −→ 0 die gewu¨nschte Konvergenz mit dem Konvergenzsatz von Le-
besgue. Der abgescha¨tzte Term (?) konvergiert fu¨r η −→ 0 gegen 0. Die Argumentation fu¨r den
Term dritter Ableitungen von %βδ in der Surfactantgleichung folgt analog mit einer geringfu¨gig an-
deren Abscha¨tzung des entsprechenden Terms aufgrund des anderen Wachstumsexponenten in der
zugeho¨rigen Mobilita¨t:∣∣∣ ∫ T
0
∫
Mηβt
∇Mw2 • γβδmβ2 (%βδ)∇M∆M%βδdHddt
∣∣∣
≤ ‖∇Mw2‖L3(L3(M))‖γβδ‖L6(L6(M))‖%βδ‖
1
2
L∞(L∞(Mηβ))‖
√
mβ1 (%βδ)∇M∆M%βδ‖L2(L2(M)) ≤ Cβη
1
2 ,
wobei wir wieder die Energieabscha¨tzung aus Folgerung 4.32 verwendet haben sowie deren Konse-
quenz, die Beschra¨nktheit der γβδ in L6(L6(M)) analog zu Folgerung 4.18.
4.3 Grenzu¨bergang zu unbeschra¨nkten Koeffizienten
Im letzten Teil dieses Kapitels gehen wir zum Limes β −→ 0 u¨ber. Dabei verlieren wir die Be-
schra¨nktheit der Mobilita¨tskoeffizienten, die wir in der mathematischen Energieabscha¨tzung verwen-
det haben. Um eine geeignete Abscha¨tzung unabha¨ngig von β > 0 zu bekommen, berufen wir uns
auf die physikalische Energieabscha¨tzung. Wie in Kapitel 3 kann diese erst nach dem Limes δ −→ 0
sinnvoll verwendet werden, wenn Nichtnegativita¨t der Limiten %β gezeigt worden ist.
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Physikalische Energieabscha¨tzung
Wie in Kapitel 3 mo¨chten wir den Trick aus [BP2] verwenden und Lp(Mt)-Normen zwischen L1(Mt)-
Norm und H1(Mt)-Norm interpolieren. Denn dann ko¨nnen wir ausnutzen, dass aufgrund von Nicht-
negativita¨t und Massenerhaltung die L1(Mt)-Norm gleichma¨ßig beschra¨nkt ist. Zuna¨chst zeigen wir
dazu Nichtnegativita¨t der %β . Anschließend leiten wir die physikalische Energieungleichung des δ-
Problems her und gehen mit den gezeigten Konvergenzen in dieser Ungleichung zum Limes δ −→ 0
u¨ber. Dabei verwenden wir starke Konvergenz der ∇M%βδ, die aus der zusa¨tzlichen β-Regularisierung
zweiter Ordnung folgt. Diese zersto¨rt aufgrund des schwachen Maximumsprinzips fu¨r Gleichungen
zweiter Ordnung nicht das Nichtnegativita¨tsresultat.
Satz 4.39. (Nichtnegativita¨t) Sei %0 ≥ 0 fast u¨berall auf M0. Dann gilt unter den getroffenen
Voraussetzungen fu¨r die Lo¨sungen %β aus Satz 4.38 zu β > 0, dass %β(t) ≥ 0 fast u¨berall, fu¨r fast alle
t ∈ [0, T ].
Beweis. Der Beweis geht analog zum Beweis von Satz 3.55 mit einem zusa¨tzlichen positiven Term
von der β-Regularisierung. Wir setzen also in der ersten Gleichung von Satz 4.31 zur Schrittweite
h > 0 und t0 ∈ [0, T ] als Testfunktion eine wie in Proposition 3.41 regularisierte Approximation von
%−h = min(0,
1
h
t∫
t−h
%βδ(s) ◦ Φ∗s−tt ds). Mit den gleichen Umformungen wie im Beweis von Satz 3.55
ergibt sich dann aus der Nichtnegativita¨t der Anfangsdaten im Limes h −→ 0 fu¨r fast alle t0 ∈ [0, T ]:
1
2
‖%−βδ(t0)‖2L2(Mt0 )+
∫ t0
0
∫
Mt
|%−βδ(t)|2divM(v)dHddt+〈〈A˜1βδ(%βδ, γβδ, f ′(γβδ)), %−βδχ[0,t0]〉〉L2(H1(M))= 0.
Dabei ist %−βδ = min(0, %βδ) und der elliptische Operator A˜1βδ entsteht aus A1βδ wie in Gleichung
(3.2.1):
〈〈A˜1βδ(%, γ, c), w〉〉L2(H1(M)) = 〈〈A1βδ(%, γ, c), w〉〉L2(H1(M)) +
∫ T
0
∫
Mt
%(t)v∗ • ∇Mw(t)dHddt.
Aufgrund der Definition der Mobilita¨tskoeffizienten 4.4 bleiben im elliptischen Term nur die Regula-
risierungsterme stehen:
〈〈A˜1βδ(%βδ,γβδ, f ′(γβδ)), %−βδχ[0,t0]〉〉L2(H1(M))
= β
∫ t0
0
∫
Mt
∇M%−βδ • ∇M%βδdHddt− δ
∫ t0
0
∫
Mt
∇M%−βδ • ∇M∆%βδdHddt.
Es ist ∇M%−βδ = ∇M%βδ auf der Menge wo %βδ ≤ 0 ist und 0 sonst. Daher hat der erste Term ein
Vorzeichen und wir ko¨nnen ihn weglassen. Den zweiten scha¨tzen wir mit der Energieabscha¨tzung 4.32
ab:
δ
∫ t0
0
∫
Mt
∇M%−βδ • ∇M∆%βδdHddt ≤ δ‖∇M%−βδ‖L2(L2(M))‖∇M∆M%βδ‖L2(L2(M)) ≤
√
δCβ .
Damit ergibt sich fu¨r fast alle t0 ∈ [0, T ]:
1
2
‖%−βδ(t0)‖2L2(Mt0 ) +
∫ t0
0
∫
Mt
|%−βδ(t)|2divM (v)dHddt ≤
√
δCβ .
Das Gronwall-Lemma liefert dann mit einer anderen Konstanten Cβ > 0:
1
2
‖%−βδ(t0)‖2L2(Mt0 ) ≤
√
δCβ .
Fu¨r alle β > 0 konvergiert im Limes δ −→ 0 fu¨r eine Teilfolge die linke Seite fu¨r fast alle t0 ∈ [0, T ].
Damit ergibt sich: 12‖%−β (t0)‖2L2(Mt0 ) = 0 fu¨r fast alle t0 ∈ [0, T ].
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Satz 4.40. (Physikalische Energieungleichung des δ-Problems) Zu t0 ∈ [0, T ] betrachten wir
Et0 : H
1(Mt0) −→ R die Energie aus Definition 3.57. Dann erfu¨llen unter den getroffenen Voraus-
setzungen zu β, δ > 0 die Lo¨sungen %βδ und γβδ aus Satz 4.31 fu¨r fast alle t0 ∈ [0, T ] die folgende
Energieungleichung:
‖f(γβδ(t0))‖L1(Mt0 ) + Et0(%βδ(t0)) + c1
∫ t0
0
∫
Mt
mβ1 (%βδ)|∇Mp(%βδ)|2dHddt
+c2
∫ t0
0
∫
Mt
mβ3 (%βδ)|∇Mσ(γβδ)|2dHddt+
∫ t0
0
∫
Mt
f ′′(γβδ)|∇Mγβδ|2dHddt+ β2
∫ t0
0
‖∆M%βδ‖2L2(Mt)dt
≤ E0(%0) + ‖f(γ0)‖L1(M0) + C(1+‖f(γβδ)‖L1([0,t0];L1(M))+‖%βδ‖3L3([0,t0];L3(M))+‖%βδ‖2L2([0,t0];H1(M)))
mit von δ, β > 0 unabha¨ngigen Konstanten C > 0 und c1, c2 > 0.
Beweis. Fu¨r die Filmgleichung wa¨hlen wir zu h > 0 dieselbe Testfunktion wie in Satz 3.59. Wie in Ka-
pitel 3 ist zu β, δ > 0 auch %βδ ∈ L2(H3(M)) und daher nach der Regularisierung aus Proposition 3.41
als Testfunktion zula¨ssig. Bezeichnen wir parabolischen bzw. elliptischen Term in der Filmgleichung
mit (H1) bzw. (H2). Wir bemerken, dass wir wie in Kapitel 3 den Term mit v∗ in den parabolischen
Term ziehen. Im Limes h −→ 0 nimmt dann der parabolische Term der Filmgleichung wie in Satz
3.59 die folgende Form an:
(H1) = E(%βδ(t0))− E(%0) +
∫ t0
0
∫
Mt
1
2
%2βδ
DM
Dt
|K|2dHddt+
∫ t0
0
∫
Mt
(E(%βδ) + %k)divM (v)dHddt
+
∫ t0
0
∫
Mt
DM
Dt
k%βδdHddt+
∫ t0
0
∫
Mt
∇M%βδ • ((D(v∗)S − vnK)∇M%βδ + %βδ∇MdivM (v))dHddt.
Der elliptische Term nimmt im Limes h −→ 0 die folgende Form an:
(H2) =
∫ t0
0
∫
Mt
mβ1 (%βδ)|∇Mp(%βδ)|2dHddt−
∫ t0
0
∫
Mt
mβ2 (%βδ)∇Mp(%βδ) • ∇Mσ(γβδ)dHddt
−
∫ t0
0
∫
Mt
mβ1 (%βδ)∇Mp(%βδ) • a1(%βδ)∇MkdHddt+ β
∫ t0
0
∫
Mt
∇Mp(%βδ) • ∇M%βδdHddt
−δ
∫ t0
0
∫
Mt
∇Mp(%βδ) • ∇M∆M%βδdHddt = (1) + (2) + (3) + (4) + (5).
Ausdruck (1) hat das richtige Vorzeichen. (2) mu¨ssen wir mit der Surfactantgleichung und (1) ab-
sorbieren. (3) bringen wir auf die andere Seite und scha¨tzen mit einem ² > 0, das wir spa¨ter noch
festlegen, mit der Young-Ungleichung ab:∣∣∣ ∫ t0
0
∫
Mt
mβ1 (%βδ)∇Mp(%βδ) • a1(%βδ)∇MkdHddt
∣∣∣
≤ ²
∫ t0
0
∫
Mt
mβ1 (%βδ)|∇Mp(%βδ)|2dHddt+ C²
∫ t0
0
∫
Mt
mβ1 (%βδ)|a1(%βδ)∇Mk|2dHddt
≤ ²
∫ t0
0
∫
Mt
mβ1 (%βδ)|∇Mp(%βδ)|2dHddt+ C²‖%βδ‖3L3([0,t0];L3(M)).
An dieser Stelle haben wir die Struktur der Mobilita¨ten aus Definition 4.9 und die Beschra¨nktheit von
a1 aus Voraussetzung 4.5 ausgenutzt. In (4) setzen wir die Definition von p ein, integrieren partiell
und scha¨tzen dann nach unten mit der Young-Ungleichung ab. Es treten dabei keine Randterme auf,
da ν∗ • ∇M%βδ = 0 auf ∂Mt, t ∈ [0, T ].
β
∫ t0
0
∫
Mt
∇Mp(%βδ) • ∇M%βδdHddt = β
∫ t0
0
∫
Mt
(
|∆M%βδ|2 + (k + %βδ|K|2)∆M%βδ
)
dHddt
≥ β
2
‖∆M%βδ‖2L2([0,t0];L2(M)) −
β
2
‖k + %βδ|K|2‖2L2([0,t0];L2(M))
≥ β
2
‖∆M%βδ‖2L2([0,t0];L2(M)) − C(1 + ‖%βδ‖2L2([0,t0];L2(M))).
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Wobei wir verwendet haben, dass etwa β ≤ 1. Schließlich betrachten wir (5). Wir setzen die Definition
von p ein und scha¨tzen dann nach unten mit der Young-Ungleichung ab:
−δ
∫ t0
0
∫
Mt
∇Mp(%βδ)•∇M∆M%βδdHddt = δ
∫ t0
0
∫
Mt
(
|∇M∆M%βδ|2+∇M (k+%βδ|K|2)•∇M∆M%βδ
)
dHddt
≥ δ
2
∫ t0
0
∫
Mt
|∇M∆M%βδ|2dHddt− C
∫ t0
0
(1 + ‖%βδ‖2H1(Mt))dt.
Den positiven Restterm lassen wir weg, den anderen bringen wir auf die rechte Seite. Wir haben
verwendet, dass etwa δ ≤ 1 und weiterhin Voraussetzung 4.1 um die Kru¨mmung abzuscha¨tzen. Fu¨r
die Surfactantgleichung mo¨chten wir als Testfunktion f ′(γβδ) setzen. Wir bemerken, dass wir in diesem
Fall nicht den Term mit v∗ in den parabolischen Teil ziehen, sondern im elliptischen lassen. Wir wa¨hlen
zu t0 und h > 0 eine wie in Lemma 3.41 zeitgegla¨ttete Testfunktion, d.h.:
w2(t) =
1
h
∫ t+h
t
f ′(γβδ(s)) ◦ Φs−tt χ(−∞,t0](s)ds.
Es ist f ′(γβδ) ∈ L2(W ) aufgrund von Folgerung 4.17 und Folgerung 4.27. Mit der Faltungsabscha¨tzung
und der Kettenregel zusammen mit der Regularita¨t der Diffeomorphismen aus Voraussetzung 4.2 ist
dann w ∈ L2(H2(M)). Die Randbedingung ist wie im Beweis von Satz 4.36 erfu¨llt, da der Tangential-
raum eindimensional ist. Somit ist die konstruierte Testfunktion zula¨ssig. Bezeichnen wir parabolischen
bzw. elliptischen Term der Surfactant-Gleichung mit (S1) bzw. (S2). Dann ist:
(S1) =
1
h
∫ t0
0
∫
Mt
f ′(γβδ)(γβδ(t)− γβδ(t− h) ◦ Φ−ht JΦ−ht )dHddt
=
1
h
∫ t0
0
∫
Mt
f ′(γβδ)(γβδ(t)− γβδ(t− h) ◦ Φ−ht )dHddt
+
1
h
∫ t0
0
∫
Mt
f ′(γβδ)γβδ(t− h) ◦ Φht (1− JΦ−ht )dHddt
Den letzten Term ko¨nnen wir wegen sf ′(s) ≤ C(1 + f(s)) aus Voraussetzung 4.8 zusammen mit der
Tatsache, dass 1−JΦ
−h
t
h mit der Eulerschen Entwicklungsformel aus Satz 6.11 gleichma¨ßig beschra¨nkt
ist, auf die andere Seite bringen und abscha¨tzen durch:
1
h
∫ t0
0
∫
Mt
f ′(γβδ)γβδ(t− h) ◦ Φ−ht (1− JΦ−ht )dHddt ≤ C(1 + ‖f(γβδ)‖L1([0,t0];L1(M))).
Den ersten Term scha¨tzen wir mit Proposition 4.23 weiter nach unten hin ab und verwenden anschlie-
ßend den Transformationssatz 6.8 und eine Indexverschiebung:
1
h
∫ t0
0
∫
Mt
f ′(γβδ)(γβδ(t)− γβδ(t− h) ◦ Φ−ht )dHddt
≥ 1
h
∫ t0
0
∫
Mt
G(f ′(γβδ)) +G∗(γβδ(t))−G(f ′(γβδ))−G∗(γβδ(t− h) ◦ Φ−ht )dHddt
=
1
h
∫ t0
0
∫
Mt
G∗(γβδ(t))− 1
h
∫ t0
0
∫
Mt−h
G∗(γβδ(t− h))JΦht−hdHddt
=
1
h
∫ t0
0
∫
Mt
G∗(γβδ(t))− 1
h
∫ t0−h
−h
∫
Mt
G∗(γβδ(t))dHddt+
∫ t0−h
−h
∫
Mt
G∗(γβδ(t))
1− JΦht
h
dHddt = (?).
Dabei ist G∗ = f wie im Beweis von Satz 4.25. Dann konvergiert also, wenn wir das Teleskopintegral
auswerten und zum Grenzwert h −→ 0 gehen, fu¨r fast alle t0 ∈ [0, T ]:
(?) −→
∫
Mt0
f(γβδ)dHd −
∫
M0
f(γ0)dHd −
∫ t0
0
∫
Mt
f(γβδ)divM (v)dHddt.
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Die ersten beiden Terme sind unsere gewu¨nschten Ausdru¨cke. Den dritten Term bringen wir auf die
andere Seite und scha¨tzen ihn ab. Schließlich verbleibt noch der elliptische Term der Surfactant-
Gleichung, der im Limes h −→ 0 folgendermaßen aussieht:
(S2) −→
∫ t0
0
∫
Mt
∇Mf ′(γβδ) • ∇MγdHddt+
∫ t0
0
∫
Mt
δ|∆Mf ′(γβδ)|2dHddt
+
∫ t0
0
∫
Mt
−∇Mf ′(γβδ)γβδ • (mβ2 (%βδ)(−∇Mp(%βδ) + a2(%βδ)∇Mk) +mβ3 (%βδ)∇Mσ(γβδ) + v∗)dHddt.
Der zweite Term besitzt ein Vorzeichen kann daher weggelassen werden. Der erste Term besitzt wegen
der Konvexita¨t von f ebenfalls ein Vorzeichen:∫ t0
0
∫
Mt
∇Mf ′(γβδ) • ∇MγβδdHddt =
∫ T
0
∫
Mt
f ′′(γβδ)|∇Mγβδ|2dHddt.
Der verbleibende Term wird dann mit der abgeleiteten Gibbs-Relation zu:∫ t0
0
∫
Mt
−∇Mf ′(γβδ)γβδ • (mβ2 (%βδ)(−∇Mp(%βδ) + a2(%βδ)∇Mk) +mβ3 (%βδ)∇Mσ(γβδ) + v∗)dHddt
=
∫ t0
0
∫
Mt
∇Mσ(γβδ) • (mβ2 (%βδ)(−∇Mp(%βδ) + a2(%βδ)∇Mk) +mβ3 (%βδ)∇Mσ(γβδ) + v∗)dHddt
=
∫ t0
0
∫
Mt
mβ3 (%βδ)|∇Mσ(γβδ)|2dHddt−
∫ T
0
∫
Mt
∇Mσ(γβδ) •mβ2 (%βδ)∇Mp(%βδ)dHddt
+
∫ t0
0
∫
Mt
∇Mσ(γβδ) •mβ2 (%βδ)a2(%βδ)∇MkdHddt−
∫ t0
0
∫
Mt
σ(γβδ)divM (v∗)dHddt
Wobei wir im v∗-Term noch partiell integriert und die Tatsache v∗ • ν∗ = 0 auf ∂Mt, t ∈ [0, T ]
verwendet haben, die aus Voraussetzung 4.2 folgt. Der erste Term besitzt ein Vorzeichen. Den zweiten
Term behandeln wir spa¨ter. Den letzten Term bringen wir auf die rechte Seite und scha¨tzen mit
|σ(s)| ≤ C(1 + f(s)) aus Voraussetzung 4.8 sowie weiterhin mit Voraussetzung 4.1 ab. Den dritten
Term scha¨tzen wir fu¨r ² > 0, welches wir spa¨ter festlegen, nach unten hin mit der Young-Ungleichung
ab, wobei wir verwenden, dass mβ1 (s)m
β
3 (s) =
4
3m
β
2 (s)
2 ist.
−
∫ t0
0
∫
Mt
∇Mσ(γβδ) •mβ2 (%βδ)a2(%βδ)∇MkdHddt
≥ −²
∫ t0
0
∫
Mt
mβ1 (%βδ)|∇Mσ(γβδ)|2dHddt− C²
∫ t0
0
∫
Mt
mβ3 (%βδ)|a2(%βδ)∇Mk|2dHddt.
Den ersten Term absorbieren wir in den positiven elliptischen Term. Dazu wa¨hlen wir ² > 0 wie in
Satz 4.15. Den verbleibenden Term scha¨tzen wir ab durch:∣∣∣C² ∫ t0
0
∫
Mt
mβ3 (%βδ)|a2(%βδ)∇Mk|2dHddt
∣∣∣ ≤ C(1 + ‖%βδ‖3L3([0,t0];L3(M))).
Die gemischten Terme der Form∇Mσ(γβδ)•mβ2 (%βδ)∇Mp(%βδ) absorbieren wir schließlich vollkommen
analog wie die Terme der Form ∇Mσ(γN ) •mβ2 (%N )∇M∆M%N im Beweis von Satz 4.15. Weiterhin
kann ² > 0 ebenfalls wie im Beweis von Satz 4.15 gewa¨hlt werden.
Folgerung 4.41. (Physikalische Energieabscha¨tzung des β-Problems) Sei β > 0. Unter
den getroffenen Voraussetzungen erfu¨llen die Lo¨sungen %β , γβ aus Satz 4.38 die folgende Energie-
abscha¨tzung:
‖γβ‖2L∞(L2(M))+ ‖%β‖2L∞(H1(M))+ c1
∫ T
0
∫
Mt
mβ1 (%β)|∇M (k + %β |K|2) + χM\M0β∇M∆M%β |2dHddt
+c2
∫ T
0
∫
Mt
mβ3 (%β)|∇Mσ(γβ)|2dHddt+
∫ t0
0
∫
Mt
f ′′(γβ)|∇Mγβ |2dHddt+ β2
∫ t0
0
‖∆M%β‖2L2(Mt)dt ≤ C
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mit von δ, β > 0 unabha¨ngigen Konstanten C > 0 und c1, c2 > 0. Dazu definiere die folgende Menge
M0β = {(t, x) ∈M |%β(t, x) = 0}.
Beweis. Fu¨r β > 0 mo¨chten wir fu¨r fast alle t0 ∈ [0, T ] in der Behauptung von Satz 4.40 zum Limes
δ −→ 0 u¨bergehen:
‖f(γβδ(t0))‖L1(Mt0 ) + Et0(%βδ(t0)) + c1
∫ t0
0
∫
Mt
mβ1 (%βδ)|∇Mp(%βδ)|2dHddt
+ c2
∫ t0
0
∫
Mt
mβ3 (%βδ)|∇Mσ(γβδ)|2dHddt+
∫ t0
0
∫
Mt
f ′′(γβδ)|∇Mγβδ|2dHddt+ β2
∫ t0
0
‖∆M%βδ‖2L2(Mt)dt
≤ E(%0)+‖f(γ0)‖L1(M0)+ C(1+‖f(γβδ)‖L1([0,t0];L1(M))+‖%βδ‖3L3([0,t0];L3(M))+‖%βδ‖2L2([0,t0];H1(M))).
Wir bezeichnen die Terme auf der linken Seite mit (1) − (6) und die Terme auf der rechten Seite
mit (7) − (11). Fu¨r (1) beachten wir, dass aufgrund von Satz 4.36 γβδ in Lp(Lp(M)) fu¨r p < 6
konvergiert und nach Auswahl einer Teilfolge fu¨r fast alle t0 in Lp(Mt0). Aufgrund der Wachstums-
voraussetzung und der Stetigkeit von f aus Voraussetzung 4.6 ko¨nnen wir daher im ersten Term zum
Limes u¨bergehen. Aufgrund der starken Konvergenz in der Lp(W 1,p(M))-Norm fu¨r p < 4 aus Folge-
rung 4.35 ko¨nnen wir in (2) nach Auswahl einer weiteren Teilfolge fu¨r fast alle t0 ∈ [0, T ] in diesem
Term zum Limes u¨bergehen. Um in Term (3) zum Limes u¨berzugehen nutzen wir die Definition von
p(%βδ) = −k − %βδ|K|2 −∆M%βδ und multiplizieren zuna¨chst aus:∫ t0
0
∫
Mt
mβ1 (%βδ)|∇Mp(%βδ)|2dHddt =
∫ t0
0
∫
Mt
mβ1 (%βδ)|∇M (k + %βδ|K|2)|2dHddt
+
∫ t0
0
∫
Mt
mβ1 (%βδ)|∇M∆M%βδ|2dHddt+ 2
∫ t0
0
∫
Mt
mβ1 (%βδ)∇M (k + %βδ|K|2) • ∇M∆M%βδdHddt.
Dann ko¨nnen wir im ersten Term auf der rechten Seite aufgrund von Folgerung 4.35 zum Limes
u¨bergehen. Der zweite Term hat ein Vorzeichen und wir ko¨nnen ihn kleiner machen indem wir den
Definitionsbereich fu¨r t ∈ [0, T ] aufMt \M0βt verkleinern. Im Beweis von Satz 4.38 hatten wir gezeigt,
dass
√
mβ1 (%βδ)∇M∆M%βδ ⇀
√
mβ1 (%β)∇M∆M%β schwach in L2(L2(M \ M0β)) konvergiert. Wir
ko¨nnen in diesem Term also Unterhalbstetigkeit verwenden. Schließlich zerlegen wir zu η > 0 den
gemischten Term wie im Beweis von Satz 4.38 mit Hilfe der Mengen Mηβt = {x ∈Mt|%β(t, x) ≤ η}:
2
∫ t0
0
∫
Mt
mβ1 (%βδ)∇M (k + %βδ|K|2) • ∇M∆M%βδdHddt
= 2
∫ t0
0
∫
Mηβt
mβ1 (%βδ)∇M (k + %βδ|K|2) • ∇M∆M%βδdHddt
+ 2
∫ t0
0
∫
Mt\Mηβt
mβ1 (%βδ)∇M (k + %βδ|K|2) • ∇M∆M%βδdHddt.
Den ersten Term bringen wir auf die andere Seite und scha¨tzen wie im Beweis von Satz 4.38 ab:
2
∣∣∣ ∫ t0
0
∫
Mηβt
mβ1 (%βδ)∇M (k + %βδ|K|2) • ∇M∆M%βδdHddt
∣∣∣
≤ 2η 32 ‖∇M (k + %βδ|K|2)‖L2(L2(M))‖
√
mβ1 (%βδ)t∇M∆M%βδ‖L2(L2(M)) ≤ η
3
2Cβ .
Hierbei haben wir Folgerung 4.32 verwendet und Voraussetzung 4.1 um die Kru¨mmung abzuscha¨tzen.
Im zweiten Term konvergiert fu¨r alle η > 0 und β > 0 aufgrund von Satz 4.34 und Folgerung 4.35 fu¨r
δ −→ 0 ein Term stark, der andere wie oben schwach. Im Limes η −→ 0 verschwindet anschließend
der erste Term, der zweite konvergiert mit dem Konvergenzsatz von Lebesgue wie im Beweis von Satz
4.38. Fu¨r die Terme (4), (5) und (6) folgt schwache Konvergenz und Unterhalbstetigkeit in L2(L2(M))
aufgrund von Folgerung 4.32 und wir identifizieren die Limiten wie im Beweis von Satz 4.38. Terme (7)
und (8) ko¨nnen wir mit der Voraussetzung 4.7 an die Anfangswerte durch eine Konstante abscha¨tzen.
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In (9) gehen wir zum Limes u¨ber mit der starken Konvergenz der Surfactants aus Satz 4.36 und
der Wachstumsvoraussetzung 4.6 an f . In (10) und (11) ko¨nnen wir mit Folgerung 4.35 zum Limes
u¨bergehen. Damit folgt insgesamt:
‖f(γβ(t0))‖L1(Mt0 ) + Et0(%β(t0)) + c1
∫ t0
0
∫
Mt
mβ1 (%β)|∇M (k + %β |K|2) + χM\M0β∇M∆M%β |2dHddt
+c2
∫ t0
0
∫
Mt
mβ3 (%β)|∇Mσ(γβ)|2dHddt+
∫ t0
0
∫
Mt
f ′′(γβ)|∇Mγβ |2dHddt+ β2
∫ t0
0
‖∆M%β‖2L2(Mt)dt
≤ C(1 + ‖f(γβ)‖L1([0,t0];L1(M)) + ‖%β‖3L3([0,t0];L3(M)) + ‖%β‖2L2([0,t0];H1(M))).
Es sind nun die Lo¨sungen %β aufgrund von Satz 4.39 nichtnegativ und haben zu fast jedem Zeitpunkt
t0 konstante Gesamtmasse. Daher ist ‖%β(t0)‖L1(Mt0 ) fu¨r fast alle t0 gleichma¨ßig durch eine Konstante
abgescha¨tzt. Es macht daher Sinn zwischen H1(Mt0) und L
1(Mt0) zu interpolieren. Mit Lemma 3.46
angewendet auf d = 1, q = 3, r = 1, p = 2 ist:
‖%β(t)‖L3(Mt) ≤ C‖%β(t)‖
4
9
H1(Mt)
‖%β(t)‖
5
9
L1(Mt)
≤ C‖%β(t)‖
4
9
H1(Mt)
.
fu¨r fast alle t ∈ [0, T ]. Zum Exponenten 3 und u¨ber [0, t0] integriert folgt:
‖%β‖3L3([0,t0];L3(M)) ≤ C
∫ t0
0
‖%β(t)‖
4
3
H1(Mt)
dt ≤ C
∫ t0
0
‖%β(t)‖2H1(Mt)dt.
Wir sehen hier ist noch Luft. Man ko¨nnte daher auch ai, i = 1, 2 mit dem Wachstum von
√
s zulassen.
Schließlich la¨sst sich Proposition 3.58 anwenden und wir erhalten:
‖f(γβ(t0))‖L1(Mt0 )+ ‖%β(t0)‖2H1(Mt0 )+ c1
∫ t0
0
∫
Mt
mβ1 (%β)|∇M (k+%β |K|2) + χM\M0β∇M∆M%β |2dHddt
+c2
∫ t0
0
∫
Mt
mβ3 (%β)|∇Mσ(γβ)|2dHddt+
∫ t0
0
∫
Mt
f ′′(γβ)|∇Mγβ |2dHddt+ β2
∫ t0
0
‖∆M%β‖2L2(Mt)dt
≤ C(1 +
∫ t0
0
(‖f(γβ(t))‖L1(Mt) + ‖%β(t)‖2H1(Mt))dt).
Mit dem Lemma von Gronwall folgt dann:
‖f(γβ(t0))‖L1(Mt0 )+ ‖%β(t0)‖2H1(Mt0 )+ c1
∫ t0
0
∫
Mt
mβ1 (%β)|∇M (k+%β |K|2) + χM\M0β∇M∆M%β |2dHddt
+c2
∫ t0
0
∫
Mt
mβ3 (%β)|∇Mσ(γβ)|2dHddt+
∫ t0
0
∫
Mt
f ′′(γβ)|∇Mγβ |2dHddt+ β2
∫ t0
0
‖∆M%β‖2L2(Mt)dt ≤ C.
Die Behauptung folgt schließlich aus der gleichma¨ßigen Konvexita¨t von f aus Voraussetzung 4.6.
U¨bergang zum Grenzwert
Nachdem die physikalische Energieabscha¨tzung die gewu¨nschte Beschra¨nktheit der Lo¨sungen un-
abha¨ngig von β > 0 garantiert, ko¨nnen wir die Beweisfu¨hrung des Grenzu¨bergangs δ −→ 0 imitieren
und erhalten schließlich so die gewu¨nschte Existenzaussage.
Folgerung 4.42. (Schwache Konvergenz) Unter den getroffenen Voraussetzungen konvergieren
nach Auswahl einer Teilfolge die Lo¨sungen %β , γβ zu β > 0 des trunkierten Problems aus Satz 4.38
fu¨r β −→ 0 im folgenden Sinne: Es konvergiert %β schwach* in L∞(H1(M)) gegen eine Funktion
% ∈ L∞(H1(M)) und es konvergiert ebenfalls γβ schwach in L2(H1(M)) und schwach* in L∞(L2(M))
gegen eine Funktion γ ∈ L2(H1(M)) ∩ L∞(H1(M)).
Beweis. Folgt aus Folgerung 4.41 wie in Folgerung 4.17.
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Folgerung 4.43. (Gleichma¨ßige Konvergenz der Flu¨ssigkeit) Unter den getroffenen Voraus-
setzungen sind die Lo¨sungen %β zu β > 0 des trunkierten Problems aus Satz 4.38 gleichma¨ßig in der
C
1
8 (C
1
2 (M))-Norm durch eine von β > 0 unabha¨ngige Konstante C > 0 beschra¨nkt. Weiterhin besitzt
% aus Folgerung 4.42 einen Repra¨sentanten in C
1
8 (C
1
2 (M)), so dass %β nach Auswahl einer weiteren
Teilfolge fu¨r β −→ 0 gleichma¨ßig gegen % konvergiert.
Beweis. Im Beweis von Satz 4.34 hatten wir verwendet, dass %βδ zu β, δ > 0 Lo¨sungen einer parabo-
lischen Differentialgleichung mit unabha¨ngig von δ > 0 in L2(L2(M)) beschra¨nktem Fluss Jβδ1 sind
und weiterhin gleichma¨ßige Beschra¨nktheit der %βδ in L∞(H1(M)). Aufgrund von Folgerung 4.41 sind
ebenfalls %β gleichma¨ßig in L∞(H1(M)) beschra¨nkt. Weiterhin ist der Fluss J
β
1 gegeben durch:
Jβ1 (%β , γβ) = m
β
1 (%β)(∇Mk +∇M (%β |K|2) + χM\M0β∇M∆M%β + a1(%β)∇Mk)
+mβ2 (%β)∇Mσ(γβ) + v∗%β + β∇M%β
ebenfalls in L2(L2(M)) beschra¨nkt. Dies folgt aus der Einbettung H1(Mt) ↪→ L∞(Mt), t ∈ [0, T ]
in einer Raumdimension sowie aus Folgerung 4.41 und fu¨r den β-Regularisierungsterm mit dem
zusa¨tzlichen Argument, dass sich die vollsta¨ndige L2(H2(M))-Norm durch die L2(L2(M))-Norm von
∆M%β abscha¨tzen la¨sst, was in der Tat der Fall ist aufgrund der Randwertbedingung und der konstan-
ten Gesamtmasse von %β . Somit folgt die Behauptung mit der Argumentation wie in Satz 4.34.
Folgerung 4.44. (Starke Konvergenz der Surfactants) Unter den getroffenen Voraussetzun-
gen konvergieren, nach Auswahl einer weiteren Teilfolge, die Lo¨sungen γβ zu β > 0 des trunkierten
Problems aus Satz 4.38 fu¨r β −→ 0 stark in Lp(Lp(M)) fu¨r p < 6 gegen γ aus Folgerung 4.42.
Beweis. Im Beweis von Satz 4.36 hatten wir verwendet, dass die γβδ gleichma¨ßig in L∞(L2(M)) und
L2(H1(M)) beschra¨nkt sind sowie Lo¨sung einer parabolischen Differentialgleichung mit in L
3
2 (L
3
2 (M))
beschra¨nktem Fluss Jβδ2 . Aufgrund von Folgerung 4.41 zusammen mit der gleichma¨ßigen Konvexita¨t
von f aus Voraussetzung 4.6 sind die γβ ebenfalls in L∞(L2(M))∩L2(H1(M)) gleichma¨ßig beschra¨nkt.
Es ist nun Jβ2 (%β , γβ) = γβJ
′
2
β(%β , γβ)−∇Mγβ mit
J ′2
β(%β , γβ) = m
β
2 (%β)(∇M(k + %β |K|2) + χM\M0β∇M∆M%β + a2(%β)∇Mk) +mβ3 (%β)∇Mσ(γβ) + v∗.
Wie im Beweis von Folgerung 4.43 sieht man ein, dass J ′2
β(%β , γβ) gleichma¨ßig in L2(L2(M)) be-
schra¨nkt ist. Wie in Proposition 4.18 folgt mit Interpolation, dass γβ gleichma¨ßig in L6(L6(M))
beschra¨nkt ist. Wir ko¨nnen also einsehen, dass der Fluss Jβ2 gleichma¨ßig in L
3
2 (L
3
2 (M)) beschra¨nkt
ist. Somit folgt die Behauptung mit derselben Argumentation wie im Beweis von Satz 4.36.
Folgerung 4.45. (Schwache Konvergenz von Gradienten der Oberfla¨chenspannung) Unter
den getroffenen Voraussetzungen gilt fu¨r die Lo¨sungen γβ zu β > 0 aus Satz 4.38 und den Limes γ
aus Folgerung 4.42, dass die zugeho¨rigen Gradienten der Oberfla¨chenspannungen im folgenden Sinne
fu¨r β −→ 0 schwach konvergieren: ∇Mσ(γβ)⇀ ∇Mσ(γ) in Ls(Ls(M)) fu¨r 1 ≤ s < 65 .
Beweis. Folgt wie in Folgerung 4.28.
Satz 4.46. (Lo¨sung des gekoppelten Problems) Unter den getroffenen Voraussetzungen sind die
Limiten % ∈ L∞(H1(M)) ∩ C 18 (C 12 (M)) und γ ∈ L∞(L2(M)) ∩ L2(H1(M)) aus Folgerung 4.42 eine
Lo¨sung des gekoppelten Systems im Sinne von [BF]. Dazu definiere M0t = {x ∈ Mt| %(x, t) = 0}. Es
lo¨sen %, γ das folgende System:
0 = −(w1(0), %0)L2(M0) −
∫ T
0
(∂Mt w1(t), %(t))L2(Mt)dt−
∫ T
0
∫
Mt\M0t
∇Mw1 •m1(%)∇M∆M%dHddt
−
∫ T
0
∫
Mt
∇Mw1 •
(
m1(%)(∇M (k + %|K|2) + a1(%)∇Mk) +m2(%)∇Mσ(γ) + v∗%
)
dHddt,
0 = −(w2(0), γ0)L2(M0) −
∫ T
0
(∂Mt w2(t), γ(t))L2(Mt)dt−
∫ T
0
∫
Mt\M0t
∇Mw2 •m2(%)∇M∆M%dHddt
−
∫ T
0
∫
Mt
∇Mw2 •
(
γ(m2(%)(∇M (k + %|K|2) + a2(%)∇Mk) +m3(%)∇Mσ(γ) + v∗)−∇Mγ
)
dHddt,
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fu¨r Testfunktionen w1 ∈ L2(H1(M))∩W 1,1(L2(M)) und w2 ∈ L2(W )∩W 1,1(L2(M)) mit der Eigen-
schaft w1(T ) = w2(T ) = 0.
Beweis. In den meisten Termen ko¨nnen wir im Beweis von Satz 4.38 zum Limes u¨bergehen. Wir
argumentieren kurz warum der Term der β-Regularisierung verschwindet. Da %β konstante Gesamt-
masse und Neumann-Randwerte hat ist die L2(L2(M))-Norm von ∆M%β a¨quivalent zur vollsta¨ndigen
L2(H2(M))-Norm. Damit ist nach der Energieabscha¨tzung 4.41
√
β∇M%β in L2(L2(M)) beschra¨nkt.
Mit einem weiteren Faktor
√
β multipliziert, wie in der Gleichung, konvergiert dieser Term also ge-
gen 0. Weiterhin verlieren wir im letzten Schritt die starke Konvergenz von ∇M%β . Dennoch liefert
Folgerung 4.41 schwach*-Konvergenz von ∇M%β in L∞(H1(M)). Zusammen mit der gleichma¨ßigen
Konvergenz der %β aus Folgerung 4.43 ko¨nnen wir im Term ∇Mw1 • mβ1 (%β)∇M (k + %β |K|2) zum
Limes u¨bergehen. Es bleibt zu zeigen, wie wir in den Termen dritter Ordnung von %β zum Grenz-
wert u¨bergehen und wie wir die Limiten identifizieren. Aufgrund von Folgerung 4.41 ist der Anteil
des Flusses
√
mβ1 (%β)(∇M (k + %β |K|2) + χM\M0β∇M∆M%β) gleichma¨ßig in L2(L2(M)) beschra¨nkt.
Damit folgt aus der gleichma¨ßigen Beschra¨nktheit der %β ∈ L∞(H1(M)) die Beschra¨nktheit von√
mβ1 (%β)χM\M0β∇M∆M%β in L2(L2(M)) und mit der Reflexivita¨t dieses Raumes die schwache
Konvergenz gegen einen Limes d ∈ L2(L2(M)) nach Auswahl einer Teilfolge. Wenn wir zu η > 0
die Menge Mηt ⊂ Mt fu¨r t ∈ [0, T ] durch Mηt = {x ∈ Mt|%(x, t) ≤ η} definieren, dann gilt wenn wir
das Integrationsgebiet verkleinern:∫ T
0
∫
Mt\Mηt
mβ1 (%β)|χM\M0β∇M∆M%β |2dHddt ≤ C.
Aufgrund der gleichma¨ßigen Konvergenz der %β aus Folgerung 4.43 ist %β ≥ η2 auf M \ Mη falls
β ≤ β0(η). Fu¨r solche β ist dann χM\M0β = 1 auf M \Mη und weiterhin ist mβ1 (%β) ≥ cη > 0. Somit
ist ∇M∆M%β in der L2(L2(M \Mη)-Norm durch eine Konstante Cη > 0 beschra¨nkt. Aufgrund der
Reflexivita¨t existiert ein schwacher Limes und weil es sich um schwache Konvergenz eines linearen
Ausdruckes handelt ko¨nnen wir den Limes als∇M∆M% aufM\Mη identifizieren. Da dies fu¨r alle η > 0
der Fall ist ko¨nnen wir
√
mβ1 (%β)χM\M0β∇M∆M%β ⇀
√
m1(%)χM\M0∇M∆M% in L2(L2(M \M0)
identifizieren. Die Restterme auf der Menge M0, verschwinden wie im Beweis von Satz 4.38.
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5 Erweiterungen und Grenzen der Methoden und des Modells
In diesem Kapitel mo¨chten wir einige mo¨gliche Erweiterungen der mathematischen Methoden und des
Modells vorstellen. Dabei beschra¨nken wir uns zumeist auf mo¨gliche Beweisideen oder Beweisskizzen.
Die Herleitung in Kapitel 2 beruhte entscheidend auf Voraussetzung 2.2, dass die Abbildung Id−hK
positiv definit und damit invertierbar ist. Wenn beliebige Bewegungen des Substrats zugelassen sind,
kann man leicht (unphysikalische) Lo¨sungen der Gleichung konstruieren, in der diese Voraussetzung
verletzt ist. Der Existenzsatz 1.3 garantiert Lo¨sungen fu¨r alle Zeiten. Freilich sind Lo¨sungen, die die
Bedingung Id− hK > 0 nicht mehr erfu¨llen, nicht physikalisch. Im Falle einer Raumdimension la¨sst
sich zeigen, dass diese Bedingung wenigstens lokal in der Zeit erfu¨llt ist, da Ho¨lder-Stetigkeit der
Lo¨sungen zur Verfu¨gung steht. In ho¨heren Raumdimensionen bleibt die Frage nach Stetigkeit von
Lo¨sungen nach aktuellem Kenntnisstand ein offenes Problem.
Proposition 5.1. (Lo¨sungen bleiben physikalisch sinnvoll lokal in der Zeit) Sei d = 1. Falls
1 − h0k > 0 zum Zeitpunkt t = 0, dann existiert ein t∗ > 0, so dass fu¨r die Lo¨sungen aus Theorem
1.3 die Bedingung 1− hk > 0 fu¨r t ∈ [0, t∗] erfu¨llt ist.
Beweis. In einer Raumdimension ist % gegeben durch % = h − 12kh2, d.h. der Term der Gaußschen
Kru¨mmung taucht nicht auf. Daher folgt:
(1− hk)2 = 1− 2hk + (hk)2 = 1− 2kh(1− 1
2
kh) = 1− 2k%.
Nach Voraussetzung folgt fu¨r den Startzeitpunkt 1 − 2k0%0 > 0. Aus der Beschra¨nktheit von appro-
ximierenden Lo¨sungen in L∞(H1(M)) folgt aufgrund der Sobolevschen Einbettung in einer Raumdi-
mension die Beschra¨nktheit in L∞(L∞(M)) und damit die Beschra¨nktheit des Flusses in L2(L2(M)).
Somit folgt gleichma¨ßige Konvergenz wie in Satz 4.34 und damit gleichma¨ßige Stetigkeit der Lo¨sung.
Da die Kru¨mmung k ebenfalls gleichma¨ßig stetig ist, existiert ein t∗ > 0, so dass 1 − 2k% > 0 fu¨r
t ∈ [0, t∗] erfu¨llt ist und damit nach obiger Rechnung |1− hk| > 0. Weiterhin la¨sst sich h aus stetig %
berechnen:
h =
{
1
k (1−
√
1− 2k%), falls k 6= 0,
%, falls k = 0.
Damit folgt 1− hk > 0 fu¨r t ∈ [0, t∗].
Bisher hatten wir Mobilita¨ten betrachtet, die nur von % abha¨ngen. Im Prinzip sind auch Mobilita¨ten
denkbar, die von (t, x) abha¨ngen. Dies tritt z.B. auf, wenn die Slipkoeffizienten C−1 von (t, x) abha¨ngen
oder wenn die Mobilita¨t von der Kru¨mmung abha¨ngt. Dies ist der Fall, wenn wir Gleichung (2.4.4),
in der der Term a(%) in die Mobilita¨t geschrieben ist, an Stelle von Gleichung (2.4.1) betrachten.
Wir geben hier eine formale Beweisskizze und betrachten der Einfachheit halber eine Mobilita¨t der
Form m(t, x, s) = snf(t, x) mit einer strikt positiven Funktion f ∈ C1(C1(M)). Tatsa¨chlich mo¨chte
man vielleicht Mobilita¨ten der Struktur m(t, x, s) = sn1 + f(t, x)sn2 mit nicht notwendig positivem f
untersuchen. In der folgenden Aussage beno¨tigt man dann jedoch Zusatzbedingungen, etwa wie die
Positivita¨t der Gesamtmobilita¨t.
Proposition 5.2. (Die mathematische Entropie kann von (t, x) abha¨ngen) % ∈ C1(C4(M))
sei eine positive, klassische Lo¨sung der starken Formulierung aus Definition 3.4 mit Fluss J(%) und
Mobilita¨t m(t, x, s) = snf(t, x). Sei n ≥ 1 und f ∈ C1(C1M)) strikt positiv. Die mathematische
Entropie G(t, x, s) sei mit dieser Mobilita¨t definiert wie in Definition 3.7. Dann erfu¨llt % die folgende
mathematische Entropieabscha¨tzung:
‖G(%)‖L∞(L1(M))+‖∆M%‖2L2(L2(M)) ≤ C(1+‖%‖2L2(L2(M))+‖%‖nLn(Ln(M))+‖
1√
m(%)
J(%)‖2L2(L2(M))).
Beweis. Beim Testen der starken Formulierung aus Definition 3.4 mit g(t, ·, %(t)) tauchen, wenn wir
die Abscha¨tzung analog durchfu¨hren, zwei zusa¨tzliche Terme auf, von denen wir zeigen mo¨chten, wie
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diese abzuscha¨tzen sind. Der erste entsteht wenn die Zeitableitung auf G fa¨llt:
G/t ◦ %(t) =
∫ %(t)
A
∫ r
A
−f/t(t)
snf(t)2
drds =
−f/t(t)
f(t)
G(t, %(t)).
Dieser Term la¨sst sich durch einen zusa¨tzlichen Gronwall-Term abscha¨tzen. Weiterhin erha¨lt man
einen Zusatzterm wenn der Gradient auf g fa¨llt:
J(%) • (∇g) ◦ % = J(%) •
∫ %
A
−∇f
snf2
ds = J(%) • −∇f
f
g(%).
Scha¨tzen wir mit der Young-Ungleichung ab, so bleibt der Term ‖√m(%)∇ff g(%)‖2L2(L2(M)) zu kon-
trollieren, fu¨r den wir fu¨r n > 1 rechnen:∥∥∥√m(%)∇Mf
f
g(%)
∥∥∥2
L2(L2(M))
=
∫ T
0
∫
Mt
m(%)
|∇Mf |2
f2
|g(%)|2dHddt =
∫ T
0
∫
Mt
%n
|∇Mf |2
f4
∣∣∣∣∫ %
A
1
sn
ds
∣∣∣∣2dHddt
=
∫ T
0
∫
Mt
%n
|∇Mf |2
f4
∣∣∣∣ %1−n1− n − A1−n1− n
∣∣∣∣2 dHddt ≤ C ∫ T
0
∫
Mt
|∇Mf |2
f4
(%2−n + C%n)dHddt
≤ C
∫ T
0
∫
Mt
G(%) + C%ndHddt.
Im letzten Schritt haben wir im Falle n 6= 2 verwendet, dass G(%) = c1 1f %2−n + c2%+ c3 fu¨r geeignete
Konstanten c1, c2, c3. Falls n = 2 so ist der letzte Schritt trivial. Falls n = 1 kommt ein Logarithmus
ins Spiel und die Abscha¨tzung geht auf a¨hnliche Weise. Wir erhalten also einen weiteren Gronwall-
Term. Der Rest der Abscha¨tzung erfolgt wie bisher und liefert die positiven Terme auf der linken Seite
und den quadratischen Term auf der rechten Seite.
In der rechten Seite kann dann der Flussterm etwa mit der entsprechenden Energieabscha¨tzung und
die u¨brigen Terme fu¨r nichtnegative Lo¨sungen mit Interpolation wie im Beweis von 3.61 fu¨r n ≤ 4
abgescha¨tzt werden. In diesem Fall wu¨rde also die mathematische Entropieabscha¨tzung aus der Ener-
gieabscha¨tzung folgen und nicht umgekehrt wie in Kapitel 3. Um dann Lo¨sungstheorie zu betreiben,
beno¨tigt man Zusatzvoraussetzungen an das Wachstum von a(%) oder sta¨rkere Einschra¨nkungen an
das Wachstum von m(%).
Nicht zula¨ssig sind matrixwertige Mobilita¨ten, z.B. m(%) = 13%
3(Id + 12%(kId +K)). Wenn wir naiv
die mathematische Entropie bilden, indem wir die Mobilita¨t als Matrix invertieren und anschlie-
ßend aufintegrieren, erhalten wir eine matrixwerte Testfunktion. Ebenfalls ist es nicht klar, wie die
mathematische Entropie zu definieren ist, damit sich wie gewu¨nscht die Mobilita¨ten herausku¨rzen.
Schließlich fu¨hrt der Ansatz fu¨r eine Abscha¨tzung der bisherigen skalaren mathematischen Entropie
ebenfalls nicht ans Ziel, da ho¨here Potenzen von % und Ableitungen von % stehen bleiben, von denen
nicht klar ist, wie sie zu kontrollieren sind.
Wenn wir eine Folge von Lo¨sungen des Navier-Slip Problems betrachten, bei der die Reibungskraft
auf dem Substrat gegen unendlich konvergiert, kann man erwarten, dass man Konvergenz gegen eine
Lo¨sung fu¨r das No-Slip Problem erha¨lt. Dieses Resultat ko¨nnen wir fu¨r ein festes Substrat M zeigen,
da in diesem Fall der Beweis ohne die Benutzung von Lemma 3.45 auskommt, dessen Aussage nicht
gleichma¨ßig im Slipkoeffizienten ist.
Proposition 5.3. (No-Slip Limes fu¨r festes Substrat) SeiM eine kompakte, orientierte, zusam-
menha¨ngende Fla¨che der Klasse C3 der Dimension d = 1, 2. Weiterhin seien die Voraussetzungen von
Theorem 1.3 erfu¨llt. Zu c > 0 seien %c ∈ L∞(H1(M)) ∩ L2(H2(M)) die Lo¨sungen aus Theorem 1.3
zum Navier-Slip Problem, d.h. zur Mobilita¨t m(s) = 13s
3+cs2. Dann konvergiert fu¨r c −→ 0 nach Aus-
wahl einer Teilfolge %c stark in Lp(W 1,p(M)) fu¨r 1 ≤ p < 4 gegen ein % ∈ L∞(H1(M))∩L2(H2(M))
und % ist Lo¨sung des No-Slip Problems aus Gleichung (2.4.2), d.h. zur Mobilita¨t m(s) = 13s
3, im
Sinne von Theorem 1.3.
Beweis. Wir sehen, dass die Lo¨sungen %c aus Theorem 1.3 die physikalische Energieabscha¨tzung und
die mathematische Entropieabscha¨tzung mit einer von c > 0 unabha¨ngigen Konstanten erfu¨llen.
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Hierbei kommt die Einschra¨nkung auf den Fall eines festen Substrats daher, dass Lemma 3.45 bei
einem bewegten Substrat erforderlich ist, und diese Abscha¨tzung nicht unabha¨ngig von c > 0 zur
Verfu¨gung steht. Insbesondere gilt die Abscha¨tzung in Satz 3.63 gleichma¨ßig in c > 0. Damit folgt die
Behauptung wie in Satz 3.65.
Betrachten wir eine Fla¨che mit nahezu konstanter Kru¨mmung insofern, dass sich die Kru¨mmung
sinnvoll als k = k0 + ²k1 fu¨r eine ra¨umliche Konstante k0 schreiben la¨sst. Dann macht es Sinn, die
Ausgangsgleichung zu Gleichung (2.4.3) zu reduzieren. Hierbei taucht dann nicht mehr der Zusatzterm
a(%) auf. Dieser hat Probleme insbesondere bei der Energieabscha¨tzung bereitet und zur Restriktion
des Wachstumsexponenten von m(%) gefu¨hrt. Betrachten wir also nun Gleichung (2.4.3), dann la¨sst
sich Existenz fu¨r beliebig großes Wachstum der Mobilita¨t zeigen.
Proposition 5.4. (Existenz von Lo¨sungen auf Substrat nahezu konstanter Kru¨mmung)
Es gelten die gleichen Voraussetzungen von Theorem 1.3, jedoch sei eine Mobilita¨t mit beliebigem
Wachstumsexponenten n ≥ 1 zugelassen. Dann existiert eine schwache Lo¨sung % ∈ L∞(H1(M)) ∩
L2(H2(M)) im Sinne von Theorem 1.3 von Gleichung (2.4.3).
Mo¨chten wir die Filmgleichung in ihrer Gradientenflussform betrachten, d.h. mit dem matrixwertigen
Vorfaktor a(%) vor dem Gradienten des Druckes erhalten wir Probleme. In dieser Arbeit sind matrix-
wertige Mobilita¨ten nicht zugelassen, daher geben wir noch eine Bemerkung zum eindimensionalen
Fall. In diesem Fall steht der Lo¨sungsbegriff von [BF] zur Verfu¨gung. Um die Theorie anwenden zu
ko¨nnen mu¨ssen wir sicherstellen, dass die Mobilita¨t nichtnegativ bleibt. Dies kann im nichtphysika-
lischen Regime verletzt sein. Aus diesem Grund muss die Mobilita¨t in geeigneter Weise trunkiert
werden.
Proposition 5.5. (Existenz von Lo¨sungen in Gradientenflussform) Es gelten die Vorausset-
zungen von Theorem 1.4, d.h. M sei insbesondere eindimensional. Betrachte Gleichung (2.4.4) mit
der Mobilita¨t:
A(%) =
{
max(0, 13%
3 + %2C−1 + ² 13%
4k), falls % ≥ 0,
0, falls % ≤ 0.
Dann existiert eine Lo¨sung % ∈ L∞(H1(M)) ∩ C 18 (C 12 (M)) ∩ L2(H3([A(%) > δ])) fu¨r alle δ > 0 im
Sinne von [BF], d.h. im Sinne von Theorem 1.4.
Beweis. Wie fu¨r Theorem 1.4 ohne Surfactants.
Wir hatten in Kapitel 3 Nichtnegativita¨t gezeigt. Wie im planaren Fall ist die mathematische Entropie
ein Maß fu¨r die Lo¨sung nahe an 0 zu sein. Daher impliziert eine Abscha¨tzung der mathematischen
Entropie ebenfalls ein Positivita¨tsresultat.
Proposition 5.6. (Positivita¨t) Seien die Voraussetzungen von Theorem 1.3 erfu¨llt. Es gelte fu¨r
den Wachstumsexponenten n der Mobilita¨t n ∈ [2, 4]. Dann gilt fu¨r die Lo¨sungen % aus Theorem 1.3,
dass %(t) > 0 fast u¨berall, fu¨r fast alle t ∈ [0, T ].
Beweis. Wie im planaren Fall (vgl. [EG]).
Im Surfactant-Fall stand eine mathematische Entropieabscha¨tzung, die L2(H2(M))-Beschra¨nktheit
von % liefert, nicht zur Verfu¨gung. Dies ist der Grund, warum wir in Kapitel 4 auf eine Raumdimen-
sion beschra¨nkt waren. Die Hinzunahme von abstoßenden Van-der-Waals Kra¨ften ermo¨glicht in [BN]
eine geeignete (mathematische) Entropieabscha¨tzung fu¨r das gekoppelte System im zweidimensiona-
len, planaren Fall. Wir gehen davon aus, dass mit dieser Modifikation zusammen mit den Methoden
aus Kapitel 3 auch im Fall einer evolvierenden Fla¨che ein vergleichbares Resultat fu¨r das gekoppelte
System gezeigt werden kann. Weiterhin gehen wir davon aus, das der Beweis in Kapitel 3 ebenfalls
Lo¨sungen fu¨r das Cahn-Hilliard Modell auf evolvierenden Fla¨chen produzieren kann.
Bei der Modellierung eines du¨nnen Films in einer Lungenalveole befindet sich der Film auf einer
elastischen Membran, die selbst einer Dynamik unterliegt und in Wechselwirkung mit der Flu¨ssigkeit
steht. Diese Wechselwirkung zwischen Flu¨ssigkeit und Membran wurde in der Literatur behandelt,
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etwa in der Arbeit von C. Surulescu (vgl. [Su1], [Su2]), in der es das Ziel war, vor allem die Stro¨mung
in Blutgefa¨ßen zu modellieren. Es wurden lineare instationa¨re Modelle fu¨r die Elastizita¨tstheorie ver-
wendet und Stokes und Navier-Stokes Modelle fu¨r die Flu¨ssigkeit. Existenz und Eindeutigkeit wurden
fu¨r die gekoppelten Systeme gezeigt.
Ebenfalls Flu¨ssigkeits-Membran Wechselwirkungen wurden von M. Heil et al. numerisch untersucht.
Hier wurden unter anderem Modelle der Fluid-Membran Wechselwirkung wa¨hrend der Atmung, vor
allem in den Bronchien untersucht. Fu¨r die Flu¨ssigkeit wurden meist Stokes-Modelle, aber auch Lubri-
kationsapproximation (vgl. [HW1], [HW2]) eingesetzt. Die Form der Membranen wurde durch ein
quasistationa¨res Modell beschrieben.
In dieser Arbeit hatten wir vorausgesetzt, dass die Dynamik der Membran von externen Parametern
bestimmt ist und die Kopplung mit der Flu¨ssigkeit vernachla¨ssigbar ist. Wir mo¨chten in diesem Ab-
schnitt einige Ansa¨tze zeigen, wie die Wechselwirkung von Flu¨ssigkeit und elastischer Membran zu
modellieren ist und welche Probleme beim U¨bergang zur Lubrikationsapproximation auftreten. Um
die Dynamik der Membran mit ins Spiel zu bringen, macht es Sinn ein Energiefunktional fu¨r die Mem-
bran zu definieren. Eine verbreitete Mo¨glichkeit ist die Helfrich-Energie (siehe z.B. [ZH]), fu¨r die es
wegen des Satzes von Gauß-Bonnet a¨quivalent ist, das Willmoresche Energiefunktional zu betrachten:
W (Mt) = 12λ‖k‖2L2(Mt), mit einer konstanten Biegesteifigkeit λ. Damit die Gesamtenergie wa¨hrend der
Evolution abnimmt, muss eine geeignete Spannungsbedingung fu¨r das Flu¨ssigkeits-Membran-Interface
angegeben werden. Ein mo¨glicher Vorschlag ist:
Tν = λ(
1
2
k3 −∆Mk − k|K|2)n auf M. (5.0.1)
Wir bemerken, dass die rechte Seite in Gleichung (5.0.1) mit der rechten Seite der Gleichung des
Willmore-Flusses u¨bereinstimmt. Wenn wir die Impulserhaltung des Ausgangsmodells mit der Ge-
schwindigkeit u multiplizieren, u¨ber Mt und t ∈ [0, t0] integrieren und dabei Proposition 6.12 fu¨r die
Berechnung der Zeitableitung der mittleren Kru¨mmung verwenden, erhalten wir folgende Energiei-
dentita¨t:
ρ
2
‖u(t0)‖2L2(Ωt0 ) +W (Mt0) + η
∫ t0
0
‖(Du(t))S‖2L2(Ωt)dt =
ρ
2
‖u0‖2L2(Ω0) +W (M0).
Diese Energieidentita¨t ist fu¨r ein vollsta¨ndiges Modell noch durch Terme auf dem Gas-Interface Σ zu
erga¨nzen. Beim U¨bergang zur Lubrikationsapproximation liefert jedoch Satz 2.20 konstanten Druck
in Normalenrichtung zum Substrat. Somit ist es im Allgemeinen nicht zula¨ssig, eine Spannungsbedin-
gung fu¨r Oberfla¨chenspannung am Flu¨ssigkeits-Gas-Interface und eine weitere Spannungsbedingung
wie Gleichung (5.0.1) am Flu¨ssigkeits-Membran-Interface anzusetzen, da diese mitunter nicht kom-
patible Randwerte liefern. Ein Ad-hoc Ansatz mit einem affin-linearen Druck liefert eine Gleichung,
die keine geeignete Energieabscha¨tzung erfu¨llt. Mo¨gliche Auswege wa¨ren ein drei-dimensionales Mem-
branmodell mit eigenem Druck. Ein a¨hnliches Problem tritt auf bei der Modellierung von freien
du¨nnen Filmen, d.h. mit freiem Interface zu beiden Seiten, weswegen man in [ODB] und [My] den
symmetrischen Fall betrachtet, in dem dieses Problem nicht auftaucht.
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6 Appendix
6.1 Explizite Berechnung des Drucks und der Geschwindigkeit
Wir liefern nun die Beweise fu¨r die Berechnung des Drucks und der Geschwindigkeit nach. Um die
Notation zu vereinfachen, bezeichnen wir zu Funktionen f : Q −→ R die transformierte Version mit
f˜ = f ◦ ϕy und die skalierte und transformierte Version mit fˆ .
Satz 6.1. (Expliziter Druck) Betrachte die Formulierung der Impulserhaltung (2.1.5) aus Abschnitt
2.1. Voraussetzung 2.2 sei fu¨r alle Zeiten erfu¨llt. Dann ist die Distributionslo¨sung fu¨r den skalierten
Druck pˆ ∈ D(Dˆ) der Lubrikationsapproximation zum Skalenparameter ² = HL wie in Abschnitt 2.15
beschrieben, bis auf Ordnung O(²2) konstant in Normalenrichtung zu Mˆ und gegeben durch:∫
Mˆ
pˆζdµMˆ = Sa
∫
Mˆ
(−ζkˆ − ²hˆζ|Kˆ|2 + ²∇Mˆζ • ∇Mˆ hˆ)dµMˆ +O(²2)
fu¨r Testfunktionen ζ ∈ C10 (Mˆ).
Wenn alles glatt ist, ist dies a¨quivalent zu pˆ = −Sa(kˆ + hˆ|Kˆ|2 + ²∆Mˆ hˆ).
Beweis. Es ist Formulierung (2.1.5) a¨quivalent zu:
ρ
∫
Q
u • ∂tζdµQ + ρ
∫
Q
Dζ : u⊗ udµQ︸ ︷︷ ︸
(1)
= −
∫
Q
pDζ : IddµQ︸ ︷︷ ︸
(2)
+2η
∫
Q
Dζ : (Du)SdµQ︸ ︷︷ ︸
(3)
−
∫
Q
ζ • fQdµQ︸ ︷︷ ︸
(4)
−
∫
Σ
Dζ : ΠdµΣ︸ ︷︷ ︸
(5)
+
∫
M
ζ • Cw∗dµM︸ ︷︷ ︸
(6)
fu¨r alle ζ : Q¯ −→ RN mit ζ • n = 0 auf M und ζ(0) = ζ(T ) = 0. Um den Druck zu berechnen,
setzen wir zu ξ : Q¯ −→ R mit ξ = 0 auf M und ξ(0) = ξ(T ) = 0 als Testfunktion ζ = ξn mit
dem konstant auf Q fortgesetzten Normalenfeld n = n ◦ ϕ−1y . Effekte am Rand des du¨nnen Filmes
(z.B. eine Kontaktwinkelbedingung) mo¨chten wir an dieser Stelle nicht beru¨cksichtigen. Daher habe
ξ ◦ϕy kompakten Tra¨ger in M (d.h. es ist ξ ◦ϕy = 0 auf ∂Mt, t ∈ [0, T ]). Berechnen wir zuna¨chst das
Differential dieser Testfunktion. Nach der Produktregel ist D(ξn) = n⊗∇ξ+ξDn und mit Proposition
2.8 und 2.9 folgt dann:
D(ξn) ◦ ϕy = ∂y(ξ ◦ ϕy)n⊗ n+ n⊗Ry∇M (ξ ◦ ϕy)− ξ ◦ ϕyKRy. (?)
Wir behandeln die Terme separat und bezeichnen sie dazu mit (1)− (6). Nach Skalierung aller Terme
werden wir in der Gesamtgleichung einen gemeinsamen Skalierungsfaktor L
N−1η
²2 ku¨rzen. Die resultie-
renden Terme bezeichnen wir mit (1ˆ) bis (6ˆ).
1. Der Tra¨gheitsterm lautet wegen u = v + w zusammen mit Proposition 2.10:
ρ
∫
Q
u • ∂t(ξn) +D(ξn) : u⊗ udµQ = ρ
∫
M
∫ h
0
[
u • D
M
Dt
(ξn) + u • (D(ξn)w)
]
◦ ϕyχydydµM .
Nach Proposition 2.7 ist: D
M
Dt (ξn) ◦ ϕy = (D
M
Dt ξ) ◦ ϕyn − (∇Mvn + Kv∗)ξ ◦ ϕy. Ferner nach
Proposition 2.8: (D
M
Dt ξ) ◦ϕy = ∂Mt (ξ ◦ϕy) + (v∗ + y∇Mvn)•Ry∇M (ξ ◦ϕy). Somit folgt:[
u • D
M
Dt
(ξn) + u • (D(ξn)w)
]
◦ ϕy =u˜ • n∂Mt ξ˜ + (v∗+y∇Mvn) •Ry∇M ξ˜ − u˜ • (∇Mvn+Kv∗)ξ˜
+ u˜ • (∂y ξ˜nw˜n + n(Ry∇M ξ˜) • w˜∗ − ξ˜KRyw˜∗).
Wenn wir gema¨ß Abschnitt 2.15 skalieren, ergibt sich fu¨r (1) ein Vorfaktor ρLN−1WH. Nachdem
wir den gemeinsamen Vorfaktor L
N−1η
²2 ku¨rzen verbleibt der Faktor Re²3. Wir sehen also bereits,
dass keine weiteren Terme ho¨herer Ordnung entstehen. Der skalierte Tra¨gheitsterm (1ˆ) ist also
in der Lubrikationsapproximation zu vernachla¨ssigen.
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2. Fu¨r den Druckterm verwenden wir ebenfalls Proposition 2.10:
−
∫
Q
D(ξn) : pIddµQ = −
∫
M
∫ h
0
[Tr(D(ξn))p] ◦ ϕyχydydµM .
Dann ergibt sich mit (?) fu¨r den Integranden:
[Tr(D(ξn))p] ◦ ϕyχy = (∂y ξ˜ − ξ˜T r(KRy))p˜χy.
Jetzt ko¨nnen wir gema¨ß Abschnitt 2.15 skalieren. Es ergibt sich fu¨r (2) zu ho¨chster Ordnung
ein Faktor LN−1 L
2η
H2 . Wenn wir den gemeinsamen Vorfaktor
LN−1η
²2 ku¨rzen verbleibt als Faktor
1. Wegen Tr(KˆRyˆ) = kˆ +O(²) folgt fu¨r den skalierten Druckterm (2ˆ):
(2ˆ) = −
∫
Mˆ
∫ hˆ
0
(∂yˆ ξ˜ − ²ξ˜T r(KˆRyˆ))pˆχyˆdyˆdµMˆ = −
∫
Mˆ
∫ hˆ
0
∂yˆ(ξ˜(1− ²yˆkˆ))pˆdyˆdµMˆ +O(²2).
3. Fu¨r den viskosen Spannungsterm benutzen wir Proposition 2.9 um den symmetrischen Anteil von
Du zu berechnen. Dabei bezeichnet u˜∗ = PM (u◦ϕy) den tangentialen Anteil der transformierten
Geschwindigkeit und u˜n = n • (u ◦ ϕy) die Normalkomponente.
2
[
(Du)S
] ◦ ϕy = [Du+ (Du)T ] ◦ ϕy
= PMDM u˜∗Ry + ∂yu˜∗ ⊗ n+ n⊗ (KRyu˜∗) + n⊗Ry∇M u˜n + 2∂yu˜nn⊗ n
− 2u˜nKRy + (PMDM u˜∗Ry)T + n⊗ ∂yu˜∗ + (KRyu˜∗)⊗ n+Ry∇M u˜n ⊗ n.
Mit (?) folgt dann:
[D(ξn) : (Du)S ] ◦ ϕy =
(
∂y ξ˜n⊗ n+ n⊗Ry∇M ξ˜ − ξ˜KRy
)
:(
PMDM u˜∗Ry + ∂yu˜∗ ⊗ n+ n⊗ (KRyu˜∗) + n⊗Ry∇M u˜n + ∂yu˜nn⊗ n
− 2u˜nKRy + (PMDM u˜∗Ry)T + n⊗ ∂yu˜∗ + (KRyu˜∗)⊗ n+Ry∇M u˜n ⊗ n
)
.
Ausmultiplizieren der Skalarprodukte und Verwenden der jeweiligen Orthogonalita¨ten ergibt
dann:
[D(ξn) : (Du)S ] ◦ ϕy =∂y ξ˜∂yu˜n +Ry∇M ξ˜ • (KRyu˜∗ +Ry∇M u˜n + ∂yu˜∗)
− ξ˜KRy : (PMDM u˜∗Ry − 2u˜nKRy + (PMDM u˜∗Ry)T ).
Jetzt ko¨nnen wir gema¨ß Abschnitt 2.15 skalieren. Wegen ∂yu˜n = ∂yw˜n ergibt sich fu¨r (3)
als Skalierungsfaktor ho¨chster Ordnung LN−1η. Wenn wir den gemeinsamen Vorfaktor L
N−1η
²2
ku¨rzen verbleibt als Faktor ²2. Der viskose Spannungsterm ist also fu¨r die Berechnung des
Druckes zu vernachla¨ssigen.
4. Der Kraftterm im Bulk besitzt das selbe Skalierungsverhalten wie die Tra¨gheitsterme und ska-
liert somit zur Ordnung ²3Re. Daher ist dieser Term zu vernachla¨ssigen.
5. Fu¨r den Oberfla¨chenspannungsterm schreiben wir wieder ausfu¨hrlich n◦ϕ−1h fu¨r das verschobene
Normalenfeld definiert auf Σ. Wir u¨berlegen uns zuna¨chst:
−
∫
Σ
D(ξn ◦ ϕ−1h ) : ΠdµΣ =
∫
Σ
σdivΣ(ξn ◦ ϕ−1h )dµΣ
=
∫
Σ
divΣ(σξn ◦ ϕ−1h )dµΣ −
∫
Σ
∇Σσ • ξn ◦ ϕ−1h dµΣ
= −(−→κ ◦ ϕh)[σ˜ξ˜nχh]−
∫
Σ
∇Σσ • ξn ◦ ϕ−1h dµΣ = (4a) + (4b),
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wobei wir Definition 2.18 verwendet haben. Nach Skalierung aus Abschnitt 2.15 erhalten wir
an dieser Stelle fu¨r den Term ho¨chster Ordnung einen Faktor LN−1 SSaW²2 . Dann erha¨lt dieser
Ausdruck nach Ku¨rzen des gemeinsamen Vorfaktors L
N−1η
²2 wegen S = ηW einen Faktor Sa.
Anwenden der skalierten Version von Satz 2.19 liefert dann fu¨r das skalierte (4a):
(4ˆa) = −Sa
∫
Mˆ
(kˆ + ²hˆ|Kˆ|2 −∇Mˆ hˆ • ∇Mˆ )(ξ˜χhˆ(
²2
Saσˆ + 1))dµMˆ +O(²
2)
= −Sa
∫
Mˆ
(kˆ + ²hˆ|Kˆ|2 −∇Mˆ hˆ • ∇Mˆ )(ξ˜χhˆ)dµMˆ +O(²2).
Dabei ist der Operator ∇Mˆ so zu verstehen, dass er auf den Term in der Klammer angewendet
wird. Mit Proposition 2.11 und 2.14 wird Term (4b) nach Skalierung gema¨ß Abschnitt 2.15 zu:
(4ˆb) = −Sa
∫
Mˆ
∇Mˆ (σˆ ²
2
Sa + 1) • ²∇
Mˆ hˆξ˜dµMˆ = O(²3).
Damit ist also der Oberfla¨chenspannungsterm (4) nach Reskalierung:
(4ˆ) = Sa
∫
Mˆ
²∇Mˆ (ξ˜χhˆ)∇Mˆ hˆ− kˆξ˜χhˆ − ²hˆ|Kˆ|2ξ˜χhˆµMˆ +O(²2).
6. Der Reibungsterm besitzt nur tangentiale Komponenten, verschwindet also:∫
M
ξn • Cw∗dµM = 0.
Im folgenden schreiben wir wieder p ◦ ϕyˆ, ξ ◦ ϕyˆ und ξ ◦ ϕhˆ aus, um unterscheiden zu ko¨nnen ob
die Ausdru¨cke urspru¨nglich im Bulk oder auf dem Interface definiert waren. Wenn wir Terme der
Ordnung O(²2) weglassen, folgt dann:
−
∫
Mˆ
∫ hˆ
0
pˆ ◦ ϕyˆ∂yˆ(ξ ◦ ϕyˆ(1− ²yˆkˆ))dyˆdµMˆ−
Sa
∫
Mˆ
ξ ◦ ϕhˆ(1− ²hˆkˆ)kˆ + ξ ◦ ϕhˆ(1− ²hˆkˆ)²hˆ2|Kˆ|2 − ²∇Mˆ (ξ ◦ ϕhˆ(1− ²hˆkˆ)) • ∇Mˆ hˆdµMˆ = 0.
Nun definieren wir zu einer beliebigen Testfunktion ζ : Q¯ −→ R wie oben die bisherige Testfunktion
ξ durch ζ ◦ ϕyˆ = ξ ◦ ϕyˆ(1− ²yˆkˆ). Damit ergibt sich dann:∫
Mˆ
∫ hˆ
0
pˆ ◦ ϕyˆ∂yˆ(ζ ◦ ϕyˆ)dyˆdµˆM + Sa
∫
Mˆ
ζ ◦ ϕhˆkˆ + ζ ◦ ϕhˆ²hˆ2|Kˆ|2 − ²∇Mˆ (ζ ◦ ϕhˆ) • ∇Mˆ hˆdµMˆdµMˆ = 0.
Wenn wir dann eine Testfunktion mit ζ = 0 auf Σ wa¨hlen:∫
Mˆ
∫ hˆ
0
−pˆ ◦ ϕyˆ∂ˆyˆ(ζ ◦ ϕyˆ)dyˆdµMˆ = 0.
Nach der Verallgemeinerung des Fundamentalsatzes der Variationsrechnung ist pˆ ◦ ϕyˆ konstant fast
u¨berall in yˆ. Wieder mit einer allgemeinen Testfunktion ζ 6= 0 auf Σ ko¨nnen wir dann partiell inte-
grieren. Der Bulk-Term verschwindet dann:∫
Mˆ
−pˆ ◦ ϕhˆζ − Sa
[
ζkˆ + ζ²hˆ|Kˆ|2 − ²∇Mˆζ • ∇Mˆ hˆ
]
dµMˆ = 0.
Um die Geschwindigkeit zu berechnen, mu¨ssen wir eine schwache gewo¨hnliche Differentialgleichung
integrieren. Dazu verwenden wir das folgende Resultat, das eine einfache Konsequenz aus einer par-
tiellen Integration ist.
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Lemma 6.2. (Adjungierte Integration) Sei h ∈ R und ξ ∈ L1([0, h]). Dann gilt:∫ h
0
∫ y
0
ξ(s)dsdy =
∫ h
0
(h− y)ξ(y)dy.
Beweis. Nach partieller Integration ist:∫ h
0
∫ y
0
ξ(s)dsdy = −
∫ h
0
yξ(y)dsdy +
[
y
∫ y
0
ξ(s)ds
]h
0
=
∫ h
0
(h− y)ξ(y)dy.
Satz 6.3. (Explizite Geschwindigkeit) Betrachte die Formulierung der Impulserhaltung (2.1.5)
aus Abschnitt 2.1. Die Voraussetzung 2.2 sei fu¨r alle Zeiten erfu¨llt. Weiterhin sei die Slipmatrix C po-
sitiv definit. Dann besitzt die Distributionslo¨sung fu¨r die tangentiale Geschwindigkeit der Flu¨ssigkeit
uˆ∗ ∈ D(Dˆ) der Lubrikationsapproximation zum Skalenparameter ² = HL wie in Abschnitt 2.15 be-
schrieben, bis auf Ordnung O(²) ein quadratisches Profil und ist gegeben durch uˆ∗ ◦ϕy = vˆ∗+ wˆ∗ ◦ϕy
mit: ∫
Mˆ
∫ hˆ
0
wˆ∗ ◦ ϕyˆ • ξ ◦ ϕyˆdyˆdµMˆ = P
(
divMˆ
∫ hˆ
0
(hˆyˆ − 1
2
yˆ2 + hˆ(Cˆ−1)T )ξ ◦ ϕyˆdyˆ
)
+O(²)
fu¨r Testfunktionen ξ ∈ C2(Q;RN ) mit n • ξ ◦ ϕyˆ = 0 und kompaktem Tra¨ger von ξ ◦ ϕyˆ in Mˆ . Dabei
ist P der Druck als Distribution aus Satz 2.20.
Wenn alles glatt ist, ist diese Behauptung a¨quivalent zu wˆ∗ ◦ ϕyˆ = ( 12 yˆ2 − hˆyˆ − hˆCˆ−1)∇Mp+O(²).
Beweis. Es ist Formulierung (2.1.5) a¨quivalent zu:
ρ
∫
Q
u • ∂tζdµQ + ρ
∫
Q
Dζ : u⊗ udµQ︸ ︷︷ ︸
(1)
= −
∫
Q
pDζ : IddµQ︸ ︷︷ ︸
(2)
+2η
∫
Q
Dζ : (Du)SdµQ︸ ︷︷ ︸
(3)
−
∫
Q
ζ • fQdµQ︸ ︷︷ ︸
(4)
−
∫
Σ
Dζ : ΠdµΣ︸ ︷︷ ︸
(5)
+
∫
M
ζ • Cw∗dµM︸ ︷︷ ︸
(6)
fu¨r alle ζ : Q¯ −→ RN mit ζ •n = 0 aufM und ζ(0) = ζ(T ) = 0. Um die Geschwindigkeit zu berechnen
wa¨hlen wir als Testfunktion ζ∗ : Q −→ RN mit ζ∗ ◦ ϕy • n = 0 und ζ∗(0) = ζ∗(T ) = 0. Effekte
am Rand des du¨nnen Filmes (z.B. eine Kontaktwinkelbedingung) mo¨chten wir an dieser Stelle nicht
beru¨cksichtigen. Daher habe ζ∗◦ϕy kompakten Tra¨ger inM (d.h. es ist ξ◦ϕy = 0 auf ∂Mt, [0, T ]). Wir
behandeln die Terme separat und bezeichnen sie dazu mit (1)−(6). Nach Skalierung aller Terme werden
wir in der Gesamtgleichung einen gemeinsamen Skalierungsfaktor L
N−1η
² ku¨rzen. Die resultierenden
Terme bezeichnen wir mit (1ˆ) bis (5ˆ). Fu¨r beliebige Funktionen f : Q −→ R bezeichnen wir wieder
der Einfachheit halber die transformierte Funktion mit einer Tilde f˜ = f ◦ϕy und mit einem Hu¨tchen
fˆ die skalierten und transformierten Gro¨ßen.
1. Wir beginnen mit dem Tra¨gheitsterm. Es ist mit Proposition 2.10, 2.8 und 2.9:
ρ
∫
Q
u • ∂tζ∗dµQ + ρ
∫
Q
Dζ∗ : u⊗ udµQ
= ρ
∫
M
∫ h
0
u • [∂Mt ζ∗ +DMζ∗u∗ + wn∂nζ∗] ◦ ϕyχydydµM
= ρ
∫
M
∫ h
0
[
u˜ • (∂Mt ζ˜∗ + y(PMDM ζ˜∗)∇Mvn) + PMDMζ∗Ry : u˜∗ ⊗ u˜∗ + w˜n∂y ζ˜∗
]
χydydµM .
Die Terme ho¨chster Ordnung skalieren dann mit ρLN−1HW . Nach ku¨rzen des gemeinsamen Vor-
faktors L
N−1η
² ist Term (1) von der Ordnung Re²2 und daher in der Lubrikationsapproximation
zu vernachla¨ssigen.
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2. Fu¨r den Druckterm verwenden wir ebenfalls Propositionen 2.10 und 2.9:
−
∫
Q
pDζ∗ : Iddµ = −
∫
M
∫ h
0
p˜
[
PMDM ζ˜∗Ry + ∂y ζ˜∗ ⊗ n
]
: IdχydydµˆM
= −
∫
M
∫ h
0
p˜T r(PMDM ζ˜∗Ry)χydydµM .
Die Terme ho¨chster Ordnung skalieren dann mit LN−1 LηH . Nach ku¨rzen des gemeinsamen Vor-
faktors L
N−1η
² verbleibt ein Vorfaktor von 1. Damit ist (2) skaliert:
(2ˆ) = −
∫
Mˆ
∫ hˆ
0
pˆT r(PˆMDM ζ˜∗Ryˆ)χyˆdyˆdµMˆ .
3. Fu¨r den viskosen Spannungsterm verwenden wir Proposition 2.10:
2η
∫
Q
Dζ : (Du)SdµQ = 2η
∫
M
∫ h
0
[Dζ∗ : (Du)S ] ◦ ϕyχydydµM .
Um den Integranden zu berechnen benutzen wir Proposition 2.9 fu¨r den symmetrischen An-
teil von Du. Dabei bezeichnet u˜∗ = PM (u ◦ ϕy) den tangentialen Anteil der transformierten
Geschwindigkeit und u˜n = n • (u ◦ ϕy) die Normalkomponente.
2
[
(Du)S
] ◦ ϕy = [Du+ (Du)T ] ◦ ϕy
= PMDM u˜∗Ry + ∂yu˜∗ ⊗ n+ n⊗ (KRyu˜∗) + n⊗Ry∇M u˜n + 2∂yu˜nn⊗ n
− 2u˜nKRy +Ry(PMDM u˜∗)T + n⊗ ∂yu˜∗ + (KRyu˜∗)⊗ n+Ry∇M u˜n ⊗ n.
Damit folgt wieder mit Proposition 2.9 angewendet auf die Testfunktion:
2
(
Dζ∗ : (Du)S
)
◦ ϕy =
(
PMDM ζ˜∗Ry + n⊗ (KRy ζ˜∗) + ∂y ζ˜∗ ⊗ n
)
:
(
PMDM u˜∗Ry + ∂yu˜∗ ⊗ n+ n⊗ (KRyu˜∗) + n⊗Ry∇M u˜n + 2∂yu˜nn⊗ n
− 2u˜nKRy +Ry(PMDM u˜∗)T + n⊗ ∂yu˜∗ + (KRyu˜∗)⊗ n+Ry∇M u˜n ⊗ n
)
.
Ausmultiplizieren ergibt zusammen mit der Tatsache, dass ∂yu˜ = ∂yw˜:
2
[
Dζ∗ : (Du)S
] ◦ ϕy = (PMDM ζ˜∗Ry) : (PMDM u˜∗Ry − 2u˜nKRy +Ry(PMDM u˜∗)T )
+ (KRy ζ˜∗ + ∂y ζ˜∗) • (KRyu˜∗+Ry∇M u˜n+ ∂yw˜∗).
Die Terme ho¨chster Ordnung skalieren mit einem Faktor von ηL
N
H . Nach ku¨rzen des gemeinsamen
Vorfaktors L
N−1η
² verbleibt ein Vorfaktor von 1. Damit ist (3) skaliert:
(3ˆ) =
∫
Mˆ
∫ hˆ
0
∂yˆ ζ˜
∗ • (∂yˆwˆχyˆ + ²∇Mˆ vˆn + ²Kˆuˆ∗) + ²Kˆζ˜∗ • ∂yˆwˆdyˆdµMˆ +O(²2).
4. Der Kraftterm im Bulk besitzt das selbe Skalierungsverhalten wie die Tra¨gheitsterme und ska-
liert somit zur Ordnung ²2Re. Daher ist dieser Term zu vernachla¨ssigen.
5. Nun zum Oberfla¨chenspannungsterm. Es ist:
−
∫
Σ
Dζ∗ : ΠdµΣ =
∫
Σ
σdivΣ(ζ∗)dµΣ =
∫
Σ
divΣ(σζ∗)dµΣ −
∫
Σ
∇Σσ • ζ∗dµΣ = (?) + (†).
Behandle beide Terme getrennt. Fu¨r (?) verwenden wir die Formulierung aus Definition 2.18:
(?) =
∫
Σ
divΣ(σζ∗)dµΣ = −−→κ ◦ ϕh
(
σ˜ζ˜∗χh
)
.
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Nach Skalierung aus Abschnitt 2.15 erhalten wir an dieser Stelle fu¨r den Term ho¨chster Ordnung
einen Faktor LN−1 SSaW²2 . Dann erha¨lt dieser Ausdruck nach Ku¨rzen des gemeinsamen Vorfaktors
LN−1η
² aufgrund von S = ηW einen Faktor von
Sa
² . Anwenden der skalierten Version von Satz
2.19 liefert dann:
(?ˆ) = −Sa
²
∫
Mˆ
(kˆ + ²hˆ|Kˆ|2 +O(²2)− ²∇Mˆ hˆ • ∇Mˆ)(( ²
2
Saσˆ+1)ζ˜
∗• (n− ²Rhˆ∇Mˆ hˆ)χhˆ)dµMˆ .
Dabei ist der Operator ∇Mˆ so zu verstehen, dass er auf den Term in der Klammer angewendet
wird. Es ist ζ˜∗ • n = 0, daher fa¨llt der Normalenanteil weg und wir ko¨nnen ein ² ku¨rzen:
(?ˆ) = Sa
∫
M
(kˆ + ²hˆ|Kˆ|2 − ²∇Mˆ hˆ • ∇Mˆ )(ζ˜∗ •Rhˆ∇Mˆ hˆχhˆ)dµMˆ +O(²2).
Fu¨r (†) folgt mit Proposition 2.11:
(†) = −
∫
Σ
∇Σσ • ζ∗dµΣ = −
∫
M
(∇Σσ) ◦ ϕh • ζ∗ ◦ ϕhχhdµM .
Da σ nur unter dem Gradienten vorkommt, liefert die Skalierung aus Abschnitt 2.15 als Vor-
faktor fu¨r den Term ho¨chster Ordnung LN−1 SW . Dann erha¨lt dieser Ausdruck nach Ku¨rzen des
gemeinsamen Vorfaktors L
N−1η
² wegen S = ηW einen Faktor von ². Proposition 2.14 ergibt
dann:
(†ˆ) = −²
∫
Mˆ
∇Mˆ (σˆ ◦ ϕhˆ) • ζ∗ ◦ ϕhˆdµMˆ +O(²2).
6. Der Slip-Term ist schon auf M definiert. Wir brauchen also nicht zu transformieren. Skalieren
wie Abschnitt 2.15 liefert dann einen Vorfaktor von LN−1 η² , der beim Ku¨rzen des gemeinsamen
Faktors verschwindet.
Damit sind alle Terme entdimensionalisiert und wir ko¨nnen fu¨r den Rest des Beweises auf die Kenn-
zeichnung mit einem Hu¨tchen verzichten. Unter Vernachla¨ssigung aller Terme der Ordnung O(²2)
ergibt sich dann insgesamt, wenn wir mit dem distributionellen Druck P aus Satz 2.20 formulieren:∫
M
∫ h
0
∂yζ
∗ • [∂yw∗(1− ²yk) + ²∇Mvn + ²K(w∗ + v∗)] dydµM
+
∫
M
∫ h
0
²Kζ∗ • ∂yw∗dydµM −P
(∫ h
0
Tr(PMDMζ∗Ry)(1− ²yk)dy
)
− P
(
ζ∗|h •Rh∇Mh(1− ²hk)
)
−
∫
M
²ζ∗|h • ∇MσdµM +
∫
M
ζ∗|0 • Cw∗|0dµM = 0. (6.1.1)
Dabei schreiben wir abku¨rzenderweise ζ statt ζ ◦ ϕy bzw. ζ|h statt ζ ◦ ϕh und w fu¨r w ◦ ϕy. Es
bezeichnet w∗|0 die tangentiale Relativgeschwindigkeit der Flu¨ssigkeit zum Substrat. Wir setzen in
Gleichung (6.1.1) zuna¨chst ² = 0 und berechnen dann im na¨chsten Schritt die Terme ho¨herer Ordnung.∫
M
∫ h
0
∂yζ
∗ • ∂yw∗dydµM − P
(∫ h
0
divM (ζ∗)dy
)
− P(ζ∗h • ∇Mh) +
∫
M
ζ∗|0 • Cw∗|0dµM = 0.
Wir integrieren nun derart partiell, dass alle Ableitungsoperationen auf die Testfunktion fallen:∫
M
∫ h
0
− ∂yyζ∗ • w∗dydµM − P
(
divM (
∫ h
0
ζ∗dy)
)
+
∫
M
[
∂yζ • w∗]h0 + ζ∗|0 • Cw∗|0
)
dµM = 0. (?)
Integriere diese gewo¨hnliche Differentialgleichung schwach, dazu setze zu ξ : Q −→ RNwie oben als
Testfunktion:
ζ∗ =
∫ y
0
∫ h
z
ξ ◦ ϕsdsdz.
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Dann folgt, wenn wir ϕ nicht mehr ausschreiben:∫
M
∫ h
0
ξ • w∗dydµM − P
(
divM
∫ h
0
∫ y
0
∫ h
z
ξdsdzdy
)
−
∫
M
∫ h
0
ξ • w∗|0dsdµM = 0.
Mit Lemma 6.2 ergibt sich dann:∫
M
∫ h
0
ξ • (w∗ − w∗|0)dydµM −P
(
divM
∫ h
0
(hy − 1
2
y2)ξ
)
= 0.
Um w∗0 zu berechnen setzen wir in (?) als Testfunktion ζ ◦ϕy = (C−1)T ξ, wobei ξ nicht von y abha¨ngt.
Wir bemerken, das aus dem Entropieprinzip folgt, dass die Reibungsmatrix C positiv definit ist, und
daher invertierbar (siehe [Al3]). Damit folgt sofort:∫
M
w∗|0ξdµM = P
(
divM ((C−1)Thξ)
)
.
Um die Geschwindigkeit zu ho¨herer Ordnung zu berechnen, verwenden wir folgende Formel, die auf
der Vertauschbarkeit von Ableitungen der Parametrisierung und der parametrisierten Normale beruht.
Die Aussage ist zeitunabha¨ngig formuliert und wird spa¨ter zu jedem Zeitpunkt verwendet. Es ist
daher nicht notwendig fu¨r alle Zeiten eine Parametrisierung zu haben, in der die Fundamentalformen
diagonalisieren.
Lemma 6.4. Sei M eine 2-dimensionale, orientierte C3-Fla¨che mit mittlerer Kru¨mmung k und
Weingarten-Abbildung K. Sei PM die orthogonale Projektion auf den Tangentialraum TxM . Fu¨r
tangentiale Vektorfelder F ∈ C1(M ;TM) gilt dann:
divM ((kId−K)F ) = (kId−K) : PMDMF.
Beweis. Wa¨hle eine Kartenabbildung Ψ : D −→ M derart, dass erste und zweite Fundamentalform
diagonalisieren (siehe [Kr]), d.h. I = diag(a1, a2) und II = diag(b1, b2). Die Formel ist eine lokale
Aussage, daher reicht es, sie kartenweise zu zeigen. Dann lassen sich orthogonale Basisvektoren des
Tangentialraums darstellen durch ei = 1ai ∂xiΨ und ∂xin = −kiaiei, wobei ki die Hauptkru¨mmungen
sind. Wir ko¨nnen die Normale n zweimal ableiten und erhalten:
−∂x1(k2a2e2) = ∂x2∂x1n = −∂x2(k1a1e1).
Multiplizieren dieser Gleichung mit e1 ergibt wegen (∂x2e1)•e1 = 0 dann ∂x1(k2a2e2)•e1 = ∂x2(k1a1).
Weiterhin wenn wir Ψ zweimal ableiten: ∂x1(a2e2) = ∂x2∂x1Ψ = ∂x2(a1e1). Also folgt wie oben und
mit 0 = ∂x1(e1 • e2) = ∂x1(e1) • e2 + ∂x1(e2) • e1 das Folgende:
∂x2(k1a1) = ∂x1(k2a2e2) • e1 = ∂x1(k2a2)e2 • e1 + k2a2∂x1(e2) • e1 = −k2a2∂x1(e1) • e2.
Analog gilt ∂x1(k2a2) = −k1a1∂x2(e2) • e1. Die Divergenz hat in diesen Koordinaten die Darstellung:
divM (F ) =
1
a1a2
[∂x1(a2e1 • F ) + ∂x2(a1e2 • F )] .
Also ko¨nnen wir rechnen:
divM((kId−K)F ) = 1
a1a2
[∂x1(a2k2e1 • F ) + ∂x2(a1k1e2 • F ) ]
=
1
a1a2
[∂x1(a2k2)e1•F + ∂x2(a1k1)e2•F ]+
1
a1a2
[a2k2∂x1(e1)•F + a1k1∂x2(e2)•F ]
+
1
a1a2
[a2k2e1 • ∂x1F + a1k1e2 • ∂x2F ]
=
1
a1a2
[−k1a1∂x2(e2) • e1e1 • F − k2a2∂x1(e1) • e2e2 • F ]
+
1
a1a2
[a2k2∂x1(e1) • e2e2 • F + a1k1∂x2(e2) • e1e1 • F ]
+
1
a1a2
[a2k2e1 • ∂x1F + a1k1e2 • ∂x2F ]
= (kId−K) : PMDF.
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Fu¨r die Geschwindigkeit zu ho¨herer Ordnung beno¨tigen wir eine Verallgemeinerung von Lemma 6.2.
Lemma 6.5. (Adjungierte Integration) Sei h ∈ R und ξ, q ∈ L1[0, h]. Dann gilt:∫ h
0
q(y)
∫ y
0
ξ(s)dsdy =
∫ h
0
ξ(y)
∫ h
y
q(s)dsdy.
Beweis. Wie fu¨r Lemma 6.2.
Satz 6.6. (Explizite Geschwindigkeit zu ho¨herer Ordnung) Betrachte die Formulierung der
Impulserhaltung (2.1.5) aus Abschnitt 2.1. Voraussetzung 2.2 sei fu¨r alle Zeiten erfu¨llt. Weiterhin
sei die Slipmatrix C positiv definit. Dann besitzt die Distributionslo¨sung fu¨r die tangentiale Ge-
schwindigkeit der Flu¨ssigkeit uˆ∗ ∈ D(Dˆ) der Lubrikationsapproximation zum Skalenparameter ² = HL
wie in Abschnitt 2.15 beschrieben, bis auf Ordnung O(²2) ein kubisches Profil und ist gegeben durch
uˆ∗ ◦ ϕy = vˆ∗ + wˆ∗ ◦ ϕy mit:∫
Mˆ
∫ hˆ
0
wˆ∗ ◦ ϕyˆ • ξ ◦ ϕyˆdyˆdµMˆ =²
∫
Mˆ
∫ hˆ
0
ξ ◦ ϕyˆ • ((y Id+C−1)∇Mˆ σˆ − yKv∗ − y∇M vˆn)dyˆdµM
−P
(
divMˆ
∫ hˆ
0
W (yˆ)T ξ ◦ ϕyˆdyˆ
)
+O(²2)
fu¨r Testfunktionen ξ ∈ C2(Q;RN ) mit n • ξ ◦ ϕy = 0 und kompaktem Tra¨ger von ξ ◦ ϕyˆ in Mˆ . Dabei
ist P der Druck als Distribution aus Satz 2.20 und W (yˆ) ist gegeben durch:
W (yˆ) = (
1
2
yˆ2 − hˆyˆ + ²1
6
yˆ3k + ²
1
2
hˆ2yˆkˆ − ²1
2
hˆyˆ2k)Id− hˆCˆ−1 + ²1
6
yˆ3K + ²yˆhˆKˆCˆ−1 + ²
1
2
hˆ2kˆC−1.
Wenn alles glatt ist, ist diese Behauptung a¨quivalent zu:
wˆ∗ =W (yˆ)∇Mˆ pˆ+ ²(yˆId+ Cˆ−1)∇Mˆσ − ²Kˆyˆvˆ∗ − ²yˆ∇Mˆ vˆn +O(²2).
Beweis. Um im Folgenden bis auf Ordnung O(²2) genau zu berechnen, entwickeln wir die Geschwin-
digkeit in ²: wˆ∗ = wˆ∗0 + ²wˆ∗1 + O(²2). Dann setzen wir die Geschwindigkeit niedriger Ordnung w∗0
aus Satz 2.21 in Gleichung (6.1.1) aus dem Beweis von Satz 6.3 ein und formulieren alles mit dem
distributionellen Druck aus Satz 2.20. Fu¨r den Rest des Beweises verzichten wir darauf die Hu¨tchen
zu fu¨hren.∫
M
∫ h
0
∂yζ
∗ • [∂yw∗1 +Kv∗ +∇Mvn] dydµM
− P
(
divM
∫ h
0
K∂yζ
∗(
1
2
y2 − hy − hC−1)
)
+ P
(
divM
∫ h
0
(y2 − hy)k∂yζ∗dy
)
− P
(
divM
∫ h
0
Kζ∗(y − h)dy
)
+ P
(∫ h
0
yTr((kId−K)PMDMζ∗)dy
)
+ P
(
ζ∗|h • h(kId−K)∇Mh
)
−
∫
M
ζ∗|h • ∇MσdµM +
∫
M
ζ∗|0 • Cw∗1|0dµM = 0.
Es ist wegen der Symmetrie von K und nach Proposition 6.4:
Tr((kId−K)PMDMζ∗) = (kId−K) : PMDMζ∗ = divM ((kId−K)ζ∗).
Diesen Term ha¨tte man auch erwartet, wenn man in der starken Formulierung des Ausgangsmodells
mit dem Gradienten des Druckes gerechnet ha¨tte. Damit folgt:
P
(∫ h
0
yTr((kId−K)PMDMζ∗)dy
)
+ P
(
ζ∗|h • h(kId−K)∇Mh
)
= P
(
divM
∫ h
0
y(kId−K)ζ∗dy
)
.
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Wenn wir dies verwenden und wie vorher derart partiell integrieren, so dass alle Ableitungen auf die
Testfunktion fallen, erhalten wir:
−
∫
M
∫ h
0
∂yyζ
∗ • w∗1dydµM +
∫
M
[∂yζ∗ • w∗1]h0dµM +
∫
M
∫ h
0
∂yζ
∗ • (Kv∗ +∇Mvn)dydµM
− P
(
divM
∫ h
0
((yh− y2)kId+ (1
2
y2 − hy)K − hKC−1)∂yζ∗dy
)
− P
(
divM
∫ h
0
((2y − h)K − ykId)ζ∗dy
)
−
∫
M
ζ∗|h • ∇MσdµM +
∫
M
ζ∗|0 • Cw∗1|0dµM = 0. (?)
Auch um die Terme ho¨herer Ordnung zu berechnen, mu¨ssen wir diese schwache gewo¨hnliche Dif-
ferentialgleichung fu¨r w∗1 lo¨sen und wa¨hlen daher wie zuvor zu ξ : Q −→ RN mit ξ • n = 0 als
Testfunktion:
ζ∗ =
∫ y
0
∫ h
z
ξ ◦ ϕsdsdz.
Damit ergibt sich, wenn wir nur noch ξ statt ξ ◦ ϕy schreiben:∫
M
∫ h
0
ξ • w∗1dydµM −
∫
M
∫ h
0
ξ • w∗1|0dydµM +
∫
M
∫ h
0
∫ h
y
ξ • (Kv∗ +∇Mvn)dzdydµM
− P
(
divM
∫ h
0
((yh− y2)kId+ (1
2
y2 − hy)K − hKC−1)
∫ h
y
ξdzdy
)
− P
(
divM
∫ h
0
((2y − h)K − ykId)
∫ y
0
∫ h
z
ξdsdzdy
)
−
∫
M
∇Mσ •
∫ h
0
∫ h
z
ξdsdzdµM = 0.
Dann folgt mit Lemma 6.5:∫
M
∫ h
0
ξ • w∗1dydµM −
∫
M
∫ h
0
ξ • w∗1|0dydµM +
∫
M
∫ h
0
yξ • (Kv∗ +∇Mvn)dydµM
− P
(
divM
∫ h
0
((
1
2
y2h− 1
3
y3)kId+ (
1
6
y3 − 1
2
hy2)K − hyKC−1)ξdy
)
− P
(
divM
∫ h
0
((−1
3
y3 +
1
2
hy2)K + (−1
2
h2y +
1
6
y3)kId)dy
)
−
∫
M
∇Mσ •
∫ h
0
yξdydµM = 0.
Und wenn wir gleiche Terme zusammenfassen:∫
M
∫ h
0
ξ • (w∗1−w∗1|0)dydµM +
∫
M
∫ h
0
yξ • (Kv∗ +∇Mvn −∇Mσ)dydµM
−P
(
divM
∫ h
0
((
1
2
y2h− 1
2
yh2 − 1
6
y3)kId− 1
6
y3K − hyKC−1)ξdy
)
= 0.
Um schließlich noch w∗1|0 zu berechnen setzen wir in (?) als Testfunktion ζ∗ ◦ ϕy = (C−1)T ξ, wobei
ξ nicht von y abha¨ngt, ein:
−P
(
divM ((C−1)T ξ
∫ h
0
((2yK − hK − ykId)dy)
)
−
∫
M
(C−1)T ξ • ∇MσdµM +
∫
M
ξ • w∗1|0dµM = 0.
Damit folgt:
P
(
divM ((C−1)T ξ
1
2
h2k)
)
−
∫
M
ξ • C−1∇MσdµM +
∫
M
ξ • w∗1|0dµM = 0.
6.2 Verwendete Sa¨tze fu¨r Analysis auf Fla¨chen 129
6.2 Verwendete Sa¨tze fu¨r Analysis auf Fla¨chen
Wir liefern noch einige ha¨ufig verwendete Sa¨tze fu¨r Analysis auf evolvierenden Fla¨chen nach.
Satz 6.7. (Federers Coarea-Formel) Sei f : RN −→ RM , M ≤ N lokal Lipschitz, D ∈ B(RM )
eine Borelmenge sowie u ∈ L1(RN ). Definiere:
J ∗f(x) =
√
detDf(x)Df(x)T .
Dann gilt: ∫
f−1(D)∩{J ∗f>0}
u(x)dLN (x) =
∫
D
∫
f−1(y)
u(x)
J ∗f(x)dH
N−M (x)dLM (y),
und die rechte Seite ist integrierbar.
Beweis. [Fed]
Satz 6.8. (Transformationssatz fu¨r Fla¨chen) Sei m ≤ n, n˜ ∈ N. Seien M ⊂ Rn, M˜ ⊂ Rn˜
m-dimensionale, orientierte C1-Fla¨chen. Sei τ : M˜ −→ M ein orientierungserhaltender C1- Diffeo-
morphismus. Sei f ∈ L1(M). Dann ist (f ◦ τ)J τ ∈ L1(M˜) mit:
J τ(x˜) =
√
det
[
∂eiτ(x˜) • ∂ejτ(x˜)
]
i,j
,
wobei (ei)i=1..n−1 eine Orthonormalbasis von Tx˜M˜ ist. Dann gilt:∫
M
f(x)dHm(x) =
∫
M˜
f ◦ τ(x˜)J τ(x˜)dHm(x˜),
und die rechte Seite ist integrierbar.
Beweis. [Ja¨]
Satz 6.9. (Transporttheorem fu¨r evolvierende Fla¨chen) SeiM ⊂ Rn eine kompakte, d-dimensionale,
evolvierende C2-Fla¨che, 1 ≤ d ≤ n. Bezeichnen wir mit κ den Kru¨mmungsvektor und mit vM den
Geschwindigkeitsvektor von M . Weiterhin seien ν∗ die a¨ußere Konormale des Randes und v∂M der
Geschwindigkeitsvektor des Randes. Dann gilt fu¨r u ∈ C1(M¯):
d
dt
∫
Mt
udHd =
∫
Mt
∂Mt u− uκ • vMdHd +
∫
∂Mt
uv∂M • ν∗dHd−1.
Beweis. [Al3] oder [DE1].
Satz 6.10. (Partielle Integration auf Fla¨chen) Sei 1 ≤ d ≤ N undM ⊂ RN eine d-dimensionale
C2-Fla¨che. Es sei Ω ⊂M relativ offen, Ω¯ ⊂M und ∂Ω sei Hd−1-fast u¨berall von der Klasse C1. Sei
f ∈ C1(Ω¯;Rd) und divM (f) ∈ L1(Ω). Es bezeichne κ den Kru¨mmungsvektor von M und ν∗ die a¨ußere
Konormale an ∂Ω. Dann gilt:∫
Ω
divM (f) + f • κdHd =
∫
∂Ω
f • ν∗dHd−1.
Beweis. In [GT] ohne Randterm, in [Tay] mit Randterm fu¨r Tangentialfelder.
Satz 6.11. (Eulersche Entwicklungsformel) Sei M ⊂ [0, T ]×RN evolvierende Fla¨che der Klasse
C2 mit Geschwindigkeit v. Sei Φt :M0 −→Mt ein Diffeomorphismus mit ∂tΦt = v ◦Φt und Φ0 = Id.
Zu h > 0 setze Φht = Φt+h ◦ Φ−1t . Dann konvergieren fu¨r h −→ 0:
DMtΦht − IdMt
h
−→ DMtv und JΦ
h
t − 1
h
−→ divMt(v).
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Beweis. Nach der Kettenregel ist: DMtΦht − Id = DM0(Φt+h−Φt) ◦Φ−1t DMtΦ−1t . Teilen durch h > 0
und Grenzu¨bergang liefern die erste Behauptung mit der Kettenregel. Die zweite Behauptung folgt
analog zusammen mit der Ableitungsregel fu¨r die Determinante (siehe z.B. [EGK]).
Proposition 6.12. (Zeitableitung der Kru¨mmung) Sei M eine orientierte, evolvierende (N −
1)-dimensionale C3-Fla¨che mit Normalen n und Normalgeschwindigkeit vnn. Es bezeichne K die
Weingarten-Abbildung und k die mittlere Kru¨mmung. Dann gelten die folgende Formeln:
∂Mt k = vn|K|2 +∆Mvn,
1
2
∂Mt |K|2 = K : (vnK2 +D2vn).
Beweis. Folgt aus Anwendung von Divergenz und Differential auf Proposition 2.7 zusammen mit den
entsprechenden Vertauschungsrelationen von Raum- und Zeitableitung, die wie in Proposition 3.12
zu zeigen sind. Die erste Aussage findet man auch in [Wil], Abschnitt 7.
Proposition 6.13. (Poincare´-Ungleichung auf evolvierenden Fla¨chen) Sei 1 < p < ∞. Sei
M ⊂ [0, T ]×RN eine d-dimensionale, kompakte, zusammenha¨ngende, evolvierende Fla¨che der Klasse
C1. Dann existiert eine Konstante C > 0, so dass fu¨r alle t ∈ [0, T ] und fu¨r alle u ∈ W 1,p(Mt) mit∫
Mt
udHd = 0 gilt:
‖u‖Lp(Mt) ≤ C‖∇Mu‖Lp(Mt).
Beweis. Mit Widerspruchsbeweis wie im klassischen Fall (siehe [Al1]) unter Verwendung des Trans-
formationssatzes fu¨r Fla¨chen 6.8 und Kompaktheit im Zeitparameter.
6.3 Symbolverzeichnis
Id Die Identita¨tsabbildung
Tr Die Spurabbildung
Im(F ) Der Bildraum einer Abbildung F
Span(ai) Die lineare Hu¨lle der Vektoren ai
f ◦ g Die Konkatenation zweier Abbildungen f, g
[f > 0] Die Menge aller Punkte x fu¨r die f(x) > 0 gilt
χΩ Die charakteristische Funktion einer Menge Ω
O(²) Terme der Gro¨ßenordnung ² in der Landauschen O-Notation
V ∗ Der topologische Dualraum eines normierten Banachraumes V
Ln Das n-dimensionale Lebesgue-Maß
Hd Das d-dimensionale Hausdorff-Maß
D′(D) Raum der Distributionen
Tt,xM Der Tangentialraum in Raum und Zeit der evolvierenden Fla¨che M
TxM Der Tangentialraum zur Fla¨che M
I, II Erste und zweite Fundamentalform
diag(ai) Diagonalmatrix mit den Eintra¨gen ai
A : B Skalarprodukt fu¨r Matrizen Tr(ATB)
AS Der symmetrische Anteil einer Matrix A
−
∫
Das Mittelwertintegral
[F ]ba Eine Stammfunktion F ausgewertet an den Intervallgrenzen a, b ∈ R
JΦ Die Jacobische einer Abbildung Φ
Ck stetig differenzierbar bis zur Ordnung k
Cα Ho¨lder-stetig zum Parameter α ∈ (0, 1)
C∞0 beliebig oft stetig differenzierbar mit kompaktem Tra¨ger
Ck,α k-mal stetig differenzierbar mit α-Ho¨lder-Stetigkeit der k-ten Ableitung
Ck,αloc lokal k-mal stetig differenzierbar mit α-Ho¨lder-Stetigkeit der k-ten Ableitung
Cm(Ck) Stetig differenzierbar in der Zeit zur Ordnung m und im Raum zur Ordnung k
(·, ·)L2(Ω) Das L2-Skalarprodukt des Hilbertraumes L2(Ω)
Hm(Ω) Sobolev-Raum Wm,2(Ω)
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Zusammenfassung der Arbeit
Modellierung und Existenztheorie du¨nner Filme auf evolvierenden Fla¨chen
von Uwe Wolfram Fermum
Bonn, November 2009
In dieser Arbeit bescha¨ftigen wir uns mit der Modellierung und Existenztheorie von du¨nnen Fil-
men inkompressibler, viskoser Flu¨ssigkeiten auf evolvierenden, d.h. sich bewegenden, gekru¨mmten
Fla¨chen. Du¨nne Filme treten in einer Vielzahl von technischen, physikalischen und biophysikalischen
Anwendungen auf. Dabei steht die Benetzung der Alveolen (Lungenbla¨schen) mit einem du¨nnen
Flu¨ssigkeitsfilm wa¨hrend dem respiratorischen Zyklus in unserem besonderen Interesse. Weiterhin
weiß man, dass oberfla¨chenaktive Substanzen, sogenannte Surfactants (surface active agents) eine
lebensnotwendige Rolle bei der Atmung spielen. Aufgrund der Geometrie eines Alveolus und der Dy-
namik der sta¨ndigen Kontraktion und Expansion wa¨hrend der Atmung ist es sinnvoll, du¨nne Filme
und auch das gekoppelte System von du¨nnem Film und Surfactants auf evolvierenden Fla¨chen zu
betrachten.
In dieser Arbeit zeigen wir, wie eine Erhaltungsgleichung fu¨r einen du¨nnen Film durch Lubrikationsap-
proximation im schwachen Sinne hergeleitet werden kann und wie wir auf diese Weise eine nichtlineare,
degeneriert parabolische Gleichung vierter Ordnung auf einer bewegten Fla¨che erhalten. Ebenso er-
halten wir eine gekoppelte nichtlineare Gleichung fu¨r die Dynamik eines unlo¨slichen Surfactants. Die
Hauptaufgabe dieser Arbeit besteht darin, die Existenz von Lo¨sungen dieser Gleichungen zu zeigen.
Wir werden einen Existenzsatz fu¨r einen du¨nnen Film auf einem ho¨chstens zweidimensionalen beweg-
ten Substrat sowie einen Existenzsatz fu¨r das gekoppelte System von du¨nnem Film und Surfactant auf
einem eindimensionalen bewegten Substrat beweisen. In beiden Fa¨llen sei die Bewegung des Substrats
a priori vorgegeben.
Die Konstruktion der Lo¨sungen erfolgt in beiden Fa¨llen durch ein dreistufiges Approximationsargu-
ment. Durch Beschra¨nken und Regularisieren der Mobilita¨ten erha¨lt man approximative Probleme, die
mit Hilfe der Galerkin-Methode auf evolvierenden Fla¨chen gelo¨st werden ko¨nnen. Dabei wa¨hlen wir
eine schwache Formulierung der du¨nnen Filmgleichung, in der wir den Laplace-Beltrami Operator auf
die Testfunktion anwenden. Dies ermo¨glicht im Anschluss geeignete Abscha¨tzungen der approximati-
ven Lo¨sungen in der H1-Seminorm. Um in den Nichtlinearita¨ten zum Limes u¨berzugehen, zeigen
wir weiterhin eine geeignete Abscha¨tzung von Zeitdifferenzen. Nach dem Limes in der Galerkin-
Approximation sind weitere Grenzu¨berga¨nge in der regularisierten und beschra¨nkten Mobilita¨t zu
zeigen. Dabei treten wie im planaren Fall Abscha¨tzungen der zweifachen Stammfunktion der inver-
sen Mobilita¨t auf. Schließlich verwenden wir eine Abscha¨tzung der physikalischen Energie, die mit
der linearisierten Oberfla¨chenenergie u¨bereinstimmt, die im gekru¨mmten Fall von der Kru¨mmung des
Substrats abha¨ngt. Um von dieser Abscha¨tzung zu profitieren, verwenden wir weiterhin die Massener-
haltung der Gleichung und die Nichtnegativita¨t von Lo¨sungen des degenerierten Problems zusammen
mit geeigneten multiplikativen Interpolationsabscha¨tzungen.
Fu¨r das gekoppelte System von du¨nnem Film und Surfactants gehen wir a¨hnlich vor. Es wird dann
eine gemeinsame Abscha¨tzung von Oberfla¨chenenergie des du¨nnen Films und freier Energie der Sur-
factants eine entsprechende Rolle spielen. Die Restriktion auf eine Raumdimension begru¨ndet sich
auf die nicht zur Verfu¨gung stehende Abscha¨tzung der zweifachen Stammfunktion der inversen Mo-
bilita¨t. In einer Raumdimension stehen bessere Einbettungssa¨tze zur Verfu¨gung, mit deren Hilfe wir
gleichma¨ßige Konvergenz der Lo¨sungen zeigen ko¨nnen.
