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Maximal function, Littlewood–Paley theory, Riesz transform and
atomic decomposition in the multi-parameter flag setting
Yongsheng Han, Ming-Yi Lee, Ji Li and Brett D. Wick
Abstract
In this paper, we develop via real variable methods various characterisations of the Hardy
spaces in the multi-parameter flag setting. These characterisations include those via, the
non-tangential and radial maximal function, the Littlewood–Paley square function and area
integral, Riesz transforms and the atomic decomposition in the multi-parameter flag setting.
The novel ingredients in this paper include (1) establishing appropriate discrete Caldero´n
reproducing formulae in the flag setting and a version of the Plancherel–Po´lya inequalities for
flag quadratic forms; (2) introducing the maximal function and area function via flag Poisson
kernels and flag version of harmonic functions; (3) developing an atomic decomposition
via the finite speed propagation and area function in terms of flag heat semigroups. As
a consequence of these real variable methods, we obtain the full characterisations of the
multi-parameter Hardy space with the flag structure.
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Notation
• ‖ · ‖2: the L2 norm on Rn+m, i.e., ‖ · ‖L2(Rn+m);
• ‖ · ‖1: the L1 norm on Rn+m, i.e., ‖ · ‖L1(Rn+m);
• S(Rn): Schwartz test function space on Rn;
• Ms: the strong maximal function on Rn × Rm, see definition in (2.15);
• MF : the flag maximal function on Rn × Rm, see Definition 3.1;
• gF (f): flag Littlewood–Paley square function via flag Schwartz function ψ, see Definition 1.1;
• SF (f): flag Littlewood–Paley area function via flag Schwartz function ψ, see Definition 1.2;
• M∗φ(f) : flag non-tangential maximal function via flag Schwartz function φ, see Definition 1.2;
• M+φ (f) : flag radial maximal function via flag Schwartz function φ, see Definition 1.5;
• H1F (Rn × Rm) : The flag Hardy spaces, see Definition 1.7;
• △(1) : the Laplacian on Rn+m, see Definition 1.9;
• △(2) : the Laplacian on Rm, see Definition 1.9;
• ℓ(Q) : the sidelength of the cube Q;
• H1F,at,M (Rn × Rm): the atomic Hardy space, see Definition 1.10;
• R(1)j : the j-th Riesz transform on Rn+m, j = 1, 2, . . . , n+m;
• R(2)k : the k-th Riesz transform on Rm, k = 1, 2, . . . ,m;
• Rj,k = R(1)j ∗Rm R(2)k : the flag Riesz transforms;
• P (x, y) = P (1) ∗Rm P (2)(x, y) : the flag Poisson kernel, P (1)(x, y) and P (2)(z) are the classical
Poisson kernels on Rn+m and Rm, respectively;
• SF (U): the flag Lusin area integral via flag Poisson kernel, that is U(x, y, t, s) = Pt,s ∗ f(x, y), see
Definition 1.14;
• M1 : the Hardy–Littlewood maximal function on Rn+m;
• M2 : the Hardy–Littlewood maximal function on Rm;
• SF,△(1),△(2)(f): the area function associated with △(1) and △(2), see Definition 5.2;
• Ω: an open set in Rn × Rm with finite measure;
• m(Ω): the set of all maximal dyadic subrectangles contained in Ω.
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1 Introduction and statement of main results, applications
1.1 Background and main results
It was well-known that techniques from Fourier series and methods of complex analysis played a
seminal role in the classical harmonic analysis. After many improvements, mostly achieved by the
Caldero´n–Zygmund school, the real variable methods, such as, maximal function, Littlewood–
Paley square function, Lusin area integral, singular integrals and atomic decomposition have
come to more prominence.
For the classical one parameter case, the Hardy–Littlewood maximal function and Caldero´n–
Zygmund singular integrals commute with the usual dilations on Rn, δ · x = (δx1, . . . , δxn) for
δ > 0. This theory has been extensively studied and is by now well understood, see for example
the monograph [39]. On the other hand, the product theory began with the strong maximal
function and continued with the Marcienkiewicz multiplier. They commute with the multi-
parameter dilations on Rn, δ · x = (δ1x1, . . . , δnxn) for δ = (δ1, . . . , δn) ∈ Rn+. Product theory
has been studied, for example, in Gundy and Stein [19], R. Fefferman and Stein [8], R. Fefferman
[9, 10, 11], Chang and R. Fefferman [1, 2, 3], Journe´ [27], and Pipher [37]. More precisely, R.
Fefferman and Stein [8] studied the Lp boundedness (1 < p < ∞) for the product convolution
singular integral operators. Journe´ in [27] introduced non-convolution product singular integral
operators, established the product T1 theorem and proved the L∞ → BMO boundedness for
such operators. The product Hardy space Hp (Rn × Rm) was first introduced by Gundy and
Stein [19]. Later, Chang and R. Fefferman [1, 2, 3] developed the atomic decomposition and
established the dual space of the Hardy space H1 (Rn × Rm), namely the product BMO space,
denoted by BMO(Rn ×Rm).
Note that the product theory has an explicit underlying multi-parameter product structure.
However, when the underlying multi-parameter structure is not explicit, but only implicit, an
appropriate Lp theory, with 1 < p < ∞, has only recently been developed. To be precise, in
[30, 31], Muller, Ricci and Stein studied the Marcinkiewicz multipliers on the Heisenberg group
Hn associated with the sub-Laplacian on Hn and the central invariant vector field, and obtained
the Lp boundedness for 1 < p < ∞. This is surprising since these multipliers are invariant
under a two parameter group of dilations on Cn × R, while there is no two parameter group
of automorphic dilations on Hn. Moreover, they showed that Marcinkiewicz multipliers can
be characterized by a convolution operator of the form f ∗ K where, K is a flag convolution
kernel, which satisfies the size, smoothness conditions lying in between the one-parameter and
product singular integrals. The crucial idea is that Muller, Ricci and Stein introduced and
studied the natural implicit structure on the Heisenberg group Hn, named flag setting, given via
the following projection π from Hn × R onto Hn: f = πF with F ((z, t), s) on Hn × R and f
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on Hn as follows:
F
(
(z, t), s
)
on Hn × R with (z, t) ∈ Hn = Cn × R and s ∈ Ryπ
f(z, t) on Hn,
where the projection π, (f := πF ), is defined as
f(z, t) = πF (z, t) =
∫
R
F
(
(z, t− s), s) ds.
Later, Nagel, Ricci and Stein [33] studied the flag singular integrals on Euclidean space
and applications on certain quadratic CR submanifolds of Cn. Nagel, Ricci, Stein and Wainger
[34, 35] further generalised the theory of singular integrals with flag kernels to a more general
setting, namely, that of homogeneous groups. They proved that on a homogeneous group singular
integral operators with flag kernels are bounded on Lp, 1 < p < ∞, and form an algebra. See
also [16, 17, 18, 7] for related work.
At the endpoint, it is natural to expect that certain Hardy space and BMO bounds are
available. However, the lack of automorphic dilations underlies the failure of such multipliers to
be in general bounded on the classical Hardy space and also precludes a pure product Hardy
space theory on the Heisenberg group. This was the original motivation in [25] to develop
a theory of flag Hardy spaces Hpflag, 0 < p ≤ 1 on the Heisenberg group Hn, that is, in a
sense ‘intermediate’ between the classical Hardy spaces Hp(Hn) and the product Hardy spaces
Hpproduct(C
n × R). The flag Hp theory on the Heisenberg group developed in [25] includes the
discrete version of the Caldero´n reproducing formula associated with the given multi-parameter
structure and the Plancherel–Po´lya type inequality in this setting. They established the flag
Hardy spaces Hpflag(H
n) via the discrete Littlewood–Paley square function, and then studied
the dual space CMOpflag(H
n) using the corresponding Carleson measures. Caldero´n–Zygmund
decomposition in terms of functions in Hpflag(H
n) and interpolation has also been developed.
In [24] they showed that singular integrals with flag kernels, which include the aforementioned
Marcinkiewicz multipliers, are bounded on Hpflag(H
n), as well as from Hpflag(H
n) to Lp(Hn),
for 0 < p ≤ 1. Moreover, in [25] they constructed a singular integral with a flag kernel on the
Heisenberg group, which is not bounded on the classical Hardy space H1(Hn). Since, as pointed
out in [25], the flag Hardy space Hpflag(H
n) is contained in the classical Hardy space Hp(Hn),
this counterexample implies that H1flag(H
n) $ H1(Hn).
It was well-known that both of the classical and product multi-parameter Hardy spaces can
be characterized by the real variable methods, such as, Riesz transforms, maximal functions, the
Littlewood–Paley square function and Lusin area integrals, as well as atomic decompositions,
see [8]. Thus, a natural question arises:
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Q: Can one develop all these real variable methods in the multi-parameter flag structure
setting?
The main purpose of this paper is to address this question, focusing on the case of Rn×Rm
associated with flag structure induced by a projection, which was a simplified model of Mu¨ller,
Ricci and Stein, and was studied by Nagel, Ricci and Stein [33], as well as Nagel, Ricci, Stein
and Wainger [34, 35]
F
(
(x, y), z
)
on Rn+m × Rmyπ
f(x, y) on Rn × Rm,
where the projection π, (f := πF ), is defined as
f(x, y) = πF (x, y) :=
∫
Rm
F
(
(x, y − z), z) dz.
To be precise, the main results of this paper develop the real variable methods, maximal
functions, the Littlewood–Paley square function and the Lusin area integrals, Riesz transforms,
as well as atomic decompositions, in the more complicated multi-parameter flag structure setting.
As a consequence, using these real variable methods, we obtain the full characterisations of flag
Hardy space H1F (R
n × Rm).
1.2 Statement of main results
To state the main results of this paper, one requires several definitions. To begin with, we first
introduce the Littlewood–Paley square function and Lusin area integrals associated with the flag
structure on Rn×Rm. For this purpose, let ψ(1) ∈ S(Rn+m) with supp ψ̂(1) ⊂
{
ξ : 12 ≤ |ξ| ≤ 2
}
and ∫ ∞
0
|ψ̂(1)(tξ)|2 dt
t
= 1 for all ξ ∈ Rn ×Rm \ {(0, 0)}.
Let ψ(2) ∈ S(Rm) with supp ψ̂(2) ⊂
{
η : 12 ≤ |η| ≤ 2
}
and∫ ∞
0
|ψ̂(2)(sη)|2 ds
s
= 1 for all η ∈ Rm \ {0}.
Applying the projection of Mu¨ller, Ricci and Stein, we set
ψt,s(x, y) = ψ
(1)
t ∗Rm ψ(2)s (x, y) :=
∫
Rm
ψ
(1)
t (x, y − z)ψ(2)s (z)dz, (1.1)
where ψ
(1)
t (x, y) = t
−(n+m)ψ(1)(xt ,
y
t ) and ψ
(2)
s (z) = s−mψ(2)(zs ).
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Definition 1.1. For f ∈ L1(Rn+m), the Littlewood–Paley square function gF (f) is defined by
gF (f)(x, y) =
{∫ ∞
0
∫ ∞
0
∣∣∣ψt,s ∗ f(x, y)∣∣∣2 dt
t
ds
s
}1/2
,
where ψt,s(x, y) is the same as in (1.1).
We now introduce the Lusin area integral associated with the flag structure.
Definition 1.2. For f ∈ L1(Rn+m), the Lusin area integral of f is defined by
SF (f)(x, y) =
{∫
Rn+1+
∫
Rm+1+
χt,s(x− x1, y − y1)|ψt,s ∗ f(x1, y1)|2 dx1dt
tn+m+1
dy1ds
sm+1
}1/2
,
where χt,s(x, y) = χ
(1)
t ∗Rm χ(2)s (x, y), χ(1)t (x, y) = χ(1)(xt , yt ), χ
(2)
s (z) = χ(2)(
z
s ), χ
(1)(x, y) and
χ(2)(z) are the indicator functions of the unit balls of Rn+m and Rm, respectively.
Note that the projection of Mu¨ller, Ricci and Stein is involved in χt,s(x, y).
To define maximal functions associated with the flag structure, applying the projection of
Mu¨ller, Ricci and Stein, we first introduce the following collection of functions that will be used
to build the maximal functions.
Definition 1.3. Let φ(x, y) = φ(1) ∗Rm φ(2)(x, y), where φ(1) ∈ S(Rn+m) and φ(2) ∈ S(Rm)
satisfying ∫
Rn+m
φ(1)(x, y)dxdy =
∫
Rm
φ(2)(z)dz = 1.
We denote DF (Rn ×Rm) by the collection of all functions φ that satisfies the above conditions.
The non-tangential maximal function is defined by
Definition 1.4. Let φ ∈ DF (Rn × Rm). For each f ∈ L1(Rn+m), the non-tangential maximal
function of f is defined by
M∗φ(f)(x, y) = sup
(x1,y1,t,s)∈Γ(x,y)
|φt,s ∗ f(x1, y1)|,
where φt,s(x, y) = φ
(1)
t ∗Rm φ(2)s (x, y), φ(1)t (x, y) = t−(m+n)φ(1)(xt , yt ), φ
(2)
s (z) = s−mφ(2)(zs ) and
Γ(x, y) = {(x1, y1, t, s) : |x− x1| ≤ t, |y − y1| ≤ t+ s}.
Similarly, we define the radial maximal function as follows.
Definition 1.5. Let φ ∈ DF (Rn × Rm). For any f ∈ L1(Rn+m), the radial maximal function
of f is defined by
M+φ (f)(x, y) = sup
t,s>0
|φt,s ∗ f(x, y)|,
where φt,s(x, y) is defined as in Definition 1.4.
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One of the main results of this paper is the following theorem.
Theorem 1.6. All the following norms
‖gF (f)‖1, ‖SF (f)‖1, ‖M∗φ(f)‖1, ‖M+φ (f)‖1
are equivalent for f ∈ L1(Rn+m).
As a consequence of Theorem 1.6, it is natural to introduce the flag Hardy space as follows.
Definition 1.7. The flag Hardy spaces H1F (R
n × Rm) is defined to be the collection of f ∈
L1(Rn+m) such that gF (f) ∈ L1(Rn+m). The norm of H1F (Rn × Rm) is defined by
‖f‖H1
F
(Rn×Rm) = ‖gF (f)‖1.
Remark 1.8. Note that the multi-parameter flag structure is involved in the Littlewood–Paley
square function gF (f), the Lusin area integral of SF (f), the non-tangential and radial maximal
function M∗φ(f) and M
+
φ (f). Therefore, the multi-parameter flag structure is involved in the
flag Hardy space. Moreover, the flag Hardy space H1F (R
n × Rm) can also be characterized by
the maximal functions, the Littlewood–Paley square function and the Lusin area integrals. We
would like to point out that the main results in this paper still hold for all 0 < p ≤ 1. The reason
this paper only deals with the case p = 1 is that we would like to keep the length of this paper
more reasonable and present the main ideas necessary for the case 0 < p ≤ 1. The extension to
the case for 0 < p < 1 is a lengthy technical exercise best left to the interested reader.
It was well-known that the atomic decomposition is a very important tool to study the
boundedness of singular integrals for the classical one parameter and product multi-parameter
Hardy spaces. However, the lack of the cancellation was a major difficulty in providing the
atomic decomposition for the flag Hardy space. In this paper, we develop a new approach to
provide an atomic decomposition for the flag Hardy space, namely the functional calculus, the
finite speed propagation and the flag heat semigroups are involved. The one-parameter result
was obtain in [26]. To do this, we introduce the atom as follows.
Definition 1.9. Let △(1) be the Laplacian on Rn+m and △(2) be the Laplacian on Rm and let
M be a positive integer. A function a(x1, x2) ∈ L2(Rn+m) is called a (1, 2,M)-atom if it satisfies
1) supp a ⊂ Ω, where Ω is an open set of Rn × Rm with finite measure;
2) a can be further decomposed into
a =
∑
R=I×J∈m(Ω)
ℓ(I)≤ℓ(J)
aR
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where the summation is running over all dyadic rectangles R = I × J ⊂ Rn × Rm such that
R is contained in m(Ω) and ℓ(I) ≤ ℓ(J), with m(Ω) denoting the set of all maximal dyadic
subrectangles contained in Ω, and there exists a series of function bR belonging to the domain
of (△(1))k1 ⊗2 (△(2))k2 in L2(Rn+m), for each k1, k2 = 1, · · · ,M, such that
(i) aR =
(
(△(1))M ⊗2 (△(2))M
)
bR;
(ii) supp
(
(△(1))k1 ⊗2 (△(2))k2
)
bR ⊂ 10R, k1, k2 = 0, 1, · · · ,M ;
(iii) ‖a‖2 ≤ |Ω|− 12 and k1, k2 = 0, 1, · · · ,M,∑
R=I×J∈m(Ω)
ℓ(I)−4M ℓ(J)−4M
∥∥∥(ℓ(I)2△(1))k1 ⊗2 (ℓ(J)2△(2))k2bR∥∥∥2
2
≤ |Ω|−1.
The atomic decomposition for the flag Hardy space is given by the following definition.
Definition 1.10. Let M > m/2. The Hardy spaces H1F,at,M (R
n × Rm) is defined as follows.
For f ∈ L2(Rn+m), we say that f = ∑j λjaj is an atomic (1, 2,M)-representation of f if
{λj}∞j=0 ∈ ℓ1, each aj is a (1, 2,M)-atom, and the sum converges in L2(Rn+m). The space
H1F,at,M (Ω) is defined to be
H1F,at,M(R
n × Rm) = {f ∈ L2(Rn+m) : f has an atomic (1, 2,M)-representation}
with the norm
‖f‖H1
F,at,M
:= inf
{ ∞∑
j=0
|λj| : f =
∞∑
j=0
λjaj is an atomic (1, 2,M)-representation
}
.
The atomic Hardy space H1F,at,M(R
n × Rm) is defined as the completion of H1F,at,M(Rn × Rm)
with respect to this norm.
Theorem 1.11. Suppose that M > m/2. Then
H1F (R
n ×Rm) = H1F,at,M (Rn × Rm).
Moreover,
‖f‖H1
F
(Rn×Rm) ≈ ‖f‖H1
F,at,M
(Rn×Rm),
where the implicit constants depend only on M,n and m.
As a consequence of Theorem 1.11, we obtain the Riesz transform characterisation of the
flag Hardy space. For this purpose, we first introduce the flag Riesz transforms. To do this,
let R
(1)
j be the j-th Riesz transform on R
n+m, j = 1, 2, . . . , n +m, and R
(2)
k be the k-th Riesz
transform on Rm, k = 1, 2, . . . ,m, respectively. Namely, for each f ∈ L1(Rn+m)
R
(1)
j f(x) = p.v. cn+m
∫
Rn+m
xj − yj
|x− y|n+m+1 f(y)dy, x ∈ R
n+m
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and for each f ∈ L1(Rm)
R
(2)
k f(z) = p.v. cm
∫
Rm
wj − zj
|w − z|m+1 f(w)dw, z ∈ R
m.
Again applying the projection of Mu¨ller, Ricci and Stein, we set Rj,k = R
(1)
j ∗Rm R(2)k , that is,
Rj,k is the composition of R
(1)
j and R
(2)
k on R
m. Notice that the flag structure is involved in the
Riesz transforms Rj,k for j = 1, 2, . . . , n+m and k = 1, 2, . . . ,m.
Theorem 1.12. f ∈ H1F (Rn×Rm) if and only if
∑n+m
j=1
∑m
k=1 ‖Rj,k(f)‖1+‖f‖1 <∞. Moreover,
n+m∑
j=1
m∑
k=1
‖Rj,k(f)‖1 + ‖f‖1 ≈ ‖f‖H1
F
(Rn×Rm).
As a corollary to the above theorems, we conclude following:
Corollary 1.13. Let all the notation be the same as above. The following norms
‖gF (f)‖1, ‖SF (f)‖1, ‖M∗φ(f)‖1, ‖M+φ (f)‖1,
n+m∑
j=1
m∑
k=1
‖Rj,k(f)‖1 + ‖f‖1
are equivalent for f ∈ L1(Rn+m).
1.3 Strategy of proofs of the main results
In Section 2 we prove the equivalence between ‖gF (f)‖1 and ‖SF (f)‖1 as a first step of this
paper.
We recall that in the classical case to show that the Lp norms, with p ≤ 1, of the Littlewood–
Paley square function and Lusin area integral are equivalent, the crucial tool is the sup-inf
inequality, namely the Plancherel–Po´lya type inequality. In order to establish such an inequality,
one needs to develop the discrete Caldero´n reproducing formula. See [22] for more details in
the setting of spaces of homogeneous type in the sense of Coifman and Weiss. In the present
flag setting, to obtain the equivalence between the square function and Lusin area integral, we
will first establish a discrete Caldero´n reproducing formula and then prove the Plancherel–Po´lya
type inequality associated with the flag structure. As a consequence, we obtain that
(I) ‖gF (f)‖1 ≈ ‖SF (f)‖1.
Moreover, following the same approach of developing a discrete reproducing formula and Plancherel–
Po´lya type inequality, we also obtain
(II) ‖SF (f)‖1 . ‖SF (U)‖1, where SF (U) is defined below in the Definition 1.14.
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As the second step, we provide the equivalences of the norms among ‖SF (f)‖1, ‖M∗φ(f)‖1
and
∑n+m
j=1
∑m
k=1 ‖Rj,k(f)‖1 + ‖f‖1.
We will introduce the Lusin area integral, the non-tangential maximal function, and the
radial maximal function via flag Poisson integrals. We introduce the flag Poisson kernel by
P (x, y) = P (1) ∗Rm P (2)(x, y) =
∫
Rm
P (1)(x, y − z)P (2)(z)dz,
where, using the projection of Mu¨ller, Ricci and Stein,
P (1)(x, y) =
cn+m
(1 + |x|2 + |y|2)(n+m+1)/2 and P
(2)(z) =
cm
(1 + |z|2)(m+1)/2
are the classical Poisson kernels on Rn+m and Rm, respectively.
For any f ∈ L1(Rn+m), we define the flag Poisson integral of f by
U(x, y, t, s) := Pt,s ∗ f(x, y), (1.2)
where
Pt,s(x, y) = P
(1)
t ∗Rm P (2)s (x, y). (1.3)
Since Pt,s(x, y) ∈ L1(Rn+m), it is easy to see that U(x, y, t, s) is well-defined. Moreover, for
any fixed t and s, Pt,s ∗ f is a bounded C∞ function and the function U(x, y, t, s) is harmonic
in (x, y, t) and (y, s), respectively.
We now define the flag Lusin area integral of U as follows.
Definition 1.14. For f ∈ L1(Rn+m) and U(x, y, t, s) = Pt,s ∗ f(x, y), SF (U), the flag Lusin
area integral of the flag Poisson integral U(x, y, t, s) is defined by
SF (U)(x, y) =
{∫
Rn+1+
∫
Rm+1+
χt,s(x− x1, y − y1)|t∇(1)s∇(2)U(x1, y1, t, s)|2 dx1dt
tn+m+1
dy1ds
sm+1
} 1
2
,
where χt,s(x, y) is the same as in Definition 1.2, ∇(1) =
(
∂t, ∂x1 , . . . , ∂xn , ∂y1 , . . . , ∂ym
)
and
∇(2) = (∂s, ∂y1 , . . . , ∂ym).
Next, we define the non-tangential maximal function of U.
Definition 1.15. Let f ∈ L1(Rn+m), the non-tangential maximal function of U is defined by
U∗(x, y) = sup
(x1,y1,t,s)∈Γ(x,y)
|Pt,s ∗ f(x1, y1)|,
where Γ(x, y) = {(x1, y1, t, s) : |x− x1| ≤ t, |y − y1| ≤ t+ s}.
Similarly, the radial maximal function of U is given by the following
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Definition 1.16. Let f ∈ L1(Rn+m), the radial maximal function of U is defined by
U+(x, y) = sup
t>0,s>0
|Pt,s ∗ f(x, y)|.
In Section 3, we will show the following inequalities:
‖SF (U)‖1 . ‖U∗‖1 . ‖U+‖1 .
n+m∑
j=1
m∑
k=1
‖Rj,k(f)‖1 + ‖f‖1,
where the first inequality follows from establishing a flag-type Merryfield’s lemma (which is
a suitable substitution of the “good λ inequality” in the one-parameter setting), the second
inequality is obtained by combining two approaches: the harmonic function technique (sub-
harmonic inequality) and the grand maximal function technique (this is natural here since part
of the behaviour of the flag maximal function is like the one-parameter case while the other
part is like the tensor product case), and the last inequality follows from flag-type generalised
Cauchy–Riemann equations via the techniques of Poisson kernel and conjugate Poisson kernels.
In Section 4, the following estimates will be concluded:
(III) ‖U∗‖1 ≈ ‖M∗φ(f)‖1,
(IV) ‖U+‖1 ≈ ‖M+φ (f)‖1,
The main approach here is to introduce a suitable flag-type grand maximal function and to
apply a suitable decomposition of Poisson kernel into a series of Schwartz functions, as well as
forming a Schwartz function from the Poisson kernel.
In Section 5, the main breakthrough is the flag-type atomic decomposition. We introduce
a suitable version of flag atoms, and define the Hardy space via atoms. Then we prove its
equivalence with the Hardy space defined via area function, where the key approach is to use
functional calculus and the semigroup technique. Then as a direct application of the atomic
decomposition, we obtain the following estimate
(V)
∑n+m
j=1
∑m
k=1 ‖Rj,k(f)‖1 + ‖f‖1 . ‖gF (f)‖1.
Indeed, for each f ∈ L1(Rn+m), from all the above estimates (I)—(V), we have the following
chain of inequalities:
‖gF (f)‖1 ≈ ‖SF (f)‖1 . ‖SF (U)‖1 (Littlewood − Paley)
. ‖U∗‖1 . ‖M∗φ(f)‖1 . ‖U∗‖1 . ‖U+‖1 . ‖M+φ (f)‖1 . ‖U+‖1 (maximal function)
.
n+m∑
j=1
m∑
k=1
‖Rj,k(f)‖1 + ‖f‖1 (Riesz transform)
. ‖SF (f)‖1. (Littlewood − Paley)
This implies the main result Theorem 1.6; it also gives Theorem 1.12 and Corollary 1.13.
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1.4 Applications and related open questions
Application I:
As a first direct application of our Theorem 1.12, i.e., the flag Riesz transform characteri-
sation of H1F (R
n × Rm), and the duality of H1 with BMO space studied in [25], we obtain the
decomposition of flag BMO space.
Corollary 1.17. The following two statements are equivalent.
(i) ϕ ∈ BMOF (Rn × Rm);
(ii) There exist gj,k ∈ L∞(Rn+m), j = 0, 1, . . . , n+m, k = 0, 1, . . . ,m, such that
ϕ =
n+m∑
j=0
m∑
k=0
Rj,k(gj,k).
This provides a soft proof of the decomposition of flag BMO space BMOF (Rn × Rm).
Application II:
In this multi-parameter flag setting, concerning the space BMOF (Rn × Rm) and the flag
Riesz transforms, it is natural to study the commutator of b ∈ BMOF (Rn × Rm) and the flag
Riesz transforms.
Here we recall that the classical commutator of a symbol b and the Hilbert transform
was first introduced by A. Caldero´n. Later, Coifman, Rochberg and Weiss [4] established the
equivalent characterisation of BMO and the boundedness of commutator, which recovers a well-
known result of Nehari [36] on Hankel operators in complex analysis. Later, Ferguson and Lacey
[13] established the equivalent characterisation of product BMO and the iterated commutator
of Hilbert transforms in each variable separately, which connects to the little Hankel operator
on the bi-disc setting (see [14]). Then Lacey, Petermichl, Pipher and the last author [28] further
generalised this to the product setting of Rn×Rm for iterated commutator of Riesz transforms,
which bypassed the use of analyticity in [13].
Based on the decomposition of flag BMO space BMOF (Rn×Rm) via flag Riesz transforms
as in Corollary 1.17 above, we see that the suitable definition of flag iterated commutator is as
follows.
Given two functions b, f ∈ L2(Rn+m), we first recall the usual definition of commutator
[b,R
(1)
j ](f)(x1, x2) := b(x1, x2)R
(1)
j ∗ f(x1, x2)−R(1)j ∗ (bf)(x1, x2). (1.4)
The commutator can also act only on the second variable:
[b,R
(2)
k ]2(f)(x1, x2) := b(x1, x2)R
(2)
k ∗2 f(x1, x2)−R(2)k ∗2 (bf)(x1, x2). (1.5)
Our iterated commutator takes the following form:
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Definition 1.18. Given two functions b, f ∈ L2(Rn+m), the iterated commutator in the flag
setting of Rn ×Rm is defined as
[[b,R
(1)
j ], R
(2)
k ]2(f) := b(x1, x2)R
(1)
j ∗R(2)k ∗2 f(x1, x2)−R(1)j ∗ (b ·R(2)k ∗2 f)(x1, x2)
−R(2)k ∗2
(
b · R(1)j ∗ f
)
(x1, x2) +R
(2)
k ∗2 R(1)j ∗ (b · f)(x1, x2).
Parallel to the result in one-parameter setting by Coifman, Rochberg and Weiss [4] and
tensor product setting by Ferguson and Lacey [13] as well as Lacey, Petermichl, Pipher and the
last author [28], it is natural to explore the following:
Q1: Is there a weak factorisation of flag Hardy space H1F (R
n ×Rm)?
Q2: Is there an equivalent characterisation of the flag BMO space BMOF (Rn × Rm) via
the iterated commutator [[b,R
(1)
j ], R
(2)
k ]2? That is, suppose b ∈ BMOF (Rn × Rm),
‖b‖BMOF (Rn×Rm) ≈
∥∥[[b,R(1)j ], R(2)k ]2 : L2(Rn+m)→ L2(Rn+m)∥∥?
For Q1, we point out that in one parameter there is a soft proof via the lower bound of the
commutator [4], and there is a direct proof via construction in terms of atomic decomposition
of Hardy space [41]. Whether our flag atoms can be a suitable candidate for weak factorisation
is an open question.
For Q2, we point out that recently Duong, Ou, Pipher, and the third and fourth authors
[7] have proved the upper bound of the iterated commutator, i.e.,∥∥[[b,R(1)j ], R(2)k ]2 : L2(Rn+m)→ L2(Rn+m)∥∥ . ‖b‖BMOF (Rn×Rm).
We also point out that the lower bound of the iterated commutator is equivalent to Question
1, however, both remain open.
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2 Flag Littlewood–Paley estimate: ‖gF (f)‖1, ‖SF (f)‖1 and ‖SF (U)‖1
2.1 Discrete Caldero´n reproducing formula
We first recall the following test function space M˜d with the size and smoothness conditions on
Rd for arbitrary positive integer d, which was introduced in [20].
Definition 2.1. Fix two exponents 0 < β < 1 and γ > 0. We say that f defined on Rd, belongs
to M˜d(β, γ, r, x0), r > 0 and x0 ∈ Rd, if
|f(x)| ≤ C r
γ
(r + |x− x0|)d+γ , (2.1)
|f(x)− f(x′)| ≤ C
( |x− x′|
r + |x− x0|
)β rγ
(r + |x− x0|)d+γ (2.2)
for |x− x′| ≤ r+|x−x0|2 . If f ∈ M˜d(β, γ, r, x0), then the norm of f is defined by
‖f‖M˜d(β,γ,r,x0) = inf{C : (2.1) and (2.2) hold}.
Then we recall the test function space Md(β, γ, r, x0) ⊂ M˜d(β, γ, r, x0) on Rd with a
cancellation condition.
Definition 2.2. Fix two exponents 0 < β < 1 and γ > 0. We say that f defined on Rd, belongs
to Md(β, γ, r, x0), r > 0 and x0 ∈ Rd, if f ∈ M˜d(β, γ, r, x0) and∫
Rd
f(x) dx = 0.
If f ∈ Md(β, γ, r, x0), then the norm of f is defined by
‖f‖Md(β,γ,r,x0) = ‖f‖M˜d(β,γ,r,x0).
We now define the test function space on Rn+m × Rm as follows.
Definition 2.3. Fix two exponents 0 < β < 1 and γ > 0. We say that f defined on Rn+m×Rm
belongs to M˜(n+m)×m(β, γ, r1, r2, x0, y0, z0), r1, r2 > 0 and (x0, y0, z0) ∈ Rn+m × Rm, if for
each fixed z ∈ Rm, f(·, ·, z) ∈ M˜n+m(β, γ, r1, x0, y0) and for each (x, y) ∈ Rn+m, f(x, y, ·) ∈
M˜m(β, γ, r2, z0) and satisfies the following conditions:
(1) ‖f(·, ·, z)‖M˜n+m(β,γ,r1,x0,y0) ≤ C
rγ2
(r2 + |z − z0|)m+γ ,
(2) ‖f(x, y, ·)‖M˜m(β,γ,r2,z0) ≤ C
rγ1
(r1 + |x− x0|+ |y − y0|)n+m+γ ,
(3) ‖f(·, ·, z) − f(·, ·, z′)‖M˜n+m(β,γ,r1,x0,y0) ≤ C
( |z − z′|
r2 + |z − z0|
)β rγ2
(r2 + |z − z0|)m+γ
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for |z − z′| ≤ r2+|z−z0|2 ,
(4) ‖f(x, y, ·) − f(x′, y′, ·)‖M˜m(β,γ,r2,z0)
≤ C
( |x− x′|+ |y − y′|
r1 + |x− x0|+ |y − y0|
)β rγ1
(r1 + |x− x0|+ |y − y0|)n+m+γ
for |x− x′|+ |y − y′| ≤ r1+|x−x0|+|y−y0|2 .
If f ∈ M˜(n+m)×m(β, γ, r1, r2, x0, y0, z0), the norm of f is defined by
‖f‖M˜(n+m)×m(β,γ,r1,r2,x0,y0,z0) = inf{C : (1)− (4) hold}.
Similarly we have the definition for the test function space M(n+m)×m(β, γ, r1, r2, x0, y0, z0)
as a subset in M˜(n+m)×m(β, γ, r1, r2, x0, y0, z0) and satisfies the corresponding cancellation con-
ditions for the variables (x, y) and for z, respectively.
We would like to point out that if f1 ∈ Mn+m(β, γ, r1, x0, y0) and f2 ∈ Mm(β, γ, r2, z0)
then f(x, y, z) = f1(x, y)f2(z) ∈ M(n+m)×m(β, γ, r1, r2, x0, y0, z0).
The flag test function is defined by:
Definition 2.4. Let 0 < β, γ < 1, r1, r2 > 0 and x0 ∈ Rn, y0 ∈ Rm. We say that a function
f defined on Rn × Rm belongs to the flag test function space M˜flag(β, γ, r1, r2, x0, y0) if there
exists a function f ♯(x, y, z) ∈ M˜(n+m)×m(β, γ, r1, r2, x0, y0, z0) such that
f(x, y) =
∫
Rm
f ♯(x, y − z, z)dz.
If f ∈ M˜flag(β, γ, r1, r2, x0, y0), the norm of f is defined by
‖f‖M˜flag(β,γ,r1,r2,x0,y0) = inf
{
‖f ♯‖M(n+m)×m(β,γ,r1,r2,x0,y0,z0) : f(x, y) =
∫
Rm
f ♯(x, y − z, z)dz
}
.
Similarly we can define the test function space Mflag(β, γ, r1, r2, x0, y0) with the flag cancella-
tion condition as a subset in M˜flag(β, γ, r1, r2, x0, y0), which is projected from the product test
function space M(n+m)×m(β, γ, r1, r2, x0, y0, z0).
Observe that the flag structure is involved in the structure of the flag test function space
Mflag(β, γ, r1, r2, x0, y0). We now prove the following discrete Caldero´n reproducing formula.
Theorem 2.5. Let β, γ ∈ (0, 1) and r1, r2, r3 > 0, x0 be fixed point in Rn, y0 and z0 be fixed
points in Rm. For j, k ∈ Z and a fixed small positive number α, let ψj,k = ψ2−αj ,2−αk , whose defi-
nition is given in (1.1). Then there exist functions φj,k(x, y, xI , yJ) ∈ Mflag(β, γ, 2−j , 2−k, xI , yJ)
Characterisations of flag Hardy spaces 17
and a fixed large integer N such that for the flag test function f(x, y) =
∫
Rm f1(x, y − z)f2(z)dz
with f1 ∈ Mn+m(β, γ, r1, r2, x0, y0) and f2 ∈ Mm(β, γ, r3, z0),
f(x, y) = cα
∑
j,k∈Z
∑
I,J
|I||J | φj,k(x, y, xI , yJ) ψj,k ∗ f(xI , yJ), (2.3)
where the series converges in L2(Rn+m) and in Mflag(β, γ, r1, r2, x0, y0), I ⊂ Rn and J ⊂ Rm
are dyadic cubes with side-lengths ℓ(I) = 2−j−N and ℓ(J) = 2−(j∧k−N), and xI and yJ are any
fixed points in I and J, respectively.
Note that for each f ∈ L1(Rn+m), f ∈ (Mflag(β, γ, r1, r2, x0, y0))′. As a consequence
of Theorem 2.5, by duality, if ψt,s is the same as in (1.1), h ∈ Mflag(β, γ, r1, r2, x0, y0) and
f ∈ L1(Rn+m),
〈f, h〉 =
〈
cα
∑
j,k∈Z
∑
I,J
|R| φj,k(·, ·, xI , yJ) ψj,k ∗ f(xI , yJ), h
〉
. (2.4)
Remark 2.6. Indeed, the series in the right-hand side of (2.3) converges in the test function
space Mflag(β, γ, r1, r2, x0, y0) and in the distribution space (Mflag(β, γ, r1, r2, x0, y0))′, the dual
of Mflag(β, γ, r1, r2, x0, y0). However, the proofs of such results are a little bit complicated. In
this paper, we focus only on the Hardy space with p = 1. Thus, for our purpose, we only need
the convergence in the distribution sense as given in (2.4).
Proof of Theorem 2.5. To show Theorem 2.5, observe that if ψt,s are as in (1.1), by taking
the Fourier transform, we have the following Caldero´n’s reproducing formula, namely for all
f ∈ L2(Rn+m),
f(x, y) =
∫ ∞
0
∫ ∞
0
ψt,s ∗ ψt,s ∗ f(x, y)dt
t
ds
s
, (2.5)
where the series converges in L2(Rn+m). One can also show this reproducing formula holds in
Mflag(β, γ, r1, r2, x0, y0) by analysis on the convergence.
Suppose that f ∈ Mflag(β, γ, r1, r2, x0, y0) with f(x, y) =
∫
Rm f1(x, y − z)f2(z)dz where
f1 ∈ Mn+m(β, γ, r1, r2, x0, y0) and f2 ∈ Mm(β, γ, r3, z0). Fix an arbitrary contant α > 0. We
first split the continuous reproducing formula (2.5) into three parts
f(x, y) =
∫ ∞
0
∫ ∞
0
ψt,s ∗ ψt,s ∗ f(x, y)dt
t
ds
s
(2.6)
=
∑
j,k∈Z
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
ψt,s ∗ ψt,s ∗ f(x, y)dt
t
ds
s
= cα
( ∑
j,k∈Z
j≤k
+
∑
j,k∈Z
j>k
)
ψj,k ∗ ψj,k ∗ f(x, y)
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+
∑
j,k∈Z
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
(ψt,s ∗ ψt,s − ψj,k ∗ ψj,k) ∗ f(x, y)dt
t
ds
s
=: T1(f)(x, y) + T2(f)(x, y) +Rα(f)(x, y),
where ψj,k = ψ2−αj ,2−αk and cα =
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
dt
t
ds
s = 2(ln 2)
2α2.
For the first operator T1(f)(x, y). Recalling the definition of ψt,s in (1.1), we now rewrite
T1(f)(x, y) as follows.
T1(f)(x, y) = cα
∑
j∈Z
∑
k∈Z
j≤k
ψ
(1)
j ∗Rm ψ(2)k ∗ ψ(1)j ∗Rm ψ(2)k ∗ f(x, y)
= cα
∑
j∈Z
(∑
k∈Z
j≤k
ψ
(1)
j ∗Rm (ψ(2)k ∗Rm ψ(2)k )
)
∗ ψ(1)j ∗ f(x, y)
= cα
∑
j∈Z
ψ˜
(1)
j ∗ ψ(1)j ∗ f(x, y),
where we denote ψ˜
(1)
j :=
∑
k∈Z
j≤k
ψ
(1)
j ∗Rm (ψ(2)k ∗Rm ψ(2)k ), and it is easy to verify that ψ˜(1)j satisfies
the same conditions as ψ
(1)
j does on R
n+m. Hence, we see that the performance of the operator
T1 is a one parameter analogous singular integral operator.
Hence, we now decompose Rn × Rm into dyadic cubes of the form R = I × J with
ℓ(I) = 2−j−N and ℓ(J) = 2−j−N , where N is a large fixed positive integer. Applying Coif-
man’s decomposition of the identity yields
T1(f)(x, y) = cα
∑
j,k∈Z
j≤k
ψj,k ∗ ψj,k ∗ f(x, y)
= cα
∑
j,k∈Z
j≤k
∑
I,J
∫
I×J
ψj,k(x− u, y − v)ψj,k ∗ f(u, v) dudv
= cα
∑
j,k∈Z
j≤k
∑
I,J
|R|
( 1
|R|
∫
I×J
ψj,k(x− u, y − v) dudv
)
ψj,k ∗ f(xI , yJ) +R(1)N (f)(x, y),
where xI and yJ are any fixed points in I and J , respectively, and
R(1)N (f)(x, y) = cα
∑
j
∑
I,J
∫
I×J
∑
k∈Z
j≤k
ψj,k(x− u, y − v) (ψj,k ∗ f(u, v)− ψj,k ∗ f(xI , yJ)) dudv.
We now need to show that R(1)N (f) is bounded onMflag(β, γ, r1, r2, x0, y0) with small norm. To
see this, we need to consider the lifting of R(1)N (f) onto the product setting Rn+m×Rm and then
estimate its norm with respect to M˜(n+m)×m(β, γ, r1, r2, x0, y0, z0).
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To see this, by observing that
ψj,k ∗ f(u, v)− ψj,k ∗ f(xI , yJ)
=
∫
Rn+m
[ψj,k(u− u′, v − v′)− ψj,k(xI − u′, yJ − v′)]f(u′, v′)du′dv′,
we can write
R(1)N (f)(x, y) = cα
∑
j
∑
I,J
∫
I×J
∑
k∈Z
j≤k
∫
Rn+m
ψj,k(x− u, y − v)
×[ψj,k(u− u′, v − v′)− ψj,k(xI − u′, yJ − v′)] f(u′, v′)du′dv′ dudv.
Note that f(u′, v′) =
∫
Rm f1(u
′, v′−w′)f2(w′)dw′ with f1 ·f2 ∈ M(n+m)×m(β, γ, r1, r2, x0, y0, z0),
and that
ψj,k(x− u, y − v) =
∫
Rm
ψ
(1)
j (x− u, y − v − z)ψ(2)k (z)dz
ψj,k(u− u′, v − v′) =
∫
Rm
ψ
(1)
j (u− u′, v − v′ − w)ψ(2)k (w)dw
ψj,k(xI − u′, yJ − v′) =
∫
Rm
ψ
(1)
j (xI − u′, yJ − v′ − w)ψ(2)k (w)dw
Thus, we have
R(1)N (f)(x, y)
=
∫
Rm
∫
Rn+m
∫
Rm
∫
Rm
cα
∑
j
∑
I,J
∫
I×J
∑
k∈Z
j≤k
ψ
(1)
j (x− u, y − v − z)ψ(2)k (z)
× [ψ(1)j (u− u′, v − v′ − w)− ψ(1)j (xI − u′, yJ − v′ − w)]ψ(2)k (w)dudv dw
× f ♯(u′, v′ − w′, w′)du′dv′dw′dz
=
∫
Rm
∫
Rn+m
∫
Rm
∫
Rm
cα
∑
j
∑
I,J
∫
I×J
∑
k∈Z
j≤k
ψ
(1)
j (x− u, y − v − z)ψ(2)k (z)
× [ψ(1)j (u− u′, v − v′ − w −w′)− ψ(1)j (xI − u′, yJ − v′ − w − w′)]ψ(2)k (w)dudv dw
× f ♯(u′, v′, w′)du′dv′dw′dz,
where the second equality follows from changing of variable with respect to v′. Next, by changing
the variable with respect to w, we have
R(1)N (f)(x, y)
=
∫
Rm
∫
Rn+m
∫
Rm
∫
Rm
cα
∑
j
∑
I,J
∫
I×J
∑
k∈Z
j≤k
ψ
(1)
j (x− u, y − v − z)ψ(2)k (z)
× [ψ(1)j (u− u′, v − v′ − w)− ψ(1)j (xI − u′, yJ − v′ − w)]ψ(2)k (w − w′)dudv dw
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× f ♯(u′, v′, w′)du′dv′dw′dz.
Then we continue to change the variable with respect to z to get
R(1)N (f)(x, y)
=
∫
Rm
∫
Rn+m
∫
Rm
∫
Rm
cα
∑
j
∑
I,J
∫
I×J
∑
k∈Z
j≤k
ψ
(1)
j (x− u, y − v − z + w)ψ(2)k (z − w)
× [ψ(1)j (u− u′, v − v′ − w)− ψ(1)j (xI − u′, yJ − v′ − w)]ψ(2)k (w − w′)dudv dw
× f ♯(u′, v′, w′)du′dv′dw′dz.
Then we can write
R(1)N (f)(x, y) =
∫
Rm
(R(1)N )♯(f ♯)(x, y − z, z)dz,
where the kernel of (R(1)N )♯ is given by
(R(1)N )♯(x, y, z;u′, v′, w′) (2.7)
=
∫
Rm
cα
∑
j
∑
I,J
∫
I×J
∑
k∈Z
j≤k
ψ
(1)
j (x− u, y − v − z +w)ψ(2)k (z − w)
× [ψ(1)j (u− u′, v − v′ − w)− ψ(1)j (xI − u′, yJ − v′ −w)]ψ(2)k (w − w′)dudv dw.
Similarly, for T2, since j > k, we point out that this is an analogous of operator of product type.
We now decompose Rn × Rm into dyadic rectangles of the form R = I × J with ℓ(I) = 2−j−N
and ℓ(J) = 2−k−N , where N is a large fixed positive integer.
T2(f)(x, y) = cα
∑
j,k∈Z
j>k
ψj,k ∗ ψj,k ∗ f(x, y)
= cα
∑
j,k∈Z
j>k
∑
I,J
∫
I×J
ψj,k(x− u, y − v)ψj,k ∗ f(u, v) dudv
= cα
∑
j,k∈Z
j>k
∑
I,J
|R|
( 1
|R|
∫
I×J
ψj,k(x− u, y − v) dudv
)
ψj,k ∗ f(xI , yJ) +R(2)N (f)(x, y),
where xI and yJ are any fixed points in I and J , respectively, and
R(2)N (f)(x, y) = cα
∑
j,k∈Z
j>k
∑
I,J
∫
I×J
ψj,k(x− u, y − v) (ψj,k ∗ f(u, v)− ψj,k ∗ f(xI , yJ)) dudv.
Then similarly we can write
R(2)N (f)(x, y) =
∫
Rm
(R(2)N )♯(f ♯)(x, y − z, z)dz,
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where the kernel of (R(2)N )♯ is given by
(R(2)N )♯(x, y, z;u′, v′, w′) (2.8)
=
∫
Rm
cα
∑
j,k∈Z
j>k
∑
I,J
∫
I×J
ψ
(1)
j (x− u, y − v − z + w)ψ(2)k (z − w)
× [ψ(1)j (u− u′, v − v′ − w)− ψ(1)j (xI − u′, yJ − v′ −w)]ψ(2)k (w − w′)dudv dw.
We need an estimate on (R(1)N )♯ and (R(2)N )♯ that is contained in the following lemma:
Lemma 2.7. Suppose f ♯(x, y, z) = f1(x, y)f2(z), where f1 ∈ Mn+m(β, γ, r1, r2, x0, y0) and
f2 ∈ Mm(β, γ, r3, z0), then for i = 1, 2, (R(i)N )♯(f ♯) is in M(n+m)×m(β, γ, r1, r2, x0, y0, z0) with
||(R(i)N )♯(f ♯)||M(n+m)×m(β,γ,r1,r2,x0,y0,z0) ≤ C2−N ||f ♯||M(n+m)×m(β,γ,r1,r2,x0,y0,z0), (2.9)
where N is the large fixed positive integer as in Theorem 2.5 and C is an absolute constant
depending only dimensions n,m.
Assuming Lemma 2.7 for the moment, it implies that for f(x, y) =
∫
Rm f1(x, y− z)f2(z)dz
with f1 ∈ Mn+m(β, γ, r1, x0, y0) and f2 ∈ Mm(β, γ, r2, z0), for i = 1, 2, the function R(i)N (f) is
in Mflag(β, γ, r1, r2, x0, y0) with
‖R(i)N (f)‖Mflag(β,γ,r1,r2,x0,y0) ≤ C2−N‖f‖Mflag(β,γ,r1,r2,x0,y0).
Hence, by noting that C is an absolute constant depending only dimensions n,m and by choosing
N large such that
C2−N <
1
8
, (2.10)
we obtain that for i = 1, 2,
‖R(i)N (f)‖Mflag(β,γ,r1,r2,x0,y0) ≤
1
8
‖f‖Mflag(β,γ,r1,r2,x0,y0). (2.11)
Following the above approach, we can also establish the estimate for Rα(f): there exists a small
positive number α such that
‖Rα(f)‖Mflag(β,γ,r1,r2,x0,y0) ≤
1
8
‖f‖Mflag(β,γ,r1,r2,x0,y0). (2.12)
Thus, from the decomposition of f as in (2.6) and the split of T1 and T2, we get that
f(x, y) = cα
∑
j,k∈Z
j≤k
∑
I,J
ℓ(I)=2−j−N
ℓ(J)=2−j−N
|R|
( 1
|R|
∫
I×J
ψj,k(x− u, y − v) dudv
)
ψj,k ∗ f(xI , yJ) (2.13)
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+cα
∑
j,k∈Z
j>k
∑
I,J
ℓ(I)=2−j−N
ℓ(J)=2−k−N
|R|
( 1
|R|
∫
I×J
ψj,k(x− u, y − v) dudv
)
ψj,k ∗ f(xI , yJ)
+R(1)N (f)(x, y) +R(2)N (f)(x, y) +Rα(f)(x, y)
=: T (f)(x1, x2) +R(1)N (f)(x, y) +R(2)N (f)(x, y) +Rα(f)(x, y),
which implies that Id = T +R(1)N +R(2)N +Rα with
‖R(1)N +R(2)N +Rα‖Mflag(β,γ,r1,r2,x0,y0)→Mflag(β,γ,r1,r2,x0,y0) <
1
2
,
and hence T is invertible with
‖T −1‖Mflag(β,γ,r1,r2,x0,y0)→Mflag(β,γ,r1,r2,x0,y0) ≤ C.
Next, by noting that
(
1
|R|
∫
I×J ψj,k(x − u, y − v) dudv
)
is in Mflag(β, γ, 2−j , 2−k, xI , yJ),
we have that T −1
(
1
|R|
∫
I×J ψj,k(· − u, · − v) dudv
)
(x, y) is also in Mflag(β, γ, 2−j , 2−k, xI , yJ),
and we denote it by φj,k(x, y, xI , yJ). Hence, we get
f(x, y) = T −1 · T f(x, y) = cα
∑
j,k∈Z
j≤k
∑
I,J
ℓ(I)=2−j−N
ℓ(J)=2−j−N
|R| φj,k(x, y, xI , yJ) ψj,k ∗ f(xI , yJ)
+cα
∑
j,k∈Z
j>k
∑
I,J
ℓ(I)=2−k−N
ℓ(J)=2−j−N
|R| φj,k(x, y, xI , yJ) ψj,k ∗ f(xI , yJ).
This then gives the proof of Theorem 2.5 (assuming Lemma 2.7).
We now turn to demonstrating Lemma 2.7. To do this, we introduce the following definition
and key estimates.
Definition 2.8. Let T be a bounded linear operator on L2(Rn) associated with a kernel K(x, y)
defined on {(x, y) ∈ Rn × Rn : x 6= y}, given initially by
Tf(x) =
∫
Rn
K(x, y)f(y)dy, x 6∈ suppf
for f ∈ C∞(Rn) with compact support, where K(x, y) satisfies the following conditions: there
exists a constant C > 0 such that for all x 6= y,
(i) |K(x, y)| ≤ C|x− y|−n,
(ii) |K(x, y)−K(x′, y)| ≤ C|x− x′||x− y|−n−1 if |x− x′| ≤ |x− y|/2,
(iii) |K(x, y)−K(x, y′)| ≤ C|y − y′||x− y|−n−1 if |y − y′| ≤ |x− y|/2,
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(iv) |K(x, y)−K(x′, y)−K(x, y′) +K(x′, y′)| ≤ C|x− x′||y − y′||x− y|−n−2
if |x− x′| ≤ |x− y|/2 and |y − y′| ≤ |x− y|/2.
We denote by ‖K‖Rn the smallest constant C that satisfies (i)–(iv) above. The operator norm of
T is defined by |||T ||| := ‖T‖L2(Rn)7→L2(Rn) + ‖K‖Rn . Here we use n to denote arbitrary positive
integer.
We would like to point out that the classical Caldero´n–Zygmund kernel K(x, y) only needs
to satisfy the conditions (i), (ii) and (iii). For our purpose, namely the boundedness of operators
on test function space, condition (iv) is required, see [6, Chapter 2, Theorem 2.4] for the classical
one parameter case. More precisely, we have the following:
Lemma 2.9. Suppose that T is an operator as in Definition 2.8 and T (1) = T ∗(1) = 0. Then
T is bounded on the test function space Mn(α, β, r, x0) for α, β ∈ (0, 1), r > 0 and x0 ∈ Rn.
Moreover, there exists a constant C such that
‖T (f)‖Mn(α,β,r,x0) ≤ C|||T ||| ‖f‖Mn(α,β,r,x0).
See [20] for the definition of T (1) = T ∗(1) = 0 and the proof of Lemma 2.9. We now define
the product operator as follows.
Definition 2.10. The operator T is said to be a product operator on Rn+m × Rm if T is a
bounded linear operator on L2(Rn+m × Rm) associated with a kernel K(x, y, z, u, v, w) defined
on {((x, y, z), (u, v, w)) ∈ (Rn+m × Rm)× (Rn+m × Rm) : (x, y) 6= (u, v), z 6= w}, and
Tf(x, y, z) =
∫
Rn+m×Rm
K(x, y, z, u, v, w)f(u, v, w)dudvdw, (x, y, z) 6∈ suppf
for f ∈ C∞(Rn+m × Rm) with compact support, where K(x, y, z, u, v, w) satisfies the following
conditions: for all (x, y) 6= (u, v) and z 6= w
(1) ‖K(·, ·, z, ·, ·, w)‖Rn+m ≤ C|z − w|−m,
(2) ‖K(x, y, ·, u, v, ·)‖Rm ≤ C(|x− u|+ |y − v|)−(n+m),
(3) ‖K(·, ·, z, ·, ·, w) −K(·, ·, z′, ·, ·, w)‖Rn+m ≤ C |z − z
′|
|z − w|m+1 for |z − z
′| ≤ |z − w|/2,
(4) ‖K(·, ·, z, ·, ·, w) −K(·, ·, z, ·, ·, w′)‖Rn+m ≤ C |w − w
′|
|z − w|m+1 for |w − w
′| ≤ |z − w|/2,
(5) ‖K(·, ·, z, ·, ·, w) −K(·, ·, z′, ·, ·, w) −K(·, ·, z, ·, ·, w) +K(·, ·, z′, ·, ·, w′)‖Rn+m
≤ C |z − z
′||w − w′|
|z − w|m+2
for |z − z′| ≤ |z − w|/2 and |w − w′| ≤ |z −w|/2,
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(6) ‖K(x, y, ·, u, v, ·) −K(x′, y′, ·, u, v, ·)‖Rm ≤ C |x− x
′|+ |y − y′|
(|x− u|+ |y − v|)n+m+1
for |x− x′|+ |y − y′| ≤ (|x− u|+ |y − v|)/2,
(7) ‖K(x, y, ·, u, v, ·) −K(x, y, ·, u′, v′, ·)‖Rm ≤ C |u− u
′|+ |v − v′|
(|x− u|+ |y − v|)n+m+1
for |u− u′|+ |v − v′| ≤ (|x− u|+ |y − v|)/2,
(8) ‖K(x, y, ·, u, v, ·) −K(x′, y′, ·, u, v, ·) −K(x, y, ·, u′, v′, ·) +K(x′, y′, ·, u′, v′, ·)‖Rm
≤ C (|x− x
′|+ |y − y′|)(|u − u′ + |v − v′|)
(|x− u|+ |y − v|)n+m+2
for |x− x′|+ |y − y′| ≤ (|x− u|+ |y − v|)/2 and |u− u′|+ |v − v′| ≤ (|x− u|+ |y − v|)/2.
We denote by ‖K‖ the smallest constant C that satisfies (1)—(8) above. The operator norm of
T is defined by |||T ||| = ‖T‖L2(Rn+m×Rm)7→L2(Rn+m×Rm) + ‖K‖.
Before stating the result, we first recall the cancellation condition from Journe´ for the
product singular integral T :
T1(1) = T2(1) = T
∗
1 (1) = T
∗
2 (1) = 0
(see [27, Section 3, page 64–65] for definitions). Due to the length of this definition, we do not
repeat it here.
Proposition 2.11. Let β, γ ∈ (0, 1) and r1, r2, r3 > 0, x0 be fixed point in Rn, y0 and z0 be
fixed points in Rm. If T is a product operator as in Definition 2.10 and T satisfies the product
type cancellation condition T1(1) = T2(1) = T
∗
1 (1) = T
∗
2 (1) = 0, then
‖Tf‖M(n+m)×m(β,γ,r1,r2,x0,y0,z0) ≤ C|||T ||| ‖f‖M(n+m)×m(β,γ,r1,r2,x0,y0,z0)
for all f(x, y, z) = f1(x, y)f2(z) with f1 ∈ Mn+m(β, γ, r1, x0, y0) and f2 ∈Mm(β, γ, r2, z0).
Remark 2.12. Indeed, Proposition 2.11 holds for all f ∈ Mn+m,m(β, γ, r1, r2, x0, y0, z0). The
proof for such a result is a little bit complicated. However, Proposition 2.11 is enough to provide
a proof for Lemma 2.7, which was one of the main ingredients in Theorem 2.5.
Proof of Proposition 2.11. Before jumping into the proof, we would like to highlight that the
cancellation condition T1(1) = T2(1) = T
∗
1 (1) = T
∗
2 (1) = 0 plays a key role here, without which,
the argument in Proposition 2.11 is not true.
Suppose that f(x, y, z) = f1(x, y)f2(z) with
||f1||Mn+m(β,γ,r1,x0,y0) = ||f2||Mm(β,γ,r2,z0) = 1.
We write
Tf(x, y, z) =
∫
Rn+m+m
K(x, y, z, u, v, w)f(u, v, w)dudvdw
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=
∫
Rm
∫
Rn+m
K(x, y, z, u, v, w)f1(u, v)dudvf2(w)dw
=
∫
Rm
S(z, w)f2(w)dw,
where x, y and f1 are fixed, and S(z, w) =
∫
Rn+m K(x, y, z, u, v, w)f1(u, v)dudv.
We claim that for fixed x ∈ Rn, y ∈ Rm, S(g)(z) = ∫ S(z, w)g(w)dw is an operator bounded
on Mm(β, γ, r2, z0) with the kernel S(z, w) satisfying Lemma 2.9. Moreover,
(1) |S(z, w)| ≤ C|z − w|−m|||T ||| r
γ
1
(r1 + |x− x0|+ |y − y0|)n+m+γ ,
(2) |S(z, w) − S(z′, w)| ≤ C |z − z
′|
|z − w|m+1 |||T |||
rγ1
(r1 + |x− x0|+ |y − y0|)n+m+γ
for |z − z′| ≤ |z − w|/2,
(3) |S(z, w) − S(z, w′)| ≤ C |w − w
′|
|z − w|m+1 |||T |||
rγ1
(r1 + |x− x0|+ |y − y0|)n+m+γ
for |w −w′| ≤ |z − w|/2,
(4) |S(z, w) − S(z′, w)− S(z, w′) + S(z′, w′)|
≤ C |z − z
′||w − w′|
|z − w|m+2 |||T |||
rγ1
(r1 + |x− x0|+ |y − y0|)n+m+γ
for |z − z′|, |w − w′| ≤ |z − w|/2,
(5) S(1) = S∗(1) = 0.
The proof of the claim follows from Lemma 2.9. Indeed, for fixed z, w ∈ Rm, the operator L
with the kernel K(x, y, z, u, v, w) is given by
L(f1)(x, y, z, w) =
∫
Rn+m
K(x, y, z, u, v, w)f1(u, v)dudv.
By the condition (1) in Definition 2.10 together with Lemma 2.9, the operator L is bounded on
MRn+m(β, γ, r1, x0, y0). Thus,
|L(f1)(x, y, z, w)| ≤ C|||T ||| |z − w|−m r
γ
1
(r1 + |x− x0|+ |y − y0|)n+m+γ ,
which implies that S(z, w) satisfies estimate (1) in the above claim, that is,
|S(z, w)| ≤ C|z − w|−m|||T ||| r
γ
1
(r1 + |x− x0|+ |y − y0|)n+m+γ .
Similarly, applying conditions (3) and (4) in Definition 2.10 together with Lemma 2.9, respec-
tively, we conclude that S(z, w) satisfies the estimates in (2) and (3) in the above claim, respec-
tively. The condition (5) in Definition 2.10 together with Lemma 2.9 yields the estimate (5) in
the above claim for S(z, w).
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Based on the estimates on S(z, w), the kernel of S, applying Lemma 2.9 gives that the
operator S is bounded on MRm(β, γ, r2, z0) and hence
|Tf(x, y, z)| = |S(f2)(z)| ≤ C|||T ||| r
γ
1
(r1 + |x− x0|+ |y − y0|)n+m+γ
rγ2
(r2 + |z − z0|)m+γ
and
|Tf(x, y, z)− T (x, y, z′)| = |S(f2)(z)− S(f2)(z′)|
≤ C|||T ||| r
γ
1
(r1 + |x− x0|+ |y − y0|)n+m+γ
( |z − z′|
r2 + |z − z0|
)β rγ2
(r2 + |z − z0|)m+γ
for |z − z′| ≤ r2+|z−z0|2 .
Similarly, if write
Tf(x, y, z) =
∫
Rn+m×Rm
K(x, y, z, u, v, w)f(u, v, w)dudvdw
=
∫
Rn+m
∫
Rm
K(x, y, z, u, v, w)f2(w)dwf1(u, v)dudv
=
∫
Rn+m
R(x, y, z, u, v)f1(u, v)dudv,
where z and f2 are fixed, and R(x, y, z, u, v) =
∫
Rm K(x, y, z, u, v, w)f2(w)dw, then applying the
same proof implies that the operator R is bounded on Mn+m(β, γ, r1, x0, y0) and moreover,
|Tf(x, y, z)− Tf(x′, y′, z)|
= |R(f1)(x, y)−R(f1)(x′, y′)|
≤ C|||T |||
( |x− x′|+ |y − y′|
r1 + |x− x0|+ |y − y0|
)β rγ1
(r1 + |x− x0|+ |y − y0|)n+m+γ
rγ2
(r2 + |z − z0|)m+γ
for |x− x′|+ |y − y′| ≤ (r1 + |x− x0|+ |y − y0|)/2.
It remains to show the following estimate:
|Tf(x, y, z)− Tf(x′, y′, z) − Tf(x, y, z′) + Tf(x′, y′, z′)|
≤ C|||T |||
( |x− x′|+ |y − y′|
r1 + |x− x0|+ |y − y0|
)β
×
( |z − z′|
r2 + |z − z0|
)β rγ1
(r1 + |x− x0|+ |y − y0|)n+m+γ
rγ2
(r2 + |z − z0|)m+γ
for |x− x′| + |y − y′| ≤ (r1 + |x− x0| + |y − y0|)/2 and |z − z′| ≤ (r2 + |z − z0|)/2. To do this,
write
Tf(x, y, z)− Tf(x, y, z′)
=
∫
Rn+m+m
[K(x, y, z, u, v, w) −K(x, y, z′, u, v, w)]f(u, v, w)dudvdw
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=
∫
Rn+m
∫
Rm
[K(x, y, z, u, v, w) −K(x, y, z′, u, v, w)]f2(w)dwf1(u, v)dudv
=
∫
Rn+m
H(x, y, z, z′, u, v)f1(u, v)dudv
= H(f1)(x, y, z, z
′),
where z, z′ and f2 are fixed, and
H(x, y, z, z′, u, v) :=
∫
Rm
[K(x, y, z, u, v, w) −K(x, y, z′, u, v, w)]f2(w)dw.
We claim that the operator H with the kernel H(x, y, z, z′, u, v) defined above is bounded
on Mn+m(β, γ, r1, x0, y0) and moreover,
|Tf(x, y, z)− Tf(x′, y′, z)− Tf(x, y, z′) + Tf(x′, y′, z′)|
= |H(f1)(x, y, z, z′)−H(f1)(x′, y′, z, z′)|
≤ C|||T |||
( |x− x′|+ |y − y′|
r1 + |x− x0|+ |y − y0|
)β( |z − z′|
r2 + |z − z0|
)β
× r
γ
1
(r1 + |x− x0|+ |y − y0|)n+m+γ
rγ2
(r2 + |z − z0|)m+γ
for |x− x′|+ |y − y′| ≤ (r1 + |x− x0|+ |y − y0|)/2 and |z − z′| ≤ (r2 + |z − z0|)/2.
To see the claim, note first that by condition (2) in Definition 2.10 together with Lemma
2.9, for fixed x, y, u and v, the operator∫
Rm
K(x, y, z, u, v, w)f2(w)dw
is bounded on Mm(β, γ, r2, z0) and hence, for |z − z′| ≤ (r2 + |z − z0|)/2,∣∣∣∣ ∫
Rm
[K(x, y, z, u, v, w) −K(x, y, z′, u, v, w)]f2(w)dw
∣∣∣∣
≤ C(|x− u|+ |y − v|)−(n+m)
( |z − z′|
r2 + |z − z0|
)β rγ2
(r2 + |z − z0|)m+γ ,
which implies that for |z − z′| ≤ (r2 + |z − z0|)/2,
|H(x, y, z, z′, u, v)| ≤ C(|x− u|+ |y − v|)−(n+m)
( |z − z′|
r2 + |z − z0|
)β rγ2
(r2 + |z − z0|)m+γ .
Write
H(x, y, z, z′, u, v) −H(x′, y′, z, z′, u, v)
=
∫
Rm
[K(x, y, z, u, v, w) −K(x′, y′, z, u, v, w)]f2(w)dw
−
∫
Rm
[K(x, y, z′, u, v, w) −K(x′, y′, z′, u, v, w)]f2(w)dw.
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By condition (6) in Definition 2.10 together with Lemma 2.9, for fixed x, y, x′, y′, u and v with
|x− x′|+ |y − y′| ≤ (|x− u|+ |y − v|)/2, the operator∫
Rm
[K(x, y, z, u, v, w) −K(x′, y′, z, u, v, w)]f2(w)dw
is bounded onMm(β, γ, r2, z0) and hence, for |z− z′| ≤ (r2+ |z− z0|)/2 and |x−x′|+ |y− y′| ≤
(|x− u|+ |y − v|)/2,
|H(x, y, z, z′, u, v) −H(x′, y′, z, z′, u, v)|
≤ C |x− x
′|+ |y − y′|
(|x− u|+ |y − v|)n+m+1
( |z − z′|
r2 + |z − z0|
)β rγ2
(r2 + |z − z0|)m+γ .
Similarly, for |z − z′| ≤ (r2 + |z − z0|)/2 and |u− u′|+ |v − v′| ≤ (|x− u|+ |y − v|)/2,
|H(x, y, z, z′, u, v) −H(x, y, z, z′, u′, v′)|
≤ C |u− u
′|+ |v − v′|
(|x− u|+ |y − v|)n+m+1
( |z − z′|
r2 + |z − z0|
)β rγ2
(r2 + |z − z0|)m+γ .
Finally, we write
H(x, y, z, z′, u, v) −H(x′, y′, z, z′, u, v) −H(x, y, z, z′, u′, v′) +H(x′, y′, z, z′, u′, v′)
=
∫
Rm
[K(x, y, z, u, v, w) −K(x′, y′, z, u, v, w)
−K(x, y, z, u′, v′, w) +K(x′, y′, z, u′, v′, w)]f2(w)dw
−
∫
Rm
[
K(x, y, z′, u, v, w) −K(x′, y′, z′, u, v, w)
−K(x, y, z′, u′, v′, w) +K(x′, y′, z′, u′, v′, w)
]
f2(w)dw.
Applying condition (7) in Definition 2.10 together with Lemma 2.9, for fixed x, y, x′, y′, u, v, u′
and v′ with |x−x′|+ |y− y′| ≤ (|x−u|+ |y− v|)/2 and |u−u′|+ |v− v′| ≤ (|x−u|+ |y− v|)/2,
the operator∫
Rm
[K(x, y, z, u, v, w) −K(x′, y′, z, u, v, w) −K(x, y, z, u′, v′, w) +K(x′, y′, z, u′, v′, w)]f2(w)dw
is bounded on on Mm(β, γ, r2, z0) and hence, for |z− z′| ≤ (r2 + |z− z0|)/2, |x− x′|+ |y− y′| ≤
(|x− u|+ |y − v|)/2 and |u− u′|+ |v − v′| ≤ (|x− u|+ |y − v|)/2,
|H(x, y, z, z′, u, v) −H(x′, y′, z, z′, u, v) −H(x, y, z, z′, u′, v′) +H(x′, y′, z, z′, u′, v′)|
≤ C (|x− x
′|+ |y − y′|)(|u− u′|+ |v − v′|)
(|x− u|+ |y − v|)n+m+2
( |z − z′|
r2 + |z − z0|
)β rγ2
(r2 + |z − z0|)m+γ .
Therefore, the operator∫
Rm
[K(x, y, z, u, v, w) −K(x′, y′, z, u, v, w) −K(x, y, z, u′, v′, w) +K(x′, y′, z, u′, v′, w)]f2(w)dw
is bounded on Mn+m(β, γ, r1, x0, y0) and this yields the claim. The proof of Proposition 2.11 is
concluded.
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Proof of Lemma 2.7. Suppose f ♯(x, y, z) = f1(x, y)f2(z), where f1 ∈ Mn+m(β, γ, r1, r2, x0, y0)
and f2 ∈ Mm(β, γ, r3, z0).
We first consider the estimate for (R(1)N )♯(f ♯). To verify the norm of (R(1)N )♯(f ♯) with respect
to M˜(n+m)×m(β, γ, r1, r2, x0, y0, z0), we point out that the key ingredient is to use the size and
smoothness of the functions ψ(1) and ψ(2) appearing in the kernel of (R(1)N )♯ given in (2.7).
Based on this observation, we point out that [ψ
(1)
j (u−u′, v−v′−w)−ψ(1)j (xI−u′, yJ −v′−
w)] ∼ 2−Nψ(1)j (u−u′, v− v′−w) in terms of the size and smoothness condition, since (u, v) and
(xI , yJ) are both in the cube I × J with side-length ℓ(I) = ℓ(J) = 2−j−N . As a consequence, we
get
(R(1)N )♯(x, y, z;u′, v′, w′) ∼ 2−N
∫
Rm
cα
∑
j
∑
I,J
∫
I×J
∑
k∈Z
j≤k
ψ
(1)
j (x− u, y − v − z + w)ψ(2)k (z − w)
× ψ(1)j (u− u′, v − v′ − w)ψ(2)k (w − w′)dudv dw
∼ 2−N cα
∑
j
ψ
(1)
j (x− u′, y − v′)
∑
k∈Z
j≤k
∫
Rm
ψ
(2)
k (z − w)ψ(2)k (w −w′)dw
∼ 2−N cα
∑
j
ψ
(1)
j (x− u′, y − v′)ψ(2)j (z − w′),
where ∼ denotes the equivalence in terms of estimating the size and smoothness conditions of
(R(1)N )♯(x, y, z;u′, v′, w′). Note that this is in fact a one-parameter structure with respect to the
variables ((x, y), z) and ((u′, v′), w′) in Rn+m ×Rm, estimating mainly in terms of cubes, which
is a special case of the tensor product setting. Moreover, (R(1)N )♯(x, y, z;u′, v′, w′) satisfies the
cancellation in terms of the tensor product setting Rn+m ×Rm with respect to (x, y), z, (u′, v′)
and w′, respectively. Hence, by applying Proposition 2.11 we obtain that (2.9) holds for (R(1)N )♯.
Next, we consider the estimate for (R(2)N )♯(f ♯). Again, following similar estimate as above
for (R(1)N )♯(f ♯), we obtain that
(R(2)N )♯(x, y, z;u′, v′, w′)
∼ 2−N cα
∑
j
∑
k∈Z
j>k
ψ
(1)
j (x− u′, y − v′)
∫
Rm
ψ
(2)
k (z − w)ψ(2)k (w − w′)dw
∼ 2−N cα
∑
j
∑
k∈Z
j>k
ψ
(1)
j (x− u′, y − v′)ψ(2)k (z − w′).
Note that this is a typical tensor product structure with respect to the variables ((x, y), z) and
((u′, v′), w′) in Rn+m×Rm, estimating mainly in terms of rectangles R = I×J with ℓ(I) ≤ ℓ(J).
Moreover, (R(2)N )♯(x, y, z;u′, v′, w′) satisfies the cancellation in terms of the tensor product setting
Rn+m×Rm with respect to (x, y), z, (u′, v′) and w′, respectively. Hence, by applying Proposition
2.11 we obtain that (2.9) holds for (R(2)N )♯. The proof of Lemma 2.7 is complete.
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Similar to Theorem 2.5, one can also establish the following discrete reproducing formula
via a modification of the process of the discretization.
Theorem 2.13. Let β, γ, r1, r2, r3 > 0, x0 be fixed point in Rn, y0 and z0 be fixed points in
Rm. Let ψt,s be the same as in (1.1). Then there exist functions φj,k(x, y, xI , yJ) in the test
function space Mflag(β, γ, 2−j , 2−k, xI , yJ) and a fixed large integer N such that for f(x, y) =∫
Rm f1(x, y − z)f2(z)dz with f1 ∈ Mn+m(β, γ, r1, r2, x0, y0) and f2 ∈ Mm(β, γ, r3, z0),
f(x, y) =
∑
j
∑
k
∑
I
∑
J
|I||J |φj,k(x, y, xI , yJ)
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
ψt,s ∗ f(xI , yJ)dt
t
ds
s
, (2.14)
where the series converges in L2(Rn+m) and in Mflag(β, γ, r1, r2, x0, y0), I ⊂ Rn and J ⊂ Rm
are dyadic cubes with side-lengths ℓ(I) = 2−j−N and ℓ(J) = 2−(j∧k−N), and xI and yJ are any
fixed points in I and J, respectively.
2.2 Flag Plancherel–Po´lya type inequalities
Applying the discrete Caldero´n reproducing formula in (2.14) provides the following Plancherel–
Po´lya type inequalities.
Theorem 2.14. Suppose ψt,s is as in (1.1). Let α and N be chosen the same as in Theorem
2.5. Then for f ∈ L1(Rn+m),∥∥∥∥{∑
j
∑
k
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
∑
J
∑
I
sup
u∈I
v∈J
|ψt,s ∗ f(u, v)|2χI(x)χJ(y)dt
t
ds
s
} 1
2
∥∥∥∥
1
≈
∥∥∥∥{∑
j
∑
k
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
∑
J
∑
I
inf
u∈I
v∈J
|ψt,s ∗ f(u, v)|2χI(x)χJ(y)dt
t
ds
s
} 1
2
∥∥∥∥
1
,
where I ⊂ Rn, J ⊂ Rm are dyadic cubes with side-lengths ℓ(I) = 2−j−N and ℓ(J) = 2−(j∧k−N)
(the same as in Theorems 2.5 and 2.13) and χI and χJ are indicator functions of I and J ,
respectively.
Proof. For f ∈ L1(Rn+m), by using Theorem 2.13, we get that
ψt,s ∗ f(u, v)
=
∑
j′
∑
k′
∑
I′
∑
J ′
|I ′||J ′|ψt,s ∗ φj′,k′(u, v)
∫ 2−α(k′−1)
2−αk′
∫ 2−α(j′−1)
2−αj′
ψt′,s′ ∗ f(xI′ , yJ ′)dt
′
t′
ds′
s′
.
For 2−αj < t < 2−α(j−1) and 2−αk < s < 2−α(k−1), from Theorem 2.13, we see that, as a function
of (x, y), φj′,k′(x, y, xI′ , yJ ′) is in the test function space Mflag(β, γ, 2−j′ , 2−k′ , xI′ , yJ ′). Then
we have the following almost orthogonality estimate for φj′,k′ and ψt,s, see [25, Lemma 6].
|ψt,s ∗
(
φj′,k′(·, ·, xI′ , yJ ′)
)
(u, v)|
Characterisations of flag Hardy spaces 31
≤ C2−|j−j′|β2−|k−k′|β 2
−(j∧j′)γ
(2−(j∧j′) + |xI′ − u|)n+γ
2−[(k∧k
′)∧(j∧j′)])γ
(2−[(k∧k′)∧(j∧j′)] + |xJ ′ − v|)m+γ
.
Observe that∑
I′
∑
J ′
|I ′||J ′| 2
−(j∧j′)γ
(2−(j∧j′) + |xI′ − u|)n+γ
2−[(k∧k′)∧(j∧j′)])γ
(2−[(k∧k′)∧(j∧j′)] + |xJ ′ − v|)m+γ
×
∫ 2−α(k′−1)
2−αk′
∫ 2−α(j′−1)
2−αj′
ψt′,s′ ∗ f(xI′ , yJ ′)dt
′
t′
ds′
s′
≤ C
{
Ms
(∫ 2−α(k′−1)
2−αk′
∫ 2−α(j′−1)
2−αj′
∑
I′
∑
J ′
ψt′,s′ ∗ f(xI′ , yJ ′)χI′χJ ′ dt
′
t′
ds′
s′
)r
(u, v)
}1/r
,
where n+mn+m+β < r < 1, and Ms is the strong maximal function on R
n × Rm defined as
Ms(f)(x1, x2) := sup
R: rectangles in Rn×Rm, (x1,x2)∈R
1
|R|
∫
R
|f(y1, y2)|dy1dy2. (2.15)
See [15, pages 147–148] for the proof of the classical case. Note that xI′ and yJ ′ are
arbitrary points in I ′ and J ′, respectively. We have that
sup
u∈I
v∈J
|ψt,s ∗ f(u, v)|
≤ CN
∑
j′
∑
k′
2−|j−j
′|β2−|k−k
′|β2−j
′n(1− 1
r
)2[(j∧j
′)−j′]n(1− 1
r
)2−k
′n(1− 1
r
)2[(k∧k
′)−k′]m(1− 1
r
)
×
{
Ms
(∫ 2−α(k′−1)
2−αk′
∫ 2−α(j′−1)
2−αj′
∑
I′
∑
J ′
inf
u′∈I′
v′∈J ′
ψt′,s′ ∗ f(u′, v′)χI′χJ ′ dt
′
t′
ds′
s′
)r
(u, v)
}1/r
.
Applying Ho¨lder’s inequality, together with the facts that∑
j
∑
k
2−|j−j
′|β2−|k−k
′|β2−j
′n(1− 1
r
)2[(j∧j
′)−j′]n(1− 1
r
)2−k
′n(1− 1
r
)2[(k∧k
′)−k′]m(1− 1
r
) ≤ C,
∑
J
∑
I
χI(x)χJ(y) ≤ C
and ∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
dt
t
ds
s
≤ C,
gives∥∥∥∥{∑
j
∑
k
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
∑
J
∑
I
sup
u∈I
v∈J
|ψt,s ∗ f(u, v)|2χI(x)χJ(y)dt
t
ds
s
} 1
2
∥∥∥∥
1
.
∥∥∥∥∑
j′
∑
k′
{
Ms
(∫ 2−α(k′−1)
2−αk′
∫ 2−α(j′−1)
2−αj′
∑
I′
∑
J ′
inf
u′∈I′
v′∈J ′
ψt′,s′ ∗ f(u′, v′)χI′χJ ′ dt
′
t′
ds′
s′
)r
(u, v)
} 1
r
∥∥∥∥
1
.
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By using the Fefferman–Stein vector-valued maximal function inequality on L
1
r (Rn+m), we get∥∥∥∥{∑
j
∑
k
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
∑
J
∑
I
sup
u∈I
v∈J
|ψt,s ∗ f(u, v)|2χI(x)χJ (y)dt
t
ds
s
} 1
2
∥∥∥∥
1
≈
∥∥∥∥{∑
j
∑
k
∫ 2−k+1
2−k
∫ 2−j+1
2−j
∑
J
∑
I
inf
u∈I
v∈J
|ψt,s ∗ f(u, v)|2χI(x)χJ (y)dt
t
ds
s
} 1
2
∥∥∥∥
1
.
The proof is completed.
We remark that applying a similar proof, for any fixed constant C0 one can get the following
Plancherel–Po´lya type inequalities:∥∥∥∥{∑
j
∑
k
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
∑
J
∑
I
sup
u∈C0I
v∈C0J
|ψt,s ∗ f(u, v)|2χI(x)χJ(y)dt
t
ds
s
} 1
2
∥∥∥∥
1
≈
∥∥∥∥{∑
j
∑
k
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
∑
J
∑
I
inf
u∈I
v∈J
|ψt,s ∗ f(u, v)|2χI(x)χJ(y)dt
t
ds
s
} 1
2
∥∥∥∥
1
, (2.16)
where C0I ⊂ Rn and C0J ⊂ Rm, are cubes with side-length ℓ(C0I) = C02−j−N and ℓ(C0J) =
C0ℓ(J) = 2
−(j∧k)−N , respectively.
2.3 The equivalence of ‖gF (f)‖1 and ‖SF (f)‖1
2.3.1 The proof that ‖SF (f)‖1 . ‖gF (f)‖1
We write
‖SF (f)(x, y)‖1 =
∥∥∥∥{∑
j,k
∑
I,J
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
∫
Rn
∫
Rm
χt,s(x− x1, y − y1)
×|ψt,s ∗ f(x1, y1)|2χI(x)χJ(y) dx1dt
tn+m+1
dy1ds
sm+1
}1/2∥∥∥∥
1
where N is a fixed large integer as in the Plancherel–Po´lya type inequalities and I ⊂ Rn and
J ⊂ Rm are dyadic cubes with side-length ℓ(I) = 2−j−N , ℓ(J) = ℓ(J) = 2−(j∧k)−N , and χI and
χJ are indicator functions of I and J , respectively.
Observe that there exists a fixed constant C0 such that for 2
−αj ≤ t ≤ 2−α(j−1), 2−αk ≤
s ≤ 2−α(k−1) and x1 ∈ Rn and y1 ∈ Rm,
χt,s(x− x1, y − y1)|ψt,s ∗ f(x1, y1)|2χI(x)χJ (y)
≤ χt,s(x− x1, y − y1) sup
u∈C0I
v∈C0J
|ψt,s ∗ f(u, v)|2χI(x)χJ (y).
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Therefore,
‖SF (f)(x, y)‖1 ≤
∥∥∥∥{∑
j,k
∑
I,J
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
∫
Rn
∫
Rm
χt,s(x− x1, y − y1)
× sup
u∈C0I
v∈C0J
|ψt,s ∗ f(u, v)|2χI(x)χJ(y) dx1dt
tn+m+1
dy1ds
sm+1
}1/2∥∥∥∥
1
.
Applying the estimate
∫
Rn
∫
Rm χt,s(x−x1, y−y1)dx1dy1 ≤ Ctn+msm together with the Plancherel–
Po´lya type inequalities in (2.16) yields
‖SF (f)(x, y)‖1
≤
∥∥∥∥{∑
j,k
∑
I,J
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
sup
u∈C0I
v∈C0J
|ψt,s ∗ f(u, v)|2χI(x)χJ (y)dt
t
ds
s
}1/2∥∥∥∥
1
.
∥∥∥∥{∑
j,k
∑
I,J
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
|ψt,s ∗ f(x, y)|2χI(x)χJ(y)dt
t
ds
s
}1/2∥∥∥∥
1
= ‖gF (f)‖1.
2.3.2 The proof that ‖gF (f)‖1 . ‖SF (f)‖1
The proof of this part is similar. To see this, write
‖gF (f)‖1 =
∥∥∥∥{∫ ∞
0
∫ ∞
0
|ψt,s ∗ f(x, y)|2 dt
t
ds
s
}1/2∥∥∥∥
1
=
∥∥∥∥{∑
j,k
∑
I,J
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
|ψt,s ∗ f(x, y)|2χI(x)χJ(y)dt
t
ds
s
}1/2∥∥∥∥
1
.
By the Plancherel–Po´lya type inequalities in (2.16), the last term above is dominated by
C
∥∥∥∥{∑
j,k
∑
I,J
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
inf
u∈C0I
v∈C0J
|ψt,s ∗ f(u, v)|2χI(x)χJ(y)dt
t
ds
s
}1/2∥∥∥∥
1
≤ C
∥∥∥∥{∑
j,k
∑
I,J
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
∫
Rn
∫
Rm
χt,s(x− x1, y − y1)×
inf
u∈C0I
v∈C0J
|ψt,s ∗ f(u, v)|2χI(x)χJ(y) dx1dt
tn+m+1
dy1ds
sm+1
}1/2∥∥∥∥
1
≤ C‖SF (f)‖1.
2.3.3 The two norms ‖gF (f)‖1 and ‖SF (f)‖1 are well-defined
Based on the Plancherel–Po´lya type inequalities in (2.16) and the proof of ‖gF (f)‖1 ≈ ‖SF (f)‖1
as in Subsection 2.3.1 and 2.3.2, we also obtain that the two norms ‖gF (f)‖1 and ‖SF (f)‖1 are
well-defined. To be more precise, we have the following
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Proposition 2.15. Suppose ψt,s is as in (1.1), and ϕt,s is as in (1.1). Then we have the
flag Littlewood–Paley area function and square functions defined via ψt,s, denoted by SF,ψ(f)
and gF,ψ(f), respectively. And we also have the flag Littlewood–Paley area function and square
functions defined via ϕt,s, denoted by SF,ϕ(f) and gF,ϕ(f), respectively. Then we have
‖gF,ψ(f)‖1 ≈ ‖gF,ϕ(f)‖1 ≈ ‖SF,ψ(f)‖1 ≈ ‖SF,ϕ(f)‖1,
where the implicit constants are independent of ψt,s and ϕt,s.
As a consequence, we see that the Hardy space H1F (R
n × Rm) given in Definition 1.7 is
well-defined, and can be characterized equivalently by SF (f),
2.4 The estimate ‖SF (f)‖1 . ‖SF (U)‖1
The estimate ‖SF (f)‖1 . ‖SF (U)‖1, follows from the same ideas in Section 2.2 and 2.3. More
precisely, we first need to establish the following discrete Caldero´n reproducing formula. For
this purpose, let φ(1)(x, y) ∈ S(Rn+m) be radial and satisfy the following conditions:
(i) supp φ(1) ⊂ B(0, 1), where B(0, 1) is the unit ball in Rn+m;
(ii)
∫
Rn+m x
αyβφ(1)(x, y)dxdy = 0, where |α| + |β| ≤ 2(n ∨m);
(iii)
∫∞
0 e
−uφ̂(1)(u)du = −1.
In fact, φ(1)(x, y) can be constructed as follows. Choose h(1) ∈ S(Rn+m), radial and supported
in B(0, 1). Let k = 4(n ∨ m) and φ(1)(x, y) = ∆kh(1)(x, y). Multiplying by an appropriate
constant, we can see that such φ(1)(x, y) satisfies all the conditions above.
Similarly, choosing h(2) ∈ S(Rm), radial and supported in B(0, 1) and φ(2)(z) = ∆kh(2)(z).
Multiplying by an appropriate constant, we obtain that φ(2)(z) ∈ S(Rm), is radial and satisfies
the following conditions:
(i) supp φ(2) ⊂ B(0, 1), where B(0, 1) is the unit ball in Rm;
(ii)
∫
Rm z
γφ(2)(z)dz = 0, where |γ| ≤ 2(n ∨m);
(iii)
∫∞
0 e
−uφ̂(2)(u)du = −1.
Let φ(x, y) = φ(1) ∗Rm φ(2)(x, y) and φt,s(x, y) = φ(1)t ∗Rm φ(2)s (x, y). Repeating the same
proof as in Theorem 2.5, leads to the following statement.
Theorem 2.16. There exist φj,k,I,J(x, y) ∈ Mflag(β, γ, 2−j , 2−k, xI , yJ) and a fixed large integer
N such that
f(x, y)
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=
∑
j
∑
k
∑
I
∑
J
|I||J |φj,k,I,J(x, y)
∫ 2−α(k−1)
2−αk
∫ 2−vα(j−1)
2−αj
φt,s ∗
(
ts
∂
∂t
∂
∂s
Pt,s
)
∗ f(xI , yJ)dt
t
ds
s
,
where I ⊂ Rn and J ⊂ Rm are dyadic cubes with side-lengths ℓ(I) = 2−j−N and ℓ(J) =
2−(j∧k)−N , xI and yJ are any fixed points in I and J, respectively. Moreover, for f ∈
L1(Rn+m) and h ∈ Mflag(β, γ, r1, r2, x0, y0),
〈f, h〉
=
〈∑
j
∑
k
∑
I
∑
J
|I||J |φj,k,I,J(·, ·)
∫ 2−α(k−1)
2−αk
∫ 2−α(j−1)
2−αj
(
ts
∂
∂t
∂
∂s
Pt,s
)
∗ f(xI , yJ)dt
t
ds
s
, h
〉
.
Applying the same proof as in Section 2.2 gives the following.
Theorem 2.17. Let f ∈ L1(Rn+m), we have∥∥∥∥∑
j
∑
k
∑
I
∑
J
∫ 2−α(j−1)
2−αj
∫ 2−α(k−1)
2−αk
sup
u∈I,v∈J
|ψt,s ∗ f(u, v)|2 dt
t
ds
s
χI(x)χJ(y)
∥∥∥∥
1
≈
∥∥∥∥∑
j
∑
k
∑
I
∑
J
∫ 2−α(j−1)
2−αj
∫ 2−α(k−1)
2−αk
inf
u∈I,v∈J
∣∣∣(ts ∂
∂t
∂
∂s
Pt,s
)
∗ f(u, v)
∣∣∣2dt
t
ds
s
χI(x)χJ (y)
∥∥∥∥
1
,
where I ⊂ Rn and J ⊂ Rm are dyadic cubes with side-lengths ℓ(I) = 2−j−N and ℓ(J) =
2−(j∧k)−N , respectively.
The estimate ‖SF (f)‖1 . ‖SF (U)‖1 then follows from Theorem 2.17 as in Section 2.3. We
leave the details to the reader.
3 Estimates of area function, maximal function and Riesz trans-
form via flag Poisson integral technique
In this section, we will show the following estimates: let f ∈ L1(Rn+m) and U be the flag Poisson
integral of f as in (1.2), then
‖SF (U)‖1 . ‖U∗‖1 . ‖U+‖1 .
n+m∑
j=1
m∑
k=1
‖Rj,k(f)‖1 + ‖f‖1.
3.1 The estimate ‖SF (U)‖1 . ‖U∗‖1
We first introduce the following maximal function associated with the flag structure.
Definition 3.1. For locally integrable function f on Rn+m, we define the flag-type maximal
function MF (f) by
MF (f)(x, y) := sup
t,s>0, (x,y)∈R
1
|R|
∫
R
|f(u, v)|dudv,
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where R = I×J run over all rectangles with sides parallel to the axes and ℓ(I) = t, ℓ(J) = t+s.
We now recall the lemma of K. Merryfield.
Lemma 3.2 ([29]). Let ϕ ∈ C∞0 (Rn) satisfy
(1) ϕ(−x) = ϕ(x);
(2) supp ϕ ⊂ Bn(0, 1), where Bn(0, 1) is the unit ball in Rn;
(3)
∫
Rn ϕ(x)dx = 1.
Then there exists a function ψ ∈ C∞0 (Rn) that satisfies supp ψ ⊂ Bn(0, 1) and
∫
Rn
ψ(x)dx = 0,
such that ∫
Rn+1+
|∇Pt ∗ f(x)|2|g ∗ ϕt(x)|2tdxdt
≤C
∫
Rn
f(x)2g(x)2dx+
∫
Rn+1+
(Pt ∗ f(x))2|g ∗ ψt(x)|2 dxdt
t
,
where C is independent of f and g. Here P(x) is the Poisson kernel on Rn with P(x) =
cn
1
(1+|x|2)n+12
and Pt(x) = t−nP(x/t).
We also point out that in the application in [29], the function f is in L2(Rn)∩L1(Rn) and
the function g is a characteristic function of a measurable set in Rn such that
∫
Rn+1+
|g∗ψt(x)|2 dxdtt
is finite. For the specific functions f and g in application in [29], we see that the right-hand side
of the above inequality is finite.
Now we establish a Merryfield type lemma in this flag setting as follows. Let ϕ(1)(x, y) ∈
C∞0 (R
n+m) satisfy
(1) ϕ(1)(−x,−y) = ϕ(1)(x, y);
(2) supp ϕ(1) ⊂ Bn+m(0, 1), where Bn+m(0, 1) is the unit ball in Rn+m;
(3)
∫
Rn+m ϕ(x, y)dxdy = 1.
Let ϕ(2)(z) ∈ C∞0 (Rm) satisfy the same conditions as in Lemma 3.2, and ϕ(x, y) = ϕ(1) ∗Rm
ϕ(2)(x, y). We, applying the projection of Mu¨ller, Ricci and Stein, define ϕt,s(x, y) = ϕ
(1)
t ∗Rm
ϕ
(2)
s (x, y).
Similarly, we can obtain two functions ψ(1)(x, y) and ψ(2)(z) such that ψ(1) ∈ C∞0 (Rn+m)
that satisfies supp ψ(1) ⊂ Bn+m(0, 1) and∫
Rn+m
ψ(1)(x, y)dxdy = 0,
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and ψ(2) ∈ C∞0 (Rm) that satisfies supp ψ(2) ⊂ Bm(0, 1) and∫
Rm
ψ(2)(z)dz = 0.
Then we define ψ(x, y) := ψ(1) ∗Rm ψ(2)(x, y) and ψt,s(x, y) := ψ(1)t ∗Rm ψ(2)s (x, y). We arrive at
the following technical lemma.
Lemma 3.3. Let all the notation be the same as above, and recall that Pt,s is the flag Poisson
kernel as defined in (1.3). Then there exists a positive absolute constant C such that∫
Rn+1+
∫
Rm+1+
∣∣t∇(1)s∇(2)Pt,s ∗ f(x, y)∣∣2∣∣g ∗ ϕt,s(x, y)∣∣2 dyds
s
dxdt
t
(3.1)
≤C
{∫
Rn
∫
Rm
f(x, y)2g(x, y)2dxdy
+
∫
Rn
∫
Rm+1+
∣∣P (2)s ∗Rm f(x, y)∣∣2∣∣ψ(2)s ∗Rm g(x, y)∣∣2 dydss dx
+
∫
Rm
∫
Rn+1+
∣∣P (1)t ∗ f(x, y)∣∣2∣∣ψ(1)t ∗ g(x, y)∣∣2dxdtt dy
+
∫
Rn+1+
∫
Rm+1+
|Pt,s ∗ f(x, y)|2|ψt,s ∗ g(x, y)|2 dyds
s
dxdt
t
}
,
where f ∈ L1(Rn+m) ∩ L2(Rn+m) with ‖U∗‖1 < ∞ and g is a characteristic function of a
measurable set in Rn+m such that the integrals∫
Rm+1+
∣∣ψ(2)s ∗Rm g(x, y)∣∣2dydss ,
∫
Rn+1+
∣∣ψ(1)t ∗ g(x, y)∣∣2 dxdtt ,
∫
Rn+1+
∫
Rm+1+
|ψt,s ∗ g(x, y)|2 dyds
s
dxdt
t
are all finite.
We point out that in the proof of ‖SF (U)‖1 . ‖U∗‖1 below, we will choose two specific
functions f and g such that they satisfy above conditions, and that the right-hand side of (3.1)
is finite
Proof of Lemma 3.3. Applying Lemma 3.2 with n replaced by n+m gives∫
Rn+1+
∫
Rm+1+
∣∣∣t∇(1)s∇(2)Pt,s ∗ f(x, y)∣∣∣2∣∣∣g ∗ ϕt,s(x, y)∣∣∣2dyds
s
dxdt
t
=
∫ ∞
0
∫ ∞
0
∫
Rn
∫
Rm
∣∣∣t∇(1)P (1)t ∗ ((s∇(2)P (2)s ) ∗Rm f)(x, y)∣∣∣2∣∣∣ϕ(1)t ∗ (ϕ(2)s ∗Rm g)(x, y)∣∣∣2dydxdtt dss
.
∫ ∞
0
∫
Rn×Rm
|Fs(x, y)|2|Gs(x, y)|2dydxds
s
+
∫ ∞
0
∫ ∞
0
∫
Rn×Rm
|P (1)t ∗ Fs(x, y)|2|ψ(1)t ∗Gs(x, y)|2dydx
dt
t
ds
s
, I1 + I2,
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where Fs(x, y) = (s∇(2)P (2)s )∗Rmf(x, y) and Gs(x, y) = ϕ(2)s ∗Rmg(x, y), and the implicit constant
depends on the constant from Lemma 3.2.
To estimate I1, by using Lemma 3.2 on Rm we have∫ ∞
0
∫
Rn×Rm
|Fs(x, y)|2|Gs(x, y)|2dxdyds
s
=
∫
Rn
∫
Rm+1+
∣∣∣(s∇(2)P (2)s ∗Rm f(x, ·))(y)∣∣∣2∣∣∣(ϕ(2)s ∗Rm g(x, ·))(y)∣∣∣2dydss dx
.
∫
Rn
∫
Rm
f(x, y)2g(x, y)2dydx
+
∫
Rn
∫
Rm+1+
∣∣∣P (2)s ∗Rm f(x, y)∣∣∣2∣∣∣ψ(2)s ∗Rm g(x, y)∣∣∣2dydss dx,
where the implicit constant depends on the constant from Lemma 3.2.
Similarly, we have
I2=
∫
Rn+1+
∫
Rm+1+
∣∣∣s∇(2)P (2)s ∗Rm (P (1)t ∗ f(x, ·))(y)∣∣∣2∣∣∣ϕ(2)s ∗Rm (ψ(1)t ∗ g(x, ·))(y)∣∣∣2 dydss dxdtt
.
∫
Rm
∫
Rn+1+
∣∣P (1)t ∗ f(x, y)∣∣2∣∣ψ(1)t ∗ g(x, y)∣∣2dxdtt dy
+
∫
Rn+1+
∫
Rm+1+
|P (2)s ∗Rm P (1)t ∗ f(x, y)|2|ψ(2)s ∗Rm ψ(1)t ∗ g(x, y)|2
dyds
s
dxdt
t
,
where the implicit constant depends on the constant from Lemma 3.2. The estimates of term
I1 and term I2 yield (3.1).
The proof of Lemma 3.3 is complete.
We now begin to prove ‖SF (U)‖1 . ‖U∗‖1. For any α > 0 and each f ∈ L1(Rn+m)
satisfying ‖U∗‖1 <∞, define
A(α) =
{
(x, y) ∈ Rn × Rm : MF
(
χ{U∗>α}
)
(x, y) <
1
2000
}
.
Then, by changing the order of the integration, we have∫
A(α)
SF (u)(x, y)
2dxdy
≤
∫
Rn+1+ ×Rm+1+
∫
A(α)
χt,s(x− x1, y − y1)dxdy
∣∣t∇(1)s∇(2)U(x1, y1, t, s)∣∣2 dx1dt
tn+m+1
dy1ds
sm+1
.
By the definition of χt,s(x − x1, y − y1), for any fixed (x1, y1, t, s), if χt,s(x − x1, y − y1) 6= 0,
then (x, y) belongs to R, where R = R(x1, y1, t, s) is a rectangle centered at (x1, y1) and with
side-length 2t and 2t+ 2s. This means that to estimate
∫
A(α) χt,s(x − x1, y − y1)dxdy, we only
need to consider those (x, y) ∈ A(α)⋂R(x1, y1, t, s). As a consequence,
MF
(
χ{U∗>α}
)
(x, y) <
1
2000
.
Characterisations of flag Hardy spaces 39
Hence for such fixed (x1, y1, t, s) mentioned above, we have
1
|R(x1, y1, t, s)| |A(α)
⋂
R(x1, y1, t, s)| < 1
2000
.
Let R∗ =
{
(x1, y1, t, s) :
1
|R(x1, y1, t, s)| |A(α)
⋂
R(x1, y1, t, s)| < 12000
}
, then we have∫
A(α)
SF (U)(x, y)
2dxdy≤
∫
R∗
∣∣t∇(1)s∇(2)U(x1, y1, t, s)∣∣2dx1dy1dt
t
ds
s
. (3.2)
Let g(x, y) = χ{u∗≤α}(x, y) and ϕ(1)(x, y) ∈ C∞0 (Rn+m) be a non-negative function satisfying
(1) ϕ(1)(−x,−y) = ϕ(1)(x, y);
(2) supp ϕ(1) ⊂ Bn+m(0, 1), where Bn+m(0, 1) is the unit ball in Rn+m;
(3)
∫
Rn+m ϕ(x, y)dxdy = 1;
(4) ϕ(1)(x, y) = 1 when |(x, y)| ≤ 13 .
Similarly, let ϕ(2)(z) ∈ C∞0 (Rm) be a non-negative function satisfying
(1) ϕ(2)(−z) = ϕ(2)(z);
(2) supp ϕ(2) ⊂ Bm(0, 1), where Bm(0, 1) is the unit ball in Rm;
(3)
∫
Rm ϕ
(2)(z)dz = 1;
(4) ϕ(2)(z) = 1 when |z| ≤ 13 .
Set, using the projection of Mu¨ller, Ricci and Stein, ϕ(x, y) = ϕ(1) ∗Rm ϕ(2)(x, y) and
ϕt,s(x, y) = ϕ
(1)
t ∗Rm ϕ(2)s (x, y).
We now claim that there exists a positive constant C such that for every for (x1, y1) ∈ R∗,
ϕt,s ∗ g(x1, y1) ≥ C. (3.3)
To see this claim, for (x1, y1) ∈ R∗, we consider
ϕt,s ∗ g(x1, y1) =
∫
{u∗≤α}
ϕt,s(x1 − x′1, y1 − y′1)dx′1dy′1.
From the properties of ϕ(1) and ϕ(2) it follows that in the last inequality above, |x1−x′1| < t,
|y1− y′1− z| < t and |z| < s, which gives |y1− y′1| < t+ s. Hence, for this fixed (x1, y1) ∈ R∗, we
see that (x′1, y
′
1) ∈ R(x1, y1, t, s), which shows that ϕt,s(x1− x′1, y1− y′1) as a function of (x′1, y′1)
is supported in R(x1, y1, t, s). Hence,
ϕt,s ∗ g(x1, y1) =
∫
{u∗≤α}⋂R(x1,y1,t,s)
ϕt,s(x1 − x′1, y1 − y′1)dx′1dy′1. (3.4)
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Also, since ϕ(1)(x, y) = 1 when |(x, y)| ≤ 13 and ϕ(2)(z) = 1 when |z| ≤ 13 , we consider the
following two cases:
Case i): s ≤ t.
In this case, we have |R(x1, y1, t, s)| ≈ tn+m.
Since
ϕt,s(x1 − x′1, y1 − y′1) =
∫
Rm
ϕ
(1)
t (x1 − x′1, y1 − y′1 − z)ϕ(2)s (z)dz,
we see that ϕ
(1)
t (x1−x′1, y1− y′1− z) = t−n−m when |x1−x′1| ≤ t/3, |y1− y′1− z| ≤ t/3 and that
ϕ
(2)
s (z) = s−m when |z| < s/3. Thus, if we choose x′1 with |x1−x′1| ≤ t/3 and choose y′1 and z with
|y1−y′1| < t/6 and |z| < s/6, respectively, then it is direct to get ϕ(1)t (x1−x′1, y1−y′1−z) = t−n−m
and ϕ
(2)
s (z) = s−m. Hence, from (3.4) we have
ϕt,s ∗ g(x1, y1)
≥
∫
{U∗≤α}⋂{(x′1,y′1):|x1−x′1|≤ t3 ,|y1−y′1|< t6}
∫
|z|< s
3
ϕ
(1)
t (x1 − x′1, y1 − y′1 − z)ϕ(2)s (z)dzdx′1dy′1
=
∫
|z|< s
3
∫
{U∗≤α}⋂{(x′1,y′1):|x1−x′1|≤ t3 ,|y1−y′1|< t6}
ϕ
(1)
t (x1 − x′1, y1 − y′1 − z) dx′1dy′1 ϕ(2)s (z)dz
≈ |{U
∗ ≤ α} ∩ {(x′1, y′1) : |x1 − x′1| ≤ t/3, |y1 − y′1| < t/6}|
tn+m
&
|{U∗ ≤ α} ∩ {(x′1, y′1) : |x1 − x′1| ≤ t/12, |y1 − y′1| < (t+ s)/12}|
|R(x1, y1, t, s)|
=
|{U∗ ≤ α} ∩ 112R(x1, y1, t, s)|
|R(x1, y1, t, s)| .
Since (x1, y1) ∈ R∗, from the definition of R∗ we obtain that |{U∗ ≤ α} ∩ R(x1, y1, t, s)| >
1999
2000 |R(x1, y1, t, s)|, which gives that (3.3) holds.
Case ii): s > t.
In this case, we have |R(x1, y1, t, s)| ≈ tnsm. By writing
ϕt,s(x1 − x′1, y1 − y′1) =
∫
Rm
ϕ
(1)
t (x1 − x′1, z)ϕ(2)s (y1 − y′1 − z)dz,
we see that ϕ
(1)
t (x1−x′1, z) = t−n−m when |x1−x′1| ≤ t/3, |z| ≤ t/3 and that ϕ(2)s (y1− y′1− z) =
s−m when |y1 − y′1 − z| < s/3. Thus, if we choose x′1 and z with |x1 − x′1| ≤ t/3 and |z| < t/6,
respectively, and choose y′1 with |y1 − y′1| < s/6, then we get ϕ(1)t (x1 − x′1, y1 − y′1 − z) = t−n−m
and ϕ
(2)
s (z) = s−m.
Again, from (3.4) we have
ϕt,s ∗ g(x1, y1)
≥
∫
|x1−x′1|≤ t3
∫
|y1−y′1|< s6
∫
|z|< t
3
χ{U∗≤α}(x′1, y
′
1)ϕ
(1)
t (x1 − x′1, z)ϕ(2)s (y1 − y′1 − z)dzdx′1dy′1
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≈ |{U
∗ ≤ α} ∩ {(x′1, y′1) : |x1 − x′1| ≤ t/3, |y1 − y′1| < s/6}|
tnsm
&
|{U∗ ≤ α} ∩ {(x′1, y′1) : |x1 − x′1| ≤ t/12, |y1 − y′1| < (t+ s)/12}|
|R(x1, y1, t, s)|
=
|{U∗ ≤ α} ∩ 112R(x1, y1, t, s)|
|R(x1, y1, t, s)|
which, similar to Case i), gives that (3.3) holds.
Thus, combining these two cases implies that the claim (3.3) holds.
Next, combining (3.2) and (3.3), and recalling that U(x1, y1, t, s) = Pt,s ∗ f(x1, y1) we have∫
A(α)
SF (u)(x, y)
2dxdy
.
∫
R∗
∣∣t∇(1)s∇(2)U(x1, y1, t, s)∣∣2|ϕt,s ∗ g(x1, y1)|2dx1dy1dt
t
ds
s
.
∫
Rn+1+
∫
Rm+1+
∣∣t∇(1)s∇(2)U(x1, y1, t, s)∣∣2∣∣g ∗ ϕt,s(x1, y1)∣∣2 dy1ds
s
dx1dt
t
.
{∫
Rn
∫
Rm
f(x1, y1)
2g(x1, y1)
2dy1dx1
+
∫
Rn
∫
Rm+1+
∣∣P (2)s ∗Rm f(x1, y1)∣∣2∣∣ψ(2)s ∗Rm g(x1, y1)∣∣2 dy1dss dx1
+
∫
Rm
∫
Rn+1+
∣∣P (1)t ∗ f(x1, y1)∣∣2∣∣ψ(1)t ∗ g(x1, y1)∣∣2dx1dtt dy1
+
∫
Rn+1+
∫
Rm+1+
|Pt,s ∗ f(x1, y1)|2|ψt,s ∗ g(x1, y1)|2 dy1ds
s
dx1dt
t
}
=: II1 + II2 + II3 + II4,
where the last inequality follows from Lemma 3.3, and the implicit constants depend on the
constants in (3.3) and in Lemma 3.3.
For the term II1, from the definition of the function g and the non-tangential maximal
function U∗, we obtain that
|II1| ≤
∫
{U∗≤α}
f(x1, y1)
2dx1dy1 ≤
∫
{U∗≤α}
|U∗(x1, y1)|2dx1dy1.
We now consider the term II2. Note that if ψ
(2)
s ∗Rm g(x1, y1) =
∫
ψ
(2)
s (y1−w)g(x1, w)dw 6=
0, then there exists some w such that |y1 − w| < s and (x1, w) ∈ {u∗ ≤ α}. Hence we get that
|P (2)s ∗Rm f(x1, y1)| ≤ α. Also note that ψ(2)s satisfies the cancellation condition, so for the
constant function 1 on Rn × Rm, we have
ψ(2)s ∗Rm 1(x1, y1) =
∫
Rm
ψ(2)s (y1 − y′1)dy′1 = 0.
As a consequence, we see that
|II2| ≤α2
∫
Rn
∫
Rm+1+
|ψ(2)s ∗Rm g(x1, y1)|2
dy1ds
s
dx1 (3.5)
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=α2
∫
Rn
∫
Rm+1+
∣∣ψ(2)s ∗Rm (1− g)(x1, y1)∣∣2dy1dss dx1
≤α2
∫
Rn
∫
Rm
|1− g(x1, y1)|2dy1dx1
≤α2|{U∗ > α}|,
where the equality there follows from the cancellation condition of ψ
(2)
s .
The estimate for II3 is similar to that of II2 and we omit the details here.
For the last term II4, if ψt,s ∗ g(x1, y1) =
∫
ψt,s(x1 − v, y1 − w)g(v,w)dvdw 6= 0, similarly
as term II2, there exists (v,w) such that (v,w) ∈ {U∗ ≤ α} and |x1 − v| < t, |y1 − w| < t+ s.
Hence |Pt,s ∗ f(x1, y1)| ≤ α. Following the same strategy in the proof of (3.5), we have
|II4| ≤
∫
Rn+1+
∫
Rm+1+
|Pt,s ∗ f(x1, y1)|2|ψt,s ∗ g(x1, y1)|2 dy1ds
s
dx1dt
t
≤ α2|{U∗ > α}|.
Combining all estimates above implies that∫
{MF (χ{U∗>α})≤ 1200 }
SF (U)(x, y)
2dxdy .
(
α2|{U∗ > α}|+
∫
{U∗≤α}
|U∗(x1, y1)|2dx1dy1
)
, (3.6)
where the implicit constant depends on the constants in (3.3) and in Lemma 3.3.
By the definition of the maximal function MF (Definition 3.1), we have that MF (f) ≤
Ms(f), the strong maximal function on Rn × Rm defined as in (2.15), and hence, by using the
L2 boundedness of the strong maximal function, we have∣∣∣{(x, y) : MF (χ{U∗>α}) > 12000}∣∣∣≤ ∣∣∣{(x, y) : Ms(χ{U∗>α})(x, y) > 12000}∣∣∣ (3.7)
.
∫
Rn+m
Ms(χ{U∗>α})(x, y)2dxdy
.
∫
Rn+m
χ{U∗>α}(x, y)2dxdy
. |{U∗ > α}|.
The estimates in (3.6) and (3.7) yield
|{(x, y) : SF (U)(x, y) > α}|
≤
∣∣∣{(x, y) : MF (χ{U∗>α}) > 1200 and SF (U)(x, y) > α}∣∣∣
+
∣∣∣{(x, y) : MF (χ{U∗>α}) ≤ 1200 and SF (U)(x, y) > α}∣∣∣
. |{U∗ > α}|+ 1
α2
∫
{MF (χ{U∗>α})≤ 1200}
SF (U)(x, y)
2dxdy
. |{U∗ > α}|+ α−2
∫
{U∗≤α}
U∗(x1, y1)2dx1dy1,
which implies that ‖SF (U)‖1 . ‖U∗‖1.
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3.2 The estimate ‖U∗‖1 . ‖U+‖1
As mentioned in the introduction, the flag Hardy space is, in some sense, intermediate between
the classical one parameter and the product Hardy spaces. To deal with the flag non-tangential
maximal function, we decompose it into the classical one parameter and the product cases. More
precisely, we write, for any (x¯, y¯) ∈ Rn+m, that
U∗(x¯, y¯) = sup
(x,y,t,s)∈Γ(x¯,y¯)
|U(x, y, t, s)|
≤ sup
(x,y,t,s)∈Γ(x¯,y¯), s≤t
|U(x, y, t, s)| + sup
(x,y,t,s)∈Γ(x¯,y¯), s>t
|U(x, y, t, s)|
=:U∗1 (x¯, y¯) + U
∗
2 (x¯, y¯),
where Γ(x¯, y¯) = {(x, y, t, s) : |x− x¯| ≤ t, |y − y¯| ≤ t+ s}.
The main idea to show ‖U∗1 ‖1 . ‖U+‖1 is the following lemma which was proved by
Fefferman and Stein in [8] for the classical one parameter Hardy space.
Lemma 3.4. Suppose B is a ball in Rd+1, with center (x0, t0). Let u be harmonic in B and
continuous on the closure of B. For any p > 0,
|u(x0, t0)|p ≤ Cp 1|B|
∫
B
|u(x, t)|pdxdt.
Suppose f ∈ L1(Rn+m) and U(x, y, t, s) = Pt,s∗f(x, y). Note that U(x, y, t, s), as a function
of (x, y, t) with a fixed s, is harmonic on Rn+m+1+ . Lemma 3.4 implies that for any r > 0 and
s ≤ t,
|U(x, y, t, s)|r ≤ Cr 1|B1|
∫
B1
|U(x1, y1, t, s)|rdx1dy1dt,
where B1 is any ball in Rn+m+1+ with the radius t and the center (x, y, t) ∈ Γ1(x¯, y¯), where
Γ1(x¯, y¯) = {(x1, y1, t) : |x¯− x1| ≤ 2t, |y¯ − y1| ≤ 2t}.
Note that the projection of B1 on Rn+m is contained in the ball centered at (x¯, y¯) with radius
4t. Therefore,
|U(x, y, t, s)|r ≤Crt−n−m
∫
B((x¯,y¯),4t)
|U(x1, y1, t1, s)|rdx1dy1
≤Crt−n−m
∫
B((x¯,y¯),4t)
|U+(x1, y1)|rdx1dy1
≤CrM1(|U+|r)(x¯, y¯),
where M1 is the standard Hardy–Littlewood maximal function on Rn+m.
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As a consequence, this implies that
U∗1 (x¯, y¯) ≤ C
(
M1
(|U+|r)(x¯, y¯)) 1r ,
which, together with the L
1
r , 0 < r < 1, boundedness of the Hardy–Littlewood maximal function
M1(f), implies that
‖U∗1 ‖1 ≤ C‖U+‖1.
Now we estimate U∗2 (x¯, y¯). Observe that when s > t the cone Γ(x¯, y¯) = {(x1, y1, t) :
|x¯− x1| ≤ t, |y¯− y1| ≤ t+ s} essentially is the cone in the product setting. Therefore, we write
that
U∗2 (x¯, y¯) = sup
(x,y,t,s)∈Γ(x¯,y¯),s>t
|Pt,s ∗ f(x, y)|
≤ sup
(x,y,t,s)∈Γ2(x¯,y¯)
∣∣∣∣ ∫
Rn×Rm
∫
Rm
P
(1)
t (x− x1, z)P (2)s (y − y1 − z)dz f(x1, y1) dx1dy1
∣∣∣∣,
where
Γ2(x¯, y¯) = {(x, y, t, s) : |x¯− x| ≤ 2t, |y¯ − y| ≤ 2s}.
The main idea to estimate the last term above is to introduce the following flag grand
maximal function Gβ,γ(f)(x0, y0) : for f ∈ L1(Rn+m) and (x0, y0) ∈ Rn × Rm,
Gβ,γ(f)(x0, y0) := sup{|〈f, ϕ〉| : ‖ϕ‖M˜flag(β,γ,r1,r2,x0,y0) ≤ 1, r1, r2 > 0}.
By Definition 2.4, it is easy to see that as a function of (x1, y1),∫
Rm
P
(1)
t (x− x1, z)P (2)s (y − y1 − z)dz
is in M˜flag(1, 1, t, s, x¯, y¯) with (x, y, t, s) ∈ Γ2(x¯, y¯) since P (1)t (x − x1, z) ∈ M˜n+m(1, 1, t, x¯, 0)
and P
(2)
s (y − y1) ∈ M˜m(1, 1, s, y¯). Moreover, it is also easy to check that
sup
(x,y,t,s)∈Γ2(x¯,y¯)
∥∥∥∥ ∫
Rm
P
(1)
t (x− x1, z)P (2)s (y − y1 − z)dz
∥∥∥∥
M˜flag(1,1,t,s,x¯,y¯)
≤ C,
where C is an absolute constant independent of (x¯, y¯).
As a consequence, we obtain that
U∗2 (x¯, y¯) = sup
(x,y,t,s)∈Γ2(x¯,y¯)
∣∣∣∣〈 ∫
Rm
P
(1)
t (x− ·, z)P (2)s (y − · − z)dz, f(·, ·)
〉∣∣∣∣
≤CG1,1(f)(x¯, y¯).
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It suffices to prove that for f ∈ L1(Rn+m) and r > 0,
G1,1(f)(x¯, y¯) ≤ C
(
M1
(
M2
(|U+|r))(x¯, y¯))) 1r + C(M2(M1(|U+|r))(x¯, y¯))) 1r , (3.8)
where M1 and M2 are the Hardy–Littlewood maximal functions on Rn+m and Rm, respectively.
We first claim that
|〈f, ψ〉| ≤ C
(
M1
(
M2
(|U+|r))(x¯, y¯)))1r (3.9)
for r < 1 and close to 1, f ∈ L1(Rn+m), and for every ψ ∈ Mflag(1, 1, 2−j1 , 2−k1 , x¯, y¯) with the
norm ‖ψ‖Mflag(1,1,2−j1 ,2−k1 ,x¯,y¯) ≤ 1.
The key idea to show the above claim is to apply the discrete Caldero´n reproducing formula.
To see this, consider the following approximations to the identity on Rn+m: For each j ∈ Z,
define the operator
P(1)j := P (1)2−j
with the kernel P(1)j (x, y) := P (1)2−j (x, y).
It is easy to see that
lim
j→∞
P(1)j = limj→∞P
(1)
2−j
= Id and lim
j→−∞
P(1)j = limj→−∞P
(1)
2−j
= 0
in the sense of L2(Rn+m). And we further have∫
Rn+m
P(1)j (x, y)dxdy = 1.
Set Q
(1)
j := P(1)j −P(1)j−1. Then Q(1)j (x, y), the kernel of Q(1)j satisfies the same size and smoothness
conditions as P(1)j (x, y) does, and ∫
Rn+m
Q
(1)
j (x, y)dxdy = 0.
The operators P(2)k and Q(2)k on Rm are defined similarly.
Repeating the same proof as in Theorem 2.5, we have the following reproducing formula:
there exist functions φj,k(x, y, xI , yJ) ∈ Mflag(β, γ, 2−j , 2−k, xI , yJ) and a fixed large integer
N such that for f(x, y) =
∫
Rm f1(x, y − z)f2(z)dz with f1 ∈ Mn+m(β, γ, r1, x0, y0) and f2 ∈
Mm(β, γ, r2, z0),
f(x, y) =
∑
j
∑
k
∑
I
∑
J
|I||J |φj,k(x, y, xI , yJ)Qj,k(f)(xI , yJ), (3.10)
where the series converges in L2(Rn+m) and in the flag test function space, and I ⊂ Rn, J ⊂ Rm
are dyadic cubes with side-lengths ℓ(I) = 2−j−N , ℓ(J) = 2−(j∧k−N), xI and yJ are any fixed
points in I and J, respectively, and
Qj,k(f)(xI , yJ) =
∫
Rn+m
Qj,k(xI − x, yJ − y)f(x, y)dxdy
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with the kernel
Qj,k(x, y) =
∫
Rm
Q
(1)
j (x, y − z)Q(2)k (z)dz.
Now applying (3.10) to the left-hand side of (3.9), we have
|〈f, ψ〉| =
∣∣∣∣∑
j
∑
k
∑
I
∑
J
|I||J |〈ψ, φj,k(·, ·, xI , yJ)〉Qj,k(f)(xI , yJ)
∣∣∣∣
≤ C
∑
j
∑
k
∑
I
∑
J
|I||J |2−|j−j1|β2−|k−k1|β 2
−(j∧j1)γ
(2−j∧j1 + |xI − x¯|)n+γ
× 2
−[(k∧k1)∧(j∧j1)]γ
(2−[(k∧k1)∧(j∧j1)] + |yJ − y¯|)m+γ
inf
z1∈I,z2∈J
|U+(z1, z2)|. (3.11)
Here in the last inequality we used the following estimates:
(1) The almost orthogonality estimate:
|〈ψ, φj,k(·, ·, xI , yJ)〉|
≤ C2−|j−j1|β2−|k−k1|β 2
−(j∧j1)γ
(2−j∧j1 + |xI − x¯|)n+γ
2−[(k∧k1)∧(j∧j1)]γ
(2−[(k∧k1)∧(j∧j1)] + |yJ − y¯|)m+γ
for β, γ ∈ (0, 1). We refer to [25, Lemma 6] for the proof.
(2) The fact that xI and yJ are any fixed points in I and J, implies that we can choose xI ∈ I
and yJ ∈ J such that
|Qj,k(f)(xI , yJ)|
≤ 2 inf
z1∈I,z2∈J
|Qj,k(f)(z1, z2)|
= 2 inf
z1∈I,z2∈J
∣∣∣∣ ∫
Rn+m
∫
Rm
Q
(1)
j (z1 − x, z2 − y − z)Q(2)k (z)dz f(x, y)dxdy
∣∣∣∣
= 2 inf
z1∈I,z2∈J
∣∣∣∣ ∫
Rn+m
∫
Rm
(
P
(1)
j (z1 − x, z2 − y − z)− P (1)j−1(z1 − x, z2 − y − z)
)
×
(
P
(2)
k (z)− P (2)k−1(z)
)
dz f(x, y)dxdy
∣∣∣∣
≤ 8 inf
z1∈I,z2∈J
|U+(z1, z2)|.
To estimate the last term in (3.11), observe that for 0 < r < 1,∑
j
∑
k
∑
I
∑
J
|I||J |2−|j−j1|β2−|k−k1|β 2
−(j∧j1)γ
(2−j∧j1 + |xI − x¯|)n+γ
2−[(k∧k1)∧(j∧j1)]γ
(2−[(k∧k1)∧(j∧j1)] + |yJ − y¯|)m+γ
× inf
z1∈I,z2∈J
|U+(z1, z2)|
≤
{∑
j
∑
k
∑
I
∑
J
|I|r|J |r2−|j−j1|βr2−|k−k1|βr 2
−(j∧j1)γr
(2−j∧j1 + |xI − x¯|)(n+γ)r
Characterisations of flag Hardy spaces 47
× 2
−[(k∧k1)∧(j∧j1)]γr
(2−[(k∧k1)∧(j∧j1)] + |yJ − y¯|)(m+γ)r
inf
z1∈I,z2∈J
|U+(z1, z2)|r
}1/r
.
Note that ℓ(I) = 2−j−N and ℓ(J) = 2−(j∧k−N). Write
∑
I
∑
J
|I|r|Jr| 2
−(j∧j1)γr
(2−j∧j1 + |xI − x¯|)(n+γ)r
2−[(k∧k1)∧(j∧j1)]γr
(2−[(k∧k1)∧(j∧j1)] + |yJ − y¯|)(m+γ)r
inf
z1∈I,z2∈J
|U+(z1, z2)|r
= C2−jn(r−1)2(j∧k)m(r−1)
∑
I
∑
J
|I||J | 2
−(j∧j1)γr
(2−j∧j1 + |xI − x¯|)(n+γ)r
× 2
−[(k∧k1)∧(j∧j1)]γr
(2−[(k∧k1)∧(j∧j1)] + |yJ − y¯|)(m+γ)r
inf
z1∈I,z2∈J
|U+(z1, z2)|r
≤ C2−jn(r−1)2(j∧k)m(r−1)
∫
Rn×Rm
2−(j∧j1)γr
(2−j∧j1 + |x− x¯|)(n+γ)r
2−[(k∧k1)∧(j∧j1)]γr
(2−[(k∧k1)∧(j∧j1)] + |y − y¯|)(m+γ)r
× |U+(x, y)|rdxdy
≤ C2−jn(r−1)2(j∧k)m(r−1)2−(j∧j1)γr2−(j∧j1)[n−(n+γ)r]2−[(k∧k1)∧(j∧j1)]γr
× 2−[(k∧k1)∧(j∧j1)][m−(m+γ)r]
(
M1
(
M2
(|U+|r)))(x¯, y¯).
A direct computation shows that if m+nm+n+β < r < 1, then∑
j
∑
k
2−|j−j1|βr2−|k−k1|βr2−jn(r−1)2−(j∧j1)(n−nr)2(j∧k)m(r−1)2−[(k∧k1)∧(j∧j1)][m−mr] ≤ C.
Thus, we obtain that the right-hand side of (3.11) is bounded by(
M1
(
M2
(|U+|r))(x¯, y¯)) 1r ,
which implies (3.9).
We now prove (3.8). For every ϕ with
ϕ(x, y) =
∫
Rm
ϕ(1)(x, y − z)ϕ(2)(z)dz,
where ϕ(1)(x, y) ∈ M˜n+m(1, 1, t, x¯, 0) with ‖ϕ(1)‖M˜n+m(1,1,t,x¯,0) ≤ 1, and ϕ(2)(z) ∈ M˜m(1, 1, s, y¯)
with ‖ϕ(2)‖M˜m(1,1,s,y¯) ≤ 1, we have ϕ(x, y) ∈ M˜flag(1, 1, t, s, x¯, y¯) with ‖ϕ‖M˜flag(1,1,t,s,x¯,y¯) ≤ 1.
Let
σ1 :=
∫
Rn+m
ϕ(1)(x, y)dxdy, σ2 :=
∫
Rm
ϕ(2)(z)dz.
It is obvious that |σ1|, |σ2| ≤ C. We set
ψ(1)(x, y) :=
1
1 + σ1C
[
ϕ(1)(x, y)− σ1P(1)j1 (x¯− x, y)
]
,
ψ(2)(z) :=
1
1 + σ2C
[
ϕ(2)(z)− σ2P(2)k1 (z − y¯)
]
,
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where j1 := ⌊log2 t⌋+ 1 and k1 := ⌊log2 s⌋+ 1 .
Then for an appropriate constant C, the function ψ(x, y) =
∫
Rm ψ
(1)(x, y − z)ψ(2)(z)dz is
in Mflag(1, 1, t, s, x¯, y¯) with ‖ψ‖Mflag(1,1,t,s,x¯,y¯) ≤ 1.
Based on the definition of ψ, we have
|〈f, ϕ〉| =
∣∣∣∣ ∫
Rn+m
f(x, y)ϕ(x, y)dxdy
∣∣∣∣
=
∣∣∣∣ ∫
Rn+m
f(x, y)
∫
Rm
ϕ(1)(x, y − z)ϕ(2)(z)dzdxdy
∣∣∣∣
=
∣∣∣∣ ∫
Rn+m
f(x, y)
∫
Rm
[
(1 + σ1C)ψ
(1)(x, y − z) + σ1P(1)j1 (x¯− x, y − z)
]
×
[
(1 + σ2C)ψ
(2)(z) + σ2P(2)k1 (z − y¯)
]
dzdxdy
∣∣∣∣
≤
∣∣∣∣ ∫
Rn+m
f(x, y)
∫
Rm
(1 + σ1C)ψ
(1)(x, y − z)(1 + σ2C)ψ(2)(z)dzdxdy
∣∣∣∣
+
∣∣∣∣ ∫
Rn+m
f(x, y)
∫
Rm
σ1P(1)j1 (x¯− x, y − z)(1 + σ2C)ψ(2)(z)dzdxdy
∣∣∣∣
+
∣∣∣∣ ∫
Rn+m
f(x, y)
∫
Rm
(1 + σ1C)ψ
(1)(x, y − z)σ2P(2)k1 (z − y¯)dzdxdy
∣∣∣∣
+
∣∣∣∣ ∫
Rn+m
f(x, y)
∫
Rm
σ1P(1)j1 (x¯− x, y − z)σ2P
(2)
k1
(z − y¯)
]
dzdxdy
∣∣∣∣
=: A1 +A2 +A3 +A4.
For the term A1, from (3.9) we obtain that
A1 ≤ C
(
M1
(
M2
(|U+|r))(x¯, y¯)) 1r .
For the term A4, by definition we have
A4 ≤ CU+(x¯, y¯) = C
(
|U+(x¯, y¯)|r
) 1
r ≤ C
(
M1
(
M2
(|U+|r))(x¯, y¯)) 1r .
As for A2, we write
A2 =
∣∣∣∣ ∫
Rm
∫
Rn+m
f(x, y)σ1P
(1)
j1
(x¯− x, y − z)dxdy (1 + σ2C)ψ(2)(z)dz
∣∣∣∣
=
∣∣∣∣ ∫
Rm
Fx¯,j1(z)(1 + σ2C)ψ
(2)(z)dz
∣∣∣∣,
where
Fx¯,j1(z) :=
∫
Rn+m
f(x, y)σ1P
(1)
j1
(x¯− x, y − z)dxdy.
Then following the same approach as above, by using the reproducing formula in terms of Q
(2)
k
and the almost orthogonality estimates, we obtain that
A2 ≤ C
(
M2
(
sup
s>0
∣∣∣∣ ∫
Rm
Fx¯,j1(z)P
(2)
s (z)dz
∣∣∣∣r)(y¯)
) 1
r
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≤ C
(
M2
(
sup
s>0
∣∣∣∣ ∫
Rm
∫
Rn+m
f(x, y)σ1P
(1)
j1
(x¯− x, y − z)dxdy P (2)s (z)dz
∣∣∣∣r)(y¯)
) 1
r
≤ C
(
M2
(
M1
(|U+|r))(x¯, y¯)) 1r .
Symmetrically, we obtain that
A3 ≤ C
(
M1
(
M2
(|U+|r))(x¯, y¯)) 1r .
Combining the estimates of A1, A2, A3 and A4, we obtain that (3.8) holds.
3.3 The estimate ‖U+‖1 .
∑n+m
j=1
∑m
k=1 ‖Rj,k(f)‖1 + ‖f‖1
Let P
(1)
t be the Poisson kernel on R
n+m and Q
(1)
j,t be the j-th conjugate Poisson kernel on R
n+m.
Then following [8, Section 8], it is easy to verify that u := u
(1)
0 = P
(1)
t ∗ f , u(1)j = Q(1)j,t ∗ f =
P
(1)
t ∗ (R(1)j ∗ f), j = 1, 2, . . . , n+m is a (n+m+1)-tuple of harmonic functions that satisfy the
following system of equations:
∂u
(1)
j
∂xj
=
∂u
(1)
i
∂xj
, 0 ≤ i, j ≤ n+m;
n+m∑
j=0
∂u
(1)
j
∂xj
= 0.
(3.12)
Here we use R
(1)
j to denote the jth Riesz transform on R
n+m, j = 1, 2, . . . , n + m. Similarly,
we use P
(2)
s to denote the Poisson kernel on Rm and Q
(2)
k,s to denote the k-th conjugate Poisson
kernel on Rm.
Again, following [8, Section 8], we can verify that u := u
(2)
0 = P
(2)
s ∗Rmf , u(2)k = Q(2)k,s∗Rmf =
P
(2)
s ∗Rm (R(2)k ∗Rm f), k = 1, 2, . . . ,m is a (m+ 1)-tuple of harmonic functions that satisfy the
following system of equations: 
∂u
(2)
j
∂xj
=
∂u
(2)
i
∂xj
, 0 ≤ i, j ≤ m;
m∑
j=0
∂u
(2)
j
∂xj
= 0.
(3.13)
Here we use R
(2)
k to denote the kth Riesz transform on R
m, k = 1, 2, . . . ,m.
We now set U(x, y, t, s) = u0,0(x, y, t, s) = P
(1)
t ∗Rm P (2)s ∗ f(x, y). Then we define
u1,0(x, y, t, s) = Q
(1)
1,t ∗Rm P (2)s ∗ f(x, y) and u0,1(x, y, t, s) = P (1)t ∗Rm Q(2)1,s ∗ f(x, y),
and similarly,
uj,k(x, y, t, s) = Q
(1)
j,t ∗Rm Q(2)k,s ∗ f(x, y),
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for j = 1, . . . , n+m and k = 1, . . . ,m.
We first point out that for k = 1, . . . ,m, the tuple (u0,k, u1,k, . . . , un+m,k) satisfies the
Cauchy–Riemann equation in (3.12), and that for j = 1, . . . , n+m the tuple (uj,0, uj,1, . . . , uj,m)
satisfies the Cauchy–Riemann equation in (3.13).
Following the idea in [8, Section 8], we consider the matrix-valued function
F =

u0,0 . . . u0,m
. . . . . . . . .
un+m,0 . . . un+m,m

= P
(1)
t ∗Rm P (2)s ∗ F˜ ,
where we denote
F˜ =

f . . . R
(2)
m ∗Rm f
. . . . . . . . .
R
(1)
m+n ∗ f . . . R(1)m+n ∗Rm R(2)m ∗ f

.
We obtain
sup
t>0
sup
s>0
∫
Rn
∫
Rm
|F (x, y, t, s)|dxdy
≤ sup
t>0
sup
s>0
∫
Rn
∫
Rm
( n+m∑
j=0
m∑
k=0
|uj,k(x, y, t, s)|2
) 1
2
dxdy
≤ C
n+m∑
j=0
m∑
k=0
sup
t>0
sup
s>0
∫
Rn
∫
Rm
∣∣∣Q(1)j,t ∗Rm Q(2)k,s ∗ f(x, y)∣∣∣dxdy
≤ C
n+m∑
j=0
m∑
k=0
sup
t>0
sup
s>0
∫
Rn
∫
Rm
∣∣∣P (1)t ∗Rm P (2)s ∗ (R(1)j ∗R(2)k ∗Rm f)(x, y)∣∣∣dxdy
≤ C
n+m∑
j=0
m∑
k=0
∫
Rn
∫
Rm
∣∣∣(R(1)j ∗Rm R(2)k ∗)(f)(x, y)∣∣∣dxdy,
where the last inequality follows from the fact that∫
Rn+m
P
(1)
t (x− x1, y − y1)dxdy = Cn+m and
∫
Rm
P (2)s (y − y1)dy = Cm
for all t, s > 0, x1 ∈ Rn and y1 ∈ Rm.
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Next it suffices to show
‖U+‖1 ≤ C sup
t>0
sup
s>0
∫
Rn
∫
Rm
|F (x, y, t, s)|dxdy. (3.14)
To see this, we have that for q < 1,
|F (x, y, t+ ǫ, s+ ǫ2)|q =
∣∣∣P (1)t+ǫ1 ∗ P (2)s+ǫ2 ∗Rm F˜ (x, y)∣∣∣q
=
∣∣∣P (1)t ∗ P (1)ǫ1 ∗ P (2)s+ǫ2 ∗Rm F˜ (x, y)∣∣∣q
=
∣∣∣P (1)t ∗ F (x, y, ǫ1, s+ ǫ2)∣∣∣q
≤ Cq,m
m∑
k=0
∣∣∣P (1)t ∗ Fk(x, y, ǫ1, s+ ǫ2)∣∣∣q,
where for each k, Fk is the kth column in the matrix F . Since P
(1)
t ∗Fk satisfies the generalised
Cauchy–Riemann equations in (3.12) for the variable (x, y, t), we get that |P (1)t ∗Fk|q is subhar-
monic for q ≥ n+m−1n+m . Then from the subharmonic inequality [39, Equation (59), Section 4.2,
Chapter 3] we have that for q ≥ n+m−1n+m , x ∈ Rn, y ∈ Rm, t > 0 and ǫ1 > 0,∣∣∣P (1)t ∗ Fk(x, y, ǫ1, s+ ǫ2)∣∣∣q ≤ P (1)t ∗ |Fk(x, y, ǫ1, s+ ǫ2)|q,
which implies that
|F (x, y, t+ ǫ1, s+ ǫ2)|q ≤ Cq,m
m∑
k=0
P
(1)
t ∗ |Fk(x, y, ǫ1, s+ ǫ2)|q (3.15)
≤ Cq,mP (1)t ∗ |F (x, y, ǫ1, s + ǫ2)|q.
And we use the basic fact that |F |q = (∑mk=0 |Fk|2) q2 ≈∑mk=0 |Fk|q.
Again, for F (x, y, ǫ1, s+ ǫ2), we have
|F (x, y, ǫ1, s+ ǫ2)|q = |P (2)s ∗Rm F (x, y, ǫ1, ǫ2)|q
≤ Cq,n+m
n+m∑
j=0
∣∣∣P (2)s ∗Rm F˜j(x, y, ǫ1, ǫ2)∣∣∣q,
where for each j, F˜j is the jth row in the matrix F . Since P
(2)
s ∗Rm F˜j satisfies the generalised
Cauchy–Riemann equations in (3.12) for the variable (y, s), we get that |P (2)s ∗Rm F˜j |q is subhar-
monic for q ≥ m−1m . Then again, from the subharmonic inequality [39, Equation (59), Section
4.2, Chapter 3] we have that for q ≥ m−1m , y ∈ Rm, s > 0 and ǫ2 > 0,
|F (x, y, ǫ1, s+ ǫ2)|q ≤ Cq,n+m
n+m∑
j=0
P (2)s ∗Rm |F˜j(x, y, ǫ1, ǫ2)|q (3.16)
≤ Cq,n+mP (2)s ∗Rm |F (x, y, ǫ1, ǫ2)|q.
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And we use the basic fact that |F |q = (∑n+mj=0 |F˜j |2) q2 ≈∑n+mj=0 |F˜j |q.
Combining the estimates of (3.15) and (3.16), we obtain that
|F (x, y, t+ ǫ1, s+ ǫ2)|q ≤ Cq,n,mP (1)t ∗ P (2)s ∗Rm |F (x, y, ǫ1, ǫ2)|q.
Then, following the convergence argument in [8, Section 8], also in [39, Section 4.2], we
obtain that
‖U+‖1 ≤ Cm,n sup
t>0
sup
s>0
∫
Rn
∫
Rm
|F (x, y, t, s)|dydx.
which implies that the claim (3.14) holds.
4 Flag maximal functions: from Poisson kernel to general Schwartz
kernels
In this section, the following estimates will be established:
(II) ‖U∗‖1 ≈ ‖M∗φ(f)‖1,
(III) ‖U+‖1 ≈ ‖M+φ (f)‖1,
4.1 The equivalence ‖U∗‖1 ≈ ‖M∗φ(f)‖1
We first show
‖U∗‖1 ≤ C‖M∗φ(f)‖1.
To do this, we introduce the “tangential” maximal function M∗∗N (depending on a parameter N)
by
M∗∗N (f)(x, y) = sup
u∈Rn,v∈Rm,t,s>0
|f ∗ φt,s(x− u, y − v)| 1(
1 +
|u|
t
)N(
1 +
|v|
t+ s
)N .
Obviously,
M+φ (f)(x, y) ≤M∗φ(f)(x, y) ≤ 22NM∗∗N (f)(x, y).
Next, we introduce the grand maximal functions. For this purpose, we first note that on
S(Rn+m) one has a denumerable collection of seminorms ‖ · ‖α1,α2,β1,β2 given by
‖φ‖α1,α2,β1,β2 = sup
(x,y)∈Rn+m
∣∣∣xα1yα2∂β1x ∂β2y φ(x, y)∣∣∣.
Similarly, on S(Rm), seminorms ‖ · ‖α,β are given by
‖φ‖α,β = sup
z∈Rm
∣∣∣zα∂βz φ(z)∣∣∣.
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Let F (1) = {‖ · ‖αi1,αi2,βi1,βi2} be any finite collections of seminorms on S(R
n+m) and F (2) =
{‖ · ‖αi,βi} be any finite collections of seminorms on S(Rm). Applying the projection of Mu¨ller,
Ricci and Stein, set
F =
{
φ ∈ DF (Rn × Rm) : for all φ♯ ∈ S(Rn+m × Rm) satisfying φ(x, y) =
∫
Rm
φ♯(x, y − z, z)dz,
‖φ♯(·, ·, z)‖α1 ,α2,β1,β2 ≤ 1 for all z ∈ Rmand‖ · ‖α1,α2,β1,β2 ∈ F (1);
‖φ♯(x, y, ·)‖α,β ≤ 1 for all (x, y) ∈ Rn+m and ‖ · ‖α,β ∈ F (2)
}
.
We then define
MF (f)(x, y) = sup
φ∈F
M+φ (f)(x, y).
We need the following results.
Lemma 4.1. If M∗φ(f) ∈ L1(Rn+m) and N > 2(n ∨m), then M∗∗N (f) ∈ L1(Rn+m) with
‖M∗∗N (f)‖1 ≤ CN,p‖M∗φ(f)‖1. (4.1)
Proof. We point out that if
M∗φ,a,b(f)(x, y) = sup
(x1,y1,t,s)∈Γa,b(x,y)
|φt,s ∗ f(x1, y1)|,
where Γa,b(x, y) = {(x1, y1, t, s) : |x− x1| ≤ at, |y − y1| ≤ b(t+ s)}, then∫
Rn×Rm
|M∗φ,a,b(f)(x, y)|pdxdy ≤ Cn,m(1 + a)n(1 + b)m
∫
Rn×Rm
|M∗φ(f)(x, y)|pdxdy. (4.2)
This can be obtained by mimicking the proof in [39, §2.5, Chapter 2]. Observing that
|f ∗ φt,s(x− u, y − v)|(
1 +
|u|
t
)N(
1 +
|v|
t+ s
)N ≤ ∞∑
k=0
∞∑
ℓ=0
2(1−k)N2(1−ℓ)N |M∗φ,2k+1,2ℓ+1(f)(x, y)|
for all u ∈ Rn, v ∈ Rm, t, s > 0 and N > 0, and using (4.2), we then get (4.1) with
CpN = cn,m
∞∑
k=0
∞∑
ℓ=0
(1 + 2k)n · (1 + 2ℓ)m · 2(1−k)N · 2(1−ℓ)N ,
which is finite if N > 2(n ∨m). The proof of the Lemma 4.3 is concluded.
Next we recall the following lemma from [39] which will be used to pass from one approx-
imation of the identity to another.
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Lemma 4.2 ([39, Lemma 2, §1.3]). Suppose we are given φ and ψ ∈ S(Rd) with ∫Rd φ = 1.
Then there is a sequence {η(k)} ⊂ S(Rd) so that
ψ =
∞∑
k=0
η(k) ∗ φ2−k (4.3)
with η(k) → 0 rapidly, in the sense that whenever ‖ · ‖α,β is a seminorm and M ≥ 0 is fixed,
then
‖η(k)‖α,β = O(2−kM ) as k →∞.
From Lemma 4.2, we obtain the following estimate
‖MF (f)‖1 ≤ C‖M∗φ(f)‖1. (4.4)
Indeed, for any φ = φ(1) ∗Rm φ(2) ∈ SF (Rn × Rm), by (4.3) on φ(1) and φ(2) we have
Mφ(f)(x, y)≤ sup
t,s>0
∞∑
k=0
∞∑
ℓ=0
∣∣∣f ∗ (φ(1)2−kt ∗Rm φ(2)2−ℓs) ∗ (η(1),(k)t ∗Rm η(2),(ℓ)s )∣∣∣
≤M∗∗N (f)(x, y) sup
t,s>0
∞∑
k=0
∞∑
ℓ=0
∫
Rn×Rm
(
1 +
|u|
2−kt
)N(
1 +
|v|
2−ℓ(t+ s)
)N
×∣∣η(1),(k)t ∗Rm η(2),(ℓ)s (u, v)∣∣dudv
≤CM∗∗N (f)(x, y),
where the last inequality holds if φ belongs to an appropriate chosen F . Thus
MF (f)(x, y) = sup
φ∈F
M+φ (f)(x, y) ≤ CM∗∗N (f)(x, y)
for all x ∈ Rn, y ∈ Rm; taking N > 2(n ∨m) as in (4.1) yields (4.4).
Next, we will show that
‖M∗φ(f)‖1 ≤ C‖M+φ (f)‖1. (4.5)
Let F be the same as in (4.4) and for any fixed λ > 0, let
F = Fλ =
{
(x, y) :MF (f)(x, y) ≤ λM∗φ(f)(x, y)
}
.
We prove (4.5) by showing that, for any q > 0,
M∗φ(f)(x, y) ≤ CMs
((
M+φ (f)
)q) 1q
for (x, y) ∈ F,
where Ms is the strong maximal function. Now for any (x, y), there exists (x1, y1, t, s) with
|x− x1| < t, |y − y1| < t+ s and f ∗ φt,s(x1, y1) ≥ 12M∗φ(f)(x, y). Choose r1 small and consider
the ball centered at x1 of radius r1t, i.e. the points u so that |x1 − u| < r1t. We have that
|f ∗ φt,s(x1, y1)− f ∗ φt,s(u, y1)| ≤ r1t sup
|u−x1|<r1t
|∇uf ∗ φt,s(u, y1)|.
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Similarly, choose r2 small and consider the ball centered at y1 of radius r2(t+ s), i.e. the points
v so that |y1 − v| < r2(t+ s). We have that
|f ∗ φt,s(x1, y1)− f ∗ φt,s(x1, v)| ≤ r2(t+ s) sup
|v−y1|<r2(t+s)
|∇vf ∗ φt,s(x1, v)|.
Combining the above two cases, we have
|f ∗ φt,s(x1, y1)− f ∗ φt,s(u, y1)− f ∗ φt,s(x1, v) + f ∗ φt,s(u, v)|
≤Cr1t · r2(t+ s) sup
|u−x1|<r1t, |v−y1|<r2(t+s)
|∇u∇vf ∗ φt,s(u, v)|.
However, ∂
∂ui
f ∗ φt,s(u, v) = f ∗ φ˜ it,s(u, v), where
φ˜ it,s(u, v) =
∫
Rm
∂
∂ui
φ
(1)
t (u, v − w)φ(2)s (w)dw =
1
t
∫
Rm
( ∂
∂ui
φ(1)
)
t
(u, v −w)φ(2)s (w)dw.
And ∂∂vj
f ∗ φt,s(u, v) = f ∗ φ jt,s(u, v), where
φ
j
t,s(u, v) =
1
t
∫
Rm
( ∂
∂vj
φ(1)
)
t
(u, v − w)φ(2)s (w)dw if t > s;
φ
j
t,s(u, v) =
1
s
∫
Rm
φ
(1)
t (u,w)
( ∂
∂vj
φ(2)
)
s
(v − w)dw if t ≤ s.
Note that the set of functions of the form φ˜ i(x+h1, y+h2) and φ
j
(x+h1, y+h2), |h1| ≤ 1+r1,
|h2| ≤ 1 + r2, i = 1, . . . , n, j = 1, . . . ,m, is a compact set in SF (Rn × Rm), hence we have
cφ˜ i(x+h1, y+h2) and cφ
j
(x+h1, y+h2) ∈ F , where c is a constant independent of φ, h1 and
h2. Thus |f ∗ φt,s(x1, y1)− f ∗ φt,s(u, y1)| ≤ cr1MF (f)(x, y) ≤ cr1λM∗φ(f)(x, y), if (x, y) ∈ F .
By considering the case t > s, if (x, y) ∈ F then we can obtain that
|f ∗ φt,s(x1, y1)− f ∗ φt,s(x1, v)| ≤ cr2λM∗φ(f)(x, y),
and that
|f ∗ φt,s(x1, y1)− f ∗ φt,s(u, y1)− f ∗ φt,s(x1, v) + f ∗ φt,s(u, v)| ≤ Cr1 · r2 λM∗φ(f)(x, y).
So if we take r1 and r2 so small that cr1λ, cr2λ, cr1r2λ < 1/16, then we have
|f ∗ φt,s(u, v)| > 1
4
M∗φ(f)(x, y) for all u ∈ B(x1, r1t) and v ∈ B(y1, r2t).
Thus we get that
1
4q
|M∗φ(f)(x, y)|q ≤
1
|B(x1, r1t)| × |B(y1, r2t)|
∫
B(x1,(1+r1)t)×B(y1 ,(1+r2)t)
|f ∗ φt,s(u, v)|qdudv
≤
(1 + r1
r1
)n(1 + r2
r2
)m
Ms[(M
+
φ (f))
q](x, y),
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which is (4.5). Similarly, we can obtain this result when considering the case t ≤ s.
Then using the maximal theorem (for Ms) with q < 1 leads to∫
F
M∗φ(f)(x, y)dxdy ≤C
∫
Rn×Rm
(
Ms[(M
+
φ (f))
q](x, y)
) 1
q dxdy ≤C
∫
Rn×Rm
M+φ (f)(x, y)dxdy. (4.6)
Hence, to prove (4.5), it suffices to prove that the left-hand side of (4.5) is controlled by the
left-hand side of (4.6). So, we now claim that∫
Rn×Rm
M∗φ(f)(x, y)dxdy ≤ 2
∫
F
M∗φ(f)(x, y)dxdy. (4.7)
To see this, observe that∫
F c
M∗φ(f)(x, y)dxdy ≤ λ−1
∫
F c
MF (f)(x, y)dxdy ≤ C¯λ−1
∫
Rn×Rm
M∗φ(f)(x, y)dxdy,
where the last inequality follows from (4.4) and C¯ is an absolute constant. Recall that λ is any
fixed positive constant. Thus, by taking λ ≥ 2C¯, we see that∫
Rn×Rm
M∗φ(f)(x, y)dxdy ≤
∫
F
M∗φ(f)(x, y)dxdy +
∫
F c
M∗φ(f)(x, y)dxdy
≤
∫
F
M∗φ(f)(x, y)dxdy +
1
2
∫
Rn×Rm
M∗φ(f)(x, y)dxdy,
which shows the claim (4.7). This, together with (4.6), yields (4.5).
We recall the result that if P (1)(x, y) is the Poisson kernel on Rn+m, then
P (1)(x, y) =
cn+m
(1 + |x|2 + |y|2)(n+m+1)/2 =
∞∑
k=0
2−kφ(1),(k)
2k
(x, y),
where {φ(1),(k)} is a bounded collection of functions in S(Rn+m). Similarly, if P (2)(z) is the
Poisson kernel on Rm, then
P (2)(z) =
cm
(1 + |z|2)(m+1)/2 =
∞∑
ℓ=0
2−ℓφ(2),(ℓ)
2ℓ
(x, y),
where {φ(2),(ℓ)} is a bounded collection of functions in S(Rm). Then for the Poisson kernel
Pt,s(x, y), we have that
Pt,s(x, y) = P
(1)
t ∗Rm P (2)s (x, y) =
∞∑
k=0
∞∑
ℓ=0
2−k2−ℓφ(1),(k)
2kt
∗Rm φ(2),(ℓ)2ℓs (x, y),
where obviously,
{
φ
(k),(ℓ)
2kt,2ℓs
}
=
{
φ
(1),(k)
2kt
∗Rm φ(2),(ℓ)2ℓs
}
is a bounded collection of functions in
DF (Rn × Rm). Thus, we have
‖U∗‖1 ≤
∞∑
k=0
∞∑
ℓ=0
2−k2−ℓ
∥∥M∗
φ
(k),(ℓ)
2kt,2ℓs
f
∥∥
1
≤ C‖MF (f)‖1 ≤ C‖M∗Φ(f)‖1.
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We now prove
‖M∗φ(f)‖1 ≤ C‖U∗‖1.
Following [39, Chapter III, § 1.7], for the Poisson kernel P (1)t (x, y), there exists a functions η(1)
defined on (1,∞) such that∫ ∞
1
η(1)(s)ds = 1, and
∫ ∞
1
skη(1)(s)ds = 0, k = 1, 2, . . . .
We now set
Φ(1)(x, y) :=
∫ ∞
1
η(1)(t)P
(1)
t (x, y)dt.
Similarly, for the Poisson kernel P
(2)
t (z), there exists a functions η
(2) defined on (1,∞) such
that ∫ ∞
1
η(2)(s)ds = 1, and
∫ ∞
1
skη(2)(s)ds = 0, k = 1, 2, . . . .
We now set
Φ(2)(z) :=
∫ ∞
1
η(1)(s)P (2)s (z)ds.
Then we have Φ(1)(x, y) ∈ S(Rn+m) and Φ(2)(z) ∈ S(Rm). Moreover, we have∫
Rn+m
Φ(1)(x, y)dxdy =
∫ ∞
1
η(1)(t)dt = 1
and ∫
Rm
Φ(2)(z)dz =
∫ ∞
1
η(2)(s)ds = 1.
Hence, define
Φ˜(x, y) = Φ(1) ∗Rm Φ(2)(x, y),
then we obtain that
M∗
Φ˜
(f)(x, y) ≤ U∗(x, y)
∫ ∞
1
η(t)(1)dt
∫ ∞
1
η(2)(s)ds = U∗(x, y).
As a consequence, we obtain that for arbitrary φ ∈ DF (Rn × Rm),
‖M∗φ(f)‖1 ≤ C‖M∗Φ˜(f)‖1 ≤ ‖U
∗‖1.
4.2 The equivalence ‖U+‖1 ≈ ‖M+φ (f)‖1
It is clear that U+(x) ≤ U∗(x) for x ∈ Rn. From Section 4.2, we get that ‖U∗‖1 . ‖M∗φ(f)‖1,
which together with (4.5), gives
‖U+‖1 . ‖M+φ (f)‖1.
On the other hand, from the estimates ‖U∗‖1 . ‖U+‖1 and ‖M∗Φ(f)‖1 . ‖U∗‖1, we get
‖M+φ (f)‖1 . ‖M∗φ(f)‖1 . ‖U+‖1.
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5 Atomic decompositions of flag Hardy spaces
5.1 Heat kernel and finite speed propagation
Assume that L is a non-negative self-adjoint second order differential operator on L2(Rn), whose
heat kernel ht(x, y) of e
−tL satisfies the Gaussian upper bound:
|ht(x, y)| ≤ C
tn
e−
|x−y|2
ct , t > 0, (5.1)
where c and C are two positive constants independent of x, y and t.
Let EL(λ) denote its spectral decomposition. Then, for every bounded Borel function
F : [0,∞)→ C, one defines the bounded operator F (L) : L2(Rn)→ L2(Rn) by the formula
F (L) =
∫ ∞
0
F (λ) dEL(λ).
In particular, the operator cos(t
√
L) is then well-defined and bounded on L2(Rn). Moreover,
it follows from [5, Theorem 3] that if the corresponding heat kernels pt(x, y) of e
−tL satisfy
Gaussian bounds (5.1), then there exists a finite positive constant c0 such that the Schwartz
kernel Kcos(t
√
L) of cos(t
√
L) satisfies
suppKcos(t
√
L) ⊂
{
(x, y) ∈ Ω× Ω : |x− y| ≤ c0t
}
. (5.2)
See also [38]. By the Fourier inversion formula, whenever F is an even, bounded, Borel func-
tion with its Fourier transform F̂ ∈ L1(R), we can write F (√L) in terms of cos(t√L). More
specifically, we have
F (
√
L) = (2π)−1
∫ ∞
−∞
F̂ (t) cos(t
√
L) dt,
which, combined with (5.2), gives
KF (
√
L)(x, y) = (2π)
−1
∫
|t|≥c−10 |x−y|
F̂ (t)Kcos(t
√
L)(x, y) dt, ∀x, y ∈ Ω. (5.3)
The following result (see [26, Lemma 3.5]) is useful for certain estimates later.
Lemma 5.1. Let ϕ ∈ C∞0 (R) be even and satisfy suppϕ ⊂ (−c−10 , c−10 ), where c0 is the constant
in (5.2). Let Φ denote the Fourier transform of ϕ. Then for every κ = 0, 1, 2, . . . , and for every
t > 0, the kernel K(t2L)κΦ(t
√
L)(x, y) of the operator (t
2L)κΦ(t
√
L), defined by spectral theory,
satisfies
suppK(t2L)κΦ(t
√
L)(x, y) ⊂
{
(x, y) ∈ Rn × Rn : |x− y| ≤ t
}
.
For s > 0, we define
F(s) =
{
ψ : C→ C measurable : |ψ(z)| ≤ C |z|
s
(1 + |z|2s)
}
.
Characterisations of flag Hardy spaces 59
Then for any non-zero function ψ ∈ F(s), we have ∫∞0 |ψ(t)|2 dtt <∞. Denote by ψt(z) = ψ(tz).
It follows from the spectral theory in [42] that, for any f ∈ L2(Rn),{∫ ∞
0
‖ψ(t
√
L)f‖2L2(Rn)
dt
t
}1/2
=
{∫ ∞
0
〈
ψ(t
√
L)ψ(t
√
L)f, f
〉
L2(Rn)
dt
t
}1/2
=
{〈∫ ∞
0
|ψ|2(t
√
L)
dt
t
f, f
〉
L2(Rn)
}1/2
≤ κ‖f‖L2(Rn),
where κ = CL
{ ∫∞
0 |ψ(t)|2dt/t
}1/2
.
5.2 Atomic decomposition for H1F (R
n × Rm).
Definition 5.2. Let △(1) be the Laplacian on Rn+m and △(2) be the Laplacian on Rm. For
f ∈ L1(Rn+m), the Lusin area integral of f associated with these Laplacians is defined by
SF,△(1),△(2)(f)(x1, x2) =
(∫
Rn+1+
∫
Rm+1+
χt1,t2(x1 − y1, x2 − y2)
× ∣∣(t21△(1)e−t21△(1) ⊗2 t22△(2)e−t22△(2))f(y1, y2)∣∣2 dy1 dt1
tn+m+11
dy2 dt2
tm+12
)1/2
,
(5.4)
where χt1,t2(x1, x2) := χ
(1)
t1 ∗Rm χ
(2)
t2 (x1, x2), χ
(1)
t1 (x1, x2) := χ
(1)(x1t1 ,
x2
t1
) and χ
(2)
t2 (z) := χ
(2)( zt2 ),
with χ(1)(x1, x2) and χ
(2)(z) the indicator function of the unit balls of Rn+m and Rm, respectively.
Based on the discrete reproducing formula as in Theorem 2.5 and the Plancherel–Po´lya
type inequalities as in Theorem 2.14, we can obtain the estimate
‖SF,△(1),△(2)(f)‖1 . ‖SF (f)‖1. (5.5)
Since this argument is similar to the estimates as in Section 2.3, we omit it here.
We now define the flag Hardy space H1
F,△(1),△(2)(R
n × Rm) associated with △(1) and △(2)
as follows.
Definition 5.3. Let all the notation be the same as above. We define
H1
F,△(1),△(2)(R
n × Rm) := {f ∈ L1(Rn+m) : ‖SF,△(1),△(2)f‖1 <∞}
with the norm
‖f‖H1
F,△(1),△(2)
(Rn+m) := ‖SF,△(1),△(2)f‖1.
We will later show that this Hardy spaceH1
F,△(1),△(2)(R
n×Rm) is equivalent toH1F (Rn×Rm)
as in Definition 1.7.
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We are now recalling the atomic Hardy space H1F,at,M(R
n × Rm) as in Definition 1.10,
and we will later prove that H1F,at,M (R
n × Rm) is equivalent to H1
F,△(1),△(2)(R
n × Rm) above
i.e., Theorem 5.5 below. Then eventually we show that they are both equivalent to the space
H1F (R
n × Rm) via square functions, i.e., Theorem 1.11.
For the convenience of the readers, we repeat the definition of H1F,at,M(R
n × Rm) here.
Definition 5.4. Let M > m/2. The Hardy spaces H1F,at,M(R
n × Rm) is defined as follows.
For f ∈ L2(Rn+m), we say that f = ∑j λjaj is an atomic (1, 2,M)-representation of f if
{λj}∞j=0 ∈ ℓ1, each aj is a (1, 2,M)-atom, and the sum converges in L2(Rn+m). The space
H1F,at,M (R
n × Rm) is defined to be
H1F,at,M(R
n × Rm) = {f ∈ L2(Rn+m) : f has an atomic (1, 2,M)-representation}
with the norm
‖f‖H1
F,at,M
(Rn×Rm) := inf
{ ∞∑
j=0
|λj | : f =
∞∑
j=0
λjaj is an atomic (1, 2,M)-representation
}
.
The atomic Hardy space H1F,at,M(R
n × Rm) is defined as the completion of H1F,at,M(Rn × Rm)
with respect to this norm.
Theorem 5.5. Suppose that M > m/2. Then
H1
F,△(1),△(2)(R
n ×Rm) = H1F,at,M (Rn × Rm).
Moreover,
‖f‖H1
F,△(1),△(2)
(Rn×Rm) ≈ ‖f‖H1
F,at,M
(Rn×Rm),
where the implicit constants depend only on M,n and m.
5.3 Proof of the atomic decomposition
We now proceed to the proof of Theorem 5.5. The basic strategy is as follows: by density, it is
enough to show that
H1F,at,M(R
n × Rm) = H1
F,△(1),△(2)(R
n × Rm) ∩ L2(Rn+m) for M > m/2,
with equivalent of norms. The proof of this proceeds in two steps.
Step 1. H1F,at,M(R
n × Rm) ⊂ H1
F,△(1),△(2)(R
n × Rm) ∩ L2(Rn+m) for M > m/2.
Step 2. H1
F,△(1),△(2)(R
n × Rm) ∩ L2(Rn+m) ⊂ H1F,at,M(Rn × Rm) for every M ∈ N.
The conclusion of Step 1 is an immediate consequence of the following lemma and propo-
sition.
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Lemma 5.6. Fix M ∈ N. Assume that T is a linear operator or a nonnegative sublinear
operator, satisfying the weak-type (2,2) bound∣∣{x ∈ Rn × Rm : |Tf(x)| > η}∣∣ ≤ CT η−2‖f‖22, ∀ η > 0.
If there is an absolute constant C > 0 such that
‖Ta‖1 ≤ C for every (1, 2,M)-atom a, (5.6)
then T is bounded from H1F,at,M (R
n × Rm) to L1(Rn+m) and
‖Tf‖1 ≤ C‖f‖H1
F,at,M
(Rn×Rm).
Consequently, by density, T extends to a bounded operator from H1F,at,M(R
n×Rm) to L1(Rn+m).
Proof. Given f ∈ H1F,at,M(Rn × Rm). Then f =
∑
j λjaj is an atomic (1, 2,M)-representation
such that
‖f‖H1
F,at,M
(Rn×Rm) ≈
∞∑
j=0
|λj |.
Since the sum converges in L2 (by definition), and since T is of weak-type (2, 2), we have that
at almost every point,
|T (f)| ≤
∞∑
j=0
|λj | |T (aj)|. (5.7)
Indeed, for every η > 0, we have that, if fN :=
∑
j>N λjaj, then,
∣∣ {x : |Tf(x)| − ∞∑
j=0
|λj | |Taj(x)| > η}
∣∣ ≤ lim sup
N→∞
∣∣{x : |TfN (x)| > η}∣∣
≤ CT η−2 lim sup
N→∞
‖fN‖22 = 0,
from which (5.7) follows. In turn, (5.7) and (5.6) imply the desired L1 bound for Tf .
We now provide the key Proposition of Step 1.
Proposition 5.7. Let SF,△(1),△(2) be the square function defined by (5.4) and M > m/2. Then
‖SF,△(1),△(2)a‖1 ≤ C for every (1, 2,M)-atom a,
where C is a positive constant independent of a.
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By Proposition 5.7, we may apply Lemma 5.6 with T = SF,△(1),△(2) to obtain
‖f‖H1
F,△(1),△(2)
(Rn×Rm) = ‖SF,△(1),△(2)f‖1 ≤ C‖f‖H1F,at,M(Rn×Rm)
and Step 1 follows.
Suppose Ω ⊂ Rn × Rm is open of finite measure. Denote by m(Ω) the maximal dyadic
subrectangles of Ω. Let m1(Ω) denote those dyadic subrectangles R ⊆ Ω, R = I × J that are
maximal in the x1 direction. In other words if S = I
′ × J ⊇ R is a dyadic subrectangle of Ω,
then I = I ′. Define m2(Ω) similarly. Let
Ω˜ =
{
x ∈ Rn × Rm :Ms(χΩ)(x) > 1
2
}
,
where Ms is the strong maximal operator on Rn × Rm defined as in (2.15).
For any R = I × J ∈ m1(Ω), we set γ1(R) = γ1(R,Ω) = sup |l||I| , where the supremum is taken
over all dyadic intervals l : I ⊂ l so that l × J ⊂ Ω˜. Define γ2 similarly. Then Journe´’s lemma,
(in one of its forms) says, for any δ > 0,∑
R∈m2(Ω)
|R|γ−δ1 (R) ≤ cδ|Ω| and
∑
R∈m1(Ω)
|R|γ−δ2 (R) ≤ cδ |Ω|
for some cδ depending only on δ, not on Ω.
Proof of Proposition 5.7. Given any (1, 2,M)-atom a, suppose that a =
∑
R∈m(Ω)
aR is supported
in an open set Ω with finite measure. For any R = I × J ∈ m(Ω), let I˜ be the biggest dyadic
cube containing I, so that I˜ × J ⊂ Ω˜, where Ω˜ = {x ∈ Rn × Rm : Ms(χΩ)(x) > 1/2}. Next,
let J˜ be the biggest dyadic cube containing J , so that I˜ × J˜ ⊂ ˜˜Ω, where ˜˜Ω = {x ∈ Rn × Rm :
Ms(χΩ˜)(x) > 1/2}. Now let R˜ be the 100-fold dilate of I˜ × J˜ concentric with I˜ × J˜ . Clearly, an
application of the strong maximal function theorem shows that
∣∣∪R⊂ΩR˜∣∣ ≤ C| ˜˜Ω| ≤ C|Ω˜| ≤ C|Ω|.
From property (iii) of the (1, 2,M)-atom,∫
∪R˜
|SF,△(1),△(2)(a)(x1, x2)|dx1dx2 ≤ | ∪ R˜|1/2‖SF,△(1),△(2)(a)‖2
≤ C|Ω|1/2‖a‖2
≤ C|Ω|1/2|Ω|−1/2 ≤ C.
(5.8)
We now prove
∫
(
⋃
R˜)c
|SF,△(1),△(2)(a)(x1, x2)|dx2dx1 ≤ C. (5.9)
From the definition of a, we write
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∫
(
⋃
R˜)c
|SF,△(1),△(2)(a)(x1, x2)|dx2dx1 (5.10)
≤
∑
R∈m(Ω)
∫
R˜c
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1
≤
∑
R∈m(Ω)
∫
(100I˜)c×Rm
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1
+
∑
R∈m(Ω)
∫
Rn×(100J˜)c
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1
= I + II.
For the term I, we have∫
(100I˜)c×Rm
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1=
∫
(100I˜)c×100J
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1
+
∫
(100I˜)c×(100J)c
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1
= I1 + I2.
Let us first estimate the term I1. Set aR,2 = (1 1⊗2(△(2))M )bR, that is, aR = ((△(1))M⊗21 2)aR,2.
Using Ho¨lder’s inequality,
I1≤C|J |1/2
∫
(100I˜)c
(∫
100J
|SF,△(1),△(2)(aR)(x1, x2)|2dx2
)1/2
dx1. (5.11)
Hence, from the definition of SF,△(1),△(2) , we have that
∫
100J
|SF,△(1),△(2)(aR)(x1, x2)|2dx2
≤
∫
100J
∫
Rn+1+
∫
Rm+1+
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − z2)χ
(2)
t2 (z2 − y2)dz2
× ∣∣(t22△(2)e−t22△(2))⊗2 ((t21△(1)e−t21△(1))aR(y1, ·))(y2)∣∣2dy2dt2
tm+12
dy1dt1
tn+m+11
dx2
≤
∫
Rn+1+
∫
Rm
∫
100J
χ
(1)
t1 (x1 − y1, x2 − z2)dx2
×
∫
Rm+1+
χ
(2)
t2 (z2 − y2)
∣∣(t22△(2)e−t22△(2))⊗2 ((t21△(1)e−t21△(1))aR(y1, ·))(y2)∣∣2dy2dt2
tm+12
dz2
dy1dt1
tn+m+11
≤
∫ ∞
0
∫
|x1−y1|≤t1∫
Rm
∫ ∞
0
∫
|z2−y2|≤t2
∣∣(t22△(2)e−t22△(2))⊗2 ((t21△(1)e−t21△(1))aR(y1, ·))(y2)∣∣2dy2dt2
tm+12
dz2
dy1dt1
tn+11
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≤
∫ ∞
0
∫
|x1−y1|≤t1
∫
Rm
∣∣((t21△(1)e−t21△(1))aR(y1, ·))(z2)∣∣2dz2 dy1dt1
tn+11
,
where the fourth inequality follows from the Littlewood–Paley L2 estimate of the area function
with respect to ∆(2). We then split the range of t1 according to the side-length of I to obtain∫
100J
|SF,△(1),△(2)(aR)(x1, x2)|2dx2
≤ C
∫
Rm
∫ ℓ(I)
0
∫
|x1−y1|<t1
×
[ ∫
10I
∫
10J
t−n−m1 exp
(
− |y1 − u1|
2 + |z2 − u2|2
ct21
)
|aR(u1, u2)|du1du2
]2 dy1dz2 dt1
tn+11
+ C
∫
Rm
∫ ∞
ℓ(I)
∫
|x1−y1|<t1
∣∣(t21△(1))M+1e−t21△(1)aR,2(y1, z2)∣∣2 dy1dz2 dt1
tn+4M+11
=: D1(aR)(x1) +D2(aR)(x1),
and the inequality follows from the kernel estimate of t21△(1)e−t
2
1△(1) and from the property of
the atom aR that aR = ((△(1))M ⊗2 1 2)aR,2.
Let us estimate the term D1(aR)(x1). Note that for x1 6∈ 100I˜ , 0 < t1 < ℓ(I), |x1−y1| < t1
and u1 ∈ 10I, then |y1 − u1| ≥ |x1 − xI |/2, where xI denotes the center of the cube I. Hence
D1(aR)(x1) ≤ C
∫ ℓ(I)
0
∫
|x1−y1|<t1
dy1 · t−2n1 exp
(
− |x1 − xI |
2
2ct21
)
×
∫
Rm
[ ∫
Rm
t−m1 exp
(
− |z2 − u2|
2
ct21
)( ∫
10I
|aR(u1, u2)|du1
)
du2
]2
dz2
dt1
tn+11
≤ C
∫ ℓ(I)
0
tn1 · t−2n1 exp
(
− |x1 − xI |
2
2ct21
) ∫
Rm
[
M2
(∫
10I
|aR(u1, ·)|du1
)
(z2)
]2
dz2
dt1
tn+11
≤ C
∫ ℓ(I)
0
t−2n1 exp
(
− |x1 − xI |
2
2ct21
) ∫
Rm
( ∫
10I
|aR(u1, z2)|du1
)2
dz2
dt1
t1
≤ C
∫ ℓ(I)
0
t−2n1 exp
(
− |x1 − xI |
2
2ct21
)
|I|
∫
Rm
∫
10I
|aR(u1, z2)|2du1dz2 dt1
t1
≤ C|I|
∫ ℓ(I)
0
t−2n1 exp
(
− |x1 − xI |
2
2ct21
)dt1
t1
‖aR‖22,
where in the second inequality, M2 denotes the Hardy–Littlewood maximal function on Rm. We
then use the fact that e−s ≤ Cs−k for any k > 0 to obtain
D1(aR)(x1) ≤ C|I|
∫ ℓ(I)
0
t−2n−11
( t1
|x1 − xI |
)2(n+ 1
2
)
dt1‖aR‖22
≤ C|I| ℓ(I)
|x1 − xI |2(n+ 12 )
‖aR‖22
≤ C |I|ℓ(I)|x1 − xI |2n+1 ‖aR‖
2
2.
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In order to estimate the second term D2(aR)(x1), we first note that
supp aR,2 ⊂ supp (1 1 ⊗2 (△(2))M )bR ⊂ 10R = 10(I × J).
Next we observe that for x1 6∈ 100I˜ , ℓ(I) ≤ t1 < |x1 − xI |/4, |x1 − y1| < t1 and u1 ∈ 10I, then
|y1 − u1| ≥ |x1 − xI |/4. Hence, from the kernel estimate of (t21△(1))M+1e−t
2
1△(1) and following
similar estimates as in D1(aR)(x1) via the Hardy–Littlewood maximal function M2, we split the
range of t1 according to |x1 − xI |/4 and continue the estimate of D2(aR)(x1) as follows.
D2(aR)(x1) ≤ C|I|
∫ |x1−xI |
4
ℓ(I)
t−2n1 exp
(
− |x1 − xI |
2
8ct21
) dt1
t1+4M1
‖aR,2‖22
+ C|I|
∫ ∞
|x1−xI |
4
t−2n1 exp
(
− |x1 − xI |
2
8ct21
) dt1
t1+4M1
‖aR,2‖22
≤ C|I|
(∫ ∞
ℓ(I)
t−2n−1−4M1
( t1
|x1 − xI |
)2(n+2M− 1
2
)
dt1
+
∫ ∞
|x1−xI |
4
t−2n−1−4M1 dt1
)
‖aR,2‖22
≤ C |I|ℓ(I)|x1 − xI |2n+1 ℓ(I)
−4M ℓ(J)−4M‖(1 1 ⊗2 (ℓ(J)2△(2))M )bR‖22,
where in the second inequality we use the condition that |x1 − xI | > ℓ(I), and use the fact that
e−s ≤ Cs−k for any k > 0 for the first term and the fact that t−2n1 exp
( − |x1−xI |2
8ct21
) ≤ C when
t1 ≥ |x1−xI |4 .
Combining the estimates of D1(aR)(x1) and D2(aR)(x1), we obtain∫
100J
|SF,△(1),△(2)(aR)(x1, x2)|2dx2 (5.12)
.
|I|ℓ(I)
|x1 − xI |2n+1 ‖aR‖
2
L2(Rn×Rm)
+
|I|ℓ(I)
|x1 − xI |2n+1 ℓ(I)
−4M ℓ(J)−4M‖(1 1 ⊗2 (ℓ(J)2△(2))M )bR‖22.
Putting (5.12) into the term I1 in (5.11), we have
I1 . |R|1/2
∫
(100I˜)c
ℓ(I)
1
2
|x1 − xI |n+1/2
dx1‖aR‖2
+ |R|1/2
∫
(100I˜)c
ℓ(I)1/2
|x1 − xI |n+1/2
dx1ℓ(I)
−2M ℓ(J)−2M‖(1 1 ⊗2 (ℓ(J)2△(2))M )bR‖2
. |R|1/2γ1(R)−1/2‖aR‖2
+ |R|1/2γ1(R)−1/2ℓ(I)−2Mℓ(J)−2M‖(1 1 ⊗2 (ℓ(J)2△(2))M )bR‖2.
Now we turn to estimate the term I2.
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One can write
I2 =
∫
(100I˜)c×(100J)c
|SF,△(1),△(2)(aR)(x1, x2)|dx1dx2
≤
∞∑
j1=j˜
∞∑
j2=6
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1
≤
∞∑
j1=j˜
∞∑
j2=6
(2j1ℓ(I))n/2(2j2ℓ(J))m/2
×
(∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
|SF,△(1),△(2)(aR)(x1, x2)|2dx2dx1
)1/2
,
where j˜ is the smallest integer such that 2j˜I ∩ (100I˜)c 6= ∅. We consider the four cases.∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
|SF,△(1),△(2)(aR)(x1, x2)|2dx1dx2
=
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
( ∫ ℓ(I)
0
∫ ℓ(J)
0
+
∫ ℓ(I)
0
∫ ∞
ℓ(J)
+
∫ ∞
ℓ(I)
∫ ℓ(J)
0
+
∫ ∞
ℓ(I)
∫ ∞
ℓ(J)
)
×
∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2
×
∣∣∣(t21△(1)e−t21△(1) t22△(2)e−t22△(2))(aR)(y1, y2)∣∣∣2 dy2dt2
tm+12
dy1dt1
tn+m+11
dx2dx1
=: I21 + I22 + I23 + I24.
We first estimate the term I21. For x1 6∈ 100I˜ , |x1 − y1| < t1 < ℓ(I) and z1 ∈ 10I, we have that
|y1 − z1| ≥ |x1 − xI |/2. Hence, from the kernel estimate of t21△(1)e−t
2
1△(1) , we have
I21
=
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ℓ(J)
0
∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2
×
∣∣∣(t21△(1)e−t21△(1) t22△(2)e−t22△(2))aR(y1, y2)∣∣∣2dy2dt2
tm+12
dy1dt1
tn+m+11
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ℓ(J)
0
∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2
×
∣∣∣ ∫
10I
∫
Rm
t−n−m1 exp
(
− |y1 − z1|
2 + |y2 − z2|2
ct21
)(
t22△(2)e−t
2
2△(2)aR(z1, z2)
)
dz2 dz1
∣∣∣2
× dy2dt2
tm+12
dy1dt1
tn+m+11
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ℓ(J)
0
∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2
× t−2n1 exp
(
− 2|x1 − xI |
2
ct21
)∣∣∣ ∫
10I
∫
Rm
t−m1 exp
(
− |y2 − z2|
2
ct21
)
t22△(2)e−t
2
2△(2)aR(z1, z2)dz2dz1
∣∣∣2
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× dy2dt2
tm+12
dy1dt1
tn+m+11
dx2dx1.
It is clear that∣∣∣∣ ∫
10I
∫
Rm
t−m1 exp
(
− |y2 − z2|
2
ct21
)
t22△(2)e−t
2
2△(2)aR(z1, z2)dz2dz1
∣∣∣∣
=
∣∣∣∣ ∫
10I
∫
12J
t−m1 exp
(
− |y2 − z2|
2
ct21
)
t22△(2)e−t
2
2△(2)aR(z1, z2)dz2dz1
∣∣∣∣
+
∣∣∣∣ ∫
10I
∫
(12J)c
t−m1 exp
(
− |y2 − z2|
2
ct21
)
t22△(2)e−t
2
2△(2)aR(z1, z2)dz2dz1
∣∣∣∣
≤
∣∣∣∣ ∫
12J
exp
(
− |y2 − z2|
2
2ct21
)
t−m1 exp
(
− |y2 − z2|
2
2ct21
) ∫
10I
t22△(2)e−t
2
2△(2)aR(z1, z2)dz1 dz2
∣∣∣∣
+
∫
10I
∫
(12J)c
∫
10J
t−m1 exp
(
− |y2 − z2|
2
ct21
)
t−m2 exp
(
− |z2 − u2|
2
ct22
)
|aR(z1, u2)|du2 dz2dz1.
Next we point out that there exists a positive constant C such that for every α > 0,∫
Rm
t−m1 exp
(
− |y2 − z2|
2
2ct21
)
t−m2 exp
(
− |z2 − u2|
2
2ct22
)
dz2 ≤ C · (max{t1, t2})
α
(max{t1, t2}+ |y2 − u2|)m+α . (5.13)
Note that for |x2−xJ | > 100ℓ(J) and |x2− y2| < t1 + t2 < 2ℓ(J), if z2 ∈ 12J , then we have that
|y2 − z2| > |x2 − xJ |/2; if z2 ∈ (12J)c, since u2 ∈ 10J , we have that |z2 − u2| > ℓ(J). Hence,
combining these two cases and the almost orthogonality estimate (5.13), we have that∣∣∣∣ ∫
10I
∫
Rm
t−m1 exp
(
− |y2 − z2|
2
ct21
)
t22△(2)e−t
2
2△(2)aR(z1, z2)dz1dz2
∣∣∣∣
. exp
(
− |x2 − xJ |
2
8ct21
)
M2
(∫
10I
|t22△(2)e−t
2
2△(2)aR(z1, ·)|dz1
)
(y2)
+
∫
10I
∫
10J
exp
(
− ℓ(J)
2
ct22
) (max{t1, t2})α
(max{t1, t2}+ |y2 − u2|)m+α |aR(z1, u2)|du2dz1.
Plugging the above inequality into I21, we have
I21
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ℓ(J)
0
∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1 (x1 − y1, w2 − y2)χ
(2)
t2 (x2 − w2)dw2
× t−2n1 exp
(
− 2|x1 − xI |
2
ct21
)
exp
(
− |x2 − xJ |
2
4ct21
)∣∣∣∣M2(∫
10I
|t22△(2)e−t
2
2△(2)aR(z1, ·)|dz1
)
(y2)
∣∣∣∣2
× dy1dt1
tn+m+11
dy2dt2
tm+12
dx2dx1
+
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ℓ(J)
0
∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1 (x1 − y1, x2 −w2)χ
(2)
t2 (w2 − y2)dw2
× t−2n1 exp
(
− 2|x1 − xI |
2
ct21
)
|R| exp
(
− 2ℓ(J)
2
ct22
) (max{t1, t2})2α
(max{t1, t2}+ |x2 − xJ |)2m+2α ‖aR‖
2
2
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× dy1dt1
tn+m+11
dy2dt2
tm+12
dx2dx1
=: I211 + I212.
To estimate I211, we use the L
2(Rm)-boundedness of Hardy–Littlewood maximal function
M2 and the L
2(Rm)-boundedness of Littlewood–Paley square-function to get
I211
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ℓ(J)
0
t−2n1 exp
(
− 2|x1 − xI |
2
ct21
)
exp
(
− |x2 − xJ |
2
4ct21
)
×
∫
Rm
∣∣∣∣M2(∫
10I
|t22△(2)e−t
2
2△(2)aR(z1, ·)|dz1
)
(y2)
∣∣∣∣2dy2 dt1tm+11 dt2t2 dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ℓ(J)
0
t2α11
|x1 − xI |2α1
t2α21
|x2 − xJ |2α2
×
∫
Rm
∣∣∣∣ ∫
10I
|t22△(2)e−t
2
2△(2)aR(z1, y2)|dz1
∣∣∣∣2dy2 dt1t2n+m+11 dt2t2 dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
t2α11
|x1 − xI |2α1
t2α21
|x2 − xJ |2α2
× |I|
∫
10I
∫
Rm
∣∣∣∣∣
( ∫ ∞
0
|t22△(2)e−t
2
2△(2)aR(z1, y2)|2 dt2
t2
) 1
2
∣∣∣∣∣
2
dy2dz1
dt1
t2n+m+11
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
t2α11
|x1 − xI |2α1
t2α21
|x2 − xJ |2α2
× |I|
∫
10I
∫
10J
|aR(z1, y2)|2dy2dz1 dt1
t2n+m+11
dx2dx1.
Choosing α1 = n+ 1/2 and α2 = m+ 1/2, we have
I211 .
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
dx1
(2j1ℓ(I))2n+1
dx2
(2j2ℓ(J))2m+1
∫ ℓ(I)
0
tm+11 dt1|I|‖aR‖22
. (2j1ℓ(I))−n−1(2j2ℓ(J))−m−1ℓ(I)m+2 |I|‖aR‖22
. (2j1ℓ(I))−n2−j1(2j2ℓ(J))−m2−j2
ℓ(I)2
ℓ(I)ℓ(J)
|I|ℓ(I)m‖aR‖22
. (2j1ℓ(I))−n2−j1(2j2ℓ(J))−m2−j2 |R|‖aR‖22,
where in the last inequality we use the fact that ℓ(I) ≤ ℓ(J).
We then estimate the term I212. We first note that∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dy2 dw2dy1 ≤ Ctn+m1 tm2 . (5.14)
Then we have
I212 .
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
t−2n1 exp
(
− 2|x1 − xI |
2
ct21
)∫ ℓ(J)
0
exp
(
− ℓ(J)
2
ct22
)dt2
t2
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× |R| ℓ(J)
2α
|x2 − xJ |2m+2α ‖aR‖
2
2
dt1
t1
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
t−2n1 exp
(
− 2|x1 − xI |
2
ct21
)∫ ℓ(J)
0
t2
ℓ(J)
dt2
t2
× |R| ℓ(J)
2α
|x2 − xJ |2m+2α ‖aR‖
2
2
dt1
t1
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
t−2n1 exp
(
− 2|x1 − xI |
2
ct21
)
× |R| ℓ(J)
2α
|x2 − xJ |2m+2α ‖aR‖
2
2
dt1
t1
dx2dx1.
We use the fact that e−s ≤ Cs−k for any k > 0 to obtain
I212 . |R|‖aR‖22
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
t2α11
|x1 − xI |2α1
ℓ(J)2α
|x2 − xJ |2m+2α
dt1
t2n+11
dx2dx1.
Choosing α1 = n+ 1/2 and α = 1/2, we have
I212 . |R|‖aR‖22 (2j1ℓ(I))−n−1(2j2ℓ(J))−m−1ℓ(J)
∫ ℓ(I)
0
dt1
. |R|‖aR‖22 (2j1ℓ(I))−n2−j1(2j2ℓ(J))−m2−j2 .
We then estimate the term I22. Set aR,1 = ((△(1))M⊗21 2)bR, that is, aR = (1 1⊗2 (△(2))M )aR,2.
Note that supp aR,1 ⊂ 10R = 10(I × J). For x1 6∈ 100I˜ , |x1 − y1| < t1 < ℓ(I) and z1 ∈ 10I, we
have that |y1 − z1| ≥ |x1 − xI |/2. By the almost orthogonality estimate in (5.13), we have
I22 =
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ∞
ℓ(J)
∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1 (x1 − y1, x2 −w2)χ
(2)
t2 (w2 − y2)dw2
×
∣∣∣(t21△(1)e−t21△(1) ⊗2 (t22△(2))M+1e−t22△(2))aR,1(y1, y2)∣∣∣2 dy2dt2
tm+1+4M2
dy1dt1
tn+m+11
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ∞
ℓ(J)
∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1 (x1 − y1, x2 −w2)χ
(2)
t2 (w2 − y2)dw2
×
∣∣∣ ∫
10I
∫
Rm
∫
Rm
t−n−m1 exp
(
− |y1 − z1|
2 + |y2 − z2|2
ct21
)
× t−m1 exp
(
− |z2 − u2|
2
ct21
)
aR,1(z1, u2)dz1dz2du2
∣∣∣2 dy2dt2
tm+1+4M2
dy1dt1
tn+m+11
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ∞
ℓ(J)
∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2
× t−2n1 exp
(
− 2|x1 − xI |
2
ct21
)∣∣∣ ∫
10I
∫
Rm
(max{t1, t2})α
(max{t1, t2}+ |y2 − u2|)m+α |aR,1(z1, u2)|dz1du2
∣∣∣2
× dy2dt2
tm+1+4M2
dy1dt1
tn+m+11
dx2dx1.
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Note that if |x2 − xJ | > 100ℓ(J), t1 < t2 < |x2 − xJ |/4, |x2 − y2| < t1 + t2 and u2 ∈ 10J , then
|y2 − u2| ≥ |x2 − xJ |/4, and hence we see that
(max{t1, t2})α
(max{t1, t2}+ |y2 − u2|)m+α .
tα2
(t2 + |x2 − xJ |)m+α .
If t2 > |x2 − xJ |/4, then we see that
(max{t1, t2})α
(max{t1, t2}+ |y2 − u2|)m+α .
tα2
(t2)m+α
.
1
tm2
.
Based on these observation, we then use the fact that e−s ≤ Cs−k for any k > 0 to obtain
I22 .
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
(∫ |x2−xJ |
4
ℓ(J)
+
∫ ∞
|x2−xJ |
4
)
∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2
× t−2n1 exp
(
− 2|x1 − xI |
2
ct21
)∣∣∣ ∫
10I
∫
Rm
tα2
(t2 + |x2 − xJ |)m+α |aR,1(z1, u2)|du2dz1
∣∣∣2
× dy1dt1
tn+m+11
dy2dt2
tm+1+4M2
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ |x2−xJ |
4
ℓ(J)
× t−2n1 exp
(
− 2|x1 − xI |
2
ct21
) t2α2
(t2 + |x2 − xJ |)2m+2α |R|‖aR,1‖
2
2
dt1
t1
dt2
t1+4M2
dx2dx1
+
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ∞
|x2−xJ |
4
× t−2n1 exp
(
− 2|x1 − xI |
2
ct21
)
|R|‖aR,1‖22
dt1
t1
dt2
t2m+1+4M2
dx2dx1
. |R|‖aR,1‖22
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ∞
ℓ(J)
t2α11
|x1 − xI |2α1
× t
2α
2
|x2 − xJ |2m+2α
dt1
t2n+11
dt2
t1+4M2
dx2dx1
+ |R|‖aR,1‖22
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ℓ(I)
0
∫ ∞
|x2−xJ |
4
t2α11
|x1 − xI |2α1
× dt1
t2n+11
dt2
t2m+1+4M2
dx2dx1.
We now choose α1 = n+
1
2 and α =
1
2 , then we obtain that
I22 . |R|‖aR,1‖22(2j1ℓ(I))−n−1(2j2ℓ(J))−m−1
∫ ℓ(I)
0
dt1
∫ ∞
ℓ(J)
t−4M2 dt2
+ |R|‖aR,1‖22(2j1ℓ(I))−n−1(2j2ℓ(J))m
∫ ℓ(I)
0
t2α1−2n−11 dt1
∫ ∞
2j2−2ℓ(J)
t−2m−1−4M2 dt2
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. |R|ℓ(J)−4M‖aR,1‖22 (2j1ℓ(I))−n2−j1(2j2ℓ(J))−m2−j2
+ |R|ℓ(J)−4M‖aR,1‖22 (2j1ℓ(I))−n2−j1(2j2ℓ(J))−m2−4Mj2 ,
where we only require that 4M > 1.
We now to estimate I23.
I23 =
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
ℓ(I)
∫ ℓ(J)
0
∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1
(x1 − y1, x2 − w2)χ(2)t2 (w2 − y2)dw2
×
∣∣∣((t21△(1))M+1e−t21△(1) ⊗2 t22△(2)e−t22△(2))aR,2(y1, y2)∣∣∣2dy2dt2
tm+12
dy1dt1
tn+m+1+4M1
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
ℓ(I)
∫ ℓ(J)
0
∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1
(x1 − y1, x2 − w2)χ(2)t2 (w2 − y2)dw2
×
∣∣∣ ∫
10I
∫
Rm
t−n−m1 exp
(
− |y1 − z1|
2 + |y2 − z2|2
ct21
)
t22△(2)e−t
2
2△(2)aR,2(z1, z2)dz1dz2
∣∣∣2
× dy2dt2
tm+12
dy1dt1
tn+m+1+4M1
dx2dx1
=
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
(∫ |x1−xI |+|x2−xJ |
8
ℓ(I)
+
∫ ∞
|x1−xI |+|x2−xJ |
8
)∫ ℓ(J)
0
∫
Rn
∫
Rm
×
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2
×
∣∣∣ ∫
10I
∫
Rm
t−n−m1 exp
(
− |y1 − z1|
2 + |y2 − z2|2
ct21
)
t22△(2)e−t
2
2△(2)aR,2(z1, z2)dz1dz2
∣∣∣2
× dy2dt2
tm+12
dy1dt1
tn+m+1+4M1
dx2dx1
=: I231 + I232.
We first estimate the term I231 and consider two cases.
Case (1): |x1 − xI | ≥ |x2 − xJ |.
In this case we have t1 < (|x1−xI |+ |x2−xJ |)/8 ≤ |x1−xI |/4. Since |x1−xI | > 100ℓ(I),
|x1 − y1| < t1 and z1 ∈ 10I, then |y1 − z1| ≥ |x1 − xI |/4 ≥ (|x1 − xI | + |x2 − xJ |)/8. Hence we
have
I231 .
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ |x1−xI |+|x2−xJ |
8
ℓ(I)
∫ ℓ(J)
0
∫
Rn
∫
Rm
×
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2t−2n1 exp
(
− |x1 − xI |
2
8ct21
)
exp
(
− |x2 − xJ |
2
8ct21
)
×
∣∣∣ ∫
Rm
t−m1 exp
(
− |y2 − z2|
2
ct21
)( ∫
10I
t22△(2)e−t
2
2△(2)aR,2(z1, z2)dz1
)
dz2
∣∣∣2
dy1dt1
tn+m+1+4M1
dy2dt2
tm+12
dx2dx1
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.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
ℓ(I)
∫ ℓ(J)
0
t−2n1
t2α11
|x1 − xI |2α1
t2α21
|x2 − xJ |2α2
×
∫
Rm
∣∣∣∣∣M2
(∫
10I
|t22△(2)e−t
2
2△(2)aR,2(z1, ·)|dz1
)
(y2)
∣∣∣∣∣
2
dy2
dt1
tm+1+4M1
dt2
t2
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
ℓ(I)
∫ ℓ(J)
0
t2α11
|x1 − xI |2α1
t2α21
|x2 − xJ |2α2
×
∫
Rm
∣∣∣∣( ∫
10I
|t22△(2)e−t
2
2△(2)aR,2(z1, ·)|dz1
)
(y2)
∣∣∣∣2dy2 dt1t2n+m+1+4M1 dt2t2 dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
ℓ(I)
t2α11
|x1 − xI |2α1
t2α21
|x2 − xJ |2α2
× |I|
∫
10I
∫
Rm
∫ ∞
0
|t22△(2)e−t
2
2△(2)aR,2(z1, y2)|2 dt2
t2
dy2 dz1
dt1
t2n+m+1+4M1
dx2dx1
. |I|‖aR,2‖22
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
ℓ(I)
t2α11
|x1 − xI |2α1
t2α21
|x2 − xJ |2α2
dt1dx2dx1
t2n+m+1+4M1
,
where the second inequality follows from the fact that e−s ≤ Cs−k for any k > 0, the third
inequality follows from the L2(Rm)-boundedness of the Hardy–Littlewood maximal function
M2, the fourth inequality follows from Ho¨lder’s inequality and the last inequality follows from
the L2(Rm)-boundedness of the Littlewood–Paley square function with respect to t22△(2)e−t
2
2△(2) .
To continue, we choose α1 > n and α2 > m and 2α1 + 2α2 < 2n+m+ 4M , then we have
I231 . |I|‖aR,2‖22(2j1ℓ(I))n−2α1(2j2ℓ(J))m−2α2
∫ ∞
ℓ(I)
t2α1+2α2−2n−m−4M−11 dt1
. |I|‖aR,2‖22(2j1ℓ(I))−n(2j1ℓ(I))2n−2α1(2j2ℓ(J))−m(2j2ℓ(J))2m−2α2ℓ(I)2α1+2α2−2n−m−4M
. |I|ℓ(I)−4M‖aR,2‖22(2j1ℓ(I))−n2(2n−2α1)j1(2j2ℓ(J))−m2(2m−2α2)j2ℓ(J)m
. |R|ℓ(I)−4M‖aR,2‖22(2j1ℓ(I))−n2(2n−2α1)j1(2j2ℓ(J))−m2(2m−2α2)j2 .
We also note that from these conditions of α1 and α2, we obtain that for the order of the
cancellation of the atom a, we require that M > m/4.
Case (2): |x1 − xI | < |x2 − xJ |.
In this case we have t1+ t2 < (|x1−xI |+ |x2−xJ |)/8+ℓ(J) ≤ |x2−xJ |/2 and |x1−xI |/4 <
(|x1 − xI | + |x2 − xJ |)/8. Also note that |x1 − xI | > 100ℓ(I), |x1 − y1| < t1 < |x1 − xI |/4 and
that z1 ∈ 10I, so we have |y1 − z1| ≥ |x1 − xI |/4. Hence
I231 .
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ |x1−xI |
4
ℓ(I)
∫ ℓ(J)
0
∫
Rn
∫
Rm
×
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2 t−2n1 exp
(
− |x1 − xI |
2
16ct21
)
×
∣∣∣ ∫
10I
∫
Rm
t−m1 exp
(
− |y2 − z2|
2
ct21
)
t22△(2)e−t
2
2△(2)aR,2(z1, z2)dz2dz1
∣∣∣2
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dy1dt1
tn+m+1+4M1
dy2dt2
tm+12
dx2dx1
+
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ |x1−xI |+|x2−xJ |
8
|x1−xI |
4
∫ ℓ(J)
0
∫
Rn
∫
Rm
×
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2 t−2n1
×
∣∣∣ ∫
10I
∫
Rm
t−m1 exp
(
− |y2 − z2|
2
ct21
)
t22△(2)e−t
2
2△(2)aR,2(z1, z2)dz2dz1
∣∣∣2
dy1dt1
tn+m+1+4M1
dy2dt2
tm+12
dx2dx1
=: I2311 + I2312.
Note that∣∣∣∣ ∫
10I
∫
Rm
t−m1 exp
(
− |y2 − z2|
2
ct21
)
t22△(2)e−t
2
2△(2)aR,2(z1, z2)dz2dz1
∣∣∣∣
≤
∣∣∣∣ ∫
10I
∫
12J
t−m1 exp
(
− |y2 − z2|
2
ct21
)
t22△(2)e−t
2
2△(2)aR,2(z1, z2)dz2dz1
∣∣∣∣
+
∣∣∣∣ ∫
10I
∫
(12J)c
t−m1 exp
(
− |y2 − z2|
2
ct21
) ∫
10J
t−m2 exp
(
− |z2 − u2|
2
ct22
)
|aR,2(z1, u2)|du2 dz2dz1
∣∣∣∣.
Since |x2 − xJ | > 100ℓ(J) and |x2 − y2| < t1 + t2, if z2 ∈ 12I, then we have |y2 − z2| ≥
|x2−xJ |/4 ≥ (|x1−xI |+ |x2−xJ |)/8; if z2 ∈ (12J)c then for u2 ∈ 10J we have |z2−u2| > ℓ(J).
As a consequence, from the almost orthogonality estimate (5.13) we get that∣∣∣∣ ∫
10I
∫
Rm
t−m1 exp
(
− |y2 − z2|
2
ct21
)
t22△(2)e−t
2
2△(2)aR,2(z1, z2)dz2dz1
∣∣∣∣
. exp
(
− |x2 − xJ |
2
2ct21
)
M2
(∫
10I
|t22△(2)e−t
2
2△(2)aR,2(z1, ·)|dz1
)
(y2)
+ C
∫
10I
∫
10J
exp
(
− ℓ(J)
2
2ct22
) (max{t1, t2})α
(max{t1, t2}+ |y2 − u2|)m+α |aR,2(z1, u2)|du2dz1.
(5.15)
Plugging (5.15) into I2311, we have
I2311
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ |x1−xI |
4
ℓ(I)
∫ ℓ(J)
0
∫
Rn
∫
Rm
×
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2t−2n1 exp
(
− |x1 − xI |
2
16ct21
)
exp
(
− |x2 − xJ |
2
2ct21
)
×
∣∣∣∣M2(∫
10I
|t22△(2)e−t
2
2△(2)aR,2(z1, ·)|dz1
)
(y2)
∣∣∣∣2dy2dt2tm+12 dy1dt1tn+m+1+4M1 dx2dx1
+ C
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ |x1−xI |
4
ℓ(I)
∫ ℓ(J)
0
∫
Rn
∫
Rm
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×
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2t−2n1 exp
(
− |x1 − xI |
2
16ct21
)
|R| exp
(
− ℓ(J)
2
ct22
)
× (max{t1, t2})
2α
(max{t1, t2}+ |x2 − xJ |)2m+2α ‖aR,2‖
2
2
dy2dt2
tm+12
dy1dt1
tn+m+1+4M1
dx2dx1
=: I23111 + I23112.
To estimate I23111, we use the same method in case (1) to obtain
I23111 . |R|ℓ(I)−4M‖aR,2‖22(2j1ℓ(I))−n2(2n−2α1)j1(2j2ℓ(J))−m2(2m−2α2)j2 ,
by choosing n < α1, m < α2 and 2α1 + 2α2 < 2n+m+ 4M .
For the term I23112, we use the fact that e
−s ≤ Cs−k for any k > 0 to show
I23112 . |R|
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ |x1−xI |
4
ℓ(I)
t−2n1
t2α11
|x1 − xI |2α1
×
∫ ℓ(J)
0
exp
(
− 2ℓ(J)
2
ct22
)dt2
t2
(max{t1, ℓ(J)})2α
|x2 − xJ |2m+2α ‖aR,2‖
2
2
dt1
t1+4M1
dx2dx1.
Let α = 12 and 0 < 2α1 − 2n < 4M − 1.
I23112 . |R|‖aR,2‖22
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ |x1−xI |
4
ℓ(I)
t−2n1
t2α11
|x1 − xI |2α1
× t1 + ℓ(J)|x2 − xJ |2m+1
dt1
t1+4M1
dx2dx1
. |R|‖aR,2‖22(2j1ℓ(I))n−2α1(2j2ℓ(J))−m−1
∫ ∞
ℓ(I)
t2α1−2n−4M1 dt1
+ |R|‖aR,2‖22(2j1ℓ(I))n−2α1(2j2ℓ(J))−m−1ℓ(J)
∫ ∞
ℓ(I)
t2α1−2n−4M−11 dt1
. |R|ℓ(I)−4M‖aR,2‖22(2j1ℓ(I))−n2(2n−2α1)j1(2j2ℓ(J))−m2−j2 .
This finishes the estimate for the term I2311.
We plug (5.15) into I2312 to get
I2312
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ |x1−xI |+|x2−xJ |
8
|x1−xI |
4
∫ ℓ(J)
0
∫
Rn
∫
Rm
×
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2 t−2n1 exp
(
− |x2 − xJ |
2
ct21
)
×
∣∣∣∣M2(∫
10I
|t22△(2)e−t
2
2△(2)aR,2(z1, ·)|dz1
)
(y2)
∣∣∣∣2 dy1dt1tn+m+1+4M1 dy2dt2tm+12 dx2dx1
+
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ |x1−xI |+|x2−xJ |
8
|x1−xI |
4
∫ ℓ(J)
0
∫
Rn
∫
Rm
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×
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2 t−2n1 exp
(
− ℓ(J)
2
ct22
)
×
∣∣∣∣ ∫
10I
∫
10J
(max{t1, t2})α
(max{t1, t2}+ |y2 − u2|)m+α |aR,2(z1, u2)|du2dz1
∣∣∣∣2 dy1dt1tn+m+1+4M1 dy2dt2tm+12 dx2dx1
=: I23121 + I23122.
To estimate I23121, we use the same method in case (1) to obtain
I23121 . |I|(2j1ℓ(I))2α2−2n−m−4M (2j2ℓ(J))m−2α2‖aR,2‖22
. |R|ℓ(I)−4M‖aR,2‖22(2j1ℓ(I))−n2(2α2−n−m−4M)j1(2j2ℓ(J))−m2(2m−2α2)j2
by choosing m < α2 and 2α2 < 2n+m+ 4M .
We then estimate the term I23122. Note that in this case |x2−y2| < t1+t2 < |x1−xI |4 +ℓ(J) <
|x2−xJ |
4 + ℓ(J). Hence, we have |y2−u2| > |x2−xJ |− |x2− y2|− |u2−xJ | > |x2−xJ |− |x2−xJ |4 −
2ℓ(J) > |x2−xJ |2 . Thus, we get that
I23122 .
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
|x1−xI |
4
∫ ℓ(J)
0
exp
(
− 2ℓ(J)
2
ct22
)
× max{t
2α
1 , t
2α
2 }
|x2 − xJ |2m+2α
|R|‖aR,2‖22
dt1
t2n+1+4M1
dt2
t2
dx2dx1
. |R|‖aR,2‖22(2j1ℓ(I))−n(2j2ℓ(J))−m(2j1ℓ(I))2n(2j2ℓ(J))−2α
×
∫ ∞
|x1−xI |
4
1
t2n+1+4M−2α1
dt1
∫ ℓ(J)
0
exp
(
− 2ℓ(J)
2
ct22
)dt2
t2
+ |R|‖aR,2‖22(2j1ℓ(I))−n(2j2ℓ(J))−m(2j1ℓ(I))2n(2j2ℓ(J))−2α
×
∫ ∞
|x1−xI |
4
1
t2n+1+4M1
dt1
∫ ℓ(J)
0
exp
(
− 2ℓ(J)
2
ct22
)
t2α2
dt2
t2
. |R|‖aR,2‖22(2j1ℓ(I))−n(2j2ℓ(J))−m2(−4M+2α)j12−2αj2 ,
where we choose 0 < α < 2M , and the last inequality follows from the fundamental estimates
that
∫ ℓ(J)
0 exp
(− 2 ℓ(J)2
ct22
)
dt2
t2
. 1 and that
∫ ℓ(J)
0 exp
(− 2 ℓ(J)2
ct22
)
t2α2
dt2
t2
. ℓ(J)2α.
Now we consider the term I232. Note that in this case, there is no lower bound for |y1−z1|,
and hence we can only use the fact that exp
(− |y1−z1|2
ct21
) ≤ 1. Then, from this observation and
from the L2(Rm)-boundedness of the Hardy–Littlewood Maximal function and the Littlewood–
Paley square function, we obtain that
I232 .
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
|x1−xI |+|x2−xJ |
8
∫ ℓ(J)
0
∫
Rn
∫
Rm
×
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2
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×
∣∣∣ ∫
10I
∫
Rm
t−n−m1 exp
(
− |y1 − z1|
2 + |y2 − z2|2
ct21
)
t22△(2)e−t
2
2△(2)aR,2(z1, z2)dz2dz1
∣∣∣2
× dy2dt2
tm+12
dy1dt1
tn+m+1+4M1
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
|x1−xI |+|x2−xJ |
8
∫ ℓ(J)
0
∫
Rm
tn1 t
m
2
× t−2n1
∣∣∣∣ ∫
Rm
t−m1 exp
(
− |y2 − z2|
2
ct21
)(∫
10I
t22△(2)e−t
2
2△(2)aR,2(z1, z2)dz1
)
dz2
∣∣∣∣2
× dy2dt2
tm+12
dt1
tn+m+1+4M1
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
|x1−xI |+|x2−xJ |
8
×
∫
Rm
∫ ∞
0
∣∣∣M2(∫
10I
|t22△(2)e−t
2
2△(2)aR,2(z1, ·)|dz1
)
(y2)
∣∣∣2 dt2
t2
dy2
dt1
t2n+m+1+4M1
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
|x1−xI |+|x2−xJ |
8
×
∫
Rm
∣∣∣ ∫
10I
|aR,2(z1, y2)|dz1
∣∣∣2dy2 dt1dx2dx1
t2n+m+1+4M1
. |I|‖aR,2‖22
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
1
(|x1 − xI |+ |x2 − xJ |)2n+m+4M dx2dx1
. |I|‖aR,2‖22
(2j1ℓ(I))n(2j2ℓ(J))m
(2j1ℓ(I) + 2j2ℓ(J))2n+m+4M
. |R|ℓ(I)−4M‖aR,2‖22(2j1ℓ(I))−n(2j2ℓ(J))−m2−2Mj12−(m−2M)j2 ,
where in the last inequality we use the fact that ℓ(I) ≤ ℓ(J) and we also require that M > m2 .
Finally we estimate the term I24. Note that aR = ((△(1))M ⊗2 (△(2))M )bR and supp
bR ⊂ 10R = 10(I × J). Let A(x1, x2) = |x1−xI |+|x2−xJ |8 . Then
I24
=
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
(∫ A(x1,x2)
ℓ(I)
∫ A(x1,x2)
ℓ(J)
+
∫ A(x1,x2)
ℓ(I)
∫ ∞
A(x1,x2)
+
∫ ∞
A(x1,x2)
∫ A(x1,x2)
ℓ(J)
+
∫ ∞
A(x1,x2)
∫ ∞
A(x1,x2)
)∫
Rn
∫
Rm
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2
×
∣∣∣((t21△(1))M+1e−t21△(1) ⊗2 (t22△(2))M+1e−t22△(2))bR(y1, y2)∣∣∣2 dy2dt2
tm+4M+12
dy1dt1
tn+m+4M+11
dx2dx1
=: I241 + I242 + I243 + I244.
To estimate the terms I241, we consider two cases:
Case(3): |x1 − xI | ≥ |x2 − xJ |.
In this case we see that t1 < (|x1−xI |+|x2−xJ |)/8 ≤ |x1−xI |/4. Since |x1−xI | > 100ℓ(I),
|x1 − y1| < t1 and z1 ∈ 10I, then |y1 − z1| ≥ |x1 − xI |/4 ≥ (|x1 − xI |+ |x2 − xJ |)/8. Based on
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these observations, we get that
I241
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ A(x1,x2)
ℓ(I)
∫ ∞
ℓ(J)
∫
Rn
∫
Rm
×
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2t−2n1 exp
(
− |x1 − xI |
2
ct21
)
exp
(
− |x2 − xJ |
2
ct21
)
×
∣∣∣ ∫
10I
∫
Rm
∫
Rm
t−m1 exp
(
− |y2 − z2|
2
ct21
)
t−m2 exp
(
− |z2 − u2|
2
ct21
)
|bR(z1, u2)|du2dz2dz1
∣∣∣2
dy1dt1
tn+m+1+4M1
dy2dt2
t4M+12
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
ℓ(I)
∫ ∞
ℓ(J)
t−2n1 exp
(
− |x1 − xI |
2
ct21
)
exp
(
− |x2 − xJ |
2
ct21
)
× max{t1, t2}
2α
(max{t1, t2})2m+2α |R|‖bR‖
2
2
dt1
t4M+11
dt2
t4M+12
dx2dx1,
where the last inequality follows by using the almost orthogonality estimate as in (5.13) and by
skipping the |y2 − u2| in this estimate. We then use the fact that e−s ≤ Cs−k for any k > 0 to
obtain
I241 .
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
ℓ(I)
∫ ∞
ℓ(J)
1
|x1 − xI |2α1
1
|x2 − xJ |2α2
× (t−2m1 + t−2m2 )|R|‖bR‖22
dt1
t2n−2α1−2α2+1+4M1
dt2
t4M+12
dx2dx1
. |R|ℓ(I)−4M ℓ(J)−4M‖bR‖22 (2j1ℓ(I))−n(2j2ℓ(J))−m2(2n−2α1)j12(2m−2α2)j2 ,
where the last inequality follows from the standard integration estimate, and we require that
n < α1, m < α2 and 2α1 + 2α2 < 2n+ 4M . This also implies that M >
m
2 .
Case (4): |x1 − xI | < |x2 − xJ |.
In this case we have t1 + t2 < (|x1 − xI | + |x2 − xJ |)/4 ≤ |x2 − xJ |/2 and |x1 − xI |/4 <
(|x1 − xI |+ |x2 − xJ |)/8. Now we consider the lower bound for |y1 − z1|. We first consider the
case t1 < |x1 − xI |/4. Since |x1 − xI | > 100ℓ(I), |x1 − y1| < t1 < |x1 − xI |/4 and z1 ∈ 10I, then
|y1−z1| ≥ |x1−xI |/4. For the case t1 > |x1−xI |/4, although we know that t1 < (|x1−xI |+|x2−
xJ |)/8, there is no specific estimate for the lower bound for |y1−z1|, thus we can only use the fact
that exp
(− |y1−z1|2
ct21
) ≤ 1. Moreover, since |x2−xJ | > 100ℓ(J), |x2− y2| < t1+ t2 < |x2−xJ |/2,
then for u2 ∈ 10J we have |y2 − u2| ≥ |x2 − xJ |/4 ≥ (|x1 − xI | + |x2 − xJ |)/8. Now based on
these observations, by splitting the range of t1 and by using the almost orthogonality estimate
as in (5.13) similar to Case (3) above, we have that
I241 .
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
(∫ |x1−xI |
4
ℓ(I)
∫ A(x1,x2)
ℓ(J)
+
∫ A(x1,x2)
|x1−xI |
4
∫ A(x1,x2)
ℓ(J)
)∫
Rn
∫
Rm
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×
∫
Rm
χ
(1)
t1 (x1 − y1, x2 − w2)χ
(2)
t2 (w2 − y2)dw2
×
∣∣∣ ∫
10I
∫
Rm
∫
Rm
t−n−m1 exp
(
− |x1 − xI |
2 + |y2 − z2|2
ct21
)
t−m2 exp
(
− |z2 − u2|
2
ct21
)
|bR(z1, u2)|du2dz2dz1
∣∣∣2 dy2dt2
tm+4M+12
dy1dt1
tn+m+4M+11
dx2dx1
.
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ |x1−xI |
4
ℓ(I)
∫ A(x1,x2)
ℓ(J)
t−2n1 exp
(
− |x1 − xI |
2
ct21
)
× (max{t1, t2})
2α
|x2 − xJ |2m+2α |R|‖bR‖
2
2
dt1
t4M+11
dt2
t4M+12
dx2dx1
+
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)∫ A(x1,x2)
|x1−xI |
4
∫ ∞
ℓ(J)
(max{t1, t2})2α
|x2 − xJ |2m+2α |R|‖bR‖
2
2
dt1
t2n+4M+11
dt2
t4M+12
dx2dx1.
We use the facts that e−s ≤ Cs−k for any k > 0 and that ℓ(I) ≤ ℓ(J) to obtain that
I241 . |R|ℓ(I)−4M ℓ(J)−4M‖bR‖22(2j1ℓ(I))−n(2j2ℓ(J))−m2−(2n−2α1)j12−2αj2
+ |R|ℓ(I)−4M ℓ(J)−4M‖bR‖22(2j1ℓ(I))−n(2j2ℓ(J))−m2−(4M−2α)j12−2αj2
+ |R|ℓ(I)−4M ℓ(J)−4M‖bR‖22(2j1ℓ(I))−n(2j2ℓ(J))−m2−4Mj12−2αj2
for n < α1, 0 < α, α < 2M and α1 + α < n+ 2M .
We then estimate the term I242. Similar to the estimate of the term I241, we also consider
Case (3) and Case (4) for the comparison of |x1 − xI | and |x2 − xJ |. And we also note that
t1 < (|x1 − xI |+ |x2 − xJ |)/8 ≤ t2. Hence, there is no lower bound for |y2 − u2| and the almost
orthogonality estimate appearing in the estimates for term I242 will be replaced by
1
t2m2
. Then
we have
I242 .
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
ℓ(I)
∫ ∞
|x1−xI |+|x2−xJ |
8
t−2n1 exp
(
− |x1 − xI |
2
ct21
)
× 1
t2m2
|R|‖bR‖22
dt1
t4M+11
dt2
t4M+12
dx2dx1
+
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ A(x1,x2)
|x1−xI |
4∫ ∞
|x1−xI |+|x2−xJ |
8
1
t2m2
|R|‖bR‖22
dt1
t2n+4M+11
dt2
t4M+12
dx2dx1
. |R|ℓ(I)−4M ℓ(J)−4M‖bR‖22(2j1ℓ(I))−n(2j2ℓ(J))−m2−(2α1−2n)j12−4Mj2
+ |R|ℓ(I)−4M ℓ(J)−4M‖bR‖22(2j1ℓ(I))−n(2j2ℓ(J))−m2−4Mj12−4Mj2 .
Here we require that n < α1 < 4M + 2n.
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We now consider the term I243. And we also note that in this case t1 > t2. Hence, there is
no lower bound for |y1 − z1|. So we will use the fact that exp
(− |y1−z1|2
ct21
) ≤ 1. Moreover, there
is also no lower bound for |y2 − z2|. And hence the almost orthogonality estimate appearing in
the estimates for term I242 will be replaced by
1
t2m1
. Then we have
I243 . |R|‖bR‖22
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
A(x1,x2)
dt1
t2n+2m+4M+11
∫ ∞
ℓ(J)
dt2
t4M+12
dx1dx2
. |R|‖bR‖22(2j1ℓ(I))n(2j2ℓ(J))m
1
(2j1ℓ(I) + 2j2ℓ(J))2n+2m+4M
1
ℓ(J)4M
. |R|ℓ(I)−4M ℓ(J)−4M‖bR‖22(2j1ℓ(I))−n(2j2ℓ(J))−m2−2Mj12−2Mj2 .
We finally estimate the term I244. And we also note that in this case there are no lower
bounds for |y1−z1| or |y2−z2|. So we will use the fact that exp
(− |y1−z1|2
ct21
) ≤ 1. And the almost
orthogonality estimate appearing in the estimates for term I241 will be replaced by
1
max{t1,t2}2m .
Then we have
I244 .
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
∫ ∞
A(x1,x2)
∫ ∞
A(x1,x2)
t−2n1 (max{t1, t2})−2m
× |R|‖bR‖22
dt1
t4M+11
dt2
t4M+12
dx1dx2
. |R|ℓ(I)−4M ℓ(J)−4M‖bR‖22(2j1ℓ(I))−n(2j2ℓ(J))−m2−2Mj12−2Mj2
+ |R|ℓ(I)−4M ℓ(J)−4M‖bR‖22(2j1ℓ(I))−n(2j2ℓ(J))−m2−4Mj12−4Mj2 .
Combing the estimates of I2i for i = 1, 2, 3, 4, we can show that
I2 . |R|1/2γ1(R)−δℓ(I)−2M ℓ(J)−2M
(
‖((ℓ(I)2△(1))M )⊗2 (ℓ(J)2△(2))M )bR‖2
+ ‖((ℓ(I)2△(1))M ⊗2 1 2)bR‖2 + ‖(1 1 ⊗2 (ℓ(J)2△(2))M )bR‖2 + ‖bR
∥∥
2
)
for δ > 0. Estimates of I1 and I2, together with Ho¨lder’s inequality and Journe´’s covering lemma,
show that
I ≤
∑
R∈m(Ω)
∫
(100I˜)c×Rm
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1
.
∑
R∈m(Ω)
|R|1/2γ1(R)−δℓ(I)−2M ℓ(J)−2M
(
‖((ℓ(I)2△(1))M )⊗2 (ℓ(J)2△(2))M )bR‖2
+ ‖((ℓ(I)2△(1))M ⊗2 1 2)bR‖2 + ‖(1 1 ⊗2 (ℓ(J)2△(2))M )bR‖2 + ‖bR
∥∥
2
)
.
( ∑
R∈m(Ω)
ℓ(I)−4M ℓ(J)−4M
(
‖((ℓ(I)2△(1))M )⊗2 (ℓ(J)2△(2))M )bR‖22
+ ‖((ℓ(I)2△(1))M ⊗2 1 2)bR‖22 + ‖(1 1 ⊗2 (ℓ(J)2△(2))M )bR‖22
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+ ‖bR
∥∥2
2
))1/2( ∑
R∈m(Ω)
|R|γ1(R)−2δ
)1/2
. |Ω|− 12 |Ω| 12 . 1.
For the term II, we have∫
Rn×(100J˜)c
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1 =
∫
100I×(100J˜ )c
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1
+
∫
(100I)c×(100J˜)c
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1
= II1 + II2.
The estimate of II2 is symmetric to the estimate of I2, since one can write
II2 =
∫
(100I)c×(100J˜)c
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1
≤
∞∑
j1=6
∞∑
j2=j˜
∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
|SF,△(1),△(2)(aR)(x1, x2)|dx2dx1
≤
∞∑
j1=6
∞∑
j2=j˜
(2j1ℓ(I))n/2(2j2ℓ(J))m/2
×
(∫
|x1−xI |≈2j1ℓ(I)
∫
|x2−xJ |≈2j2ℓ(J)
|SF,△(1),△(2)(aR)(x1, x2)|2dx2dx1
)1/2
,
where j˜ is the smallest integer such that 2j˜J ∩ (100J˜ )c 6= ∅. Hence, following the approach and
technique in the estimate of I2, we obtain that
II2 . |R|1/2γ1(R)−δℓ(I)−2M ℓ(J)−2M
(
‖((ℓ(I)2△(1))M )⊗2 (ℓ(J)2△(2))M )bR‖22
+ ‖(1 1 ⊗2 (ℓ(J)2△(2))M )bR‖22 + ‖bR
∥∥2
2
)
for δ > 0. So we just estimate the term II1. Using Ho¨lder’s inequality, we have
II1≤C|I|1/2
∫
(100J˜)c
( ∫
100I
|SF,△(1),△(2)(aR)(x1, x2)|2dx1
)1/2
dx2. (5.16)
Then, the L2(Rn+m)-boundedness of the square function gives∫
100I
|SF,△(1),△(2)(aR)(x1, x2)|2dx1
≤
∫
Rm+1+
∫
Rn
[ ∫
Rm
∫
Rn+1+
χ
(1)
t1 (x1 − y1, x2 − z2)
× ∣∣(t21△(1)e−t21△(1))(1 1 ⊗2 ((t22△(2)e−t22△(2))aR(·, y2))(y1)χ(2)t2 (y2 − z2)∣∣2
dy1dz2dt1
tn+m+11
]
dx1
dy2dt2
tm+12
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.
∫
Rm+1+
∫
Rn
∣∣t22△(2)e−t22△(2)aR(x1, y2)χ(2)t2 (y2 − x2)∣∣2dx1dy2dt2tm+12
.
∫
Rn
∫ ℓ(J)
0
∫
|x2−y2|≤t2
∣∣∣t22△(2)e−t22△(2)aR(x1, y2)∣∣∣2dy2dt2
tm+12
dx1
+
∫
Rn
∫ ∞
ℓ(J)
∫
|x2−y2|≤t2
∣∣∣(t22△(2))M+1e−t22△(2)aR,1(x1, y2)∣∣∣2 dy2dt2
tm+1+4M2
dx1
=: E1(aR)(x2) + E2(aR)(x2),
where aR,1 = ((△(1))M ⊗2 1 1)bR. Note that supp aR,1 ⊂ supp ((△(1))M ⊗2 1 1)bR ⊂ 10R =
10(I × J).
Let us first estimate the term E1(aR)(x2). Note that if x2 6∈ 100J˜ , 0 < t2 < ℓ(J),
|x2 − y2| < t2 and z2 ∈ 10J , then |y2 − z2| ≥ |x2 − xJ |/2. We use the estimate of the kernel of
t22△(2)e−t
2
2△(2) and the fact that e−s ≤ Cs−k for any k > 0 to obtain
E1(aR)(x2) .
∫ ℓ(J)
0
∫
|x2−y2|<t2
dy2 t
−2m
2 exp
(
− 2|x2 − xJ |
2
ct22
) dt2
tm+12
×
∫
Rn
[ ∫
10J
|aR,1(x1, z2)|dz2
]2
dx1
. |J |
∫ ℓ(J)
0
t−2m2 exp
(
− 2|x2 − xJ |
2
ct22
)dt2
t2
‖aR,1‖22
≤ C|J |
∫ ℓ(J)
0
t−2m−12
( t2
|x2 − xJ |
)2(m+ 1
2
)
dt2‖aR,1‖22
. |J | ℓ(J)|x2 − xJ |2m+1 ‖aR‖
2
2.
In order to estimate the second term E2(aR), observe that if x2 6∈ 100J˜ , ℓ(J) ≤ t2 < |x2−xJ |/4,
|x2 − y2| < t2 and z2 ∈ 10J , then |y2 − z2| ≥ |x2 − xJ |/4. Hence,
E2(aR)(x2)
.
∫
Rn
∫ |x2−xJ |
4
ℓ(J)
∫
|x2−y2|<t2
[ ∫
10J
t−m2 exp
(
− |y2 − z2|
2
ct22
)
|aR,1(x1, z2)|dz2
]2 dy2dt2
tm+1+4M2
dx1
+
∫
Rn
∫ ∞
|x2−xJ |
4
∫
|x2−y2|<t2
[ ∫
10J
t−m2 exp
(
− |y2 − z2|
2
ct22
)
|aR,1(x1, z2)|dz2
]2 dy2dt2
tm+1+4M2
dx1
. |J |
(∫ ∞
ℓ(J)
t−2m−1−4M2
( t2
|x2 − xJ |
)2(m+2M− 1
2
)
dt2
+
∫ ∞
|x2−xJ |
4
t−2m−1−4M2 dt2
)
‖aR,1‖22
. |J | ℓ(J)|x2 − xJ |2m+1 ℓ(I)
−4Mℓ(J)−4M‖((△(1))M ⊗2 1 1))bR‖22.
Combining the estimates of E1(aR)(x2) and E2(aR)(x2), we obtain∫
100I
|SF,△(1),△(2)(aR)(x1, x2)|2dx1 (5.17)
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. |J | ℓ(J)|x2 − xJ |2m+1
(
‖aR‖2 + ℓ(I)−4M ℓ(J)−4M‖((△(1))M ⊗2 1 1))bR‖22
)
.
Putting (5.17) into the term II1 in (5.16), we have
II1 . |R|1/2
∫
(100J˜)c
ℓ(J)1/2
|x2 − xJ |m+1/2
dx2(
‖aR‖2 + ℓ(I)−4M ℓ(J)−4M‖((△(1))M ⊗2 1 1))bR‖22
)
. |R|1/2γ2(R)−1/2
(
‖aR‖2 + ℓ(I)−4M ℓ(J)−4M‖((△(1))M ⊗2 1 1))bR‖22
)
.
By Ho¨lder’s inequality and Journe´’s covering lemma, we obtain that II . 1. Hence the proof of
Proposition 5.7 is completed by (5.9) and (5.8).
We now turn to Step 2. Our goal is to show that every f ∈ H1
F,△(1),△(2)(R
n × Rm) ∩
L2(Rn+m) has a (1, 2,M)-atom representation, with appropriate quantitative control of the
coefficients. To be more specific,
Proposition 5.8. Suppose M ≥ 1. If f ∈ H1
F,△(1),△(2)(R
n × Rm) ∩ L2(Rn+m), then there exist
a family of (1, 2,M)-atoms {aj}∞j=0 and a sequence of numbers {λj}∞j=0 ∈ ℓ1 such that f can be
represented in the form f =
∑
j λjaj, with the sum converging in L
2(Rn+m), and
‖f‖H1
F,at,M
(Rn×Rm) ≤ C
∞∑
j=0
|λj | ≤ C‖f‖H1
F,△(1),△(2)
(Rn×Rm),
where C is independent of f . In particular,
H1
F,△(1),△(2)(R
n × Rm) ∩ L2(Rn+m) ⊆ H1F,at,M(Rn × Rm).
Proof. Let f ∈ H1
F,△(1),△(2)(R
n ×Rm) ∩ L2(Rn+m). For each ℓ ∈ Z, we define
Ωℓ := {(x1, x2) ∈ Rn ×Rm : SF,△(1),△(2)(f)(x1, x2) > 2ℓ},
Bℓ :=
{
R = I × J : ℓ(J) ≥ ℓ(I), |R ∩ Ωℓ| > 1
2
|R|, |R ∩ Ωℓ+1| ≤ 1
2
|R|
}
, and
Ω˜ℓ :=
{
(x1, x2) ∈ Rn × Rm :Ms(χΩℓ) >
1
10
}
.
For each dyadic rectangle R = I × J in Rn × Rm, the tent T (R) is defined as
T (R) :=
{
(y1, y2, t1, t2) : (y1, y2) ∈ R, t1 ∈ (ℓ(I)/2, ℓ(I)], t2 ∈ (ℓ(J)/2, ℓ(J)]
}
.
For brevity, in what follows we will write χT (R) for χT (R)(y1, y2, t1, t2).
Using the reproducing formula, we can write
f(x1, x2)
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=
∫ ∞
0
∫ ∞
0
ψ(1)(t1
√
△(1))ψ(2)(t2
√
△(2))(t21△(1)e−t
2
1△(1) ⊗2 t22△(2)e−t
2
2△(2))(f)(x1, x2)
dt1dt2
t1t2
=
∫ ∞
0
∫ ∞
0
∫
Rn
∫
Rm
∫
Rm
K
ψ(t1
√
△(1))(x1, y1, x2, z2)Kψ(t2
√
△(2))(z2, y2)dz2
(t21△(1)e−t
2
1△(1)t22△(2)e−t
2
2△(2))(f)(y1, y2)dy2dy1
dt1dt2
t1t2
=
∑
ℓ∈Z
∑
R∈Bℓ
∫
T (R)
∫
Rm
K
ψ(t1
√
△(1))(x1, y1, x2, z2)Kψ(t2
√
△(2))(z2, y2)dz2
(t21△(1)e−t
2
1△(1)t22△(2)e−t
2
2△(2))(f)(y1, y2)dy2dy1
dt1dt2
t1t2
=
∑
ℓ∈Z
λℓ
(
1
λℓ
∑
R¯∈Bℓ,R¯ max
∑
R∈Bℓ,R⊂R¯
∫
T (R)
∫
Rm
K
ψ(t1
√
△(1))(x1, y1, x2, z2)Kψ(t2
√
△(2))(z2, y2)dz2
(t21△(1)e−t
2
1△(1)t22△(2)e−t
2
2△(2))(f)(y1, y2)dy2dy1
dt1dt2
t1t2
)
=:
∑
ℓ∈Z
λℓaℓ(x1, x2),
where
λℓ :=
∥∥∥∥( ∑
R¯∈Bℓ
∫ ∞
0
∫ ∞
0
∣∣(t21△(1)e−t21△(1)t22△(2)e−t22△(2))(f)(y1, y2)∣∣2χT (R) dt1dt2t1t2
) 1
2
∥∥∥∥
2
× |Ω˜ℓ|
1
2 .
We now first claim that each aℓ is a flag atom. First, it is direct to see that for each ℓ,
aℓ(x1, x2) =
∑
R¯∈Bℓ,R¯ max
aℓ,R¯(x1, x2).
Next, for each ℓ and R¯ ∈ Bℓ with R¯ max, we further have
aℓ,R¯(x1, x2) :=
((△(1))M(△(2))M)(bℓ,R¯)(x1, x2),
where
bℓ,R¯(x1, x2) :=
1
λℓ
∑
R∈Bℓ,R⊂R¯
∫
T (R)
t2M1 t
2M
2 (5.18)∫
Rm
K
ϕ(1)(t1
√
△(1))(x1, y1, x2, z2)Kϕ(2)(t2
√
△(2))(z2, y2)dz2
(t21△(1)e−t
2
1△(1)t22△(2)e−t
2
2△(2))(f)(y1, y2)dy2dy1
dt1dt2
t1t2
and ϕ(1), ϕ(2) are the function mentioned in Lemma 5.1. Then it follows from Lemma 5.1 that
the integral kernel K
(t2i△(i))kϕ(i)(ti
√
△(i)) of the operator (t
2
i△(i))kϕ(i)(ti
√
△(i)) satisfy
suppK
(t21△(1))kϕ(1)(t1
√
△(1)) ⊂
{
(x, y) ∈ Rn+m × Rn+m : |x− y| < t1
}
(5.19)
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and
suppK
(t22△(2))kϕ(2)(t2
√
△(2)) ⊂
{
(u, v) ∈ Rm × Rm : |u− v| < t2
}
. (5.20)
We now consider the support of
(
(△(1))k1 ⊗2 (△(2))k2
)
bℓ,R¯. From the definition of bℓ,R¯ as in
(5.18), we have that(
(△(1))k1 ⊗2 (△(2))k2
)
(bℓ,R¯)(x1, x2)
:=
1
λℓ
∑
R∈Bℓ,R⊂R¯
∫
T (R)
t2M−2k1 t
2M−2k
2∫
Rm
K
(t21△(1))kϕ(1)(t1
√
△(1))(x1, y1, x2, z2)K(t22△(2))kϕ(2)(t2
√
△(2))(z2, y2)dz2
(t21△(1)e−t
2
1△(1)t22△(2)e−t
2
2△(2))(f)(y1, y2)dy2dy1
dt1dt2
t1t2
.
Now from the following term on the right-hand side of the above equality∫
Rm
K
(t21△(1))kϕ(1)(t1
√
△(1))(x1, y1, x2, z2)K(t22△(2))kϕ(2)(t2
√
△(2))(z2, y2)dz2 (5.21)
and from the support conditions (5.19) and (5.20), we obtain that for (x1, x2) in (5.21),
|x1 − y1| ≤ 3ℓ(IR), |x2 − z2| ≤ 3ℓ(IR), and |z2 − y2| ≤ 3ℓ(JR)
since (y1, y2, t1, t2) ∈ T (R). Hence we obtain that
|x1 − y1| ≤ 3ℓ(IR) and |x2 − y2| ≤ 3ℓ(IR) + 3ℓ(JR).
As a consequence, we have that for every k1, k2 = 0, 1, . . . ,M ,
supp
(
(△(1))k1 ⊗2 (△(2))k2
)
bℓ,R¯ ⊆ 10R, (5.22)
where ℓ(IR) = ℓ(IR) and ℓ(JR) = ℓ(IR) + ℓ(JR).
Then based on the support condition above and on the definition of Ω˜ℓ, we obtain that
supp aℓ ⊂ Ω˜ℓ.
Next we estimate ‖aℓ‖2. Taking g ∈ L2(Rn+m) with ‖g‖2 = 1, from the definition of aℓ,
we have∣∣∣ ∫
Rn×Rm
aℓ(x1, x2)g(x1, x2)dx2dx1
∣∣∣
=
∣∣∣∣∣
(
1
λℓ
∑
R¯∈Bℓ,R¯ max
∑
R∈Bℓ,R⊂R¯
∫
T (R)
ψ(t1
√
△(1))ψ(t2
√
△(2))(g)(y1, y2)
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(t21△(1)e−t
2
1△(1)t22△(2)e−t
2
2△(2))(f)(y1, y2)dy2dy1
dt1dt2
t1t2
)∣∣∣∣∣
≤ 1
λℓ
∫
Rn×Rm
( ∑
R¯∈Bℓ
∫ ∞
0
∫ ∞
0
|ψ(t1
√
△(1))ψ(t2
√
△(2))(g)(y1, y2)|2χT (R)
dt1dt2
t1t2
) 1
2
( ∑
R¯∈Bℓ
∫ ∞
0
∫ ∞
0
∣∣(t21△(1)e−t21△(1)t22△(2)e−t22△(2))(f)(y1, y2)∣∣2χT (R) dt1dt2t1t2
) 1
2
dy2dy1
≤ 1
λℓ
‖g‖2∥∥∥∥( ∑
R¯∈Bℓ
∫ ∞
0
∫ ∞
0
∣∣(t21△(1)e−t21△(1)t22△(2)e−t22△(2))(f)(y1, y2)∣∣2χT (R) dt1dt2t1t2
) 1
2
∥∥∥∥
2
≤ |Ω˜ℓ|−
1
2 ,
and hence, we have ‖a‖2 ≤ C|Ω˜ℓ|− 12 .
A similar argument to that above shows that for every 0 ≤ k1, k2 ≤M ,∑
R¯∈Bℓ,R¯ max
ℓ(IR)
−4Mℓ(JR)−4M‖
(
ℓ(IR)
2△(1))k1 ⊗2 (ℓ(JR)2△(2))k2bℓ,R¯‖22 ≤ C|Ω|−1.
Combining all the estimates above, we can see that a is a (1, 2,M)-atom as in Definition
1.9 up to some constant depending only on M,ψ.
To see that the atomic decomposition
∑
ℓ λℓaℓ converges to f in the L
2(Rn+m) norm, we
only need to show that ‖∑|ℓ|>G λℓaℓ‖2 → 0 as G tends to infinity. To see this, first note that∥∥∥ ∑
|ℓ|>G
λℓaℓ
∥∥∥
2
= sup
h: ‖h‖2
∣∣∣〈 ∑
|ℓ|>G
λℓaℓ, h
〉
L2(Rn+m)
∣∣∣.
Next, we have∣∣∣〈 ∑
|ℓ|>G
λℓaℓ, h
〉
L2(Rn+m)
∣∣∣
=
∣∣∣∣ ∑
|ℓ|>G
∑
R∈Bℓ
∫
T (R)
ψ(t1
√
△(1))ψ(t2
√
△(2))(h)(y1, y2)
× (t21△(1)e−t
2
1△(1)t22△(2)e−t
2
2△(2))(f)(y1, y2)dy1dy2
dt1dt2
t1t2
∣∣∣∣
≤
∫
Rn×Rm
( ∑
|ℓ|>G
∑
R∈Bℓ
∫ ∞
0
∫ ∞
0
|ψ(t1
√
△(1))ψ(t2
√
△(2))(h)(y1, y2)|2χT (R)
dt1dt2
t1t2
) 1
2
( ∑
|ℓ|>G
∑
R∈Bℓ
∫ ∞
0
∫ ∞
0
∣∣(t21△(1)e−t21△(1) ⊗2 t22△(2)e−t22△(2))(f)(y1, y2)∣∣2χT (R) dt1dt2t1t2
) 1
2
dy1dy2
≤ C‖h‖2
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×
∥∥∥∥( ∑
|ℓ|>G
∑
R∈Bℓ
∫ ∞
0
∫ ∞
0
∣∣(t21△(1)e−t21△(1) ⊗2 t22△(2)e−t22△(2))(f)∣∣2χT (R) dt1dt2t1t2
) 1
2
∥∥∥∥
2
→ 0
as G tends to ∞, since ‖SF,△(1),△(2)f‖2 < ∞. This implies that f =
∑
ℓ λℓaℓ in the sense of
L2(Rn+m).
Next, we verify the estimate for the series
∑
ℓ |λℓ|. To deal with this, we claim that for
each ℓ ∈ Z,∑
R∈Bℓ
∫
T (R)
∣∣(t21△(1)e−t21△(1) ⊗2 t22△(2)e−t22△(2))(f)(y1, y2)∣∣2dy2dy1dt1dt2t1t2 ≤ C22(ℓ+1)|Ω˜ℓ|.
First we note that ∫
Ω˜ℓ\Ωℓ+1
SF,△(1),△(2)(f)
2(x1, x2) dx2dx1 ≤ 22(ℓ+1)|Ω˜ℓ|.
Also we point out that∫
Ω˜ℓ\Ωℓ+1
SF,△(1),△(2)(f)
2(x1, x2) dx2dx1
=
∫
Ω˜ℓ\Ωℓ+1
∫
Rn+1+
∫
Rm+1+
χt1,t2(x1 − y1, x2 − y2)∣∣(t21△(1)e−t21△(1) ⊗2 t22△(2)e−t22△(2))f(y1, y2)∣∣2 dy2dt2 dy1dt1
tm+12 t
n+m+1
1
dx2dx1
=
∫
Rn+1+
∫
Rm+1+
∣∣(t21△(1)e−t21△(1) ⊗2 t22△(2)e−t22△(2))(f)(y1, y2)∣∣2
×|{(x1, x2) ∈ Ω˜ℓ\Ωℓ+1 : |x1 − y1| < t1, |x2 − y2| < t1 + t2}|dy2dt2 dy1dt1
tm+12 t
n+m+1
1
≥
∑
R∈Bℓ
∫
T (R)
∣∣(t21△(1)e−t21△(1) ⊗2 t22△(2)e−t22△(2))(f)(y1, y2)∣∣2
×|{(x1, x2) ∈ Ω˜ℓ\Ωℓ+1 : |x1 − y1| < t1, |x2 − y2| < t1 + t2}|dy2dt2 dy1dt1
tm+12 t
n+m+1
1
≥ C
∑
R∈Bℓ
∫
T (R)
∣∣(t21△(1)e−t21△(1) ⊗2 t22△(2)e−t22△(2))(f)(y1, y2)∣∣2dy1dy2dt1dt2t1t2 ,
where the last inequality follows from the definition of Bℓ. This shows that the claim holds.
As a consequence, we have∑
ℓ
|λℓ|
≤ C
∑
ℓ
∥∥∥∥( ∑
R∈Bℓ
∫ ∞
0
∫ ∞
0
∣∣(t21△(1)e−t21△(1) ⊗2 t22△(2)e−t22△(2))(f)∣∣2χT (R) dt1dt2t1t2
)1/2∥∥∥∥
2
|Ω˜ℓ|
1
2
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≤ C
∑
ℓ
(∑
R∈Bℓ
∫
T (R)
∣∣(t21△(1)e−t21△(1) ⊗2 t22△(2)e−t22△(2))(f)(y1, y2)∣∣2dy1dy2dt1dt2t1t2
) 1
2
|Ω˜ℓ|
1
2
≤ C
∑
ℓ
2ℓ+1|Ω˜ℓ| ≤ C
∑
ℓ
2ℓ|Ωℓ|
≤ C‖SF,△(1),△(2)(f)‖1
= C‖f‖H1
F,△(1),△(2)
(Rn×Rm).
This completes the proof of Proposition 5.8.
6 Estimate of Riesz transform and area function via atomic de-
composition
In this section we prove
n+m∑
j=1
m∑
k=1
‖Rj,k(f)‖1 + ‖f‖1 . ‖SF (f)‖1. (6.1)
Based on the estimate in (5.5), to prove the estimate (6.1), it suffices to prove that there
exists a positive constant C such that for j = 0, 1, . . . , n+m, and for k = 0, . . . ,m,
‖Rj,k(f)‖1 ≤ C‖SF,△(1),△(2)(f)‖1. (6.2)
Indeed, as mentioned, Rj,k is the composition of R
(1)
j and R
(2)
k , and hence Rj,k is bounded on
Lp(Rn+m), 1 < p <∞. The flag Riesz transform can also be defined by T := ∇(1)(△(1))−1/2 ⊗2
∇(2)(△(2))−1/2 as follows via functional calculus,
Tf(x1, x2) =
1
4π
∫ ∞
0
∫ ∞
0
(∇(1)e−t1△(1) ⊗2 ∇(2)e−t2△(2))f(x1, x2)dt1dt2√
t1t2
. (6.3)
The estimate
∑n+m
j=1
∑m
k=1 ‖Rj,k(f)‖1 + ‖f‖1 . ‖SF (f)‖1 follows from the following theo-
rem.
Theorem 6.1. The flag Riesz transform ∇(1)(△(1))−1/2⊗2∇(2)(△(2))−1/2 extends to a bounded
operator from H1
F,△(1),△(2)(R
n × Rm) to L1(Rn+m).
Proof. Let T := ∇(1)(△(1))−1/2 ⊗2 ∇(2)(△(2))−1/2. It suffices to show that T is uniformly
bounded on each (1, 2,M) atom a with M > max{n,m}/2, and there exists a constant C > 0
independent of a such that
‖T (a)‖1 ≤ C. (6.4)
From the definition of (1, 2,M) atom, it follows that a is supported in some Ω ⊂ Rn ×Rm
and a can be further decomposed into a =
∑
R∈m(Ω) aR. For any R = I × J ⊂ Ω, let l
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be the biggest dyadic cube containing I, so that l × J ⊂ Ω˜, where Ω˜ = {x ∈ Rn × Rm :
Ms(χΩ)(x) > 1/2}. Next, let Q be the biggest dyadic cube containing J , so that l × Q ⊂ ˜˜Ω,
where
˜˜
Ω = {x ∈ Rn × Rm : Ms(χΩ˜)(x) > 1/2}. Now let R˜ be the 100-fold dilate of l × Q
concentric with l × Q. Clearly, an application of the strong maximal function theorem shows
that
∣∣ ⋃
R⊂Ω
R˜
∣∣ ≤ C| ˜˜Ω| ≤ C|Ω˜| ≤ C|Ω|. From (iii) in the definition of (1, 2,M) atom, we can
obtain that∫
∪R˜
|T (a)(x)|dx ≤ ∣∣ ∪ R˜∣∣1/2‖T (a)‖2 ≤ C|Ω|1/2‖a‖2 ≤ C|Ω|1/2|Ω|−1/2 ≤ C.
Therefore, the proof of (6.4) reduces to showing that∫(
∪R˜
)c |T (a)(x1, x2)|dx2dx1 ≤ C. (6.5)
Since a =
∑
R∈m(Ω) aR, we have∫(
∪R˜
)c |T (a)(x1, x2)|dx2dx1
≤
∑
R∈m(Ω)
∫
R˜c
|T (aR)(x1, x2)|dx2dx1
≤
∑
R∈m(Ω)
∫
(100l)c×Rm
|T (aR)(x1, x2)|dx2dx1 +
∑
R∈m(Ω)
∫
Rn×(100S)c
|T (aR)(x1, x2)|dx2dx1
= I + II.
For term I, we observe that∫
(100l)c×Rm
|T (aR)(x1, x2)|dx2dx1 =
( ∫
(100l)c×100J
+
∫
(100l)c×(100J)c
)
|T (aR)(x1, x2)|dx2dx1
= I1 + I2.
Let us first estimate the term I1. Ho¨lder’s inequality gives
I1 =
∫
(100l)c
∫
100J
∣∣∣∣∇(2)(△(2))−1/2 ⊗2 ∇(1)(△(1))−1/2aR(x1, x2)∣∣∣∣dx2dx1
. |J |1/2
∫
(100l)c
(∫
100J
∣∣∣∣∇(2)(△(2))−1/2(∇(1)(△(1))−1/2aR(x1, ·))(x2)∣∣∣∣2dx2)1/2dx1.
By using the L2-boundedness of ∇(2)(△(2))−1/2, we obtain that
I1 . |J |1/2
∫
(100l)c
(∫
Rm
∣∣∣∣∇(1)(△(1))−1/2aR(x1, x2)∣∣∣∣2dx2)1/2dx1
. |J |1/2
∫
(100l)c
(∫
100J
∣∣∣∣ ∫ ∞
0
∇(1)e−t1△(1)aR(x1, x2) dt1√
t1
∣∣∣∣2dx2)1/2dx1
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+ |J |1/2
∫
(100l)c
(∫
(100J)c
∣∣∣∣ ∫ ∞
0
∇(1)e−t1△(1)aR(x1, x2) dt1√
t1
∣∣∣∣2dx2)1/2dx1
= I11 + I12
We first handle I11. Let aR = ((△(1))M ⊗2 1 2)aR,2 where aR,2 = (1 1 ⊗2 (△(2))M )bR.
I11 . |J |1/2
∫
(100l)c
(∫
100J
∣∣∣∣ ∫
10I
∫
10J
∫ ∞
0
q
(1)
t1 (x1 − y1, x2 − y2)aR(y1, y2)dy2dy1
dt1
t1
∣∣∣∣2dx2)1/2dx1
= |J |1/2
∫
(100l)c
(∫
100J
∣∣∣∣ ∫
10I
∫
10J
∫ ∞
0
(
t1△(1)
)M
q
(1)
t1 (x1 − y1, x2 − y2)aR,2(y1, y2)dy2dy1
× dt1
t1+M1
∣∣∣∣2dx2)1/2dx1.
By the heat kernel estimate and Hardy-Littlewood Maximal function on Rm,
I11
. |J |1/2
∫
(100l)c
(∫
100J
∣∣∣∣ ∫
10I
∫
10J
∫ ∞
0
1
t
n+m
2
1
e
− |(x1,x2)−(y1,y2)|
2
t1 |aR,2(y1, y2)|dy2dy1 dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
= |J |1/2
∫
(100l)c
(∫
100J
∣∣∣∣ ∫
10J
t
−m
2
1 e
−|x2−y2|
2
t1
∫
10I
∫ ∞
0
1
t
n
2
1
e
− |x1−y1|
2
t1 |aR,2(y1, y2)|dy1 dt1
t1+M1
dy2
∣∣∣∣2dx2)1/2dx1
. |J |1/2
∫
(100l)c
(∫
100J
∣∣∣∣M2(∫
10I
∫ ∞
0
1
t
n
2
1
e
− |x1−y1|
2
t1 |aR,2(y1, ·)|dy1 dt1
t1+M1
)
(x2)
∣∣∣∣2dx2)1/2dx1
. |J |1/2
∫
(100l)c
(∫
Rm
∣∣∣∣ ∫
10I
∫ ∞
0
1
t
n
2
1
e
− |x1−y1|
2
t1 |aR,2(y1, x2)|dy1 dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
. |J |1/2
∫
(100l)c
(∫
10J
∣∣∣∣ ∫
10I
∫ ℓ(I)2
0
1
t
n
2
1
e
− |x1−y1|
2
t1 |aR,2(y1, x2)|dy1 dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
+ |J |1/2
∫
(100l)c
(∫
10J
∣∣∣∣ ∫
10I
∫ ∞
ℓ(I)2
1
t
n
2
1
e
− |x1−y1|
2
t1 |aR,2(y1, x2)|dy1 dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
=: I111 + I112.
We first consider I111 and write
I111 . |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
(∫
10J
∣∣∣∣ ∫
10I
∫ ℓ(I)2
0
1
t
n
2
1
e
− |x1−y1|
2
t1 |aR,2(y1, x2)|dy1 dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
. |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)(∫
10J
∣∣∣∣ ∫
10I
∫ ℓ(I)2
0
1
t
n
2
1
(
t1
|x1 − xI |2
)α1
|aR,2(y1, x2)|dy1 dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
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. |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
ℓ(I)2α1−n−2M
|x1 − xI |2α1
(∫
10J
∣∣∣∣ ∫
10I
|aR,2(y1, x2)|dy1
∣∣∣∣2dx2)1/2dx1
. |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
ℓ(I)2α1−n−2M
|x1 − xI |2α1
(∫
10J
|I|
∫
10I
|aR,2(y1, x2)|2dy1dx2
)1/2
dx1
where we choose 2α1−n > 2M and j˜ is the smallest integer such that 2j˜I ∩ (100l)c 6= ∅. Hence,
I111 . |R|1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
ℓ(I)2α1−n
|x1 − xI |2α1 ℓ(I)
−2M‖aR,2‖2
. |R|1/2
∞∑
j1=j˜
ℓ(I)2α1−n
(2j1ℓ(I))2α1−n
ℓ(I)−2M‖aR,2‖2
. |R| 12 γ1(R)−(2α1−n)ℓ(I)−2M‖aR,2‖2,
where the last inequality follows from the fact that
2j˜ ≈ ℓ(l)
ℓ(I)
. (6.6)
To consider I112, we choose 0 < 2α1 − n < 2M and hence
I112
. |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
(∫
10J
∣∣∣∣ ∫
10I
∫ ∞
ℓ(I)2
1
t
n
2
1
e
− |x1−y1|
2
t1 |aR,2(y1, x2)|dy1 dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
. |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)(∫
10J
∣∣∣∣ ∫
10I
∫ ∞
ℓ(I)2
1
t
n
2
1
(
t1
|x1 − xI |2
)α1
|aR,2(y1, x2)|dy1 dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
. |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
ℓ(I)2α1−n−2M
|x1 − xI |2α1
(∫
10J
∣∣∣∣ ∫
10I
|aR,2(y1, x2)|dy1
∣∣∣∣2dx2)1/2dx1
. |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
ℓ(I)2α1−n−2M
|x1 − xI |2α1
(∫
10J
|I|
∫
10I
|aR,2(y1, x2)|2dy1dx2
)1/2
dx1
. |R| 12γ1(R)−(2α1−n)ℓ(I)−2M‖aR,2‖2,
where again the last inequality follows from (6.6)
We now handle I12. Similar to the term I11 we have
I12 . |J |1/2
∫
(100l)c
(∫
(100J)c
∣∣∣∣ ∫
10I
∫
10J
∫ ∞
0
q
(1)
t1 (x1 − y1, x2 − y2)aR(y1, y2)dy2dy1
dt1
t1
∣∣∣∣2dx2)1/2dx1
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= |J |1/2
∫
(100l)c
(∫
(100J)c
∣∣∣∣ ∫
10I
∫
10J
∫ ∞
0
(
t1△(1)
)M
q
(1)
t1 (x1 − y1, x2 − y2)aR,2(y1, y2)dy2dy1
× dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
. |J |1/2
∫
(100l)c
(∫
(100J)c
∣∣∣∣ ∫
10I
∫
10J
∫ ∞
0
1
t
n+m
2
1
e
− |x1−y1|
2+|x2−y2|
2
t1 |aR,2(y1, y2)|dy2dy1
× dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
. |J |1/2
∫
(100l)c
(∫
(100J)c
∣∣∣∣ ∫
10I
∫
10J
∫ ∞
0
1
t
n
2
1
( t1
|x1 − y1|2
)α1 1
t
m
2
1
( t1
|x2 − y2|2
)α2
× |aR,2(y1, y2)|dy2dy1 dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
for any α1, α2 > 0. Next, similar to the estimate in I11, let j˜ is the smallest integer such that
2j˜I ∩ (100l)c 6= ∅. Then we have
I12 . |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
( ∞∑
j2=6
∫
|x2−yJ |≈2j2ℓ(J)
×
∣∣∣∣ ∫
10I
∫
10J
∫ ℓ(I)2
0
1
t
n
2
1
( t1
|x1 − y1|2
)α1 1
t
m
2
1
( t1
|x2 − y2|2
)α2 |aR,2(y1, y2)|dy2dy1 dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
+ |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
( ∞∑
j2=6
∫
|x2−yJ |≈2j2ℓ(J)
×
∣∣∣∣ ∫
10I
∫
10J
∫ ∞
ℓ(I)2
1
t
n
2
1
( t1
|x1 − y1|2
)α1 1
t
m
2
1
( t1
|x2 − y2|2
)α2 |aR,2(y1, y2)|dy2dy1 dt1
t1+M1
∣∣∣∣2dx2)1/2dx1
= I121 + I122.
As for I121, by choosing 2α1 > n+2M and 2α2 > m, and then by taking the integration of t1 as∫ ℓ(I)2
0
t
α1−n2+α2−m2 −M−1
1 dt1 = ℓ(I)
2α1−n+2α2−m−2M ,
we have
I121 . |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
( ∞∑
j2=6
∫
|x2−yJ |≈2j2ℓ(J)
×
∣∣∣∣ℓ(I)2α1−n+2α2−m−2M 122j1α1ℓ(I)2α1 122j2α2ℓ(J)2α2 ‖aR,2‖1
∣∣∣∣2dx2)1/2dx1
. |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
ℓ(I)2α1−n+2α2−m−2M
1
22j1α1ℓ(I)2α1
‖aR,2‖1
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×
( ∞∑
j2=6
2j2mℓ(J)m
24j2α2ℓ(J)4α2
)1/2
dx1
. |J |1/2
∞∑
j1=j˜
ℓ(I)2α1−n+2α2−m−2M
2j1nℓ(I)n
22j1α1ℓ(I)2α1
|R|1/2‖aR,2‖2ℓ(J)m2 −2α2
. γ1(R)
−(2α1−n)|R|1/2ℓ(I)−2M‖aR,2‖2,
where again the last inequality inequality follows from (6.6).
As for I121, by choosing n < 2α1 < n+ 2M and m/4 < α2 < m/2, and then by taking the
integration of t1 as ∫ ∞
ℓ(I)2
t
α1−n2+α2−m2 −M−1
1 dt1 = ℓ(I)
2α1−n+2α2−m−2M ,
we have
I121 . |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
( ∞∑
j2=6
∫
|x2−yJ |≈2j2ℓ(J)
×
∣∣∣∣ℓ(I)2α1−n+2α2−m−2M 122j1α1ℓ(I)2α1 122j2α2ℓ(J)2α2 ‖aR,2‖1
∣∣∣∣2dx2)1/2dx1
. |J |1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
ℓ(I)2α1−n+2α2−m−2M
1
22j1α1ℓ(I)2α1
‖aR,2‖1
×
( ∞∑
j2=6
2j2mℓ(J)m
24j2α2ℓ(J)4α2
)1/2
dx1
. |J |1/2
∞∑
j1=j˜
ℓ(I)2α1−n+2α2−m−2M
2j1nℓ(I)n
22j1α1ℓ(I)2α1
|R|1/2‖aR,2‖2ℓ(J)
m
2
−2α2
. γ1(R)
−(2α1−n)|R|1/2ℓ(I)−2M‖aR,2‖2,
where again the last inequality inequality follows from (6.6).
We now consider I2. We write
I2 ≤
∫
(100l)c×(100J)c
∣∣∣∣∇(1)(△(1))−1/2 ⊗2 ∇(2)(△(2))−1/2aR(x1, x2)∣∣∣∣dx2dx1
=
∫
(100l)c×(100J)c
∣∣∣∣ 12√π
∫ ∞
0
∇(1)e−t1△(1)∇(2)(△(2))−1/2aR(x1, x2) dt1√
t1
∣∣∣∣dx2dx1
=
∫
(100l)c×(100J)c
∣∣∣∣ 12√π
∫ ℓ(I)2
0
∇(1)e−t1△(1)∇(2)(△(2))−1/2aR(x1, x2) dt1√
t1
∣∣∣∣dx2dx1
+
∫
(100l)c×(100J)c
∣∣∣∣ 12√π
∫ ∞
ℓ(I)2
∇(1)e−t1△(1)∇(2)(△(2))−1/2aR(x1, x2) dt1√
t1
∣∣∣∣dx2dx1
=: I21 + I22.
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We first consider I21. From the heat kernel estimate and the support condition of aR, it is
clear that
I21 .
∫
(100l)c×(100J)c
∣∣∣∣ 12√π
∫ ℓ(I)2
0∫
Rn+m
q
(1)
t1 (x1 − y1, x2 − y2)∇(2)(△(2))−1/2aR(y1, y2)dy1dy2
dt1
t1
∣∣∣∣dx2dx1
.
∫
(100l)c×(100J)c
∣∣∣∣ 12√π
∫ ℓ(I)2
0∫
10I
∫
10J
q
(1)
t1 (x1 − y1, x2 − y2)∇(2)(△(2))−1/2aR(y1, y2)dy1dy2
dt1
t1
∣∣∣∣dx2dx1
+
∫
(100l)c×(100J)c
∣∣∣∣ 12√π
∫ ℓ(I)2
0
∞∑
k2=0∫
10I
∫
|y2−yJ |≈2k2ℓ(J)
q
(1)
t1 (x1 − y1, x2 − y2)∇(2)(△(2))−1/2aR(y1, y2)dy1dy2
dt1
t1
∣∣∣∣dx2dx1
=: I211 + I212.
For the term I211, Ho¨lder’s inequality gives
I211 .
∫
(100l)c×(100J)c
∫ ℓ(I)2
0
∫
10I
(∫
10J
|q(1)t1 (x1 − y1, x2 − y2)|2dy2
)1/2
(∫
10J
|∇(2)(△(2))−1/2aR(y1, y2)|2dy2
)1/2 dt1
t1
dx2dx1
.
∫
(100l)c×(100J)c
∫ ℓ(I)2
0
∫
10I
(∫
10J
(
1
t
n+m
2
1
e
− |(x1,x2)−(y1,y2)|
2
t1
)2
dy2
)1/2
(∫
10J
|aR(y1, y2)|2dy2
)1/2 dt1
t1
dy1dx2dx1.
Choosing 2α1 − n > 0 and 2α2 −m > 0, the fact ℓ(I) ≤ ℓ(J) implies
I211 .
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
∞∑
j2=6
∫
|x2−yJ |≈2j2ℓ(J)
|J |1/2
∫ ℓ(I)2
0
1
t
n+m
2
1
(
t1
|x1 − xI |2
)α1( t1
|x2 − yJ |2
)α2 ∫
10I
(∫
10J
|aR(y1, y2)|2dy2
)1/2 dt1
t1
dy1dx2dx1
. |R|1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
∞∑
j2=6
∫
|x2−yJ |≈2j2ℓ(J)
∫ ℓ(I)2
0
t
α1+α2−n+m2 −1
1 dt1(
1
|x1 − xI |2
)α1( 1
|x2 − yJ |2
)α2
‖aR‖2dx2dx1
. |R|1/2
∞∑
j1=j˜
∞∑
j2=6
ℓ(I)2(α1+α2−
n+m
2
) 1(
2j1ℓ(I)
)2α1−n 1(2j2ℓ(J))2α2−m‖aR‖2
94 Yongsheng Han, Ming-Yi Lee, Ji Li and Brett D. Wick
. |R|1/2γ1(R)−(2α1−n)‖aR‖2,
where again the last inequality follows from (6.6)
Let aR = (1 1 ⊗2 (△(2))M )aR,1 where aR,1 = ((△(1))M ⊗2 1 2)bR. To estimate I212, we have
I212
.
∫
(100l)c×(100J)c
∣∣∣∣ ∫ ℓ(I)2
0
∫ ∞
0
∞∑
k2=0
∫
10I
∫
|y2−z2|≈2k2ℓ(J)
×
∫
10J
q
(1)
t1 (x1 − y1, x2 − y2)(t2△(2))M q
(2)
t1 (y2 − z2)aR,1(y1, z2)dz2dy1dy2
dt1
t1
dt2
t1+M2
∣∣∣∣dx2dx1
.
∫
(100l)c×(100J)c
∫ ℓ(I)2
0
∫ ∞
0
∞∑
k2=0
1
t
n+m
2
1
e
− |(x1,x2)−(y1,y2)|
2
t1
∫
10I
∫
|y2−z2|≈2k2ℓ(J)
∫
10J
1
t
m
2
2
e
− |y2−z2|
2
t2 dy2|aR,1(y1, z2)|dz2dy1 dt1
t1
dt2
t1+M2
dx2dx1
.
∫
(100l)c×(100J)c
∫ ℓ(I)2
0
(∫ t1
0
+
∫ ∞
t1
)
1
t
n+m
2
1
e
− |x1−y1|
2
t1
∫
10I
∫
10J
1
t
m
2
2
∞∑
k2=0
∫
|y2−z2|≈2k2ℓ(J)
e
− |x2−y2|
2
t1 e
− |y2−z2|
2
t2 dy2|aR,1(y1, z2)|dz2dy1 dt1
t1
dt2
t1+M2
dx2dx1
=: I2121 + I2122.
By the heat kernel estimate, we choose 2α1 − n > 0 and 2α2 −m > 0 to obtain
I2121 .
∫
(100l)c×(100J)c
∫ ℓ(I)2
0
1
t
n+m
2
1
e
− |x1−y1|
2
t1
∫ t1
0
1
t
m
2
2
e
−ℓ(J)2
2t2
dt2
t1+M2∫
10I
∫
10J
∞∑
k2=0
∫
|y2−z2|≈2k2ℓ(J)
e
− |x2−y2|
2
2t1 e
− |y2−z2|
2
2t1 dy2|aR,1(y1, z2)|dz2dy1dt1
t1
dx2dx1
.
∫
(100l)c×(100J)c
∫ ℓ(I)2
0
1
t
n+m
2
1
e
− |x1−y1|
2
t1
∫ t1
0
ℓ(J)−m−2M−1dt2∫
10I
∫
10J
t
m
2
1 e
− |x2−z2|
2
2t1 |aR(y1, z2)|dz2dy1dt1
t1
dx2dx1
.
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
∞∑
j2=6
∫
|x2−yJ |≈2j2ℓ(J)
∫ ℓ(I)2
0
∫
10I
∫
10J
t
−n
2
1 ℓ(J)
−m−2M
×
(
t1
|x1 − xI |2
)α1( t1
|x2 − yJ |2
)α2
|aR,1(y1, z2)|dz2dy1dt1
t1
dx2dx1.
Then by using the Ho¨lder’s inequality we get that
I2121 . |R|1/2
∞∑
j1=j˜
∞∑
j2=6
∫ ℓ(I)2
0
t
α1+α2−n2−1
1 dt1ℓ(J)
−m−2M
Characterisations of flag Hardy spaces 95
× 1(
2j1ℓ(I)
)2α1−n 1(2j2ℓ(J))2α2−m‖aR,1‖2
. |R|1/2γ1(R)−(2α1−n)ℓ(J)−2M‖aR,1‖2.
Choosing 2α1 > n+m and m/2 < α2 < M , we get
I2122
.
∫
(100l)c×(100J)c
∫ ℓ(I)2
0
1
t
n+m
2
1
e
− |x1−y1|
2
t1
∫ ∞
t1
1
t
m
2
2
e
−ℓ(J)2
2t2
∫
10I
∫
10J
∞∑
k2=0
∫
|y2−z2|≈2k2ℓ(J)
e
− |x2−y2|
2
2t2 e
− |y2−z2|
2
2t2 dy2|aR,1(y1, z2)|dz2dy1dt1
t1
dt2
t1+M2
dx2dx1
.
∫
(100l)c×(100J)c
∫ ℓ(I)2
0
1
t
n+m
2
1
e
− |x1−y1|
2
t1
∫ ∞
t1
1
t
m
2
2
e
−ℓ(I)2
2t2
∫
10I
∫
10J
t
m
2
2 e
− |x2−z2|
2
2t2 |aR,1(y1, z2)|dz2dy1dt1
t1
dt2
t1+M2
dx2dx1
.
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
∞∑
j2=6
∫
|x2−yJ |≈2j2ℓ(J)
∫ ℓ(I)2
0
∫
10I
∫
10J
t
−n+m
2
1
∫ ∞
t1
e
−ℓ(I)2
2t2
×
(
t1
|x1 − xI |2
)α1( t2
|x2 − yJ |2
)α2
|aR,1(y1, z2)|dz2dy1dt1
t1
dt2
t1+M2
dx2dx1
. |R|1/2
∞∑
j1=j˜
∞∑
j2=6
∫ ℓ(I)2
0
t
α1−n+m2 −1
1
(∫ ℓ(J)2
t1
( t2
ℓ(J)2
)1+M
tα2−M−12 dt2 +
∫ ∞
ℓ(J)2
tα2−M−12 dt2
)
dt1
× 1(
2j1ℓ(I)
)2α1−n 1(2j2ℓ(J))2α2−m‖aR,1‖2
. |R|1/2γ1(R)−(2α1−n)ℓ(J)−2M‖aR,1‖2.
We now consider I22. From the heat kernel estimate and the support condition of aR, it is clear
that
I22 .
∫
(100l)c×(100J)c
∣∣∣∣ 12√π
∫ ∞
ℓ(I)2∫
Rn+m
q
(1)
t1 (x1 − y1, x2 − y2)∇(2)(△(2))−1/2aR(y1, y2)dy1dy2
dt1
t1
∣∣∣∣dx2dx1
.
∫
(100l)c×(100J)c
∣∣∣∣ 12√π
∫ ∞
ℓ(I)2∫
10I
∫
10J
q
(1)
t1 (x1 − y1, x2 − y2)∇(2)(△(2))−1/2aR(y1, y2)dy1dy2
dt1
t1
∣∣∣∣dx2dx1
+
∫
(100l)c×(100J)c
∣∣∣∣ 12√π
∫ ∞
ℓ(I)2
∞∑
k2=0∫
10I
∫
|y2−z2|≈2k2ℓ(J)
q
(1)
t1 (x1 − y1, x2 − y2)∇(2)(△(2))−1/2aR(y1, y2)dy1dy2
dt1
t1
∣∣∣∣dx2dx1
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=: I221 + I222.
Let aR = ((△(1))M ⊗2 1 2)aR,2 where aR,2 = (1 1⊗2 (△(2))M )bR. For the term I221, Ho¨lder’s
inequality gives
I221 =
∫
(100l)c×(100J)c
∣∣∣∣ 12√π
∫ ∞
ℓ(I)2∫
10I
∫
10J
(t1△(1))M q(1)t1 (x1 − y1, x2 − y2)∇(2)(△(2))−1/2aR,2(y1, y2)dy1dy2
dt1
t1+M1
∣∣∣∣dx2dx1
.
∫
(100l)c×(100J)c
∫ ∞
ℓ(I)2
∫
I
(∫
J
|(t1△(1))Mq(1)t1 (x1 − y1, x2 − y2)|2dy2
)1/2
(∫
10J
|∇(2)(△(2))−1/2aR(y1, y2)|2dy2
)1/2 dt1
t1+M1
dx2dx1
. |J |1/2
∫
(100l)c×(100J)c
∫ ∞
ℓ(I)2
∫
10I
1
t
n+m
2
1
e
− |(x1,x2)−(xI ,yJ )|
2
t1
(∫
J
|aR,2(y1, y2)|2dy2
)1/2 dt1
t1+2M1
dy1dx2dx1.
Hence,
I221 . |R|1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
∞∑
j2=6
∫
|x2−yJ |≈2j2ℓ(J)∫ ∞
ℓ(I)2
1
t
n+m
2
1
e
− |(x1,x2)−(xI ,yJ )|
2
t1
dt1
t1+M1
dx1dx2‖aR,2‖2
. |R|1/2
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
∞∑
j2=6
∫
|x2−yJ |≈2j2ℓ(J)
∫ ∞
ℓ(I)2
t
α1+α2−n+m2 −1−M
1 dt1(
1
|x1 − xI |2
)α1( 1
|x2 − yJ |2
)α2
‖aR,2‖2dx1dx2
. |R|1/2
∞∑
j1=j˜
∞∑
j2=6
ℓ(I)2(α1+α2−
n+m
2
−M) 1(
2j1ℓ(I)
)2α1−n 1(2j2ℓ(J))2α2−m‖aR,2‖2
. |R|1/2γ1(R)−(2α1−n)ℓ(I)−2M‖aR,2‖2,
where 2α1 > n, 2α2 > m and 2α1 + 2α2 < n+m+ 2M .
Let aR = ((△(1))M ⊗2 (△(2))M )bR. To estimate I222, we have
I222
.
∫
(100l)c×(100J)c
∣∣∣∣ ∫ ∞
ℓ(I)2
∫ ∞
0
∞∑
k2=0
∫
10I
∫
|y2−z2|≈2k2ℓ(J)∫
10J
(t1△(1))Mq(1)t1 (x1 − y1, x2 − y2)(t2△(2))M q
(2)
t1
(y2 − z2)bR(y1, z2)dz2dy1dy2 dt1
t1+M1
dt2
t1+M2
∣∣∣∣dx2dx1
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.
∫
(100l)c×(100J)c
∫ ∞
ℓ(I)2
∫ ∞
0
∞∑
k2=0
1
t
n+m
2
1
e
− |(x1,x2)−(y1,y2)|
2
t1
∫
10I
∫
|y2−z2|≈2k2ℓ(J)
∫
10J
1
t
m
2
2
e
− |y2−z2|
2
t2 dy2|bR(y1, z2)|dz2dy1 dt1
t1+M1
dt2
t1+M2
dx2dx1
.
∫
(100l)c×(100J)c
∫ ∞
ℓ(I)2
(∫ t1
0
+
∫ ∞
t1
)
1
t
n+m
2
1
e
− |x1−y1|
2
t1
∫
10I
∫
10J
1
t
m
2
2
∞∑
k2=0
∫
|y2−z2|≈2k2ℓ(J)
e
− |x2−y2|
2
t1 e
− |y2−z2|
2
t2 dy2|bR(y1, z2)|dz2dy1 dt1
t1+M1
dt2
t1+M2
dx2dx1
=: I2221 + I2222.
Note that M > m/2. By the heat kernel estimate, we choose 2α1 − n > 0, 2α2 −m > 0,
β2 > 0 and α1 + α2 + β2 <
n
2 +M to obtain
I2221 .
∫
(100l)c×(100J)c
∫ ∞
ℓ(I)2
1
t
n+m
2
1
e
− |x1−y1|2
t1
∫ t1
0
( t2
ℓ(J)2
)β2+m2 +M
t
−m
2
−M−1
2 dt2∫
I
∫
J
∞∑
k2=0
∫
|y2−z2|≈2k2ℓ(J)
e
− |x2−y2|
2
2t1 e
− |y2−z2|
2
2t1 dy2|bR(y1, z2)|dz2dy1 dt1
t1+M1
dx2dx1
.
∫
(100l)c×(100J)c
∫ ∞
ℓ(I)2
1
t
n+m
2
1
e
− |x1−y1|
2
t1 tβ21 ℓ(J)
−2β2−m−2M
∫
I
∫
J
t
m
2
1 e
− |x2−z2|
2
2t1 |bR(y1, z2)|dz2dy1 dt1
t1
dx2dx1
.
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
∞∑
j2=6
∫
|x2−yJ |≈2j2ℓ(J)
∫ ∞
ℓ(I)2
∫
I
∫
J
t
−n
2
+β2
1 ℓ(J)
−2β2−m−2M
×
(
t1
|x1 − xI |2
)α1( t1
|x2 − yJ |2
)α2
|bR(y1, z2)|dz2dy1 dt1
t1+M1
dx2dx1
. |R|1/2
∞∑
j1=j˜
∞∑
j2=6
∫ ∞
ℓ(I)2
t
α1+α2+β2−n2−M−1
1 dt1ℓ(J)
−m−2M
× 1(
2j1ℓ(I)
)2α1−n 1(2j2ℓ(J))2α2−m‖bR‖2
. |R|1/2γ1(R)−(2α1−n)ℓ(I)−2Mℓ(J)−2M‖bR‖2.
Choosing n < 2α1 < n+m+ 2M and m/2 < α2 < M < β2, we get
I2222
.
∫
(100l)c×(100J)c
∫ ∞
ℓ(I)2
1
t
n+m
2
1
e
− |x1−y1|
2
t1
∫ ∞
t1
1
t
m
2
2
e
−ℓ(J)2
2t2
∫
I
∫
J
∞∑
k2=0
∫
|y2−z2|≈2k2ℓ(J)
e
− |x2−y2|
2
2t2 e
− |y2−z2|
2
2t2 dy2|bR(y1, z2)|dz2dy1 dt1
t1+M1
dt2
t1+M2
dx2dx1
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.
∫
(100l)c×(100J)c
∫ ∞
ℓ(I)2
1
t
n+m
2
1
e
− |x1−y1|2
t1
∫ ∞
t1
1
t
m
2
2
e
−ℓ(J)2
2t2
∫
I
∫
J
t
m
2
2 e
− |x2−z2|
2
2t2 |bR(y1, z2)|dz2dy1 dt1
t1+M1
dt2
t1+M2
dx2dx1
.
∞∑
j1=j˜
∫
|x1−xI |≈2j1ℓ(I)
∞∑
j2=6
∫
|x2−yJ |≈2j2ℓ(J)
∫ ∞
ℓ(I)2
∫
I
∫
J
t
−n+m
2
1
∫ ∞
t1
e
−ℓ(I)2
2t2
×
(
t1
|x1 − xI |2
)α1( t2
|x2 − yJ |2
)α2
|bR(y1, z2)|dz2dy1 dt1
t1+M1
dt2
t1+M2
dx2dx1
. |R|1/2
∞∑
j1=j˜
∞∑
j2=6
∫ ∞
ℓ(I)2
t
α1+α2−n+m2 −M−1
1
(∫ ℓ(J)2
t1
( t2
ℓ(J)2
)β2
tα2−M−12 dt2 +
∫ ∞
ℓ(J)2
tα2−M−12 dt2
)
dt1
× 1(
2j1ℓ(I)
)2α1−n 1(2j2ℓ(J))2α2−m‖bR‖2
. |R|1/2γ1(R)−(2α1−n)ℓ(I)−2M ℓ(J)−2M‖bR‖2.
Combining the above estimates, there exists a positive constant δ1 such that∫
(100l)c×Rm
|T (aR)(x1, x2)|dx2dx1
. |R|1/2γ1(R)−δ1
(
‖aR‖2 + ℓ(J)−2M‖aR,1‖2
+ ℓ(I)−2M‖aR,2‖2 + ℓ(I)−2M ℓ(J)−2M‖bR‖2
)
= |R|1/2γ1(R)−δ1
(
‖aR‖2 + ℓ(I)−2M‖((△(1))M ⊗2 1 2)bR‖2
+ ℓ(I)−2M‖(1 1 ⊗2 (△(2))M )bR‖2 + ℓ(I)−2M ℓ(J)−2M‖bR‖2
)
.
Using Ho¨lder’s inequality, Journe´’s covering lemma and the properties of flag atoms, we
have
I :=
∑
R∈m(Ω)
∫
(100l)c×Rm
|T (aR)(x1, x2)|dx2dx1
≤
∑
R∈m(Ω)
|R|1/2γ1(R)−δ1ℓ(I)−2M ℓ(J)−2M
(
‖((ℓ(I)2△(1))M )⊗2 (ℓ(J)2△(2))M )bR‖2
+ ‖((ℓ(I)2△(1))M )⊗2 1 2)bR‖2 + ‖(1 1 ⊗2 (ℓ(J)2△(2))M )bR‖2 + ‖bR‖2
)
.
( ∑
R∈m(Ω)
|R|γ1(R)−2δ1
)1/2( ∑
R∈m(Ω)
ℓ(I)−4M ℓ(J)−4M
×
(
‖((ℓ(I)2△(1))M )⊗2 (ℓ(J)2△(2))M )bR‖22 + ‖((ℓ(I)2△(1))M )⊗2 1 2)bR‖22
+ ‖(1 1 ⊗2 (ℓ(J)2△(2))M )bR‖22 + ‖bR‖22
))1/2
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. |Ω| 12 |Ω|− 12 . 1.
For term II, we observe that∫
Rn×(100S)c
|T (aR)(x1, x2)|dx2dx1
=
(∫
100I×(100S)c
+
∫
(100I)c×(100S)c
)
|T (aR)(x1, x2)|dx2dx1
= II1 + II2.
The estimate of term II2 is the same with the estimate of I2,
II2 . |R|1/2γ2(R)−δ
(
‖aR‖2 + ℓ(J)−2M‖aR,1‖2
+ ℓ(I)−2M‖aR,2‖2 + ℓ(I)−2M ℓ(J)−2M‖bR‖2
)
,
where δ > 0. So we just estimate the term II1. Then
II1 ≤
∫
100I×(100S)c
∣∣∣∣∇(1)(△(1))−1/2 ⊗2 ∇(2)(△(2))−1/2aR(x1, x2)∣∣∣∣dx2dx1
=
∫
100I×(100S)c
∣∣∣∣ 12√π
∫ ∞
0
∇(2)e−t2△(2)(∇(1)(△(1))−1/2aR(x1, x2)) dt2√
t2
∣∣∣∣dx2dx1
=
∫
100I×(100S)c
∣∣∣∣ 12√π
∫ ℓ(J)2
0
∇(2)e−t2△(2)(∇(1)(△(1))−1/2aR(x1, x2)) dt2√
t2
∣∣∣∣dx2dx1
+
∫
100I×(100S)c
∣∣∣∣ 12√π
∫ ∞
ℓ(J)2
∇(2)e−t2△(2)(∇(1)(△(1))−1/2aR(x1, x2)) dt2√
t2
∣∣∣∣dx2dx1
=: II11 + II12.
We first consider II11. We write
II11 ≤
∫
100I×(100S)c
∣∣∣∣ 12√π
∫ ℓ(J)2
0
∇(2)e−t2△(2)(∇(1)(△(1))−1/2aR(x1, x2)) dt2√
t2
∣∣∣∣dx2dx1
.
∞∑
j2=j¯
∫
100I
∫
|x2−yJ |≈2j2ℓ(J)
∫ ℓ(J)2
0
(∫
100J
+
∫
|y2−yJ |≥50ℓ(J)
)
t
−m
2
2 e
− |x2−y2|
2
t2
∣∣(∇(1)(△(1))−1/2aR(x1, y2))∣∣dy2 dt2
t2
dx2dx1
=: II111 + II112.
By the L2(Rn+m) boundedness of ∇(1)(△(1))−1/2,
II111 . |R|1/2
∞∑
j2=j¯
∫
|x2−yJ |≈2j2ℓ(J)
∫ ℓ(J)2
0
t
−m
2
2 e
− |x2−yJ |
2
t2
dt2
t2
dx2‖aR‖2
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. |R|1/2
∞∑
j2=j¯
∫
|x2−yJ |≈2j2ℓ(J)
∫ ℓ(J)2
0
t
−m
2
2
(
t2
|x2 − yJ |2
)α2 dt2
t2
dx2‖aR‖2
. |R|1/2
∞∑
j2=j¯
ℓ(J)2α2−m
1
(2j2ℓ(J))2α2−m
‖aR‖2
. |R| 12 γ2(R)−(2α2−m)‖aR‖2,
where α2 > m/2 and the last inequality follows from the fact that
2j¯ ≈ ℓ(S)
ℓ(J)
.
For the term of II112, the heat kernel estimate gives
II112 .
∞∑
j2=j¯
∞∑
k2=0
∫
100I
∫
|x2−yJ |≈2j2ℓ(J)
∫ ℓ(J)2
0
∫
|y2−yJ |≈2k2ℓ(J)
t
−m
2
2 e
− |x2−y2|
2
t2
∫ ∞
0
∫
10I
∫
10J
t
−n+m
2
1 e
− |(x1,y2)−(z1,z2)|
2
t1 |aR(z1, z2)|dz1dz2 dt1
t1
dy2
dt2
t2
dx1dx2
. |I|
∞∑
j2=j¯
∞∑
k2=0
∫
|x2−yJ |≈2j2ℓ(J)
∫ ℓ(J)2
0
∫
|y2−yJ |≈2k2ℓ(J)
t
−m
2
2 e
− |x2−y2|
2
t2
(∫ t2
0
+
∫ ∞
t2
)∫
10I
∫
10J
t
−n+m
2
1 e
− |y2−z2|
2
2t1 |aR(z1, z2)|dz1dz2 dt1
t1
dy2
dt2
t2
dx2
=: II1121 + II1122.
We do the integral for the variable y2 to get
II1121 . |I|
∞∑
j2=j¯
∫
|x2−yJ |≈2j2ℓ(J)
∫ ℓ(J)2
0
∫ t2
0
t
−n+m
2
1 e
−ℓ(J)2
t1
dt1
t1
e
− |x2−yJ |
2
2t2
dt2
t2∫
10I
∫
10J
|aR(z1, z2)|dz1dz2dx2
. |R|1/2|I|
∞∑
j2=j¯
∫
|x2−yJ |≈2j2ℓ(J)
∫ ℓ(J)2
0
t
α1−n+m2
2 ℓ(J)
−2α1e−
|x2−yJ |
2
2t2
dt2
t2
‖aR‖2
. |R|1/2|I|ℓ(J)−2α1
∞∑
j2=j¯
ℓ(J)2α1+2α2−n−m
(2j2ℓ(J))2α2−m
‖aR‖2
. |R| 12 γ2(R)−(2α2−m)‖aR‖2,
where 2α1 > n+m and 2α2 > m. Similarly,
II1122 . |R|1/2|I|‖aR‖L2(Rn+m)
∞∑
j2=j¯
∫
|x2−yJ |≈2j2ℓ(J)
∫ ℓ(J)2
0
e
−ℓ(J)2
2t2
∫ ∞
t2
t
−n+m
2
1 e
− |x2−yJ |
2
2t1
dt1
t1
dt2
t2
dx2
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. |R|1/2|I|‖aR‖2
∞∑
j2=j¯
∫ ℓ(J)2
0
e
−ℓ(J)2
2t2
∫ ∞
t2
t
−n+m
2
1
tα11
(2j2ℓ(J))2α1−m
dt1
t1
dt2
t2
. |R|1/2|I|γ2(R)−(2α1−m)‖aR‖2ℓ(J)m−2α1
∫ ℓ(J)2
0
t
α1−n+m2
2 e
−ℓ(J)2
2t2
dt2
t2
. |R| 12γ2(R)−(2α2−m)‖aR‖2,
where m < 2α1 < n+m.
Let aR = (1 1 ⊗2 (△(2))M )aR,1, where aR,1 = ((△(1))M ⊗2 1 2)bR We now consider II12 and
write
II12 ≤
∫
100I×(100S)c
∣∣∣∣ 12√π
∫ ∞
ℓ(J)2
∇(2)(t2△(2))Me−t2△(2)
(∇(1)(△(1))−1/2aR,1(x1, x2)) dt2
t
1
2
+M
2
∣∣∣∣dx2dx1
.
∞∑
j2=j¯
∫
100I
∫
|x2−yJ |≈2j2ℓ(J)
∫ ∞
ℓ(J)2
(∫
100J
+
∫
|y2−yJ |≥50ℓ(J)
)
t
−m
2
2 e
− |x2−y2|
2
t2
∣∣(∇(1)(△(1))−1/2aR,1(x1, y2))∣∣dy2 dt2
t1+M2
dx2dx1
=: II121 + II122.
By the L2(Rn+m) boundedness of ∇(1)(△(1))−1/2,
II121 . |R|1/2
∞∑
j2=j¯
∫
|x2−yJ |≈2j2ℓ(J)
∫ ∞
ℓ(J)2
t
−m
2
−M
2 e
− |x2−yJ |
2
t2
dt2
t2
dx2‖aR,1‖2
. |R|1/2
∞∑
j2=j¯
(2j2ℓ(J)m−2α2
∫ ∞
ℓ(J)2
t
α2−m2 −M
2
dt2
t2
‖aR,1‖2
. |R| 12 γ2(R)−(2α2−m)ℓ(J)−2M‖aR,1‖2,
where 0 < 2α2 −m < M .
For the term of II122, the heat kernel estimate gives
II122 .
∞∑
j2=j¯
∞∑
k2=0
∫
100I
∫
|x2−yJ |≈2j2ℓ(J)
∫ ∞
ℓ(J)2
∫
|y2−yJ |≈2k2ℓ(J)
t
−m
2
−M
2 e
− |x2−y2|
2
t2
∫ ∞
0
∫
10I
∫
10J
t
−n+m
2
1 e
− |(x1,y2)−(z1,z2)|
2
t2 |aR,1(z1, z2)|dz1dz2 dt1
t1
dy2
dt2
t2
dx2dx1
. |I|
∞∑
j2=j¯
∞∑
k2=0
∫
|x2−yJ |≈2j2ℓ(J)
∫ ∞
ℓ(J)2
∫
|y2−yJ |≈2k2ℓ(J)
t
−m
2
−M
2 e
− |x2−y2|
2
t2
(∫ t2
0
+
∫ ∞
t2
)∫
10I
∫
10J
t
−n+m
2
1 e
− |y2−z2|
2
2t1 |aR,1(z1, z2)|dz1dz2 dt1
t1
dy2
dt2
t2
dx2
=: II1221 + II1222.
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We integrate with respect to y2
II1221 . |I|
∞∑
j2=j¯
∫
|x2−yJ |≈2j2ℓ(J)
∫ ∞
ℓ(J)2
∫ t2
0
t
−n+m
2
1 e
−ℓ(J)2
2t1
dt1
t1
t−M2 e
− |x2−yJ |
2
2t2
dt2
t2∫
10I
∫
10J
|aR(z1, z2)|dz1dz2dx2
. |R|1/2|I|
∞∑
j2=j¯
(2j2ℓ(J))m−2α2
∫ ∞
ℓ(J)2
t
α1+α2−n+m2 −M
2 ℓ(J)
−2α1 dt2
t2
‖aR,1‖2
= |R|1/2|I|
∞∑
j2=j¯
(2j2ℓ(J))m−2α2ℓ(J)2α1+2α2−n−m−2Mℓ(J)−2α1‖aR,1‖2
. |R| 12γ2(R)−(2α2−m)ℓ(J)−2M‖aR,1‖2,
where 2α1 > n+m and 2α2 > m and 2α1 + 2α2 < n+m+ 2M . Similarly,
II1222 . |R|1/2|I|‖aR,1‖2
∞∑
j2=j¯
∫
|x2−yJ |≈2j2ℓ(J)
∫ ∞
ℓ(J)2
t−M2
∫ ∞
t2
t
−n+m
2
1 e
− |x2−yJ |
2
2t1
dt1
t1
dt2
t2
dx2
. |R|1/2|I|‖aR,1‖2
∞∑
j2=j¯
∫ ∞
ℓ(J)2
t−M2
∫ ∞
t2
t
−n+m
2
1
tα11
(2j2ℓ(J))2α1−m
dt1
t1
dt2
t2
. |R|1/2|I|γ2(R)−(2α1−m)‖aR,1‖2ℓ(J)m−2α1
∫ ∞
ℓ(J)2
t
α1−n+m2 −M
2
dt2
t2
. |R| 12γ2(R)−(2α1−m)ℓ(J)−2M‖aR,1‖2,
where m < 2α1 < n+m.
Combining the above estimates, there exists a positive constant δ2 such that∫
Rn×(100S)c
|T (aR)(x1, x2)|dx2dx1
. |R|1/2γ2(R)−δ2
(
‖aR‖2 + ℓ(I)−2M‖aR,2‖2
+ ℓ(J)−2M‖aR,1‖2 + ℓ(I)−2M ℓ(J)−2M‖bR‖2
)
= |R|1/2γ2(R)−δ2
(
‖aR‖2 + ℓ(I)−2M‖((△(1))M ⊗2 1 2)bR‖2
+ ℓ(I)−2M‖(1 1 ⊗2 (△(2))M )bR‖2 + ℓ(I)−2M ℓ(J)−2M‖bR‖2
)
.
Using the Ho¨lder’s inequality, Journes´ covering lemma and the properties of flag atoms, we
have
II :=
∑
R∈m(Ω)
∫
Rn×(100S)c
|T (aR)(x1, x2)|dx1dx2
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≤
∑
R∈m(Ω)
|R|1/2γ2(R)−δ2ℓ(I)−2M ℓ(J)−2M
(
‖((ℓ(I)2△(1))M )⊗2 (ℓ(J)2△(2))M )bR‖2
+ ‖((ℓ(I)2△(1))M )⊗2 1 2)bR‖2 + ‖(1 1 ⊗2 (ℓ(J)2△(2))M )bR‖2 + ‖bR‖2
)
.
( ∑
R∈m(Ω)
|R|γ2(R)−2δ2
)1/2( ∑
R∈m(Ω)
ℓ(I)−4M ℓ(J)−4M
×
(
‖((ℓ(I)2△(1))M )⊗2 (ℓ(J)2△(2))M )bR‖22 + ‖((ℓ(I)2△(1))M )⊗2 1 2)bR‖22
+ ‖(1 1 ⊗2 (ℓ(J)2△(2))M )bR‖22 + ‖bR‖22
))1/2
. |Ω| 12 |Ω|− 12 . 1.
Therefore,∫(
∪R˜
)c |T (a)(x1, x2)|dx2dx1
≤
∑
R∈m(Ω)
∫
(100l)c×Rm
|T (aR)(x1, x2)|dx2dx1 +
∑
R∈m(Ω)
∫
Rn×(100S)c
|T (aR)(x1, x2)|dx2dx1
≤ C.
The inequality (6.5) is done and the proof is completed.
Based on the result above, we already showed that
∑n+m
j=1
∑m
k=1 ‖Rj,k(f)‖1 + ‖f‖1 .
‖SF (f)‖1, which, together with all estimates provided from Section 2 to Section 4, gives that
‖SF (f)‖1 . ‖SF (U)‖1 . ‖U∗‖1 . ‖M∗Φ(f)‖1 . ‖U∗‖1
. ‖U+‖1 . ‖M+Φ (f)|1 . ‖U+‖1
.
n+m∑
j=1
m∑
k=1
‖Rj,k(f)‖1 + ‖f‖1
. ‖SF (f)‖1.
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