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Paralinguistic speech processing (PSP) is a field of audio processing where the focus of the 
analysis is beyond the literal message. One potential task in the area of PSP is the classifica-
tion of samples into infant-directed speech (IDS) and adult-directed speech (ADS). In the pre-
sent study, a system which classifies samples into IDS/ADS as accurately as possible was 
examined by experimenting with different classifiers used in other fields of PSP, and by testing 
different sets of manually defined features. The classification results showed that the best set 
of features was a set which included all speech-relevant features extracted in this study except 
spectrogram. Additionally, support vector machines (SVMs) performed the best of the individ-
ual classifiers used in the study, while an ensemble classifier outperformed all individual clas-
sifiers. These results were in line with the previous IDS/ADS classification studies in the field. 
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1. INTRODUCTION 
Digital speech processing typically deals with the formal structure of the language, which 
is called the linguistic content. The linguistic content is the aspect of speech which con-
sists of phonemes, words and sentences (Rabiner & Schafer, 2011). However, speech 
consists of much more information than what is being said in how it is said, including the 
personality, mood, emotion, social background, and health of the speaker (Schuller & 
Batliner, 2013, pp. 3-20; Schuller et al., 2013). As an example, one can typically hear 
from a recording whether the person speaking is a child or an adult, whether the person 
is a male or a female, what the person’s dialect is, and whether the person is intoxicated 
or not. The digital analysis of speech beyond the literal message is called computational 
paralinguistics, in which the term ‘computational’ refers to something being done by a 
computer, and the term ‘paralinguistics’ means ‘alongside linguistics’: it is concerned with 
the way something is said rather than what is being said. Computational paralinguistics, 
also known as paralinguistic speech processing (PSP), is a rather new field of study, 
since a little over 20 years ago the field did not exist (Schuller & Batliner, 2013, pp. 3-20; 
Schuller et al., 2013). 
One subcategory of PSP is the classification between speaking styles, where the dis-
crimination of infant-directed speech (IDS) from adult-directed speech (ADS) is one topic 
of interest. IDS is a speaking style typically used in interaction between infants having 
distinctive properties compared to ADS, including reduced speed (Eaves et al., 2016), 
higher fundamental frequency (𝑓0), higher frequency range (Soderstrom, 2007), shorter 
utterances, and intonational exaggeration (Fernald et al., 1989). There is also language-
specific variation between the properties of IDS speech which indicates that universal 
generalization of IDS properties is not possible from the empirical observations from an 
individual culture (Fernald et al., 1989; Soderstrom, 2007).  
The role of IDS and the roles of the different properties of IDS in the language develop-
ment of an infant have been discussed and hypothesized in a plethora of studies (e.g. 
Fernald et al., 1989; Soderstrom, 2007; Rowe, 2008; McMurray et al., 2013; Spinelli et 
al., 2017). It has been shown that especially newborn infants prefer IDS over ADS (Fer-
nald, 1985; Cooper & Aslin, 1990; Pegg et al., 1992), but there has been very little study 
on what the properties of IDS are that are linked with the higher attentional capture or 
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with the cognitive and emotional development of an infant (e.g. Saint-Georges et al., 
2013; Butler et al., 2014; Eaves et al., 2016; Räsänen et al., 2018). 
The automatic differentiation between IDS and ADS is interesting from the language re-
search point of view, since an automatic system capable of classifying IDS and ADS 
would help vastly in the study of language development of children by increasing the 
amount of data available, replacing the time-consuming manual annotation of audio re-
cordings. For instance, one ongoing project focusing on the study of children’s language 
development is called Analyzing Child Language Experiences Around the World 
(ACLEW; https://sites.google.com/view/aclewdid; 2017-2020) which aims to make large-
scale collections of audio recordings of children’s everyday lives accessible to the re-
search community by developing open-source tools for the automated analysis of real-
world language recordings, including automatic classification of speech into IDS and 
ADS. 
The purpose of this thesis is to contribute to the work in ACLEW by creating a system 
which classifies speech samples into IDS or ADS as accurately as possible by studying 
different classification and feature extraction methods in the task. Since the classification 
between IDS and ADS is a subcategory of PSP, the methods used in other fields of PSP 
can be taken advantage of. Methods previously used in PSP and IDS/ADS classification 
are discussed in Chapter 2. Chapter 3 gives an overview of the extracted features and 
the classification methods used in the present study, followed by a detailed description 
of the dataset and the used experimental setup in Chapter 4. Finally, the results of the 
study are presented in Chapter 5, and conclusions are drawn in Chapter 6.  
3 
 
2. LITERATURE REVIEW 
As mentioned in the previous chapter, the classification between IDS and ADS can be 
considered as an area of PSP. A typical PSP system consists of training a classifier with 
supervised learning using features extracted from speech data (Schuller & Batliner, 
2013, pp. 179–184), and using the classifier to predict the class of an unknown sample. 
Supervised learning consists of labeling data, training a system with features extracted 
from the dataset, and then validating the system using a validation set that is separate 
from the dataset that is used for training the system. A block diagram of a simple PSP 
system is depicted in Figure 1. 
 
Figure 1.  A block diagram of a simple PSP system. 
One key role for classification in PSP is played by feature extraction (the second block 
in Figure 1) (Schuller & Batliner, 2013) which typically begins with short-time features 
extracted from 10–30 ms windows of the digital speech signal, often using smooth win-
dowing functions (e.g. Hamming). The signal is segmented into these smaller windows 
to represent the frequency content of the signal as is varies over time. To avoid data loss 
using a smooth window, the adjacent windowed audio frames are overlapped, typically 
with time shifts of 10 ms (Schuller & Batliner, 2013, pp. 179–189). After windowing, fea-
tures are extracted from the windowed segments. These features include the mel-fre-
quency cepstral coefficients (MFCCs), the short-time zero-crossing rate (STZCR), 𝑓0 and 
the FFT spectrum of the signal inside the analysis window (Schuller & Batliner, 2013, pp. 
179–184, 289–294). 
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However, by only focusing on the frame-level information obtained from the feature ex-
traction, valuable paralinguistic information is lost. Typically, paralinguistic classification 
is performed at the level of utterances, i.e. continuous speech ending with a clear pause, 
which results in the need of using the extracted featural information across multiple 
frames (Schuller & Batliner, 2013, pp. 230–234; Schuller et al., 2013). This leads to the 
requirement of obtaining a fixed-length feature vector from samples with varying lengths. 
One common method of obtaining a feature vector with a fixed length from varying inputs 
is to apply functionals to the time series of the extracted features. These functionals can 
include e.g. the mean, variance, skewness, kurtosis and the minimum and the maximum 
of the time series corresponding to the feature of interest (Schuller & Batliner, 2013, pp. 
230–234). 
The selection of features in PSP depends on the domain knowledge of the subject at 
hand and the amount of training data available. With much knowledge of the examined 
topic, less data is needed when using manually tailored features that minimize unwanted 
variability, but as a downside relevant information might be lost when using a small data 
set and less features. With a large dataset, representation learning can be used to train 
a model directly from the acoustic waveforms. This, on the other hand, requires a larger 
amount of data and more extensive computation. Since PSP tasks usually involve rela-
tively sparse datasets, a common solution to outcome the need for manually tailored 
features or a large dataset is to extract a vast pool of different features by a feature 
extraction toolkit (for example openSMILE1; open-source Speech and Music Interpreta-
tion by Largespace Extraction), and then to test which features contribute best to the 
classification accuracy. Another common solution is to use the full set or a large set of 
features in conjunction with a classifier that is robust to non-significant features (Batliner 
et al., 2010; Bengio et al., 2013; Schuller & Batliner, 2013, pp. 179–184, 230–280, 289–
303). 
Traditionally support vector machines (SVMs), random forests, and more recently neural 
networks like multilayer perceptrons (MLPs) and convolutional neural networks (CNNs) 
have been used in PSP classification problems, of which many have been discussed in 
annual challenges held at Interspeech conferences (http://compare.openaudio.eu/). 
There are also occasional instances of studies making use of other classifiers like 𝑘-
nearest neighbors (𝑘-NN) and Gaussian mixture models (GMMs). Of the classifiers listed 
above, SVMs are the most commonly used ones in PSP classification. However, the 
                                                     
 
1 For further reading, see e.g. (Eyben et al., 2013). 
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classification results have varied largely depending on the task of the PSP classification 
(Batliner et al.,2010; Schuller et al., 2019).  
PSP related to IDS has been examined in multiple studies before with some focusing on 
the special properties of IDS and others on the classification between IDS and ADS with 
varying results. Shami and Verhelst (2007) studied classification of expressiveness in 
speech within and across corpora with IDS and ADS databases using SVM, 𝑘-NN and 
random forest classifiers. Batliner et al. (2008) investigated the acoustic features which 
contribute best to the classification of intimacy in speech using IDS, ADS and pet-di-
rected speech (PDS) by means of SVMs and random forests. Mahdhaoui and Chetani 
(2009) and Mahdhaoui et al. (2010) studied different IDS/ADS classification systems with 
multiple feature sets using SVMs, MLPs, 𝑘-NNs, GMMs and a combination of classifiers 
with the combined classifier yielding best results, resulting in a classification accuracy of 
86%. However, their data was limited in size and poorly described, making it unclear how 
well their findings generalize beyond their experiments. Schuster et al. (2014) in turn, 
presented an automated end-to-end system that segments the speech of an audio file 
and then classifies each segment into IDS and ADS. The classification of this system 
was tested with SVM, decision tree, random forest, logistic regression and Naïve Bayes 
classifiers with SVMs performing the best with a classification accuracy of 83%. In this 
case the dataset used was larger and better depicted than the previously mentioned 
result, but, on the other hand, the reported performance level may be somewhat optimis-
tic since the recordings were only taken from female speakers in laboratory conditions. 
The aforementioned studies might provide somewhat optimistic classification perfor-
mance levels in the IDS/ADS classification task, since the datasets used have been con-
strained in some way. A more representative result of real-world performance was ob-
tained from INTERSPEECH 2017 computational paralinguistics challenge (Schuller et 
al., 2017), where IDS/ADS classification was one of the three tasks in the challenge. In 
the IDS/ADS classification task, the dataset used was from real-world child language 
recordings. In the challenge baseline system, varying sets of features were extracted 
using CNNs, openSMILE and a bag-of-audio-words (BoAW), and then subsequent re-
current networks and SVMs were used for classification along with combined classifiers 
using majority voting and the sum of confidence values. The classification results varied 
in the range of 59.1% to 70.2%, where the accuracies were measured using unweighted 
average recall (UAR). A combined classifier using the sum of confidence values was 
found to be the best performing one. 
In the present study a more systematic approach is taken in order to create a system 
which classifies audio samples into IDS and ADS. In this thesis, feature extraction is 
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studied by manually defining different feature sets, and testing which features contribute 
best to the classification accuracy. In addition, different classifiers are examined with the 
purpose of creating the best performing classifier without the prior knowledge of which 
classifier works the best in action. As with PSP typically, the main challenge of creating 
an IDS/ADS classifier is to avoid overfitting the model to the data, since the dataset used 
in the study is relatively small which is known to increase the risk of overfitting.  
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3. METHODS 
In this chapter, the basic supervised classification pipeline (as depicted in Figure 1) is 
further examined by applying it to the present study. Section 3.1 discusses the first part 
of the block diagram involved in the representation of speech signals for digital pro-
cessing, while Section 3.2 advances into the next block of feature extraction and depicts 
the different features that are extracted from the dataset used in this study. Finally, Sec-
tion 3.3 represents the parts of the block diagram involved with classification by examin-
ing the different classifiers used in the present study. In this chapter, the different speech 
signal representations are demonstrated using a short 600-ms IDS utterance of a female 
saying “there you go”. 
3.1 Digital Representation of an Acoustic Signal 
According to the IEEE Standard Dictionary of Electrical and Electronics Terms, a signal 
is a physical representation which conveys data from one point to another (Jay, 1984). 
The word acoustic, in turn, is by one definition something related to sound or the science 
of sound waves (Beranek & Mellow, 2012, p. 10). Therefore an acoustic signal is a sound 
signal carrying information of some kind. 
 
Figure 2.  The digital representation of a 600-ms signal waveform, in which a 
woman says “there you go”. 
A physical (analog) signal is observed as a continuous-time function 𝑠(𝑡). In order to be 
processed digitally, it has to be sampled into a sequence of discrete-time values 𝑥(𝑟𝑇), 
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where 𝑟 ∈ ℤ and 𝑇 is the time period between two samples such that 𝑡 = 𝑟𝑇. With speech 
signals, this quantization is typically done using a sampling frequency of 16 kHz in order 
to preserve the frequency range of [0, 8] kHz, which is a common frequency band used 
for speech. In addition, the values of the continuous-time function 𝑠(𝑡) must be quantized 
before the signal can be represented in digital format. Typically, a 16-bit representation, 
which is the same number of bits used for example in e.g. CDs and WAV files, is used 
with digitalized speech. The 16-bit representation results in the dynamic range of sound 
pressure being from 0 dB up to approximately 96 dB if uniformly spaced quantization is 
used (Tohyama & Koike, 1998, pp. 4–33). An example of a digitalized 600-ms IDS utter-
ance in which a woman says “there you go” is shown in Figure 2. 
3.2 Feature Extraction 
This section provides an overview of the different features extracted in this study. Feature 
extraction plays an integral part in PSP, and it is the second part of the block diagram in 
Figure 2. 
3.2.1 Spectrogram 
A spectrogram is a time-frequency intensity display of a short-time spectrum used to 
visually represent the frequency content of a signal varying with time (Oppenheim, 1970). 
The spectrogram is widely used in audio processing as an analysis tool for numerous 
applications (Gold et al., 2011). To obtain the spectrogram of a digital signal, the signal 
is windowed, and the squared magnitude of the discrete STFT of the windowed signal is 
taken, in other words 
                  spectrogram(𝑡, 𝜔) = |STFT(𝑡, 𝜔)|2 = |∑ 𝑥(𝑛)𝑤(𝑡 − 𝑛)𝑒−𝑗𝜔𝑛
𝑁−1
𝑛=0
|
2
 ,                     (3.1) 
where 𝑡 is the time instant of analyzation, 𝜔 is the analysis frequency, 𝑥(𝑛) is the time 
domain signal, 𝑤(𝑛) is the windowing function, and 𝑁 is the window length (Rabiner & 
Schafer, 2007, pp. 42–46). 
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Figure 3.  The spectrogram of the example signal in Figure 2. 
Windowing means segmenting the signal in time domain into smaller overlapping sec-
tions that are typically the length of tens of milliseconds, and softening the edges of the 
windows with a windowing function, typically a Hanning or Hamming window. Determin-
ing the window length is always balancing between the resolutions of the time and the 
frequency axis, as a short analysis window results in a good time resolution and a poor 
frequency resolution, and vice versa for a long analysis window (Rabiner & Schafer, 
2007, pp. 46–49). An example image of a spectrogram is shown in Figure 3 which depicts 
the spectrogram of the example signal in Figure 2 with 128 frequency bins. The spectro-
gram is calculated using a 30-ms window with a time shift of 10 ms. 
 
Figure 4.  The estimate of the PSD of the example signal in Figure 2. 
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The long-term time average of a spectrogram (with power spectrum) is also sometimes 
referred to as a periodogram (Kay, 1988). The periodogram is the estimate of the aver-
age power spectral density (PSD) of a signal. In Figure 4, the estimate of the PSD of the 
example signal in Figure 2 is demonstrated using 128 frequency bins. 
3.2.2 Complex Cepstrum 
The complex cepstrum 𝑥(𝑛) of a digital signal 𝑥(𝑛) is the IDFT of the complex logarithm 
of the magnitude of the DFT, which Rabiner and Schafer (2007, pp. 54–59) defined as  
                                                            𝑥(𝑛) =
1
𝑁
∑ ?̂?(𝑘)𝑒𝑗𝑛
2𝜋𝑘
𝑁
𝑁−1
𝑘=0
 ,                                                      (3.2) 
where 𝑁 is the number of samples in 𝑥(𝑛) and ?̂?(𝑘) is the complex logarithm of the 
magnitude of the DFT, which is defined as 
                          ?̂?(𝑘) = log |∑ 𝑥(𝑛)𝑒−𝑗𝑛
2𝜋𝑘
𝑁
𝑁−1
𝑛=0
| + 𝑗 ∙ arg (∑ 𝑥(𝑛)𝑒−𝑗𝑛
2𝜋𝑘
𝑁
𝑁−1
𝑛=0
) .                         (3.3) 
By using the DFT of the signal 𝑥(𝑛) instead of the continuous-time DTFT, the complex 
cepstrum 𝑥(𝑛) is an approximation of the true complex cepstrum, since time-domain ali-
asing occurs because of sampling the log of the DTFT. This can be compensated by 
using a large value of 𝑁 (Oppenheim et al., 1999, pp. 629–646). Figure 4 shows the 
complex cepstrum of a voiced 30-ms segment of the example signal in Figure 2. 
 
Figure 5.  The complex cepstrum of a voiced segment of the signal in Figure 2. 
The complex cepstrum depicts the transition rate in different spectrum bands and is 
widely used in speech analysis, namely in pitch detection and in estimating parameters 
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of a speech production model. The smallest order cepstral coefficients model the spectral 
properties of the vocal tract, and the higher-order cepstral coefficients represent the glot-
tal excitation in the source-filter model2 (O’Shaughnessy, 1999, pp. 173–225). 
3.2.3 Mel-frequency Cepstral Coefficients 
The mel-frequency cepstral coefficients (MFCCs) are a cepstrum representation that 
takes the human perception of sound into account. This is achieved by spacing the fre-
quency bands of the signal on the mel scale, which is a nonlinear scale that models the 
way humans perceive the frequency of a sound also known as the pitch (Rabiner & 
Schafer, 2007, pp. 29–31, 69–71). A mel-frequency filter bank which consists of 𝑅 trian-
gular weighting functions is used for the DFT magnitude spectrum of the signal. Option-
ally, mel-scale bin energies can be normalized in order to get a flat mel-spectrum from a 
flat input Fourier spectrum. As with normal magnitude and power spectra, this represen-
tation loses the phase information which is included in the complex cepstrum, but is not 
typically considered important in speech processing applications. This is because typi-
cally the phase information is dependent on the audio recording setup and transmission 
channel, and thus does not have a significant effect on the understandability of speech. 
A discrete cosine transform of the logarithm of the magnitude of the filter outputs is com-
puted for each frame to produce the MFCCs. The MFCCs 𝑐(𝑛) are defined as 
                                       𝑐(𝑛) =  
1
𝑅
∑ log(𝐸(𝑟)) cos [
2𝜋
𝑅
(𝑟 +
1
2
) 𝑛],                                            (3.4)
𝑅
𝑟=1
 
where 𝐸(𝑟) is the normalized and triangular-weighted DFT bin energy at time instant 𝑟 
(Rabiner & Schafer, 2007, pp. 69–71). Typically, 𝑐(𝑛) are evaluated for 13 coefficients. 
Additional coefficients such as the delta and the delta-delta, which indicate the first- and 
second-order frame-to-frame difference, are usually calculated together with the 13 𝑐(𝑛) 
to obtain 39 coefficients altogether (Furui, 1986; Rabiner & Schafer, 2007, pp. 69–71). 
The MFCCs, deltas and delta-deltas of the example signal in Figure 2 are depicted in 
Appendix A.  
3.2.4 Fundamental Frequency 
Estimating the fundamental frequency (𝑓0) of voiced speech segments is used in various 
applications of speech processing such as speech recognition (Drugman & Alwan, 
2011). During voiced speech, 𝑓0 corresponds to the vibration frequency of the vocal folds, 
                                                     
 
2 For further reading, see e.g. (Pulkki & Karjalainen, 2014, pp. 79–97). 
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also known as the frequency of the glottal excitation. The estimate of 𝑓0 is an important 
factor in the analysis of speech since the 𝑓0 of the glottal excitation determines the pitch 
of the voice that is perceived (Rabiner & Schafer, 2007, pp. 20–23, 126–128). 
 
Figure 6.  The estimate of the fundamental frequency using the SRH method (up-
per image) and the signal waveform (lower image). 
The calculation method of 𝑓0 in this study is the summation of residual harmonics (SRH) 
which is capable of estimating the 𝑓0 well in noisy conditions (see Drugman & Alwan, 
2011, for an overview). This is a desired property, considering the naturalness of the 
recordings used in the dataset of the present study. Figure 5 demonstrates the estimate 
of the fundamental frequency of the example signal in Figure 2 using the SRH method.  
3.2.5 Short-time Zero-crossing Rate  
The short-time zero-crossing rate (STZCR) is the weighted average of the number of 
times a signal changes sign within a time window, i.e. (Rabiner & Schafer, 2007, pp. 37–
40) 
                             STZCR = ∑
1
2
|sgn[𝑥(𝑛)] − sgn[𝑥(𝑛 − 1)]|𝑤(𝑚 − 𝑛) ,                            (3.5)
∞
𝑛=−∞
 
where 𝑥(𝑛) is the time domain signal, 𝑤(𝑛) is the windowing function, 𝑚 is the time index 
of the block of samples in the windowing function, and 
                                                        sgn[𝑥] = {
1,     𝑥 ≥ 0
−1,    𝑥 < 0 .
                                                                (3.6) 
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STZCR acts as a simple-to-compute frequency analyzer (Rabiner & Schafer, 2007, pp. 
37–40), providing valuable information about whether a section of a speech signal is 
voiced or unvoiced. 
 
Figure 7.  The signal waveform and the STZCR of the signal. 
Figure 7 depicts the STZCR of the example signal in Figure 2 using a rectangular 40-ms 
window. The figure demonstrates that the parts of the signal with unvoiced speech have 
a higher STZCR, and with voiced speech the STZCR is lower. 
3.2.6 Short-time Energy  
The short-time energy (STE) of a signal is defined as 
                                                      STE = ∑ [𝑥(𝑛)𝑤(𝑚 − 𝑛)]2 ,                                                    (3.7)
∞
𝑛=−∞
 
where 𝑥(𝑛) is the time domain signal, 𝑤(𝑛) is the windowing function, and 𝑚 is the time 
index of the block of samples in the windowing function (Rabiner & Schafer, 2007, pp. 
37–40). The STE indicates the amplitude of the signal in the interval around time 𝑚, 
which results in unvoiced sections of speech having lower STE than voiced regions. This 
makes the STE a useful tool in detecting voiced and unvoiced sections of utterances. 
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Figure 8.  The signal waveform and the STE of the signal. 
Figure 8 depicts the STE of the example signal in Figure 2 using a rectangular 40-ms 
window. It can be seen from the image that the unvoiced parts of the signal have a lower 
STE and the voiced parts have a higher STE. 
3.3 Classifiers 
This section provides an overview of the different classifiers used in this study. Classifi-
cation is the last part of the block diagram in Figure 1 before updating the model param-
eters and classifying a sample. In the experiments of this study, classifiers depicted in 
Sections 3.3.1, 3.3.3 and 3.3.4 are trained using MATLAB and optimized using Bayesian 
optimization3, and the classifier depicted in Section 3.3.2 is trained using Python and 
optimized using the default parameter RMSprop.  
3.3.1 Support Vector Machine (SVM)  
A support vector machine (SVM) is a linear classifier for binary classification (Boser et 
al., 1992). The basic principle of an SVM is to find an optimal hyperplane that separates 
the data points of two classes and simultaneously maximizes the boundary between the 
two classes. For 𝑁 data points 
                                         (𝒙1, 𝑦1), … , (𝒙𝑁, 𝑦𝑁) ∈  𝜒 × {±1} ,    𝑖 = (1, … , 𝑁) ,                            (3.8) 
                                                     
 
3 For a detailed description and an overview, see e.g. (Tamura & Hukushima, 2018). 
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where 𝒙𝑖 are observations, 𝒚𝑖 are labels
4, and 𝜒 is a set containing all observations 𝒙𝑖. 
With a weight vector 𝒘, a hyperplane can be written in the form 
                                                                        𝒘 ∙ 𝒙 − 𝑏 = 0 ,                                                                  (3.9) 
where 𝑏 ∈ ℝ . By normalizing the dataset, i.e. rescaling 𝒘 and 𝑏 so that the data points 
closest to the optimal hyperplane satisfy the equation 
                                                                      |𝒘 ∙ 𝒙𝑖 + 𝑏| ≥ 1 ,                                                             (3.10) 
we get the optimal hyperplane into the form 
                                                                   𝑦𝑖(𝒘 ∙ 𝒙𝑖 + 𝑏) ≥ 1 .                                                           (3.11) 
Equation (3.11) can be rewritten in the form 
                                                        𝒘 ∙ 𝒙𝑖 + 𝑏 ≥ 1  for  𝒚𝑖 = +1                                                      (3.12) 
and 
                                                      𝒘 ∙ 𝒙𝑖 + 𝑏 ≤ −1  for  𝒚𝑖 = −1 .                                                   (3.13) 
Now the optimal hyperplane can be constructed by solving the equation 
                          minimize  𝜏(𝒘) =
1
2
‖𝒘‖2  subject to  𝑦𝑖(𝒘 ∙ 𝒙𝑖 + 𝑏) ≥ 1 .                            (3.14) 
This can only be achieved if the two classes are linearly separable. For non-separable 
classes, the objective function 𝜏(𝒘) is replaced in Equation (3.14) by 
                                                     𝜏(𝒘, 𝝃) =
1
2
‖𝒘‖2 + 𝐶 ∑ 𝜉𝑖  ,                                                       (3.15)
𝑁
𝑖=1
 
where 𝐶 > 0 is a penalty parameter and 𝜉𝑖 are slack variables, both contributing to pe-
nalizing misclassifications (Schölkopf et al., 2002, pp. 1–17). 
Some binary classification problems are not separable by a simple hyperplane. In these 
cases, the class of kernels 𝑘 can be used to map 𝑥 into a linear space ℋ using a function 
Φ, i.e. 
                                                                         Φ ∶  𝜒 → ℋ,                                                                 (3.16a) 
                                                                      𝑥 ↦ 𝒙 ≔ Φ(𝑥) ,                                                            (3.16b) 
                                                              𝑘(𝑥, 𝑥′) = Φ(𝑥) ∙ Φ(𝑥) .                                                     (3.16c) 
                                                     
 
4 For mathematical purposes, the two classes are labeled +1 and -1. 
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In other words, 𝑘(𝑥, 𝑥′) maps the dot product into a higher-dimensional linear space in 
which a hyperplane separating the classes can be found (Schölkopf et al., 2002, pp. 25–
35). An example of the use of a kernel function for finding a hyperplane to separate data 
points is demonstrated in Figure 9. 
 
Figure 9.  The use of a kernel function to find a separating hyperplane for data 
points (Schölkopf et al., 2002, p. 29). 
In Figure 9, the left image depicts a situation where the data points marked with circles 
and crosses cannot be linearly separated from each other. As depicted in the right image, 
the use of a polynomial kernel function results in a new feature space where a hyper-
plane that perfectly separates the data points can be found. A few popular kernel func-
tions used with SVMs are listed in Table 1.  
Table 1. Popular kernel functions (Schölkopf et al., 2002, pp. 15–22, 115–118). 
Kernel function name Equation of 𝑘(𝑥, 𝑥′) 
Gaussian or radial basis 𝑒−‖𝑥−𝑥
′‖
2
 
Linear 𝑥 ∙ 𝑥′ 
Polynomial of order 𝑑 (𝑥 ∙ 𝑥′)𝑑 
 
Hyperparameter optimization is a crucial part of finding an SVM suitable for a certain 
application (Rojas-Dominguez et al., 2018). There are multiple hyperparameters to be 
optimized, including the kernel function 𝑘(𝑥, 𝑥′) used, the values of the weight vector 𝒘, 
the value of the constant 𝑏, the kernel scale parameter 𝐾, the penalty parameter 𝐶, and 
the slack variables 𝜉𝑖 (Schölkopf et al., 2002, pp. 251–266, 281–309, 407–412). The 
hyperparameters are optimized based on the samples of the training set matrix 𝑋. The 
kernel scale parameter 𝐾 divides all the values of 𝑋 by 𝐾 before applying the kernel 
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function 𝑘(𝑥, 𝑥′). The parameters 𝐶 and 𝜉𝑖 prevent overfitting by imposing a penalty for 
misclassifications. If the prior probabilities of the elements in 𝑋 are exceedingly unbal-
anced, an SVM can find a fit that favors one class over the other. To avoid this, the prior 
probabilities of the observations must be taken into account. The MATLAB implementa-
tion used in this study deals with this with the following algorithm: 
1. Compute 𝑝𝑐 = [
𝑝1
𝑝2
], where 𝑝1 and 𝑝2 are the prior probabilities of classes 
1 and 2. 
2. Remove observations from the training set 𝑋 with zero probability. 
3. Normalize weights 𝒘 to sum up to the prior probability of the class which 
it belongs to, i.e. the weight for observation 𝑖 in class 𝑘 is 
𝑤𝑗
∗ =
1
∑ 𝑤𝑗∀𝑖∈𝑘
𝑝𝑐,𝑘   . 
Additionally, the penalty parameter 𝐶, also known as the box constraint, is assigned to 
every observation in 𝑋 by MATLAB. 
3.3.2 Multilayer Perceptron (MLP)  
A multilayer perceptron (MLP) is a deep neural network (DNN) consisting of multiple 
smaller units called perceptrons (Rosenblatt, 1962). A perceptron is a binary classifier 
which determines its output using an activation function. A typical activation function is a 
logistic function (Chen et al., 2015) 
                                                                    𝑓(𝑥) =
1
1 + 𝑒−𝑥
 ,                                                              (3.17) 
but this study uses a rectifier function 
                                                                   𝑓(𝑥) = max(0, 𝑥) ,                                                            (3.18) 
also known as a rectified linear unit (ReLU), as it has been proven to yield better results 
compared to a logistic function because the error gradients backpropagate more effi-
ciently through multiple layers (Glorot et al., 2011). This is because the derivative is al-
ways the same, independent of the value of the function, as long as it is positive. The 
use of a logistic function (3.17) might result in slow learning if the input values are large 
or very small, since in these cases the derivatives are close to zero which leads to the 
gradients being small. 
The MLP network consists of an input layer, an output layer and an arbitrary number of 
hidden layers in between. These layers consist of nodes that are, apart from the input 
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nodes, neurons activated by an activation function. Typically, a neuron outputs 1 if it is 
activated by the input 𝑥, and 0 if activation does not occur. A suitable number of hidden 
layers and the number of neurons per each layer varies depending on the application 
(Rafiq et al., 2001). 
After each iteration, every neuron updates its parameter values according to the output 
error of the network. Usually this is done by using gradient descent, an algorithm for 
finding the local minimum of a function by taking steps towards its negative of the gradi-
ent (Haykin, 1994). All connections in an MLP feed forward from one layer to the follow-
ing layer without backward connections, and thus no connections form a loop. This re-
sults in the MLP being a feed-forward neural network (FNN), treating every input pattern 
independently without any memory over time (Schuller & Batliner, 2013, pp. 248–251). 
A neural network with a single hidden layer is capable of modeling any linear function, 
whereas a network with multiple hidden layers can perform non-linear classification (Min-
sky & Papert, 1988). The use of a dropout layer can help in avoiding overfitting when 
training a neural network. A dropout layer is a regularization technique in which the layer 
randomly deactivates a predetermined number of neurons at each iteration to prevent 
the system from overfitting. TensorFlow by Google (Zaccone et al., 2017) is a highly 
applicable and widely-used software used for training MLP networks, which is also used 
in this thesis.  
3.3.3 Random Forests 
A decision tree is a classification method in which the response to the given data is 
constructed from a tree-like model (Mitchell, 1997). The decision tree consists of a root 
node with 𝑁 number of nodes, each node continuing a tree-like pattern of branching 
nodes performing binary decisions down to a leaf node containing the response. A de-
piction of a simple decision tree is demonstrated in Figure 10. 
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Figure 10.  An example of a simple decision tree. The tree determines a Yes/No 
output whether a person is suitable for a roller coaster ride. If the test subject is too 
short, his/her mass exceeds limits or he/she has high blood pressure, then the per-
son is not suitable for the ride. The leaf nodes are indicated with rectangles and tri-
angles and nodes are indicated with circles, the root node being on top. 
 
By combining a set of decision trees which are trained using randomly divided subsets 
of extracted features, we get a random forest. There are multiple ways of determining 
the output of an ensemble of trees (Rokach & Maimon, 2008, pp. 87–100), the simplest 
being the output of the majority of the trees in the forest. The MATLAB implementation 
used in the present experiments uses the empirical prior probabilities of the training set 
𝑋 and weights every observation with the prior probabilities in order to avoid favoring one 
observation over the other when predicting classes. 
Hyperparameters that can be optimized with an ensemble of decision trees include the 
splitting decision values of each node, boosting, the randomization method, the number 
of learning cycles in the iteration process, shrinkage, the number of trees in the forest, 
and the minimum number of observations for every tree leaf (Breiman, 2001; Friedman, 
2001; Rokach & Maimon, 2008, pp. 101–105). Boosting improves the performance of a 
weak learner by composing together classifiers produced by weak learners into a 
stronger classifier. There are multiple boosting algorithms, for example the AdaBoost 
algorithms AdaBoost.M1 and AdaBoost.M2 introduced by Freund and Schapire (1996). 
A typical randomization method used in random forests is bootstrap aggregating 
(Breiman, 2001), also known as bagging, in which the dataset is divided randomly into 
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subsets and the ensemble of decision trees is trained using the subsets. This leads to 
reducing the variance of the classifier and thus increases classification accuracy 
(Büchlmann & Yu, 2002).  
The contributions of each tree in the ensemble can be slowed down using a weight 𝜈. A 
shrinkage, or a learning rate, is the scaling of each updated value with 𝜈 (Friedman, 
2001). Slowing down learning has been empirically proven to improve learning by reduc-
ing the influence of each tree, leaving room for the model to improve in future iterations 
(Friedman, 2002). As a trade-off, training with shrinkage increases the demand for more 
decision trees in the model, which results in increased computation time (Friedman, 
2001). 
3.3.4 k-Nearest Neighbors (k-NN)  
Nearest neighbor (NN) classification algorithm (Cover & Hart, 1967) is based on com-
paring the feature vector of a given sample 𝒙 in a test set to all the feature vectors in the 
training set and choosing the class of 𝒙 based on the distance function 𝑑(𝒂, 𝒃). The goal 
is to minimize 𝑑(𝒂, 𝒃), i.e. to find the nearest neighbor 𝒙′ for 𝒙, such that 
                                                              𝒙′ = arg min
∀𝒙𝑛∈𝑋
𝑑(𝒙, 𝒙𝑛),                                                       (3.19) 
where 𝑋 is the training set. There are many ways of determining the distance 𝑑(𝒂, 𝒃) 
between two samples, and Table 2 shows a brief list of a few widely used distance func-
tions. 
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Table 2. Distance functions used in NN classification (Hu et al., 2016; Lei, 2017, 
pp. 407–420). 
Name Equation of 𝑑(𝒂, 𝒃) Additional notes 
Euclidean distance ‖𝒂 − 𝒃‖ = √∑(𝑎𝑖 − 𝑏𝑖)2
𝑀
𝑖=1
 
A special case of the 
Minkowski distance 
with 𝑝 = 2. 
Cosine distance 1 −
𝒂𝑇𝒃
‖𝒂‖ ∙ ‖𝒃‖
  
Minkowski distance √∑|𝑎𝑖 − 𝑏𝑖|𝑝
𝑀
𝑖=1
𝑝
  
City block distance ∑|𝑎𝑖 − 𝑏𝑖|
𝑀
𝑖=1
 
A special case of the 
Minkowski distance 
with 𝑝 = 1. 
Chebyshev distance max
𝑖
(|𝑎𝑖 − 𝑏𝑖|) = lim
𝑝→∞
√∑|𝑎𝑖 − 𝑏𝑖|𝑝
𝑀
𝑖=1
𝑝
 
A special case of the 
Minkowski distance 
with 𝑝 → ∞. 
 
𝑘-NN classification differs from NN classification so that, instead of determining the class 
of a sample 𝒙 based on the class of its single nearest neighbor 𝒙′, 𝒙 is classified based 
on the class of 𝑘 of its nearest neighbors. The hyperparameters that can be optimized 
include the number of neighbors 𝑘, the distance function 𝑑(𝒂, 𝒃) used, and the weight of 
the distance (Mullin & Sukthankar, 2000; Yang et al., 2006). The MATLAB implementa-
tion used in the present study compensates for the possible imbalance of the observa-
tions by weighting every observation with the prior probabilities of the observations in the 
training set. 
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4. EXPERIMENTAL SETUP 
This chapter describes the experiments conducted in IDS/ADS classification using the 
supervised classification pipeline and methods described in the previous chapters. Ad-
ditionally, this chapter discusses the dataset used in the project in detail. 
4.1 Dataset 
The given dataset, ACLEW starter set (Bergelson et al., 2017), consists of 5-minute-long 
recordings in MP3 format extracted from daylong recordings. The recordings were col-
lected using a microphone worn by a child on a breast pocket, which means that the 
recordings are child-centered. The daylong recordings have not been modified in any 
way other than that the user-sensitive information has been cut out. 
In the dataset, the daylong recordings were taken from 18 different families, six of them 
being from the United States and three from Canada, the United Kingdom, Mexico and 
Argentina. The US, UK and Canadian families speak English, the Argentinian families 
speak Spanish and the Mexican families consist of Tzeltzal speakers with occasional 
Spanish. There is one 5-minute recording per each family in the dataset, totaling to 90 
minutes of audio. 
Individual utterances were extracted from the longer files using manual annotations of 
the utterances and their speaking style. The speaking styles were divided into four 
groups: IDS, ADS, speech directed to a composite group, and speech with the addressee 
undetermined. The two latter were left out from the utterance extraction, leaving only IDS 
and ADS samples. This resulted in the dataset being 1215 short audio samples with 
varying lengths, of which 850 (≈70%) were IDS samples and 365 (≈30%) were ADS 
samples. All of the samples were converted into WAV format before further processing. 
The lengths of the utterances varied widely since they ranged from 0.07 s to 14.86 s with 
an average of 1.42 s. 
4.2 Setup 
The features described in Section 3.2 were extracted from every utterance, and fixed-
length feature vectors were obtained from the extracted features by taking the mean, 
variance, skewness and kurtosis of the time series of the data with the exception of 
STZCR, where the other functionals than the mean are not relevant. Different numbers 
of frequency bins in the range [32, 64, … , 4096] were tested while taking the spectrogram 
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of every utterance with 128 bins performing the best. The features were normalized by 
scaling them to zero mean and unit standard deviation, after which the dataset was split 
into a training set and a test set in a ratio of 80:20 using random splitting. 25% of the test 
set was used as the development set for optimizing the hyperparameters.  
SVM, 𝑘-NN, random forest and MLP classifiers were trained with 4-fold cross validation 
and optimized with different combinations of features with UAR (%), determined as 
  UAR (%) = 
correctly classified IDS samples
IDS samples
 + 
correctly classified ADS samples
ADS samples
2
 ∙ 100% ,         (4.1) 
as the primary evaluation measure of classification. By using UAR, models that take 
advantage of the imbalance of IDS/ADS samples in the test set are penalized. This is 
because labeling all output samples into IDS results in a classification accuracy of ap-
proximately 70% without the use of UAR, whereas UAR yields 50%. Bayesian optimiza-
tion was used with SVMs, random forests and 𝑘-NN classifiers while RMSprop optimiza-
tion was used with MLPs.  
SVMs were trained with MATLAB with an iteration process where the hyperparameters 
were updated after every iteration. In the process, the values of the weight vector 𝒘, the 
value of the constant 𝑏, the kernel scale parameter 𝐾, the box constraint 𝐶, and the slack 
variables 𝜉𝑖 were optimized, as well as a suitable kernel function 𝑘(𝑥, 𝑥
′) was chosen. 
For moderate-dimensional data a polynomial kernel, and for higher-dimensional data a 
Gaussian kernel, yielded the best results. A standard MATLAB training routine was used 
for training in both 𝑘-NN and random forests with iterative training processes. For 𝑘-NN 
this translates into optimizing the number of neighbors 𝑘, the selection of the distance 
function 𝑑(𝒂, 𝒃), and choosing the weight of the distance. Cosine distance and equal 
distance weight proved to be the most efficient for every feature vector, while the optimal 
number of neighbors varied depending on the length of the feature vector. Optimizing 
random forests involved optimizing the splitting decision values for each tree node, the 
learning method used, the number of nodes per each tree, the number of trees, the 
learning rate, and the minimum number of leaf node observations. These varied largely 
on the basis of the size of the feature vector, but with smaller dimensional features bag-
ging, and with higher dimensional features AdaBoost.M1 were found to be the most effi-
cient learning methods. MLPs were trained in Python with Keras using the TensorFlow 
backend with default parameters using binary cross-entropy as the loss function, and 
RMSprop as the optimizer except for using a ReLU (3.18) as the activation function. The 
best performance was achieved with a network consisting of two hidden layers with 1000 
neurons each and a dropout layer in between, with a 50% random dropout. 
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After training SVM, 𝑘-NN, random forest and MLP classifiers with different feature vec-
tors, the four best performing sets of features were taken into further examination, and 
they were used in building an ensemble classifier. These feature sets were MFCCs only 
(matrix size 1215x156), all features except spectrogram (1215x177), all features except 
MFCCs (1215x1045), and all features (1215x1201). The ensemble classifier was built 
by taking the vector of confidence values of each of the classifiers’ predictions and add-
ing them up into a combined confidence value vector. Then, a threshold for classifying a 
sample into IDS/ADS based on the confidence value was determined using the training 
set to obtain the best classification performance. By using confidence values instead of 
a majority voting scheme, a classifier with a certain decision contributes more to the final 
decision than classifiers with uncertain decisions. An ensemble classifier with a majority 
voting scheme was also tested, but it yielded far inferior results compared to using con-
fidence values.  
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5. RESULTS 
The classification results of the experimental setup are depicted in Table 3. The reported 
accuracies are calculated with the four best performing feature sets that were MFCCs 
only (matrix size 1215x156), all features except spectrogram (1215x177), all features 
except MFCCs (1215x1045), and all features (1215x1201). 
 
Table 3. Training set and test set accuracies of the experimental setup with the four 
best performing sets of features: MFCCs only (x156), all features except spectrogram 
(x177), all features except MFCCs (x1045), and all features (x1201). Result accuracies 
are in UAR (%), where the best accuracy of a classifier is highlighted. 
UAR (%) Random forest 𝑘-NN SVM MLP Ensemble 
Features Train Test Train Test Train Test Train Test Train Test 
x156 66.50 62.22 58.74 56.35 68.30 66.51 62.57 60.11 63.88 60.56 
x177 59.22 56.65 62.91 58.80 67.89 66.25 68.02 64.85 70.42 69.20 
x1045 58.34 56.06 55.55 54.49 59.53 59.08 58.47 56.35 61.27 59.91 
x1201 61.72 59.19 57.35 56.26 60.76 60.34 61.00 59.97 63.14 62.01 
 
Overall, the feature set with all extracted features except spectrogram (x177) performed 
the best, yielding the highest UAR (%) classification accuracy with the ensemble classi-
fier. With the smallest feature set, random forests performed clearly the best, and SVMs 
performed slightly better than the second-best result of the same classifier. This can be 
explained by the fact that it is easier to find an optimal tree and forest structure as well 
as a separating hyperplane with smaller-dimensional data according to Occam’s razor. 
The ensemble classifier gave the highest classification accuracy with 69.20% UAR, and 
in addition it gave the best accuracy compared to every other classifier except for the 
smallest feature set, where random forest and SVM classifiers performed better. The 
classification accuracies for the training sets were slightly higher than those for the test 
sets, indicating minor overfitting to the data but still being in tolerable limits. 
26 
 
6. CONCLUSION 
The present study examined a system which classifies utterances into IDS and ADS as 
well as possible by experimenting with different classifiers and multiple sets of manually 
defined features. The results depicted in Chapter 5 were on par with the previous results 
in the fields of IDS/ADS classification and PSP with SVMs performing the best as indi-
vidual classifiers, and the ensemble classifier outperforming all individual classifiers 
(Mahdhaoui et al., 2010; Schuster et al., 2014; Schuller et al., 2017). Of the feature sets 
used, MFCCs outperformed the spectrogram in terms of classification accuracies which 
indicates the significance of using features that correspond to the human perception of 
sound. MFCCs are lower dimensional and hence easier to model, and the use of MFCCs 
also partially removes irrelevant speaker-dependent variation such as the 𝑓0, and thus 
might work better. The spectrogram includes more speaker-dependent details, which 
results in the need of a larger dataset for a good classification model, whereas the 
MFCCs already attenuate some of the unnecessary details during feature extraction. 
The classification results of this study can be considered as representative of classifica-
tion performance expected in real-world use scenarios with unconstrained recording con-
ditions. This is because the dataset used was realistic in terms of diversity, quality and 
the naturalness of the recordings. On the other hand, the utterances in the dataset are 
fully pre-segmented by hand, but in reality, the automatic segmentation of utterances is 
a substantially difficult task in complex recording environments. The random data divi-
sion used in the study gives slightly optimistic results because some of the speakers in 
the training set and the test set were the same, and the corpus used is not very large. 
This is partially compensated by using cross-validation in the training of the models. The 
results are also marginally lower than they could be since the recordings used in the 
study are in MP3 format, while by using WAV files classification performance would im-
prove slightly (as confirmed by in-lab experiments not reported here). 
For further improving the classification system of this study, other functionals over time 
like the minimum, the maximum and the range should also be tested. Additionally, a 
larger pool of features extracted with, e.g., openSMILE, should be experimented with. 
Further examining which of the extracted features contribute to improving the classifica-
tion accuracy could also be investigated. Classification accuracy could also be improved 
by enhancing the sound quality of the recordings by denoising the utterances in some 
way, since the recordings contained various natural noise sources like background noise 
27 
 
and clothes rubbing against the microphone. Also, the separation of speakers in the re-
cordings would improve classification accuracy since the dataset contained many utter-
ances with overlapping talkers. 
As with PSP in general, the main challenge of creating the classifiers in this study was 
to avoid overfitting the models to the data. This was achieved in tolerable limits. To fur-
ther improve the performance of the IDS/ADS classification system, a larger dataset 
would be required. Although this is a challenge due to the time-consuming manual an-
notation and the gathering of the data, some resources already exist for this purpose and 
should be utilized if the system would be deployed for actual use. Reliable systems ca-
pable of automatically segmenting, denoising and labeling are required to improve future 
research in the field of PSP. 
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APPENDIX A: MFCCS, DELTAS AND DELTA-
DELTAS OF THE TEST SIGNAL 
 
 
Figure 11.  The MFCCs of the example signal in Figure 2 (z-scored for zero mean 
and unit variance). 
 
Figure 12.  The deltas of the example signal in Figure 2 (z-scored for zero mean 
and unit variance). 
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Figure 13.  The delta-deltas of the example signal in Figure 2 (z-scored for zero 
mean and unit variance). 
 
