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Edited by Sandro SonninoAbstract Adsorption of alcohol molecules or other small amphi-
philic molecules in the cell membrane can induce signiﬁcant
changes in the structure of the membrane. To understand the
molecular mechanisms underlying these structural changes, we
developed a mesoscopic membrane model. Molecular simulations
on this model nicely reproduce the experimental phase diagrams.
Weﬁnd that alcohol can induce an interdigitated structure inwhich
the normal bilayer structure changes into amonolayer in which the
alcohol molecules screen the hydrophobic tails from the water
phase. We compute the eﬀect of the chain length of the alcohol on
the phase behaviour of the membrane. At low concentrations of
alcohol, themembrane has domains of the interdigitated phase that
are in coexistence with the normal membrane phase. We use our
model to clarify some of the experimental questions related to the
structure of the interdigitated phase and put forward a simple
model that explains the alcohol chain length dependence of the
stability of this interdigitated phase.
 2004 Published by Elsevier B.V. on behalf of the Federation of
European Biochemical Societies.
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The generally accepted mechanism for the activity of drugs
is that they speciﬁcally bind to speciﬁc sites at a target protein
and inﬂuence the functioning of a protein. With this model, it
is diﬃcult to explain the eﬀects of anaesthesia or alcohol on the
functioning of an organism [1]. Because anaesthesia and al-
cohols are relatively small molecules, it is unlikely that there
are speciﬁc sites in proteins to which these molecules bind [1].
Therefore, mechanisms have been put forward that these small
molecules adsorb in a membrane and inﬂuence its structure
[2,3]. These structural changes of the membrane can inﬂuence
the conformation of proteins or other structures embedded in
the membrane. This provides an indirect route in which alco-
hol or other small amphiphilic molecules inﬂuence the function
of a cell. Experiments on phospholipid membranes have shown
that alcohol can, for example, induce the interdigitated phase
[4] (Fig. 1). This is an extreme example of the eﬀect alcohol can
have on the structure of a membrane. In an ordinary mem-
brane the hydrophobic thickness is approximately twice the* Corresponding author. Fax: +31-020-5255604.
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terdigitated phase the hydrophobic thickness is reduced to the
sum of the length of the hydrophobic tails of a single
phospholipid and the alcohol. That small molecules can have
such a dramatic eﬀect on the structure of a membrane ratio-
nalizes the hypothesis of Cantor [2] that small molecules can
induce structural changes of the environment of a membrane
protein or ion channel. Understanding these induced structural
changes is therefore not only of fundamental interest but might
also give us a better understanding of the functioning of cell
membranes.
Fig. 1 shows the commonly assumed structure of this in-
terdigitated phase, in which the alcohol molecules prevent the
hydrophobic tails of the lipids to be exposed to water [5,6].
This model nicely explains the experimentally observed hy-
drophobic thickness and provides a simple molecular expla-
nation as to why the alcohol molecules stabilize the
interdigitated phase and why it is often assumed that in
the interdigitated phase the optimal alcohol to lipid ratio in the
membrane is 2:1. At this point, it is important to mention that
one cannot measure the concentration of alcohol in the
membrane directly and therefore there is no direct experi-
mental evidence for this 2:1 ratio. Therefore, very little is
known about the limiting concentration of alcohol in the
membrane to induce interdigitation and how this concentra-
tion depends on the chain length of the alcohol [7].
These experimental uncertainties motivated us to use mo-
lecular simulation to study the eﬀect of alcohol. State of the art
molecular dynamics simulations give detailed structural in-
formation on the position of these molecules [8,9], but are too
time consuming to observe structural changes in the mem-
brane. As an alternative, we use a hierarchical approach in
which realistic all-atom simulations are used to determine the
eﬀective interaction parameters of a mesoscopic model. At this
mesoscopic level, simulations are 4–5 orders of magnitude
more eﬃcient [10,11], allowing us to compute complete phase
diagrams. Whereas previous mesoscopic simulations were
aimed at qualitative insights, we demonstrate here that such a
hierarchical mesoscopic model yields quantitative predictions
of the structure of a membrane.2. Model and computational details
We distinguish three types of particles, w, h, and t, to mimic water
and the head- and tail-atoms of a lipid, respectively. The hydrophilic
and hydrophobic particles interact via a soft-repulsion model com-
monly used in dissipative particle dynamics (DPD) [12,13]. In a
DPD simulation, a particle represents the centre of mass of a cluster ofation of European Biochemical Societies.
Fig. 1. Schematic structure of the interdigitated phase in which two
alcohol molecules pair up with one phospholipid.
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dom, and conservative forces. The dissipative and random forces are
chosen such that a proper canonical distribution is sampled [13]. For
the conservative force, we use the conventional soft-repulsive interac-
tion, given by
F Cij ¼
aijð1 rij=rcÞ rij < rc;
0 rijP rc;

ð1Þ
where rij is the distance between particles i and j, aij is the parameter
characterizing the interaction between two particles, and rc is the cut-
oﬀ radius. The DPD parameters are related to the compressibility of
water and to Flory–Huggins solubility parameters such that a rea-
sonable description of the thermodynamics of the real system can be
obtained [12].
We consider the phospholipid distearoyl-phosphatidylcholine
(DSPC). We assume that a DPD particle occupies a volume of 90 A3,
which results in a mapping in which DSPC is represented by three
hydrophilic head beads and two seven beads tails (h3(t7)2). For a
correct description of the experimental chain length dependence of the
area per lipid, it is essential to properly reproduce the conformations of
the lipid. Molecular Dynamics simulations of a single phospholipid in
water using a realistic all-atom representation are used to generate
conﬁgurations of the lipid, which were subsequently used to optimize
the intramolecular interactions (bond-bending and bond-vibration) of
the DPD model. We used similar parameters as Groot [12] for the soft-
repulsions in the conservative DPD interactions (aww ¼ att ¼ 25,Fig. 2. Snapshots of a bilayer in (a) Lc phase, (b) coexistence between the inte
the lipid h3(t7)2 with various concentrations of the model alcohol ht2. The bo
red the tails. The bonds and spheres indicate the alcohol molecules, where gre
of both the lipid and the alcohol are depicted by a larger sphere. In (b) the sysaht ¼ awt ¼ 80, ahh ¼ 35, and ahw ¼ 15), the intramolecular interac-
tions include a bond-bending potential Uh ¼ ð1=2Þkhðh h0Þ2, with
kh ¼ 6 and h0 ¼ 180 between three subsequent beads in the tails and
kh ¼ 6 and h0 ¼ 90 for the vectors connecting the ﬁrst bead of the tails
with the headgroup. Two consecutive beads are connected by har-
monic springs with spring constant kr ¼ 100 and equilibrium distance
r0 ¼ 0:7.
The coarse-graining procedure of Groot can be used at any tem-
perature, that is, if we are interested at higher temperature we can
again match the compressibility and Flory–Huggins solubility pa-
rameters at the temperature of interest. This leads to temperature de-
pendent parameters which make the interpretation of the results more
diﬃcult. To avoid these diﬃculties, we have used the experimental
phase transition temperatures (without alcohol) to relate the DPD
energy and temperature scales to the experimental system. The length
scale follows from the assumption that a DPD particle occupies a
volume of 90 A3. With these parameters our simulations predict an
area per surfactant of 69 A2 of the membrane in the La or ﬂuid phase,
independent of the chain length. This is in good agreement with the
experimental values which are in the range 58–72 A2.
A biological membrane is not subject to external constraints and
therefore adopts a conﬁguration which is tensionless. Lipowski and co-
workers [14] emphasize the importance of simulating at exactly the
area for which the interfacial tension is zero and determine this area
iteratively. We use a diﬀerent approach in which we mimic the ex-
periment by simulating an ensemble in which we impose the interfacial
tension. After a randomly selected number of DPD steps, we perform a
Monte Carlo move in which we change the area of our bilayer in such a
way that the total volume of the system remains constant. This move is
accepted with a probability [15]
accðo ! nÞ ¼ min 1; exp  b½UðnÞ  cAn
 
exp  b½UðoÞ  cAo
 
 !
; ð2Þ
where UðoÞ and UðnÞ indicate the energy of the old and the new
conﬁguration, respectively, c the interfacial tension, A the area of the
bilayer and b ¼ 1=kBT . To obtain the tensionless state of the bilayer, c
is set to zero to ensure that the membrane adopts the equilibrium area
per lipid [16,17]. The importance of this method is that it allows us to
observe directly phase transitions in which the area per lipid changes.
We have used a system of 200 phospholipids and 20–200 alcohols
initially randomly distributed in the simulation box. 3200–6700 waterrdigitated and Lb0 phase, and (c) interdigitated phase (LbI) consisting of
nds represent the lipids, where grey is the hydrophilic head group and
en is the hydrophilic head group and yellow the tail. The terminal beads
tem is depicted twice, so that the coexistence is illustrated more clearly.
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Fig. 3. Phase diagrams of the lipid h3(t7)2 with the alcohols ht (left), ht2 (middle), and ht3 (right).
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formed by self assembly. The overall density of the system was q ¼ 3.
A typical simulation required 100 000 cycles, of which 20 000 cycles are
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Fig. 4. Comparison of the experimentally measured thickness of the
hydrophobic core Dc as a function of the total number of beads of the
lipid and the alcohol. The length of alcohol tails ranges from 1 to 3 and
the length of the lipid tails from 6 to 8 beads. The hydrophobic thickness
of the pure lipid bilayer is divided by two.All thicknesses aremeasured at
a fully interdigitated bilayer, in which the ratio Nalc/Nlipid ¼ 1:1. The
dashed lines are the best ﬁts of the pure lipid system and the mixtures of
lipids and alcohols.We only show the results for this ratio, similar results
have been obtained for lower alcohol concentrations.3. Results and discussion
The eﬀect of alcohol on the structure and phase behaviour is
shown in Figs. 2 and 3, respectively. At zero alcohol concen-
tration, we nicely recover the experimentally observed phases.
At low temperatures we observe the Lc phase, in which the tails
are ordered and tilted. Increasing the temperature causes the
tails to lose some of their order in the Lb0 phase and eventually
also their tilt in the disordered ﬂuid or La phase. At low
concentrations of alcohol, the molecules are homogeneously
distributed in the gel phases, Lb0 or Lc phase. At high alcohol
concentrations, we ﬁnd the interdigitated phase LbI. Interest-
ingly, in between we ﬁnd a region of coexistence of the inter-
digitated and non-interdigitated phase, in which the alcohols
are mainly located in the interdigitated part. The simulations
reproduce the so-called ‘‘biphasic eﬀect’’ [18]; at low alcohol
concentrations the main transition, from the gel phase to the
ﬂuid phase, shifts to a lower temperature, while at high con-
centrations it shifts to a higher temperature. This behaviour is
directly related to the eﬀect of the alcohol on the stability of
the low temperature phases [19]; the Lb0 , phase is destabilized
by alcohol, while the LbI can easily incorporate alcohol
molecules.
That such a simple lipid/water/alcohol model nicely repro-
duces the experimental phase diagram and the biphasic eﬀect
gives us conﬁdence that we can also use our model to compare
those properties for which the experimental data are less
conclusive. Adachi et al. [6] proposed a model of the structure
of the bilayer in which the terminal methyl group of the al-
cohol faces a terminal methyl group of a lipid chain (see
Fig. 1). This model is based on the experimental observation
that the membrane thickness increases by about 0.08 nm per
one methylene unit in either the alcohol molecules or the
phospholipids [5,6] and that two alcohol molecules can occupy
a volume surrounded by the PC head groups of one layer.
Hence, the number of alcohol molecules in the membrane is
twice the number of lipids, independently of the length of the
alcohol. This conclusion clearly diﬀers with our results in
which the stability of the interdigitated phase depends on the
length of the alcohol (see Fig. 3). Fig. 4 shows that the com-
puted hydrophobic thickness Dc for any combinations of lipids
and alcohols is in surprisingly good quantitative agreementwith the experimental data [5,6,20]. For all combinations we
compute a linear relation between Dc and the total number of
beads, not only for an alcohol:lipid ratio of 2:1 but also for
much lower alcohol concentrations in the membrane. The fully
interdigitated phase occurs at much lower number of alcohols
than twice the number of lipids in the lipid bilayer and it de-
creases with chain length.
The incorporation of alcohols at the membrane interface
creates energetically unfavourable voids in the hydrophobic
core of the Lb0 phase (see Fig. 5). In the interdigitated phase,
the tail ends of the lipid are in contact with the interface.
Adding alcohol reduces these energetically unfavourable in-
teractions. Clearly at the 2:1 ratio, the energy of the interdig-
itated phase will be lowest, but at much lower alcohol
concentrations the interdigitated phase can already be more
stable than the Lb0 phase. We can now also understand the
dependence of the stability of the LbI phase on alcohol length.
The longer the alcohol, the smaller the voids in the alcohol
saturated Lb0 phase, hence these longer alcohol molecules
perturb the Lb0 phase to a lesser extent. For the interdigitated
phase, longer alcohol results in a thicker hydrophobic core. A
Fig. 5. Schematic drawing of the formation of the interdigitated phase.
(right) Voids between the hydrophobic tails destabilize the gel phases.
(left) With increasing tail length of the alcohol the voids become
smaller in the Lb0 phase, while in the interdigitated phase the part of
the lipid tails exposed to water becomes larger. As the chain length of
the alcohol increases the perturbation of the Lb0 phase becomes
smaller, while for the interdigitated phase the voids are larger.
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lipids to the water phase. These combined eﬀects explain why
the longer the tail length of the alcohol, the more alcohol is
needed to stabilize the LbI phase. Similarly, we can understand
why a higher concentration of alcohol is needed before the Lb0
phase is destabilized by a longer alcohol.
That a mesoscopic model can be developed systematically
which not only gives us qualitative insights into the molecular
mechanisms that are responsible for alcohol induced changes
in the structure of a membrane, but also gives quantitative
predictions on the dramatic eﬀects of alcohol on the structure
of a membrane is an important conclusion of this work. Itwould be interesting to investigate the role of ‘‘impurities’’
such as peptides, proteins, or membrane channels in these
systems. This might shed some light on the controversy related
to the mechanism of how such small molecules can inﬂuence
the functioning of organisms.
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