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With the development of the Internet of Vehicles (IoV), more and more vehicular services are
coming to people’s daily life, including intelligent transportation services and infotainment
services. While the emergence of numerous services could provide innovative and convenient
services for drivers, how to process large-scale data effectively still needs in-depth research in
the IoV scenario. Different from traditional networks, the vehicular network has poor-quality
wireless links which may lead to poor communication quality. Therefore, moving data to
the cloud for processing is not feasible in the vehicular network. Vehicular edge computing
network (VECN) is a promising way to provide fast task processing services for vehicles by
offloading these tasks to edge nodes close to vehicles. There are two challenges in the VECN
architecture: one is that vehicular edge nodes always have limited computing resources.
Therefore, lightweight algorithms need to be deployed to promote the development of VECN.
And the other is that some edge nodes and vehicles do not belong to the same party. Therefore,
how to conduct fair trade between them for providing reasonable resource allocation is an
important issue. In this dissertation, we firstly propose the broad learning based lightweight
traffic analysis system in the vehicular edge computing network. Secondly, a multi-attribute
based double auction mechanism is designed to solve the problems of fair resource allocation
in the VECN. Then we propose an online auction mechanism to satisfy the dynamics of users
in the VECN scenario, which also considers the non-price attributes when constructing the
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1.1.1 The Evolution of Internet of Vehicles
The Internet of Vehicles (IoV) as the core of components of intelligent transportation inte-
grated information platform, has become an emerging paradigm benefit from recent advance-
ments in vehicular communications and networking. Three networks are combined in the
IoV shown as Fig. 1.1: intra-vehicle network, inter-vehicle network, and vehicular mobile
Internet. Intra-vehicle network refers to the communication terminal with communication
between the devices in the vehicles, and between the terminal and vehicles, which belongs
to the end system of IoV, that is, the intelligence sensor of the vehicle. Inter-vehicle net-
work refers to the interconnected communication terminal between vehicles and vehicles,
vehicles and roads, vehicles and people, which belongs to the management system of IoV.
Inter-vehicle network is mainly responsible for the communication and roaming between
the vehicle self-organizing network and various heterogeneous network. Vehicle mobile
internet is a cloud-based vehicle operation information platform, which belongs to the cloud
system of IoV and provides vehicle services, including ITS, auto service, car rental, mobile
internet. Vehicle mobile internet is mainly used for data collection, calculation, monitoring
and management of vehicles.
With agreed communication protocols and data interaction standards, such as IEEE
802.11p WAVE standard and potentially cellular technologies, the IoV usually can be seen
as a large-scale distributed system through which an interconnection can be made between
the things, vehicles and environments to exchange the data and information. Therefore,
IoV plays a very important role in intelligent transportation systems such as managing
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Fig. 1.1 Three Networks of IoV
traffic, developing intelligent dynamic information communication between the vehicles,
road accident prevention, and road safety management.
The evolution of the Internet of Vehicles can be roughly divided into three stages, as
shown in Fig. 1.2. The first stage is to provide vehicular information services through 2G, 3G,
4G, and other technologies, such as vehicular navigation, vehicle diagnosis, and infotainment.
The second stage is to increase assisted driving applications through technologies like LTE-
V2X, such as real-time traffic information sharing, traffic flow control, road congestion
analysis, and accident warning. The third stage, autonomous driving applications and
intelligent transportation system (ITS) will be gradually introduced through 5G technology,
such as remote driving, formation driving, environment awareness, and high-precision map
download.
With regard to the demand for the future autonomous driving phase, 3GPP has already
started to standardize 5G V2X in 2016. 3GPP SA’s V2X requirements standardization is
divided into two stages: the first stage is the basic task requirements for LTE-V2X for
assisted driving applications; the second stage is the 5G-V2X enhanced task requirements
for autonomous driving applications.The four types of V2X applications defined by 3GPP
SAI include: V2V, V2I, V2N, V2P.
• Vehicle to Vehicle (V2V): V2V application information is exchanged between vehicles
close to each other. V2V application information, that contains vehicles’ location and
movement status, is used to provide safety precaution and improve driving safety.
• Vehicle to Infrastructure (V2I): V2I application information is exchanged between the
vehicles and Road Side Unit (RSU). V2I application information is mainly used to
provide real-time and effective traffic environment information for vehicles, such as
traffic light information, traffic sign information, and road construction information.
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• Vehicle to Network (V2N): V2N application information is exchanged between the
vehicles and application servers that could be located on the cloud. V2N applications
can supply could-based service access for vehicles and achieve greater coverage of
IoV services to provide better services like improved transportation efficiency.
• Vehicle to Pedestrian (V2P): V2P application information is exchanged between
vehicles and pedestrians close to each other. V2P applications can provide safety
reminders for pedestrians or vehicles. Note that compared with V2V applications, V2P
is more focused on protecting the safety of pedestrians.
Fig. 1.2 The Evolution of IoV
Taking into account the demand for higher levels of autonomous driving in the future,
3GPP SAI continues to define 5G-oriented enhanced V2X task requirements, which can
be summarized into four major scenarios: formation driving, advanced driving, extended
sensors, and remote driving.
• Formation driving: Formation driving is to realize the automatic formation driving of
multiple vehicles. All vehicles which are in formation receive the data periodically
sent by the head car for the formation operation. Through the information interaction
between vehicles, the distance between vehicles could be very small like several
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meters or even tens of centimeters, to reduce the fuel consumption of the rear vehicles.
Besides, with the help of formation driving, the rear vehicles can achieve follow-up
automatic driving.
• Advanced driving: Advanced driving is to realize semi-automatic or fully automatic
driving. Each vehicle or RSU shares the data obtained through sensors with surrounding
vehicles, to allow vehicles to coordinate their movement trajectories or operations.
Besides, each vehicle shares its driving purposes with surrounding vehicles that can
improve driving safety and traffic efficiency.
• Extended sensor: The extended sensor is to realize the exchange of data collected by
local sensors or real-time video data between vehicles, RSU, pedestrian equipment, and
the V2X application server. The interaction of these data is equivalent to expanding the
detection range of vehicle sensors so that a vehicle can enhance its ability to perceive
its environment and enables the vehicle to have a more comprehensive understanding
of the surrounding conditions.
• Remote driving: Remote driving is to realize the driver or driving program to drive the
vehicle remotely. It can be used to deal with some limited local driving conditions like
passengers cannot drive the vehicle or the vehicle is in a hazardous environment. It can
also be used in public transportation and other scenes with a relatively fixed driving
track.
The above scenarios involve the transmission of V2X tasks such as raw sensor data
sharing, the collaboration between vehicles, and operation confirmation. The applications in
V2X have different requirements for data rate, reliability, delay, communication range, and
driving speed. Therefore, 3GPP’s requirements of future IoV can be summarized as follows:
1) massive data processing can reach 600 ~3000 messages per minute 2) fast response can
reach less than 25ms 3) service success rate can reach 90% ~99.99% [49]. However, a large
number of applications will generate massive data in a short time in vehicular network. For
example, in some driver assistance systems, vehicles need to process massive data generated
from vehicle sensors (camera, radar, and so on), which is difficult to do alone by resource-
limited vehicles. Considering the poor communication quality, it is difficult to move these
data to a remote server for real-time analysis. Edge/Fog computing is a promising way to
achieve the requirements by offloading this task to the edge/fog node close to user devices.
And the edge/fog node performs data processing tasks through local processing, which can
provide the real-time services and reduce the burden of the server, thereby achieving high
bandwidth and high reliability. Therefore, a new paradigm, edge/fog computing [47], is
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introduced into the vehicular network to provide real-time data processing through moving
these tasks (e.g., anomaly detection of in-vehicle network) to surrounding edge/fog nodes,
which is coined as Vehicular Edge/Fog Computing Network (VECN/VFCN). In the next
subsection, we will give the origin, evolution, and architecture of edge/fog computing and
the architecture of VECN/VFCN.
1.1.2 Architecture
Edge Computing
Edge computing can be traced back to the content delivery network (CDN) proposed byAka-
mai in 1998. CDN is an Internet-based cache network that relies on cache servers deployed
in various locations. Through the load balancing, content distribution, scheduling, and other
functional modules of the central platform, it directs user access to the nearest cache server.
This will reduce network congestion and improve user access response speed and hit rate.
CDN emphasizes the backup and cache of data, while the basic idea of edge computing
is function cache. In 2009, Satyanarayananet al. [51] proposed the concept of Cloudlet.
Cloudlet is a trusted and resource-rich host deployed at the edge of the network, connected
to the Internet, and accessible by mobile devices to serve it. At the same time, edge com-
puting emphasizes downlink, meaning that the functions on the cloud server are transferred
to the edge server to reduce bandwidth and latency. In the background of the Internet of
Everything, edge data has exploded developed. In order to solve the problem of computing
load and data transmission bandwidth in the process of data transmission, calculation and
storage, researchers have begun to explore adding data processing functions near the edge
of data producers, that is, the uplink of the Internet of Everything service. Mobile edge
computing(MEC), edge computing, and cloud-sea computing are typical examples.
Mobile edge computing refers to a new network structure that has become a standardized
technology. It provides information technology services and cloud computing capabilities
within the range of wireless access networks close to mobile users. Because mobile edge
computing is located in the wireless access network and is close to mobile users, it can
achieve lower latency and higher bandwidth to improve service quality and user experience.
Mobile edge computing emphasizes the establishment of edge servers between cloud com-
puting centers and edge computing devices and completes terminal data calculation tasks on
edge servers. However, mobile edge terminal devices are generally considered to have no
competing capabilities, and the terminal devices in the edge computing model have strong
computing capabilities. Therefore, mobile edge computing as part of the edge computing
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Origin and Evolution of Edge Computing
Fig. 1.3 The Evolution of Edge Computing
[6] introduced fog computing in 2012 and defined fog computing as a highly virtualized
computing platform that migrates cloud computing center tasks to network edge devices. By
reducing the number of communications between cloud computing centers and mobile users,
fog computing can alleviate the bandwidth load and energy pressure of the backbone link.
Fog computing and edge computing are very similar, but fog computing focuses on the issue
of distributed resource sharing between infrastructures. In addition to infrastructure, edge
computing also focuses on edge devices, including computing, network, and management of
storage resources, and the cooperation between edge and cloud.
The European Telecommunications Standards Institute (ETSI) established the Mobile
Edge Computing Industry Specification Group in 2014 and officially announced the pro-
motion of mobile edge computing standardization. The basic idea is to migrate the cloud
computing platform from the inside of the mobile core network to the edge of the mobile
access network to achieve the flexible use of computing and storage resources. In 2016,
ETSI extended the concept of MEC to Multi-Access Edge Computing, further extending
edge computing from telecommunications cellular networks to other wireless access net-
works(such as WiFi). By 2018, the traffic from games, videos, and streaming-based web
content will account for 84 percent of IP traffic, which requires mobile networks to provide a
better quality of experience. With edge-cloud architecture, network latency can be reduced
by 50 percent. According to Gartner’s report, the devices of IoT will be more than 20.8
billion by the end of 2020. This shows that the focus of research has gradually towards from
cloud computing to edge computing. The whole origin and evolution of edge computing are
as shown in Fig. 1.3.
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Fog Computing
The concepts of fog computing and edge computing are very similar, just different companies
named them differently. By adding a fog computing layer between the cloud server and
the terminal device, the network device is used to provide computing, storage, and network
communication services, making the system bandwidth speed of the network and the response
speed of the system have been greatly improved. The term edge computing and fog computing
seem interchangeable, and for a fact, they do share some key similarities:
• Both edge and fog computing systems shift processing of data closer to the source of
data generation.
• In order to decrease latency, both of them are trying to reduce the amount of data sent
to the cloud.
• Through the above strategies, both can improve the system response time, especially
in remote mission-critical applications. By bringing the data processing closer to the
source, companies are also improving the security as they don’t need to send all the
data across the public internet.
Moreover, we could regard two concepts of fog computing and edge computing as inter-
changeable in academia. For example, the authors in [58] say that mobile edge computing
(MEC), interchangeably known as fog computing (originating from the cloudlet concept
[52]), represents a vital solution to these limitations. Moreover, Yi et al. [67] viewed fog
computing as edge computing, can address those problems by providing elastic resources
and services to end users at the edge of network, while cloud computing are more about
providing resources distributed in the core network. Edge computing is interchangeable with
fog computing in [17], but edge computing focus more toward the things side, while fog
computing focus more on the infrastructure side.
Therefore, we do not distinguish between edge and fog in this dissertation and we use the
edge uniformly in the following chapters.
The Architecture of Edge/Fog Computing
As users have higher requirements for lower latency, lower bandwidth consumption, and
higher security and privacy, cloud services cannot meet their requirements. Therefore,
edge/fog computing is proposed as a promising way to assist cloud to achieve these require-
ments [53, 37]. Generally speaking, edge/fog computing means offloading some tasks that
are previously carried out on the cloud to the devices that are close to the user side [54].
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In some classic edge/fog computing scenarios, such as Vehicular Network, Smart Home,
Body Things, and other IoT scenarios, the edge/fog nodes refer to the Road Side Unit (RSU),
Hub (Gateway), smartphone, and WiFi access point, which always have little computing
and storage capacities. By combining edge/fog computing and cloud computing, service
providers not only can meet the requirements of large-scale data processing, but also meet
the needs of real-time [35]. As shown in Fig.1.4, the classic edge/fog computing based
architecture includes following layers [30]: Cloud layer, Edge/Fog layer, and User layer. In
this architecture, the users send the data to the edge/fog node, rather than the cloud. And
the edge/fog node performs data processing tasks, which can provide the real-time services
and reduce the burden of the server. After completing the data processing, the edge/fog node










Fig. 1.4 The Architecture of the Edge/Fog Computing
The algorithms and systems we designed in this dissertation can be deployed both in the
edge layer and the fog layer. Therefore, we no longer distinguish between edge computing
and fog computing in the following parts. As mentioned above, we use edge computing
uniformly.
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Vehicular Edge Computing Network (VECN)
With the development of Internet of Vehicles, more and more vehicular applications are
beginning to enter the lives of people, including the safety and entertainment related applica-
tions. The vehicular network is regarded as an efficient and useful way to provide innovative
services and improve road capability by connecting vehicles and resource-rich processing
servers. According to Gartner’s market forecast, there will be more than 250 million con-
nected vehicles by the end of 2020. By then, IoT (Internet of Things) service providers will
benefit from this emerging market with annual revenues exceeding $300 billion, and global
vehicular networking market will grow to 7.1 trillion US dollars [2].
However, a large number of applications will generate massive data in a short time.
For example, in some driver assistance systems, vehicles need to process massive data
generated from vehicle sensors (camera, radar, and so on), which is difficult to do alone
by resource-limited vehicles. Considering the poor communication quality, it is difficult to
move these data to a remote server for real-time analysis. Due to the property the real-time
services of the edge computing we introduced above, we applied edge computing to the IoV
to solve limitations in conventional vehicular networks. Therefore, a new paradigm, edge
computing, is introduced into the vehicular network to provide real-time services for vehicles
by offloading these tasks (e.g., anomaly detection of in-vehicle network) to surrounding edge
nodes, which is coined as vehicular edge computing network (VECN).
Vehicular edge computing network (VECN) is a promising way to provide fast task
processing services for vehicles by offloading these tasks to edge nodes close to vehicles [40].
VECN introduces the idea of the edge computing paradigm [31] into traditional vehicular
network, as a supplement to cloud computing. The architecture of VECN is shown in Fig.
1.5. The whole network can be divided into three layers from top to bottom: cloud computing
layer, edge computing layer, and vehicular computing layer. The cloud computing layer
as remote cloud server at the core of the network is responsible for massive network data
processing and macro analysis, and plays a role in decision-making at the network level;
the middle layer is the edge computing layer, which is mainly responsible for real-time data
fusion and localization processing, and undertakes decision-making tasks at the regional
level; the bottom layer is the vehicular computing layer, which is mainly responsible for data
collection and pre-processing, as a decision at the vehicular level.
1.2 Challenges
In this new architecture, we have encountered some challenges, as shown in Fig. 1.6. On one














Fig. 1.5 The Architecture of VECN
some edge nodes and vehicles do not belong to the same part. To cope with these challenges
and improve resource utilization in VECN, we need to develop a lightweight algorithm and
conduct fair trade between vehicles and edge nodes for providing the reasonable resource
allocation scheme in VECN.
1.2.1 Broad Learning Based Lightweight Traffic Analysis System in
VECN
Current traffic classification models are mainly based on traditional machine learning, includ-
ing SVM, random forest and decision tree. However, these traditional methods cannot be
directly used at edge computing based traffic analysis architecture due to the low computing
and storage capabilities of edge nodes. In order to maintain the classification accuracy, it is
better to regularly update the trained model. Traditional methods require retraining all data
when performing model updates, which consume large amounts of computing power. Usually,
the edge node has these characteristics: poor computing power and low storage capacity [53],
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Fig. 1.6 The Challenges in VECN
a novel and lightweight neural network structure, broad learning system (BLS) [11], which
has the faster training speed due to its flat network structure. More importantly, BLS can use
incremental learning to constantly update the trained model when new data enters, and no
retraining process is needed.
In Chapter 3, we propose a broad learning based lightweight traffic analysis system in
VECN. In one hand, edge computing can provide a distributed architecture, which can save
the precious bandwidth resources and provide the safer service environment by offloading
the analysis task to the network edge. In the other hand, we use broad learning system to
incrementally train the traffic data, which is more suitable for the edge computing because
it has fast training speed and can support incremental learning. The proposed system is
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composed of two major modules: basic training on the cloud and incremental training (model
updating) on the edge node. Firstly, we use some traffic data to train a basic model and send
the basic model to the edge node. Secondly, when the accuracy of the trained model is not
enough to provide better services, model updating will be executed on the edge node by
the incremental way. We implement the edge computing based traffic analysis system on
the Raspberry Pi, and the experimental results show that our method has the faster training
speed compared with Convolutional Neural Network (CNN). Except for the initial stage, our
method does not need to upload the traffic data to the cloud.
1.2.2 Multi-attribute Based Static/Offline Double Auction in VECN
The existing edge-related auction mechanisms could not be directly used in VECN, which
only consider the price information. Due to poor-quality wireless links, vehicular network has
a large delay when transmitting large-scale data [77]. One edge node is difficult to provide
large-scale data processing services for vehicles who are far away. Therefore, location
information should be considered when determining the matching in the VECN auction.
Moreover, due to different types of tasks and different computing capabilities of edge nodes,
vehicles have different preferences over edge nodes. For example, vehicles want to choose
edge nodes with higher capabilities when processing safety-related tasks. Therefore, other
non-price attributes, such as reputation and computing capability, also need to be considered
in VECN auction.
In Chapter 4, we design a multi-attribute based static/offline double auction mechanism
in VECN scenario. The proposed auction mechanism not only considers the price but also
considers non-price attributes when determining the winners, which could construct more
reasonable matching between edge nodes and vehicles. In addition, our auction mechanism
could satisfy the following economic properties: computational efficiency, individual ra-
tionality, budget balance, and truthfulness [25, 66]. To verify our auction mechanism, we
simulate the VECN scenario using VISSIM, an open source framework for running vehicle
network simulation. Then we implement the proposed auction system by JAVA, and verify
the effectiveness and efficiency of the double auction mechanism by the driving data extracted
from VISSIM.
1.2.3 Dynamic/Online Resources Allocation in VECN
Since edge nodes and vehicles have their own interests, a double auction scheme which could
consider interests of both parties is needed in vehicular edge computing network scenario.
During the double auction process, vehicles submit their bids and edge nodes give their
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asks to trusted auctioneer. Then this auctioneer executes winner determination and pricing
algorithms to determine the final winners and price. Since edge nodes and vehicles do not
know the bids/asks of other vehicles and edge nodes, the double auction can give a fair
trading platform.
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Fig. 1.7 The Challenges of Resource Allocation in VECN
There are already some works study edge-related auction schemes. In [36], a reverse
auction scheme was studied to encourage vehicles to share resources. In [24, 23], the authors
considered deploying edge computing into mobile blockchain and proposed an auction
mechanism for providing a fair trading environment. In [57], the authors studied the resource
allocation in industrial IoT. They assumed each edge node can serve multiple mobile devices,
and proposed two double auction schemes.
Considering the dynamic flexibility in VECN, buyers and sellers can join or leave the
auction mechanism at any time according to their own wishes, which will not be controlled by
the auctioneer. Therefore, in the vehicular edge computing network scenario, the auctioneer
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needs to make decisions in a more dynamic environment, which could be achieved by the
online auction mechanism.
Moreover, these auction schemes only use the price for constructing the matching between
buyers and sellers. However, in VECN scenario, the communication quality could be poor
because of the mobility of vehicles, which means long-distance communication will have
a large delay. Even if there existing a matching between a vehicle and an edge node
according to existing edge-related auction mechanisms, the winning edge node still cannot
provide services for the winning vehicle if there is a long distance between them (e.g.,
cannot complete the transmission of massive data between vehicles and edge nodes in time).
Therefore, location is an important factor to construct reasonable matching in VECN auction
scenario. In addition to location, other non-price attributes are also important constraints in
VECN auction scenario (as discussed in Section 4.3).
In Chapter 5, to cope with these challenges as shown in Fig.1.7, we design a online
resource auction scheme for an vehicular edge computing network with non-price attributes,
which is in line with a dynamic situation that vehicular edge nodes and client vehicles can
join or leave the auction system at any time. Moreover, in addition to the bids/asks, we also
consider the non-price attributes when constructing the matching between buyers and sellers.
We simulate VECN using a vehicular network simulator for verifying our work. Then we
evaluate our work from the perspective of running time, charges/rewards, and utilities of
users. Experimental result shows that our scheme could meet properties of computational
efficiency, individual rationality, budget-balance, and truthfulness.
1.3 Organization
The rest of this dissertation is organized as follows. We briefly introduce the edge computing
based traffic analysis system using broad learning in Chapter 2. This chapter also includes
broad learning algorithm and incremental learning algorithm to analyze traffic data, which
has fast training speed. We discuss a multi-attribute based static/offline double auction
mechanism in Chapter 3, which considers both the price and non-price attributes for con-
structing reasonable matching. The proposed auction mechanism could satisfy computational
efficiency, individual rationality, budget balance, and truthfulness. Chapter 4 shows the
importance of non-price attributes in VECN auction scenario, and the proposed online double
auction mechanism which could satisfy the dynamics of users in the auction system. We
conclude this dissertation in Chapter 5.
Chapter 2
Broad Learning Based Lightweight
Traffic Analysis System in VECN
2.1 Motivation
With the development of the next-generation communication technologies (e.g., the fifth
generation (5G) wireless systems), people’s demand for high-speed data services is gradually
satisfied [48, 43], including high-quality wireless video streaming, massive Internet of
Vehicles (IoV) services, and real-time VR/AR applications. However, the use of these
high-speed data services and applications in IoV also makes traffic denser and traffic types
more diverse [19], which presents new challenges in designing a real-time traffic analysis
architecture that can process large amounts of traffic data and an accurate analysis method
that suitable for a wide variety of traffic types.
Accurate identification of network traffic types is the basis for providing better services.
By executing accurate traffic analysis, service providers can monitor the operation of the
entire network [27]. They can realize users’ behaviors by analyzing users’ traffic, which
can provide personalized services. Moreover, in the complex network environment, traffic
analysis can also ensure the security of the network. It can effectively deal with many security
issues, such as intrusion detection. Therefore, how to provide an accurate traffic classification
method is crucial.
Current methods of traffic analysis are executed at the cloud, which needs to upload
all users’ traffic to the cloud [50]. However, many applications in the fifth generation (5G)
wireless systems, such as video applications, can generate massive traffic within a short
time period, which will consume lots of precious bandwidth resources if all traffic data is
uploaded to the server. Therefore, current cloud-based traffic analysis system does not apply
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to traffic-intensive applications in the fifth generation (5G) wireless systems. Moreover,
service providers just need the classification results for understanding the network operation
and providing better services, rather than all traffic data. Therefore, it is better to propose
a novel distributed traffic analysis architecture, which only needs to send the classification
results to service providers.
Current traffic classification models are mainly based on traditional machine learning,
including SVM, random forest and decision tree. However, these traditional methods cannot
be directly used at edge computing based traffic analysis architecture due to the low comput-
ing and storage capabilities of edge nodes. In order to maintain the classification accuracy, it
is better to regularly update the trained model. Traditional methods require retraining all data
when performing model updates, which consume large amounts of computing power. Usually,
the edge node has these characteristics: poor computing power and low storage capacity,
which cannot support frequent retraining of all data. To address the above challenges, we use
a novel and lightweight neural network structure, broad learning system (BLS), which has
the faster training speed due to its flat network structure. More importantly, BLS can use
incremental learning to constantly update the trained model when new data enters, and no
retraining process is needed.
In this chapter, we design a novel broad learning based lightweight traffic analysis system.
In one hand, vehicular edge computing can provide a distributed architecture, which can save
the precious bandwidth resources and provide the safer service environment by offloading
the analysis task to the network edge. In the other hand, we use broad learning system to
incrementally train the traffic data, which is more suitable for the vehicular edge computing
because it has fast training speed and can support incremental learning. The proposed system
is composed of two major modules: basic training on the cloud and incremental training
(model updating) on the edge node. Firstly, we use some traffic data to train a basic model
and send the basic model to the edge node. Secondly, when the accuracy of the trained model
is not enough to provide better services, model updating will be executed on the edge node
by the incremental way. We implement the edge computing based traffic analysis system on
the Raspberry Pi, and the experimental results show that our method has the faster training
speed compared with Convolutional Neural Network (CNN). Except for the initial stage, our
method does not need to upload the traffic data to the cloud.
The main contributions of this chapter are summarized as follows:
• We propose a distributed traffic analysis architecture, vehicular edge computing based
traffic analysis system, which can save the bandwidth resources and protect users’
privacy from being inferred by malicious service providers.
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• In order to solve the problem of poor computing power and low storage capacities
of edge nodes, we use a novel and lightweight neural network structure (broad learn-
ing system) to analyze traffic data, which has fast training speed and can support
incremental learning.
• We implement our system on the Raspberry Pi and perform comprehensive experiments
using real-world dataset to validate its performance.
The rest of this chapter is organized as follows. In section 2.2, we present related works
about the traffic analysis and the broad learning system. Section 2.3 presents the proposed
edge computing based traffic analysis system. We discuss the experimental evaluation in
section 2.4. Finally, we conclude this section in section 2.5.
2.2 Related Work and Preliminary Knowledge
In this section, we will introduce related work about traffic analysis and the technologies that
we used in detail, including the broad learning system and the dynamic stepwise updating
algorithm.
2.2.1 Traffic analysis
Nowadays, traffic analysis has received wide attention from both the academia and the
industry [38]. Researchers have proposed many methods for traffic classification, which
can be classified as follows: port-based identification, deep packet inspection, and machine
learning. However, the first two technologies have strong limitations, which has the low
accuracy when identifying varied traffic types [10]. Therefore, machine learning based
methods are widely adopted by the academia and the industry.
Machine learning based traffic analysis methods have a wide range of applications in
different fields, which is mainly based on traditional machine learning. In [33], the authors
proposed a traffic analysis model based on S-SVM, which can be used to accurately identify
a variety of network traffic data. In [62], random forest was used to identify apps by
fingerprinting network traffic. Besides, many machine learning based methods are available
for traffic classification. For instance, in [3], the authors used six common algorithms,
such as Linear Regression, Decision Tree, and Multi-layer Perceptron, for malware traffic
classification and compared their performances when confronted with real network data.
However, these methods are executed on the cloud, which needs to upload users’ traffic
to the server. In addition to wasting resources, uploading traffic to the cloud will also cause
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the leakage of users’ privacy [14]. Therefore, in this study, we design a novel distributed
system using edge computing to ensure that traffic data is analyzed at edge nodes which
are trustworthy to users. Furthermore, edge node always has the poor computing power
and low storage capacity, which cannot directly deploy traditional machine learning based
methods because these methods need to retrain all data when performing model updating.
Deep learning based traffic analysis methods [60] can save and update the trained model in
an incremental way. However, due to the complexity of the deep structure, it costs more time.
Therefore, we use a lightweight neural network structure, broad learning system, to train the
traffic data on the edge nodes, which has fast training speed and do not need to retrain all
data when regularly updating the trained model.
2.2.2 Broad Learning System
Broad learning system [11] is an effective network structure which does not consume much
time to retrain the model. Broad learning system (BLS) is developed with fewer parameters
and the training speed can be faster due to its flat network structure, which is composed of
input layer, feature nodes/enhancement nodes, and output layer. Fig. 2.1 shows its standard
structure: Firstly, the mapped features are extracted from original input for generating the
feature nodes. Then through activation functions which can be either nonlinear or linear, the
feature nodes are mapped into enhancement nodes. Finally, feature/enhancement nodes are
used to generate the output through pseudoinverse.
We set ImX and K
n
X as m groups of feature nodes and n groups of enhancement nodes,
where X represents the initial input. These nodes can be generated by the following way:
ImX =
[










where Aei,θei,ϕ are the random weights, bias and activation function of feature nodes,
and Ah j,θh j,χ are corresponding parameters of enhancement nodes. According to these
generated nodes, we can compute the weights W mn = (I
m
X |KnX)+Y , where (ImX |KnX)+ is the
pseudoinverse of the matrix (ImX |KnX) and Y is the label of the input data.
In traffic analysis scenarios, we need to update traffic classification model frequently.
Introducing incremental learning into BLS is a good option which can avoid retaining all
traffic data. When new traffic data comes into the trained model, the output-layer weights of
the network can be updated without retraining the network model.














Fig. 2.1 The Architecture of the Broad Learning System
When new data Z inputs, the corresponding feature nodes ImZ and enhancement nodes K
n
Z
could be calculated using the same way as the Equation (2.1) and (2.2). The new weights
ZW mn of the BLS model can be updated by the dynamic stepwise updating algorithm based
on the previous weights W mn :
ZW mn =
[
W mn +B(Yz− (ImZ |KnZ)W mn )
]
(2.3)
where Yz is the label of the new data Z. Note that,
B =
(CT )+, if C ̸= 0(ImX |KnX)+D(I +DT D)−1, if C = 0 (2.4)
where CT = (ImZ |KnZ)−DT (ImX |KnX), and DT = (ImZ |KnZ)(ImX |KnX)+.














Fig. 2.2 Dynamic Stepwise Updating Algorithm
2.2.3 Dynamic Stepwise Updating Algorithm
Dynamic stepwise updating algorithm is designed to realize the fast updating of the weights
of the trained model. With the help of the pseudoinverse of a partitioned matrix, updating
the weights of the system on-the-fly can be achieved. We give a brief introduction to the
dynamic stepwise updating algorithm by taking an example of adding new data to the trained
model, as shown in Fig. 2.2. We set Xmn as the m groups of feature mapping nodes and n
groups of enhancement nodes of the original neural network, which is equal to (ImX |KnX) as
shown in Section 2.2.2. When the new data Z inputs, we can generate the new incremental
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Similarly,
B =
(CT )+, if C ̸= 0(Xmn )+D(I +DT D)−1, if C = 0 (2.7)
where CT = Zmn −DT Xmn , and DT = Zmn (Xmn )+.
As we know, the following equation holds (the new updating weights):
zW mn = (T
m
n )
+ · (Omn ) (2.8)
and
W mn = (X
m
n )








Y mn is the original label and Yz is the label of the new data Z.
Then, according to the equations above, we can calculate the new weights zW mn of the
updated model only through the pseudoinverse of the new input as follows:
zW mn =
[
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Fig. 2.3 Edge Computing based Traffic Analysis
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Algorithm 1: Basic Model Training
Input: Traffic Data X , LabelYa,c, maptimes t1, enhencetimes t2, Batchsize g
Output: Trained Basic Model M
X
′ ← PCA (X); X ′′a,b← Z-score (X
′
);
// Feature Nodes I
for each i ∈ [1, t1] do
Ab,g,θ ← Random ();
Iia,g← ϕ(X
′′
a,bAb,g +θ);//ϕ is activation function
Ia,m← Add Iia,g; // m = t1 ∗g
end
// Enhancement Nodes K









);//χ is activation function
Ka,n← Add Kia,g; // n = t2 ∗g
end
// Updating weight W
Pm+n,a← Pseuedoinverse (Ia,m,Ka,n);
Wm+n,c← Pm+n,aYa,c;
M ← Save the Model (Wm+n,c, Pm+n,a, Ia,m, Ka,n)
return M
2.3 Broad Learning Based Lightweight Traffic Analysis Sys-
tem in VECN
We present the traffic analysis system from the perspective of the architecture and the concrete
training process.
2.3.1 System Design
To thwart the problems that cannot be solved by cloud computing and protect users’ data
privacy, we propose a distributed traffic analysis system with the help of edge computing
and use a novel and lightweight network structure (broad learning system) to train the traffic
data, which can better fit the vehicular edge computing based architecture. As shown in Fig.
2.3, the proposed edge computing based traffic analysis system is mainly composed of two
stages: basic model training on the cloud and the model updating on the edge nodes, which
are designed to reduce the bandwidth resources and protect users’ privacy without affecting
the analysis results.
2.3 Broad Learning Based Lightweight Traffic Analysis System in VECN 23
Basic model training on the cloud
Considering that the edge nodes usually have poor computing power and lower memory
capacity, it is impossible to process large amounts of traffic data for basic model training.
Therefore, we use the cloud to perform this task which is the same as current architecture.
After the basic model training, the cloud sends the basic model to edge nodes for model
updating using the incremental learning, which does not need to interact with the cloud.
In order to make broad learning system more suitable for the edge computing based
architecture, we modify the basic broad learning system algorithm. In our system, the cloud
performs the following two steps as shown in Algorithm 1: (1) Analyzing the existing traffic
data and generating the basic model. Our approach is not to completely abandon the previous
architecture, but to further optimize on the basis of the existing architecture. Since the cloud
has collected many traffic data, we can reuse these data for basic model training instead of
recollecting data, which can further save the bandwidth resources. Firstly, we use principal
component analysis (PCA) to extract the important feature data (input data). Then feature
nodes and enhancement nodes can be generated based on original data, random weights/bias,
and activation functions. By computing the pseudoinverse of the generated nodes, we can
obtain final weights, which constitute the trained model.
Model updating on the edge node
In our system, the edge nodes refer to the devices between the user side and the cloud,
which are close to the users’ device and can be controlled by the users instead of the service
providers. In general, the common edge nodes refer to the access point, router, hub, and
switch devices. Usually, the edge nodes have poor computing power and lower storage
capacity. Therefore, it is reasonable to deploy the lightweight model on the edge nodes.
After receiving the trained model, the edge nodes load this model and continue to train the
model by the way of incremental learning as shown in Algorithm 2. The edge node does not
need to process previous data, and it only needs to generate additional feature/enhancement
nodes for new data. Data preprocessing is completed by PCA, and the generated way of
additional feature/enhancement nodes is the same as Algorithm 1. These newly generated
nodes will be used to update the BLS model by the dynamic stepwise updating algorithm.
Through the incremental learning, we can constantly update the model and maintain the
accuracy of the trained model.
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Algorithm 2: Incremental Learning on the edge Node
Input: Basic Model M , New Traffic Z, LabelY ′a′,c
Output: The Updated Model M ′
Wm+n,c, Pm+n,a, Ia,m, Ka,n← Load Basic Model M
Z′← PCA (Z); Z ′′
a′ ,b
← Z-score (Z′);




← Use the same method as Algorithm 1






















if Cm+n,a′ != 0 then




























Although broad learning system can efficiently reduce the training time due to its simple
network structure, it is difficult to directly deploy the broad learning algorithm on devices
with the limited performance. Fortunately, it can be realized with the following modifications
as shown in Algorithm 1 and 2:
Incremental learning for fast retraining
We can combine broad learning system with incremental learning [16] to construct the fast
retraining model, which does not need to retrain all traffic data. Incremental learning means
that a learning system can continuously learn new knowledge from new samples and preserve
most of the knowledge that has been learned before. Therefore, we can split traffic data
into some parts, and train one part on the edge nodes each time. Based on the incremental
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learning, we can quickly train incoming new data and continuously update the trained model
for maintaining high classification accuracy without retraining all traffic data.
Principal component analysis for data reduction
Since the input data always has higher dimension, it will inevitably take up a lot of training
time if we directly input high-dimensional data into the training algorithm. Therefore, instead
of inputting all traffic data into the training algorithm, we use data reduction method to
process these traffic data and extract the important features. Principal component analysis
is a common method for data reduction. It uses an orthogonal transformation to convert
the high-dimensional data, which can convert correlated variables into linearly uncorrelated
variables. We can set suitable parameters for principal component analysis, which has
the negligible influence to the classification accuracy. Note that there exist two types of
principal component analysis: basic principal component analysis and incremental principal
component analysis which is a useful way to solve the limitation of memory [12, 5]. Since
we perform the dimension reduction in an offline way, these two methods has the same effect.
Therefore, we choose basic principal component analysis for the convenience of experimental
analysis.
2.4 Evaluation
We implement our system on the classic microcontroller devices, Raspberry Pi, to evaluate
the system performance and compare BLS based method with other machine learning method.
We use a similar metric to other works on traffic analysis, which selects several classic traffic
types [33].
2.4.1 Prototype
For evaluating the effectiveness/efficiency of our proposed scheme, we have deployed our
scheme on the Raspberry Pi with a 64-bit ARM CPU at 1.2 GHz and 1GB of ARM memory.
As a classic device, Raspberry Pi has the similar computing and storage capabilities with the
edge nodes that are defined in our paper [21, 41]. Therefore, it is reasonable to evaluate the
proposed edge computing based traffic analysis system using this device. In our experiment,
we use 40 percent of traffic data for training the basic model. On the cloud, our system will
set a threshold for the basic model’s accuracy, and it will stop the training process if the
accuracy exceeds the threshold. Moreover, 40 percent of traffic data is used for incremental
learning on the edge nodes. In the process of incremental training, we will assign these data
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to multiple training stages to evaluate the effectiveness of the incremental learning. The
model will be saved after each training stage is finished. Finally, the remaining 20 percent of
the data is the test set.
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Fig. 2.4 The Impact of Feature/Enhancement Nodes
2.4.2 Classification Performance
We deploy the proposed system on the edge nodes, Raspberry Pi 3, to evaluate its perfor-
mance. Firstly, we use classification accuracy as the evaluation parameter. The numbers of
feature/enhancement nodes are important factors affecting the classification accuracy, which
can be adjusted for obtaining accurate results. Note that, the training time will grow with
the increase of these nodes. Therefore, we should find a tradeoff between the training time
and the accuracy. Fig. 2.4 shows the classification accuracy of basic model and incremental
model under different number of nodes. The accuracy of the trained model is significantly
improved on the basis of the basic model by incremental training of new data.
We evaluate the effect of feature/enhancement nodes by varying their numbers from 100
to 1500. When we set the value of both the feature nodes and the enhancement nodes to
1000, the classification accuracy of the basic model and the incremental model are 85.5% and
98%. We can see that with the increase of the numbers of nodes, the classification accuracy
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Fig. 2.5 Accuracy and Efficiency Comparison with CNN
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Table 2.1 Training Time under Different Number of Feature/Enhancement Nodes
Basic Model Incremental Model
The Number of Nodes Time The Number of Nodes Time
100 1.2s 100 54s
200 1.4s 200 63s
300 1.8s 300 72s
400 2.4s 400 81s
500 2.9s 500 89s
600 3.4s 600 102s
700 4.2s 700 109s
800 5.0s 800 112s
900 5.8s 900 125s
1000 6.5s 1000 132s
1100 7.0s 1100 142s
1200 7.6s 1200 150s
1300 8.2s 1300 158s
1400 8.7s 1400 170s
1500 9.3s 1500 176s
of the basic model and the incremental model will significantly grow when these nodes are
small. However, in the later stage, even if the nodes continue to increase, the growing of
the classification accuracy is limited. That is, when the classification accuracy reaches a
threshold, the increase of the nodes does not work. Moreover, the increase of the nodes
means the training time will grow, as shown in Table 2.1. As shown in this table, although
basic model training takes a short time, the training time of the incremental learning will
significantly increase with the growing of feature/enhancement nodes. Therefore, we need to
set a reasonable parameter (such as 1000 or 1100) instead of increasing these nodes as many
as possible.
2.4.3 Performance Comparison with Deep Learning
We compare the broad learning system based traffic analysis model with the deep learning
based traffic analysis model, which is the most popular machine learning method. Note that,
we use the classic deep structure, Convolutional Neural Network (CNN). Like the Broad
learning system, CNN can also save the trained model and continue to train the model by
the way of incremental learning. Therefore, we can use the same dataset and set the same
parameters as the broad learning system, which can provide a consistent environment for
performance comparison. Moreover, we use the best settings which are chosen from the
validation set in BLS and CNN, and obtain the experimental results on the test set.
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In our setting, we construct a CNN model which contains four convolutional layers and
two full-connected layers. Data pre-processing uses the same steps as the broad learning
system, including data visualization (38x38). When the accuracy of the basic CNN model
is consistent with the basic model of the broad learning system, the basic CNN model is
distributed to the same Raspberry Pi for incremental learning. The training results are shown
in Fig. 2.5a, where i = 1,2,3,4 represents each incremental stage. This figure shows that
these two models have similar training accuracy in each incremental stage. Then we evaluate
the training time of each incremental stage, and the results are shown in Fig. 2.5b. Our
scheme only needs about 70% of the training time of the CNN model, which can show the
superiority of the proposed model.
2.4.4 Running Time Comparison between Distributed Architecture and
Cloud-based Architecture
























Fig. 2.6 The First Incremental Stage
To show the performance superiority of the distributed traffic analysis architecture,
we compare the running time of the proposed traffic analysis system which executes the
incremental learning on the edge nodes with the cloud based traffic analysis system. Since
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the basic model is trained on the cloud in both systems, we only need to compare the time
spent in incremental learning process. We consider some scenarios that need to analyze large
amounts of traffic data, such as residential area, university, and industrial park. We generalize
these scenarios and generate a distributed traffic analysis system where multiple edge nodes
are deployed. In these scenarios, edge nodes are not specially deployed devices, which refer
to the access point, router, hub, or the users’ device. These edge nodes are existing devices
in our daily lives, which will not generate extra costs when introducing the edge computing
based traffic analysis system.
In our setting, multiple edge nodes are deployed within a certain range (residential area,
university, and industrial park). We fix the number of edge nodes at 100 when evaluating the
impact of data size on running time under different traffic analysis systems (edge computing
based traffic analysis system and cloud based traffic analysis system). In both systems, cloud
is used to train the basic model. And the trained model is distributed to these edge nodes for
further training using incremental learning at edge computing based traffic analysis system,
while the basic model will continue to be trained on the cloud at cloud based traffic analysis
system. Note that the updating process of the trained model will take place when the model
is not accurate and accumulates a large amount of traffic data.
In our simulation, we use the transmission rate of the fifth generation (5G) mobile network
when sending traffic data to the cloud, and the transmission rate is set to 442Mbps. This
data is obtained from the 5G real network simulation experiment of Qualcomm Technologies
in San Francisco, which is the fastest file transfer speed in current fifth generation mobile
networks testing. They simulate a hypothetical NSA 5G new air interface network, operating
on a 28 GHz millimeter-wave spectrum with a bandwidth of 800 MHz [1]. Note that
442Mbps is the median 5G file download speed, which will be much faster than the file
upload speed in general. Therefore, we choose a transmission rate that is much larger than
the true upload speed for comparison, which can show the performance superiority of the
distributed architecture.
We evaluate the impact of data size on running time of the edge computing based traffic
analysis system and the cloud based computing system, and compare the running time
(transmission time and computing time) when executing incremental learning after collecting
different amounts of traffic data. In our experiment, we evaluate the effect of the amount of
data when performing model updating by varying their size from 50GB to 150GB. Note that
the incremental learning is performed on edge nodes in parallel, which can speed up data
processing. Therefore, it is reasonable to choose the maximum processing time of the single
edge node for comparison. We conduct multiple experiments and average the experimental
results.
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Fig. 2.7 The Second Incremental Stage
Fig. 2.6-2.9 show the results of the running time of the edge computing based traffic
analysis system and the cloud based computing system in different incremental stages. The
red line chart shows the running time of the cloud based traffic analysis system, and the other
is the results of the edge computing based architecture. From these figures, we can see that
the distributed architecture always need less time when processing large-scale traffic data in
each incremental stage and there is a big gap in the running time between the two systems
even if we set a very high transmission rate, which can show the superiority of the edge
computing based traffic analysis system. As the amount of traffic data increases, the gap
between the two systems is becoming more and more obvious. This is because the impact
of transmission time is getting bigger and bigger with the increase of the amount of traffic
data, which can demonstrate the effectiveness of our system when processing large-scale
traffic data. These figures also show the running time of different incremental stages, and
our system uses less running time than the cloud based traffic analysis system at each stage,
which can show the stability of our system under different stages of incremental learning.
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Fig. 2.8 The Third Incremental Stage






















Fig. 2.9 The Fourth Incremental Stage
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2.5 Conclusion
We propose a novel edge computing based traffic analysis using broad learning system.
Firstly, edge computing can provide a distributed architecture, which can save the precious
bandwidth resources and provide the safer service environment by offloading the analysis
task to the network edge. Secondly, we use broad learning system to incrementally train the
traffic data, which is more suitable for the edge computing because it has fast training speed
and can support incremental learning. Then we implement the edge computing based traffic
analysis system on the Raspberry Pi, which shows our model has the faster training speed




Double Auction in VECN
3.1 Motivation
Different architectures of VEC have been proposed, including infrastructure-based VEC and
vehicle-based VEC. Since some infrastructures, such as RSU, are not deployed in reality,
vehicle-based VEC is regarded as more practical architecture. In this architecture, edge nodes
refer to vehicles with remaining resources, especially slow-moving and parked vehicles.
These vehicles have sufficient resources and motivations to provide services to vehicles with
resource needs [34]. For the convenience of description, we refer to vehicles selling resources
as vehicular edge nodes, and vehicles that need resources as client vehicles.
How to provide reasonable resource allocation is an important issue in VEC. As depicted
in Fig. 3.1, on one hand, edge nodes need to consume their computing and storage resources
when providing services. On the other hand, not all vehicles are willing to pay according
to the wishes of edge nodes, which means different vehicles will pay different amounts of
money for their tasks. Therefore, how to conduct fair trade between them is the key issue for
providing reasonable resource allocation.
Auction is a popular way to provide fair resource allocation between buyers and sellers
in the case of competition [8]. Since the interests of vehicles and edge nodes are usually
inconsistent, it is better to design a double auction mechanism to consider the interests of all
parties. Through double auction mechanism, the price charged from vehicles and payment
for edge nodes could achieve a trade-off.
There are some works on edge-related auction mechanisms. In [25], the authors proposed
a truthful auction mechanism in mobile cloud computing to achieve resource allocation
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Fig. 3.1 The Reasonable Resource Allocation in VECN
between mobile devices and cloudlets. Sun et al. [57] considered the industrial Internet of
things scenario in which the edge node is a resource-rich data center and extended the above
truthful auction mechanism. However, few works study the resource auction issue in VEC
scenario.
The existing edge-related auction mechanisms could not be directly used in VEC, which
only consider the price information. Due to poor-quality wireless links, vehicular network has
a large delay when transmitting large-scale data. One edge node is difficult to provide large-
scale data processing services for vehicles who are far away. Therefore, location information
should be considered when determining the matching in the VEC auction. Moreover, due
to different types of tasks and different computing capabilities of edge nodes, vehicles have
different preferences over edge nodes. For example, vehicles want to choose edge nodes
with higher capabilities when processing safety-related tasks. Therefore, other non-price
attributes, such as reputation and computing capability, also need to be considered in VEC
auction.
In this Chapter, we design a multi-attribute based double auction mechanism in VEC
scenario. The proposed auction mechanism not only considers the price but also considers
non-price attributes when determining the winners, which could construct more reasonable
matching between edge nodes and vehicles. In addition, our auction mechanism could satisfy
the following economic properties: computational efficiency, individual rationality, budget
balance, and truthfulness To verify our auction mechanism, we simulate the VEC scenario
using VISSIM, an open source framework for running vehicle network simulation. Then we
implement the proposed auction system by JAVA, and verify the effectiveness and efficiency
of the double auction mechanism by the driving data extracted from VISSIM.
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The main contributions are summarized as follows:
• We consider multi-attribute factors and propose an attribute-based matching model
between edge nodes and vehicles. In our model, vehicles send task requests with bids
and attribute requirements, and edge nodes process these tasks by providing their asks
and attributes.
• We propose a multi-attribute based static/offline double auction mechanism which
meets budget balance, truthfulness, computational efficiency, and individual rationality.
• We implement the proposed auction system by JAVA, and use the driving data extracted
from VISSIM (vehicular network simulator) to verify the effectiveness and efficiency
of the double auction mechanism. Experimental results show that our mechanism
could meet the proposed properties.
The rest of this chapter is organized as follows. In section 3.2, we will give related work
about resource allocation in vehicular edge computing. We briefly introduce the system
model, auction model and the economic properties in section 3.3. Section 3.4 detailed
presents the proposed multi-attribute based static/offline double auction mechanism. We
discuss the experimental evaluation in section 3.5. We conclude the paper in section 3.6.
3.2 Related Work
3.2.1 Resource Allocation in Vehicular Edge Computing
VEC is an emerging paradigm in recent year, which introduces the idea of the edge computing
paradigm into vehicular network to solve limitations (e.g., latency and transmission cost) in
conventional vehicular network. Existing works on VEC architecture are mainly divided
into two categories: infrastructure-based VEC which regards infrastructures close to vehicles
as the edge nodes [39], and vehicle-based VEC which regards vehicles with the remaining
resources as the edge nodes [40, 65]. Compared with infrastructure-based VEC which needs
to deploy the additional infrastructure (e.g., Road Side Unit), vehicle-based VEC is easier to
deploy. For example, Zhu et al. [76] proposed a VEC architecture which turns commercial
fleets with predictable driving routes into edge nodes. Some applications in VEC have
also been investigated, such as real-time traffic management [40] and edge-based vehicular
crowdsensing [39].
As an emerging paradigm, existing works in VEC mainly focus on its architecture [65].
Few works investigated the resource allocation issue, which limits the development of VEC.
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Feng et al. [15] designed a job scheduling method according to ant colony optimization.
In [55], the authors proposed an adaptive resource scheduler for Edge Centers, which can
maximize system efficiency. However, these works do not consider how to incentive vehicles
and edge nodes to participate in resource sharing. The design of an efficient incentive
mechanism in VEC scenario is still a great challenge.
3.2.2 Auction Mechanisms in Vehicular Network and Edge Computing
Nowadays, auction issues in traditional vehicular network have received the attentions
from the academia. In [36], the authors proposed a VCG-based reverse auction scheme
for cloud-based vehicular network, which can only meet the properties of truthfulness and
individual rationality. Kumar et al. [29] studied the spectrum handoff issues in cognitive
radio vehicular network, and proposed a game theoretic auction theory approach to select the
optimal network for spectrum handoff. In [69, 74], the authors studied the energy trading
of electric vehicles, and proposed the efficient auction mechanisms to incentive electric
vehicles in the two-layer vehicle-to-grid (V2G) system. However, these works study the
auction mechanisms in traditional cloud-based vehicular network and do not consider the
auction issues in the vehicular edge computing scenario which contain many edge nodes
with different interests.
Although there is little work to design auction mechanisms in VEC, some auction
mechanisms in other edge computing scenarios have been proposed [70], such as mobile
cloud computing [25, 26] and industrial Internet of things [57]. Sun et al. [57] considered
industrial Internet of things scenario in which the edge node is a resource-rich data center and
proposed a double auction scheme which can fit one-to-many scenario (one edge server can
serve multiple devices). However, this auction mechanism cannot be applied to the VEC since
vehicular edge nodes have fewer resources. In [4], the authors solved the resource auction
problem at the edge/cloud levels. However, it cannot meet the property of truthfulness. Kiani
et al. [28] introduced a hierarchical mobile edge computing which contains different types
of cloudlets and proposed a resource allocation mechanism with two-time scale. However,
this mechanism takes a long time, which is not suitable for rapid changes of the network
topology in VEC. In [26], the authors proposed an incentive-compatible auction mechanism
in mobile cloud computing. Then they extended it and proposed two auction mechanisms
which can meet desirable properties according to different needs [25].
Note that the above works only consider the price factor when determining the winners,
which could not be directly used in the VEC. As discussed in the introduction, due to the poor-
quality wireless links which limit the range of data transmission among vehicles [78] and
different types of tasks in the vehicular network which need to choose different edge nodes
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based on the task requirements, some non-price attributes, such as location, reputation and
computing capability, also need to be considered in VEC auction. Therefore, in this paper, we
consider these important non-price attributes to construct more reasonable matching between
vehicles and edge nodes when designing the double auction mechanism for VEC scenario.
3.3 Problem Formulation
In this section, we will introduce the system model, auction model, and the design objective









Fig. 3.2 The Architecture of VECN about Static Scenario
3.3.1 System Model
As depicted in Fig.3.2, the static scenario of VECN system includes a cloud-based platform,
some base stations (BSs), and massive vehicles serving as vehicular edge nodes (sellers) or
client vehicles (buyers). Due to the limitation of transmission distance, a vehicular edge node
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can only provide services for its neighboring client vehicles. Therefore, we divide the VEC
system into some subsystems according to the coverage of a base station, and the auction is
performed among vehicles covered by the same base station [76]. The base station, a trusted
third party, can be used as an auctioneer to determine winners. In our model, the base station
only needs to perform the auction process (such as matching and pricing), but it does not
need to provide the resources for executing client vehicles’ tasks. Note that we only consider
that one edge node can only serve one vehicle at a time because the vehicular edge node has
limited resources.
To construct more reasonable matching between vehicular edge nodes and client vehicles,
we consider the non-price attributes in this paper. We choose three kinds of important
attributes as the examples and explain the rationality of using them in the VEC auction
mechanism. Note that it is easy to extend to other attributes. If we want to add one attribute,
the auction system will notify client vehicles to submit their attribute requirements and edge
nodes to submit their attribute values before the auction process begins.
(A.) Location: The poor-quality wireless links make the vehicular edge nodes can only
serve the nearby vehicles [61, 44]. Therefore, the location should be considered when
establishing the matching between them in the VEC auction scenario.
(B.) Reputation: It is difficult to ensure vehicles can honestly publish or perform tasks.
For example, some sellers may forge calculation results or reduce the performing speed,
which affects the buyer’s service experience. Therefore, a reputation system is needed to
ensure trust services.
(C.) Computing Power: Client vehicles have different requirements for the execution
time of different tasks. For example, some safety-related tasks need to be processed in a very
short time, which need more computing power. On the contrary, vehicles do not have such
high requirements for entertainment-related tasks. Therefore, computing power also needs to
be considered to provide flexible services for different needs of vehicles.
At the begin of each auction round, vehicles dynamically join a sub-auction system using
different identities (vehicular edge node or client vehicle) and register with the auctioneer
within the communication range using their personal information (ID, type of the vehicle,
location, reputation and computing capabilities). At the same time, the information about all
vehicular edge nodes will be distributed to each client vehicle under the same sub-auction
system.
At the bid submission phase, each client vehicle computes its bids for all vehicular
edge nodes, which are different values according to sellers’ attributes (resources) and the
buyer’s preferences (the calculation method is shown in Section 3.3.2). At the same time, the
client vehicles also submit minimum attribute requirements in order to construct reasonable

























Fig. 3.3 The Multi-attribute based Double Auction Framework for VEC
matching. Similarly, the vehicular edge nodes submit their asks to the auctioneer. After
receiving the bids and asks, the auctioneer executes the auction algorithm and determines the
winners based on information provided by buyers and sellers. The concrete auction process
is shown in Fig. 3.3.
3.3.2 Auction Model
Considering m vehicular edge nodes provide resources for n client vehicles, we model our
problem as a single-round double auction:
• Let B = {b1,b2, ...,bn} be the set of client vehicles (buyers), and |B|= n. We denote
minimum attribute requirements of i-th buyer as qbi = {(q11i ,q12i ),q2i ,q3i , ...,qki }, where
q11i and q
12
i represent the location and acceptable distance with a vehicular edge node,
while q2i , q
3
i , and q
k
i represent the acceptable reputation, computing power, and the
requirement of k-th attribute.
• Similarly, S = {s1,s2, ...,sm} is m vehicular edge nodes (sellers). qsj =(q1j ,q2j ,q3j , ...,qkj)
are the attribute values owned by thej-th vehicular edge node, which represent location,
reputation, computing power, and the value of k-th attribute respectively.




i ). As different edge
nodes have different attributes (resources), buyers are willing to pay different prices.
Moreover, buyers have preferences over these attributes according to tasks, which
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i ). For example, buyers
processing safety-related tasks will give a larger weight to reputation. Based on
attributes of edge nodes and attribute weights, one buyer could give different bids for
sellers. We could compute the weights based on the attribute requirements qbi , and
assign greater weight for the attribute which has more demand.
• For all sellers in S , they give asks according to their resources, which is defined
as A = (A1,A2, ...,Am). A seller requests the same ask for different buyers since it
provides all resources for one client vehicle in one round.
According to resource attributes qsj of the edge node (obtained from the auctioneer)






i ), the buyer bi could compute the
valuation V ji (ωi,q
s
j) for having services from the edge node s j:
V ji (ωi,q
s
j) = Φi +ω
1







where Φi is the fixed valuation. dc is the diameter of the base station’s coverage and d(·, ·)
is the distance between the buyer and the seller. Note that these attribute values should be
mapped to a unified non-dimensional interval firstly.
As a truthful auction mechanism, we will ensure that a buyer/seller has the maximum





cost C j(qsj) for providing the resources (the proof is shown in Section 3.4.4). C j(q
s
j) is fixed,
which will not change even if this seller s j provides services for different buyers. Based on
bids/asks, the auctioneer determines winning client vehicles Bw and vehicular edge nodes
Sw. Then it will determine the price Pbi charged from bi and the reward P
s
j for s j. We define
Ubi j as the utility of the buyer bi if this vehicle is matched with s j and U
s










Psj −C j(qsj), if s j ∈Sw0, otherwise (3.3)
3.3.3 Economic Properties and Design Objective
A feasible and fair double auction mechanism usually meets the following basic properties:
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• Individual Rationality: Individual rationality means the bid of a winning buyer should
be greater than the charge (h ji ≥ Pbi ) and the ask of a winning seller should be less than
the payment (A j ≤ Psj ).
• Computational Efficiency: The muti-attribute based double auction mechanism is
computational efficiency if it has polynomial time complexity.
• Budget Balance: Total payments that the auctioneer pays to winning edge nodes should
be less than total prices that the auctioneer charges from winning buyers.
• Truthfulness: As a truthful buyer/seller, it will honestly provide its bid/ask which is
equal to its valuation/cost. However, it is reasonable to assume that the buyer/seller
is selfish, and the buyer/seller has the enough motivation to increase its utility by
submitting a bid/ask different from its true valuation/cost, which will affect the fairness
of the auction. Therefore, our mechanism must ensure: the buyer/seller could obtain the
maximum utility if they honestly provide a bid/ask which is equal to its valuation/cost.
That means ∀bi ∈ B,Ubi is maximum when the bid Hi = Vi, and ∀s j ∈ S ,U sj is
maximum when the ask A j = C j, where Ubi is a vector representing the utilities of
client vehicle i when it is matched by each edge node and Vi is the true valuations when
client vehicle i is served by each edge node.
Moreover, system efficiency also needs to be considered for constructing an efficient
auction mechanism. Since edge nodes have different resources and client vehicles have
different resource requirements, it is better to increase resource utilization as much as
possible on the basis of meeting buyers’ needs. Therefore, we choose resource utilization
(allocate more resources to the buyer who has higher requirements) as the measurement of
system efficiency.
Although an auction mechanism that meets these five properties is a perfect auction
mechanism, unfortunately, there is no double auction mechanism can satisfy these five
properties at the same time [25, 66]. Therefore, we design a feasible auction mechanism
that can strictly satisfy the first four properties, which can provide a fair and reasonable
auction environment. At the same time, our mechanism can partly ensure system efficiency
by allocating reasonable weights, as described in the following section.
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Algorithm 3: One-to-One Assignment Algorithm
Input: Weighted Bipartite Graph T = (B∪S ,B↔S )
Output: One-to-One Assignment M
1 Adding some virtual vertices and edges with a weight of −1 to T to make it a
balanced bipartite graph T
′
.
2 Setting the initial labelling l() for every vertex in T
′
:
3 for each bi ∈B do
4 l(bi) = maxs j∈S{λ (bi,s j)}
5 end
6 for each s j ∈S do
7 l(s j) = 0
8 end





l = {(bi,s j) : l(bi)+ l(s j) = λ (bi,s j)}
11 Selecting a random matching M in T
′
l ;
12 “Result” is a boolean variable; “L⊂B, R⊂S ” are the sets of unsaturated and
saturation points of “M” when the Hungarian algorithm terminates, respectively.
13 Result, L, R← Hungarian algorithm (M, T ′l );
14 if Result == True then




19 βl = minbi∈L,s j∈S−R{l(bi)+ l(s j)−λ (bi,s j)};





l(u)−βl, u ∈ L
l(u)+βl, u ∈ R
l(u), others
22 updating the equality graph T
′
l based on the new labelling. Go to line 11.
23 end
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3.4 Multi-attribute Based Static/Offline Double Auction Mech-
anism in VECN
The proposed multi-attribute based double auction mechanism (MADA) includes three main
stages: Matching Stage, Assignment Stage, and Winner Determination and Pricing Stage.
We will introduce these three stages in detail and demonstrate that the proposed auction
mechanism could satisfy the basic properties in this section.
3.4.1 Attributes based Buyer-Seller Matching
The first step of the buyer-seller matching is to build the connection between client vehicles
and vehicular edge nodes based on the attributes since not all edge nodes could meet
client vehicles’ requirements. Moreover, our design objective includes increasing resource
utilization as much as possible on the basis of meeting buyers’ needs. Therefore, we should
set a reasonable weight for every connection to construct the optimal matching between
them.
In this chapter, we model our problem as a weighted bipartite graph to represent the
matching. The vertices are buyers and sellers, and the edges represent whether the sellers
can provide services to the buyers. Then we set a reasonable weight for each edge to ensure
assigning a larger weight to an edge who connects a buyer with greater requirements and
a seller with more resources. Therefore, our design objective can be converted to find the
maximum weighted matching in a weighted bipartite graph.
Constructing the Unweighted Bipartite Graph
We say bi and s j have a matching (bi↔ s j) if the resources of s j is greater than the require-
ments of bi. Based on the matching between them, we can construct an unweighted bipartite
graph T = (B ∪S ,B ↔ S ), where B and S are two sets of vertices representing n
vehicles and m vehicular edge nodes, respectively. B↔S represents the matching between
them.
A buyer bi has the minimum attribute requirements qbi , and s j has the resources q
s
j. If




j)≤ q12i )∩ (q2j ≥ q2i )∩ (q3j ≥ q3i )∩·· · (3.4)
where q11i and q
12
i represent the location and acceptable distance with a vehicular edge node,
while q2i and q
3
i represent the acceptable reputation and computing power. Similarly, q
1
j ,
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q2j , and q
3
j are the attribute values owned by the j-th vehicular edge node, which represent
location, reputation and computing power respectively. After satisfying the above constraints,
we can establish the unweighted matching (coined as an edge) between bi and s j.
Setting the Weight for Each Edge
According to our design objective, we want to allocate more resources to the buyer who has
higher demand for providing better services. Therefore, we define the weight as the product
of the buyer’s requirements and the seller’s resources if there exists a matching between
them, which could ensure assigning a larger weight to an edge who connects a buyer with
greater demand and a seller with more resources.





Then we can obtain the weighted bipartite graph T = (B ∪S ,B ↔ S ) by setting the
weight for every matching.
3.4.2 One-to-One Assignment by the Weighted Bipartite Graph
ph T = (B∪S ,B↔S ). The concrete procedure is shown in Algorithm 3: Firstly, we add
some virtual vertices and edges with the weights of “−1” (which means it is not a normal
matching) to T to make it a balanced bipartite graph T
′
. Secondly, we set the initial labelling
l(·) for every vertex, and generate the equality subgraph T ′l which meets the equation in line
10 of Algorithm 3:
T
′
l = {(bi,s j) : l(bi)+ l(s j) = λ (bi,s j)} (3.6)
Thirdly, we execute the Hungarian algorithm (Line 13) to find the perfect matching (maximum
weighted matching) in T
′
l . If there is no perfect matching, we will relax the labelling (Line
18-21) for introducing new edges into T
′
l and repeat this algorithm until we find the perfect
matching M. After relaxing the labelling, the original feasible edge is still feasible, and the
edge that was not feasible becomes a feasible edge now, which means we can definitely find
the perfect matching after performing multiple relaxations. For each edge (bi↔ s j) in M, it
means the task from vehicle bi can be processed by the vehicular edge node s j.
Based on the above steps, we could obtain the maximum weighted matching “M”, which
is the one-to-one assignment (s j = M(bi)) between edge nodes and client vehicles. In the
next section, we will show how to design a reasonable winner determination and pricing
scheme based on one-to-one assignment “M”.
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Algorithm 4: Winner Determination and Pricing
Input: The matching set M, the candidate client vehicles Bc and vehicular edge
nodes Sc in M
Output: The winning buyers Bω and sellers Sω ; the charge Pb and payment Ps




2 Sorting all sellers in Sc according to the asks by an ascending order: A j1 ≤ A j2...;
3 Searching for the largest g (Aligned Boundary) from the first element in sorted
buyers/sellers: hM(ig)ig ≥ A jg ;
4 Searching for the largest a from the (g+1)th buyer such that hM(ia)ia ≥ A jg and the
largest b from the (g+1)th seller such that hM(ig)ig ≥ A jb;
5 (θ ,η)← (a−1,g−1) or (g−1,b−1): Choosing one pair with more matchings
from (Ba−1,Sg−1) and (Bg−1,Sb−1); // Ba−1 means first “a−1” elements in
sorted Bc
6 The subscript of Boundary Pair: (θ ,η)← (θ +1,η +1)
7 // Pricing
8 Pb← hM(iθ )iθ ,P
s← A jη ;
9 Bω ← Choosing the first “θ −1” elements in sorted Bc;
10 Sω ← Choosing the first “η−1” elements in sorted Sc;
11 Bω ,Sω ← Removing all buyers/sellers who do not have the matching in Sω /Bω ;
12 return (Bω ,Sω ,Pb,Ps)
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3.4.3 Winner Determination and Pricing
In the previous step, algorithm 3 outputs one-to-one assignment “M”. Since part of assign-
ments between buyers and sellers do not have a consistent price, these assignments do not
represent final winners. Therefore, a reasonable winner determination and pricing algorithm
is needed. McAfee double auction is a classical auction mechanism to price the homogeneous
items. However, the simple pricing which does not consider the assignments between buyers
and sellers will miss some winning buyers/sellers. Therefore, we refer to another truthful
and computationally efficient pricing scheme [66].
The core idea of our pricing algorithm is shown as follows: We firstly sort the bids of
buyers in descending order and asks of sellers in ascending order for finding the aligned
boundary (Line 3). Then we fix the aligned boundary of one part (buyer or seller) and relax
the boundary of another part for finding the extended boundary pairs, which have more
candidate buyers and sellers. The boundary pair with more matchings will be regarded as the
final price boundary. The concrete process is shown in Algorithm 4.
3.4.4 Theoretical Analysis
We will prove that our scheme satisfies the properties of individual rationality, computational
efficiency, budget balance, and truthfulness.
Theorem 1. MADA satisfies individual rationality.
Proof. As shown in Line 1 and 2 of Algorithm 4, we sort the buyers and sellers by the
descending and ascending order, and the winning buyers/sellers are the first “θ −1/η−1”
elements in sorted Bc/Sc. That means each winning buyer has the higher bid h
M(i)
i than the
charge Pb = hM(iθ )iθ , and each winning seller has the lower ask A j than the payment P
s = A jη ,
which can ensure the individual rationality.
Theorem 2. MADA is budget-balance for the auctioneer.
Proof. The muti-attribute based double auction mechanism meets the property of budget
balance if the total rewards that the auctioneer pays to all winning edge nodes are not less
than the total price the auctioneer charges from all winning client vehicles. For each bi and
the corresponding s j, the utility that the auctioneer could obtain is Pbi −Psj = Pb−Ps ≥ 0.
Therefore, the overall utilities of the auctioneer are greater than zero, which can meet the
property of budget balance.
Theorem 3. The total time complexity of MADA is polynomial in the order of O(χ3), where
χ is the larger one of m and n.
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Proof. In the Matching stage, we need to set the weight between each buyer and seller.
Therefore, the time complexity is O(nm). In the Assignment stage, the KM algorithm always
can be achieved in the time complexity of O(χ3) [79], where χ is max{m,n}. In the final
stage, the sorting operations need a time complexity of O(χ log(χ)). Then the searching
operation needs a time complexity of O(ψ), where ψ is less than min{m,n}. Finally, the
removing operations need to traverse each buyer/seller before the boundary pair, which needs
a time complexity of O(ψ2). Therefore, the total time complexity of MADA is polynomial
in the order of O(χ3).
Theorem 4. our mechanism can ensure the truthfulness, which means the buyer/seller could
not improve its utility by providing a bid/ask which is not equal to its real valuation.
Proof. Firstly, we prove that buyers/sellers cannot submit fake attributes. Location can be
obtained from GPS, which is easy to detect if they submit a fake location [22]. As for the
reputation, it is evaluated by another entity (buyers/sellers). When a edge node completed a
client vehicle’ task, the client vehicle will evaluate the edge node in terms of execution time
and accuracy of the results. Similarly, the edge node will evaluate the client vehicle in terms
of payment time. Then these information (score) will be uploaded to a reputation server, and
the distributed auctioneers will download and update this information in time. Therefore, they
cannot modify it since reputation information cannot be controlled by themselves. Computing
power is related to the type of vehicles, which will be provided when registering with the
auction system. Since the type of vehicles is difficult to fake, it is easy to ensure drivers
will submit the real computing power based on the registration information. Therefore,
buyers/sellers cannot submit fake attributes. Then the matching and assignment algorithm
will output a deterministic and bid/ask-independent assignment results, which means the
changing of bids/asks will not affect assignment results.
Then we will prove that the changing of bids/asks will not affect the pricing stage. We use
the proof of sellers’ truthfulness as the example, and the truthfulness of buyers can be proved
in similar ways. We define ÃM(i) as an ask different from the cost and AM(i) is equivalent
to the cost CM(i). Ũ sM(i) and U
s
M(i) represent their utilities respectively. We will discuss the
following two cases separately:
1) ÃM(i) > AM(i): There are four sub-cases.
• The seller sM(i) is the winner when submitting both ÃM(i) and AM(i). Without loss of
generality, we assume the boundary pair is (big,s jb) when submitting AM(i) for auction.
Note that another boundary pair (bia,s jg) has the similar deduction processes. We
define y,x as the position numbers of sM(i) and the corresponding buyer bix , where
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A jy = AM(ix). Similarly, ỹ is the position number of sM(i) when submitting ÃM(i), where
ÃM(i) = Ã jỹ and ỹ > y. Therefore, we have A jy < Ã jỹ < A jb or A jy < A jb < Ã jỹ .
For the first situation, we have: 1⃝ y < ỹ < g < b; 2⃝ g < y < ỹ < b; 3⃝ y < g < ỹ < b.
For the sub-case 1⃝, it will not affect the ask at/behind position g, which can obtain the
same aligned boundary g and boundary pair. For the sub-case 2⃝, since hiy ≤ hig+1 <
A jg+1 ≤ A jy ≤ A jy+1 in the original order (submitting AM(i)) and s jy+1 in the original
order will be moved to the position y when submitting ÃM(i), position g is still the
aligned boundary (hig ≥ A jg , hig+1 < A jg+1). Therefore, we can obtain the same g and
boundary pair since hig ≥ A jb > Ã jỹ . Sub-case 3⃝ has the same deduction process as
sub-case 2⃝.
For the second situation, we have: 1⃝ y < g < b < ỹ; 2⃝ g < y < b < ỹ. For the sub-case
1⃝, we have hig ≥ A jb ≥ A jg+1 and hig+1 < A jg+1 < A jg+2 since the boundary pair is
(big,s jb). When submitting Ã jỹ , s jg+1 and s jg+2 will be moved to position g and g+1.
Therefore, position g is still the aligned boundary since hig ≥ A jg+1 and hig+1 < A jg+2 .
Since hig ≥ A jb and hig < A jb+1 , the boundary of seller is located at position b−1 when
we fix the boundary of buyer (Line 4 in Algorithm 4), which could not include the new
ask Ã jỹ into final winners. Therefore, this sub-case is impossible. We could derive the
same result for the sub-case 2⃝.
Therefore, we could obtain the same boundary pair when ÃM(i) > AM(i). The seller will




• sM(i) only wins when submitting ÃM(i); If the ask ÃM(i) wins and we submit a bid AM(i)
which is less than ÃM(i), it must be a winning seller as discussed in the first sub-case.
Therefore, this sub-case is impossible.
• sM(i) only wins when submitting AM(i); U sM(i) ≥ 0 = Ũ
s
M(i) since the seller only wins
when submitting AM(i).
• sM(i) is not the winner when submitting both ÃM(i) and AM(i); In this sub-case, Ũ sM(i) =
U sM(i) = 0.
2) ÃM(i) < AM(i): there are also four sub-cases.
• sM(i) is the winner when submitting both ÃM(i) and AM(i). we also assume the boundary
pair is (big,s jb) when submitting AM(i). Therefore, we have Ã jỹ < A jy < A jb . Then
we have: 1⃝ ỹ < y < g < b; 2⃝ ỹ < g < y < b; 3⃝ g < ỹ < y < b. For the sub-case
1⃝, it will not affect the ask at/behind position g, which can obtain the same g and
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boundary pair. For the sub-case 2⃝, we have hig ≥ A jg ≥ A jg−1 in the original order.
When submitting ÃM(i), s jg will be moved to position g+1. If hig+1 ≥ A jg , g+1 will
be the new aligned boundary since hig+2 < hig+1 < A jg+1 . Since A jg ≤ hig+1 < A jg+1 , the
new boundary of seller will be located at position g+1 (s jg is moved to position g+1).
Therefore, the new payment P̃s = A jg ≤ A jb = Ps. If hig+1 < A jg , the position g is still
the aligned boundary and the boundary pair is still (big,s jb). For sub-case 3⃝, it will
not affect the ask before position g, which can obtain the same g and boundary pair.
Overall, we could obtain a new payment P̃s ≤ Ps or the same price P̃s = Ps when the
boundary pair has not changed. Therefore, the new utility Ũ sM(i) = P̃
s−CM(i) ≤U sM(i).
• sM(i) only wins when submitting ÃM(i). Since sM(i) only wins when submitting ÃM(i),
we could obtain a new payment P̃s = A j̃η , which is less than AM(i) =CM(i) since sM(i)
loses by submitting AM(i). Therefore, we have Ũ sM(i) = P̃
s−CM(i) ≤ 0 =U sM(i).
• sM(i) only wins when submitting AM(i). This sub-case is similar to the second sub-case
when ÃM(i) > AM(i).
• sM(i) is not the winner when submitting both ÃM(i) and AM(i). In this sub-case, Ũ sM(i) =
U sM(i) = 0.
Considering the above situations, we always have the U sM(i) ≥ Ũ
s
M(i), which can prove
that sellers cannot improve its utility by providing a fake ask. The truthfulness of buyers can
be proved in similar ways.
3.5 Evaluation
3.5.1 Experiment Setup
We simulate the VEC using VISSIM, a classic open source framework for vehicular network
simulation. It can analyze the operation of urban traffic and public transportation under
various traffic conditions. With VISSIM, we can construct different scales of vehicular
network, and obtain the driving data in real time, such as location, speed, vehicle type,
power, and so on. We initialize the Luxembourg map and randomly load multiple vehicles
to implement the scenario of the vehicular network. After the simulator has been running
for a while, we select an urban-intersection with a radius of 500m in this map and extract
the driving data (location, speed, and vehicle type/power) of vehicles driving in this urban-
intersection at this moment.
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Then we divide these vehicles into two types (client vehicles and vehicular edge nodes)
based on the driving speed and vehicle type/power. It is reasonable since edge nodes always
refer to vehicles with the remaining resources, especially slow-moving and parked vehicles in
VEC architecture. We consider three attributes (location, reputation, and computing power)
in our auction system. Since reputation could not be obtained from VISSIM, we randomly
generate them in our experiment. In practice, the auctioneer has enough ability to collect the
reputation using another server in real time [75].
In our experiments, we select 150 client vehicles and 150 vehicular edge nodes from the
candidate vehicles, and record their attributes. The bids and asks are computed based on
these attributes. We also vary the number of buyers or sellers for evaluating the performance
of the auction mechanism under different number of buyers/sellers. We conduct multiple
experiments on the window PC with 64-bit intel-core i5-6200U CPU at 2.3 GHz and 8 GB
memory, and average the experimental results. The experimental setting and parameters are
shown in Table 3.1
Table 3.1 Experimental Setting and Parameters
Parameters Value
Vehicular network Simulator VISSIM
The duration time of simulator 30 mins
The radius of simulation area 500m
Number of vehicles in simulation area 1000
Running by Windows PC
Auction system implementation JAVA
Number of client vehicles (n) 150
Number of vehicular edge nodes (m) 150
The range of bid/ask (50, 100]
The value of attributes (50, 100]
The range of weights (0, 1]
3.5.2 Individual Rationality/Budget Balance
Individual rationality means the winning buyers will not pay the charges more than their
bids, and the winning sellers will not obtain the payment less than their asks. Therefore,
we run the auction mechanism between 50 client vehicles and 50 vehicular edge nodes, and
output the final charges and payments, as shown in Fig. 3.4. The abscissa represents the i-th
winning buyer-seller pair, and the ordinate represents the price. We can see that the bid of
the winning buyer is always higher than the final charge, and the ask is always less than the
final payment, which can prove the individual rationality.
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Fig. 3.4 The Individual Rationality and Budget Balance
As for the budget balance, we can see that the line representing the charge is higher than
the line representing the payment. Therefore, the auctioneer will obtain additional income
from the auction, which can prove the budget balance.
3.5.3 Truthfulness
We verify the truthfulness of the proposed multi-attribute double auction mechanism by
the following experiments, as an auxiliary way to theoretical analysis (Section 3.4.4). We
randomly select a buyer/seller from the final winning set and a buyer/seller who is not in the
winning set. Then we change the bid/ask of this buyer/seller, containing the value greater than
and less than the true valuation/cost. To provide a consistent environment for comparison,
we keep all parameters unchanged in addition to the bid/ask of this buyer/seller.
Fig. 3.5 shows utilities when buyers provide different bids. Fig. 3.5a is the result when bi
is the final winning buyer. We can see that bi has the maximum utility when it bids by the
true valuation (76), and other bids will not bring more utilities. Fig. 3.5b shows the utilities
when bi is not the final winning buyer. The maximum utility of bi is zero since they are not
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(a) Buyer bi ∈ Bw












(b) Buyer bi /∈ Bw
Fig. 3.5 Truthfulness of buyers
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(a) Seller s j ∈ Sw












(b) Seller s j /∈ Sw
Fig. 3.6 Truthfulness of sellers
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the final winner if it truthfully submits the bid (64). Although it can be the final winner when
it changes the bid, it also cannot obtain the utility which is greater than zero.
Fig. 3.6 shows utilities when sellers provide different asks. Fig. 3.6a and Fig. 3.6b are
two cases of sellers. From Fig. 3.6a and Fig. 3.6b we can see that these sellers have the
maximum utilities when they offer the real cost (59, 71). In summary, we can verify the
truthfulness of our mechanism.
3.5.4 Computational Complexity
We evaluate the impact of the number of buyers/sellers on running time by choosing a
different number of buyers/sellers. In this experiment, we fix buyers/sellers at 100 and
change the number of sellers/buyers from 50 to 150, respectively. Fig. 3.7 shows the results
of the running time under a different number of buyers/sellers. The purple bar shows the
running time when we fix the sellers, and the other is the results when we fix the buyers. We
can see that both of them have a polynomial computation time, which can show the stability
of our system under different scale of data.
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Fig. 3.7 Computational Complexity
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(a) Comparison under Different Number of Sellers
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(b) Comparison under Different Number of Buyers
Fig. 3.8 Performance under Different Number of Buyers/Sellers
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3.5.5 Performance Comparison with Other Auction Mechanisms
We compare the proposed mechanism with McAfee auction and another edge-related double
auction mechanism (STGA). To provide a consistent comparison environment, we use same
dataset and parameters when running these mechanisms. We use the number of winning pairs
as the performance metric to conduct the comparative experiment, as described in Section
3.4.3. we fix the number of buyers/sellers at 100 and vary the number of sellers/buyers from
60 to 150, respectively. The compare results are shown in Fig. 3.8a and Fig. 3.8b, where
the yellow bar represents the winning pairs of our system, the blue bar represents the STGA,
and the pink bar represents the McAfee auction. We can see that our scheme always has
more winning pairs than other auction mechanisms, which can show the superiority of the
proposed system’s performance.
3.6 Conclusion
In this chapter, we design a multi-attribute based double auction mechanism in VEC scenario.
The proposed auction mechanism not only considers the price but also considers non-price
attributes when determining the winners. In addition, our auction mechanism could satisfy
the following economic properties: computational efficiency, individual rationality, budget
balance, and truthfulness. To verify our auction mechanism, we simulate the VEC scenario
using VISSIM (a framework for running vehicle network simulation), and extract the driving
data (location, speed, and vehicle type/power) of vehicles for the auction. Experimental
results show the effectiveness and efficiency of our auction mechanism.
Chapter 4
Dynamic/Online Resource Allocation in
Vehicular Edge Computing Network
4.1 Motivation
Among the proposed VECN architectures, vehicle-based VECN is a more practical archi-
tecture since it does not require the deployment of additional infrastructure (such as Road
Side Unit), which treats vehicles with remaining resources as the edge nodes. Usually, not
all vehicles have tasks that need to be done in a period of time, which means they have
idle computing/storage resources. To decrease the waste of resources and obtain additional
income, they (coined as vehicular edge nodes) are willing to perform tasks for other vehicles
(coined as client vehicles).
During the task offloading process, edge nodes should provide their communication,
computing, and storage resources to vehicles for task processing [73]. They always want
to obtain rewards from vehicles for their costs, which is different for every edge node with
different resources. From the perspective of the vehicles, they are willing to give different
payments for their tasks even if they have the same task. Therefore, we should consider a
resource allocation mechanism for the vehicular edge computing network which can meet
the requirements of edge nodes and vehicles [8].
Since edge nodes and vehicles have their own interests, a double auction scheme which
could consider interests of both parties is needed in vehicular edge computing network
scenario. During the double auction process, vehicles submit their bids and edge nodes give
their asks to trusted auctioneer. Then this auctioneer executes winner determination and
pricing algorithms to determine the final winners and price. Since edge nodes and vehicles
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do not know the bids/asks of other vehicles and edge nodes, the double auction can give a
fair trading platform.
However, we introduced a multi-attribute based static/offline double auction mechanism
in the last chapter. Considering the dynamic flexibility in VECN, buyers and sellers can join
or leave the auction mechanism at any time according to their own wishes, which will not be
controlled by the auctioneer. Therefore, in the edge scenario, the auctioneer needs to make
decisions in a more dynamic environment, which could be achieved by the online auction
mechanism.
Moreover, these schemes only use price for constructing the matching between buyers and
sellers. However, in VECN scenario, communication quality can be poor because of mobility
of vehicles, which means long-distance communication will have a large delay. Even if there
exists a matching between a vehicle and an edge node according to existing edge-related
auction mechanisms, the winning edge node still cannot provide services for the winning
vehicle if there is a long distance between them (e.g., cannot complete the transmission of
massive data between vehicles and edge nodes in time). Therefore, location is an important
factor to construct reasonable matching in VECN auction scenario. In addition to location,
other non-price attributes are also important in VECN auction scenario (as discussed in
Section 4.3).
In this Chapter, we design an online resource auction scheme for an edge with non-price
attributes, which is in line with a dynamic situation that vehicular edge nodes and client
vehicles can at any time join or leave the auction system. Moreover, in addition to the
bids/asks, we also consider the non-price attributes when constructing the matching between
buyers and sellers. To the best of our knowledge, this is the first work to consider the online
auction mechanism for VECN scenario. We simulate VECN using a vehicular network
simulator for verifying our work. Then we evaluate our work from the perspective of running
time, charges/rewards, and utilities of users. Experimental result shows that our scheme
could meet properties of computational efficiency, individual rationality, budget-balance, and
truthfulness.
The main contributions of this paper are summarized as follows:
• We propose an online double auction mechanism in the VECN scenario, which is in
line with the dynamic situation that users can join or leave the auction system at any
time.
• We propose a one-to-one matching algorithm based on the non-price attributes, which
is more suitable for the VECN scenario.
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• We simulate VECN using a vehicular network simulator for verifying our work.
Experimental result shows that our scheme could meet desired properties of the general
online double auction.
The rest of this paper is organized as follows.In section 4.2, we will give the related
work about auction mechanisms in VECN. Section 4.3 shows the importance of non-price
attributes in VECN auction scenario. The auction model is shown in section 4.4. Section
4.5 presents the proposed online double auction mechanism and theoretical analysis. The
experimental results are shown in section 4.6. Finally, we conclude the paper in section 4.7.
4.2 Related Work
4.2.1 Applications in VECN
Nowadays, massive applications in the vehicular network will generate a lot of data in a
short time. For example, in some driver assistance systems, vehicles need to process massive
data generated from vehicle sensors (camera, radar, and so on), which is difficult to do alone
by resource-limited vehicles. Vehicular Edge Computing Network (VECN) is proposed to
achieve real-time data processing. Many works have studied this new paradigm and proposed
some architectures in vehicular network scenario. In [32], the authors discussed how to
integrate the mobile edge computing into the cellular vehicular network for providing flexible
vehicle-related services. To cope with the large content volume in the vehicular network
which is time-varying, location-dependent, and delay-constrained, some works proposed
the edge computing-based caching [68] and edge computing-based content dissemination
framework for providing high-quality services [20]. Applications in VECN have also been
investigated, such as crowdsourcing-based information confusion applications and location-
based subscribing applications.
In addition to the architecture and applications, how to allocate resources is an important
issue to make the VECN deploy in practice [56]. Zhang et al. [72] presented an efficient
predictive relegation scheme, in which tasks are offloaded to edge nodes by predictive relay
transmissions. In [13], the authors jointly considered the load balancing and offloading,
and studied the resource allocation issues by proposing a optimal edge node selection
and offloading algorithm. However, few works study the auction mechanisms in this new
paradigm. During the task offloading process, vehicular edge nodes should provide their
communication, computing, and storage resources to vehicles for task processing [46].
Therefore, they always want to obtain the payments for their costs. From the perspective of
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the vehicles, they are willing to give different payments for their tasks. Therefore, a double
auction scheme is needed in vehicular edge computing network scenario.
4.2.2 Auction Mechanisms in VECN
Few works consider the auction mechanisms in vehicular edge computing network scenario,
which is one of the factors affecting the development of VECN architecture. Fair trading
can attract more vehicles to provide services for other vehicles. In [36], a reverse auction
scheme was studied to encourage vehicles to share resources. However, they only consider
the interests of one party, which cannot provide a fair auction environment for all parties.
In addition to the auction mechanisms in vehicular network scenario, there are some edge-
related auction mechanisms towards other scenarios in the past few years. Wang et al.
[63] designed a multi-round auction mechanism between edge nodes and mobile devices,
which needs more time to complete the auction process. In [24, 23], the authors considered
deploying edge computing into mobile blockchain, and proposed an auction mechanism
providing a fair trading environment. However, this mechanism could not meet the basic
property of budget balance, which is not in line with the actual situation. In [57], the authors
studied the resource allocation in industrial IoT, and proposed two double auction schemes.
They assumed each edge node can serve multiple mobile devices, which is not suitable for
the VECN scenario.
However, almost no works study the online auction mechanisms in edge computing
based scenarios. Current edge-related auction mechanisms do not consider the dynamics
of buyers/sellers and assume that the auctioneer knows all information about sellers/buyers
before the auction begins, which is not suitable to be applied to the VECN scenario since
vehicular edge nodes and client vehicles can join/leave the auction system at any time.
Therefore, we propose a multi-attribute based online resource auction mechanism for VECN
scenario.
4.3 Attribute Constraints in VECN Online Auction
As discussed in the previous section, some physical limitations, such as poor wireless
links and diverse task types, exist in VECN, which causes the result that not all vehicular
edge nodes could provide services for client vehicles. Some attribute constraints should
be considered when constructing the matching between vehicular edge nodes and client
vehicles.
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In this section, we use the following attributes as the examples to show why we should
consider the attribute constraints when designing a reasonable online auction mechanism in
VECN scenario.
• Location: If a client vehicle wants to outsource an urgent task (safety-related task) and
we assign a vehicular edge node which is far from the client vehicle, this allocation
scheme will waste a lot of resources and time on the data transmission [45], which is
obviously not suitable for performing urgent tasks in VECN. Therefore, location is an
important factor to construct reasonable matching in VECN.
• Reputation: Due to the open and fast-changing environments of vehicular network,
some untrusted edge nodes may disrupt the task, such as reporting an incorrect result
to client vehicles. Therefore, vehicles should choose the edge nodes with higher
reputation when performing some safety-related tasks.
• Computing power: Vehicles should choose edge nodes with higher computing power
when performing some urgent tasks, which means these tasks have the minimum
demand constraints toward computing power.
Since other important and relevant attributes also need to be considered, we use the
general notation to represent attribute requirements and values for covering all attributes.
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4.4 Auction Model and Problem Formulation
We will give the auction model and economic properties of the proposed scheme.
4.4.1 Auction Model
We adopt a general VECN system, which contains a cloud server, some base stations for data
transmission, and a large amount of vehicles, the dynamic scenario of VECN as shown in
Fig. 4.1. In our system, vehicles that have idle computing and storage resources could serve
as vehicular edge nodes (sellers) to provide services for client vehicles (buyers). Note that a
vehicle can serve as the buyer and seller at the same time if it cannot deal with its task which












Fig. 4.1 The Architecture of VECN about Dynamic Scenario
needs lots of computing resources but its remaining resources can meets the requirements of
other vehicles. The role of a vehicle could change according to their requirements (buying
resources or selling resources) after the vehicle finished the last auction process. Then we
will introduce the auction participants and the auction process.
Client Vehicles (Buyers)
Let bi ∈B represent a client vehicle who has a task that needs to be performed. In the
dynamic auction scenario, a vehicle bi could enter/leave the market at any time. Therefore,
we use abi /d
b
i to denote arrival/departure time of vehicle bi. Since a vehicle could not wait
forever, we assume the waiting time is bounded by a constant K, which meets dbi −abi ≤ K.
When the vehicle has a task and enters the auction market, it will submit the bid hi for this
task and corresponding attribute requirements pi.
Vehicular Edge Nodes (Sellers)
Let s j ∈ S represent a vehicular edge node who wants to sell its resources. Similar to
client vehicles, we use asj/d
s
j to denote arrival/departure time of vehicular edge node s j
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(dsj−asj ≤ K). The vehicular edge node s j will report its ask l j for providing their resources
and the attribute values q j.
Auction Process
Different from other networks with fast transfer speed, the poor wireless link of the vehicular
network could not support the long-distance transmission [59]. Therefore, similar to the
resource assignment scheme proposed in [76] where the base station collects vehicles’ tasks
and assigns them to vehicular edge nodes under its coverage, we also regard a base station
as the auctioneer. Edge nodes and vehicles will tell base station when they enter/leave the
auction system, and trading process will happen between vehicular edge nodes and client
vehicles under the same base station, which can construct a distributed auction platform.
Since vehicular edge nodes are mainly slow-moving and parked vehicles, they are relatively
static compared to client vehicles. Therefore, vehicular edge nodes and client vehicles have
enough time to achieve the trade under a base station.
Similar to other online auction mechanism [64], we also divide the auction process into
continuous time slots T = {1,2, ..., t, ...}. The vehicular edge nodes/client vehicles will
choose to sell their resources/publish their tasks at different slots, which means the arrival
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j]) of buyers and sellers will last for one or multiple time
slots.
At each slot t, vehicles will choose to buy resources or sell resources (buyers or sellers).
A buyer bi will send its bid hi, attribute requirements pi, and arrival/departure time abi /d
b
i .
Similarly, a seller s j will send its ask l j, attribute values q j, and arrival/departure time asj/d
s
j.
At each slot t, the auctioneer will collect the information of active users arriving in the
previous slot (abi /a
s








j = t). Then it performs the
auction scheme to select winning buyers Btw, winning sellers S
t
w, and final price (charges
Pb(t) from buyers and rewards Ps(t) for sellers). Some important notations are shown in
Table 4.1. We define vi as the true valuation of client vehicle bi if the task is completed and
c j as the trust cost of vehicular edge node for providing its resources. Therefore, the utility
Ubi of the buyer bi and the utility U
s
j of the seller s j are denoted as follows:
Ubi =
vi− pbi (t), if bi ∈Btw0, otherwise (4.1)
U sj =
psj(t)− c j, if s j ∈S tw0, otherwise (4.2)
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Table 4.1 Important Notations
Symbol Description
bi buyer (a client vehicle who wants to process some tasks)
s j seller (a vehicular edge node)
pi attribute requirements of the i-th client vehicle
q j attribute values owned by the j-th vehicular edge node
d(·, ·) distance between the buyer and the seller
abi arrival time of the client vehicle bi
dbi departure time of the client vehicle bi
asj arrival time of the vehicular edge node s j
dsj departure time of the vehicular edge node s j
K boundary of waiting time
T total time slots
hi bid of the client vehicle bi
l j ask of the edge node s j
Btw set of the winning buyers at slot t
S tw set of the winning sellers at slot t
Pb(t) charges from the winning buyers
Ps(t) rewards to the winning sellers
vi true valuation of client vehicle bi
c j true cost of vehicular edge node s j
pbi (t) price charged from the client vehicle bi
psj(t) reward to the edge node s j
Ubi utility of the client vehicle bi
U sj utility of the edge node s j
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4.4.2 Economic Properties
Definition 1. (Computational Efficiency) Computational efficiency means the proposed
online auction mechanism has a polynomial time complexity.
Definition 2. (Individual Rationality) The multi-attribute based online double auction mech-
anism satisfies individual rationality when each buyer’s bid is greater than the charge and
each seller’s ask is less than the reward:
hi ≥ pbi (t), ∀ bi ∈Btw
l j ≤ psj(t), ∀ s j ∈S tw
(4.3)
Definition 3. (Budget Balance) Our auction mechanism meets the property of budget bal-














Definition 4. (Truthfulness) If the buyer and seller are trusted, they will submit the real
bid/ask information to the auctioneer. However, some users are selfish or even malicious,
and these users will give the fake information to obtain more benefits. Our online auction
scheme ensures they could obtain the maximum utilities if they give the real information to
the auctioneer.
Online double auction mechanisms that meet the above properties could provide a feasible
and fair auction environment for vehicular edge nodes and client vehicles. In the next section,
we will propose an multi-attribute based online double auction mechanism which can strictly
satisfy the properties of individual rationality, computational efficiency, budget balance, and
truthfulness.
4.5 Online Double Auction Mechanism with Non-price At-
tributes
We will introduce the proposed online double auction mechanism AucM(χ , ψ), which
includes the one-to-one matching χ(bi,s j) and the pricing scheme ψ(pbi , p
s
j) under the online
VECN auction scenario. The proposed auction mechanism is based on a general online
auction framework [9, 71], which firstly removes the lower-price users based on the admission
price at the beginning of each slot and applies the McAfee auction to the remaining active
users.
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Fig. 4.2 The Framework of Online Double Auction for VECN
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However, the existing framework that does not consider reasonable matching (for example,
not all edge nodes could provide services for one client vehicle) cannot be directly used
in VECN scenario. Therefore, our mechanism further extends the existing framework by
designing a new winner selection rule and adding a new matching rule based on vehicles’
attributes, which can obtain reasonable matching and more winning buyer-seller pairs. As
shown in Fig. 4.2, the proposed auction mechanism includes three main stages: Active Users
Selection Stage, Candidate Winners Selection Stage, as well as Matching and Pricing Stage.
Firstly, we will detailed present the proposed online auction scheme. Then we will give
the theoretical analysis to demonstrate that the online auction mechanism could satisfy the
proposed economic properties.
4.5.1 Active Buyer/Seller Selection
As a dynamic auction scenario, client vehicles and edge nodes will join the auction system
at different time slots randomly. Therefore, at time slot t, auctioneer should firstly decide
the active buyers and sellers which will participate in this round of auction, including
buyers/sellers who arrived in the previous slot (abi /a
s




j) and are still in the
survivor set SS(t−1), as well as newly arrived users (abi /asj = t) which are not ruled out by
the auction system. If there are not enough active buyers/sellers and no trade occurs in the
previous time slot t−1, these active buyers/sellers will be put into the survivor set SS(t−1).
Otherwise, SS(t−1) is an empty set, as shown in Algorithm 5 (Line 14-16).
For the newly arrived users, we should set a base price bp to rule out some users before
the auction begins since some buyers (sellers) may give the lower (higher) prices to disrupt
the auction market, which means a buyer (seller) whose bid (ask) is lower (higher) than its
base price bp will be excluded to maintain a stable market (coined as failed set). Then the
remaining users (including users in SS(t−1)) will be regarded as the active users in time
slot t for auction. After the auction is completed in this time slot, users can be in one of the




< t as the active users
in the time slot t
′
. Assuming a buyer bi whose active time is (abi ,d
b
i ), its base price bp
b
i is
calculated by adding this user to the auction in time slot t
′
(t
′ ∈ {dbi −K,abi −1}).
• If dbi −abi = K, t
′
will not exist since t
′ ∈ {dbi −K,abi −1}. Therefore, we set bpbi = 0.
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• If dbi −abi < K:
bpbi =

+∞, bi loses & bi /∈ SS(t
′
) for any t
′
0, bi ∈ SS(t
′
) for any t
′






For a buyer s j whose auction time is (asj,d
s
j), its base price bp
s
j is defined as follows:
• If dsj − asj = K, t
′
will not exist since t
′ ∈ {dsj −K,asj − 1}. In this case, we set
bpsj =+∞.
• If dsj−asj < K:
bpsj =

0, s j loses & s j /∈ SS(t
′
) for any t
′
+∞, s j ∈ SS(t
′
) for any t
′










) is the charge/reward when joining the auction in t
′
using the following
pricing algorithm (Section 4.5.3).
4.5.2 Candidate Winners Selection
Based on the previous step, we can rule out some users according to the base price bp, and
the remaining users (including users in SS(t−1)) will be regarded as the active users in time
slot t for auction, which can be divided into active buyers B(t) and active sellers S (t). The
existing online double auction framework [9, 71] uses McAfee auction to select the candidate
winning buyers and sellers from these active users. McAfee auction firstly sorts the bids of
buyers by the descending order and the asks of sellers by the ascending order. Then it will
find the large position where buyer’s bid is greater than seller’s ask at the same position, and
regard the buyers/sellers before this position as the final winners, which does not consider
the one-to-one matching of these winners.
Moreover, this scheme may lose some reasonable winners since it does not have a
cross-comparison between the buyers and sellers. For example, we assume there exists
seven buyers {b1,b2,b3,b4,b5,b6,b7} with the bids {15,14,12,9,9,6,4} and seven sellers
{s1,s2,s3,s4,s5,s6,s7} with the asks {2,5,7,8,11,12,13}. Based on the McAfee algorithm,
we could obtain the candidate winning buyers {b1,b2,b3,b4} and candidate wining sellers
4.5 Online Double Auction Mechanism with Non-price Attributes 71
Algorithm 5: Online Auction Algorithm
Input: Newly arrived Buyers Ba(t) and Sellers S a(t) in t; Survivor Set SS(t−1);
Time slots T ;
Output: The winning buyers Bω and sellers Sω ; one-to-one matching M (t); the
charges Pb and rewards Ps
1 t← 0
2 while t ≤ T do
3 Active Buyers B(t)← SSB(t−1);
4 Active Sellers S (t)← SSS (t−1);
5 for each buyer bi ∈Ba(t) do
6 Calculating base price bpbi based on Equation 4.5;
7 If hi ≥ bpbi , add bi into B(t);
8 end
9 for each seller s j ∈S a(t) do
10 Calculating base price bpsj based on Equation 4.6;
11 If li ≤ bpsj, add s j into S (t);
12 end
13 SSB(t)← /0; SSS (t)← /0;
14 if min{|B(t)|, |S (t)|}< 2 then




19 Sorting asks of sellers in S (t) by an ascending order: l j1 ≤ l j2...;
20 Similarly, Sorting bids of buyers in B(t) by an descending order: hi1 ≥ hi2...;
21 Finding the largest position g (Aligned boundary) which meets: hig ≥ l jg;
22 Finding the largest α: hiα ≥ l jg and the largest β : hig ≥ l jβ ;
23 // Final boundary pair
24 (θ ,η)← (α,g) or (g,β ): Selecting one boundary with more users in
(Bα(t),Sg(t)) and (Bg(t),Sβ (t)); // Bα(t) is the first α elements in
sorted B(t)
25 pcandib ← hiθ , p
candi
s ← l jη ;
26 Bc(t)←Bθ−1(t), Sc(t)←Sη−1(t);
27 Constructing the bipartite graph: G = (Bc(t)∪Sc(t),Bc(t)↔Sc(t));
28 M (t),Btw,S
t
w← F(G); // F(·) is different according to the purposes
29 pbi (t) = max{pcandib ,bp
b
i },∀ bi ∈Btw;





32 t← t +1;
33 end
34 end
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{s1,s2,s3,s4}. However, since the buyer b5 has the bid 9 which is equal to the bid of buyer b4
and greater than all asks of candidate winning sellers, it also can be a candidate winning buyer.
Since we consider the attributes in our model, if the buyer b5 has fewer attribute requirements
than other buyers, it may replace another buyer as the final winner when constructing the
one-to-one matching based on attributes (as shown in the next section).
Therefore, a reasonable candidate winners selection algorithm is needed for increasing
the number of candidate winning buyers and sellers, as shown in Algorithm 5: First of all,
we sort bids/asks by the descending/ascending order, and find the largest position where the
buyer’s bid is greater than the seller’s ask, which is coined as the aligned boundary. Different
from McAfee double auction which defines the aligned boundary as the final boundary of
candidate winners, we will relax the aligned boundary for finding other reasonable candidate
winners (Line 22). We can obtain two boundary pairs with the previous step, and regard the
boundary pair which has more users as the final boundary. All users in front of the boundary
pair will be regarded as the candidate winning vehicular edge nodes Sc(t) and client vehicles
Bc(t). The bid and ask of boundary pair will be regarded as the candidate charge pcandib and
reward pcandis .
4.5.3 Multi-attribute based Matching and Pricing
In the previous section, we could obtain the candidate winning vehicular edge nodes Sc(t)
and client vehicles Bc(t) based on the candidate winners selection algorithm. However,
these users are not the final winners since they may not meet the attribute constraints between
vehicular edge nodes and client vehicles. For example, if the attribute requirements of a
client vehicle are greater than the attribute values of all vehicular edge nodes in candidate
winners, it will be deleted from the winning set, which means no vehicular edge node could
serve this vehicle.
Therefore, we should design a reasonable multi-attribute based matching and pricing
algorithm for vehicular edge nodes and client vehicles to determine the final winners and
charges/rewards, which is the biggest difference between our mechanism and the existing
framework since current framework assumes that all sellers could provide services for every
buyer and does not consider the matching. The concrete matching scheme is shown as
follows.
Finding All matching between Candidate Winning Buyers and Sellers
According to the dynamic/online double auction model, a client vehicle has the attribute
requirements pi = {(p11i , p12i ), p2i , p3i , ..., pki } and a vehicular edge node has its own attribute
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j). A vehicular edge node could provide the services for a client
vehicle if and only if the vehicular edge node’s attribute values are greater than attribute
requirements of client vehicle:
(d(p11i ,q
1
j)≤ p12i )∩ (q2j ≥ p2i )∩ (q3j ≥ p3i )...∩ (qkj ≥ pki ) (4.7)
where d(p11i ,q
1
j) is the distance between the client vehicle and the vehicular edge node.
We model the matching issue as the construction of a bipartite graph G = (Bc(t)∪
Sc(t),Bc(t)↔Sc(t)). The vertices are vehicular edge nodes Sc(t) and client vehicles
Bc(t), and the edges (Bc(t)↔Sc(t)) represent the matching between the vehicular edge
nodes and client vehicles. We could construct an edge (bi↔ s j) between the client vehicle bi
and the vehicular edge node s j if they meet the attribute constraints in Equation 4.7 (coined
as a matching).
Constructing the One-to-one Matching
The bipartite graph G = (Bc(t)∪Sc(t),Bc(t)↔Sc(t)) shows the matching between the
candidate winning vehicular edge nodes and client vehicles, where one vehicular edge node
(client vehicle) could have multiple edges with client vehicles (vehicular edge nodes) if they
meet the attribute constraints in Equation 4.7. However, in our model, we consider that one
vehicular edge node can only provide services for one client vehicle since the vehicular edge
node has limited resources compared with cloud server.
Therefore, we need to find the one-to-one matching M (t) from bipartite graph G =
(Bc(t)∪Sc(t),Bc(t)↔ Sc(t)). We use F(·) to represent the algorithm to look for the
unique matching, which can be different according to the objective. For example, if we want
to find the buyer-seller pairs as much as possible, we could use the maximum matching
algorithm (such as Hungary Algorithm). If we want to increase the resource utilization, we
firstly allocate corresponding weights for all matching and find the unique matching using
the maximum weighted matching algorithm.
Based on the algorithm F(·), we could obtain the one-to-one matching M (t), which
includes the final winning vehicular edge nodes S tw and client vehicles B
t
w. Then we could
determine the final charges from winning client vehicles Btw and rewards for final winning
vehicular edge nodes S tw:
pbi (t) = max{pcandib ,bp
b
i },bi ∈Btw (4.8)
psj(t) = min{pcandis ,bpsj},s j ∈S tw (4.9)
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where pcandib and p
candi
s are the candidate payment and reward calculated in Section 4.5.2,
respectively. In theoretical analysis part, we will prove that this pricing scheme could meet
the truthfulness.
4.5.4 Theoretical Analysis
We demonstrate the multi-attribute based online auction mechanism satisfies the basic
properties defined in Section 4.4.2 by the theoretical analysis.
Theorem 5. The total time complexity is O(χ(Γ+χ log(χ))), where Γ represents the time
complexity of the one-to-one matching algorithm F(·) and χ = max{m2 +n2,χ2}.
Proof. We assume there are m1 active client vehicles and n1 vehicular edge nodes at time
slot t. In the candidate winners selection phase, the sorting operations need a time complexity
of O(m1 log(m1) + n1 log(n1)), and the searching operations need a time complexity of
O(χ1), where χ1 is less than min{m1,n1}. For the bipartite graph construction and one-to-
one matching algorithm F(·), the time complexity is dynamic according to the concrete
algorithm. In this paper, we use a general notation Γ to represent its time complexity. We
assume there are m2 newly arrived client vehicles and n2 vehicular edge nodes at time slot
t. For each newly arrived user, we need to obtain the base price which is calculated by
placing this user in previous time slots before t. Therefore, the time complexity of this
step is O((m2 +n2)(Γ+χ2 log(χ2)+χ2)), where χ2 is the largest number of active users in
the time slots before t. Therefore, the total time complexity is O(χ(Γ+χ log(χ))), where
χ = max{m2 +n2,χ2}.
Simulation Parameters VISSIM Platform Output: Driving Data
Fig. 4.3 The Simulation of Vehicular Network Using VISSIM
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Theorem 6. The multi-attribute based online double auction mechanism satisfies individual
rationality.
Proof. The online double auction mechanism with non-price attributes satisfies individual
rationality when buyer’s bid is greater than the charge and each seller’s ask is less than the re-
ward. If a buyer bi wins in the online auction, it will be charged by pbi (t) = max{pcandib ,bp
b
i }.
According to Equation 4.5 and Algorithm 5, the bid hi is greater than bpbi if it is admitted
and the bid hi is greater than pcandib since p
candi
b is the bid of the buyer after the last candidate
winning buyer in the sorted buyers. Therefore, each buyer’s bid hi is greater than the charge
pbi (t). If a seller s j wins in the online auction, it will be rewarded by p
s
j(t) =min{pcandis ,bpsj}.
According to Equation 4.6 and Algorithm 5, the ask l j is less than bpsj if it is admitted and the
ask l j is less than pcandis since p
candi
s is the ask of the seller after the last candidate winning
seller in the sorted sellers. Therefore, each seller’s ask l j is less than the reward psj(t).
Theorem 7. The multi-attribute based online auction mechanism is budget-balance.
Proof. Our auction mechanism meets the property of budget-balance when payments from





t=1 ∑s j∈S tw p
s
j(t)≥ 0. At time slot t, pbi (t) = max{pcandib ,bp
b
i } ≥ pcandib ≥ p
candi
s ≥ psj(t) =
min{pcandis ,bpsj} for each winning pair (bi,s j). In other time slots, we could obtain the same
results. Therefore, we could say that our scheme is budget-balance.
Theorem 8. The proposed online double auction mechanism could meet the property of
truthfulness for buyers and sellers, which means users could not improve their utility by
providing fake information.
Proof. We demonstrate the truthfulness of our work by showing that it meets common
constraints for truthful online auction mechanism proposed in [18]. The proposed auction
mechanism is based on a general online auction framework [9, 71], which applies the McAfee
auction to active users. Different from the existing framework which does not consider the
reasonable matching between buyers and sellers, our mechanism further extends the existing
framework by designing a new winner selection rule and adding a matching rule based on
vehicles’ attributes. Since the existing framework has proved the truthfulness by the truthful
constraints proposed in [18], we only need to prove that our modifications do not affect the
truthfulness.
At the candidate winners selection stage, we design a new winner selection rule to replace
the McAfee auction for covering more reasonable buyers/sellers which will be used in the
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matching stage. Our modification is to relax the aligned boundary used in the McAfee
auction to look for a new boundary pair that covers more reasonable buyers/sellers, which
also guarantees that all candidate winning buyers’ bids are greater than candidate winning
sellers’ asks. Since we also define the price of the last buyer-seller pair which ensures the
bid is greater than the ask as a candidate price and use the same pricing rule as the existing
framework, we also could ensure the truthful constraints, as proved in [9, 71]. Therefore, our
modification towards the candidate winners selection will not reduce the truthfulness.
Then we add a new stage, buyer-seller matching stage, to construct the reasonable one-to-
one matching, which is only based on the non-price attributes. Therefore, the fake bid/ask and
arrival/departure time will not affect this stage. For the non-price attributes which affect the
matching stage, we could ensure their authenticity by the following schemes. Our matching
rule is based on the following attributes: location, reputation, and computing power. Fake
location information could be easily detected by many different countermeasures, such as
crowdsourcing, statistical properties, and signal strength [7]. Reputation is a piece of public
information scored by another part, and buyers/sellers cannot modify their own information.
Therefore, they cannot modify the reputation. Computing ability is based on vehicles’ type,
which is provided when the vehicles register with the government agency. Therefore, this
information is difficult to fake. Therefore, they could not submit fake non-price attributes
used in the matching stage, and this stage will not affect the truthfulness.
4.6 Evaluation
We evaluate the performance of the multi-attribute based online double auction mechanism
and analyze the economic properties by the experiments.
4.6.1 Vehicular Network Simulation
To simulate the vehicular edge computing scenario, we use a classic vehicular network
simulator, VISSIM. By the vehicular network simulator, we can load different roads and
vehicles for constructing different scales of vehicular networks [42]. At the same time, the
generated data of vehicles, including location, driving speed, vehicle type, and power, also
can be obtained in real-time.
We use the commonly used city, Luxembourg, for vehicular network simulation. We
choose an urban-intersection with the radius of 500m as the auction area, and store the
generated driving data, as shown in Fig. 4.3. The driving data collection process will last for
60 minutes, and we divide the entire process into equal time slot t = 3 mins.
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Fig. 4.4 The Number of Vehicles Arriving in Each Time Slot
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Fig. 4.5 Running Time with Different Number of Vehicles
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4.6.2 Data Processing
For the convenience of experiment, we split vehicles into two categories (vehicular edge
nodes/client vehicles) based on speed and power, which means vehicles with the lower speed
and higher vehicle power will be regarded as the vehicular edge nodes since vehicular edge
nodes always refer to slow-moving and parked vehicles with the remaining resources in our
model. Note that a vehicular edge node can also be a buyer when it has some tasks. In
real-world implementations, the auctioneer does not need to execute this operation since a
vehicle can claim to be a seller or a buyer according to its own needs. Then qualification
review will be conducted on sellers to determine whether they can be sellers.
For each vehicular edge node, we consider three attributes, as discussed in Section 4.3.
Location and computing power could be obtained from the collected driving data. Since
reputation is the evaluation from other nodes, we could not obtain it from the vehicular
network simulator. Therefore, we randomly generate the reputation of each vehicle in our
experiment. Similarly, we also randomly generate three attribute requirements for each client
vehicle. Fig. 4.4 shows the number of vehicular edge nodes and client vehicles arriving in
each time slot.
In our experiments, The bids of client vehicles and the asks of vehicular edge nodes are
randomly generated in the range of (30,100] based on the following rules: client vehicles
who want to obtain the better services (aka higher attribute requirements) will give a higher
bid, and vehicular edge nodes who have more resources will assign a higher ask. We adopt
the maximum matching algorithm (Hungary Algorithm) as an instantiation method of the
one-to-one matching function F(·) unless otherwise stated, as introduced in Section 4.5.3.
Performance metrics of the experiments are shown as follows.
4.6.3 Running Time at Each Time Slot
In addition to the theory analysis, we also use the experiments to prove that the proposed
mechanism could satisfy the basic properties of online auction. The first one is the compu-
tational complexity. We deploy our scheme on a windows PC for testing its running time.
Fig. 4.9 is the running time with different number of vehicles in each time slot. ‘2x” means
the numbers of vehicles are twice as many as the original number of vehicles. We conduct
many experiments to evaluate the performance of our scheme. From this figure, we can see
that the online auction mechanism can be completed in milliseconds even if in the presence
of a large number of users, which is far smaller than the length of time slot. Therefore, our
scheme will not affect the performance of base stations.
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(c) Charges VS Rewards
Fig. 4.6 The Individual Rationality and Budget Balance
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4.6.4 Final Price of Buyers, Sellers, and Auctioneer
The second property is the individual rationality, which means each buyer’s bid is greater
than the charge and each seller’s ask is less than the reward, as defined in Section 4.4.2. To
prove the individual rationality of the proposed online auction mechanism, we depict the bid
(ask) and the final price (charge and reward) of each winning buyer (seller) at a time slot, as
shown in Fig. 4.6a and Fig. 4.6b. Note that users in other time slots have the same results,
and we do not show them due to space limitations.
As shown in Fig. 4.6a and Fig. 4.6b, the bid is greater than the charge, and the ask is
less than the reward. Therefore, the proposed scheme meets the individual rationality. Fig.
4.6c shows the charge and the reward of each winning buyer-seller pair. Since our algorithm
sets the same candidate charge/reward for the winning buyers/sellers, the charges (rewards)
of some winning buyers (sellers) are the same in this figure. In this figure, the charge from
winning buyers is always greater than the rewards to winning sellers. Therefore, the proposed
scheme could meet budget-balance.
4.6.5 The Utility of Buyer/Seller under Different Bids/Asks
As discussed in Section 4.4.2, some selfish users will submit a fake bid/ask to improve their
utilities. In this section, we will compute the utilities of some buyers/sellers under different
bids/asks to prove that our scheme could meet the property of truthfulness. In order to cover
all situations, we select the following four buyers and sellers at the same time slot: client
vehicle bi ∈Bw(t), client vehicle b
′
i /∈Bw(t), vehicular edge node s j ∈Sw(t), and vehicular
edge node s
′
j /∈Sw(t). Note that users in other time slots have the same results, and we do
not show them due to space limitations. For these four users, we change their bids/asks and
keep all parameters unchanged for computing the utilities under different bids/asks.
Fig. 4.7 is the results of these four buyers/sellers. In this figure, the abscissa represents
the different bids/asks, and the ordinate represents the utilities under different bids/asks. The
four lines represent the client vehicle bi (true valuation: 57), client vehicle b
′
i (51), vehicular
edge node s j (true cost: 48), and vehicular edge node s
′
j (57) respectively. From this figure,
we can see that users could obtain maximum utilities when they provide true information, no
matter they are in the winning sets or not.
4.6.6 The Influence of Different Lengths of Time Slot
Then we evaluate the effects of different lengths of time slot. We change the length of time
slot to evaluate the matching rate of buyers/sellers under different lengths of time slot, which
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Fig. 4.7 The Utilities of Buyers and Sellers
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is shown in Fig. 4.8. The matching rate is the number of matches divided by the number
of buyers/sellers. From this figure, we can see that the length of time slot has little effect
on matching rate. Even if a buyer/seller will be classified into different time slots when the
length of time slot changes, it can still be matched by a seller/buyer if its bid/ask is reasonable.
Therefore, the auction system can choose a reasonable length of time slot according to its
needs.
2 3 4 5 6 7







Matching Rate of Buyers
Matching Rate of Sellers
Fig. 4.8 Matching Rate under Different Lengths of Time Slot
4.6.7 The Influence of Different Matching Algorithms
As shown in Section 4.5.3, our mechanism provides a flexible one-to-one matching algorithm
F(·) according to the different objectives. We evaluate the influence of different matching
algorithms by the metric of running time. We apply different matching algorithms on the
same buyers/sellers and keep other steps consistent to provide a fair comparison environment.
For the maximum weighted matching algorithm, we assign a higher weight to an edge which
links the client vehicle with higher requirements and the edge node with higher attribute
values for increasing the resource utilization. Comparative result is shown in Fig. 4.9. It
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shows running times of all time slots under different matching algorithms. We can see that
the maximum weighted matching algorithm always needs more time than the maximum
matching algorithm since it needs to consider the weight of each edge when constructing
the one-to-one matching. However, the difference is small and both of the running times are
polynomial time.
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Fig. 4.9 Running Time under Different Matching Methods
4.7 Conclusion
In this chapter, we design an online auction scheme for VECN scenario, which could satisfy
the dynamics of users in the auction system. Different from the static/offline auction which
assumes that the auctioneer knows all information about sellers/buyers before the auction
begins, we consider the situation that vehicular edge nodes and vehicles can join/leave the
auction system at any time according to their wishes. Moreover, in addition to the bids/asks,
we also consider the non-price attributes when constructing the matching between buyers
and sellers. We simulate VECN using a vehicular network simulator for verifying our work.
We evaluate our work from the perspective of running time, charges/rewards, and utilities of
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users. Experimental results show that the online auction mechanism could meet the proposed
economic properties. In the future work, we will research auction mechanisms in other
scenarios, such as Real-Time Bidding of Ad network.

Chapter 5
Conclusions and Future Work
This chapter summarizes the main research results of this dissertation, and prospects for
future research. The author wishes to provide some inspiration for the relevant researchers of
vehicular network. This dissertation is divided into four parts.
• The first part is composed of Chapter 1 : It briefly introduces the background and
current status of the research about IoV in this dissertation. This part summarizes the
background of VECN and the application scenarios we mainly focus on. Through
the analysis of typical reference, the author reveals the disadvantage of the existing
research and then explains the motivation of this dissertation, analyzes the current
research challenges, research content, and significance.
• The second part is Chapter 2 of this dissertation: A broad learning based lightweight
traffic analysis system was proposed. Firstly, edge computing can provide a distributed
architecture, which can save the precious bandwidth resources and provide the safer
service environment by offloading the analysis task to the network edge. Secondly, we
use broad learning system to incrementally train the traffic data, which is more suitable
for the edge computing because it has fast training speed and can support incremental
learning. Then we implement the edge computing based traffic analysis system on
the Raspberry Pi, which shows our model has the faster training speed compared with
other neural network architecture.
• The third part is Chapter 3 of this dissertation: We design a multi-attribute based
static/offline double auction mechanism in VECN scenario. The proposed auction
mechanism not only considers the price but also considers non-price attributes when
determining the winners. In addition, our auction mechanism could satisfy the fol-
lowing economic properties: computational efficiency, individual rationality, budget
88 Conclusions and Future Work
balance, and truthfulness. To verify our auction mechanism, we simulate the VECN
scenario using VISSIM (a framework for running vehicle network simulation), and
extract the driving data (location, speed, and vehicle type/power) of vehicles for the
auction. Experimental results show the effectiveness and efficiency of our auction
mechanism.
• The last part is Chapter 4 of this dissertation: We design a multi-attribute based online
auction mechanism in VECN scenario, which could satisfy the dynamics of users in
the auction system. Different from the static/offline auction which assumes that the
auctioneer knows all information about sellers/buyers before the auction begins, we
consider the situation that vehicular edge nodes and vehicles can join/leave the auction
system at any time according to their wishes. Moreover, in addition to the bids/asks, we
also consider the non-price attributes when constructing the matching between buyers
and sellers. We simulate VECN using a vehicular network simulator for verifying our
work. We evaluate our work from the perspective of running time, charges/rewards,
and utilities of users. Experimental results show that the online auction mechanism
could meet the proposed economic properties. In the future work, we will research
auction mechanisms in other scenarios, such as real-time bidding of Ad network.
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