1
is everywhere defined and bounded, is the resolvent of 7. Its closed complement, which is bounded for bounded operators, is the spectrum σ(T) of 7.
DEFINITION 1. An operator T is regular if its spectrum σ( T) is not the entire complex plane, and if ( 7 -λ)"
1 is compact for some λ £. σ ( 7) .
REMARK. Except in the trivial case where X is finite dimensional, a regular 7 cannot be bounded. For, if 7 is bounded, / = (7 -λ)(7 -λ)' 1 is compact; and this implies immediately that X is finite dimensional.
LEMMA 1. If T is regular, then:
(a) Its spectrum is a denumerable set of points with no finite limit point.
( b) ( 7 -λ)" ι is compact for every λ ^ σ ( 7).
( c) Every λ 0 G σ ( 7) is a pole of finite order ι/(λ 0 ) of the resolvent Rχ = 
If E{λ 0 ) is the idempotent function of T corresponding to the analytic function
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which is one on λ 0 and zero elsewhere on the spectrum of T 9 then E (λ 0 ) pro* jects X onto the space of generalized eigenvectors corresponding to λ 0 .
Proof. We can suppose, without loss of generality, that θ£σ(T), and that T~ is compact. If we then make use of the identity parts (a) where C is a small curve surrounding λ" 1 , and traversed in the positive sense.
This last integral can easily be evaluated in terms of the functional calculus for bounded operators (cf [4] ), and turns out to be the idempotent analytic function E ()C Q ι ) of T" l corresponding to the analytic function which is one on λ" 0 L and zero elsewhere on σ{T" ι ) 9 and now the desired result for T follows readily from the corresponding result for Γ" 1 .
REMARK. It is to be noted that we have actually proved a little more than is stated in Lemma 1. We have, in fact, proved that the points of σ(T) and the nonzero points of σ(T" ι ) are in one-to-one correspondence through the map \-ι and, that if we call E (λ 0 ) (£(λ 0 )) the spectral measure of the point λ 0 corresponding to the operator T (the operator T ι ), then
E(λ 0 ) =E(X o ι ).
This result is, of course, merely a particular case of the "unbounded" analogue of the general "Spectral Mapping Theorem" of Dunford [4] . 3. Bounded perturbations. We now come to the main point of the paper. 
Hence no λ at a greater distance than KB from the spectrum of T is in the spectrum of T + B? since, for such λ, \R-\B | < 1. It follows also that T + B is regular.
Let C n be a circle about λ^ of radius d n / 2 .Then, for λ£ C n9 we have \R\\ < n ι , and thus when n is large enough to ensure ZKd^1 < 1, we have
Since c/ n -»oc, we may replace this estimate, at least for all but a finite number
The series Z^ j = 1 E (λj) converges in the strong operator topology.
Of course, Γ + B is also regular. This is proved in the course of the following argument; but c.f. also Lemma 17 below. It then follows that
If we integrate this inequality around C n in the positive sense, we obtain the
where E(λ n ) is the spectral measure of λ n corresponding to the operator 7, and where E n is the sum of the spectral measures E (λ) corresponding to T + B of the points λ of the σ{T + B) lying within C n .
Lemma 4 below then implies that for n sufficiently large, E n has a one-dimensional range. It follows immediately that there must be exactly one point λ^of
for all but a finite number of n. From the above, case ( a) of our theorem follows immediately.
To prove case (b), we have only to refine our estimates slightly. We have, from (1),
We then obtain the expression so that for λ G C n , and n sufficiently large,
The question now is, what is the integrated form of this inequality? The only problem is to find
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and this is easily done.
Indeed, ί{^ has the Laurent expansion
around \ n . In this expression R°(λ n ) is a "partial resolvent" of T; that is, we have
Thus, R°(λ n )
is that analytic function of T which corresponds to the analytic function f{z) which is equal to ( z -λ n )" ι everywhere on σ(T) but in the immediate neighborhood of \ n9 where we put f(z)=0 In terms of this Laurent expansion, we readily find that
Having majorized
by the terms iβK 3 \ B \ 2 d^2 of an absolutely convergent series, we have only to prove that a uniform bound exists for finite sums ΣI i = ι F W£ of the terms F n .
Since a term of the form E(λ n ) BR° (λ n ) can be treated as an adjoint of a term of the form R° (λ n ) BE (λ n ) 9 we have only to show that a uniform bound exists for finite sums of these latter terms. It follows from Lerαma 3 below that a constant K exists such that
since the normality of T implies that the projections £(λ;) are orthogonal perpendicular projections in the Hubert space X. Thus both parts of our theorem are proved.
Before continuing with the main line of our discussion, we shall state and prove the lemmas referred to in the foregoing proof.
Lemma 3, below, depends on the functional calculus for our unbounded operators; before proceeding to the proof of this lemma, we must discuss the functional calculus. We consider a regular unbounded operator S with a denumerable spectrum ί \ n \. We shall allow a finite set λpλ 2 , ••• , λ^ of the eigenvalues to be multiple poles of the resolvent, but shall require that all the remaining eigenvalues are simple poles of the resolvent. In addition, we require that
In this situation, we can set up the functional calculus for T by setting
for every function / which is uniformly bounded on the spectrum σ(S) and which belongs to the class C v ( λ^ near the spectral point λ;( 1 £ ί <./V). It may be remarked that, here and in all that follows, the finite number of multiple poles λi,λ 2 > ••• 9 λjv of the resolvent function (λ-5)" 1 contribute only a finite number of terms, whose influence on any of our arguments it will be trivial to determine by inspection. Thus, to avoid notational complications, we shall assume, without loss of generality, that all the λj are simple poles of the resolvent; that is, that /V = 0. In this case, our proposed expression for the functional calculus is
1=1
where /(λ) is any function uniformly bounded on the spectrum. 
λeσ(T)
From this fact, we have: 
We obtain, as an immediate consequence of this formula: 
If we then consider ££' as a mapping of £(X) into itself, it follows that ££' has an inverse. Thus E' maps X onto a space of dimension n at least. Applying the same argument to £'£, we see that £' maps X onto a space of dimension n at most. It follows that the dimension of £'( X) is exactly n.
Part (b) of Theorem 1 is capable of some improvement. Inspection of the proof of this result reveals that the only thing essential is that the spectral measures E{X() should be orthogonal projections. But, by a theorem of Lorch and Mackey (proved in [17] ), any uniformly bounded Boolean algebra{£i of projections in ίlilbert space can be reduced to a Boolean algebra of orthogonal projections by an inner automorphism
where D is a bounded operator in Hubert space with a bounded inverse. Since such an inner automorphism evidently preserves all operator theoretic properties of the sort involved in our proof, we may state: This example also indicates that the spectral property of 7 + B fails because we do not group the two projections arising out of the double eigenvalues of / together in forming our spectral sums. We shall see later that this is very typical behavior.
In view of the importance for our proof of the property described in Lemma 3, we shall give an example which shows it to fail if we allow regular operators with an infinity of double poles of the resolvent. This is: EXAMPLE 2. We introduce an orthonormal basis for ίiilbert space X consisting of two infinite sequences of vectors φ , φ~, as in Example 1. We let 7
be the smallest closed operator satisfying
Ί hen σ( Ί) is the set of points n 2 , and (λ -T)~ι is defined by
Hence 7 is regular. If we put k n = n 2 -w 2 , then
for all large n, while has norm at least 1.
Basic properties of ordinary differential operators.
We wish ultimately to apply our abstract theory to the study of linear differential operators. We shall take our formal differential operators to have the form restriction on the coefficients a n and a n . x is not as severe as might at first appear, since any operator r of the form (3) in which a n {x) ψ 0 and a n (x) is real can be reduced to one of the restricted form we have chosen by an elementary transformation.
In connection with the study of the rc-th order differential operator T, it is convenient to introduce the Banach space 
A fundamental formula in the study of r is then the Green's formula, which we can obtain readily by partial integration: (b) lffeA^\ T*f=τ*f.
Proof. It follows immediately from Green's formula that T ι C 7*. To prove the opposite inclusion, we proceed by stages. and it is this which we propose to verify. This we can do as follows: let Then we have, from Green's formula,
That is, F\ {f > σ) = 0 for every σGl Since there exists a σ £Z with any pre-
It may be noted that the method of proof of this lemma is actually that adapted to proving the following result:
THEOREM. Let a distribution δ satisfy an ordinary linear differential equation with C coefficients. Ίhen 8 is itselj a C junction.
In connection with tins proof, see 19, Theorem 1.1 J, where the same result is proved by a different method. On the basis of these two lemmas we can proceed systematically to set up the exact operator theory of differential operators. We first make: DEFINITION 2. Let r be a formal differential operator of order n, and let
be a set A; linear boundary conditions. Then we define an operator 7 in L 2 [0, 1] by putting:
Then T is said to be the differential operator determined by the formal operator r and the boundary conditions [31. Any such operator is called a differential operator.
LEMMA 7. Any differential operator T is a closed operator in Hilbert space
with a dense domain. Moreover, the range of T is closed.
It is then evident that / satisfies the boundary conditions which define T s so that /£ J9 (7 ). Moreover, if T is defined by the formal operator r, we have τf n -> rf in the topology of L2, so that Tf = r{ -g; thus T is closed.
Let I\ be the differential operator defined by the formal operator r and the boundary conditions
Then 7 is an extension of T\ . Now, it is clear that the differential operator T defined by the boundary conditions Aj(f) =0 will remain the same if we drop from our list of conditions all Aj which are linear combinations of Ak with k < j.
Hence, without loss of generality, we can suppose that the vectors
form a linearly independent set. Thus, we can find a finite set of functions If we examine the part of the foregoing proof which concerns the operator 7\ 9 we see that we have actually shown:
COROLLARY. Let T be a differential operator with an inverse T~ι. Then
T~ι is a continuous mapping from the range K(T) of T to L 2
We strengthen this conclusion in:
LEMMA 8 Let T be a differential operator with an inverse T~ . Then Tĩ s a continuous mapping from the range R( T) of T into A n ? and a compact map-
Proof. We know that if Tf n converges, f n converges. It follows by Lemma 6 that f n converges in the topology of A n , proving the first part of the lemma. Now suppose that Tf n converges weakly: since T ι is continuous, f n converges weak- In this case, we call T a regular differential operator.
Proof. By Lemma 7 and its corollary, the range of T -λ is closed and
we have then only to show that no nonzero z £ H is orthogonal to ( T -λ) 19 ( T).
However 
Conversely, if f*{σ) = 0, then it follows that σ is in the closure of the range of T -λ 0 , and our lemma will be proved once we show that T -λ 0 has a closed 6 The general theory of adjoint unbounded operators in a Banach space is discussed more fully in Lemmas 18 and 19 below. It is well to remark, however, that we are faced with the usual confusion as to adjoints in Hubert space, where, contrary to our practice in other Banach spaces, we make use of the Hermitian, rather than the pure Banachspace, adjoint. This has the effect of introducing complex conjugates in many of the Hilbert-space formulas where the corresponding Banach-space formulas do not have complex conjugates. This should not cause any essential difficulty to the reader.
range. This, however, is easy to show since (7 -λo)J9(7) = (7 -λ o )£(λ o )i9(7) + (7 -λ o )(/ -£(λ o ))J9 (7) = (7 -λ o )£(λo)J9 (7) 
The first space on the right is finite dimensional and the second is closed, so that (Γ-λ 0 ) 19 (1) REMARK. We can also admit the boundary conditions determined by k 0 = oc and/or k γ = oc that is, the conditions /'(0) = 0 and /'(I) = 0, respectively.
Proof. Since it is easy to treat all special cases in which k 0 or ^ is zero or infinity by a separate argument much like the argument given below, we shall Thus the adjoint operator T* -λcan only fail to have an inverse if T -λ fails to have an inverse; that is, if and only if s satisfies (7). Since not every s satisfies (7), it follows immediately from Lemma 10 that T is regular.
Our next task is to locate the zeros of (7) more exactly. Since tan s is periodic of period π and has only the zero 5 = 0 in its period-strip, it follows readily that (7) has a countable sequence Zj ς9 z k + ι , of zeros which can be numbered in such a way that
From this preliminary estimate we readily obtain the estimate
Hence it follows that
PERTURBATIONS OF SPECTRAL OPERATORS, AND APPLICATIONS
439
We thus obtain an enumeration λ n (n = k, k + l 9 ) 7 of the eigenvalues of T such that
Hence, if d n is the distance from λ n to the remainder of the spectrum,
It is evident from the form of the boundary conditions defining our operator that each λ n can correspond to at most one function φ n (up to a scalar multiple) which satisfies (T -λ n )φ n = 0.
Thus, if E {λ n ) is to be anything but a projection onto a one-dimensional range, λ n must be a multiple pole of the resolvent. By Lemma 11, the condition for this is (φ m φ n ) ~ 0, where ψ n is the (unique) solution of (Γ* -~λ n )ψ n =0.
Since, however, T is defined by the complex-conjugate boundary conditions of those that define Γ, it is clear that
Hence, λ n can only be a multiple pole of the resolvent of T if p (φ n (x)) 2 dx = 0.
where β n must be determined so as to satisfy
It follows readily that Note: k need not be equal to one. We have φ n -c n φ n , and a simple computation reveals that
hence it follows that
E n (x,y) = -cos nπx cos rcTrysin nπx cos sin nπy cos nπx + which gives a decomposition of E n into four terms
It is now trivial to find a uniform bound for / an arbitrary finite set of integers, by making use of the decomposition (8) .
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We have
En\ < 1, n£j
since the E n are a family of orthogonal projections. We have since |Δ n |=O(rf 2 ) and Σ n 2 < oc.
71=1
The operators A n and B n have the form and the boundary conditions 
Then T is a spectral operator.
This corollary is the "convergence in mean" form of the theorem of BirkhoffHilb. As far as pointwise convergence is concerned, we can state:
COROLLARY 2 Let T be as in Corollary 1 9 
and let / E J9(T). Then if
(in which x + Cί is understood to be taken modulo 1, and q{x) is bounded and measurable), with appropriate boundary conditions, is immediately seen to be spectral, as is the integro-differential operator
K(x >y )f{y)dy,
provided only that the integral kernel K defines a bounded operator.
Theorems on the spectral measure of infinity. Suppose that T is an un-
bounded regular spectral operator in a Banach space X, and that { λj} is its spectrum. Let E(λi) be the associated spectral measure. Then we put
It is clear that E (oo) / = / if and only if
This leads us to the following more general:
If T is an unbounded regular operator in the Banach space X, with spectrum ί λi i and spectral measure E(λι) 9 we put
LEMMA 15. The space Soo(T) either is infinite dimensional or consists only of zero.
Proof. We can suppose without loss of generality that 0 ί σ{T) 9 and put U = T ι . It then follows by the remark following Lemma 1 that U has the inverse T, this would imply that S^ contained no nonzero vector.
LEMMA 16. The space Soo (7) is the set of all /GX for which (
is an entire function of λ.
Proof. If (T -λ)" / is entire, then if we let C be a small circle around λj we find that It would be interesting to know that in case (h) of Theorem 3 we can dispense with the restriction {El < £, but I do not know whether or not this is possible. that is, /(λ) is uniformly bounded. This proves Theorem 3 in cases (a) and (b).
To handle case (c), we observe that since Σ £==1 E(λi) converges strongly to /, 2^i-{ E(λi)f converges to / uniformly as / ranges over any compact subset of X. Since we now assume that B is compact, it follows that Σj = 1 E(λι)B converges to B in the uniform topology of operators. We choose I\' o so large that
Then, if we out from this point on we can argue just as in cases ( a) and ( b).
Thus all cases of Theorem 3 are proved. is not dense, we can find an x G X such that χD( T*) = 0, while x 7^ 0. Then
and hence x -T (0) = 0, a contradiction. This proves ( a ).
To prove (b), we observe that 
In this formula, E n is the sum of all the projections E{μ) for μ interior to C n , where E is the spectral measure corresponding to T + B, If follows by Lemma 4 that E n is a projection onto a one-dimensional subspace, so that there is exactly one point μ n £ σ( T) interior to C n , and E(μ n ) is a one-dimensional projection.
Since we have already shown that every μ £ σ( T) with | μ | <_ N must belong to the interior of some C m our Lemma is proved in cases (a) and (b).
It is not hard to see that the same argument will work in case ( c) as soon as we are able to show that | R\'B \ -> 0 if λ^ is a sequence with | λ^ | -» oo , and with dist(λ',σ(Γ )) > € > 0. n However, since it is evident from the functional calculus that Rχ^ converges strongly to zero as n -> oc, and since B is compact, it follows that | R\' n δ |-*0 as n -> oc. In this way we are able to dispose successfully of case ( c), so that Lemma 21 is proved in entirety.
REMARK. It is not hard to see that a proof like that of Lemma 21 will establish the existence of certain cases in which the hypothesis that the resolvent R\ of T has only simple poles corresponding to one-dimensional eigenspaces will yield the corresponding property for T + B 9 so that we can be sure that not even one pole of the resolvent Rχ of T + B is multiple. In general, the situation is this: Multiple poles of Rχ can only arise out of multiple poles of Rχ, or out of simple poles of Rχ which are multiple eigenvalues, or, finally, out of the "fusion" of several poles of T under the influence of the perturbation B. If we rule out the first two causes, and demand that B be too small to move any pole of Rχ far enough to cause two poles of Rχ to meet, we can be sure that Rχ has only simple poles. On the other hand, it is clear that if Rχ has multiple poles or multiple eigenvalues, no demand that B be small can be strong enough to ensure that Rχ has no multiple poles. REMARK. It is easy to see that e(r) = l/2c(τ) is an acceptable determination.
Proof. The proof results immediately from Lemma 20 and Theorem 3> the only point in question being the method by which we are to choose the domains U{ of Theorem 3. However, it is clearly possible to choose arbitrarily large real λj such that the distance from λ t to σ(T) is not less than c(τ)/2. If we put Ui = {x + iy \ x < λi \, we complete our proof.
The same argument evidently applies to any self-adjoint operator 7 which is is without continuous spectrum, and for which we have 
