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ABSTRACT
Electricity generation from wind power is increasing worldwide. Wind power can offset
traditional fossil fuel generators which is beneficial to the environment. However, wind
generation is unpredictable. Wind speeds have minute to minute variability which
causes minute to minute generation to fluctuate. Additionally, wind forecasting does not
perfectly predict wind generation, so it is difficult for wind to meet a generation schedule.
Therefore, with increased wind production, there is a need for flexibility in the electricity
grid. Electricity storage is one method of achieving greater flexibility. With storage,
wind generators can have a less variable power output. They can also be made to follow
a generation schedule the same way traditional generation does. This study discusses the
storage requirements for reducing the variability of wind power. It also assesses the
value of an accurate forecast in terms of storage requirements. Storage capacity
requirements are shown to be modest compared to the size of a generator, representing
approximately one minute of full power generation capacity. Accurate forecasting can
reduce the storage requirements of a wind generator. However, forecasts have little
added value for greater accuracy beyond correctly predicting the mean of the wind
generation on delivery scheduling intervals.
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Chapter 1
Introduction and Research
Goals
Electricity generation from wind power has increased in the United States and
around the world in the past decade. It continues to increase in response to
concerns about the environment, fossil fuel availability, and energy security.
Governments are setting goals for increasing their wind and other renewable
generation capacities. An example is Europe. The European Union has set a
goal of 20% electricity consumption to served by renewables by 2020. Wind
generation is expected to increase to be able to meet roughly a third of this
generation goal. In the United States, projections of wind power capacity
can be as large as 30% of total generation by 2030 [1]. However, despite wind
power's benefits, its inherent unpredictable nature means the electric grid must
adjust in response to the changes wind power brings to the electricity system.
Wind power cannot be controlled the same way traditional electricity gen-
9
erators can. Unlike coal plants or gas turbines, wind cannot be adjusted and
controlled to produce the exact amount of electricity required at any given
time. The availability of power is dependent on the wind speed. If weather
patterns do not permit large amounts of wind generation, nothing can be
done to harvest more power from the wind. Uncertainty in wind generation
can make it difficult to use wind to meet loads because one cannot say with
certainty what wind power will be available in the future. Additionally, the
natural variability of wind power means that a wind generator might ramp
from low production to high production in a short time period or that gener-
ation might suddenly stop if the wind speed drops. This large, often unpre-
dictable, change in generation will require other electricity generators to make
up for the sudden change.
Wind generators can control their power output to a certain extent. As
shown in a study by Tarnowski et al, by capturing less than the available
amount of wind power, wind generators can respond to ramp rate requirements
[2]. This allows wind generators to slowly increase their production until they
are capturing all available wind power while traditional generators are adjusted
to new levels to compensate. Wind power can also be controlled to respond
to other types of demand challenges such as reserve requirements. Control is
achieved by using various methods to curtail power output on the required
timescales. The authors acknowledge that these methods result in a wind
power output significantly lower than the generator's capabilities; thus the
wind generator loses potential revenue.
To utilize wind generation, the electricity grid will need to operate differ-
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ently. System operation will have to be flexible to handle variations in wind
production. Power plants will have to be able to ramp up or down and turn on
and off in response to wind generation changes. New plants that are able to
cycle their power output quickly enough to meet new requirements will have
to replace current generation technologies, especially base-load units. Greater
reserve requirements would be needed and this would affect generation schedul-
ing. Different contingency plans will also need to be made and executed with
the addition of wind generation to ensure security. Shorter scheduling inter-
vals, demand management, hydro reservoirs, and energy storage can add to
system flexibility. They are able to react to wind generation fluctuations on
all of its timescales [1, 3].
Economic studies of wind integration show an increased cost of managing
electricity supply when larger amounts of wind are incorporated. System costs
increase because different unit commitment decisions must be made to sched-
ule generators. Wind power carries with it a forecast error, so commitment
decisions are made to minimize costs for all possible realizations of wind gen-
eration. This leads to a more expensive solution than if the exact wind profile
was known. Improved forecasting will therefore reduce system planning costs
[4, 5]. To integrate wind, these costs can be offset by other measures that can
mitigate variability in wind.
Several methods have been proposed to control wind variability. Fast ramp-
ing gas generators, wind curtailment, and electricity storage are three ways to
compensate variability. Gas generators can ramp in response to changes in
wind power, however, they cannot follow a wind profile exactly as they have
11
ramping constraints and lead times for start up. Additionally, gas generators
suffer efficiency penalties when they operate close to their minimum. Using
gas generator to compensate for wind incurs operation, maintenance, and fuel
costs for these generators. This can cause the overall the price of electricity
to increase even if the power harvested from wind is effectively free. Constant
cycling of these generators can increase harmful emissions; and in some gener-
ation scenarios, the emissions savings from replacing fossil fuel generators with
wind capacity is offset by the emissions produced by the use of additional fast
ramping generators [6]. Gas generator efficiency and cycling capability will
have to be improved if they are to be used to mitigate wind fluctuations.
Wind curtailment and electricity storage are other options to mitigate wind
fluctuations. Curtailment solutions consist of capturing less energy from the
wind than is available. This can be achieved by pitching the wind turbine
blades to lower the coefficient of performance and capture less energy from
the wind. Or, electricity can be wasted by not allowing it to flow into the
grid. Curtailment strategies allow generators to shave peaks in generation but
cannot compensate for troughs caused by sudden drops in power production
[7]. The curtailed power is completely wasted, representing lost generation
profit for the wind turbine. Electricity storage is considered because it has the
ability to absorb energy in peaks and supply energy in troughs.
Electricity storage is available in many forms. Energy can be stored me-
chanically in the rotational energy of a flywheel, in the potential energy of
pumped hydroelectric storage (PES), or in the potential energy of compressed
gasses. Capacitors can store energy in their electric field. Using a number of
12
different chemical processes, batteries and fuel cells can store electric energy
chemically. Various thermal processes are also capable of storing energy. Stor-
age technologies have reached different levels of technical maturity. PES is one
of the most mature technologies and is currently in use for energy manage-
ment and reserve requirements. Other technologies, like fuel cells, are in their
infancy and are not yet ready to be deployed on the grid. Storage technologies
have different capabilities. Their cost per unit capacity and minimum installed
capacity requirements will determine how much energy can be stored at any
given time for a given price. Their charging rate determines how much energy
the storage device can supply or absorb in a given time. Storage efficiency
determines how much energy is lost during the energy conversion process on
both charge and discharge. The charge cycle lifetime of storage determines
how much energy cycling it can handle before its performance starts to de-
grade. Each storage technology has different sets of properties. For example,
PES has a high power rating, low cost per unit of energy capacity, moderate
charging efficiency, and long cycle lifetime; but it must be installed in large
capacities because of geological requirements for a storage reservoir. Batteries
have a high capital cost for capacity, limited charging rate, and short cycle
lifetimes, however, they can have high charging efficiencies [8, 9]. Choosing
the correct combination of properties to compensate for wind fluctuations will
allow storage systems to be sized and used for wind integration [10].
13
1.1 Research Goals
The goals of this study were to determine:
1. The characteristics of a storage system that have the greatest effect on its
ability to mitigate fluctuations and
2. The value of an accurate forecast of wind availability in terms of the amount
of storage required to compensate for inaccuracies.
An analysis of the relative effects of storage properties allows one to pick
the proper storage technology to meet the needs of a particular system. It also
shows which properties will have the greatest ability to improve the perfor-
mance of an energy storage system as the research and development of storage
technologies continues.
Forecast accuracy will also have an effect on the ability of storage to miti-
gate fluctuations in wind energy production. If a forecast over or under predicts
the future wind availability, storage must be used to maintain the production
schedule. Otherwise, the wind generator takes penalties for failing its com-
mitment. Therefore, a more accurate forecast should correspond to smaller
amount of required storage. Quantifying the relationship between forecast ac-
curacy and storage requirements will allow designers to properly size a storage
system for a wind turbine given the knowledge of their system's forecasting
capabilities.
The results of this study will be presented in the following manner: Chap-
ter 2 will explain the wind generator and electrical energy storage system
model used in this study. Chapter 3 will discuss the effects of storage system
characteristics in the context of a single wind turbine. Chapter 4 will discuss
14
relevant storage properties and the value of forecasting accuracy in a system
with aggregated generation. Conclusions will be summarized in Chapter 5.
15
Chapter 2
Models of Energy Storage and
Wind Generation
There are two primary types of energy storage modeling in electricity systems
research. The first is storage sizing for compensating variability from a single
source, either a single turbine or an aggregate of turbines. This type of prob-
lem is the focus of this study. The second is storage placement in a connected
transmission grid. This problem involves modeling the entire transmission net-
work and then optimizing power flow between nodes using Kirchoff's current
laws and is outside the scope of this study.
Previous work has sought to find optimal control methods for theoretical
storage devices coupled to wind generators or wind farms. Control methods
make decisions on how to charge or discharge storage based on the current
charge state of storage a and future wind predictions. Different control meth-
ods were considered in the literature. Simple control methods use only the
16
knowledge of the current state and wind prediction to make a decision on
how much to charge or discharge. More complex algorithms use various learn-
ing methods to observe and remember how charging and discharging decisions
have affected performance and then pick the best possible decision. Over time,
they learn a set of rules to make good charge and discharge decisions. Using
these methods, the performance of a system vs the amount of storage can be
measured and the system can be sized [11, 12].
Other studies have measured how storage devices can improve the overall
economic efficiency of a portfolio of generation including wind. These studies
seek to minimize the total cost of producing electricity or to minimize the
marginal price of electricity. When generation systems of varying flexibility are
considered, less flexible systems saw the greatest reduction in operating costs
with the addition of storage. Storage reduced the requirements of reserves,
reducing the partial and inefficient loading of combined cycle gas turbines
providing the reserve. It also reduced the amount of wind energy curtailed,
letting the wind turbines be utilized more efficiently [13].
Storage provides benefits on different timescales. On long timescales, it
is used to store energy to sell when demand and electricity prices are high.
Short term energy storage allows more of the electricity generated from wind
to be captured. In a probabilistic model of wind generation, wind has some
probability of producing more power than allowed in the grid. By using short
term storage, this power can be captured instead of curtailed. Long term en-
ergy storage devices are significantly more expensive than short term storage
[14]. Different storage technologies will be more suited to short and long term
17
storage functions and to different grid applications. For example, in a study of
integrating storage into a micro-grid of a load, wind generator, and diesel gen-
erator, different types of storage were evaluated. In this study, the electricity
price, which was a combination of the cost of installing storage and the cost of
operating the diesel generator, was minimized given pricing parameters of the
different storage devices and a wind generation profile. Some storage technolo-
gies were found to be prohibitively expensive and no installations were made.
In these cases the price of electricity was unchanged. Others were installed at
the capacity that minimized the price of electricity with their use. To size an
installation, a knowledge based expert system algorithm was used to make de-
cisions on how to utilize storage and diesel generation to meet demands while
minimizing operating costs. Storage technologies were shown to reduce the
price of electricity by as much as 2% [15].
Storage sizing under uncertainty gives the value of a forecast of future gen-
eration. Larger storage capacity will be required for a less accurate forecast
because the storage will have to compensate for differences in the forecast and
the actual wind profile. Deterministic formulations of future wind possibilities
are used in references [12, 16, 17]. In the study by Brekken et al, statistics of
forecast accuracy were used to generate a new forecast of future wind avail-
ability for each time step. The system then made control actions based on
this possible future. The Pinson et al. report, all possible wind generation
scenarios were generated. Then, for each possibility, the required amount of
storage was found. The system was sized based on the amount of storage
required to satisfy a threshold number of these scenarios. In Bludszuweit and
18
Dominguez-Navarro's study, a persistence model of the wind was forecasted.
The state of charge response to that forecast was then created. Using the
statistics of the state of charge over time, an energy capacity for storage was
chosen.
Stochastic programming is also used for storage sizing and storage instal-
lation planning with uncertainty. This approach divides the storage sizing
problems into two optimization problems. First, storage sizing or installation
decisions are made. Then, decisions on how to use storage under possible wind
generation scenarios are made to minimize the operational costs or maximize
profit. The pricing from these decisions is used to refine the storage sizing
decisions in the first stage of the problem. The process is repeated until the
optimal solution is found. In a case study maximizing profit given a time de-
pendent electricity price, an 81 MW wind power plant required a compressed
air storage device of 31OMWh and 35MW. This device stored energy produced
when wind power availability was high and pricing was low and sold it when
pricing was high [18]. When considering compressed air storage installation
on a 20 year horizon, storage was able to provide the flexibility required to
integrate wind power [19].
2.1 Simplified Model
I wanted to create a general model for evaluating the value of storage proper-
ties, so instead of evaluating the performance of storage in a system with wind
turbines and a portfolio of other generators, I considered the performance of
19
a wind generator and storage alone. I optimized the performance of the gen-
erator/storage system so that it would be less variable and therefore be less
costly to integrate into the grid. I sized the storage device in terms of the
properties of the wind generation profile so my results would provide general
sizing guidelines. I do not consider long term storage that would allow wind
generators to sell their power based on time variable electricity prices.
I consider a simplified energy storage system. In my model, a wind genera-
tor is connected to a electrical energy storage system and the grid. The storage
operator makes decisions on when to charge or discharge the storage. These
decisions allow the operator to either store energy when too much is available
or supply power when the wind is not sufficient to keep a commitment. The
operator can also curtail power produced by the wind generator. This wastes
power, however, it is a way to remove peaks in generation without using stor-
age. I do not model the electrical connections between the generator, storage
system, and grid or the curtailment process; instead I assume the operator will
be able to change the power flow as needed to properly charge and discharge
storage and curtail power. Additionally, I do not propose an optimal control
scheme. Instead, I optimize the charging and discharging decisions using the
CVX optimization package to find the sequence of control actions that min-
imize the penalties of not making commitments [20]. This method provides
the best possible way to meet objectives - any proposed control scheme could
only be as good as the optimal control scheme. I chose to compare optimal
performance in different scenarios of storage size and wind generation in order
to remove the effects of different control schemes which may perform better or
20
worse in a given wind scenario.
I use a discrete time step model of power flows. In my model of electric
storage, the power delivered to the grid in a time step is the power avail-
able from the wind minus the amount used to charge storage and wasted in
curtailment plus the amount discharged from storage, given by the following,
Ptogrid(t) = Pwind(t) - Pcharged(t) + r7Pdischarged(t) - Pcurtailed(t) (2.1)
rq is the charging efficiency and represents how well the storage can convert the
between electrical power and stored electrical energy. The energy in storage
is given by
Estored(t + 1) = (rlPcharged(t) - Pdischarged(t))AT (2.2)
where AT is the length of the time step. Once again, energy is lost in the
power conversion process when storage is charged. This same model is used in
many storage sizing studies, notably those by Brekken [12] and Pinson [16].
Power is lost entirely when storage is discharged to the grid and when it
is curtailed. In each optimization problem, constraints are imposed on the
amount of power allowed to be curtailed and wasted to avoid trivial solutions
where all of the power is curtailed, giving a perfectly smooth but zero delivery
to the grid.
In each optimization problem, constraints were introduced to represent
the limitations of the storage device. The storage capacity was represented
by a limit on the total amount of energy allowed to be kept in storage at any
21
time. Storage charging and discharging rates were limited by constraining the
maximum values of Pcharged and Pdischarged. Additionally, the number of charge
and discharge cycles a storage system could sustain was limited by constraining
the total amount of charged and discharged power.
In the single turbine analysis, the power output of the single turbine was
used as the Pwind input. In the aggregate model, Pwind was a single signal that
represented the sum of all the power produced by all of the wind turbines in
the generation area.
22
Chapter 3
Single Turbine Analysis
The first wind generation and energy storage system I considered was a sin-
gle turbine connected to storage and the grid. While most power generation
from wind turbines comes from aggregates of turbines, distributed generation
and micro-grids can have spatially displaced single turbine generators. The
distance of these generators from base-load generators could require a wind
turbine to operate with a smoother, more predictable power output than the
power available from the wind [6]. Analysis of a single turbine also shows the
effects of storage in the highest variability generation scenario. With a single
turbine, any variability of wind speed gets directly passed onto the electri-
cal grid. However, if multiple turbines are connected, their spacial separation
means that changes in wind speed are felt at different times. Wind variations
are averaged and therefore smaller relative to the amount of total generation
than the single turbine case [21].
For the single turbine analysis, I used weather data from the National
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Oceanic and Atmospheric Administration's Automated Surface Observing Sys-
tem (ASOS) database [22]. Average wind speeds were available at one minute
and one knot (.514 m/s) resolution, making it the highest time resolution
data freely available. Additionally, the wealth of weather stations with nearly
complete year long data sets meant it was possible to compare the behavior
of storage systems in many possible scenarios. For the single turbine analy-
sis, a perfect forecast and complete knowledge of the future wind speeds was
assumed to find the theoretical maximum performance of storage systems.
To convert the wind data to wind power output data, I modeled the wind
turbine conversion process with the wind power equation
Pwind = 1pCpAv3  (3.1)2
where p is the density of air, A is the swept area of the turbine blades, C,
is the coefficient of performance and v is the speed of the wind. I assumed
a constant coefficient of performance. While an operator can control Cp by
pitching the turbine blades, I assume that any decisions like this are quantified
in the amount of curtailed power. The turbine parameters using in the analysis
are shown in Table 3.1 and were taken from reference [23].
The maximum wind power available in a time step could not exceed the
power rating of the turbine, reached when wind speeds exceeded 12 m/s.
Above this speed, the available wind power was capped to the rated value
of 2 MW instead of using equation 3.1. The wind turbine only operated
when the wind speed exceeded the cut in speed of the turbine for at least 10
24
Table 3.1: Wind turbine parameters
Parameter Value
Maximum rated power 2 MW
Blade radius 35 m
Coefficient of performance C, 0.48
Wind cut in speed v 3.5m/s
Air density p 1.225kg/m 3
minutes. For each storage size optimization problem, one month of complete
wind speeds were used. The time series of wind speeds was broken into shorter
intervals where the wind speed's ten minute average stayed above the cut in
speed of the turbine. Typically, this resulted in 70-100 intervals in a month
of 10 minutes to 30 hours of sustained wind speed. The total length of the
generation intervals represented about one quarter of the month.
The objective of the single turbine analysis was to use storage to mitigate
the natural variability of the wind. Storage was used to limit the minute to
minute fluctuations in power output from the wind turbine. Overall, this lead
to a smoother wind turbine output, as shown for a representative time period
in Figure 3.1.
3.1 Optimization
I sought to use storage to minimize the minute to minute time step fluctuations
of a wind turbine from the variability of wind speed. To do this, I used
an optimization algorithm to choose charging, discharging and curtailment
decisions to minimize the fluctuations of power delivered to the grid on each
25
1.0-
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Figure 3.1: A smoother power delivery to the grid is achieved when storage
can remove power from peaks in availability and supply power during troughs.
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time interval in the dataset. This goal is expressed by the objective function
Th-1
min (Pdel(t + 1) - Pdel(t))2  (3.2)
Pc,Pd,P t=1
where Pc, Pd, and P represent the charging, discharging, and curtailment
decisions respectively, Pc (t) is the power delivered to the grid at time t, and
Th is the length of an interval. For each month of data, each time interval was
considered independently. The ending charge state of storage was passed on
and used as the initial state of storage for the next time interval.
The actual cost of a fluctuation in Pdel(t) is unknown and it will vary
depending on the load profile and the other types of generators operating.
However, to meet demand, larger fluctuations will result in larger demands
on the power grid to adjust the power production of traditional generators to
compensate for the influx or outflow of wind power. Thus, I chose to minimize
the square of the deviations of wind power delivery. This quadratic cost greatly
penalized large fluctuations which would be more costly.
3.1.1 Constraints
Constraints in the objective function were imposed to model the behavior of
the storage system and its limitations. The objective function was subject to
constraints from equations 2.1 and 2.2 to model how power flowed between
the grid and the storage system. These two equations entered the optimization
27
as
PdeI(t) = Pwind(t) - Pe(t) + Pd (t) - P1(t) (3.3)
AE(t) = (7jPc(t) - Pd(t))AT (3.4)
Storage parameters were modeled as additional constraints. To model the stor-
age capacity, the total amount of energy in the storage device was constrained
to be less than a chosen maximum,
0 < E(t) < Ecap (3.5)
Charging and discharging rates were constrained to be non-negative and less
than the maximum charging rating of the storage device. The maximum charg-
ing and discharging rates were assumed to be equal.
0 < Pc(t), Pd(t) Pcap (3.6)
Cycling was limited by constraining the total amount of energy cycled through
storage in charge/discharge decisions.
Th
0 < L (Pc(t) + Pd(t)) AT < Ceap (3.7)
t= 1
Constraints were also imposed to make the wind turbine and storage system
behave realistically. The power delivered to the grid and the amount of cur-
tailed power were constrained to be nonnegative so the system could not draw
28
energy from the grid.
0 < Pde(t), P(t) (3.8)
Finally, the amount of lost power from the energy conversion and from cur-
tailment was constrained. This meant that the wind turbine had to deliver
its power to the grid instead of curtailing large amounts of its production to
maintain a smooth output. A wind-to-grid efficiency, r,, was introduced to
represent the fraction of power available from the wind that would eventually
be delivered to the grid.
Th T
Z(P(t) + rIPe(t) + ?JPd(t)) (1 - i) S Pwind(t) (3.9)
t=1 t=1
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3.1.2 Formulation
The entire optimization problem is summarized as follows:
Th-1
min (Pc(t + 1) - PdeI(t))2
Pc,P,Pt=1
subject to:
PdeI(t) = Pind(t) - Pc(t) + rlPd(t) - P(t)
L\E(t) = (7Pe(t) - Pd(t))AT
0 < E(t) Ecap
0 Pe(t), Pd(t) Pcap
Th
0 Z (Pc(t) + P(t)) AT < Ccap
t=1
0 K Pdel(t), Pi(t)
Th T
Z(P(t) + rPc(t)+ rPd(t)) (1 - ) S Pwindt)
t=1 t=1
The parameters in this optimization are Ecap, Pcap, Ccap, y, and n. Ecap, Pcap,
Ccap, and q define the capabilities of the storage system. r, parametrizes rules
dictating how much wind energy must be captured. Pwind represents the wind
power time series, calculated using equation 3.1 and a wind speed time series.
AT was one minute for this study. Pc, Pd, P and Pdel are the optimization
variables. The value of Pdel is completely defined by Pc, Pd, P and Pind.
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3.1.3 Measurement of Variation Reduction
To evaluate the performance of storage devices, the root mean square value,
APRMS, of the minute to minute variations in PdeI, the square root of the value
of the objective function, equation 3.2, was calculated for each optimization
interval. Lower APRMS meant better overall performance because it indicated
less minute to minute variability. The amount of improvement to APRMS for a
set of storage parameters was measured by the ratio of that APRMS to APRMS
with no storage or curtailment.
APRMS(Ecap, Pcap, Ccap, , ) (310)
APRMS(Ecap = 0, Pcap = 0, Ccap 0, r,K = 1)
The APRMS ratio between the performance with storage and without meant
that intervals with different Pwind and different lengths from different datasets
could be compared. Shorter intervals typically saw more improvement of
APRMS. With lower overall wind speeds and less variability of wind power
in a short interval, only a few control actions on Pc, Pd, P were required to
achieve a constant power output. For each month of wind speed intervals,
the average of the APRMS improvements weighted by the interval length was
taken as the APRMS for that month. It was compared to the time interval
weighted inherent variability of the wind power signal for the month. This
final quantity, calculated with equation 3.10 was called as the fraction of wind
variability.
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3.2 Hierarchical Importance of Constraints
The storage sizing problem has many different parameters. Storage capacity,
charging rate, cycling limits, energy conversion efficiency, and the amount of
required energy capture all affect the performance of a storage system. Systems
with infinite storage, charging and cycling are able to perfectly smooth power
fluctuations. However, as these constraints are imposed to mimic a realistic
system, the performance suffers and APRMS increases. To separate the effects
of the different storage parameters, it was necessary to find the hierarchy of
the constraints' importance in overall performance.
The storage conversion efficiency, q, and energy capture efficiency, ti, affect
how much wind energy must be delivered to the grid. High r. means that the
amount of power lost to curtailment and conversion inefficiency must be low.
Poor conversion efficiency, low q, means more losses are incurred as storage is
utilized. These two parameters constrain how much an infinitely large storage
device can be used. Values of r, are not related to the properties of storage,
instead they represent a goal in wind energy capture. Since r, is not related
to the physical sizing of storage, different values of t, and 7 were set for the
sizing of each other storage parameter. This showed how storage must be sized
based on external decisions that set K.
Of storage capacity, charging rate, and cycling limitations, storage capacity
is the least limiting constraint. Storage cycling is the strictest constraint.
Storage capacity fixes the amount of energy a storage system can hold at any
given time. Limiting the ability to charge or discharge through rate or cycling
constraints will only hinder the performance of storage if its capacity has
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already been set. Thus, optimal storage capacity with infinite charging and
cycling will be the same as or less than the capacity when charging is limited,
making capacity the weakest constraint on storage performance. For sizing
storage, storage capacity was tested with infinite charging rate and cycling. It
was fixed to its optimal value before the other parameters were tested.
Storage charging rate was the next strictest parameter and the next one
to be set when sizing a storage system. Charging rate fixed the maximum
amount of energy the storage device could capture or release in a time step.
This constraint decreases the utilization of storage capacity because not all of
the energy in a peak is captured and the energy deficiency of a trough is not
completely filled by discharging storage. Limiting the maximum charging and
discharging rate causes the power delivery to the grid to retain some of the
natural variability of wind.
Cycling limitations fix the total amount of power allowed to charge or
discharge from storage, capping the total amount of energy a storage system
can displace. Constraining cycling limits the ability of the system to move the
energy in a wind peak to a trough by charging and discharging storage. This
constraint means less charging capacity and energy capacity of the storage
device is used. For this reason, it is the strictest constraint and is set last
when sizing a storage device.
33
Table 3.2: Storage parameters
Parameter Value
Ecap Energy Capacity 33 kWh
Pca, Charge/discharge rate 100 kW
Ccap Cycling Limit 500 cycles/month
Storage Conversion Efficiency 0.92
Wind to grid efficiency 0.95
PRMS Fraction of wind variability 0.20PRMS (loat orage)
3.3 Storage Sizing Results and Analysis
Adding storage to a wind energy capture system was shown to significantly
reduce the amount of variability in the power delivery to the grid. Figure
3.1 showed how the addition of storage flattened the small variations seen in
the first half of the interval and reduced the height difference between peaks
and troughs seen in the second half of the interval. Overall, APRMS for this
interval was 20% the value had there been no storage device. Table 3.2 shows
the storage parameters used to achieve the smoothening of the power delivery
to the grid. The storage capacity is modestly sized compared to the power
output of the turbine - it equals one minute of the turbine operating at full
capacity. The charging rate shows that the storage would take 20 minutes to
fully charge and discharge, or that it could charge/discharge 5% of its capacity
per minute. The cycle lifetime indicates how long the storage device could be
used before it no longer functioned.
The storage state for the time interval in Figure 3.1 gives insight into
what control decisions are made by the optimization. Figure 3.2 shows how
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Figure 3.2: Storage actions to smooth the power delivery shown in Figure 3.1
storage charged and discharged during the time interval. During the first 150
minutes of the interval, the storage/turbine system smooths the power output
by delivering less power to the grid than is available on average from the wind.
This lets the storage system charge slowly. Between 150 and 170 minutes,
the system sees an increase in the wind power. To avoid the large jump, the
storage discharges during the trough at 160 minutes and then charges in the
following peak. From 170-300 minutes, the system delivers more power to the
grid than available, slowly discharging storage to make room for the peak in
generation that occurs at 330 minutes. From 300 minutes onward, the storage
device rapidly charges and discharges to smooth the peaks in generation. This
reduces the height of the peaks by approximately two thirds.
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The system is able to prepare for the changes in generation over the interval
because it has full knowledge of the future wind power availability. This lets it
make a decision to prioritize smoothing the generation peaks that occur after
300 minutes. To prepare for these, it drains storage in anticipation and uses
more of its cycling capacity to counteract these variations instead of the small
deviations in the first half of the interval.
To size energy storage, I compared how the value of a parameter in the
optimization problem shown in section 3.1.2 changed the performance, mea-
sured by equation 3.10. I tested values of Ecap, Pcap, and Cap that resulted
in optimal performance for values of , and 9. Then, with the physical size of
storage chosen, I compared the performance of the system as r, and 1 changed.
3.3.1 Storage Capacity
Storage capacity, Ecap, was first considered independently of the other storage
parameters. With no restrictions on the magnitude of charge rate and number
of cycles, Pcap = oc , and Ccp = oo, the effectiveness of the storage energy
capacity alone is measured. I set Tj to 0.92, a realistic value of storage efficiency,
and , to 0.99, 0.95, and 0.90. Storage capacities from 0 to 20 times one minute
of full wind turbine output were tested. In scenarios with no storage capacity,
curtailment alone was used to mitigate wind fluctuations. Figure 3.3 shows
how the ratio of APRMs of the storage system to APRMs of the wind power
alone, the fraction of wind variability, changes as storage capacity is increased.
The effectiveness of storage showed a point of diminishing returns. Starting
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Figure 3.3: Diminishing returns of variation reduction by increasing storage
capacity in with a 92% efficient energy system.
with no storage, little to no change in the variability is observed as curtailment
can only reduce the size of generation peaks. A sharp decrease in the vari-
ability is observed as the storage capacity increases. However, performance
eventually reached a plateau. This behavior is observed for all values of ,.
For r,= 0.99, the system shows a plateau in performance at a lower storage
capacity, however, the overall performance is much worse than when r, is re-
laxed. This is because constraint equation 3.9 does not let the system charge
and discharge storage to its full extent because the energy losses from the con-
version efficiency, rq, prevent power from being delivered to the grid. However,
because , = 0.95 and 0.90 have approximately the same behavior, this is no
longer the limiting constraint, and the storage capacity effectiveness can be
37
.00
~~00.4
0.2-
50 100 150
Storage Capacity [kWh]
Figure 3.4: The availability of storage also shows diminishing returns.
measured. 33 kWh approximates the point where additional storage does not
provide additional improvement in variation reduction.
A second metric was used to size the storage system's capacity. Storage
fails to perform its function if it is full when a wind generation peak occurs
or empty when wind production drops. Measuring the fraction of times the
storage is within 1% of empty or full estimates the number of times storage
fails to be available to correct variations. Shown in Figure 3.4, the number
of times storage is unavailable quickly drops as storage capacity is increased
and then plateaus. This metric gives the same qualitative results as those
presented in Figure 3.3. The change at 33 kWh is much more pronounced.
Additional storage beyond the 33 kWh will not change the performance of
the system appreciably. Installing additional storage is likely to only increase
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Figure 3.5: The charge/discharge rate of storage also shows diminishing re-
turns when capacity is fixed at 33 kWh.
the capital cost of a storage system. If only discrete quantities of storage can
be installed, the chosen capacity must be at least 33kWh.
3.3.2 Charging Rate
The charging rate, P.,, was considered next. The storage capacity was set to
E., =33 kWh, as seen in the previous section. Cycling of the storage device
was not constrained, Cc, = oc. Once again, rq was set to 0.92, a realistic value
of storage efficiency, and , was set to 0.99, 0.95, and 0.90. Charging rates of
0 to 2 MW, representing a complete charge/discharge of storage in one time
step, were considered. Figure 3.5 shows how the fraction of wind variability
changed as the charging rate increased.
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As in section 3.3.1, the charging rate also showed a point of diminishing
returns. The performance with respect to n was also the same; r, = 0.95 and
0.90 showed approximately the same behavior and K = 0.99 showed a plateau
at a smaller charging rate with a smaller increase in performance. A charging
rate of 200 kW is required for storage to operate optimally.
The charging rate lets the system compensate for larger differences in avail-
able wind power and power delivery. This means that the height of a power
peak can only be reduced by the charging power plus curtailment and the
depth of a trough can only be decreased by the discharging rate. This is seen
in Figure 3.1 - the peaks in production are reduced by approximately 400kW,
the charging rate plus curtailment during that time, however, troughs are only
decreased by the charging rate of 100kW. This shows why, though more power
is available to be stored in the peak at 330 minutes, the storage system does not
reach its maximum capacity. This supports that the charging rate constraint
is stricter than the capacity constraint.
3.3.3 Storage Cycling
The last parameter in the constraints of the optimization I set was the cycling
capacity. I set Ecap=33kWh and Pcap=200 kW as previously shown. I mea-
sured Cc, in full charge/discharge cycles per month. One charge/discharge
cycle represented 2Ecp of energy. 0-1000 full charge and discharge cycles were
allowed per month. Cycles were budgeted to the intervals within the month
of data proportionally to the length of the interval. Figure 3.6 shows how
performance changes as cycling is increased.
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Figure 3.6: The number of charge cycles allowed also shows a point of dimin-
ishing returns.
As with the energy capacity and charging rate analysis, the qualitative
behavior for , = 0.99 is different than for /- = 0.90 and 0.95. A value of 170
cycles per month is sufficient to reduce the variations. As storage technologies
have cycle lifetimes, the number of cycles per month a system sustains tells
how long a storage technology will last before it needs to be replaced.
3.3.4 Efficiencies
With the storage parameters set for optimal performance, I wanted to inves-
tigate how changing the energy conversion efficiency and the wind to grid
efficiency affected the variation reduction. As seen in sections 3.3.1 - 3.3.3,
the value of K affected the performance, so it was important to see how chang-
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ing these two parameters would affect variation reduction. This would allow
one to set reasonable goals for K and know the value of making the energy
conversion process for storing energy more efficienct.
I also wanted to compare how a system with only curtailment as a method
to reduce variations performed compared to one with storage. Since curtail-
ment can be done with a control system that pitches the blades in response to
wind, or by just wasting captured power, the only cost associated with it is the
lost profit from wasting available wind energy. If the performance of energy
storage was not very different than a system with curtailment alone, then it
would be pointless to integrate storage even if it was extremely inexpensive.
Setting the storage parameters E2, = 33kWh, P., = 200kW, C2, = 170
cycles/month, I measured the fraction of wind variability storage system had
as a function of K for different storage efficiencies q. The lowest value of q
shown, 0.70, approximates the capabilities of pumped hydroelectric storage.
The highest, 0.98, represents the abilities of capacitors. The results are plotted
on Figure 3.7. The performance of curtailment alone is also shown as a function
of r'.
Curtailment alone is shown to be much worse than even very inefficient
storage for all K. With only curtailment, only peaks can be lowered. Nothing
can be done to remove variability from drops in wind power production. ,
directly controls the amount of power that can be shaved from peaks, so zero
variability will not be achieved unless K is very small and wind is not utilized
at all. For this reason, unless a storage device is used in conjunction with
wind, the only way to have a nonvolatile wind power delivery is to not use
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wind production at all. This defeats the purpose of installing wind turbines
at all, so storage capabilities or other measures are required.
At high wind-to-grid efficiencies, i > 0.95, the efficiency of a storage device
has a large impact on the performance of the storage system. This spread is
very apparent at r, = 0.99, where storage that is 98% efficient can reduce varia-
tions to 30% of their original value, while storage that is only 70% efficient only
lowers the variability to 80% of the natural wind variability. As r, decreases,
the spread in performance between the high and low r decreases until they are
approximately equal at K=0.80. These trends have several implications. First,
if a high capture of wind energy is required, storage must have an efficient
conversion process, otherwise limits on power lost during energy conversion
will not allow the system to use storage to its fullest extent and the wind's
variability will be passed on to the grid. However, if K is lower, the energy
lost in the storage energy conversion process does not put a limitation on the
utilization of storage, and inefficient storage systems behave the same way as
efficient ones. This implies that the efficiency of storage is not an important
parameter to improve in storage devices.
3.3.5 Comparison of current technologies
The preceding analysis showed what parameters of a storage system were re-
quired to achieve a reduction of variations in wind energy delivery. The storage
system proposed of 33kWh energy capacity, 100kW charge/discharge capac-
ity, and 170 cycles per month is theoretical, therefore I chose to compare it to
the capabilities of current electricity storage systems. I considered batteries,
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flywheels and PES storage of the same capacity. Only batteries do not meet
the required charging rate. Batteries have a slightly higher charging efficiency
than flywheels and both have a huge efficiency gain over PES. More impor-
tantly, flywheels and PES are able to sustain many more cycles per lifetime
than batteries. Approximations of the appropriate parameters for each tech-
nology were made from reference [24]. Parameters for the systems are shown in
Table 3.3 and their effect of the variability is show in Figure 3.8. As expected,
each technology performs better than curtailment alone.
For very high r,, flywheels and batteries perform slightly better than PES
because they have higher energy conversion efficiencies. However, batteries
are shown to be a poor energy storage system if K < 0.97. The inferior cycle
lifetime and charging rate of batteries prevents them from suppressing fluctu-
ations when the energy lost in the conversion process is no longer a limiting
factor. Flywheels and PES have approximately the same performance except
for 0.98 > K > 0.95, where flywheels perform noticeably better. In this region,
the conversion efficiency difference lets flywheels utilize storage better because
they do not waste as much energy in the storage process. However, as seen in
Figure 3.7, once a certain value of K is reached, PES and flywheels achieve the
same variation reduction. While PES is significantly cheaper flywheels, it is
unlikely to be used in distributed, single turbine wind generation because of
the land requirements to build such a system.
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Table 3.3: Storage parameters of current technologies with 33 kWh energy
capacity
[Parameter Batteries] Flywheels] PES
Charging rate [MW] 0.1 1 1000
Cycles per lifetime 5000 35000 35000
Cycles per month for 10 year lifetime 42 300 300
Efficiency 0.95 0.92 0.78
Approximate cost of energy capacity $99k $165k $3.3k
I
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Figure 3.8: Fraction of natural variability possible with different storage tech-
nologies
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3.4 Conclusions
To support a single 2 MW turbine, 33 kWh of storage able to charge or dis-
charge at 200 kW and able to sustain 170 full charge/discharge cycles per
month is required. The storage energy conversion efficiency required depends
on the amount of power required to be captured from the wind. However, if
80% capture is allowed, storage efficiency has little effect on the performance
and a 10-fold reduction in power variations is possible. These requirements
show what goals storage devices under development must meet to use storage
to mitigate wind fluctuations.
The storage sizing results represent the maximum possible performance of
storage because they assume a complete knowledge of the wind power profile
and use an optimization algorithm to find the set of control decisions that
minimize fluctuations. Without full knowledge of the future wind profile,
significant decreases in performance are expected. To see this affect, I reran
the optimization with a finite time horizon. This broke the optimization of
the interval into
N = Tinterval
Thorizon
smaller optimization problems. Since the algorithm only sees Thorizo minutes
of data, it can not make decisions to charge storage in anticipation of drops
in wind power production or empty storage before a peak. Overall, a huge
decrease in performance was seen, as shown in Figure 3.9 for the storage system
with the above parameters. The maximum variation reduction is now only to
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Figure 3.9: A finite time horizon of the future wind profile decreases the
effectiveness of using storage to mitigate fluctuations.
30% of the natural variability of the wind. Accurate predictions of the future
wind profile would allow the system to plan storage control actions and achieve
performance between this and the theoretical maximum. A discussion of how
a forecast affects performance will be made in Chapter 4.
While it may be impractical to install storage units with every single wind
turbine due to their expense, these results show a modest storage capacity
with respect to the maximum power output of a turbine can achieve a large
reduction of the variability in wind. With aggregates of turbines expected
to have less variability less storage capacity, smaller storage requirements are
expected per unit of generation.
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Chapter 4
Analysis of an Aggregate
System and Value of a Forecast
Wind turbines are usually grouped together in wind farms. The aggregation
of turbines means there is some averaging of the wind power production of
individual turbines. However, not all fluctuations are averaged, and variability
is still seen in wind generation from wind farms. Most obvious is the variation
in wind energy production from the daily cycle of wind speeds.
To simulate aggregated wind generation, I used the wind generation data
from the Bonneville Power Administration [25]. Yearly datasets of the com-
bined power generation from all of the wind farms in the BPA's area were
available with 5 minute time resolution. This data serves as the wind power
input into my model of wind generation and storage. I use the same model of
electricity storage as in Chapter 3, which uses equations 2.1 and 2.2 to sim-
ulate the behavior of the storage device. One week of generation data from
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the years 2007 - 2011 from the BPA dataset was used. The capacity of the
wind generation in the BPA system increased over time and the statistics of
the wind were different for each. The weeks chosen from each year were taken
from different months to prevent any kind of seasonal bias.
Instead of smoothing minute by minute fluctuations for the aggregate gen-
eration as I did for the case of the single turbine, I chose to investigate how
wind generation could adhere to a schedule of generation. In a real power grid
system, unit commitment is performed ahead of time to schedule generators
in advance of their operation. Wind generation must be able to interact with
this generation market if it is to be incorporated into the grid. Therefore, it
is necessary for the wind generators to forecast their future energy produc-
tion and maintain commitments to schedules the same way traditional, dis-
patchable generation does. Like traditional generation, wind generators must
maintain their generation nearly constant during their commitment intervals.
This means two factors can affect the ability of wind generators to meet their
generation schedule: 1. The natural variability of wind and 2. Variability
associated with predictions that over or under predict wind generation. To see
the effects of prediction accuracy, I did not optimize control decisions over the
entire production interval. Instead, I used a finite time horizon of future wind
forecasts. Additionally, I used a forecast of future wind production instead of
using the actual values of future production. In this way, I was able to simulate
wind generation with uncertainty and how it was affected by the constraints
imposed by the requirements of the unit commitment schedule.
Unit commitment of electricity generators is performed in advance of gen-
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eration. Generators make bids of their pricing for future power production
and a system operator picks how to cost effectively schedule generators. This
allows generators to plan to start up or shut down. It also allows slow ramping
generators to adjust their production. I do not model the bidding structure
in my model. Instead, I assume that the system operator schedules wind
generators at the power it forecasts for future commitment time intervals.
In my model, I account for the market schedule by introducing three
timescales, tLA, tc, and tD. tLA, the look ahead time, gives the amount of
time ahead of generation a schedule is made. tc, the commitment time, gives
the length of time a constant commitment must be kept. The delivery time,
tD, is the timescale power is delivered on and deviations within this time are
penalized.
tLA ahead of the start of a commitment interval, the power generation for
that interval is scheduled. The generator is scheduled to have constant output,
Pet, for the length of the commitment interval. At all times up to tLA, the
generator's power output has already been scheduled in blocks of length tc.
The scheduled power of future commitment intervals can always be changed
until the start time of one is tLA away, at which point it is fixed. Therefore, to
make up for differences in its commitment and the actual availability of wind
power, the generator/storage system must use the charge and discharge of the
storage device to make up for deviations in the wind power from the binding
Pset schedule.
Wind power is delivered on shorter time intervals, tD, within the commit-
ment time. A generator is penalized for the deviation of the actual delivered
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power, Pdel, from Pet on each delivery interval. This means that an intermit-
tent resource like wind must either under promise generation and curtail wind
or incorporate some kind of storage or fast ramping generator to correct for
imperfect scheduling and wind variability during delivery intervals to avoid
penalization.
In my model, I tested look ahead times of tLA = 30, 60 and 90 minutes.
Commitment times, to were set to 15,30,45 and 60 minutes. Deliveries were
always made on 15 minute intervals, tD = 15 minutes . The time horizon,
Th, on which a forecast of future generation was available, was set to 270. I
tested the energy capacity of storage and the charging capacity as a function of
forecast accuracy. I did not consider the cycling of storage because of the finite
time horizon and concerns of budgeting cycling across optimization problems.
4.1 Optimization
To minimize the deviation of the power deliver Pdee from the schedule Pset,
I used CVX's optimization capabilities to choose future Pet schedules and
the charging, discharging, and curtailment decisions of the storage device [20].
The optimization was performed over the time horizon Th. The optimization
was redone every tD minutes. The forecast updated every time the optimiza-
tion was performed. The objective function of the optimization problem was
expressed as
Th
min (Pdei (t) - Pset(t))2  (4.1)PcPdPhP.et t=1
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Figure 4.1: Timeline of scheduling power for delivery. Some variables are up
for optimization; others have been fixed in previous optimizations.
where the variables available for optimization are Pc, Pd, and P1 , the charging,
discharging and curtailment decisions respectively, and Pet for commitment
intervals starting after tLA. A timeline showing which variables are up for
optimization and when Pet is fixed is shown in 4.1.
As with the single turbine, the actual cost of deviations is unknown, so I
seek to minimize (Pdel(t) -Pet(t)) 2 . Missing the schedule by a larger amount
will incur greater costs as other generators would have to compensate for the
mismatch to still meet demand. The greater the difference, the more burden
is placed on other components of the system, thus the quadratic cost.
The optimization used the same constraints as in Section 3.1 to constrain
the behavior of the storage device. Again, the energy flow in storage was
modeled with equations 2.1 and 2.2. Energy capacity, Ecap and the maximum
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charge and discharge rates, Pap were constrained. The wind energy delivery
was still constrained with r,, specifying the fraction of the available energy
that must be delivered to the grid. The cycling constraint, equation 3.7 was
removed because the optimization did not consider the entire interval. Prop-
erly budgeting the amount of allowed cycling would be difficult, thus it was
assumed that the storage device would have enough cycling capacity to sustain
whatever Pc and Pd the algorithm found. Finally, Pet was also constrained to
be positive.
The optimization of the Pet decisions resulted in a schedule where Pet was
close to the mean power forecasted to be available during each commitment
interval. Because the algorithm sees a forecast with error, Pet is set based
on the expected future wind availability, so it is not exactly the mean of
available power. The addition of storage allows Pc and Pd to compensate for
the difference of Pet and Pwind. The performance of a storage device with
Ecap = 10 MWh and Pap = oo for the year 2007 is shown in Figure 4.2. It is
seen that Pet follows the wind trace very well. Figure 4.3 shows the charging
and discharging of storage over the week. As seen by the number of times
storage is fully charged or discharged on a single time interval, this amount of
storage is insufficient to compensate for the variability of wind. Zooming in to
times 5500 - 6500 minutes in Figure 4.4, mismatch between Pet and Pdel can
be seen, especially in intervals where the generation rapidly increased over a
span of to.
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Figure 4.2: Plot of Pwind, Pet and Pac for the week in 2007.
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Figure 4.3: Storage state for the week pictured in Figure 4.2.
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Figure 4.4: Plot of Pwind, Pet and Pdel for the week in 2007.
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4.1.1 Formulation
The aggregate turbine optimization problem can be summarized as follows:
Th
min (Pel(t) - Pset(t))2
Pc,Pd,PI,PsetP XdPIXI-tt=1
subject to:
Pdel(t ) = Pind(t) + lPd(t) - Pet) - PI W,
E(t + 1) = E(t) + (7Pc(t) - Pd(t))/AT,
0 < E(t) Ecap
0 < Pc(t), P(t) Pep,
Pdei(t), P(t), Pet ;> 0
T T
Z(P(t) + 77Pc(t) + 77Pd(t)) 5 (1 - n) Z Pw(t)
t=1 t=1
The parameters in this optimization are Ecp, Pcp, q, and K. Ecap, Pcap, and
77 define the capabilities of the storage system. K parametrizes rules dictating
how much wind energy must be captured. Pwind represents the wind power
time series, taken directly from the BPA data. Pwind was modified to include
an erroneous forecast of future wind each time the optimization was run. AT
was 5 minutes, the time resolution of the BPA data. Pc, Pd, P,Pet, and Pdel
are the optimization variables. The value of Pdae is completely defined by Pc,
Pd, P and Pwind. This optimization was redone every tD minutes over a week of
generation data from the BPA dataset. Pc, Pd, P, new Pet, and PdeI decisions
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were set and saved for the optimized time interval. Pc, Pd, P, Pset, and Pdc
decisions were made for time beyond tD during the optimization, however,
these could be adjusted in the next optimization interval, as indicated by the
timeline in Figure 4.1.
4.1.2 Measurement of performance
The performance of the generation/storage system was measured by consider-
ing the RMS error of scheduled and delivered power mismatch:
PRMS - 1(Pdel(t) - Pet(t)2  (4.2)
where T is one week, the length of the full dataset. PdI(t) and Pet(t) were
saved in the optimization on every interval tD so the performance of the system
could be measured with the equation above. This performance metric gives the
cost of the mismatch between the delivery and the schedule for all intervals.
As in Section 3.3, increasing Ecap and Pcp showed a trend of diminishing
returns. Performance quickly improved as the capacity parameters increased
and then reached a plateau. To approximate the point of transition, E*ap for
energy capacity and P*ap for power rating, the intersection of a linear fit of the
plateau region and the end of the decreasing region, shown in Fig. 4.5, was
found. At this critical point, the storage system has the minimal values of its
properties for which the error is nearly completely removed. This represents
the cheapest storage option to achieve optimal performance.
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Figure 4.5: Finding E*ap required approximating the point at
reached its asymptotic behavior. The intersection of linear
before and after the transition was the measure of Ec*ap .
which the RMS
fits of the data
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4.2 Perfect Knowledge of the Future
First, I considered a system with no forecasting error. I used the values of
tc = 60 min, tD = 15 min, and tLA = 90 min. The values of Pwind given to
the optimization were the values Pwind would take. I still used a finite time
horizon. This allowed me to size the storage system required if a wind farm
had perfect forecasting capabilities. It meant that deviations of Pind from the
Pet values were only the result of the natural variability in the wind signal.
Therefore, storage was only compensating for the natural variability of wind,
supplying power during commitment intervals when the wind signal was lower
than the set point and absorbing power when it was higher.
In examining the parameters of interest, it was found that r/ and K did
not change the performance of the system. This is because the deviations of
Pset from Pwind were very small compared to the actual generation of wind. A
comparison of the natural variability of the wind and the installed capacity is
shown in Table 4.1. Cycling power through storage did not waste enough of
the available power for the model to be constrained by constraint equation 3.9.
I set K to 0.99 and r to 0.80 in this study to represent a moderately efficient
electricity storage system acting in an environment that required the grid to
receive almost all of the available power from wind.
4.2.1 Energy Capacity
First, energy capacity was sized. Pp was set to oc, unconstrained, in the
optimization problem. E, was tested. The time scales of the problem were
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Figure 4.6: E* required to suppress wind fluctuations and maintain a sched-
ule increased as the generation capacity and wind variability increased.
Table 4.1: Wind variability compared to installed generation capacity for the
BPA datasets.
Year o-,ming [MW] Installed wind generation [MW]
2007 16 772
2008 31 1496
2009 42 2115
2010 57 2780
2011 70 3788
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Table 4.2: Storage required to meet schedule for a perfect wind forecast. to
60 min, tD = 15 min, and tLA = 90 min.
Year Uwind [MW] E*ap [MWh] [h] Pe*,, [MW] [min]POwind apr*
2007 16 30 1.9 125 14
2008 31 55 1.8 213 16
2009 42 73 1.7 350 13
2010 57 92 1.6 430 13
2011 70 167 2.4 600 17
set to to = 60 min, tD = 15 min, and tLA = 90 min. A plot of PRMs for
the weeks in the years 2007 - 2011 are shown in Figure 4.6 and the values
of E*p are shown in Table 4.2. For each year, there is a sufficient amount
of storage, Ec*ap, required to suppress the fluctuations so wind can maintain
its generation schedule. The ratio of PRMs with sufficient storage capacity to
PRMs with zero storage capacity goes zero when storage capacity is at least
Ec*ap. With a perfect prediction, it is possible to entirely eliminate variations
from the schedule with sufficient capacity.
The amount of required storage was roughly proportional to the natural
variations of the wind, Uwind, measured as the standard deviation of the wind
on intervals of length tc. Umena represents the average size of the difference of
Pwind and Pet when Pet is the mean of Pwind during a commitment interval of
length to. Because storage is compensating for deviations that are on average
Owind large, it follows that the required amount of storage is proportional to
awind-
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4.2.2 Power Capacity
To find the power capacity required to suppress fluctuations and maintain
scheduled production with a perfect forecast, Ec, was set to the value found
for each year. The value of Pcap required to drive deviations from the schedule
to zero was found. The values of the charging rate required to suppress fluc-
tuations are shown in Table 4.2. The timescales were kept at tc = 60 min, tD
= 15 min, and tLA = 90 min.
The required charging rate was found to be proportional to Ec*ap. The
constant of proportionality was 15 minutes, which is equal to tD. This means
the storage device must be able to fully charge or discharge over a delivery
interval.
4.3 Forecasting
Realistically, a wind generator will have an imperfect forecast of future gen-
eration data. This will cause the generator to pick a Pet schedule based on
that forecast instead of the actual Pwind availability. To incorporate forecast-
ing, I added random errors to the Pwind signal. The optimization algorithm
saw these forecasted wind power possibilities for times tD to tH ahead of the
current time. The optimization picked values for Peet and Pdej based on this
forecast.
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4.3.1 Forecast Methods
In the absence of real forecast data, I created three artificial models to simulate
a forecast. The forecast of the wind was updated at each time step tD according
to one of the following three procedures:
Model A: Gaussian Noise
In the first model of forecast, Gaussian noise ((t') was added to the wind time
series to create a forecast of future generation: Pwind(t') = Pwind(t') + (t')
where t' E [t + tD, t ± tH]. The Gaussian noise was mean zero and had a
variance o-forecast that grew as a function of t' to reflect greater uncertainty
about events farther in the future. To compare forecasts of different qualities,
I used the standard deviation of the forecast error O-err calculated via averaging
the variance over the interval [t + tLA, t + tLA + tC], the time period where Pet
decisions are made. Errors in the forecast seen by the optimization algorithm
during this interval will cause the wind generator to over or under commit
wind power. To prevent the wind generator from missing the Pet schedule,
storage must be used to make up for the difference in Pet and Pdel, otherwise
the system pays penalties for not meeting demand, increasing PRMS.
This model of the forecast was unbiased. The mean of the forecasted
wind signal its the same as the real wind signal's mean. The main downside
of this approach was that the variability of the forecasted wind on tH was
about 1.4 - 2.5 times higher compared to the actual wind variability since the
random noise adds variability that is not seen in the wind data alone. However,
this forecast well represents persistence and changes in the wind generation.
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Since it is only adding noise to the wind data, it retains information about
when wind power ramps up or down or changes according to daily patterns.
Forecast A seeks to mimic high-quality forecasts available from meteorological
measurements.
Model B: Constant Persistence
The second forecast model considered was a simple persistence model seen in
reference [17]. In a persistence model, the wind generation is predicted to be
the same as its current generation. This model gives the maximum likelihood
of future generation given the current generation state: on average, wind gen-
eration has the same mean in one time interval to the next. However, the
constant value of wind generation forecast by this model is entirely unrealistic
as it does not capture any trends in future generation profiles. On a given
interval, this forecast is biased. It can lead to a prediction that completely
over or under predicts the wind generation on the entire interval as the cur-
rent value of wind generation is a poor representative of the mean of future
wind generation. Pset values made with this forecast did not even come close
to the Pwind profile. After attempting storage sizing with this model, it was
seen that storage capacities required were on the order of the total amount of
power produced in the week of data. Because this forecast resulted in poor
performance and did not represent future wind generation at all, it was not
used in the following analysis.
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Model C: Linear Persistence
The last forecast model considered was a persistence of linear trends in the
wind production. In this model, a linear fit of the previous hour of wind
data was made. Future generation was forecast from the extrapolation of this
linear fit. This forecast caused gross over or underestimation of the wind if
the wind did not continue to increase or decrease the same way it did in the
previous hour. As with model B, it failed to capture the behavior of the future
generation profile and also resulted in extremely large storage requirements.
For the same reasons as with model B, forecast model C was not used in any
of the following analysis.
4.3.2 Energy Capacity
Using forecast model A to create a wind generation forecast, storage was sized
to allow wind power to meet its schedule. For each year of generation data,
the storage required under forecasts of various accuracies was found. The
timescales were not changed from to = 60 min, tD = 15 min, and tLA =
90 min. The forecast errors, Uerr, for each year are shown in Table 4.3. The
performance of storage systems for the year 2009 with the forecast errors given
in Table 4.3 is shown in Figure 4.7.
A larger forecast error correlates with a larger storage requirement. How-
ever, the storage requirement is not proportional to the amount of error, as
shown in Table 4.3. For example, for aerr ~ 50 in the years 2007, 2008 and
2009, the storage requirements were 1000, 1232 and 1445 MWh, respectively.
For a given 0 err, the storage requirement increased in each year. This is be-
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Figure 4.7: Power fluctuations, as measured by PRMs, versus the E., for an
unconstrained P., for a range of forecast errors Uerr.
cause the forecast error is not the only variability contributing to the need for
storage. The natural variability of the wind also contributes. As seen in sec-
tion 4.2.1, larger natural wind variabilities contributed to larger storage needs.
Since the natural variability increased year to year, the storage requirement
for a 50 MW forecast error also increased.
A new quantity was required to describe the total amount of variability in
the forecast model to incorporate both forecast error and natural variability
since deviations of Pset from Pwind are the result of both the natural variability
of wind and its prediction error. The total variance is therefore proportional
to the sum of the variance of the wind and the forecast. The total variability,
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Table 4.3: Forecast errors and required storage capacity by year, to = 60 min, tD = 15 min, and tLA = 90 min.
2007 2008 2009 2010 2011
oerr E* , err E er, E* Uerr E* er E
[MW] [MWh] [MW] [MWh] [MW [MWh] [MW] [MWh] [MW] [MWh|
50 1000 111 2775 152 3247 204 4428 255 4726
39 715 85 2014 117 2472 157 3427 196 3931
25 500 56 1232 76 1832 102 2540 128 2744
17 387 37 695 51 1445 68 1713 85 2249
400-
* 2007
M 2008
y2009
300 *2010
A 2011
200
9100
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Figure 4.8: The required storage capacity is directly proportional to the total
deviation of the wind and forecast. The starred data points show the cases
where there is a perfect forecast and only natural wind variability ownd affects
the required storage capacity.
otot is therefore calculated in the following manner:
Utot = wind + Ore (4.3)
With this new quantity, it was possible to compare data with a forecast
error across different years. A plot of the required storage vs the total variabil-
ity is shown in Figure 4.8. E*,P for a perfect forecast is also shown. The plot
shows a strong linear correlation between the total variability and the storage
requirement that carries across all years and includes the values with perfect
forecasts.
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Using the proportionality shown in Figure 4.8, the value of E*, is given
by
E*, = r win + o7, (4.4)
where T ~ 1.6 hours for tc = 1 hour.
Commitment Time vs Energy Capacity
In order to understand how the value of the fitting parameter r depends on
the timescales of the problem, I first ran simulations with different commit-
ment intervals to that ranged from 15 to 60 minutes. In these simulations the
look ahead time tLA was kept at 90 minutes and tD was set to 15 minutes.
Longer commitment intervals required more storage for the same amount of
total variability aott because the scheduled power Pet had to be maintained
for a longer amount of time and thus there were more time intervals for a vari-
ation to occur on. I found that the value of r scales linearly with tc, while the
qualitative shape of the PRMS vs storage capacity curve results remained the
same. In Figure 4.9, I show the dependence of E*,, on atot for different values
of tc. For each tc, the curve has a different slope relating how critical stor-
age capacity E*, scaled with total error at&t. Plotting the commitment time
length tc vs storage per unit error revealed a linear trend. This means that
the required storage scales linearly with the timescale to. Based on these ob-
servations, the following formula is proposed relating the capacity, variability
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Figure 4.9: The storage commitment per unit error (slope of Fig. 4.8 for 1
hour) scaled linearly with tc. The different traces show tLA = 30, 60, 90 min.
and commitment time.
E*,= 1.6tc V n +2 o2,.,, (4.5 )
The proportionality coefficient between EcL,, to andgoe,, was empirically de-
termined to be 1.6, as shown in Figure 4.9.
Storage Capacity vs look ahead time
Next, I tested how the look ahead time, tLA, affects the critical amount of
storage EL*, required to suppress the power output fluctuations. I tested tLA
from 30 to 90 minutes and minutes and found that the value of Ec*a, did
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not change as a result of a different look ahead time. The results of the
corresponding simulations are also shown on the Figure 4.9. The amount of
time ahead a schedule is set does not change storage requirements so long as
the prediction for generation ahead of that time can properly represent the
actual behavior. As long as the forecast of the generation at tLA is a good
representation of the winds qualitative behavior, generation can be scheduled
far in advance. The effect of tLA is indirect: simulations with larger tLA do
have larger aerr, and thus require higher critical capacities Ec*', as can be seen
from equation 4.5. However, this does not affect the proportionality of ,
so tLA does not enter into storage sizing.
Collapse of data
Similarity of the results, specifically the capacity vs PRMs plots that I observed
in different settings, suggests that the dependence of the PRMS on all the
system parameters can be captured in a single simple formula. For all years
and commitment intervals, the storage capacity vs RMS had the same shape,
a sharp decrease followed by a steady asymptote. Since each dataset showed
the same trend, it was natural to nondimensionalize the parameters and test
if the data collapsed to a single curve. Using the relation in equation 4.5, the
storage capacity was normalized by a factor of 1.6tcortot and the RMS error
was normalized by aot&. The new scaling resulted in a capacity of 1 as Ec*ap .
It also scales the RMS error of the entire simulated week by the total wind
variability. Because of the sharp decay, the observed curve can be reasonably
well approximated by a simple exponential fit. To prevent a systematic bias, 5
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Figure 4.10: Exponential fit of nondimensionalized capacity Ecap/(1.6tcatot)
vs dimensionless RMS error PRms/-tot. This fit captured the sharp decrease
to an asymptote observed in all of the capacity simulations.
different combinations of year and commitment time were used. The resulting
fit is shown in Fig. 4.10 . This fit allows us to conclude that the best achievable
RMS error is 0.04% of the total variability, 95% better than what is achievable
with optimized scheduling and no storage at all.
4.3.3 Power Capacity
With the requirements for Ecap fully determined, I next found Pe*,, required
to maintain a commitment schedule. To size power rating independently of
the storage capacity, I set Ecap = E*,,p for a given -er, and tc. Figure 4.11
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shows the dependence of PRMS on Peap. As with the energy capacity sizing,
the qualitative behavior of a sharp decrease in PRMS followed by a plateau in
performance beyond P*,, is seen.
By simulating datasets from different years and generating a family of
results similar to those in Figure 4.11, I found that P*,,p does not depend on
the forecast error. Pe*,, is the same with all forecast values as it is when a
perfect forecast is given. P*aP scales as
* - E*ap(wind) _ l. 6 tCOwind (4.6)
cap tD tD
Where Ec*ap(gwind) is the storage required for a perfect forecast, calculated
in section 4.2.1. In order to completely remove the mismatch between the
committed and delivered power the ESS needs to have the ability to to fully
charge or discharge the amount of storage required to suppress the natural
variability of the wind. The quality of the forecast does not affect the sizing
of storage charging rate.
4.4 Conclusions
Using historical data, it is possible to predict the size of a storage system
required to allow a wind farm to meet a generation schedule. As long as the
natural variability of the wind generation is known and a forecast accuracy is
specified, Ec*aP and P*a,, can be calculated.
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Figure 4.11: PRMs versus Pcap for perfect and imperfect forecasting. Each
plateaus to a constant value at the same power rating. In these simulations,
the storage energy capacity was set at E* (,,er,). Note that the saturation of
imperfect forecast plot happens at extremely low PRMS values.
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4.4.1 Value of forecast
A good forecast (small -err) of future wind will necessitate a smaller amount of
storage to compensate for prediction errors. However, because of the natural
variability of wind, storage is required even if the forecast is perfect.
Nature of forecast
Forecasts must be unbiased so they do not over or under-predict wind. All
of the forecast models considered were unbiased when all time intervals were
considered. However, the constant persistence (model B) and linear persis-
tence (model C) forecasts created biased predictions of the wind on individual
intervals. The persistence models only considered what had previously hap-
pened, so on some intervals, wind was over predicted at all forecasted time
steps while others were under predicted. Since both of these forecasts con-
sistently produced wind predictions that were very different from the actual
behavior of the wind, generation was poorly scheduled and storage was often
completely drained or filled and was not able to make up for the mismatch be-
tween Pet and Pwind. The Gaussian model of forecast error produced forecasts
that looked most like what the wind would actually do, even if it had a larger
variance in comparison to the actual wind data. This model was unbiased
at each interval, so wind delivery was scheduled closest to its actual profile.
Relying only on the statistical properties of the wind or its history is not suffi-
cient to form a sequence of future energy deliveries that can be achieved with
reasonable error and storage capacity. Wind forecasts must therefore be based
on some kind of sensing of wind speeds or meteorological algorithms in order
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to accurately predict when and how wind generation will change.
Forecast Error
Considering only the Gaussian model of wind error, analysis of the value of a
good forecast is possible. Storage capacity was shown to scale linearly with
the amount of total wind error in Figure 4.8-and is calculated with equation
4.5. This error has two components, the natural variability of the wind in a
commitment interval of length to and the prediction error tLA minutes in the
future, the time when the committed power, Pet, is being scheduled. The
importance of forecast accuracy can be assessed by observing the limiting be-
havior of o-tot in equation 4.3. The dependence of -tot on Uwind means that
even perfect forecasts require storage, as a constant committed power has to
be delivered, as shown in Figure 4.6. It also means that reducing the error
of a forecast much below the natural variability of the wind will not reduce
the storage requirements of the system appreciably. Therefore, when assessing
tradeoffs between investing in storage units or forecasting capabilities, great
savings in storage can be made by having forecasting accuracies up to the
same error as the wind variability. However, beyond this, additional forecast-
ing would be wasted because there is no real capacity savings. A forecast
able to correctly predict the mean value of wind on intervals of length tc is
most valuable in terms of sizing storage. Forecast error does not affect the
storage ramping rate, so the cost of power capacity of storage is independent
forecasting quality.
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Timescales
Changing the timescales of unit commitment can also change the storage re-
quirements. Reducing the length of commitment intervals will result in smaller
energy capacity requirements. However, increasing the length of a delivery in-
terval will result in a larger required storage charging rate. Changing the look
ahead time will have no effect other than to change the forecast accuracy,
which in turn changes the capacity sizing.
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Chapter 5
Conclusions
The goals of this study were to determine:
1. The characteristics of a storage system that have the greatest effect on its
ability to mitigate fluctuations and
2. The value of an accurate forecast of wind availability in terms of the amount
of storage required to compensate for inaccuracies.
5.1 Important Characteristics of Storage
Chapter 3 explored the relevant properties of storage to suppress power fluc-
tuations. The energy capacity, charging rate, and cycling lifetime all showed
a minimum required value beyond which there was no further improvements
in performance. These values, 33 kWh of storage able to charge or discharge
at 200 kW and able to sustain 170 full charge/discharge cycles per month,
are able to suppress 80% of wind fluctuations for a 2 MW wind turbine. The
storage charge/discharge efficiency does not have a strong effect on the perfor-
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mance. The low importance of storage efficiency was also observed by Black
and Strbac [13]. A storage technology with these minimum requirements would
represent the cheapest solution for reducing wind variability.
The analysis showed that cycling was the most binding constraint. Limit-
ing the number of allowed charge and discharge cycles limited the how much
energy the storage device could displace during peaks and troughs of gener-
ation and thus the possible performance improvement. This was supported
by the technology comparison. PES and flywheels, with their ,high cycling
lifetime, outperformed batteries in mitigating wind variability.
As stated in Chapter 1, electrical storage is not the only way of mitigating
wind variability. Fast ramping generators able to adjust power output could
be co-located with wind turbines to match fluctuations [6]. Like storage, this
generator would supply power when wind generation was low. Unlike storage,
it would not be able to absorb power, however, if it decreased its production
from an average set point, this would be equivalent to absorbing energy from a
peak in generation. From the storage sizing requirements, a 400 kW generator
operating at an average of 200 kW would be able to act as the storage device.
However, it would have to be able to adjust its minute by minute power output
by as much as its full 400 kW capacity to track the wind power generation.
Generators are not currently capable of this fast response and further simu-
lations would be required to determine the exact requirements of using a fast
ramping generator to provide the same fluctuation mitigation storage achieves
[6].
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5.2 Value of a forecast
Forecast accuracy affects the ability of a wind generator to schedule future gen-
eration. Using a storage device helps a wind generator maintain a generation
schedule when wind generation does not match the set generation schedule
exactly. This helps the wind generator maintain constant output and avoid
taking penalties for failing to meet its generation schedule, making it possible
for it to participate in the electricity production market. To achieve the best
possible performance, the storage requirement scaled linearly with the total
amount of variability in the system. If storage meets this requirement, 95%
improvement in meeting a schedule over the same system with no storage is
possible.
The total variability was related to both the natural variability of the wind
and the error of the forecast, as shown in equation 4.4. Therefore, for large
forecast errors with respect to the natural variability of the wind, the storage
requirement scales linearly with the error. As forecasting error approaches
zero, the storage requirement only compensates for the natural variability of
the wind. Forecasting is therefore as valuable as the storage capacity it is
effectively replacing. It has limited value if its accuracy is smaller than the
natural variability of the wind because it is not displacing much capacity.
Predicting the mean value of wind production on commitment intervals it is
scheduled is most valuable. If this prediction is correct, the storage device
will only have to compensate for the unavoidable natural variations in wind
production.
Wind power will be able to be incorporated into the electricity grid as long
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as measures are taken to stabilize its intermittency. The proposed storage
requirements are one way this can be achieved.
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