In this paper a heuristic algorithm is presented for scheduling in flowshops with the objective of minimizing the sum of completion times or total flowtime of jobs. The algorithm is developed by considering the lower bound on completion times of jobs for various stages of flowshop. Since the proposed lower bound will also hold for the flowshop with no job-waiting constraint at some or all stages of processing, the heuristic can as well be applied to such flowshop problems. The performance of the heuristic algorithm in all types of flowshop problems has been evaluated. It is found to be consistently good and superior to the existing flowshop scheduling algorithms.
Introduction
The study of flowshop scheduling has attracted considerable interest among researchers over the last three decades. Ignall and Schrage [8] and Lominicki [10] have developed the branch-and-bound algorithms for scheduling to minimize makespan. Heuristic algorithms have been proposed by Campbell, Dudek and Smith [3] , Dannenbring [5] , Stinson and Smith [15J and Nawaz and Enscore [12J. Ignall and Schrage [8J and Bansal [IJ have developed branch-and-bound algorithms for solving the flowshop scheduling problem with the objective of minimizing total flowtime of jobs. Heuristics to achieve this objective have been proposed by Gupta [7] based on weaker form of Dudek-Teuton dominance relations and by Miyazaki, Nishiyama and Hashimoto [11] based on the adjacent pairwise interchange of jobs. Szwarc [16] has analysed some aspects of the flowshop scheduling problems with the total flowtime criterion.
A constraint that is sometimes encountered in flowshops is that a job once started should be processed through all the stages without waiting. If necessary, the start of the job is delayed so that no job awaits processing at any stage except before the first. Wismer [18] and Reddi and Ramamoorthy [14] have solved the constrained flowshop problem with the objective of minimizing the makespan. With this objective, Bonney and Gundry [2J and King and Spachis [9] have developed heuristics. Van Deman and Baker [17] have developed a branch-and-bound algorithm to minimize total flowtime.
The experimental study of a comprehensive performance measure in the flowshop scheduling problem has been conducted by Gupta and Dudek [6] . The study has revealed that scheduling to minimize total flowtime would result in minimizing total scheduling cost more than that obtained by scheduling to minimize makespan. The industrial survey undertaken by Panwalkar, Dudek and Smith [13] has confirmed that minimization of total flowtime is often found to be an important objective in real life situations.
In this paper, a heuristic algorithm for scheduling in flowshops with the objective of minimizing the total flowtime of jobs is presented. The necessity for a heuristic arises due to the NP-completeness of the most of the scheduling problems. The proposed heuristic can be
Terminology
Let n be the number of jobs to be scheduled. m the number of stages in the flowshop. tij the processing time of thei-th job at the J ·th stage. a the available partial schedule. 7r the set of unscheduled jobs. a, b jobs in the set 7r.
q( a, j) the completion time of the partial schedule at stage j. LB( aa, j) the lower bound on the completion time of job a at stage j when the job follows a.
Suak the sum of lower bound on completion time of job a for the last k stages, k = m, m-I, m -2, ... ,2, 1.
Development of the Algorithm
In order to minimize total flowtime, we need to build up the schedule in a smooth and gradually increasing manner, i.e., the jobs with smaller processing times are to be scheduled ahead of the jobs with larger processing times (Collway et al. [4] and Szwarc [16] ). Keeping this in mind, we develop heuristic preference relations considering the lower bound on the sum of completion time of a job for various stages.
When the flows hop is empty, the completion time of job a at stage p is given by [L~=1 tllj]' When a partial schedule a is available, a weak lower bound on the completion time of job a for stage p is given by
Therefore the sum of lower bound on completion time of job a for m stages is
The sum of lower bound on completion time of job a for the last k stages can be obtained recursively as
The following heuristic preference relation is proposed: (6) or if (7) This deduction leads to the generation of a schedule obtained by rank-ordering the jobs in the ascending order of value of Tj. Likewise by letting k = 111 -1,111 -2,··· ,2,1 in Eq. 4 and using the relation 5, we obtain at most (m -1) additional schedules.
The step by step procedure of the heuristic algorithm is as follows:
Step 1: Set p = 1.
Step 2:
Step 3: Form an array of jobs by arranging them in the ascending order of value of Tj. Ties can be broken arbitrarily.
Step 4: Take the array of jobs so formed as a schedule and evaluate it with respect to total flowtime of jobs.
Step 5: If p = m, go to Step 8.
Step 6: Update
Step 7: Let p = p + 1 and return to step 3.
Step 8: Choose the schedule, out of the at most m distinct schedules thus generated, that minimizes the total flowtime the most. STOP.
It can be seen that the lower bound on completion times of a job for various stages will also hold good for the constrained as well for the hybrid flowshops. Hence the heuristic algorithm can also be applied to such flowshop scheduling problems thereby having a wide spectrum of application.
A Numerical Illustration
Consider a flows hop with four stages. There are five jobs to be scheduled without any constraint on waiting (i.e., general flows hop ) and their processing times at various stages are as follows: Stages The objective is to minimize total fiowtime of jobs.
I-st schedule:
Rank ordering the jobs in the ascending order of value of Tj yields the schedule {45312}. The sum of completion times of jobs in this schedule is 384. Set p = 1.
2-nd schedule:
Similarly Ta = 108
Rank ordering the jobs in the ascending order of value of Tj yields the schedule {45312}. This schedule is same as the first schedule. Set p := 2.
Similarly by repeating the procedure of updating Tj, rank ordering the jobs, generating a schedule and evaluating it, the schedules obtained are as follows: The schedule {45312} is selected as it yields the least value of total fiowtime of 384. The schedule {45123} yields the optimal total fiowtime of 373. The percentage error of the heuristic solution is = (384 -373) * 100/373
Suppose we introduce the constraint of no job-waiting in the flowshop. The computations involved in solving this problem are as follows: Schedule  Tl  T2  T3  T4  T5   Schedule  Total  generated  generated  flow ti me  1  135  158  111  79  97  {45312}  400  2  128  145  108  68  91  {45312}  400  3  96  114  80  48  81  {43512}  403  4  54  62  49  27  46  {45312}  400 The schedule {45312} is selected as it yields the least value of total flowtime of 400. The schedule {45123} has been found to yield the optimum total flowtime of 381. The percentage error of heuristic solution is = (400 -381) * 100/381 = 4.99%
Computational Experience
The applicability of a heuristic algorithm depends on its performance, i.e., the quality of the solution for a given computational time. Hence a large number of experiments has been conducted to investigate the effectiveness of the proposed algorithm. The experimentation has been carried out in three phases: first the general flowshop problem is considered and the performance of the proposed algorithm is compared with Gupta's MINIT algorithm and Miyazaki's algorithm for 1170 problems; next the constrained flowshop problem is considered and the performance of the proposed heuristic is evaluated for the same 1170 problems. Finally about 3200 hybrid flowshop problems are considered having the constraint of no job-waiting applicable to 25%, 50% and 75% of the flowshop. All the algorithms have been programmed in FORTRAN IV for an IPL 4443 System using WATFIV Compiler. The processing times of the jobs have randomly been generated from a rectangular distribution ranging from 1 to 99. The heuristic solutions are compared with the optimal values for 720 problems having 5, 6, 7, 8, 9 and 10 jobs. For problems having larger number of jobs, the relative percentage error is determined as follows:
where F' denotes the best heuristic solution. The results of evaluation of absolute and relative error for various algorithms are tabulated in Tables 1 and 2 .
As it can be seen from the tables, the proposed algorithm gives consistently better results than both the MINIT and Miyazaki's algorithms. Table 3 contains the execution time of algorithms for 750 flows hop problems. The proposed algorithm requires less computational effort than Miyazaki's algorithm. The MINIT algorithm checks for the choice of first two jobs in the schedule and as the value of 17. increases, the computational effort also increases. Hence the proposed algorithm requires less computational effort than MINIT algorithm for larger size problems which are normally encountered in real-life situations.
(b) Constrained flows hop problem: Considering 5, 6, 7, 8, 9 and 10 jobs with the number of stages varying from 5 to 25, 720 problems generated for the general flowshop are then solved with the constraint of no job-waiting. To have a bench-mark of comparison. we have devised the following RANDOM selection rule: (a) Select randomly the job to be appended from the set of unscheduled jobs and hence obtain a randomly generated schedule:. (b) Generate as many such schedules as the maximum of the number of jobs and the number of machines (i.e., max[n; ml) -it can be seen that the number of schedules varies and increases with the problem size and (c) Choose that schedule which yields the least flowtime.
It can be seen that the RANDOM selection rule generates always more number or equal number of schedules as generated by the proposed heuristic algorithm since the heuristic generates at most m schedules. Hence the RANDOM selection rule devised for this study emerges as an effective rule of comparison with the proposed heuristic.
The heuristic solutions and the solutions obtained from the bench mark, RANDOM rule, are compared with the optimal solutions obt.ained by the branch-and-bound algorithm of Van Deman and Baker [17] . The results are tabulated in Table 4 . As it can be seen, the proposed algorithm also yields fairly good solutions for the flowshop problems with the no job-waiting condition.
In addition, we have solved the 450 problems with 12, 18 and 24 jobs that have been generated for the general flows hop and computed the relative error of the solutions for the constrained flowshop given by the proposed algorithm and the RANDOM selection rule. The results are tabulated in Table 5 . An inspection of the Table reveals that the proposed heuristic yields good solutions even for the large-sized constrained flowshop problems.
(c) Hybrid flows hop problem:
The problems generated for the general flowshop having .5, 6, 7 and 8 jobs with the number of stages varying from 5 to 25 are solvec. as hybrid flowshop problems having the constraint of no job-waiting applicable to 25%, 50% and 75% of the stages of the flowshop. The heuristic solutions and the solutions obtained from the bench mark, RANDOM rule, are then compared with the optimal solutions wbich have been obtained by complete enumeration. The results are given in Tables 6, 7 and 8. It is found that the performance of the heuristic in solving the hybrid flows hop problems is good.
In addition, we have solved all the 450 large-sized problems that have been generated for the general flows hop in each class of hybrid flows hop (viz., constraint for 25%,50% and 75% of the flowshop) using the proposed heuristic and the RANDOM selection rule. The results of relative evaluation for the 1350 large-sized hybrid flowshop problems are tabulated in Tables 9, 10 and L1. The inspection of these tables reaffirms our earlier findings that the heuristic algorithm yields good solution even for the hybrid flowshop problem.
The proposed algorithm fares better in the unconstrained flows hop problems than in the constrained problems. In the constrained flowshop problem, the waiting of a job occurs at the first stage only. While developing more efficient heuristics for the constrained flowshop problems, one has to give due consideration to such job-waiting.
Conclusion
A heuristic algorithm has been proposed for scheduling in flowshop with the objective of minimizing the sum of completion time of jobs. The algorithm is so developed that it can also be applied to the constrained and the hybrid flowshops. The algorithm has been found to be superior to the existing algorithms for the general flowshop and found to yield good solutions to the constrained and hybrid flowshops. Thus the heuristic finds a wide spectrum of application in the real-life flowshops. 
Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.

