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Abstract In this paper, we study the regularity of the solutions of Maxwell’s
equations in a bounded domain. We consider several different types of low
regularity assumptions to the coefficients which are all less than Lipschitz.
We first develop a new approach by giving H1 estimate when the coefficients
are L∞ bounded; and then we derive W1,p estimates for every p > 2 when
one of the leading coefficients is simply continuous; Finally, we extend the
result to C1,α almost everywhere for the solution of the homogeneous Maxwell’s
equations when the coefficients areW1,p, p > 3 and close to the identity matrix
in the sense of L∞ norm. The last two estimates are new, and the techniques
and methods developed here can also be applied to other problems with similar
difficulties.
Keywords Maxwell’s equations · Regularity theory · Anisotropic
1 Introduction
Let Ω ⊂ R3 be an open bounded domain with C1,1 boundary. The time-
harmonic electromagnetic field (E,H) ∈ Hloc (curl;Ω), where for any domain
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Ω we define
Hloc (curl;Ω) :=
{
u ∈ L2loc (Ω) such that ∇ ∧ u ∈ L
2
loc (Ω)
}
,
satisfies Maxwell’s equations

∇ ∧ E − i ωµ0µ(x)H = Jm in Ω ,
∇ ∧H + i ωε0ε(x)E = Je in Ω ,
E ∧ ν = G ∧ ν on ∂Ω ,
(1)
where ε and µ are real matrix-valued functions in L∞
(
R3
)3×3
, the terms
Jm, Je ∈ L
2(Ω) are current sources and the boundary condition G is in
Hloc(curl;Ω). We assume that ε
−1(x) and µ−1(x) are real, uniformly pos-
itive definite and bounded, that is , there exist 0 < λ1 ≤ λ2 < ∞ and
0 < λ3 ≤ λ4 <∞ such that for all ξ ∈ R
3 and almost every x ∈ R3,
λ1|ξ|
2 ≤ ε−1(x)ξ · ξ ≤ λ2|ξ|
2,
λ3|ξ|
2 ≤ µ−1(x)ξ · ξ ≤ λ4|ξ|
2.
(2)
The goal of this paper is to study the regularity of the electromagnetic fields
with low regularity assumptions on the material parameters. The material pa-
rameters (ε(x), µ(x)) which are the matrix-valued coefficients of Maxwell’s
equations, and the importance of the low regularity assumptions on the co-
efficients lies in consideration of the corresponding medium with complicated
structure, such as liquid crystals. This research topic is originally motivated
by the study of the electromagnetic inverse problems for liquid crystals, see [5]
in which we study the molecular structure of liquid crystals using the optical
measurement which is represented by the solutions of Maxwell’s equations.
The question of whether the data measured is well understood in the sense of
the object observed is of paramount importance in this context.
There is some work have been done recently in this consideration; Capde-
boscq and Tsering-xiao [4] studied the reconstruction of the coefficients of
anisotropic Maxwell’s equations using the optical measurement of a laser beam.
Okaji [14] and Colton [3] studied the uniqueness of the solutions of Maxwell’s
equations when the coefficients are smooth, and Nguyen and Wang [13], and
Ball, Capdeboscq and Tsering-xiao [2] studied the uniqueness when the coef-
ficients hold low regularity assumptions.
Many people, see [11,12,15–17], have studied the regularity of the solutions
of Maxwell’s equations. In the case of the high regularity assumptions on the
coefficients, Leis [18] established well-posedness inH1(Ω) when the coefficients
are smooth matrices where H1(Ω) is the Sobolev space and later Costabel [19]
and Fernandes [9] showed the C1 regularity for C1,1 domain. However, Alberti
and Capdeboscq [1] is the only work so far that studied the regularity of the
solutions with low regularity assumptions on the coefficients. In this paper, we
extend the regularity results of [1] in the case of real coefficients. Specifically,
we work on the system of Maxwell’s equations instead of studying the deduced
scalar elliptic equations of second order. We first develop the approach through
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giving the H1 estimates for the solutions when the coefficients are bounded;
Based on the H1 estimates, we derive W1,p estimates of H for every p > 2
when the coefficients ε is simply continuous and µ ∈ W1,p for some p > 3;
Finally, we obtain that the solutionH of the homogeneous Maxwell’s equations
is C1+α almost everywhere when ε ∈ Cβ , µ ∈ W1,p, p > 3 , and the difference
between µ and the identity matrix is small in the sense of L∞ norm.
Based on the regularity results ofH and taking into account the symmetric
structure of the equations, we can easily derive the interior estimates of the
solution E. However, the boundary conditions of E and H are different, so it
is necessary to use a different approach to derive the boundary estimates for
E. By developing a different approach for the boundary estimates of E, we
obtain the same regularity for E and H if we give the same assumptions on
the coefficients ε and µ respectively.
Section 3 gives the proofs of the results given in Section 2. Each of the
proofs includes of two main parts, of which the first part consists of the proofs
corresponding to the homogeneous case, and the second part is the proof of
each theorem given in Section 2.
2 Main results
We investigate the regularity of the solutions of the equation (1) with inho-
mogeneous boundary conditions. Without loss of the generality, we will first
study the regularity of the solution H , since the regularity of E inside the
domain can be studied similarly. By (1), H satisfies the following equation
∇ ∧ (ε−1(x)∇ ∧H) = k21µ(x)H − k2Jm +∇ ∧ (ε
−1(x)Je) , (3)
and
div(µ(x)H) = k3divJm , (4)
where the constants are given by k21 = ω
2ε0µ0, k2 = iωε0, and k3 = i/(ωµ0).
The boundary conditions of H can be written as follows
(ε−1∇ ∧H) ∧ ν = (ε−1Je) ∧ ν − k2G ∧ ν on ∂Ω. (5)
Then by applying (3.52) in [15], i.e.,
div∂Ω(E ∧ ν) = (∇ ∧ E) · ν, (6)
then we can get the second boundary condition for H ,
(µH) · ν = k3Jm · ν − k3(∇ ∧G) · ν on ∂Ω. (7)
Theorem 1 (H1 regularity) Let µ(x) ∈ W1,3+δ(Ω)3×3, where δ > 0. Sup-
pose ε−1(x) ∈ L∞(Ω)3×3 and satisfies (2),Jm ∈ W
1,2(Ω) Je ∈ L
2(Ω) and
G ∈ Hloc(curl;Ω). If H is a weak solution of equations (3) and (4), with the
boundary conditions (5) and (7), then H ∈ H1(Ω) and
||H ||H1(Ω) ≤C(||∇ ∧G||L2(Ω) + ||Jm||W1,2(Ω)
+ ||H ||L2(Ω) + ||Je||L2(Ω) + ||(Jm −∇ ∧G) · ν||H
1
2 (∂Ω)
).
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Remark 2 The result of Theorem 1 is same with the result addressed in The-
orem 1 in [1]; however, we derive the result by developing a new approach. We
obtain the subsequent new regularity results given in the theorems below based
on the approach developed in this theorem.
Based on the H1-regularity, by applying the Stampacchia interpolation theo-
rem, we derive the W1,p estimate of H for every p ≥ 2 when the coefficient
ε−1(x) is simply continuous.
Theorem 3 (W1,p regularity) Let µ(x) ∈ W1,3+δ(Ω)3×3, where δ > 0.
Suppose ε−1(x) ∈ C0(Ω)3×3 is a positive definite matrix, Jm ∈ W
1,p(Ω)
Je ∈ L
p(Ω) and G ∈ Hloc(curl;Ω). If H is a weak solution of equations
(3) and (4), with the boundary conditions (5) and (7), then H ∈ W1,p(Ω) for
every p ≥ 2 and
||H ||W1,p(Ω) ≤C(||∇ ∧G||Lp(Ω) + ||Jm||W1,p(Ω)
+ ||H ||L2(Ω) + ||Je||Lp(Ω) + ||(Jm −∇ ∧G) · ν||
W
1− 1
p
,q
(∂Ω)
),
where 1
p
+ 1
q
= 1.
Remark 4 To produce the same regularity result, we assume that ε−1(x) is
simply continuous and µ(x) ∈ W1,3+δ(Ω)3×3 while Theorem 3 in [1] assumes
that both µ(x) and ε(x) are in W1,3+δ(Ω)3×3.
Now we extend the results and give C1,α-regularity ofH almost everywhere
provided that ε−1(x) is Ho¨lder continuous.
Theorem 5 (C1,α regularity) Let µ(x) ∈ W1,3+δ(Ω)3×3, where δ > 0. Sup-
pose there exits δ0 > 0 sufficiently small such that ||µ(x) − I||L∞(Ω)3×3 < δ0
where I is the 3× 3 identity matrix, and k1 is not a Maxwell eigenvalue. Sup-
pose ε−1(x) ∈ Cβ(Ω)3×3, 0 < β < 1, and H is a weak solution of equations
(3) and (4) with Jm = Je = 0, then there exists an open set Ωh ⊂ Ω and
α ∈ (0, 1), such that meas(Ω\Ωh) = 0, and for any x0 ∈ Ωh, there exists
r > 0 such that
||H ||C1,α(Br(x0)) ≤C(1 + ||H ||L2(Ω)),
where Br(x0) is the ball centering at x0 with radius r > 0.
Here we say k1 is a Maxwell eigenvalue if and only if there exist an integer j
and a point x0 ∈ Ω, such that k1 = ej, where ej is the j
th Maxwell eigenvalue
guaranteed by Theorem 4.18 of the book [15] (which is written as kj in [15]),
with the coefficients ε ≡ ε(x0) and µ ≡ µ(x0).
Remark 6 The results obtained in Theorem 3 and Theorem 5 are new reg-
ularity results for the solution, and the low regularity assumption on the co-
efficients are important for many application problems, i.e. electromagnetic
inverse problems for liquid crystals in which the permeability µ is the identity
matrix and permittivity ε is necessary to have a low regularity property, see [5]
for more detail.
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Remark 7 Theorem 5 can not be extended to the inhomogeneous equations,
since we found a counter example for the inhomogeneous equations. One of the
simple counterexample can be constructed when H = (1 + σV (x1), 0, 0), µ =
1
(1+σV (x1))
I, ε = I, Je = (0, 0, 0), Jm = −iω(1, 0, 0), where V (x1) is the Volterra’s
function, σ is any small positive constant, and I is the 3× 3 identity matrix.
Similar to the regularity properties of H given above, we also derive the
regularity properties for the electrical field E when the coefficients are given
similar assumptions.
Theorem 8 (Regularity for E) Let ε(x) ∈ W1,3+δ(Ω)3×3, where δ > 0.
Suppose the condition (2) holds, and if E is a weak solution of the equations
(1), then E ∈ H1(Ω) and
||E||H1(Ω) ≤ C(||E||L2(Ω) + ||∇ ∧G||L2(Ω) + ||Je||W1,2(Ω) + ||Jm||L2(Ω)).
Moreover, if µ−1(x) ∈ C0(Ω)3×3 and satisfies the condition (2), then the fol-
lowing inequality holds
||E||W1,p(Ω) ≤ C(||E||L2(Ω)+ ||∇∧G||Lp(Ω)+ ||Je||W1,p(Ω)+ ||Jm||Lp(Ω)), (8)
where p ≥ 2 and the constant C does not depend on the solution E; Suppose
µ−1(x) ∈ Cβ(Ω)3×3, and k1 is not a Maxwell eigenvalue; If there exits δ0 > 0
small such that ||ε(x) − I||L∞(Ω)3×3 < δ0, and exist an open set Ωh ⊂ Ω
and α ∈ (0, 1), such that meas(Ω\Ωh) = 0, then for any x0 ∈ Ωh there
exists r > 0 such that the solution E of the homogeneous Maxwell’s equations
(Jm = Je = 0) satisfies that
||E||C1,α(Br(x0)) ≤ C(1 + ||E||L2(Ω)) (9)
where Br(x0) is the ball centering at x0 with radius r > 0.
Remark 9 Clearly, if we exchange the role of ε(x) and µ(x), then the argu-
ments given in the theorems above can be easily applied to derive the regularity
of E. However E and H hold different boundary conditions in Theorem 1 and
Theorem 3, hence we use different methods to prove the boundary estimate of
E .
We combine all the previous results together such that if µ(x) and ε(x) are
regular enough, then we can have the following general results.
Theorem 10 (Regularity for (E,H)) Let µ(x), ε(x) ∈ W1,3+δ(Ω)3×3, where
δ > 0. Let ε(x) and µ(x) satisfy (2). Then the solution (E,H) satisfies the
estimate that
||H ||W1,p(Ω)+||E||W1,p(Ω) ≤ C(||∇ ∧G||Lp(Ω) + ||Jm||W1,p(Ω) + ||Je||W1,p(Ω)
+ ||E||L2(Ω) + ||H ||L2(Ω) + ||(Jm −∇∧G) · ν||
W
1− 1
p
,q
(∂Ω)
),
where 1
p
+ 1
q
= 1. Moreover, we assume k1 is not Maxwell eigenvalue, and there
exits δ0 > 0 small such that ||µ(x) − I||L∞(Ω)3×3 + ||ε(x) − I||L∞(Ω)3×3 < δ0.
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Then there exists an open set Ωh ⊂ Ω and α ∈ (0, 1), such that meas(Ω\Ωh) =
0, and for any x0 ∈ Ωh, there exists r > 0 such that, the solutions E and H
of the homogeneous Maxwell’s equations (Jm = Je = 0) satisfy the following
estimates
||E||C1,α(Br(x0)) + ||H ||C1,α(Br(x0)) ≤ C(1 + ||E||L2(Ω) + ||H ||L2(Ω)),
where Br(x0) is the ball centering at x0 with radius r > 0.
The proofs of the theorems are given in section 3.
3 Proof of the theorems
3.1 Proof of Theorem 1
In this part, we first study the simpler version of Theorem 1, namely the
regularity property of the solution of the homogeneous equations with homo-
geneous boundary conditions and then we extend the result to the case of
Theorem 1. In the homogeneous case, as shown in Proposition 11, the coef-
ficients are prescribed the same conditions as Theorem 1 and we study the
derivation of the result in detail. We then give the shorter version of the proof
when we apply the approach to the case of Theorem 1 and closely study the
different part of the argument caused by the inhomogeneous terms and inho-
mogeneous boundary conditions.
Proposition 11 Let µ(x) ∈ W1,3+δ(Ω)3×3, where δ > 0. Suppose ε−1(x) ∈
L∞(Ω)3×3 and that the condition (2) holds. If H is a weak solution of the
following equations
∇∧ (ε−1(x)∇ ∧H) = k2µ(x)H, in Ω (10)
with the boundary condition (ε−1∇∧H)∧ν = 0 on ∂Ω, then H ∈ H1(Ω) and
||H ||H1(Ω) ≤ C||H ||L2(Ω).
Proof (Proof of Proposition 11) We first show the estimate of ∇ ∧ H which
can be proved by the simple energy estimate as follows.
Step 1. Estimates of ∇ ∧H. Multiply both sides of the equation (10) by
H , and integrate it by parts, we get that∫
Ω
ε−1(x)(∇∧H)·(∇ ∧H)dx+
∫
∂Ω
((ε−1∇∧H)∧ν)·Hdσ = k2
∫
Ω
(µH)·Hdx.
Notice that (ε−1∇∧H)∧ν = E∧ν = 0 on ∂Ω, and by applying the condition
(2), we obtain that ∫
Ω
|∇ ∧H |2dx ≤ C
∫
Ω
|H |2dx. (11)
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Step 2. Helmholtz decomposition. From Lemma 28 which listed in the
Appendix ( see for more detail of the lemma in Amrouche, Seloula [6] and
Amrouche, Bernardi, Dauge [7]), we know that H can be decomposed as H =
∇ϕ+∇ ∧A. Notice that ∇ ∧ (∇ ∧ A) = ∇ ∧H , and div(∇ ∧ A) = 0, so
∇ ∧ A ∈ W1,2(Ω) ,
provided if ∇∧H ∈ L2(Ω). More precisely, we have the estimates
||∇ ∧ A||W1,2(Ω) ≤ C(||∇ ∧H ||L2(Ω) + ||H ||L2(Ω)) . (12)
Next from the homogeneous case of the equation (1), we get that
iωµ0div(µ∇ϕ + µ∇∧ A) = −div(∇ ∧ E) = 0 ,
hence ϕ satisfies the following elliptic equation
div(µ∇ϕ) = −div(µ∇ ∧A) in Ω . (13)
The boundary condition (7) can be deduced as the following,
0 = (µH) · ν = (µ∇ϕ+ µ∇ ∧A) · ν .
Then ϕ satisfies
(µ∇ϕ) · ν = −(µ∇ ∧ A) · ν on ∂Ω . (14)
Multiply ϕ on both sides of the equation (13) and integrate it by part,∫
∂Ω
ϕ(µ∇ϕ)·νdσ−
∫
Ω
µ∇ϕ·∇ϕdx = −
∫
∂Ω
ϕ(µ∇∧A)·νdσ+
∫
Ω
µ∇∧A·∇ϕdx .
By employing the boundary condition (14), and the Ho¨lder inequality, we have
that
||∇ϕ||L2(Ω) ≤ C||µ∇ ∧ A||L2(Ω) ≤ C||∇ ∧H ||L2(Ω) . (15)
Step 3. Interior estimates. Let η be a smooth positive cut-off function such
that η ≡ 1 in Br and η = 0 on ∂BR, where Br = Br(x0) and BR = BR(x0)
with r < R and BR(x0) ⊂ Ω. Then take derivatives ∂k on both sides of the
equation (13) and multiply η2∂kϕ, where k = 1, 2, 3. After an integration by
part, it gives that
λ1
∫
BR
η2|∂k∇ϕ|
2dx ≤
∫
BR
η2µ∂k∇ϕ · ∂k∇ϕdx
=−
∫
BR
2η∂kϕµ∇η · ∂k∇ϕdx−
∫
BR
η2∂kµ∇ϕ · ∂k∇ϕdx− 2
∫
BR
η∂kϕ∂kµ∇η · ∇ϕdx
+ 2
∫
BR
η∂kϕ∂k(µ∇ ∧ A) · ∇ηdx+
∫
BR
η2∂k(µ∇ ∧A) · ∂k∇ϕdx.
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Let us set that
I1 =−
∫
BR
2η∂kϕµ∇η · ∂k∇ϕdx, I2 = −
∫
BR
η2∂kµ∇ϕ · ∂k∇ϕdx,
I3 =− 2
∫
BR
η∂kϕ∂kµ∇η · ∇ϕdx, I4 = 2
∫
BR
η∂kϕ∂k(µ∇ ∧A) · ∇ηdx,
I5 =
∫
BR
η2∂k(µ∇ ∧ A) · ∂k∇ϕdx,
then we can get that
I1 ≤ǫ
∫
BR
η2|∂k∇ϕ|
2dx+ Cǫ||µ||
2
L∞(BR)
∫
Ω
|∇η|2|∂kϕ|
2dx,
I2 ≤C(
∫
BR
η2|∂k∇ϕ|
2dx)
1
2 (
∫
BR
|∇ϕ|6dx)
1
6 (
∫
BR
η3|∂kµ|
3dx)
1
3 ,
I3 ≤C(
∫
BR
η3|∇η|3|∂kµ|
3dx)
1
3 (
∫
BR
|∇ϕ|3dx)
2
3 ,
I4 ≤ǫ
∫
BR
η2|∂k(µ∇ ∧ A)|
2dx+ Cǫ
∫
BR
|∇η|2|∂kϕ|
2dx,
I5 ≤ǫ
∫
BR
η2|∂k∇ϕ|
2dx+ Cǫ
∫
BR
η2|∂k(µ∇ ∧ A)|
2dx,
where ǫ is a small constant. Notice that
||∂k(µ∇ ∧ A)||L2(BR) ≤||µ||L∞(BR)||∂k(∇ ∧A)||L2(BR) + ||µ||W1,3(BR)||∇ ∧ A||L6(BR)
≤C(||µ||W1,3(BR) + ||µ||L∞(BR))||∇ ∧A||W1,2(BR).
Then when ǫ is small enough, we have I1 ≤ C||∇ϕ||
2
L2(Ω) and then by applying
the embedding theorem we can get that
I2 ≤ C
∑
k=1
(
∫
BR
η2|∂k∇ϕ|
2dx)
1
2 (
∫
BR
|∇2ϕ|2dx)
1
2 (
∫
BR
|∂kµ|
3+δdx)
1
3+δR
δ
3+δ ,
I3 ≤ C
∑
k
(
∫
BR
|∂kµ|
3dx)
1
3 (ǫ(
∫
BR
|∇2ϕ|2dx)
1
2 + C(
∫
BR
|∇ϕ|2dx)
1
2 ),
I4 + I5 ≤ C(||µ||
2
W1,3(BR)
+ ||µ||2L∞(BR))||∇ ∧ A||
2
W1,2(BR)
+ C||∇ϕ||2L2(BR).
Since
∑
k
∫
BR
η2|∂k∇ϕ|
2dx ≤
∑5
i=1 Ii, and it leads to∑
k
∫
BR
η2|∂k∇ϕ|
2dx
≤ C
∑
k=1
(
∫
BR
η2|∂k∇ϕ|
2dx)
1
2 (
∫
BR
|∇2ϕ|2dx)
1
2 (
∫
BR
|∂kµ|
3+δdx)
1
3+δR
δ
3+δ
+C
∑
k
(
∫
BR
|∂kµ|
3dx)
1
3 (ǫ(
∫
BR
|∇2ϕ|2dx)
1
2 + C(
∫
BR
|∇ϕ|2dx)
1
2 )
+C(||µ||2W1,3(BR) + ||µ||
2
L∞(BR)
)||∇ ∧ A||2W1,2(BR) + C||∇ϕ||
2
L2(BR)
.
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Again let ǫ andR be small enough, by using the embedding theorem ||µ||W1,3(BR)+
||µ||L∞(BR) ≤ C||µ||W1,3+δ(BR) for any δ > 0,
(
∫
BR
|∇2ϕ|2dx)
1
2 ≤ C(||∇∧A||W1,2(BR)+||∇ϕ||L2(BR)) ≤ C(||∇∧H ||L2(BR)+||H ||L2(BR)),
(16)
where the constant C depends on the norm ||µ||W1,3+δ . Combining the equa-
tions (16) with (11),(12)and (15), then we obtain the H1 interior estimate of
H as claimed in the proposition.
Step 4. Boundary estimates. Notice that ϕ is a solution of the conormal
derivatives problem of a scalar elliptic equation of second order, so one can
use the standard argument to derive the boundary estimates of the solutions.
More precisely, for any point x0 ∈ ∂Ω, we can introduce an orthogonal trans-
formation of the coordinates,
y = Φ(x), x = Ψ(y).
In the new coordinates y = (y1, y2, y3), and we define BR+(y0) := BR(y0) ∩
{y3 > 0}, where R > 0 and y0 = Φ(x0). Let ϕ˜(y) = ϕ(Ψ(y)), and for the
simplicity, we write ϕ instead of ϕ˜. Then ϕ satisfies the equation
div(µ˜∇ϕ)− b˜ · ∇ϕ = −div(µ¯∇x ∧ A) + b¯ · ∇x ∧ A, (17)
where ∇x = (∂x1 , ∂x2 , ∂x3), µ˜kl =
∑3
i,j=1
∂yk
∂xi
∂yl
∂xj
µij , µ¯kj =
∑3
i=1
∂yk
∂xi
µij ,
b˜m =
∑3
i,j,k,l=1
∂2yk
∂xi∂xl
∂ym
∂xj
∂yk
∂xl
µij , and b¯j =
∑3
i,k,l=1
∂2yk
∂xi∂xl
∂yk
∂xl
µij . Moreover,
ϕ satisfies the following boundary condition on {y3 = 0}
(µ˜∇ϕ) · e3 = −(µ¯∇x ∧ A) · e3, (18)
where e3 is the unit direction of y3-axis. Since the boundary ∂Ω is of C
1,1,
the coefficient µ˜ and µ¯ have the same regularity as µ, while b˜ and b¯ are L∞
functions.
Again let η be a smooth positive cut-off function such that η ≡ 1 in Br(y0)
and η = 0 on ∂BR(y0). Then let us take the tangential derivatives ∂k, where
∂k = ∂yk with k = 1 or 2 on both sides of the equation (17) and multiply
η2∂kϕ. After an integration by part, it gives that
−
∫
BR+(y0)
∂k(µ˜∇ϕ) · ∇(η2∂kϕ)dy +
∫
BR+(y0)
b˜ · ∇ϕ∂k(η2∂kϕ)dy
+
∫
(y3=0)∩BR+(y0)
η2∂kϕ∂k(µ˜∇ϕ) · e3dσ
=
∫
BR+(y0)
∂k(µ¯∇∧ A) · ∇(η2∂kϕ)dy −
∫
BR+(y0)
b¯ · ∇x ∧ A∂k(η2∂kϕ)dy
−
∫
(y3=0)∩BR+(y0)
η2∂kϕ∂k(µ¯∇∧ A) · e3dσ.
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Applying the boundary condition (18), we have that
∂k(µ˜∇ϕ) · e3 = −∂k(µ¯∇ ∧ A) · e3, on y3 = 0,
for k = 1 or 2. Therefore, the boundary terms vanish and we have
−
∫
BR+(y0)
∂k(µ˜∇ϕ) · ∇(η2∂kϕ)dy +
∫
BR+(y0)
b˜ · ∇ϕ∂k(η2∂kϕ)dy
=
∫
BR+(y0)
∂k(µ¯∇ ∧A) · ∇(η2∂kϕ)dy −
∫
BR+(y0)
b¯ · ∇x ∧A∂k(η2∂kϕ)dy.
Then following Step 3, we can derive the estimates of ∂k∇ϕ for k = 1 or 2.
By applying the equation (13), it is easy to see that ∂2y3ϕ is bounded by
∂k∇ϕ for k = 1 or 2. Then we have the boundary estimates in the y-coordinates
which satisfies that
∫
Br+(y0)
|∇2ϕ|2dx ≤ C(||∇ ∧ A||W1,2(BR+(y0)) + ||∇ϕ||L2(BR+(y0)))
≤ C(||∇ ∧H ||L2(BR+(y0)) + ||H ||L2(BR+(y0))).
Step 5. Global estimates. Finally, let ηi be cut-off functions which satisfies∑
i ηi ≡ 1 and such that the set of all the subregions
Ωi := {x ∈ Ω ; ηi(x) > 0}
together is a finite cover of Ω with the property that diam{Ωi} ≤ R. Based
on the interior and boundary estimate, we can prove the H1-regularity of H
as follows
||H ||H1(Ω) ≤||∇(∇ϕ)||L2(Ω) + ||∇(∇ ∧A)||L2(Ω) + ‖H‖L2(Ω)
≤C(
∑
i
||ηi∇(∇ϕ)||L2(Ωi) + ||∇ ∧H ||L2(Ω) + ||H ||L2(Ω))
≤C(||∇ ∧H ||L2(Ω) + ||H ||L2(Ω))
≤C||H ||L2(Ω).
Based on the new approach, we are now going to prove theorem 1 for the
non-homogeneous case.
Proof (Proof of theorem 1) Let
E˜ = E −G, H˜ = H. (19)
Obviously, E˜ and H˜ satisfy the system
∇∧ E˜ − i ωµ0µ(x) H˜ = J˜m
∇∧ H˜ + i ωε0ε(x) E˜ = J˜e
in Ω,
E˜ ∧ ν = 0 on ∂Ω.
(20)
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where
J˜m := Jm −∇ ∧G, J˜e := Je − i ωε0ε(x)G in Ω.
Then H˜ satisfies the equations
∇ ∧ (ε−1(x)∇ ∧ H˜) = k21µ(x)H˜ − k2J˜m +∇ ∧ (ε
−1(x)J˜e), (21)
and
div(µ(x)H˜) = k3divJ˜m = k3divJm. (22)
On the boundary ∂Ω, H˜ satisfies that
(ε−1∇∧ H˜) ∧ ν = −iwε0E˜ ∧ ν + ε
−1J˜e ∧ ν = ε
−1J˜e ∧ ν. (23)
Step 1. Interior Estimates
Multiply H˜ on both sides of equation (21) and integrate it by part, then∫
Ω
ε−1(x)(∇ ∧ H˜) · (∇ ∧ H˜)dx+
∫
∂Ω
((ε−1∇ ∧ H˜) ∧ ν) · H˜dσ (24)
= k21
∫
Ω
(µH˜)·H˜dx−k2
∫
Ω
J˜m·H˜dx+
∫
Ω
(ε−1J˜e)·(∇ ∧ H˜)dx+
∫
∂Ω
(ε−1J˜e∧ν)·H˜dσ.
By applying the identity (23) to the equation (24), it is easy to see that the
following inequality holds,
||∇ ∧ H˜ ||L2(Ω) ≤ C(||H˜ ||L2(Ω) + ||J˜e||L2(Ω) + ||J˜m||L2(Ω)). (25)
Next, let H˜ = ∇ϕ+∇ ∧A, and we have that
||∇ ∧ A||H1(Ω) ≤ ‖∇ ∧ H˜‖L2(Ω) ≤ C(||H˜ ||L2(Ω) + ||J˜e||L2(Ω) + ||J˜m||L2(Ω)),
and ϕ satisfies the following scalar elliptic equation of second order
div(µ∇ϕ) = −div(µ∇ ∧A) + k3divJm. (26)
Then take derivatives ∂k on both sides of the equation (26)and multiply
η2∂kϕ. After an integration by part, it gives that
λ1
∫
Ω
η2|∂k∇ϕ|
2dx ≤
∫
Ω
η2µ∂k∇ϕ · ∂k∇ϕdx
=−
∫
Ω
2η∂kϕµ∇η · ∂k∇ϕdx−
∫
Ω
η2∂kµ∇ϕ · ∂k∇ϕdx− 2
∫
Ω
η∂kϕ∂kµ∇η · ∇ϕdx
+ 2
∫
Ω
η∂kϕ∂k(µ∇ ∧ A) · ∇ηdx +
∫
Ω
η2∂k(µ∇ ∧ A) · ∂k∇ϕdx
+ 2
∫
Ω
η∂kϕ∂k(k3Jm) · ∇ηdx +
∫
Ω
η2∂k(k3Jm) · ∂k∇ϕdx.
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Similar to the approach that we used in the argument for the homogeneous
equations, we use the following notation,
I1 =−
∫
BR
2η∂kϕµ∇η · ∂k∇ϕdx, I2 = −
∫
BR
η2∂kµ∇ϕ · ∂k∇ϕdx,
I3 =− 2
∫
BR
η∂kϕ∂kµ∇η · ∇ϕdx, I4 = 2
∫
BR
η∂kϕ∂k(µ∇ ∧ A) · ∇ηdx,
I5 =
∫
BR
η2∂k(µ∇ ∧ A) · ∂k∇ϕdx, I6 = 2
∫
Ω
η∂kϕ∂k(k3Jm) · ∇ηdx,
I7 =
∫
Ω
η2∂k(k3Jm) · ∂k∇ϕdx,
then we can get that
I1 ≤ǫ
∫
BR
η2|∂k∇ϕ|
2dx+ Cǫ||µ||
2
L∞(BR)
∫
Ω
|∇η|2|∂kϕ|
2dx,
I2 ≤C(
∫
BR
η2|∂k∇ϕ|
2dx)
1
2 (
∫
BR
|∇ϕ|6dx)
1
6 (
∫
BR
η3|∂kµ|
3dx)
1
3 ,
I3 ≤C(
∫
BR
η3|∇η|3|∂kµ|
3dx)
1
3 (
∫
BR
|∇ϕ|3dx)
2
3 ,
I4 ≤ǫ
∫
BR
η2|∂k(µ∇ ∧A)|
2dx+ Cǫ
∫
BR
|∇η|2|∂kϕ|
2dx,
I5 ≤ǫ
∫
BR
η2|∂k∇ϕ|
2dx+ Cǫ
∫
BR
η2|∂k(µ∇ ∧ A)|
2dx,
I6 ≤ǫ
∫
BR
η2|∂k(Jm)|
2dx+ Cǫ
∫
BR
|∇η|2|∂kϕ|
2dx,
I7 ≤ǫ
∫
BR
η2|∂k∇ϕ|
2dx+ Cǫ
∫
BR
η2|∂k(Jm)|
2dx.
Therefore, when ǫ in above inequalities is small enough, we have the interior
estimates for any x0 ∈ Ω,( ∫
Br(x0)
|∇2ϕ|2dx
) 1
2
≤C(||∇ ∧ A||W1,2(BR) + ||Jm||W1,2(BR) + ||∇ϕ||L2(BR))
≤C(||∇ ∧ H˜||L2(BR) + ||Jm||W1,2(BR) + ||J˜m||L2(BR) + ||J˜e||L2(BR) + ||H˜ ||L2(BR)).
Step 2. Boundary Estimates. For the boundary estimates, by (25), it is easy
to see that for any x0 ∈ ∂Ω,∫
Br+∩Ω
|∇ ∧ H˜ |2dx ≤ C(R)
∫
Ω
(|H˜ |2 + |J˜e|
2 + |J˜m|
2)dx. (27)
Moreover, in the new y-coordinates as introduced in Step 4 of the proof
of Proposition 11, ϕ := ϕ˜(y) satisfies the equation
div(µ˜∇ϕ) − b˜ · ∇ϕ = −div(µ¯∇x ∧ A) + b¯ · ∇x ∧A+ k3divxJm, (28)
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with the boundary condition on {y3 = 0}
(µ˜∇ϕ) · e3 = −(µ¯∇x ∧ A) · e3 + k3J˜m · e3. (29)
Let η be a smooth positive cut-off function such that η ≡ 1 in Br(y0) and
η = 0 on ∂BR(y0). Then take the tangential derivatives ∂k on equation (28),
where ∂k = ∂yk (k = 1 or 2) and multiply η
2∂kϕ. After an integration by part,
it gives that
−
∫
BR+(y0)
∂k(µ˜∇ϕ) · ∇(η2∂kϕ)dy +
∫
BR+(y0)
b˜ · ∇ϕ∂k(η2∂kϕ)dy
+
∫
{y3=0}∩BR+(y0)
η2∂kϕ∂k(µ˜∇ϕ) · e3dσ
=
∫
BR+(y0)
∂k(µ˜∇x ∧ A) · ∇(η2∂kϕ)dy −
∫
BR+(y0)
b¯ · ∇x ∧ A∂k(η2∂kϕ)dy
−
∫
BR+(y0)
k3divxJm∂k(η2∂kϕ)dy −
∫
{y3=0}∩BR+(y0)
η2∂kϕ∂k(µ˜∇x ∧ A) · e3dσ.
Here we use the fact that all the integrals on the boundary ∂BR+(y0)∩{y0 > 0}
is 0, due to the cut-off function η.
Then by the boundary condition (29) and the trace theorem,
∫
{y3=0}∩BR+(y0)
η2∂kϕ∂k(µ˜∇ϕ) · e3dσ +
∫
{y3=0}∩BR+(y0)
η2∂kϕ∂k(µ˜∇x ∧ A) · e3dσ
=k3
∫
{y3=0}∩BR+(y0)
η2∂kϕ∂kJ˜m · e3dσ
≤C||η2∂kϕ||
H
1
2 ({y3=0}∩BR+(y0))
||∂k(J˜m · ν)||
H−
1
2 ({y3=0}∩BR+(y0))
≤C||ϕ||H2(BR+(y0))||J˜m · ν||H
1
2 ({y3=0}∩BR+(y0))
.
Therefore, by the Ho¨lder inequality, if the radius R is small enough, then
(
∫
Br+(y0)
|∇2ϕ|2dx)
1
2
≤C(||∇ ∧ A||W1,2(BR+(y0)) + ||∇ϕ||L2(BR+(y0)) + ||Jm||W1,2(BR+) + ||J˜m · ν||H
1
2 ({y3=0}∩BR+(y0))
)
≤C(||H˜ ||L2(BR+) + ||J˜e||L2(BR+) + ||J˜m||L2(BR+) + ||Jm||W1,2(BR+) + ||J˜m · ν||H
1
2 ({y3=0}∩BR+(y0))
)
≤C(||∇ ∧G||L2(BR+) + ||Jm||W1,2(BR+)
+ ||H ||L2(BR+) + ||Je||L2(BR+) + ||(Jm −∇ ∧G) · ν||H
1
2 ({y3=0}∩BR+(y0))
).
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Hence by summarizing all the interior and boundary estimates together,
we have that
||H ||H1(Ω) =||H˜ ||H1(Ω)
≤||∇ ∧A||L2(Ω) + ||ϕ||H2(Ω)
≤C(||H˜ ||L2(Ω) + ||J˜e||L2(Ω) + ||J˜m||L2(Ω) + ||Jm||W1,2(Ω) + ||J˜m · ν||H
1
2 (∂Ω)
)
≤C(||∇ ∧G||L2(Ω) + ||Jm||W1,2(Ω)
+ ||H ||L2(Ω) + ||Je||L2(Ω) + ||(Jm −∇ ∧G) · ν||H
1
2 (∂Ω)
).
It completes the proof of this theorem.
3.2 Proof of Theorem 3
As before, we develop the exact regularity results for the homogeneous equa-
tion before giving the proof of the theorem (3). Notice that in the bounded
domain Ω, the Rellich-Kondrachov Theorem provides that , ||H ||Lp(Ω) ≤
ǫ||∇H ||Lp(Ω)+C||H ||L2(Ω) for p ≥ 2, so we only need to estimate ||∇H ||Lp(Ω).
We first give the following Lemma to estimate the solutions of elliptic equa-
tions with constant coefficients. For any x0 ∈ Ω, let 0 < R ≤ dist(x0, ∂Ω),
and let BR = BR(x0) := {x ; |x− x0| < R}.
Lemma 12 If fmi ∈ L
p(BR), suppose u ∈ H
1
0(BR) satisfies the following
equation
3∑
m,β,i,j=1
∫
BR
Amβij ∇mu
i∇βϕ
jdx =
3∑
i,m=1
∫
BR
fmi ∇mϕ
idx, ∀ϕ ∈ H10 (BR),
where ∇ = (∇1,∇2,∇3), A
mβ
ij are constants and satisfy that |A
mβ
ij | ≤M .Further
there is a positive constant λ > 0 such that
∑3
i,j,m,β=1A
mβ
ij ξ
i
mξ
j
β ≥ λ|ξ|
2 for
any ξim, ξ
j
β ∈ R, then for any 2 ≤ p <∞,
||∇u||Lp(BR) ≤ C||f ||Lp(BR).
where C depends on p.
Proof By choosing ϕ = u, it is easy to see that ||∇u||L2(BR) ≤ C||f ||L2(BR).
Again it is not hard to obtain the estimate ||∇u||BMO(BR) ≤ ||∇u||L2,n(BR) ≤
C||f ||L2,n(BR) ≤ C||f ||L∞(BR) for the elliptic equations with constant coeffi-
cients where the BMO space and L2,n space are introduced in the Appendix.
Now the Lemma is proved by the Stampacchia interpolation theorem. See the
details of the Stampacchia interpolation theorem in the Appendix.
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Proposition 13 Let µ(x) ∈ W1,3+δ(Ω)3×3, where δ > 0. Suppose H ∈
H1(Ω) is a weak solution of the equations (10), with the boundary condition
(ε−1∇∧H)∧ ν = 0 on ∂Ω, where ε−1(x) ∈ C0(Ω)3×3 and satisfies the condi-
tion (2), then the following inequality holds
||H ||W1,p(Ω) ≤ C||H ||L2(Ω), p ≥ 2, (30)
where the constant C does not depend on the solutions H.
Proof (Proof of Proposition 13)
We divide the proof into three steps.
Step 1. Interior regularity. For any x0 ∈ Ω, let BR := BR(x0) ⊂ Ω.
Suppose η is a cut-off function so that 0 ≤ η ≤ 1 in BR, η = 1 in Br and η = 0
on ∂BR, where 0 < r < R. Moreover, |∇η| ≤
C
R−r .
For any ψ(x) ∈ H10(BR(x0)), we have that
∫
BR
ε−1(x0)∇ ∧ (ηH) · ∇ ∧ ψ(x)dx
=
∫
BR
[ε−1(x0)− ε
−1(x)]∇ ∧ (ηH) · ∇ ∧ ψ(x)dx +
∫
BR
ε−1(x)∇ ∧ (ηH) · ∇ ∧ ψ(x)dx
=
∫
BR
[ε−1(x0)− ε
−1(x)]∇ ∧ (ηH) · ∇ ∧ ψ(x)dx +
∫
BR
ε−1(x)∇η ∧H · ∇ ∧ ψ(x)dx
+
∫
BR
ηε−1(x)∇ ∧H · ∇ ∧ ψ(x)dx
=
∫
BR
[ε−1(x0)− ε
−1(x)]∇ ∧ (ηH) · ∇ ∧ ψ(x)dx +
∫
BR
ε−1(x)∇ ∧H · ∇ ∧ (ηψ(x))dx
−
∫
BR
ε−1(x)∇ ∧H · ∇η ∧ ψ(x)dx +
∫
BR
ε−1(x)∇η ∧H · ∇ ∧ ψ(x)dx
=
∫
BR
[ε−1(x0)− ε
−1(x)]∇ ∧ (ηH) · ∇ ∧ ψ(x)dx +
∫
BR
Giψ
idx+
∫
BR
F
m
i ∇mψ
idx,
(31)
where, by equation (10), we assume that
∫
BR
Giψ
idx =
∫
BR
k2µ(x)H · ηψdx−
∫
BR
ε−1(x)∇ ∧H · ∇η ∧ ψ(x)dx,∫
BR
F
m
i ∇mψ
idx =
∫
BR
ε−1(x)∇η ∧H · ∇ ∧ ψ(x)dx.
Let ω ∈ H10(BR) satisfy
−
∫
BR
δmβδij∇βω
j
s∇mφ
idx =
∫
BR
δmsGi∇mφ
idx, ∀φ ∈ C1,1(BR), (32)
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then we can write that∫
BR
ε−1(x0)∇ ∧ (ηH) · ∇ ∧ ψ(x)dx =
∫
BR
[ε−1(x0)− ε
−1(x)]∇ ∧ (ηH) · ∇ ∧ ψ(x)dx
(33)
+
∫
BR
F˜
m
i ∇mψ
idx,
where F˜mi = F
m
i + ω
i
m.
By applying Lemma 12 to equation (32), for any p ≥ 2, we have that
||ω||Lp∗(BR) ≤ C||∇ω||Lp(BR) ≤ ||G||Lp(BR), (34)
where p∗ is the Sobolev conjugate of p, so 1
p∗
= 1
p
− 1
n
. By applying the Ho¨lder
inequality to equation (33), we obtain that
||∇ ∧ (ηH)||Lq(BR) ≤ C||[ε
−1(x0)− ε
−1(x)]∇ ∧ (ηH)||Lq(BR) + C||F˜||Lq(BR),
(35)
where q = p∗ and we take p = 2 here, hence q = 2∗ = 6 > 2 since 2∗ = 2n
n−2
and n = 3 in this paper.
Let R be small enough so that C||ε−1(x0)− ε
−1(x)||L∞(BR) << 1, then
||∇ ∧ (ηH)||Lq(BR) ≤ C||F˜||Lq(BR) ≤ C(||ω||Lq(BR) + ||F||Lq(BR))
≤C(||G||L2(BR) + ||F||Lq(BR)) ≤
C
R− r
(||∇H ||L2(BR) + ||H ||Lq(BR)) ≤
C
R− r
||H ||H1(BR).
(36)
Let H = ∇∧ A+∇ϕ, and then we have that
||∇ ∧A||W1,q(Br) ≤ C(||∇ ∧ (ηH)||Lq(BR) + ||H ||Lq(BR)) ≤
C
R− r
||H ||H1(BR).
Let ψ˜ be the test function in Br, such that ψ˜ ≡ 1 in Br1 , where 0 < r1 < r
and ψ˜ = 0 on ∂Br, then for any k = 1, 2, 3, the equation (13) leads to∫
Br(x0)
µ(x0)∇(η∂kϕ) · ∇ψ˜dx
=
∫
Br(x0)
[µ(x0)− µ(x)]∇(η∂kϕ) · ∇ψ˜dx+
∫
Br(x0)
Gψ˜dx+
3∑
i=1
∫
Br(x0)
Fi∂iψ˜dx,
where
G = −µ∂k(∇ ∧ A) · ∇η − ∂k(µ)∇ ∧ A · ∇η − ∂kµ∇ϕ · ∇η − µ∇(∂kϕ) · ∇η
and
3∑
i=1
Fi∂iψ˜ = −µη∂k(∇∧A)·∇ψ˜−η∂kµ∇∧A·∇ψ˜−η∂kµ∇ϕ·∇ψ˜+µ∂kϕ∇η·∇ψ˜.
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Similarly, for any k = 1, 2, or 3, when r is sufficiently small, we have
||∇(η∂kϕ)||Lq(Br) ≤C(||G||L2(Br) + ||F||Lq(Br))
≤C(||∂k(∇ ∧ A)||Lq(Br) + ||∂k(∇ϕ)||L2(Br) + ||∇ϕ||Lq(Br))
≤
C
(R− r)(r − r1)
||H ||H1(BR).
and so we obtain that
||∇H ||Lq(Br) ≤
C
R− r
||H ||H1(BR). (37)
The following argument improves the inequality (37) and gives that ∇H ∈
Lp(BR
2
), for every p ≥ 2. Suppose we replace 2 and 2∗ by l and l∗ subsequently
in the above argument, and redefine l∗ :=∞ if l∗ < 0, then we can get that
||∇H ||Ll∗ (Br) ≤
C
R− r
||H ||W1,l(BR). (38)
Now let us introduce a new Ball with the radius between R2 and R as follows
R
2
< R1 < R.
For any 2 ≤ q ≤ 6 = 2∗,
||∇H ||Lq(BR
2
) ≤ C||∇H ||L6(BR
2
) ≤
C
R
||H ||H1(BR).
For any p ≥ 6, by the estimate (38), we get that
||∇H ||Lp(BR
2
) ≤ C||∇H ||L∞(BR
2
) ≤
C||∇H ||L6(BR1)
R1 −
R
2
≤
C||H ||H1
(R −R1)(R1 −
R
2 )
.
(39)
Hence
||∇H ||Lp(BR
2
) ≤ C||H ||H1(BR).
Step 2. Boundary regularity. Let x0 ∈ ∂Ω, and by taking the assumption
∂Ω is C1,1, we can always find a ball B centred at x0 and an orthogonal coordi-
nates transformation Φ ∈ C1,1(B; R3) such that (y1, y2, y3) = (Φ1(x), Φ2(x), Φ3(x)),
and that Φ(B ∩Ω) = {y3 > 0}∩BR(0) in the new coordinates. Let upper and
lower indices denote contravariant and covariant components respectively, and
let the components of tensors be marked by ” ˜ ” if they are expressed in the
yi-coordinate system, whereas unmarked components refer to the cartesian co-
ordinates. Then the following transformation rules are valid, see [16] for more
detail.
Let
Ei =
∑
k
Ek
∂xk
∂Φi
, Hi =
∑
k
Hk
∂xk
∂Φi
, ε˜ij =
∑
k,l
εkl
∂Φi
∂xk
∂Φj
∂xl
, µ˜ij =
∑
k,l
µkl
∂Φi
∂xk
∂Φj
∂xl
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with i, j, k, l ∈ {1, 2, 3}.
Let us set that F := ∇ ∧ E, and G := ∇∧H then we have that
∑
k
Fk
∂xk
∂Φi
= D · (∇˜ ∧ E )i, (40)
∑
k
Gk
∂xk
∂Φi
= D · (∇˜ ∧H )i, (41)
where D = det(∂Φi(x)
∂xj
) for i, j = 1, 2, 3 and ∇˜ = (∂y1 , ∂y2 , ∂y3).
Then we can see that E and H satisfy the following equations{
∇˜ ∧ E = iwµ0µ˜H
∇˜ ∧H = −iwε0ε˜E
(42)
with the boundary conditions on {y3 = 0} that E1 = E2 = H3 = 0. More-
over, we notice that ∇Φ ∈ W1,∞ which assures that ε˜ and µ˜ satisfy all the
assumptions which ε and µ satisfy.
Then using the half balls in place of the balls, we can follow the exact
procedure of Step 1 to derive the estimates near the boundary. One can treat
the boundary integration terms exactly same as the terms we have analyzed
in Step 1 (for ∇˜ ∧H ) and Step 4 (for ∇˜ ·H) in the proof of Proposition 11.
Hence we omit the details here for the shortness, and we also refer [8] and [10]
for more detail.
Step 3. Global regularity. After applying the interior estimates (Step 1
of this proof), boundary estimates (Step 2 of this proof) and the standard
finite covering technique (Step 5 of this proof of Proposition 11) as well as
the result of Proposition 11, one can easily complete the proof of this theorem.
Next we give the proof of Theorem 3, in which we obtain theW1,p estimate
for every p ≥ 2.
Proof (Proof of the theorem 3) Using the interpolation theorem, then one only
needs to prove that
||∇H ||Lp(Ω) ≤ C(||H ||L2(Ω)+||Je||Lp(Ω)+||∇∧G||Lp(Ω)+||Jm||Lp(Ω)+||divJm||Lp(Ω)).
Let us define the terms H˜, E˜, J˜e and J˜m as in the proof of Theorem 1. Then
we only need to prove that
||∇H˜ ||Lp(Ω) ≤ C(||H˜ ||L2(Ω) + ||J˜e||Lp(Ω) + ||J˜m||Lp(Ω) + ||divJ˜m||Lp(Ω)).
We follow the similar approach as given in the proof of Proposition 13. Because
of the source terms, Gi and F
α
i are now replaced by∫
BR
G˜iϕ
idx =
∫
BR
k21µH˜ · ηϕdx−
∫
BR
ε−1(x)(∇ ∧ H˜ − J˜e) ·Dη ∧ ϕ(x)dx −
∫
BR
k2J˜m · ηϕdx∫
BR
F˜
α
i Dαϕ
idx =
∫
BR
ε−1(x)(Dη ∧ H˜ − J˜e) · ∇ ∧ ϕ(x)dx.
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Following the same argument as the proof to the estimate (36), we can have
the estimate of ∇ ∧ (ηH). At the same time, div(ηH˜) is estimated through
equation (22) by applying the technics developed in Step 4 of the proof of
Proposition 13, and the inhomogeneous terms are treated using the exact same
method used in the proof of Theorem 1. Then we can easily obtain the W1,p-
estimates. Here we need to use the following different estimate to bound the
integration on the boundary∫
∂Ω∩BR(y0)
η2∂kϕ∂kJ˜m · e3dσ
≤||η2∂kϕ||
W
1− 1
p
,p
(∂Ω)
||∂k(J˜m · ν)||
W
−(1− 1
p
),q
(∂Ω)
≤C(||∇ϕ||W1,p(Ω)∩Br(y0) + ||∇ϕ||Lp(Ω∩BR(y0)))||J˜m · ν||W
1
p
,q
(∂Ω)
,
where 1
p
+ 1
q
= 1.
Since the rest of the proof is similar, we omit them for brevity.
3.3 Proof of Theorem 5
Before giving the proof, we first address the following three lemmas. The first
lemma develops the local energy estimate of the solutions with constant coef-
ficients.
Lemma 14 If V satisfies
∇ ∧ (ε−1(x0)∇ ∧ V ) = k
2
1µ(x0)V and div(µ(x0)V ) = 0 in BR(x0), (43)
then∫
Br(x0)
|∇V |2dx ≤ C(
r
R
)n
∫
BR(x0)
|∇V |2dx, for all 0 ≤ r ≤ R (44)
where n = 3 is the dimension.
Proof Since ∂kV satisfies the same equation (43), we only need to prove∫
Br(x0)
|V |2dx ≤ C(
r
R
)3
∫
BR(x0)
|V |2dx, for all 0 ≤ r ≤ R
For the simplicity, we assume that µ(x0) is an identity matrix, for the non-
identity matrix case we apply the argument in Step 3 of the proof of Propo-
sition 11 to estimate divV .
Let us use the substitution y = x−x0
R
in the previous equation and write
V˜ = V˜ (y) = V (x),
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then BR(x0) becomes B1(O). Let η ∈ C
∞
0 (B1(O)) and η ≡ 1 in Br(O), |∇η| ≤
C
1−r and 0 ≤ η ≤ 1. Let us multiply the equation (43) by η
2V˜ and integrate it
by part,∫
B1(O)
ε−1(x0)∇ ∧ V˜ · ∇ ∧ (η2V˜ )dy =
∫
B1(O)
k21η
2V˜ · V˜ dy,∫
B1(O)
η2|∇ ∧ V˜ |2dy ≤ C
∫
B1(O)
η2|V˜ |2dy + C
∫
B1(O)
|∇η|2|V˜ |2dy.
(45)
It gives that∫
Br(O)
|∇ ∧ V˜ |2dy ≤
∫
B1(O)
η2|∇ ∧ V˜ |2dy ≤ C(r)
∫
B1(O)
|V˜ |2dy.
Furthermore, because div(V˜ ) = 0 in B1(O), we have that∫
Br(O)
|∇V˜ |2dy ≤ C(r)
∫
B1(O)
|V˜ |2dy.
Therefore, by the induction, we get that∫
B 1
2
(O)
|∇(2)V˜ |2dy ≤ C
∫
B 3
4
(O)
|∇V˜ |2dy ≤ C
∫
B1(O)
|V˜ |2dy. (46)
Hence
||V˜ ||2L∞(B 1
2
(O)) ≤ C
2∑
k=0
∫
B 1
2
(O)
|∇(k)V˜ |2dy ≤ C
∫
B1(O)
|V˜ |2dy. (47)
If 0 < r
R
< 12 , then (47) leads to∫
B r
R
(O)
|V˜ |2dy ≤ C
∫
B1(O)
|V˜ |2dy · |B r
R
(O)| = C(
r
R
)3
∫
B1(O)
|V˜ |2dy. (48)
It follows that if 0 < r < R2 , then∫
Br(x0)
|V |2dx = R3
∫
B r
R
(O)
|V˜ |2dy ≤ C(
r
R
)3R3
∫
B1(O)
|V˜ |2dy = C(
r
R
)3
∫
BR(x0)
|V |2dx,
(49)
where the constant C does not depend on r and R.
On the other hand, if R2 ≤ r < R, then we easily obtain that.∫
Br(x0)
|V |2dx ≤ 23(
r
R
)3
∫
BR(x0)
|V |2dx. (50)
Remark 15 We actually proved that if V satisfies (43), then∫
Br(x0)
|V |2dx ≤ C(
r
R
)3
∫
BR(x0)
|V |2dx, for all 0 ≤ r ≤ R. (51)
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Based on Lemma 14, we further have the following lemma for the solutions
of the equation with constant coefficients.
Lemma 16 If V satisfies (43) in BR(x0), then∫
Br(x0)
|V − V¯x0,r|
2dx ≤ C(
r
R
)n+2
∫
BR(x0)
|V − V¯x0,R|
2dx, (52)
where V¯x0,r :=
1
|Br(x0)|
∫
Br(x0)
V (x)dx and |Br(x0)| is the volume of the ball
Br(x0), and n = 3 is the dimension.
Proof Notice that ∂kV satisfies the same equation as V . If r <
R
2 , then by the
Poincare inequality and Lemma 14, we get that∫
Br(x0)
|V − V¯x0,r|
2dx ≤ Cr2
∫
Br(x0)
|∇V |2dx ≤ C
rn+2
Rn
∫
BR(x0)
|∇V |2dx.
(53)
Now let us introduce a cut-off function η and multiply on both sides of the
given equation by η2(V − V¯x,R). After an integration by part, we get that
Cr2(
r
R
)n
∫
BR(x0)
|∇V |2dx ≤ Cr2(
r
R
)n
1
R2
∫
BR(x0)
|V − V¯x,R|
2dx. (54)
and it is obvious in the case of r > R2 .
The next lemma is classical and the previous methods used could be re-
ferred to as Caccioppoli estimates. This lemma is used to absorb the error
terms described by the small parameter δ.
Lemma 17 If Φ(ρ) is monotone increasing and satisfies that
Φ(ρ) ≤ A[(
ρ
R
)τ1 + δ]Φ(R) +BRτ2 ,
for every ρ, such that 0 < ρ < R ≤ R0, and τ2 < τ1, then let δ be small enough
such that there exists τ2 < ν < τ1, and gives that
Φ(ρ) ≤ C[(
ρ
R
)νΦ(R) +Bρτ2 ].
Proof For all θ ∈ (0, 1), Φ(θR) ≤ Aθτ1 [1+θ−τ1δ]Φ(R)+BRτ2 . Let τ2 < ν < τ1.
Suppose that 2Aθτ1 = θν , and let δ be small enough such that δθ−τ1 ≤ 1, then
it gives that
Φ(θR) ≤ 2Aθτ1Φ(R) +BRτ2 ≤ θνΦ(R) +BRτ2 .
Let us take k for any 0 < r < R, such that θ1+kR < r < θkR, then it follows
that
Φ(r) ≤ Φ(θkR) ≤ θkνΦ(R)+Bθ(k−1)τ2Rτ2
1
θτ2 − θν
≤ C(
r
R
)τ2((
r
R
)ν−τ2Φ(R)+BRτ2),
and so it leads to the conclusion.
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Now we are ready to prove Theorem 5.
Proof (Proof of theorem 5)
Step 1 Consider (V, E˜) be the solution of the system:


∇ ∧ E˜ − iωµ0µ(x0)V = 0 inBR(x0),
∇∧ V + iωε0ε(x0)E˜ = 0 inBR(x0),
E˜ ∧ ν = E ∧ ν on∂BR(x0).
(55)
Note that Je = Jm = 0, then V satisfies the equation (43) in BR(x0), and the
following boundary condition
(ε−1(x0)∇ ∧ V ) ∧ ν = −iωε0E˜ ∧ ν = −iωε0E ∧ ν = (ε
−1(x)∇ ∧H) ∧ ν on∂BR(x0)
The existence of V is guaranteed by Corollary 4.19 of the book [15], since
k1 is not a Maxwell eigenvalue.
Let W = H − V . Let BR := BR(x0). Let Br := Br(x0). Then
∫
Br
|∇H |2dx ≤ 2
∫
Br
|∇W |2dx+ 2
∫
Br
|∇V |2dx. (56)
Because the coefficients of the equations (43) are constants, by Lemma 14, we
can derive the inequality as follows
∫
Br
|∇H |2dx ≤ C(
r
R
)3
∫
BR
|∇V |2dx+C
∫
BR
|divW |2dx+C
∫
BR
|∇∧W |2dx.
(57)
Step 2 Note that by the boundary condition of V and Proposition 13, H
and V are in W1,p(BR). It provides that W ∈ W
1,p(BR), with the boundary
condition W ∧ ν = 0 on ∂BR. Further, W satisfies the following equations in
BR,
∇∧[ε−1(x0)∇∧W ] = k
2
1µ(x0)W+k
2
1(µ(x)−µ(x0))H+∇∧[(ε
−1(x0)−ε
−1(x))∇∧H ],
(58)
and
div(µ(x0)W ) = div((µ(x0)− µ(x))H), (59)
with the boundary condition
(ε−1(x0)∇ ∧W ) ∧ ν = ((ε
−1(x0)− ε
−1(x))∇ ∧H) ∧ ν on ∂BR. (60)
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Multiply W on the both sides of the equation (58) and integrate it by parts,
then
λ
∫
BR
|∇ ∧W |2dx
≤
∫
BR
(ε−1(x0)∇ ∧W )∇ ∧Wdx
=
∫
BR
W (∇ ∧ (ε−1(x0)∇ ∧W ))dx +
∫
∂BR
W (ε−1(x0)∇ ∧W ) ∧ νds
=
∫
BR
k21µ(x0)WWdx+
∫
BR
k21(µ(x)− µ(x0))HWdx
+
∫
BR
((ε−1(x0)− ε
−1(x))∇ ∧H)∇∧Wdx
−
∫
∂BR
((ε−1(x0)− ε
−1(x))∇ ∧H) ∧ νWds
+
∫
∂BR
W (ε−1(x0)∇ ∧W ) ∧ νds.
By the condition (60), we know that if µ ∈ Cα(Ω) and ε ∈ Cα, then
∫
BR
|∇ ∧W |2dx (61)
≤ C
∫
BR
|W |2dx+ CR2α
∫
BR
|H |2dx+ CR2α
∫
BR
|∇ ∧H |2dx
≤ CR2α
∫
BR
(|H |2 + |∇ ∧H |2)dx+ CR2||W ||2H1 .
Step3 Note that by equation (59),we can obtain that
divW = div((I − µ(x0))W ) + div((µ(x0)− µ(x))H). (62)
If |I − µ(x0)| < δ0, µ ∈ C
α, and µ ∈W 1,3+δ, then∫
BR
|divW |2dx ≤ Cδ0
∫
BR
|∇W |2dx+ CR2α
∫
BR
|∇H |2dx+ C
∫
BR
|∇µ|2|H |2dx,
hence it can be written that∫
BR
|divW |2dx ≤ Cδ0
∫
BR
|∇∧W |2dx+CR2α
∫
BR
|∇H |2dx+CR
2δ
9+3δ
∫
BR
|∇H |2dx.
Let α∗ = min{α, δ9+3δ}, then by (61) (we write α instead of α
∗ in the following
equations for the convenience )∫
BR
|∇W |2dx ≤ CR2α||H ||2H1 + CR
2||W ||2H1 . (63)
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Step 4 By (57), we now know that
∫
Br
|∇H |2dx ≤ C[(
r
R
)3 +R2α]
∫
BR
(|∇H |2 + |H |2)dx+ CR2||W ||2H1 ,
and similarly,
∫
Br
|H |2dx ≤C(
r
R
)3
∫
BR
|V |2dx+ C
∫
BR
|W |2dx
≤C[(
r
R
)3 +R2α]
∫
BR
(|∇H |2 + |H |2)dx + CR2||W ||2H1 .
Let’s set that
Φ(r) =
∫
Br
(|∇H |2 + |H |2)dx,
and set δ := R2α where R is sufficiently small such that δ is small. By Lemma
17, if ||∇W ||2L2(BR) < CR
1+α for any 0 < R ≤ R0, then we obtain that
Φ(r) ≤ C
[
(
r
R
)νΦ(R) + Cr3+α
]
,
for any 1 + 2α < ν < 3. It means
∫
Br
(|∇H |2 + |H |2)dx ≤ C(
r
R
)ν
∫
BR
(|∇H |2 + |H |2)dx+ Cr3+α.
Moreover, if ||∇H ||2L2(BR) < CR
ν for any 0 < R ≤ R0, then by (63), we
have that∫
BR
|∇W |2dx ≤ CR2α+ν ||H ||2H1(BR0)
+ CR3+2α, for any 0 < r ≤ R ≤ R0
(64)
Step 5 Note that
∫
Br
|∇H − (∇¯Hx0,r)|
2dx ≤
∫
Br
|∇V − (∇¯Hx0,r)|
2dx+
∫
Br
|∇W |2dx
≤
∫
Br
|∇V − (∇¯V x0,r)|
2dx+ C
∫
Br
|∇W |2dx,
(65)
where ∇¯Hx,r :=
1
|Br(x)|
∫
Br(x)
∇H(z)dz. Moreover,
∫
BR
|(∇¯Hx0,R)− (∇¯V x0,R)|
2dx = |BR|
∣∣∣∣ 1|BR|
∫
BR
∇Wdx
∣∣∣∣
2
≤
∫
BR
|∇W |2dx.
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After an application of the Lemma 16 with n = 3, we get that for any 0 < r ≤
R ≤ R0,∫
Br
|∇V − (∇¯V x0,r)|
2dx+ C
∫
Br
|∇W |2dx
≤C(
r
R
)5
∫
BR
|∇V − (∇¯V x0,R)|
2dx+ C
∫
BR
|∇W |2dx
≤C(
r
R
)5
∫
BR
|∇V − (∇¯Hx0,R)|
2dx+ C
∫
BR
|∇W |2dx
≤C(
r
R
)5
∫
BR
|∇H − (∇¯Hx0,R)|
2dx+ C
∫
BR
|∇W |2dx
≤C(
r
R
)5
∫
BR
|∇H − (∇¯Hx0,R)|
2dx+ CR2α+ν ||H ||2H1(BR0)
+ CR3+2α,
(66)
where the constant C does not depend on r and R. Let
Φ(r) =
∫
Br(x0)
|∇H − (∇¯Hx,r)|
2dx,
and choose ν such that 2α+ ν > 3. Let
σ := min(2α+ ν, 3 + 2α, 5) ∈ (3, 5),
then by Lemma 17,∫
Br
|∇H − (∇¯Hx,r)|
2dx ≤ C(
r
R
)σ
∫
BR
|∇H − (∇¯Hx,R)|
2dx+ Crσ ,
and hence
||∇H ||L2,σ(Br) ≤ C.
By Lemma 22 which is listed in the Appendix, we obtain that
||∇H ||C0,α(Br) ≤ C,
where α = σ−n2 > 0. Therefore we get that
H ∈ C1+α(Br).
Step 6. The above steps proved that for any given x0 ∈ Ω, if there exists
R0 such that
‖∇W‖2L2(BR(x0)) < CR
1+α and ||∇H ||2L2(BR(x0)) < CR
ν , (67)
for any 0 < R ≤ R0, then we know the solution H ∈ C
1+α(BR(x0)). Let Ωh be
the set of all the points in Ω such that (67) holds. Note that ‖∇W‖2L2(BR(x0))
and ||∇H ||2L2(BR(x0)) are continuous with respect to x0, so Ωh is open. Fol-
lowing the Lebesgue differentiation theorem, we know that for almost every
point in Ω, (67) holds, since |BR(x0)| =
4π
3 R
3 and (∇H,∇W ) ∈ (L2(Ω))2.
Therefore, we have that
meas(Ω\Ωh) = 0.
Then we can finish the proof of the theorem 5.
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3.4 Proof of theorem 8 and 10
Using the symmetrical structure of the system, we can show a similar interior
estimate to the solution E. However, one needs to take care of the different
boundary condition satisfied by E and H , namely the solution E satisfies
E ∧ ν = G ∧ ν on the boundary and H satisfies (ε−1∇∧H) ∧ ν = (ε−1Je) ∧
ν − k2G ∧ ν on the boundary. Hence, in this subsection, we give the detail
of the argument to derive the boundary estimates of the solution E of the
homogeneous equations in the proof of the propositions (18), and the argument
corresponding to the inhomogeneous source terms can be achieved from the
proof of theorem 1–5 by applying the symmetrical structure of the system.
The regularity results we developed for the solution E of the homogeneous
Maxwell’s equations are given as below.
Proposition 18 (Regularity for E–Homogeneous) Let ε(x) ∈ W1,3+δ(Ω)3×3,
where δ > 0. Suppose µ−1(x) ∈ L∞(Ω)3×3 and that the condition (2) holds. If
E is a weak solutions of the following equations,
∇∧ (µ−1(x)∇ ∧ E) = k2ε(x)E, div(εE) = 0 in Ω, (68)
with the boundary condition E ∧ ν = 0 on ∂Ω, then E ∈ H1(Ω) and
||E||H1(Ω) ≤ C||E||L2(Ω). (69)
Moreover, if µ−1(x) ∈ C0(Ω)3×3 and satisfies the condition (2), then the fol-
lowing inequality holds
||E||W1,p(Ω) ≤ C||E||L2(Ω), p ≥ 2, (70)
where the constant C does not depend on the solutions E; and finally as-
sume k is not a Maxwell eigenvalue, and if µ−1(x) ∈ Cβ(Ω)3×3,and ||ε(x) −
I||L∞(Ω)3×3 < δ0, then there exists an open set Ωh ⊂ Ω and α ∈ (0, 1), such
that meas(Ω\Ωh) = 0, and for any x0 ∈ Ωh, there exists r > 0 and C > 0
such that
||E||C1,α(Br(x0)) ≤ C(1 + ||E||L2(Ω)). (71)
Remark 19 The result (69) and (70) can be extended to the inhomogeneous
case; Similar to the regularity of H, the result (71) only works with the homo-
geneous equation (Je = Jm = 0) case.
Proof (Proof of Proposition 18) The only difference in this case is the property
of the terms on the boundary ∂Ω, since E andH satisfy the different boundary
conditions. Let us multiply both sides of the equation (68) by E, and integrate
it by parts, we get that∫
Ω
µ−1(x)(∇ ∧ E) · (∇ ∧ E)dx+
∫
∂Ω
(µ−1∇ ∧ E) · (E ∧ ν)dσ = k2
∫
Ω
|E|2dx.
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Notice that E ∧ ν = 0 on ∂Ω, and so∫
Ω
|∇ ∧E|2dx ≤ C
∫
Ω
|E|2dx.
Based on the estimate of ∇ ∧ E, we can show the interior estimate of |∇E|
exactly as done in the Step 3 of the proof of Proposition 11, where we only
need to exchange the role of ε and µ.
Now we are going to derive the boundary estimates. Let x0 ∈ ∂Ω and Br
be the ball with the center x0 and radius r. Let η be a smooth positive cut-off
function such that η ≡ 1 in Br and η = 0 on ∂BR.Then multiply η2E on the
both sides of the equation (68), after an integration by part,∫
BR
µ−1(x)(∇∧E)·(∇ ∧ (η2E))dx+
∫
∂BR
(µ−1∇∧E)·(η2E ∧ ν)dσ = k2
∫
BR
|ηE|2dx.
(72)
Notice that η2E ∧ ν = 0 on ∂BR, so by employing the Ho¨lder inequality, it is
easy to have that ∫
Br∩Ω
|∇ ∧E|2dx ≤ C(R)
∫
BR∩Ω
|E|2dx, (73)
where the constant C(R) depends on R but does not depend on the solutions
E and H .
Next, from the equation ∇∧H + i ωε0ε(x)E = 0, we have that
div(εE) = 0,
with boundary condition E ∧ ν = 0. As the argument in Step 2 of the proof
of Proposition 13, we introduce the transformation of coordinates such that
ν = e3 in the new coordinates (y1, y2, y3), and E˜ satisfies that div(ε˜E˜) = 0,
with boundary conditions E˜ ∧ e3 = 0 on the boundary y3 = 0 in BR(x0). The
boundary condition is actually that
E˜1 = E˜2 = 0.
We first work on the estimates of E˜1, and the estimate of E˜2 will be derived
similarly. By the equation,
0 = ∂y1(div(ε˜E˜)) = div(∂y1(ε˜)E˜ + ε˜∂y1(E˜))
Note that
∂y1E˜2 = ∂y2E˜1 + (∇ ∧ E˜)3, and ∂y1E˜3 = ∂y3E˜1 − (∇ ∧ E˜)2.
Let us define a vector b as the following
b := (0, (∇∧ E˜)3,−(∇∧ E˜)2)
T ,
then E˜1 satisfies the following elliptic equation of second order,
div(ε˜∇E˜1) = −div(∂y1(ε˜)E˜ + ε˜b),
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with the boundary condition E˜1 = 0 on ∂Ω.
Multiply η2E˜1 on the both sides of the equation, and integrate by part in
BR(y0), where y0 is the corresponding point of x0 in the new coordinates, then∫
Br∩Ω
|∇E˜1|
2dy ≤ C(λ)
∫
BR∩Ω
|E˜|2|∇ε˜|2dy+
C(λ)
R
∫
BR∩Ω
(|E˜|2|∇ε˜|+||ε˜||2L∞ |b|
2)dy,
(74)
where the constant C(λ) only depends on the elliptic ratio. Since
∫
BR∩Ω
|E˜|2|∇ε˜|2dy ≤ ||∇ε˜||2L3+δ
(∫
BR∩Ω
|E˜|
6+2δ
1+δ dy
) 1+δ
3+δ
,
and
(∫
BR∩Ω
|E˜|
6+2δ
1+δ dy
) 1+δ
3+δ
≤ ||E˜||2L6(BR∩Ω)|BR∩Ω|
2δ
9+3δ ≤ CR
2δ
3+δ ||∇E˜||2L2(BR∩Ω).
Secondly,
∫
BR∩Ω
|E˜|2|∇ε˜|dy ≤ ||∇ε˜||L3+δ
(∫
BR∩Ω
|E˜|
6+2δ
2+δ dy
) 2+δ
3+δ
,
with
(∫
BR∩Ω
|E˜|
6+2δ
2+δ dy
) 2+δ
3+δ
≤ ||E˜||2L6(BR∩Ω)|BR∩Ω|
3+2δ
9+3δ ≤ CR
3+2δ
3+δ ||∇E˜||2L2(BR∩Ω).
Moreover, ∫
BR∩Ω
|b|2dy ≤
∫
BR∩Ω
|∇ ∧ E˜|2dy.
Hence by the above inequalities, we have∫
Br∩Ω
|∇E˜1|
2dy ≤C(λ)(R
2δ
3+δ ||∇ε˜||2L3+δ +R
3+2δ
3+δ ||∇ε˜||L3+δ )
∫
BR∩Ω
|∇E˜|2dy
+ C(R)||ε˜||2L∞
∫
BR∩Ω
|∇ ∧ E˜|2dy + C(R)
∫
BR∩Ω
|E˜|2dy.
Obviously E˜2 satisfies the same estimate.
Finally, we are going to estimate E˜3. Note that
∂y1E˜3 = ∂y3E˜1 − (∇ ∧ E˜)2, and ∂y2E˜3 = ∂y3E˜2 + (∇ ∧ E˜)1,
and by the equation div(ε˜E˜) = 0,
ε˜3,3∂y3E˜3 = (−
3∑
i,j=1
ε˜ij∂yiE˜ + ε˜3,3∂y3E˜3)−
3∑
i,j=1
∂yi ε˜ijE˜j ,
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where ε˜i,j is the (i, j)
th entry of matrix ε˜, and ε˜3,3 ≥ λ > 0. So∫
Br∩Ω
|∇E˜3|
2dy
≤C(λ)
∫
Br∩Ω
|E˜|2|∇ε˜|2dy + C(λ)||ε˜||2L∞
∫
Br∩Ω
(|∇ ∧ E˜|2 + |∇E˜1|
2 + |∇E˜2|
2)dy.
Then∫
Br∩Ω
|∇E˜|2dy ≤C1(R
2δ
3+δ +R
3+2δ
3+δ )
∫
BR∩Ω
|∇E˜|2dy
+ C(R)||ε˜||2L∞
∫
BR∩Ω
|∇ ∧ E˜|2dy + C(R)
∫
BR∩Ω
|E˜|2dy,
where the constant C1 only depends on ||ε˜||W1,3+δ and the elliptic ration.
Apply the estimates of ∇ ∧ E˜ which we obtained before, and after the
change of the coordinates back, we have∫
Br∩Ω
|∇E|2dx ≤ C1(R
2δ
3+δ +R
3+2δ
3+δ )
∫
BR∩Ω
|∇E˜|2dx+ C(R)
∫
BR∩Ω
|E|2dx.
(75)
Finally, let ηi be cut-off functions which satisfies
∑
i ηi ≡ 1 and such that
the set of all the subregions Ωi := {x ∈ Ω ; ηi(x) > 0} together is a finite cover
of Ωi, with the property that diam{Ωi} ≤ R. Then
||E||H1(Ω) ≤
∑
i
||ηi∇E||L2(Ω) + ||E||L2(Ω)
≤C(R
2δ
3+δ +R
3+2δ
3+δ )
∑
i
||∇E||L2(Ωi) + C||E||L2(Ω)
≤C(R
2δ
3+δ +R
3+2δ
3+δ )||∇E||L2(Ω) + C||E||L2(Ω).
Therefore, let R > 0 sufficiently small, We complete the proof of the esti-
mate (69).
Similarly, for the remaining two estimates, the interior estimates of E and
the boundary estimate of ∇ ∧ E can be achieved by exchanging the role of ε
and µ. The estimate of divE near the boundary ∂Ω can be deduced by using
the relation div(εE) = 0 carefully as done in the proof of the estimate (69)
(i.e., from (72) to (75)), then all the three estimates yield the remaining two
estimates of E in the proposition.
Using all the results obtained before, we can now address the estimate to both
E and H as given in Theorem 10.
Proof (Proof of Theorem 10) By the embedding theorem, µ(x) ∈ Cβ(Ω) and
ε(x) ∈ Cβ(Ω). Then the theorem follows from Theorem 5 and Proposition 18.
Moreover, the subset Ωh is determined by considering the H
1-estimates of the
two functionsWE andWH together, whereWE := E−VE andWH := H−VH .
VH is the V constructed in the proof of Theorem 5, while VE is similar but
with respect to E. Clearly, we have that Ωh is open and meas(Ω\Ωh) = 0.
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4 Appendix
In the appendix, we will introduce several important functional spaces and
properties which are used in this paper. Because most of them are well-known,
we only list the lemmas and omit the proof for the shortness.
Definition 20 (Morrey Space) We denote by Lp,ν(Ω) the Morrey spaces,
and for 1 ≤ p <∞ and ν ∈ (0, n+ p), its norm is defined as
||u||Lp,ν (Ω) = { sup
x∈Ω,0<r<d
r−ν
∫
Ω(x,r)
|u(z)|pdz}
1
p
where Ω(x, r) = Ω ∩ B(x, r), B(x; r) is a ball of which centre is x ∈ Ω. We
call u(x) ∈ Lp,ν(Ω) if ||u||Lp,ν (Ω) <∞.
Definition 21 (Campanato space) We denote by Lp,ν(Ω) the Campanato
spaces, and for the same p, ν used in the definition 20, the norm of the Cam-
panato spaces is given as
||u||Lp,ν (Ω) = ||u||Lp,ν (Ω) + { sup
x∈Ω,0<r<d
r−ν
∫
Ω(x,r)
|u(z)− u¯x,r|
pdz}
1
p
where u¯x,r =
1
|Ω(x,r)|
∫
Ω(x,r) u(z)dz.
The Morrey space and Campanato space have the following two well-known
and important properties.
Lemma 22 Lp,ν(Ω) ∼= C0,δ, where δ = ν−np and n < ν < n+ p.
Lemma 23 Lp,n(Ω) ∼= L∞.
Lemma 24 Lp,ν(Ω) ∼= Lp,ν , for 0 ≤ ν < n.
Definition 25 (BMO space) We denote by BMO(Ω) the bounded mean os-
cillation function space, and its norm is defined as
||u||BMO(Ω) = ||u||L1(Ω) + sup
Q⊂Ω
1
|Q|
∫
Q
|u− u¯Q|dx
where Q is a hypercube in Ω and |Q| denotes its volume. We call u ∈ BMO(Ω)
if ||u||BMO(Ω) <∞.
Lemma 26 For any open bounded domain Ω, we have that ||u||BMO(Ω) ≤
||u||L2,n(Ω).
By employing the BMO space, we have the following interpolation theorem.
Lemma 27 (Stampacchia interpolation theorem) Let 1 < q < +∞, and
T be a linear operator. If
||Tu||Lq(Ω) ≤C1||u||Lq(Ω), ∀u ∈ L
q(Ω),
||Tu||BMO(Ω) ≤C2||u||L∞(Ω), ∀u ∈ L
∞(Ω).
Then for p ∈ [q,+∞), ||Tu||Lp(Ω) ≤ C||u||Lp(Ω).
Regularity of solutions with low regularity coefficients 31
The final one is the Helmholtz decomposition in the vector analysis.
Lemma 28 (Helmholtz Decomposition) Suppose Ω is a bounded, simply-
connected, Lipschitz domain. Every square-integrable vector field u ∈ (L2(Ω))3
has an orthogonal decomposition:
u = ∇ϕ+∇ ∧ A,
where ϕ ∈ H1(Ω) is a scalar function, and A ∈ H1(curl, Ω).
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