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Abstract
In order to assist a single operator tasked with controlling multiple unmanned vehicles, intelligent autonomous capabilities are 
being developed that recommend plans to meet operator goals.The goal of this research was to develop an effective visualization 
for allowing an operator to compare across autonomy recommended plans.Three plan comparisonformatswere developed: Plot, 
Matrix, and Chart.Each format allowed participants to compare across autonomy recommended plans as well as retrieve 
information about a single plan.Twelve participants were tested using a 3 (Format) X 2 (Number of Parameters) X 4 (Question 
Type) repeated measures within-participants design.Both objective and subjective data were collected.Participants both preferred 
and were faster at comparing across plans when using the Plot as compared to the Chart and Matrix.However, when retrieving 
information about a single plan, participants both preferred and were faster with the Chart and Matrix as compared to the 
Plot.Recommendations are made on how to improve thePlot format. 
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Fig. 1. (a) Intelligent agent reasoning example scenario; (b) Pareto optimal vehicles are located on the dashed line while sub-Pareto optimal 
vehicles are grayed out.
1. Introduction
Intelligent autonomy capabilities are essential for operators tasked with controlling multiple heterogeneous 
unmanned vehicles (UVs).Such technologies enable the human operator to assign high level tasks, monitor the 
situation, and adjust to unexpected events while offloading manual control of the UVs to the automated system 
[1].For example, intelligent agents are being developed that canrecommend a plan to satisfy an operatorrequest (e.g., 
provide overhead surveillance) while taking into account relevant situational variables (e.g., fuel use and 
timeenroute) [2].
To help illustrate how these intelligent agents reason, Fig. 1(a) shows a scenario in which an operator is 
controllingthree unmanned air vehicles (UAVs) and two unmanned ground vehicles (UGVs).The UAVs are 
represented with diamond shape icons (call signs FN-11, FN-12, and FN-13) and the UGVs are represented with the 
tombstone shaped icons (call signs TR-21 and TR-22). All five UVs have an electro-optical(EO) sensor but FN-12
and TR-21 also have an infrared (IR) sensor.Additionally, the UGV sensors have better resolution than the UAV 
sensors.A task comes in that requires the operator to image Point Charlie on a cloudy day (thus making IR sensors
more capable than EO sensors).In this scenario the intelligent agentconsiders both how fast the UV can get to Point 
Charlie as well asthe UV’s ability to perform the task when determining which UV to recommend.
The intelligent agent’s reasoning can bebased on Pareto efficiency, wherebya plan is eliminated if another plan is 
better on all relevant dimensions.Fig.1(b) shows the Pareto efficiency of each UV for this task.Pareto-optimal 
vehicle choices (FN-11, FN-12, and TR-21) lay on the dashed line.Though FN-11does not have an IR sensor, it can 
get to Point Charlie the quickest so it is a better choice than FN-13 which has the same capabilities as FN-11 but is 
farther away.Similarly, TR-21 is a better choice than TR-22 because even though they can get to Point Charlie in the 
same amount of time, TR-21 has better capabilities (i.e., an IR sensor).The operator can then select from the three 
Pareto optimal vehicles, FN-11 (best speed, worst capability), TR-21 (worst speed, best capability), and FN-12 
(average speed, average capability). 
While the visualization depicted in Fig.1works well if only two factors need to be considered, visualizing the 
Pareto space quickly becomes challenging as more factors are added.What if in addition to time enroute and sensor 
capability, the operator/intelligent agent also needed to consider the time the UV can dwell at the task location once 
it has arrived, the amount of fuel needed for the task, and the impact assigning the UV to the task will have on other 
existing tasks?What the operator truly needs is avisualization that allows a comparison of N plans across N
parameters.One visualization technique that could provide this capability is the parallel coordinate plot (PCP).
In the PCP technique, each plan is represented by a line that passes through a series of parallel axes, with each 
axis representing a different plan parameter [3].Though the PCP has been used to represent Pareto data [4], our 
implementation, the Plan Comparison Plothas several enhancements (illustrated in Fig.2).Each parameter is 
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Fig. 2. Plan comparison plot.
assigned a column and parameters are ordered by priority; the most important parameter(in this case fuel)is the 
leftmost.The relative priority of each parameter is represented by the width of the column.Each of the three plans 
(A, B, and C) is assigned a unique color and letter.Parametervalues for each plan are mapped onto the parameter 
columns.For example in Fig.2, Plan A is the best plan to maximize time enroute and Plan C is the best plan to 
maximize ammo.The values of each parameter are normalized on a scale 0 to 100, with 100 being the ideal value for 
that parameter and, in conjunction with the weighting assigned to each parameter, allow an overall score for each 
plan (the “AVG” column) to be represented.The yellow and red dashed lines represent threshold levels: the yellow 
threshold line indicates a “slight” deviation from the ideal parameter valueand was located at 60, while the red 
threshold line indicates a “severe” deviation from the ideal parameter value and was located at 40.
The present study evaluated performance on retrieving plan information with the Plot.Performance using the Plot
was compared to two alternate visualization formats, the Plan Comparison Matrixand the Plan Comparison 
Chart.Both the Matrix and the Chart were derived from a visualization format previously evaluated as a method for 
representing an ongoing plan’s status [5].
In the Matrix (see Fig.3), each plan is assigned a location (left, center, right), a name (A, B, or C), and a unique 
colored border (green, blue, or purple).Within each plan, parameters are ordered from left to right based on their 
priority, with the highest priority parameter at the far left.The relative priority of each parameter is represented by 
the width of the column.As with the Plot, parameter values are normalized, and in conjunction with the weighting 
assigned to each parameter, allow an overall score for each plan (shown at the bottom of each plan) to be 
represented.Color was used to indicate if a parameter value violated a threshold.For example, in Fig.3 there are four
yellow threshold violations (Maint in Plan A and Plan B, Dwell for Plan B and Plan C) and one red threshold 
violation (Maint in Plan C).
Fig. 3. Plan comparison matrix.
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Fig. 4. Plan comparison chart.
The Chart (see Fig.4) was very similar to the Matrix so only the distinctions between the two will be described.In 
the Chart the height of the bar for each parameter corresponds to the parameter’s value.The coding of the color of 
each bar was similar to that employed by the Matrix; however, lines representing the yellow and red threshold levels 
were added. 
To summarize, this study compared the effectiveness of the Plan Comparison Plot versus the Plan Comparison 
Matrix and Plan Comparison Chartin terms of participants’ ability to retrieve information related to a single plan as 
well as compare plans.Each Format represented the specific value of each parameter for every plan, the relative 
priority of each parameter, each plan’s average overall value, and any threshold violations.Additionally, since 
display clutter can impact information retrieval, the number of parameters presented was varied.
2. Method
2.1. Participants
A total of twelve volunteer Wright-Patterson Air Force Base employees (6 males, 6 females) between the ages of 
22 - 47 (M = 27, SD = 7) participated in this study.All participants reported normal/normal corrected vision and 
normal color vision.
2.2. Experimental design
Trials were blocked by Format (e.g., a participant would complete trials with the Plot, then trials with the Chart, 
and finally trials with the Matrix) with the order of the three Formats counterbalanced across participants.Within 
each of the three blocks, participants completed 64 trials consisting of two 32-trial sets, one with each of two 
different number of parameter conditions tested (3 and 5 parameters), with the order of the sets counter balanced 
across participants.Each trial required participants to answer one of four types of questions by retrieving information 
from a static Plot, Matrix, or Chart.Question types included: (1) “Which plan is the best option?” (2) “Which plan 
optimizes parameter X?” (3) “Are there any threshold violations for plan X? If so, how many?” (4) “Is there an 
unacceptable plan? If so which one?”The order in which each question type was posed was randomized with the 
constraint that each type occurred eight times in each trial set.This resulted in a 3 (Format) X 2 (Number of 
Parameters) X 4 (Question Type) X 8 (Replication) within-participant factorial design, with each participant 
completing 192 trials.
2.3. Test stimuli
To generate the test stimuli, 16 data sets were developed, eight for each of the Number of Parameters (3 and 5) 
conditions.Each data set specified the priority and normalized value (0-100) for each parameter.Priority remained 
constant for each parameter; however, the normalized values were broken down into three subsets, one for each of 
the three plans.Values for each plan were randomized following the rule that only one plan (or subset) per data set 
1026   Kyle J. Behymer et al. /  Procedia Manufacturing  3 ( 2015 )  1022 – 1029 
could be “unacceptable.”A plan was deemed unacceptable if the highest priority parameter ever crossed a threshold 
(i.e., highest priority has to be above 60, more than half the parameters were below a threshold and/or any parameter 
besides the lowest priority fell below the severe threshold).The overall value for each plan was based on the 
parameter values and their respective weighting.To ensure readability, all values had to be at least five away from 
either threshold line (e.g. couldn’t equal 61) and there had to be at least a difference of six between the plans for a 
specific parameter.Lastly, parameter names were randomly assigned.
2.4. Trial procedure
The methodology was similar to that employed by Behymer, Ruff, Mersch, Calhoun, and Spriggs 
(2015)[5].Participants were trained to click a button labeled “SHOW ANSWERS” when he or she was ready to 
respond with an answer.Upon button selection, the test stimulus disappeared and candidate responses to the question 
were presented, as well as the question itself.The test stimulus was removed during the response selection step to 
prevent participants from using a process of elimination to answer.The participant’s task was to select the correct 
answer as quickly and accurately as possible.Selection of a response blanked the display, except for the presentation 
of a “NEXT” button; selection of this button initiated the next trial.Progression through the blocks of trials was self-
paced with participants selecting buttons via a mouse.Participants could only control progress forward within and 
across trials; for instance, participants could not return to a previous screen to view the test stimulus again before 
responding.Participants did not receive feedback on their performance during the experimental trials.
2.5. Test sessions
Upon arrival, participants were given an overview of the study, read and signed the informed consent document, 
and filled out a short demographics questionnaire.Participants were then trained on the general information 
presented by each Format (without specific examples of any of the Formats), the four question types, and the 
guidelines for determining an ‘unacceptable’ plan.Also, in order to make sure there was always one clear “best 
option”, participants were trained that if a plan is 'unacceptable' it cannot be the best plan.To determine if a plan was 
acceptable participants needed to take into account the number and types of threshold violations, as well as the 
respective parameter’s priority.Participants were also instructed that if they were struggling to decide between plans, 
they should choose the plan with the highest average overall value. Participants were next trained on the specific 
trial block for the Format they were assigned to complete first.At the end of the training they answered sixteen 
practice questions (two examples of the four types of questions for both the three and five parameter
conditions).Participants were allowed to repeat the practice questions until they felt confident in their ability to 
retrieve information from the test stimuli.Also, participants had to be 100% accurate on the training questions before 
beginning the experimental trials.Participants were briefed to answer questions as quickly and accurately as 
possible. 
At the completion of the first trial block, participants were given a Post-Block Questionnaire asking their opinion 
on the Format they just saw. These questions included items asking about their ability to answer each type of 
question, as well as whether the number of parameters or type of threshold violation made a difference.The 
procedures were repeated for the remaining two Formats, with the participants receiving training on one of the 
alternative Formats, completing a trial block and answering the post-block questionnaire before moving on to the 
final Format. This was followed by a Final Debriefing Questionnaire that included items for participants to compare 
the three Formats, indicate their preference, and provide additional feedback.Total session time, per participant, was 
approximately 1.5 hours, with each trial lasting about 5 s.
3. Results
Data were collapsed across replications.Performance data (response accuracy and time) were analyzed with a 
repeated measures Analysis of Variance (ANOVA) model.Questionnaire responses were analyzed using the 
Kolomogorov-Smirnov nonparametric test of significance.
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Fig. 5. Mean time to retrieve information to answer questions correctly for Format and Question Type. Error bars are the standard errors of the 
means.
3.1. Accuracy
The question response accuracy was greater than 99% overall.Therefore, data analysis was dedicated to mean 
response time for questions answered correctly.
3.2. Response time
To enhance analysis of the time required to retrieve information to answer the question correctly, response time 
was calculated from the time that the stimulus/question was presented until the participant selected the “SHOW 
ANSWERS” button.This aided in filtering-out the noise that was determined to be introduced from participants 
moving the mouse cursor around the screen to click their desired answer.Overall, mean response time to answer 
questions correctly was 5.33 s, SD = 2.42 s.The results showed a significant interaction effect between Format Type 
and Question Type (F(3,33) = 10.22,p = 0.0002, Fig. 5).
The interaction suggests participants’ mean response time significantly differed between Format Types as a 
function of the Question Types.Results from Bonferroni-corrected Post-hoc Hypothesis Tests on the ANOVA 
indicated that the Chart and Matrix Formats did not significantly differ for any of the questions types and there was 
no significant difference between any of the Formats for Question Type #1 (“Which plan is the best option?”). 
However, response time was significantly shorter for the Plot Format for Question Type #2 (“Which plan optimizes 
parameter x?”) than for the other two Formats (p < 0.05).Conversely, for Question Type #4 (“Is there an 
unacceptable plan?If so which one?”), the response time for the Plot Format was significantly slower than the Chart 
and Matrix Formats (p< 0.05).Response time for the Plot Format was also slower for Question Type #3 (“Are there 
any threshold violations for plan X? If so, how many?”), but this difference was not statistically significant (p =
0.07).There was a significant main effect of Question Type (F(3,33) = 17.67, p< 0.001).Also, for most question 
types, mean response time was faster when there were only three parameters depicted compared to five (Interaction 
Effect: F(6,66) = 4.05, p< 0.01).However, for Question Types #1 and #4, participants responded more quickly with 
the Chart Format when five parameters were depicted compared to three (p< 0.07).
3.3. Subjective data
The results from the questionnaires were aligned with the performance data.On the final debriefing questionnaire, 
nine of the 12 participants rated the Plot better than the other two Formats for answering questions that involved 
retrieving information about a specific parameter (D(12)= 0.42, p< 0.05).Also, all the participants indicated that 
either the Chart or Matrix was better for determining whether there was an unacceptable plan (D(12)= 0.6, p< 0.01) 
compared to the Plot.Results from the post-block questionnaires were similar, with ratings more 
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Fig. 6. Plan comparison plot with increased saliency of threshold violations.
favorable for the Chart and Matrix visualizations for determining the number of threshold violations and whether 
there was an unacceptable plan (D(12)= 0.6, p< 0.01 for all items).In contrast, the responses were more favorable for 
the Plot in terms of determining which of the plans was the best option and which plan was optimized for a 
particular parameter (D(12)= 0.433, p<0.05 and D(12)= 0.8, p< 0.01, respectively).The participants’ comments 
provide further insight.While participants noted that the coding of threshold violations was more salient for the 
Chart and Matrix compared to the Plot, many complained about having to look back and forth to retrieve 
information from multiple formats.As one participant commented: “having all plans on one display and the 
visualization of the average ranking on the left far outweighed the clutter and lack of threshold color.”Another 
comment was that representing ‘goodness’ with height relative to a nominal value (i.e., “top is best”), made 
information retrieval faster and less confusing with the Plot.One participant’s comment summarizes these points: the 
“plot seemed quickest; the violations were slightly more difficult but the comparisons were so much easier than on 
the other two.”Participants also commented that answering questions was easier when there were only three 
parameters compared to five.However, their ratings did not significantly differ on questionnaire items pertaining to 
the number of parameters.
4. Discussion
The results clearly demonstrated that tradeoffs existbetween the Plot and the Chart/Matrix Formats.When 
comparing specific parameters across plans (e.g., “Which plan optimizes fuel?”), participants were significantly 
faster using the Plot than the Chart and Matrix.However, when participants needed to retrieve information about a 
specific plan (e.g., “Are there any threshold violations for Plan A? If so, how many?”), they were significantly 
slower using the Plot than the Chart and Matrix.Thus, the Plot is more effective for comparing across plans while 
the Chart/Matrix formatsare more effective at conveying information related to a single plan.The subjective data 
mirrored the performance data as participants preferred the Plot to the Chart/Matrix Formats when comparing across 
plans but preferred the Chart/Matrix Formats to the Plot when retrieving information about a specific plan.
Several approaches could be used to improve the capabilities of the Plot to convey plan specific information.One 
approach would be to map all the relevant parameters onto the Plot.For example, currently an operator using the Plot
must count the number of times the line corresponding to a specific plan dips below the threshold lines.However, if 
it was vital for an operator to identify the number of threshold violations for Plan A, a threshold violations parameter 
could be added as an additional column in the Plot.Similarly, the rules for identifying an unacceptable plan could be 
encoded into another column in the Plot so that if Plan A was unacceptable it would fall below the red threshold 
level on the plan acceptability column.An alternative approach would be to make threshold violations more salient 
in the Plot Format with more coloring (two candidate options are shown in Fig. 6).
One limitation of the current study was that operators only needed to compare across three plans.Even though we 
expect the difference between the Plot and Chart/Matrixformats when comparing across plans would increase as the 
number of plans increased, it would be interesting to explore what the difference would be when comparing across 
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five or more plans.In fact, a significant challenge facing intelligent agent developers is determining the number of 
alternative plans to present to the operator.One approach is to only present the plan that the intelligent agent has 
determined to be the best.Another approach that has been advocated is modeling to generate alternatives 
(MGA).The MGA approach focuses on generating a small set of alternatives that are “good” in terms of achieving 
the operator’s goal but different in respect to the relevant parameters of the solution space[6].The MGA approach 
suggests the system should generate a set of plans that it believes can achieve the commander’s intent but vary in 
other parameters.For example, if the operator asks for surveillanceat a point as soon as possible, each plan could 
optimize a different parameter: Plan A could minimize fuel use, Plan B could maximize stealth, and Plan C could 
minimize impact to other tasks.Research is currently underway to investigate the utility of the MGA approach.
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