I. INTRODUCTION
The IEEE 802.15.4 [1] is an important protocol of wireless personal area network (WPAN). It is widely used as a communication standard for Wireless Sensor Networks (WSNs) because of its low data rate, low power consumption and low cost. In order to achieve a better transmission performance, the Media Access Control (MAC) protocol of IEEE 802.15.4 provides two optional mechanisms which are beacon enabled mode and non beacon mode. On the other hand, the CSMA/CA is a well-kown MAC protocol for wireless network as well as for IEEE802. 15.4 . Slotted CSMA/CA is just the mechanism that the transmission progress control is based on both CSMA/CA and beacon schemes [2] . Hence, the QoS performance of slotted CSMA/CA is different from other CSMA/CA (e.g. DCF in IEEE 802.11). Because Slotted CSMA/CA is particularly suitable for transmitting discrete or non-cyclical traffic source [3, 4] in WSNs, it is necessary to analyze the QoS performance of slotted CSMA/CA for a better WSNs application and further researches on adaptive superframe parameters mechanism in IEEE 802. 15 . 4 .
As we all know, the QoS performance of WSNs is affected by many factors such as the topology, network scale, network load, type of traffic source and so on. In slotted CSMA/CA of IEEE802.15.4, the QoS performance is further affected by the superframe parameters. In recently years, there have been some studies [5] [6] [7] [8] [9] [10] [11] [12] [13] about the QoS performance analysis of beacon enabled IEEE802.15.4 and slotted CSMA/CA. Ref. [6] analyzed QoS performance of slotted CSMA/CA by analytic model, but the conclusions are not applicable for unacknowledged frames transmission. The study of [7] has evaluated the performance metrics but only dealt with some specific value of duty cycle.
There are two main ways of analyzing and evaluating the performance of WSNs. One is research by analytic model and the other is simulation investigation. For example, Ref. [8] [9] used Markov chain to model the IEEE 802.15.4 protocol and analyzed the performance. Ref. [10] [11] researched and evaluated the performance of the IEEE 802.15.4 protocol based on simulations. Analytic method, such as Markov chain model used in [8] [9] , can exactly describe the detailed behavior of the protocol. However, since analytic mathematical model of this method is always based on some assumed conditions, the practicality and universality of the conclusion is limited. By contrast, the study method of simulation are very close to the real application scenarios. In our research work, we firstly adopt analytic mathematical model based on the duty cycle formula to analyze the impact of superframe parameters (i.e. BeaconOrder and SuperFrameOrder) on the QoS performance of slotted CSMA/CA, and then we use simulation method to research the performance metrics of slotted CSMA/CA in IEEE 802.15.4; Especially, by using these two methods, our research focuses not only on the performance metrics but also on the comprehensiveness of effect relationship between QoS performance and duty cycle.
II. BEACON-ENABED IEEE802.15.4 AND SUPERFRAME STRCTURE
The MAC protocol of IEEE 802.15.4 supports two transports mechanism, which are Non beacon-enabled mode and beacon-enabled mode. In the beacon enabled mode, all communication behavior in the network is constrained by superframe structure, which should be synchronized by the periodically generated beacon frames from the coordinator, and each device's communication process is limited in the slot time allocated. According to IEEE802.15.4 MAC, the superframe structure is described as Fig. 1 . In Fig. 1 , BI is beacon interval, including active period and inactive period. In the inactive period, devices are in sleeping mode and the WSNs' energy consumption is low. Other QoS performance such as end-to-end delay is also impacted by the length of the inactive period. The active period, corresponding to the Superframe Duration (SD), is divided into 16 equal time slots, during which data transmission is allowed. Each active period can be further divided into a Contention Access Period (CAP) and an optional Contention Free Period (CFP). If the communication process has no CFP, CAP is equal to SD. This situation is the pure Slotted CSMA/CA communication process. Hence, we can research the performance metrics of Slotted CSMA/CA by using the superframe structure with no CFP.
In slotted CSMA-CA mechanism, each device' communication process is controlled not only by the CSMA/CA protocol but also by the superframe structure. Regarding how the parameters of CSMA/CA(such as the Backoff Exponent, the Contention Window and the Number of Backoffs) can impact the performance has a lots of mature research results, so we will not repeat it. Instead, our research work focuses on the effect relationship between QoS performance and superframe parameters.
The BI and SD can further be defined by BeaconOrder (BO) and SuperFrameOrder (SO) individually as follow:
Furthermore, the Duty Cycle (DC) of beacon-enabled IEEE802.15.4 is defined as:
where, DC is only related with BO and SO. For example, (BO-SO=2) is equivalent to (Duty Cycle = 25%). Therefore, analyzing the relationship between duty cycle and QoS performance is equivalent to analyzing the relationship between the values of BO (SO) and QoS performance. Obviously, the larger the (BO-SO), the smaller the Duty Cycle, and vice versa.
III. QOS PERFORMANCE ANALYSIS BASED ON DUTY CYCLE FORMULAR
The QoS performance of slotted CSMA/CA in IEEE802.15.4 is markedly affected by superframe parameters, especially by the value of duty cycle, beacon order and superframe order [12] . Ref. [13] proposed a model of service curve and used network calculus method to analyze the relationship between the delay and the duty cycle for GTS mechanism. Ref. [9] Proposed a discrete Markov chain model to evaluate the performance of slotted CSMA/CA. In our work, we firstly deduce the sensor nodes' sleeping time according to analytic mathematical formula of duty cycle, and further analyze the QoS performance based on the amount of sleeping time.
By the superframe structure in Fig. 1 , for each beacon interval (BI), the inactive period is the node sleeping time (ST), and ST can be calculated as follows:
It is known from (2) that (BO-SO) is equivalent to duty cycle. So (3) shows that the amount of node sleeping time is affected by two factors, one is the value of BO, and the other is the duty cycle. Furthermore, for the whole period of WSNs' life, the longer the sleeping time of each beacon interval, the longer the total sleeping time of whole WSNs life.
On the other hand, the amount of sleeping time of sensor node is directly related to the energy consumption of WSNs. Therefore, we can further analyze the QoS performance based on the amount of sleeping time, which is described as follows:
(1) If the value of BO is fixed, the larger the value of (BO-SO), the longer the sensor nodes' sleeping time. Therefore, as the Duty Cycle decreases (i.e. BO-SO increases), the energy consumption reduces, the end-to-end delay increases and the network output decreases.
(2) If the duty cycle (i.e. BO-SO) is fixed, the larger the value of BO, the longer the sensor nodes' sleeping time. Hence, as BO increases, the energy consumption reduces, the end-to-end delay increases and the network output decreases. 
IV. ANALYSIS OF QOS PERFORMANCE BY SIMULATION METHOD
Ref. [10] [11] analyzes and evaluates the performance of beacon enabled IEEE802.15.4 by simulation method. Ref. [10] further analyzes how QoS performance can be affected by duty cycle in Slotted CSMA/CA, which concerned with delay, energy consumption, throughput etc., but the relationship revealed is relatively vague. In order to reveal the relationship more accurately and comprehensively, we further use simulation method to research the performance metrics of slotted CSMA/CA in IEEE 802.15.4. The simulation model is built by modifying the model of wpan_ieee802_15_4_v2_1 [14] based on OPNET modular. It is shown in Fig. 2 and described as follow:
In 10m×10m area of simulation Scenario, 1 PAN Coordinator and a number of End Devices are random deployed to compose a star-topology network.
The Physical Layer consists of a wireless radio transmitter and a receiver compliant to the IEEE 802.15.4 specification, operating at 2.4 GHz frequency band and a data rate equal to 250 kbps. The transmission power is set to 1 mW and the modulation technique is Quadrature Phase Shift Keying (QPSK).
The MAC Layer implements the slotted CSMA/CA mechanism. The maximum backoff number and minimum backoff is set to 4 and 3 respectively.
The Application Layer generates Traffic Source of unacknowledged (UnAck) and acknowledged (ACK) data frames transmitted as a MAC Service Data Unit (MSDU) during the CAP.
The Battery Module computes the consumed and the remaining energy levels. The Traffic Sink Module computes the end-to-end delay in real time and network output load is computed by the wpan_mac Module.
A. Relationship between QoS and Duty Cycle
Compared with [6] , our research is concerned not only with acknowledged data frames but also with unacknowledged ones. Hines, the research result would be more comprehensive and objective. The traffic source of each node is designed as in Table 1 .
Based on the model designed above, the instances of the same value 14 of BO but different SO, which corresponds to the changing of duty cycle from 0 to 14, was simulated to analyze the comprehensive relationship between QoS and duty cycle. Furthermore, in order to reveal the relationship more accurately and comprehensively, the instance of 10-nodes was simulated as well as the other ones of 30-nodes and 50-nodes. The simulation time of each instance is 600s and the results are shown in Fig. 3 to Fig. 5 . In Fig. 3 to Fig. 5 , the abscissa represents SO. Because of the same value 14 of BO, the (BO-SO) changes as SO changes. Therefore these figures show the QoS performance metrics impacted by different duty cycle.
As the results shown above, the smaller the value SO (which means smaller the duty cycle), the lower the energy consumption and the network output load; the smaller the value SO, the larger the end-to-end delay. This result is consistent with the conclusion of analytic method in section 3. Moreover, because multiple QoS performance such as energy consumption, the network output load and the end-to-end delay are synchronously impacted by the same duty cycle, the trade-off should be considered for duty-cycle setting when a WSNs application instance is designed. Fig. 3 to Fig. 5 also tell us: if SO =1 (i.e., the Duty Cycle is roughly equivalent to 0.012%)in Fig. 3 and in Fig. 4 , or if SO=2(i.e., the Duty Cycle is roughly equivalent to 0.024%)in Fig. 5 , there is a minimum of end-to-end delay within the local changing range of duty cycle closed to 0. This can be explained as: a very small duty cycle can increase channel contention and then the backoff number will be increased [11] , and delay will rise correspondingly. As duty cycle increasing properly, channel contention is reduced and delay lower too. Because it is not the major effect factor compared with the duty cycle, the delay is back in high values fast by the next value of SO. However, when SO is larger than 3, 2, 5, which is in Fig. 3 , Fig. 4 and Fig. 5 respectively, the end-to-end delay reduces fast as SO increasing. On the other hand, the energy consumption and network output load also go into reverse at the point of SO=8(in Fig. 3 and Fig. 4 )and SO=10(in Fig. 5 ). But because of the major effect factor of duty cycle, it turns rises by the following SO.
The Fig. 5 of [10] shows that the energy consumption decreases linearly as the duty cycle decreases. However, our simulation results in Fig. 3 to Fig. 5 shows the energy consumption impacted by duty cycle non-linearly. Because the QoS performance is impacted by many complex factors, we believe that our conclusions are more objective.
Furthermore, the relationship between QoS performance and different number of nodes is also shown in Fig.  3 to Fig. 5 , which is: with the same duty cycle (i.e. the same SO), the end-to-end delay decreases and network output load increases as the number of nodes increases. However the energy consumption is relatively low in the situation of 30 nodes. This performance metrics is also due to the channel competition caused by the nodes in slotted CSMA/CA.
B. Relationship between QoS and Different Value of BO
For the same duty cycle, there are several optional (BO, SO) couple in slotted CSMA/CA. For example, when (BO-SO) is 4 (i.e., the Duty Cycle is 6.25%), the corresponding (BO, SO) couple would be (14, 10), (13, 9) ,…, and (4, 0). Hence, the QoS performance is affected not only by duty cycle but also by different (BO, SO) couple [15] [16] in beacon-enabled IEEE802.15.4. In our studies, each same duty cycle but with different value of BO, which are 120 kinds of value, was further set to simulate and analyze the QoS perfomance. The number of end devices is 14, and considering the complexity and variety of the real environment information which WSNs works in, we designed variety of traffic source in the simulation model, which is shown as Table 2 .
The simulation time is 400s and the results of the QoS performance are shown as follow:
1) Relationship between Energy Consumption and BO
In Fig. 6 , when duty cycle is fixed, as the value of BO changes in the local range which closed to value of 0, the energy consumption lower fast as BO increasing. This is due to that too much beacon frames generated by too small value of BO can intensify the channel contention and the collision. The intensive channel contention results in significant carrier-sensing overhead for devices, and thus increases energy consumption. However, if BO increasing properly, the increased active period will properly reduce the collision, so the energy consumption decreases correspondingly. But as BO further increases, the active period and inactive period increase simultaneously. So Fig. 6 also shows the variation of energy consumption is less affected by relatively large BO, which is about 6-13. 
2) Relationship between Network output Load and BO
The relationship between network output load and Duty cycle which is shown in Fig. 7 is very similar to Fig. 6 , and further shows the variation trend of network output load is consistent with energy consumption affected by duty cycle. Fig. 8 shows: with the same duty cycle, the larger BO and SO, the larger the end-to-end delay. The more close the value 14 of BO, the more obvious the variation. When Duty Cycle is same, for a relatively large BO, inactive periods will be markedly extended. Hence, the data packets will contend the channel intensively at the start of the next active period. Therefore, the end-to-end delay increases obviously.
3) Relationship between End-to-End Delay and BO
The results of Fig. 6 to Fig. 8 further show: As SO=0 (and BO=14), the energy consumption and the network output load will be close to minimum, the end-to-end delay is close to maximum.
As SO=0 (and BO=0), the energy consumption and the network output load will be close to maximum, the end-to end delay will be close to minimum.
Furthermore, as the value of (BO-SO) changes from about 4 to about 8, the QoS performance is affected very markedly by the value of duty cycle. This is due to the active and inactive behavior of devices is affected more significantly by the changing of Duty Cycle within this rang. 
V. CONCLUSIONS
By using analytic formula based on the duty cycle and model simulation method, we analyzed and evaluated the QoS performance of slotted CSMA/CA which impacted by different Duty Cycle and different value of (BO, SO) Couple in IEEEE802.15.4. The results of our studies show that: the QoS performance of slotted CSMA/CA in beacon-enabled IEEE is markedly affected by duty cycle and BO and SO, and the performance metrics is usually non-linear. Although it is non-linear, the overall trend can be described as: with duty cycle decrease, the energy consumption and the network output load lower, and the end-to-end delay increase, and vice versa. On the other hand, if duty cycle is fixed, as BO increases, the energy consumption and the network output load lower, and the end-to-end delay increases. However, since many potential factors impact on the QoS performance synchronously, for some particular value of (BO, SO) couple, such as too small or too large value, the QoS performance always deviates the overall trend. Therefore, a trade-off should be considered among multiple QoS indexes for parameters setting in designing the application of WSNs.
Furthermore, based on our conclusions in the paper, our future research work will focus on the QoSconstrained adaptive Duty Cycle mechanism in IEEE802.15.4.
