Introduction
The current trend towards product miniaturisation constitutes a driving force for an increasing research interest in micro-and nano-components manufacturing. Metrology has been acknowledged as central to this trend and research interest [18] .
Calibration is 'a set of operations which establish, under specified conditions, the relationship between values indicated by a measuring system and the corresponding accepted values of some "standards" ' [3] . These 'standards' are referred to as reference materials (RM's), which are substances or artefacts with one or more properties sufficiently well known to be associated with a numerical value called the 'accepted value' of the RM.
In standards from the International Organisation for Standardisation (ISO), it is recommended that the freedom from systematic error of measurements obtained using a measurement system should be methodically verified (cf. section 7.1 in BS ISO 11095:1996 [3] and, for a definition of systematic measurement error, section 2.17 in JCGM 200:2008 [13] ).
This especially holds in the verification of conformance to specifications of features on the micro-or nano-scale. In fact, the specification limits of functional characteristics of micro-and nano-structures are expected to be on the same micro-or nano-scale. Consequently, increasing efforts in the analysis of calibration methods become economically justified in order for a measuring system to discriminate reliably defective parts. They can in fact contribute to eschew erroneous rejection and/or acceptance of parts with their often severe economic implications (e.g. unnecessary reworking and delays).
White light interferometer microscopy is one of the measurement technologies having a prominent position in the miniaturisation trend mentioned above. In fact it provides measurements of surface texture and heights at both the micro and nano-metre scale. Currently, vertical scanning WLI techniques are used in a broad range of applications such as the determination of surface texture parameters [22] , film thickness measurements [21] , and form measurements [20] .
Each of these areas of application presents problems that are specific to the area. For instance, measuring step heights less than the coherence length of the light source results in a problem known as batwings (cf. Harasaki and Wyant [12] ).
The top plane of the step in the proximity of its edge always appears higher than it actually is, whereas the bottom plane appears lower. The resulting shape of the profile caused by this false information justifies the name given to this problem. In the experiments performed during this investigation, the step heights have always been measured far from the curved edge of the steps beyond the area in which this effect appears. Harasaki and Wyant (cf. figure 1 in [12] ) also observed that the batwings effect disappears when considering step heights larger than the coherence length of the source.
In the experiments carried out in this in investigation, the step heights are always larger than the coherence length of the light source, therefore this effect does not occur.
A number of influential factors must be considered in the design of a WLI, its controlling algorithms and its calibration procedure. Among these are the dispersive effects arising from small asymmetries in the interferometer components. For example, in a Linnik interferometer, deviations of a beam-splitter cube from the ideal cubic geometry is one such asymmetries and it may give rise to the so-called ghost steps. [17] .
Harasaki et al. [11] and Park and Kim [16] identified the optical properties of the surface to be measured as a factor to be taken into account in the design of the calibration procedure. This especially holds when the object to be measured encompasses surfaces made of multiple materials.
The main thrust of this investigation is limited to the consideration of calibration procedures in already designed and commercially available instruments, when performing measurements of step heights on the scale of tens or hundreds micrometres.
According to Hansen et al. [10] , 'surface interferometry can be considered as a kind of displacement interferometry, just in this case a whole array of photodetectors, i.e. a CCD camera, is used'. It is believed that this consideration helps to clarify the reason why RM's for measurement of lengths such as step heights rather than RM's of surface topography are quite common in calibration procedures suggested by WLI instrument manufacturers. Hansen et al. [10] have also reviewed and analised some of the difficulties of providing traceability via calibration in micro-and nanometrology. Particularly, they observed that on the micro-and nano-scale 'few national institutes offer calibrations artefacts or standards for the use in production environments'.
General-purpose artefacts widely available in production environments are used in the calibration experiments performed in this investigation. Second, alternative calibration techniques are considered and fully detailed in order to overcome such limitations.
Reference material and experimental set-up
A cost effective and versatile method for the realisation of traceable RM's for measurements of lengths in the micrometre scale along the vertical direction is presented in this study.
Henceforth a RM is also referred to as step. The method hinges on the use of certified gauge blocks of grade 1 [4] traceable according to BS 4311-3:1993 [2] to the UK national realisation of the unit of length. According to this national standard, the compliance to pre-specified tolerances is verified for both the central length and the variation in length.
An auxiliary plate with a planar surface of the same texture as the measuring faces of the gauge blocks is necessary to meet the definition of length of a gauge block (cf.
BS EN ISO 3650:1999 [4] ). Like Decker and Pekelsky [6] and like Malinovsky et al. [15, 14] , quartz optical parallels were used as auxiliary plates. The parallelism and flatness tolerance specifications of these optical parallels (0.2 and 0.1 µm, respectively) are comparable with those imposed on the gauge blocks (cf. The use of transparent optical parallels enabled the quality of the wringing procedure to be assessed by detecting the presence of interference colour fringes and bright spots on the two wrung faces by observing them through the quartz optical parallels.
Two blocks were used in preparing each step. They were wrung side by side onto a quartz optical parallel. A photograph of a generic artefact obtained with this method is displayed in Figure 1. [ Fig. 1 
In equation 1, l n,1 and l n,2 are the nominal lengths of the two gauge blocks as defined in BS EN ISO 3650:1999 [4] .
If the actual length of the i-th block in a generic point on the unwrung measuring face is L i (i = 1, 2), then the actual step height in two generic points on the unwrung measuring faces of the two blocks, L s , is given by the following equation:
In equation 2, the actual length of the step, L s , is changing when calculated in relation to different points on the two blocks. In fact, the lengths L 1 and L 2 are expected to vary from point to point on the unwrung measuring face of the first and second gauge block, respectively. This circumstance is illustrated in Figure 2 , where t e is the semiamplitude of the specification interval for the length of the The term 'step height' without further specification is hereafter used to identify a generic L s of a given step. After a few passages, it can be shown that for every possible pair of points considered on the two measuring faces of the two blocks the following equation holds:
All the gauge blocks used in this investigation had nominal lengths in the range between 0.5 and 10 mm. For such a range and for blocks of grade 1, the international standard BS EN ISO 3650:1999 [4] in Table 5 prescribes t e = 0.2 µm.
According to equation 3 therefore, for any calibrated blocks compliant with their specifications, the step height of the RM's built with the proposed method should always theoretically lie within ±0. 4 µm of the nominal step height l n,s .
In practice, however, a number of events may occur during the process of building a RM that can cause the step height to deviate from its expected theoretical specification interval. Among these there are the handling of the blocks and the wringing process.
While building the RM, the blocks have never been touched or put in contact with bare hands. Prolonged contact of a block with a body at an average temperature of 34.5 • C, such as an human hand [5] , can cause the block length to increase from its value at the reference temperature (usually 20 • C).
An estimate of this change in length, for a generic gauge block, is given by
In equation 
Decker and Peckelsky [6] suggested leaving the blocks untouched overnight to stabilise them thermally after handling. The study from Scarr [19] , in which it is shown the cooling curve for a 25.4 mm slip gauge that was held in the hand for three minutes and then put in a stable ambient temperature, supports the idea that 15 minutes of thermal stabilisation would be sufficient. This cooling curve in fact showed that the deviation from the nominal length went Brousseau [8] ascertained the presence of a significant effect of these two set-up parameters on the measurement results.
Current calibration procedure
The interpretation of the parameter HC provided in this section stems from the comparison between the calibration procedure built in the measurement system and the one-point calibration method described in the BS ISO 11095:1996 (cf.
[3], section 8.2). 
In equation 6, the symbolh · is the average of all the measurement results performed on the RM with accepted value l n,s . In this way, any subsequent measurement result, h, is obtained as follows:
where h raw is the 'measurement result' before any 'correction' is applied (cf. sections 2.9 and 2.53 in JCGM 200:2008 [13] for a definition of 'measurement result' and 'correction', respectively).
To explain the meaning of HC, the built-in calibration procedure was assumed equivalent to the one-point calibra- 
where h is the value available to the operator and h raw is internal to the system. Therefore, the uncorrected value h raw is not directly accessible to the operator, unless HC 0 = 1.
While measuring an RM of known length l n,s,1 , if the measurement
is significantly different from l n,s,1 , then the built-in calibration procedure is performed, i.e. a new value HC 1 for the HC parameter is obtained by imposing h 1 = l n,s in equation 10, namely:
From equation 10 and 11 it follows
The validity of On the basis of the evidence presented in this section, the calibration procedure built in the WLI was identified with the one-point calibration described in the BS ISO 11095:1996 (cf. [3] , section 8.2).
Limitations
An experiment was carried out in order to verify whether the one-point calibration method proposed by the manufacturer was suitable for measuring heights in the micrometer range. To support this observation quantitatively, first and second order linear regression models were fitted to the data.
The adequacy of the fitting was then assessed using the Akaike This analysis provides experimental evidence to reject the linearity hypothesis.
To confirm the validity of the assumptions underlying the fitted models, their realised residuals were analysed graph-
ically. No violations of the assumptions of constant variance
and independence of the errors were observed.
In Figure 3 it is also apparent that a large contribution to the departure from linearity of the calibration function is due to the deviations associated with the RM of nominal length 183 µm. ing examples of problems that may occur in practice.
As suggested in the BS ISO 11095:1996 [3] , several RM's should be considered during a calibration experiment. The RM's should be selected so that they evenly span the region where the measuring system is to be deployed. If no calibration were necessary, the data would fall on the dashed line representing y = x. In this case, it can be seen that some calibration is clearly advisable. Also, from separate least squares fits to the two blocks of data it can be seen that there is an impression of discontinuity. Let y represent the actual measurement and x the nominal value.
Let b = 0, 1 label the two blocks. Consider a model of the form: 
where i = 1, . . . This indicates a lack of fit in the calibration model of equation 13.
There are two possible explanations for this lack of fit.
Firstly, it is possible that the hypothesis of a linear calibration curve is incorrect. As it will be discussed later, it is the authors' opinion that the linear relationship does not There is no way to distinguish between these competing explanations for the lack of fit, without resorting to a further, more refined, experiment.
Finally, other diagnostics such as quantile plots of the residuals to check for normality and a plot of the residuals against run order to check serial correlation and that the process was in control were performed. Nothing of concern was found in these plots and so these are not shown. Although there was no problem here, it is important that such diagnostics should be routinely checked.
The recommended calibration curve is:
The common slope from the model of equation 13 was chosen and the line would pass half way through the discontinuity between the two blocks. This choice of curve does not depend on which explanation it is given for the lack of fit. Either way, this curve would be chosen unless we could obtain better experimental data.
The standard error for the curve itself is estimated to be around 0.3 µm in the middle of the range rising to around 0.4 µm at the edges. Extrapolation to measurements made outside the range would become less reliable and anything too far from this range would be subject to concerns about the global linearity of the calibration curve.
Calibration on a wide range
A calibration experiment has been considered on an interval about 500 µm wide with seven almost evenly distributed RM's with nominal lengths 3, 50, 100, 200, 300, 400 and 500 µm. The experiment was replicated 16 times. The RM's were randomly assigned to the sequence of the tests so that each measurement test was a true replicate rather than a repetition. Overall 112 tests were carried out.
In Figure 6 , the measurement results from this calibration experiment are shown. The dashed line is y = x while the solid line represents the least squares fit to the data. It is clear from this that at least some calibration is advisable.
[ Firstly, the fit will be weighted towards those measurements with the least variance and secondly, the accuracy of the fitted calibration curve will lessen in regions of higher variance. 13 There is also some indication of a repetition of the problems seen in the calibration on a narrow range where groups of residuals are either mostly positive or negative, again indicating an evidence of lack of fit or nonlinearity of the calibration curve. The error in this case is around 2-3 µm. This is not so much for the largest nominal length of 500 µm, but is crippling for the smallest nominal length of 3 µm.
Some of the lack of fit may also be the result of the limits of the proposed method for building RM's. In fact this method enables the experimenter to build step heights with actual length theoretically lying always within l n,s ± 0.4 µm. And this limit becomes more apparent for small nominal lengths.
Yet it is also worthwhile noting that at the present time the cost of a single purpose built reference material with nominal length less than two micrometres is about four times the cost of a set of about 90 gauge blocks, which exceeds by far the needs of the whole proposed calibration procedure.
The poor performance of the model is not obvious from Figure 6 , nor from considering the R 2 from the linear model which is hardly distinguishable from 1, which would represent a perfect fit.
The usual solution to the problem of increasing variability is to consider a transformed model using natural logarithms:
This has the advantage of modelling error in a relative (multiplicative) rather than absolute (additive) sense. In fact equation 16 is equivalent to
Unfortunately, residuals diagnostics indicate a lack of fit in this model also, but the addition of a quadratic term offers considerable improvement:
The 
Some evidence of lack of fit due to the presence of some one-sided groups of residuals can still be seen. The same issues from the discussion of this problem in the narrow range case apply here.
[ Fig. 8 about here.] In contrast to the calibration on a narrow range, the data in this case are spread over a wide range. It is apparent that a linear model on the untransformed data might produce a misleading calibration curve with particularly poor performance for short lengths. The use of the log transformation and openness to considering a quadratic relationship produces a superior result.
Conclusions
Several issues are raised by the analysis of the two examples of calibration on a narrow and a wide range that have been presented:
-Further investigation into both the global and local shape of calibration curves would be helpful. It seems clear that globally linear calibration curves for lengths over a wide range are inappropriate, but more detailed data are needed to suggest a good alternative class of curves.
There is also some uncertainty about the local behaviour of true calibration curves. Does roughness of the calibration curve truly exist or is it reasonable to assume that these should be smooth and monotone? If evidence of a corrugated calibration curve were confirmed, it would raise suspicions of the integrity and/or adequacy of the design of the hardware and software system producing and controlling the motion of the scanner element. However, finer scale data is necessary to resolve this.
-Proper use of diagnostic methods is essential for developing a calibration curve. Some human supervision is essential to interpret these diagnostics to avoid serious mistakes. Designing and implementing fully automated calibration procedures may be an unrealistic aim.
-Although it would be desirable to economise on the amount of data necessary to perform a calibration, this would be 
