Abstract-We describe the channel equalization problem, and its prior estimate of the channel state information (CSI), as a joint Bayesian estimation problem to improve each symbol posterior estimates at the input of the channel decoder. Our approach takes into consideration not only the uncertainty due to the noise in the channel, but also the uncertainty in the CSI estimate. However, this solution cannot be computed in linear time, because it depends on all the transmitted symbols. Hence, we also put forward an approximation for each symbol's posterior, using the expectation propagation algorithm, which is optimal from the Kullback-Leibler divergence viewpoint and yields an equalization with a complexity identical to the BCJR algorithm. We also use a graphical model representation of the full posterior, in which the proposed approximation can be readily understood. The proposed posterior estimates are more accurate than those computed using the ML estimate for the CSI. In order to illustrate this point, we measure the error rate at the output of a low-density parity-check decoder, which needs the exact posterior for each symbol to detect the incoming word and it is sensitive to a mismatch in those posterior estimates. For example, for QPSK modulation and a channel with three taps, we can expect gains over 0.5 dB with same computational complexity as the ML receiver.
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I. INTRODUCTION
Channel coding typically assumes the symbols pass through an additive white Gaussian noise (AWGN) channel [1] . To avoid intersymbol interference (ISI) in dispersive channels, e.g., in wireless multipath channels, an optimal channel equalizer recovers the AWGN-channel memoryless sequence prior to the channel decoder [2] . Hence, the channel state information (CSI) is assumed known and the maximum likelihood sequence detector (MLSD) [2] (i.e., the Viterbi algorithm) provides at the receiver end the most probable transmitted sequence. Alternatively, the BCJR (Bahl-Cocke-Jelinek-Raviv) [3] algorithm computes the a posteriori probabilities (APP) for each transmitted symbol providing bitwise optimal decisions. These APP are suitable inputs to reliable error correcting codes, such as low-density parity checks (LDPCs), allowing maximal achievable rates for the communication system [1] , [4] .
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L. Salamanca pilots of the transmitted data. These preambles are typically short to improve the efficiency of the transmission in time varying channels. However, short sequences yield inaccurate CSI estimates. Therefore, the BCJR with the CSI estimated by ML, denoted hereafter as ML-BCJR, only delivers an approximation to the APP for the transmitted symbols. These inaccurate APP estimates degrade the performance of the LDPC decoder, which may fail to deliver the correct transmitted codeword or may even fail to converge at all. Several works focus on the effects of this imperfect estimation of the CSI upon the performance of the communication system [5] - [7] . Since the advent of turbo processing, some Bayesian approaches have been proposed to embed and consider the uncertainties in the whole iterative process of equalization and decoding. Most of the proposed solutions look for iterative message passing solutions that moves between the channel estimation and the sequence estimation [8] - [12] . In this correspondence, to improve the performance of the standard ML-BCJR equalizer, we propose a Bayesian equalizer (BE), which integrates the uncertainty in the CSI to produce more accurate APP estimates. Our approach gives a direct estimation without iterating between the channel estimation and the decoder, as we do not only provide a point estimate but a probability estimate.
By further employing an LDPC code [4] , we experimentally show that these new estimates of the APP significantly improve the performance of the channel decoder, which needs accurate APP to provide a correct estimation of the transmitted word. Nevertheless, the proposed equalizer does not have an analytical description and cannot be computed in linear-time in the number of symbols as the BCJR algorithm, thus we also propose an approximation to the Bayesian solution, hereafter referred to as the approximate Bayesian equalizer (ABE). The ABE presents the same complexity as the ML-BCJR solution, but it is able to retain most of the gain of the full Bayesian approach. Some preliminary results were presented in [13] and [14] . In this correspondence, we rewrite and extend these works to better show the connection with the BCJR and justify the ABE as the optimal Kullback-Leibler divergence approximation to the BE. Also, we analyze the proposed methods from a graphical model point of view and we address the memoryless channel problem. Finally, we extend the approaches for any linear modulation.
II. BAYESIAN EQUALIZATION

A. ML-BCJR Equalization
We consider the discrete-time dispersive communication system depicted in Fig. 1 1 The following notation is used throughout the correspondence. If u is a vector, u=u denotes the whole vector u except for its ith entry and u is a vector with the entries of u in the range i to j. For the sake of simplicity, u will be referred to as u . If A is a matrix, A represents its transpose and A its Hermitian.
1053-587X/$31.00 © 2012 IEEE The maximum likelihood criterion is the standard tool for channel estimation. Thus, prior to every coded block of data, we transmit a preamble with n known symbols (u 1 ; . . . ; u n ). The receiver uses D = fx i ; u i g n i=1 , i.e., the training sequence, to estimate the channel by maximizingĥ
In the ML-BCJR equalizer, this estimation is provided to the BCJR algorithm to obtain the APP for each transmitted symbol, p(u i j x;ĥ ML ) i = 1; . . . ; N S (3) which are the inputs to the LDPC decoder [4] , that provides the maximum a posteriori estimate for m k .
B. Bayesian Equalization
The ML-BCJR receiver is limited by the fact that it only takes into consideration the uncertainty in the channel noise and not the uncertainty in the estimation process, i.e., it assumes the ML estimate is the true CSI. If the training sequence is long enough this might be the case, but it does not need to be in most cases of interest, where we need to keep this training sequence as short as possible. To overcome this problem, we propose to use Bayesian statistics. The resulting Bayesian equalizer (BE) estimates the APP as follows:
where p(u i jx; h) is given by the BCJR algorithm for each particular h and p(hjD) is the posterior of the CSI: : (5) In our model p(h) is Gaussian, and according to (1) the likelihood is Gaussian as well:
where U = [u 1 ; u 2 ; . . . ; u N ] and C h is the covariance matrix of the prior. Hence, the numerator in (5) is the product of complex valued Gaussians that leads to a Gaussian posterior: 
Equation (4) 
where here, as in the following, Z is any normalization constant. In the light of (4)- (10), both the CSI posterior and the likelihood of the data are Gaussians and the marginalization over h in (11) can be analytically computed as
where this Gaussian likelihood yields
We can solve the Bayesian equalizer by using either (4) or (12), since they are equivalent. But both approaches have their own limitations: the BE in (4) is not analytically tractable; and the BE in (12) needs to sum over a Gaussian with a full covariance matrix and we cannot run the forward-backward recursions, because the Markov property is lost. We propose to use Monte Carlo sampling to solve the BE through (4). We consider the following steps:
1) Obtain G random samples from the posterior of the CSI in (5).
2) Solve the BCJR algorithm for each sample from p(hjD).
3) Average the results in Steps 1-2,
where (14) converges to (12) as G ! 1, by the central limit theorem.
This solution is time demanding, because we have to calculate G times the BCJR algorithm. In the next section, we approximate the solution in (12) . The resulting algorithm, the ABE, presents the same complexity of the ML-BCJR and it is able to incorporate the uncertainties in the CSI estimation. We first solve a particular case of this problem.
C. BE for Memoryless Channel
The memoryless channel is an important special case since in OFDM the ISI channel is divided into non-interfering memoryless channels and, consequently, the one-tap channel model is of particular interest. Besides, it can be analytically solved without needing to relay on the ABE. We do not have to run the BCJR algorithm to compute the APP since x i only depends on u i 
is the APP estimate for the Bayesian equalizer in memoryless channels. In this case, it can be seen that the ABE would provide the same result as the BE and it has two independent error components, see the denominator of the exponent in (18), one due to the noise and the other due to the estimation error, while the ML-BCJR would only count the noise term and would provide overconfident estimates to the LDPC decoder.
III. APPROXIMATE BAYESIAN EQUALIZER
Since the covariance matrix of the likelihood in (13) is non-diagonal, the forward and backward recursions approach cannot be used by the BE in (12). This poses a major problem when computing the solution, because the APP cannot be computed in linear time in the number of symbols and the full integration is NP hard. There is a graphical model interpretation of the BE that illustrates why the forward-backward recursions cannot be applied. In the computation of the APP for the Bayesian equalizer in (11), the integration over p(hjD) introduces a dependence of all the received symbols with this posterior, as depicted in Fig. 2(a) . Therefore, Markovity cannot be assumed to obtain the APP through the BCJR algorithm.
We can picture the ML-BCJR algorithm as an approximation to the BE, in which the Gaussian density in (13) 
and since the covariance matrix is diagonal the forward-backward recursion can be used to compute p(u i jx; D) in linear time. We propose instead to use the expectation propagation (EP) algorithm [15] to approximate (13) with independent Gaussians, so we are able to use forward-backward recursions to estimate the APP, as the ML-BCJR does. EP minimizes the inclusive Kullback-Leibler divergence between the actual density and the proposed approximation by matching the moments between the joint distribution and its approximation, therefore the approximation to (13) 
which can be computed through the BCJR algorithm. In order to recover the Markov property, the ABE does not consider statistical dependence and assumes for each local computation of the forward-backward algorithm that p(hjD) is independent for each received symbol. The corresponding graphical model is included in Fig. 2(b) . It exhibits a hidden Markov model structure equivalent to the BCJR equalizer. In this graphical model, we find an interpretation for (20), in which we assume that the channel changes in each transmission according to the CSI posterior, instead of using the same realization for all the symbols. This model in Fig. 2(b) is also the one used for the ML-BCJR algorithm, but in this case h is not a random variable, but a fixed value equal to the ML estimate that misses the uncertainty in the CSI. In Fig. 3 , we have plotted the inverse of the covariance matrix in (13) for 1000 BPSK symbols transmitted through a channel with L = 6, n = 15 training symbols, and an E b =N0 = 6 dB (this result corresponds to a particularization of Section IV-A). We plot the inverse covariance, because its zero off-diagonal terms represent conditional independent components in a Markov random field [16] . In this figure, we notice that the main diagonal dominates the inverse cross-covariance terms. Those off-diagonal terms present similar values and decay equally fast towards zero as the training sequence increases.
The proposed ABE is a better approximation to the BE than the ML-BCJR equalizer in two ways. First, it uses the posterior mean instead of the ML estimate. Second, the variance for each sample has two components: one due to the noise (the only one considered by the ML-BCJR equalizer) and the other due to the CSI estimation error. In Fig. 3 , the values of 2 w = 0.251 and the variances in (21) vary between 0.3229 and 0.4091, which explains the best performance of the ABE equalizer with respect to ML-BCJR. The approximation loses the correlation between the symbols, but these correlations are not so significant in the SNR ranges of interest and they disappear as the training sequence increases.
If we were to improve the ABE, there are two natural extensions. Although none of them should provide a significant gain and we have not explored them further, because the inverse covariance matrix (see Fig. 3 ) is almost diagonal. We can either use a low-rank approximation for the inverse covariance matrix or a tree-structure for the EP approximation [15] . The low-rank approximation will concentrate most of its energy in the main diagonal, as the ABE does, and the remaining eigenvalues will add little to the approximation unless a significant proportion are added increasing the complexity substantially. The Tree-EP Fig. 3 . We plot in the inverse covariance matrix in (14) for 1000 BPSK symbols transmitted through a channel with 6 taps. We have used 15 training symbols and E =N = 6 dB.
will also suffer from the same limitation and the additional complexity will not significantly improve the performance.
IV. SIMULATION RESULTS
In order to illustrate the performance of the proposed BE and ABE, we compare them versus the standard ML-BCJR solution. The BE is computed for G = 100 independent random samples. In all the experiments presented in this section, we consider the following:
• block frames of 500 random bits encoded with a regular LDPC code (3, 6) of rate 1/2;
• between frames, a training sequence of n uncoded symbols is transmitted to estimate the channel; • every frame, and its associated training sequence, is sent over the same Rayleigh fading channel; we assume that the channel coherence time is greater than the duration of the frame, i.e., the channel does not change along the word; all the frames are transmitted over the same random channel; • a zero-mean unit-variance Gaussian prior. In the following simulations, we assume different modulations and lengths of the channel to provide the curves of BER and word error rate (WER) before and after the LDPC decoder. We use the belief propagation (BP) as the LDPC decoder [4] .
A. Performance After Equalization and Decoding
In Fig. 4 , we depict the BER curves before and after the LDPC decoder for the BE, the ABE and ML-BCJR equalizer. The codeword is BPSK modulated and the symbols are transmitted through a 6 taps channel. The length of the training sequence is n = 15 and n = 40 symbols.
In Fig. 4 , we first observe that the difference between BER curves before the LDPC decoder is negligible, since at this point we only measure how good the APP estimate of the 50% percentile is. Nevertheless, when we measure the BER after the LDPC decoder, we obtain a significant gain, because the LDPC decoder benefits from accurate APP estimates to correctly decode the transmitted codeword, i.e., the BP uses the APP for each individual bit.
These results sustain our claim that the Bayesian equalizer provides more accurate predictions of the APP than the ML-BCJR equalizer, as the LDPC decoding is improved with them. Fig. 4 . BER performance for BE (solid lines), the ABE (dotted lines) and ML-BCJR equalizer (dashed lines), for a channel with 6 taps before the decoder with n = 15 ( ), before the decoder with n = 40 ( ), after the decoder with n = 15 (), and after the decoder with n = 40 (5).
We proposed in Section II-B Monte Carlo sampling to obtain the APP estimates of the Bayesian equalizer in (4) . Then, to face the complexity problem, in Section III we introduced the approximate Bayesian equalizer (ABE) which, although it is an approximation to the exact result of (4), it has the same complexity of the standard ML-BCJR solution. As illustrated in Fig. 4 and explained in Section III, there is a loss of performance for the ABE with respect to the optimal BE, but the ABE outperforms the ML-BCJR equalizer at the same computational complexity, while to solve the BE through Monte Carlo we have to compute G times the BCJR algorithm.
B. Results for Different Modulations and Lengths of the Channel
In Fig. 5 , we compare the performance in terms of WER for the ABE versus the ML-BCJR equalizer, for two different QPSK modulations, different lengths of the training sequence and a channel with L = 3.
The WER curve with a perfect knowledge of the CSI is also included to set a lower bound of performance for the system.
For shorter training sequences, we need higher SNR to compensate for poorer channel estimations. In this scenario the Bayesian equalizer exhibits an improvement compared to the ML-BCJR. In Fig. 5(a) , we have a gain close to 0.3 dB at an E b =N0 = 7 dB for n = 10 training samples. This gain tends to cancel as we increase the number of training samples, i.e., by reducing the net throughput. Compared to Fig. 4 , with L = 6 taps, we observe that, for L = 3 taps, we have a better performance and less room for improvement, given a training sequence length.
A higher modulation order translates into more states in the forward and backward recursions. Therefore, in case of uncertainties in the estimated CSI, the number of inaccurate operations grows and we can expect a higher degradation of the equalizer performance, which finally yields into more inaccurate APP estimations. Thus, if we increase the order of the modulation, we can expect a greater gain for the proposed Bayesian equalizer. To illustrate this point, in Fig. 5(b) , we include the WER curves for the ABE and the ML-BCJR equalizer after the LDPC decoder, assuming a 16-QAM modulation, L = 3 and different lengths of the training sequence. We can observe in Fig. 5(b) a gain over 0.5 dB for an E b =N 0 = 9 dB and n = 10. In all the curves, the gain of the Bayesian equalizer increases compared to the previous results for a QPSK modulation.
V. CONCLUSION
The Bayesian model introduced in this correspondence, in which the posterior probability of the estimated CSI is taken into consideration, is a principled solution, because it takes into account not only the uncertainty due to the noise, but also the uncertainty about the CSI estimation. The maximum likelihood solution and the Bayesian equalizer perform similarly when we predict the transmitted symbol. However, the BE presents more accurate APP estimates than the standard maximum likelihood solution. We measure the quality of the APP estimates using an LDPC decoder, the standard channel codes in today's communications systems, since the LDPC decoder needs the exact APP to perform optimally. We also propose an approximate Bayesian equalizer that can keep most of the gain of the Bayesian equalizer at the same computational cost as the ML-BCJR equalizer. This gain is remarkable in scenarios with short training sequences, long channels and multilevel constellations. We have illustrated these results for LDPC codes and they can be carried over to other coding schemes that need accurate APP, such as turbo codes.
