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Abstract 
Information broadcasting in MANETs is an essential building block for cooperative operations, group discussions, and common 
announcements (e.g., filling routing tables). The flooding is the simplest broadcasting scheme used in MANETs. In this scheme, 
source nodes broadcast at once packets to all neighbors. Broadcasting through flooding causes increased messages redundancy, 
collision, and wastage of bandwidth and energy. Several approaches have been proposed to solve these issues and could be 
classified into two main categories: static schemes and adaptive schemes. In this paper, we introduce an adaptive scheme for 
information broadcasting in MANETs. This scheme allows nodes to select an appropriate action, either to rebroadcast or to 
discard receiving messages. The decision is based on the amount and timestamps of received messages. Simulations have been 
conducted and results show that the proposed scheme reduces the number of packet transmissions, has better latency and SRB, 
good reachability, and low energy consumption. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Conference Program Chairs.  
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1. Introduction 
MANETs are well suited for communication in environments where conventional communication 
infrastructures are absent, destroyed or in situations in which their deployment is very expensive. In MANETs, 
each network node participates in the procedure as a router where packets are sent from source nodes, relayed by 
several intermediate nodes before reaching destination nodes. The flooding or pure diffusion is one straight-
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forward and a simplest mechanism used for broadcasting in MANETs. The process begins with a source node 
broadcasting a packet to all its neighbors. Each of these neighbors in turn rebroadcasts the packet exactly once and 
this process continues until all accessible nodes in the network received the packet. Thus, step by step, the packets 
flood the network. This operation leads to the problem of broadcast storm1. Mainly, broadcasting through flooding 
causes increased redundancy of messages, contention, collision, and wastage of channel bandwidth and energy.  
Several enhanced versions of the flooding scheme have been proposed to solve these issues and are categorized 
into two main categories: static broadcasting schemes and adaptive broadcasting schemes. Static broadcasting 
schemes are mainly related to some threshold values or the network topology (e.g., clusters, spanning tree). In 
dynamic networks, it is however, difficult or even impossible to determine a priori these threshold values or to 
maintain information about the network topology. For instance, dynamically changing the threshold values, in 
order to minimize the number of redundantly received messages while maintaining good latency and reachability, 
is considered as a complex issue without the use of centralized controllers or constant threshold parameters. 
Adaptive broadcasting schemes have been proposed to handle these issues with respect to SRB, energy 
consumption, and reachability. More precisely, the core problem in these broadcasting schemes is how to minimize 
the number of redundantly received messages, named save broadcast, while maintaining good latency and 
reachability since rebroadcasting causes tradeoff between reachability and efficiency under different network 
densities and speeds.  
All proposed schemes use mechanisms that inhibit certain nodes from rebroadcasting to alleviate these issues, but 
they mainly differ in how each node estimates redundancy and how it accumulates knowledge to assist decision for 
either rebroadcast or discard received messages. In this paper, we introduce an adaptive broadcasting scheme that 
allows nodes, when receiving messages, to either rebroadcast or discard. The decision is based on the amount and 
the timestamps of received messages. Simulations have been conducted and results show that the proposed scheme 
has significant SRB, higher reachability, and good latency compared to the flooding and to an adaptive protocol 
named AID11.  
The remainder of this paper is structured as follows: Section 2 reviews broadcasting schemes proposed in 
literature for wireless ad hoc networks. Section 3 describes the proposed broadcasting scheme. Section 4 presents 
the simulation parameters, performance metrics, and obtained results. Conclusions and future work are presented in 
Section 5. 
2. Background and related works 
In the past years, several schemes have been proposed to deal with the rebroadcasting storm issue. Authors in 12 
classified existing schemes from literature into two main categories: static schemes and adaptive schemes (or 
protocols, algorithms). Static schemes are mainly related to some fixed threshold values or network topology 
structures. However, in dynamic networks, fixing these values or maintaining the structure (e.g. spanning three, 
clusters) of the network topology is difficult and generates an extra overhead in terms of energy and bandwidth 
consumption. In this section, we focus mainly on adaptive schemes and we refer reader to 12 for more details about 
static schemes. 
Several adaptive broadcasting algorithms have been proposed. These algorithms are classified into three 
categories: Pure Machine Learning (PML), Intra-Protocol Learning (IAPL), and Inter-Protocol Learning (IEPL)7. 
In PML, nodes learn to adapt to their environment and improve through experience. For example, in 7 authors 
proposed a broadcasting scheme in which a node builds a classifier using data collected from the exchanged 
massages. In this scheme, the classifier is trained to select the best suitable action, i.e., either to rebroadcast or to 
discard the received packet. The concept of a successful retransmission was introduced as a feedback loop13 using 
an objective function to assess whether a given node is contributing to the delivery of broadcast packets. Each node 
tunes its behavior accordingly based on an estimated objective function.  
Unlike PML schemes, IAPL use online parameterized techniques in which nodes learn to change one of the 
parameters. For example, as stated in 8,9, RAD (Random Assessment Delay) is a parameter, randomly chosen 
between 0 and ߬ seconds, that was shown to be sensitive to the density of neighboring nodes and congestion. It is 
worth noting that most broadcasting schemes use the RAD as a delay time required for waiting before making any 
decision1. For example, Authors in 7 propose to use a simple model that allows each node to estimate the most 
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suitable value of ߬ according to its local conditions. Other approaches propose to adjust parameters (thresholds 
values) using local information obtained through periodical hello messages and from other protocols, such as 
routing protocols10,11. In 6, a broadcasting scheme has been proposed to allow nodes selecting an appropriate action 
(i.e., re-broadcast, or discard) in a distributed manner, i.e., without the aid of a central controller. Each node, by 
receiving information from neighboring nodes, can dynamically make the right decision without using any 
predetermined threshold value. More precisely, based on the number of received messages, each individual node 
decides on rebroadcasting without the aid of a central controller.  
In IEPL schemes nodes can learn to switch between different broadcast protocols. For example, an inter-
protocol learner for nodes to automatically switch between different broadcasting protocols (e.g., simple flooding, 
probabilistic, counter-based, distance-based, or location-based) was proposed7. The proposed scheme in this paper, 
named WAIT, falls to the PML category and allows nodes to select the best suitable action, i.e., either to 
rebroadcast, to discard the received message, or to wait before making any decision (i.e., not too much information 
available so far to make right decision).  
3. WAIT Scheme 
In static scheme (e.g., counter-based scheme), as explained above, a fixed threshold value is used to inhibit 
nodes from rebroadcasting messages. For example, if a node already heard the same message more than k times, it 
is unlikely to rebroadcast the message because of negligible coverage area. In other words, more copies a node 
receives, higher is the chance of its neighbors having already received the same packet. So, it is imperative to have 
a control mechanism whereby the threshold can be adjusted to balance between save rebroadcast and reachability.  
The proposed scheme is based on results from recent studies stating that there is no benefit to rebroadcast the 
same message after hearing it k times when k>4, because the expected additional coverage area is below 5%1. In 
this scheme, information received by neighbors is used to inhibit some nodes from rebroadcasting by selecting the 
appropriate action (i.e., rebroadcast, discard). The principle of this scheme is described as follows. Unlike other 
proposed schemes from literature that select between two actions, the proposed scheme adds another action, named 
wait, in addition to discard and rebroadcast actions. In other words, when a node receives a broadcasted message, it 
uses neighbors’ knowledge to determine an appropriate action by adding another one (the wait action). Selecting 
this action gives each node the chance to select a successful decision of whether to rebroadcast the message or 
discard.  
The scheme is based on a learning model that collects neighbors’ information such as number of messages 
received and their arriving time t(s). For instance, the rebroadcast action could be selected when neighbors nodes 
does not receive any message, whereas the wait action is selected when a node cannot make any decision because 
of lack of information. The discard action could be selected when the node receives the same message 
simultaneously. It means that neighboring nodes have already received the same message, i.e., more copies a node 
receives, as stated above, higher is the chance of its neighbors having already received the same packet. More 
precisely, the decision to select between the three actions is based on the number of received messages together 
with the inter-arrival time compared to τ (RAD). It is also used to differentiate rebroadcasts timing to avoid 
messages contention/collision because nodes might close to each other.  
The principle of this scheme is described as follows. On hearing a broadcast message for the first time at t1, the 
node initializes a local counter S, initialized to 0, and is used to help nodes for deciding on the rebroadcast. Each 
node uses (in the received packet list) a list to keep track the time between the same successive messages, and 
waits for a RAD (߬ሻ. In other words, a node receiving the same message during RAD, extracts the arriving time of 
this last received message denoted by t2, calculates a value οݐଵ=(t2─t1), and adds it to the list, it will repeat the 
same process for all the same message during the RAD. When RAD (or ߬) is expired, the values of inter-arrival 
times between same successive messages are compared with the value (ͳȀ͵߬, and ʹȀ͵߬), considered as the mean 
inter-arrival time baseline as follows: if οݐ௜ െ ଵଷ ߬ ൏ Ͳ, decrease S by 1, if οݐ௜ െ
ଶ
ଷ ߬ ൏ Ͳ increase it by 1, otherwise 
do not change S. When all values in the list are compared, the node is able to take the decision using the value of S: 
if S is negative (resp. positive) the rebroadcast (e.g., negative) action will be selected.  
Basically, the value S is smaller than 0 means that several inter-arrival times are smaller than ߬/3, which is 
interpreted by an excessive number of received broadcast messages. Each node adjusts its own value S depending 
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S1. On hearing a broadcast message msg for the first time at time t1, the node initializes a counter S. 
S2. Generate a random value RAD ሺ࣎ሻ for msg transmission. 
S2.1. Wait until the transmission actually starts, i.e., until ࣎ has expired. If msg is received again at time t2 
during ࣎, go to S2.2. When ࣎ has expired, if msg was heard again, go to S4, and otherwise go to S3. 
S2.2.Update the list l  by recording οݐ1=(t2-t1), then go to S2.1 . 
S3. Rebroadcast msg and procedure exit. 
S4.  
S4.1. For all the values οݐi  recorded in list, compare each one of them with ࣎: whenοݐ௜ െ ଵଷ ߬ ൏ Ͳ, decrease S  
by 1, if οݐ௜ െ ଶଷ ߬ ൏ Ͳincrease it by 1 
S4.2. If  S>0, then go to S3, else go to S5. 
S5. Discard the transmission of msg and the procedure exit. 
 
on its local information based on the number of times the same copy of the message is received and the inter-
arrival times between two successive messages. When the RAD expires, the node decides to rebroadcast or discard 
the received message. The rebroadcasting decision algorithm is as follows: (The algorithm is shown below in 
detail.) 
 
WAIT scheme 
 
4. Performances analysis 
This section describes the simulation parameters, performance metrics used in our analysis and finally 
simulation results using ns as a network simulator5. 
4.1. Simulation parameters 
In this study, a node mobility scenario was generated using random-waypoint model8. A simulation time of 
100s is used, which is long enough to evaluate the considered broadcasting schemes by varying nodes’ speed and 
network densities. Each node uses IEEE 802.11 MAC layer protocol to send and receive messages. The network 
bandwidth is 2 Mbps5. We used Two-Ray Ground model for radio propagation4. Each node has 200-meter radio 
transmission range. Table 1 lists the parameters used in our simulations. We consider a total of eight mobility 
traces, with different node densities.  
Table 1.Simulation parameters 
Simulation Parameter Value 
Network Range 800 square meters 
Transmission Range 200m 
Number of nodes 75-150 
Bandwidth 2Mbps 
Mobility model Random Waypoint model 
Propagation Two-Ray Ground model 
Nodes Speed 1-5-10-15 (m/s) 
Message size   1000 bytes 
Simulation Time 100s 
Number of  trial 30 
TxPower, RtPower,  
idlePower, TransitionPower 
15, 10 
 0.5, 0.2 
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We measured and compared the performance of the WAIT scheme, under different network densities and 
nodes’ speed, against the basic flooding and the AID scheme. The performance metrics evaluated are as follows:  
x Reachability (RE): the percentage of nodes that receive a given broadcast packet or message over the total 
number of nodes that is reachable, directly or indirectly. 
x Saved-ReBroadcast (SRB): is the ratio between the numbers of nodes receiving a message and the number 
of nodes actually rebroadcasting the message. 
x Latency: the delay experienced by a packet from the time it is sent by the source until the time it reached 
the destination. 
x Residual energy: represents the average remaining energy computed at all nodes during the simulation. 
 
It is worth noting that finding an optimal broadcast solution is NP-hard because we need to maximize SRB and 
save energy and bandwidth wastage while maintaining good latency and reachability. 
4.2. Simulation results 
The WAIT scheme was implemented and integrated into the NS-2 simulator and compared it to the flooding 
and AID schemes. We mainly investigated the effect of nodes density within the range of 75 nodes (considered as 
a sparse network) and 150 nodes (considered as a dense network) where nodes speed is fixed to 1, 5, 10 and 15 
m/s. We performed thirty simulation trials for each scenario and computed the average number of SRB, RE, 
latency, and energy, obtained with each scheme. The simulation model consists of two sets of scenario files: 
topology scenario and traffic generation files5.  
Figure 1 presents results that illustrate the effect of nodes’ speed on SRB in both sparse and dense networks. We 
can see that the SRB increases slightly with the increase in nodes’ speed for all schemes. As expected, the flooding 
scheme has a negligible SRB because all nodes rebroadcast once the received message. The WAIT scheme has 
significant SRB as compared to other schemes and this under different network’s density and nodes’ speed. More 
precisely, the obtained results confirm that in WAIT scheme, information received by neighbors was actually used 
to improve the learning process. It has higher SRB, implying thus more nodes do not rebroadcast the message, i.e., 
it inhibits more nodes from rebroadcasting compared to the AID and basic flooding schemes. 
 
Fig. 1. SRB vs. nodes speed: sparse network and dense network 
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Figure 2 shows the comparison of WAIT scheme against the two other schemes. We can see that all schemes 
show equal strength in term of reachability with different nodes’ speed. As expected, the flooding has the higher 
reachability since all nodes rebroadcast the message exactly once, but the save rebroadcast is very low or 
negligible as shown in Figure 1. We can also see a slightly higher RE values in dense networks. The nodes’ speed 
does not influence on reachability. 
 
Fig. 2. RE vs. nodes speed: sparse network and dense network 
 
Figure 3 depicts latency values according to nodes’ speed in both sparse and dense networks. As shown in this 
figure, in both sparse and dense networks, the flooding scheme has almost the highest latency. This is due to the 
fact that, in flooding scheme, the number of retransmissions is very high and messages are queued for some time. 
In WAIT scheme, the average latency is low compared to AID and flooding scheme because the number of 
retransmissions is also low (see SRB values in Figure 1) and then the queue time at each node is low. 
 
 
Fig. 3. Latency vs. nodes speed: sparse network and dense network 
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Fig. 4. Energy vs. nodes speed: sparse network and dense network 
 
The number of SRB is inversely proportional to the transmission energy, i.e., more we save rebroadcast messages 
higher residual energy will remain at each node. This means that the greater number of SRB will represent the lesser 
transmission energy consumed during the broadcasting. As shown in Figure 4, under different network densities, 
wait scheme has less energy consumption compared to AID and flooding schemes because it has significant SRB 
(see Figure 1). For instance the SRB is negligible in the flooding scheme, because nodes rebroadcast once each 
received message and then more energy was consumed during messages reception and transmission. However, as 
more nodes are inhibited from rebroadcasting, fewer messages are crossing the network, and then less energy is 
consumed.  
5. Conclusion and future work 
In this paper we discussed the broadcasting problems in MANETs. In these networks, nodes have limited 
battery charging capacity that requires energy efficient protocols especially for broadcast purpose.  For example, in 
many applications each node periodically sends ‘Hello’ message to advertise its presence which consumes extra 
transmission energy. Static broadcasting schemes mainly depend on threshold values (e.g., probabilistic-based 
schemes). However, in dynamic networks, it is difficult, or even impossible, to determine a priori these threshold 
values. Dynamically changing these values, to minimize the number of redundantly received messages (i.e., 
minimize energy consumption) while maintaining good latency and reachability, is a difficult task. To address this 
issue, adaptive broadcasting protocols have been recently proposed. Therefore, we introduced a broadcasting 
scheme, named WAIT, and evaluated its performance. Obtained results show that this scheme has significant SRB, 
higher reachability, better latency, and low energy consumption compared to the flooding and AID schemes. We 
are exploring the performance of this scheme with another adaptive scheme13 and those already proposed in 
literature. Further simulations will be conducted and more results will be reported. The aim of our future work is to 
study and investigate reinforcement learning mechanisms to develop new adaptive rules to allow nodes to adapt to 
dynamic changes of the network topology. This scheme will be incorporated into AODV routing protocol.   
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