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Le proble`me de de´ploiement optimal d’un re´seau FTTH (Fiber To The Home) consiste a` concevoir un plan d’instal-
lation de fibres optiques de couˆt minimal permettant de connecter un ensemble de clients a` un nœud de raccordement
via un ensemble de coupleur. Nous pre´sentons une mode´lisation de ce proble`me base´e sur le concept de flot avec
multiplicateurs et nous montrons comment obtenir par ge´ne´ration de colonnes une solution optimale fractionnaire du
programme line´aire correspondant. Cette approche ne´cessite de re´soudre a` chaque ite´ration un proble`me de plus court
chemin ge´ne´ralise´ multi-contraint. Pour cela, nous de´crivons un algorithme pseudo-polynomial qui ge´ne´ralise au cas
avec multiplicateurs l’algorithme de plus court chemin multi-contraint introduit dans [DS88].
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1 Introduction
Nous conside´rons un proble`me d’optimisation qui apparait lorsqu’un ope´rateur de te´le´communication
souhaite de´ployer de manie`re efficace un re´seau de fibres optiques pour connecter un ensemble de clientsK .
Ce proble`me consiste a` de´terminer un plan d’installation de fibres optiques permettant de connecter chacun
des clients a` un noeud de raccordement appele´ OLT (Optical Line Termination). Pour cela, l’ope´rateur
dispose de sites accueillants des coupleurs qui permettent d’e´clater le flux issu d’une fibre optique sur
plusieurs fibres. Ici, nous supposons que les coupleurs sont de´ja` localise´s dans le re´seau et que leur facteur
de concentration de ces derniers est connu. Nous supposons e´galement connus l’ensemble des liaisons qui
peuvent eˆtre e´quipe´es de fibres optiques ainsi que le couˆt de de´ploiement d’une fibre sur chacune de ces
liaisons. Les facteurs de concentration des coupleurs sont des puissances de 2. Plus pre´cise´ment, chaque
coupleur est caracte´rise´ par un entier t ∈ {1,2,3,5} et permet de re´e´mettre le flux issu d’une fibre sur
2t fibres. L’architecture re´seau impose que sur chaque chemin utilise´ pour connecter un client a` OLT, le
produit des facteurs de concentration soit e´gal a` 64 (voir Fig.1). Finalement, on connait pour chaque liaison
l’affaiblissement subi par le signal optique sur cette liaison et on souhaite e´galement pouvoir garantir que
l’affaiblissement subi par le signal sur le chemin entre le client et OLT (i.e. la somme des affaiblissements
sur les liaisons du chemin) ne de´passe pas un certain seuil, note´ NdB.
Pour mode´liser ce proble`me, nous proposons d’utiliser la notion de flot avec multiplicateurs (voir par
exemple [AMO93] pour une de´finition formelle et des applications). Cette notion se distingue de la notion
usuelle de flot par l’existence de multiplicateurs αe pour chaque arc e qui indique que si une unite´ de flot
entre dans l’arc e alors αe unite´s de flot en ressortent. Ces multiplicateurs permettent de prendre en compte
la pre´sence des coupleurs en appliquant a` tous les flots passant via un coupleur, un multiplicateur e´gal a`
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Figure 1 Figure 2
2 Mode´lisation
L’ensemble des liaisons sur lesquels des fibres optiques peuvent eˆtre de´ploye´es est repre´sente´ par un
graphe oriente´ G = (V,E) dont les nœuds sont OLT, les coupleurs, les clients et une super-source S relie´e a`
tous les clients (voir Fig. 2). A chaque arc est assigne´ une capacite´ Ce repre´sentant le nombre de fibres que
la liaison peut accueillir, un couˆt d’installation unitaire le, un affaiblissement line´ique γe et un multiplicateur
αe ≤ 1 qui est e´gal 1 si l’origine de l’arc e n’est pas un coupleur et a` l’inverse du facteur de concentration
du coupleur sinon (voir Fig. 1). La super-source S est relie´e a` chaque client sk, k ∈ K par un arc dont la
capacite´ est e´gale aux nombres de fibres dk demande´es par le client sk de couˆt nul et de multiplicateur
unitaire. On note d := ∑k∈K dk le nombre total de fibres demande´es par les clients et P l’ensemble des
chemins p (conside´re´s comme des listes d’arcs) allant de S a` OLT respectant les contraintes technologiques,
i.e. (i) le produit des facteurs de concentrations des coupleurs traverse´s par p est e´gal a` 64 (ii) la somme des
affaiblissement sur les arcs du chemin est infe´rieur ou e´gal la valeur seuil Ndb. Une unite´ de flot entrant
dans un arc repre´sente le de´ploiement d’une fibre optique entre l’origine et l’extre´mite´ de cet arc. Pour
chaque chemin p ∈ P , la variable de de´cision φp repre´sente la quantite´ de flot envoye´e par S en direction de
OLT via le chemin p. Pour chaque arc eq ∈ p := (e1,e2, ...,er), on note xp(eq) :=Πq−1i=1 αei la quantite´ de flot
qui arrive dans l’arc eq lorsqu’une unite´ de flot est e´mise a` partir de S et transite sur les arcs e1,e2, ...,eq−1.
On remarque que le flot e´tant porte´ par des chemins dont le facteur total de concentration est 64, une unite´
de flot arrivant a` OLT correspond exactement a` 64 unite´s de flot e´mises par S. Nous supposons par la suite
que d est divisible par 64. En effet, dans le cas contraire, on peut introduire un client fictif relie´ a` tous les
coupleurs par une liaison de couˆt nul dont la demande comple`te d pour en faire un multiple de 64.
Le proble`me FT T H revient a` calculer une solution optimale entie`re du proble`me de flot ge´ne´ralise´ multi-
contraint suivant.









φp = d : λ (1)
∑
p∈P :e∈p
xp(e)φp ≤Ce, ∀e ∈ E : βe (2)
φp ∈ N, ∀p ∈ P
La quantite´ xp(e)φp repre´sente le nombre de fibres optiques induits sur l’arc e par l’e´mission a` partir
de S de φp unite´s de flot sur le chemin p. La fonction objectif consiste donc a` minimiser le couˆt total
d’installation des fibres optiques. La contrainte (1) assure que chaque client rec¸oit le nombre de fibres
optiques demande´es. Les contraintes (2) assurent que le nombre de fibres de´ploye´es sur chaque liaison e
ne de´passe pas le nombre de fibres qu’elle peut accueillir. Les contraintes technologiques sont prises en
compte implicitement dans la de´finition de l’ensemble P .
Ce mode`le introduit une variable entie`re φp pour chaque chemin p ∈ P qui ve´rifie les contraintes techno-
logiques. Ce nombre de variables est en ge´ne´ral tre`s grand (non-polynomial par rapport a` la taille du re´seau).
La relaxation line´aire associe´e a` ce programme line´aire en nombres entiers est obtenue en remplac¸ant
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chaque contrainte d’inte´grite´ φp ∈N par φp ≥ 0. Ici, nous nous inte´ressons uniquement a` la re´solution opti-
male de cette relaxation line´aire, nous garderons FFTH comme notation pour ce programme line´aire. Dans
la section suivante, nous montrons comment calculer efficacement une solution optimale de cette relaxation
en montrant comment identifier un nombre re´duit de chemins qui supportent une solution optimale.
3 Re´solution par ge´ne´ration de colonnes
Nous allons re´soudre une succession de programmes line´aires FT T H(P ), portant sur les variables as-
socie´es a` un sous-ensemble de chemins P ⊆ P . A chaque ite´ration, la solution optimale duale de FT T H(P )
permet d’identifier un nouveau chemin dont l’ajout a` P permet d’ame´liorer le plan de de´ploiement courant.
Pour mettre en e´vidence un crite`re permettant d’identifier ces chemins, on peut conside´rer le programme
line´aire dual de FT T H(P ) portant sur les variables duales λ et βe associe´es au contraintes (1) et (2) :









xp(e)le, ∀p ∈ P : φp
βe ≥ 0, ∀e ∈ E
Soit (λ,βe : e ∈ E) une solution optimale de FT T H(P ). Trouver un chemin p ∈ P \P tel que la solution
optimale de FT T H(P ∪ p) soit meilleure que celle FT T H(P ) revient a` identifier une contrainte du dual
FT T H∗(P ) viole´e par la solution duale (λ,βe : e∈ E), i.e. un chemin p∈ P tel que ∑e∈p xp(e)(βe+ le)< λ.
Ce proble`me de plus court chemin ge´ne´ralise´ multi-contraint revient a` trouver parmi l’ensemble des
chemins respectant les contraintes technologiques, un plus court chemin ge´ne´ralise´ qui permet de faire
transiter une unite´ de flot de S a` OLT a` moindre couˆt en prenant dist(e) := (βe + le) comme couˆt de transit
d’une unite´ de flot entrant dans l’arc e. Si le chemin p calcule´ a un couˆt ∑e∈p xp(e)(βe + le) strictement
infe´rieur a` λ, on l’ajoute a` P et on re´ite`re. Sinon, la solution duale courante (λ,βe : e ∈ E) du programme
line´aire FT T H∗(P ) est e´galement valide pour FT T H∗(P ) et donc e´galement optimale pour ce proble`me.
Par dualite´, la solution primale courante de FT T H(P ) est e´galement optimale pour le programme line´aire
complet FT T H = FT T H(P ) justifiant ainsi la proposition suivante.
Proposition 1 L’algorithme 1 calcule une solution optimale de la relaxation line´aire du proble`me FTTH.
Donne´es : G = (V,E) ; (sk,dk) ∈V (G)×R+ pour k ∈K ; OLT ∈V (G) ; l ∈ RE(G)+ ; C,1/α,γ ∈ NE(G)
Re´sultat : (φp : p ∈ P ) une solution optimale de FT T H
P ← un ensemble arbitraire de chemins valides;
re´pe´ter
Re´soudre le programme line´aire dual FT T H∗(P ) ;
Soit (λ,βe : e ∈ E) une solution optimale FT T H∗(P ) ;
Calculer un plus court chemin ge´ne´ralise´ p ∈ P avec dist(e) = (βe + le) comme couˆt de l’arc e ;
si ∑e∈p xp(e)(βe + le)< λ alors
P ← P ∪{p} ;
fin
jusqu’a` ∑e∈p xp(e)(βe + le)≥ λ;
Renvoyer la solution optimale (φp : p ∈ P ) de FT T H(P );
Algorithme 1: Re´solution de FT T H par ge´ne´ration de colonnes
4 Plus court chemin ge´ne´ralise´ multi-contraint
Le proble`me du plus court chemin ge´ne´ralise´ multi-contraint est NP-Complet, meˆme dans le cas d’une
seule contrainte avec tous les multiplicateurs a` un [GJ79]. L’algorithme pseudo-polynomial que nous pro-
posons pour re´soudre ce proble`me est base´ sur la programmation dynamique au meˆme titre que l’algorithme
de label-setting classique de´crit dans [DS88] qui re´sout ce proble`me lorsque les multiplicateurs sont tous
e´gaux a` un. On utilise des labels associe´s a` des chemins entre S et un sommet du graphe. Chaque label L
est constitue´ de quatre attributs : un sommet u(L) auquel il fait re´fe´rence et qui est l’extre´mite´ du chemin
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repre´sente´ par L, un label prec(L) a` partir duquel L a e´te´ e´tendu, une couˆt c(L), un affaiblissement Γ(L) et
une concentration τ(L) qui ensemble caracte´risent le chemin en construction.
On dit qu’un label L1 domine un label L2 si (i) ils concernent le meˆme sommet u(L1) = u(L2), (ii) ils
correspondent a` des chemins ayant la meˆme concentration τ(L1) = τ(L2), (iii) le couˆt et l’affaiblissement
du chemin associe´ a` L1 sont infe´rieurs ou e´gaux a` ceux du chemin repre´sente´ par L2, i.e. c(L1) ≤ c(L2) et
Γ(L1)≤ Γ(L2). Dans ce cas, en remplac¸ant le sous-chemin repre´sente´ par L2 par celui de L1 dans un chemin
entre S et OLT, on pre´serve le facteur de concentration sans de´te´riorer les autres crite`res. Par conse´quent, il
est inutile de conserver le label L2.
L’algorithme que nous proposons utilise une file pour stocker l’ensemble des labels. Initialement, cette
file contient un seul label LS dont les attributs sont u(LS)= S, prec(LS)=∅, τ(LS)= 1, c(LS)= 0, Γ(LS)= 0
et qui correspond a` un chemin re´duit au seul sommet S. Tant que la file n’est pas vide, a` chaque ite´ration de
l’algorithme, on retire le label L situe´ en teˆte de la file. On parcourt l’ensemble des voisins v de u= u(L) et on
ajoute a` la file le label L′ avec u(L′)= v, c(L′)= (c(L)+dist(uv))/αuv, Γ(L′)=Γ(L)+γuv, τ(L′)= τ(L)/αuv
si les trois conditions suivantes sont ve´rifie´es : (i) L′ n’est domine´ par aucun autre label L′′ tel que u(L′′) = v,
(ii) Γ(L′) ≤ NdB, (iii) τ(L′) = 64 si v(L′) = OLT et τ(L′) < 64 sinon. La mise a` jour du couˆt s’explique
par le fait que si une unite´ de flot en u(L) couˆte c(L) alors on peut faire arriver αuv unite´ de flot en v
avec un couˆt c(L) + dist(uv). En mettant a` l’e´chelle, on obtient une unite´ de flot en v avec un couˆt de
(c(L)+dist(uv))/αuv, voir [FW99] pour une justification plus de´taille´e. A la fin du processus de marquage,
si OLT n’a rec¸u aucun label, il n’existe aucun chemin respectant les contraintes technologiques entre S et
OLT. Dans le cas contraire, le label L∗ de OLT dont l’attribut couˆt est minimum correspond a` un plus court
chemin ge´ne´ralise´ multi-contraint.
La correction de cet algorithme est base´e sur les deux observations suivantes. D’une part, si on omet la
condition de non-domination l’algorithme conside`re tous les chemins e´le´mentaires entre S et OLT respec-
tant les contraintes de concentration et d’affaiblissement. D’autre part, ignorer les labels domine´s n’e´limine
aucun chemin optimal. Par ailleurs, chaque sommet rec¸oit au plus NdB× log2 64 labels non-domine´s et cha-
cun de ces labels est conside´re´ un nombre de fois proportionnel au degre´ sortant du sommet. Cet algorithme
s’exe´cute donc en temps pseudo-polynomial O(|E(G)|×6×Ndb) justifiant ainsi la proposition suivante.
Proposition 2 L’algorithme 2 calcule en temps pseudo-polynomial O(|E(G)| × 6×Ndb) un plus court
chemin ge´ne´ralise´ multi-contraint entre S et OLT .
Donne´es : G = (V,E) ; S,OLT ∈V (G) ; dist ∈ RE(G)+ ; 1/α,γ ∈ NE(G)
Re´sultat : Un plus court chemin ge´ne´ralise´ multi-contraint de S a` OLT
Q.put(Ls) avec u(LS) = s, prec(LS) =∅, τ(LS) = 1, c(LS) = 0, Γ(LS) = 0) ;
tant que Q 6=∅ faire
L⇐ Q.pop();
pour tous les voisins v de u(L) dont un label L′ peut eˆtre e´tendu a` partir de L faire
Q.put(L′) avec u(L′) = v, prec(L′) = L, c(L′) = (c(L)+dist(uv))/αuv,
Γ(L′) = Γ(L)+ γuv et τ(L′) = τ(L)/αuv;
Q.remove(L′′), pour tout L′′ domine´ par L′ ;
fin
fin
Renvoyer le chemin associe´ au label L∗ de OLT dont l’attribut couˆt est minimum.
Algorithme 2: Plus court chemin ge´ne´ralise´ multi-contraint de S a` OLT
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