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Abstract 
 
As a research field, artificial intelligence (AI) exists 
for several years. More recently, technological break-
throughs, coupled with the fast availability of data, 
have brought AI closer to commercial use. Internet 
giants such as Google, Amazon, Apple or Facebook 
invest significantly into AI, thereby underlining its rel-
evance for business models worldwide. For the highly 
data driven finance industry, AI is of intensive interest 
within pilot projects, still, few AI applications have 
been implemented so far. This study analyzes drivers 
and inhibitors of a successful AI application in the 
finance industry based on panel data comprising 22 
semi-structured interviews with experts in AI in fi-
nance. As theoretical lens, we structured our results 
using the TOE framework. Guidelines for applying AI 
successfully reveal AI-specific role models and process 
competencies as crucial, before trained algorithms will 
have reached a quality level on which AI applications 
will operate without human intervention and moral 
concerns. 
 
1. Introduction  
 
Recent technological developments and the emer-
gence of big data have led to an increasing interest in 
artificial intelligence (AI) worldwide. Some even prop-
agate "AI first" as a mantra and symbol for a massive 
disruption of business models, leading to fundamental-
ly new markets [12]. Internet giants such as Google, 
Amazon, Apple or Facebook are investing millions in 
AI to provide AI-based applications and services, 
which underlines the relevance of AI for all kinds of 
different businesses [22]. AI’s impact on productivity 
could be transformative, as several industry studies 
imply: According to a recent study published by PwC, 
global GDP will rise by 14% until 2030 resulting from 
the use, development, and adoption of AI systems, 
which equals additional $15.7 trillion [27].  
Nowadays, technological progress in various areas 
combined with the availability of huge amounts of 
structured and unstructured data is a significant leap 
forward to harvest the potential of AI for business ap-
plications [26]. According to the World Economic Fo-
rum, AI start-ups rose from $282 million in 2011, to 
$2.4 billion in 2015 [31]. Google, Amazon, Tesla, and 
Facebook are regularly publishing their AI libraries, 
forcing their accessibility to a broad mass of develop-
ers. In addition, tools for integrating AI are now of-
fered by many major software vendors, e.g. Salesforce 
Einstein, IBM Watson or Microsoft LUIS, which allow 
to take AI out of the labs and into production and use 
by companies [26]. With the advent of AI illustrated by 
the mentioned Internet giants, AI is now permeating all 
kinds of other industries, including finance. 
Besides, the popularity of AI is a direct response to 
the ever increasing amount of “big data”, that asks for 
new ways of data analytics to capture value for busi-
nesses. AI allows for pattern recognition and smarter 
ways of data utilization in an automated way, leading 
to an improved intelligence about customer needs and 
markets, which in turn leads to competitive advantages 
[12].  
The financial services (FS) industry shows great 
potential for AI, since data, more specifically customer 
and transaction data, is the main resource, which banks 
and insurance companies continuously collect, sort, 
process and link [15]. A range of FS companies are 
starting to launch chatbots or robo-advisors, often in 
their mobile apps or on social media. The German in-
surance company VHV Versicherungen, for instance, 
has just recently released its new chatbot “Mia” to im-
prove customer support [23]. Deutsche Bank, for in-
stance, is the first affiliate bank in Germany with a 
digital asset manager called “Robin” (abbreviation of 
robo-invest) [17]. Accenture estimates baseline growth 
of the finance sector with AI technologies at $4.6 tril-
lion until 2035.  
In principle, the business models of financial insti-
tutions are completely digitizable; the emergence of 
21st century digital born financial technology compa-
nies (FinTechs) as well as increases in customer de-
mands in the same line put pressure on the incumbent 
finance sector. Thus, in this study we are interested in:  
 
How finance institutions deal with the need for 
adapting and adopting AI and how they are coping 
with related challenges.   
To answer our question, we interviewed a panel of 
AI experts from the German finance industry and sup-
porting sectors and used the TOE framework as guid-
ing theoretical framework. The qualitative empirical 
data was collected through semi-structured expert in-
terviews, including interviews with experts from lead-
ing software providers in the finance industry (such as 
SAP, IBM, Salesforce, and Microsoft), supplemented 
by interviews with experts at CxO level. Having ana-
lyzed the main challenges associated with AI based on 
the collected qualitative interview data, we answer 
each challenge with a respective guideline as second 
level within the investigation. This analysis highlights 
the importance of AI for banks and insurance compa-
nies to stay competitive while they have to overcome 
traditional organizational structures and lacking service 
mentalities to achieve the intended benefits. 
 
2. Artificial Intelligence and the Financial 
Services Industry  
 
In the finance industry, banks and insurance com-
panies operate in a complicated, competitive business 
that is facing significant transformation pressure to stay 
in the market. In this environment, sustaining customer 
loyalty, which comprises satisfaction, trust, commit-
ment, and perceived value, plays a cental role [3].  
Data giants such as Google, Facebook and Apple 
have already proven that consistent focus on customers 
and the use of modern technologies can redefine finan-
cial service processes. However, traditional FS provid-
ers often do not offer enough flexibility and innovation 
strengths for their clients. FinTech is therefore em-
braced as a game-changing disruptive innovation capa-
ble of breaking up traditional financial markets [18]. 
Making use of modern, state-of-the-art technologies, 
these market partipiciants do not build up on legacy 
architectures. Through lean and agile processes, 
FinTechs are able to achieve greater customer orienta-
tion, lower costs, and accelerating the speed of innova-
tion. These companies, mostly entrepreneurial, have 
driven major innovations in numerous areas such as 
payment, wealth management, lending or crowdfund-
ing [18] and have also spurred the adoption of AI and 
machine learning in FS [31]. 
The presence of digital born FinTechs, whose busi-
ness is strongly customer-oriented, forces traditional 
companies in the financial market to change: At the 
intersection between customers and institutes, the 
amount of continously computed information shows 
great potential for evaluation, analysis, and product 
recommendations. A redesign of digital experiences 
highlights conversational interfaces reshaping from a 
form-based (rigid default fields or complex forms) to a 
conversation-based communication: AI provides an 
opportunity for consumers to interact with companies 
in a more natural way through writing, talking or even 
gesturing [11]. Further, the customer segment of so-
called digital natives (generations from 1995 onwards) 
[30] expects experiences from the FS providers similar 
to those gained with Facebook, Apple, or other digital 
suppliers. This encompasses easy-to-understand finan-
cial products, a very sophisticated arrangement of all 
information, optimized processes with short through-
put, and the adaptability of the product or service to the 
customer’s own needs before and after purchase (cus-
tomization) [30].  
Within this study, the consultation of banks and in-
surance companies, as well as software vendors em-
phasizes the accumulation of customer-focused utiliza-
tion of AI. Though, our analysis identifies that most 
companies are developing first prototypes of AI, which 
have rarely been implemented by the FS industry yet. 
For the most part, prototypes are developed in a clini-
cal environment and for internal use only, in order to 
identify and test possible use cases (cf. I12.6, I8.4). 
These cover front office applications such as credit 
scoring, insurance, or client-facing chatbots. Chatbots 
or virtual assistants represent one of the few uses car-
ried out by AI interfaces, which are already imple-
mented within banks and insurance companies (cf. 
I22.5). However, participants complain about the sim-
plicity of today’s chatbots and appear rather disap-
pointed with the current applications (cf. I14.8, I4.11). 
This valuation confirms the classification within finan-
cial stability report, which describes current generation 
of chatbots as simple and as providing general policy 
information or answers to basic questions [31].  
Especially the subgroup of technology industry ex-
perts emphasizes the importance of operations-focused 
appliance, as back-end operations and risk manage-
ment require a lot of inefficient human support and are 
often inefficient (chapter 4.2). AI technologies offer 
potential for cost savings and higher productivity in the 
financial sector through intelligent process automation 
and automated customer services. As a result, opportu-
nities arise for enhanced customer experience and en-
gagement, e.g. through faster response times and indi-
vidualized offerings, which may lead to increased sales 
and higher revenues. In order to remain competitive 
and to retain public trust, traditional institutions in fi-
nance have to initiate to rely on AI in bits and pieces.  
Describing the complexity of AI, countless at-
tempts exist to define the term AI, encompassing a 
huge variety of subfields and with different focus de-
pending on the respective technical and historical 
origin [12]. For the purpose of this study, artificial 
intelligence is defined as “how to make computers do 
things at which, at the moment, people are better” [29].  
The ability to adapt to different environments and learn 
to change behavior accordingly is still a particular 
strength of human beings but one that is now under 
threat by machine learning (ML) advances, which is 
mainly responsible for the current “AI euphoria” [12]. 
As an essential part of AI, ML refers to the ability of 
systems or applications that learn without being explic-
itly programmed [10]. ML systems are used to identify 
patterens in images, match new items or products with 
user interests, transcribe speech into text, or select rel-
evant information out of search results [21]. ML algo-
rithms transform input data into relevant outputs, a 
process that is learned from exposure to extant exam-
ples of input and output data [10]. ML requires prior 
input and output data for the initial learning process 
and a sufficient amount of available data to train the 
system. ML systems can be implemented as artificial 
neural networks (ANNs) that are inspired by neurobio-
logical concepts of the human brain [14]. ANNs can be 
considered as a form of deep learning (another subset 
of ML), referring to the fact that ANNs can learn 
"deep" hierarchical information from data, and conse-
quently describe multiple layers of depth within their 
architecture [28].  
 
3. The Technology-Organization-
Environment Framework (TOE) 
 
To gain a comprehensive view on the challenges of 
AI adoption within the German finance industry, this 
study builds upon the TOE framework developed by 
Tornatzky and Fleischer in 1990 in the context of tech-
nological innovation [33]. The TOE framework is an 
organization-level theory, which presents the three 
elements technology, organization, and environment, 
influencing the process to adopt and implement tech-
nology within a firm [4] and has achieved solid empiri-
cal approval in analyzing the context of innovations 
[8]. The technology context describes internal as well 
as external technologies relevant to the firm [35]. In-
ternal technologies refer to the firms existing technolo-
gies, which set a broad limit on the pace and scope of 
technological change that a firm can undertake, while 
external technologies refer to the availability of new 
technologies within the market. A range of measures 
characterizes the organizational context, including but 
not limited to the size of the firm, its managerial struc-
tures, and human resources [4]. The structures and reg-
ulatory environment of the respective industry are rep-
resented by the environmental context in which a firm 
conducts its business. This dimension of the frame-
work includes factors such as the firm’s competitors, 
customers, the government, as well as the community 
are taken into account [35].  
The study at hand focusses on the finance industry, 
which has received limited attention within research in 
the context of AI so far. However, the finance industry 
has been investigated by means of the TOE framework 
in various other domains. Zhu et al. (2004) for example 
studied e-business adoption in the finance industry 
applying the TOE framework in order to structure sur-
vey data from 612 firms in 10 countries [35]. Another 
more recent study analyzes the value-based adoption of 
big data analytics using the TOE framework, which is 
a subject area closely related to the field of AI [34]. 
The study outlines the main reasons for non-adoption 
of big data analysis, using a similar approach as our 
investigation. Therefore, we deem the TOE framework 
as an appropriate theoretical background for investigat-
ing the challenges of AI adoption for the FS industry.  
 
4. Data Analysis and Results 
 
The goal of this investigation is to understand 
which challenges banks and insurance companies face 
in order to adopt AI and to provide guidelines how to 
answer these challenges. In the following, first the 
main challenges associated with the adoption of AI 
within the German finance industry are extracted from 
the executed data collection; second, guidelines are 
derived from both interview results and further extant 
scientific literature. Following the TOE framework, 
this section is structured into the three dimensions 
technology, organization, and environment. The ex-
perts’ statements build up the respective chapters of the 
TOE dimensions: During the analysis, the TOE 
framework revealed as an appropriate theoretical based 
structuration since all relevant aspects in a firm’s con-
text are embraced. Analyzing the qualitative data, we 
refer to the interview (Ix) and the corresponding text 
passage (.xx) when presenting the results, as follows: 
(cf. Ix.xx).  
 
4.1. Challenges in AI Adoption Based on the 
TOE Framework 
 
4.1.1. Technology context. As one main result, 
two-thirds of the interviewees state a lack in the avail-
ability and quality of training data as prohibiting fur-
ther AI adoption, which prevents FS firms from using 
these AI enhanced solutions or products (cf. I12.4). 
The perceived lack in data quality in our sample de-
rives from an immanent AI characteristic: the algo-
rithm learns from exposure to known examples of in-
put and output data, which means the way an AI sys-
tem fulfills its purpose is trained. Therefore, AI re-
quires huge amounts of training data. As the interviews 
reveal, a lack of sufficient of digitally available data 
exists to train an AI system appropriately; or if so, data 
privacy issues prevent firms from using this data (cf. 
I12.4). Although data, more specifically customer and 
transaction data, is the resource which banks and insur-
ance companies collect, sort, process and link, the 
shortage of AI training data can be traced back to the 
fact that many established FS providers are still set up 
analogical in their core: Still, many business processes 
are still too paper-based, reducing the actual amount of 
digitally available data.  
Furthermore, some of the experts claim a lacking 
market overview as prohibiter in enhancing data quali-
ty. This is more surprising since today AI engines are 
offered by all large software providers such as Mi-
crosoft’ LUIS, IBM Watson, Amazon Lex, SAP Leo-
nardo, or Salesforce Einstein. Complementary, a large 
number of providers exist who enjoy high visibility in 
the market as start-ups (cf. I20.5, I6.3, I12.3). 
The interviews reveal that the existing IT architec-
tures often form a legacy ballast which is difficult to 
reform and which limits digital transformation and 
therefore the use of AI (cf. I20.6). The study finds that 
several difficulties for businesses in implementing AI 
algorithms exist, which reflects the companies exiting 
IT infrastructures as well as AI’s respective technolog-
ical characteristics. Legacy ballast refers to IT architec-
tures, which have been gradually expanded since the 
1980s but often have not been continuously renewed. 
The current status lowers the speed of innovation and 
binds financial as well as personal resources (cf. 
I21.11). 
In addition, the analysis of the interviews identifies 
a major challenge for banks and insurance companies 
to achieve levels of quality assurance in AI-supported 
decisions (cf. I20.13, I17.13). Still, it is desirable that 
AI results, e.g., calculations, forecasts, and following 
processes or decisions of information systems, are 
transparent and comprehensible. As mentioned, the AI 
based systems’ intent is programmed, but the process 
to fulfill its purpose is trained. Products or processes 
with included AI components will therefore act differ-
ently over time. This also implies specific risks for 
businesses, which include for example biases in train-
ing data. The benefit of an AI solution is highly de-
pendent from its prior training. As structural biases of 
training data lead to unwanted outcomes, data quality 
defects need to be identified and eliminated quickly. 
Further, the AI itself, its training data, or the user might 
generate output that is not aligned with ethical stand-
ards. To describe this lack of continuous high quality 
level AI output, the decision-making process of an AI 
solution is often compared to a “black box” with little 
to non-transparency (cf. I8.11, I17.13). Thus, further 
control mechanisms need to be established to monitor 
the AI’s behavior and its compliance to existing regu-
lations and standards. Especially, a major challenge for 
FS is therefore, to build trust and transparency into AI 
solutions to leverage its full potential. 
    
Table 1. Challenges structured within the TOE 
framework in allusion to Tornatzky and Fleischer 
(1990) 
Technological context 
Technological 
readiness 
1 Availability and quality of training data  
2 Vague market: Availability of AI enhanced 
products and solutions for banks and insurance 
companies 
3 Extant IT infrastructures as prohibitor 
AI Character-
istics 
4 AI specific characteristics, which most im-
portantly refer to its lack of transparency 
(“black box”): risk, compliance, and ethical 
standards of AI made decisions 
Organizational context 
Organizational 
readiness  
1 Professional expertise in AI skills 
2 Hierarchical structures and willingness to 
change of the employees  
3 Changing process competencies 
4 Agility to adapt firms resources (financial, 
technical, human) 
Top-
management 
support  
5 Support of the top management in the adop-
tion of AI technologies  
Environmental context 
Industrial 
Characteristics 
1 Traditional data protection as part of core 
business 
2 Competitive environmental pressures 
(FinTechs) 
3 Lacking customers and community support 
driven by moral concerns and uncertainty 
Governmental 
Regulations 
4 BCBS239 or MiFID requires investment in 
documentation and regulatory reporting 
Competitive pressures as government regula-
tion opens up for new entries (PSD2) 
 
Structuring our findings by means of the technolog-
ical context leads to the following results: 
1 Banks and insurance are challenged by providing 
the respective quantity and quality of the data an 
AI system needs to create value for the enterprise.  
2 Since AI engines are offered amongst all big tech 
companies, the market transparency and pure 
availability of technology providers cannot be 
identified as slowing down AI adoption within FS.  
3 With regard to the company’s existing IT architec-
ture, the study shows that the maintenance of exit-
ing IT architectures lowers the speed of innova-
tion and binds financial as well as personal re-
sources.  
4 Referring to the factor of technological character-
istics, the study finds that the lack of transparency 
into the AI “black box” is often met with reserve 
and leads to a slow AI transition (cf. I20.13).  
 
4.1.2. Organizational context. Most importantly, the 
experts state that organizations are facing a severe 
knowledge gap regarding digital skills of their work-
force (cf. I4.14, I8.15). According to the group of 
banks and insurance companies in particular, job pro-
files such as Data Scientists or so-called Requirement 
Engineers are desperately needed (cf. I11.13). Addi-
tionally, many of the surveyed experts outline that in 
the future, it will be less a question of hard skills, but 
instead the mindset and the willingness of employees to 
change will play a much greater role (cf. I17.11, 
I10.11). The challenge in this context is constituted by 
how employees can be enabled to increasingly focus 
on problem-solving tasks and implementing activities 
(cf. I12.11, I10.11, I17.11).  
Accelerating for digitization and AI adoption also 
leads to the fact that companies have less need for cer-
tain types of work roles and consequently more de-
mand for changing process competencies, according to 
the surveyed experts. The study outlines that opera-
tional changes are visible in the following areas, where 
AI deployment is particularly promising: A) situation 
recognition, B) decision support and C) development 
and forecast. According to our analysis, these activi-
ties, which can be classified as routine activities, will 
no longer be in demand on the labor markets with the 
use of AI technologies (cf. I22.12). Further, conceiva-
ble sales tasks or standard advice step into the light, 
since digital assistants allow automated interactions 
with customers (cf. I3.18, I19.2). 
Another challenge especially for banks and insur-
ance companies identified by the experts aims at bridg-
ing the gap between legacy and digital operations, as 
the former often hinders or sub-optimizes valuable 
investments in the latter [2]. The study finds that cul-
turally rewriting this friction is a necessary prerequisite 
for creating value through AI technologies (cf. I21.11). 
On the other hand, some participants state that as 
long as digital natives have not yet reached top man-
agement positions, there will be hardly any change in 
the established structures of the companies and new 
technologies will continue to collide with old ways of 
thinking (cf. I12.4). Top management support can 
therefore be identified as an important factor for suc-
cessful AI adoption (cf. table 1).  
Summing up, the collected arguments indicate or-
ganizational readiness as well as top-management sup-
port as major factors for innovation adoption within the 
TOE framework (cf. table 1). Based on our results, 
both elements are strongly supported within the arena 
of AI: 
1 Skills and technological knowledge appear to be 
most important and at the same time the most 
challenging aspect with regard to a successful AI 
adoption. This is even more a relevant finding, 
since this factor was excluded from previous stud-
ies on IS adoption. This factor suggests to question 
how to enable employees to fulfill higher quality 
tasks, since the experts claim that companies will 
have less need for certain types as computers get 
more powerful. 
2 Willingness to change of the firms’ employees and 
changing process competencies reflect major chal-
lenges for banks and insurance companies. People 
have to leave their accustomed environment, learn 
to work more closely with other departments and 
to deal with an artificially intelligent system. 
3 Speed in processes, as well as the continuous 
training and the associated risks of an AI system 
require higher agility and faster adaptability within 
the enterprise and its employees 
4 Hierarchical organizational structures and missing 
top-management support across processes forestall 
the required agility and adaptability with regard to 
the implementation of AI enhanced solutions.  
 
4.1.3. Environmental context. AI requires massive 
data analysis, which can only be realized by moving 
data into decentralized data centers, namely “the 
cloud”. The surveyed expert find that the FS industry is 
still concerned about losing control on their own data, 
since this data is the core value of their business (cf. 
I17.6). In addition, security breaches, data leaks, and 
unauthorized access to data that is used for training of 
AI or is utilized as input data for it, need to be avoided, 
since it has significant impact on the output of the AI 
system. For these reasons, data protection issues have 
been identified as a major challenge for AI adoption 
within the finance industry (cf. I18.3, I1.13). 
For the finance industry, the results provide market 
disruption by FinTechs on the other hand as accelerat-
ing AI adoption within the FS industry. The emergence 
of FinTechs forces established FS provider to change, 
as FinTechs especially benefit from their leanness, 
agility, and innovation strengths [18]. Especially with-
in the banking sector, FinTechs put pressure on the 
established firms to optimize their processes, systems, 
and products (cf. I20.8). 
Distancing from the previous finding, the surveyed 
experts further outline that especially traditional finan-
cial providers are confronted with a huge number of 
regulatory requirements, which ties up personal as 
well as financial resources (cf. I10.7). Documentation 
and regulatory reporting force FS providers to invest 
heavily. Consequently, there is only few budget left 
that can be allocated to digital transformation projects 
such as AI (cf. I10.7). Regulatory requirements in-
clude, for example, requirements in risk departments 
(BCBS239); further regulations exist on the market 
side, such as the Market in Financial Instruments Di-
rective (MiFID) and MiFID II (effective on the 3rd of 
January 2018), both aiming to restore trust in the fi-
nancial markets [16]. At the same time, governments’ 
market regulation provides a generous regulatory envi-
ronment for FinTechs in order to stimulate global fi-
nancial innovation and competitiveness [18], e.g. the 
Payment Services Directive 2 (PSD2) that requires 
banks to give other financial service providers and so-
called third-party providers access to their customer 
data. 
The surveyed experts further claim that moral con-
cerns and uncertainty challenge AI adoption and em-
phasize the importance of the development of moral 
and ethical frameworks. Dealing with hopes and fears 
of new technological innovations and shaping this 
phase of change well is a major challenge within socie-
ty (cf. I6). 
The previous findings support the environmental 
context as the third critical TOE dimension for innova-
tion adoption (cf. table 3). Since the global financial 
crisis, the FS landscape faces an increase in risk 
awareness as well as regulatory intervention and regu-
latory requirements [15]. A study by Zhu et al. (2004) 
found that government regulations play a significant 
role in the adoption process of e-business [35], while 
the current investigation finds similar results with re-
gard to AI adoption:  
1 Traditional data protection is part of the core busi-
ness of the finance industry 
2 On the other hand, the emergence of FinTechs 
spurs traditional FS provider to change.  
3 Regulatory requirements such as BCBS239 or 
MiFID exceedingly cohere financial and personal 
resources of finance institutes. At the same time, 
government regulation opens up for new market 
entries.  
4 Moral concerns are slowing down the pace of AI 
adoption 
 
4.2. Practical Guidelines for AI Adoption  
 
In the context of the TOE framework, this study 
identifies several challenges for the FS industry with 
regard to successful AI adoption, which resulted from 
the data analysis. We will now discuss practical rec-
ommendations based on the lesssons learned from the 
analyzed AI projects on how to move forward with AI 
in finance, therby exactly answering the respective 
challenge identified within the respective TOE context 
presented in the previous chapter 4.1. 
 
4.2.1. Technological implications. Our study finds 
that the lack in data quantity and quality is highly un-
derestimated when it comes to AI deployment and rep-
resents a major challenge for the finance sector. The 
immense benefit from an AI system is highly dependa-
ble to its prior training. ML always requires prior input 
and output data for the initial learning process and a 
sufficient amount of available data to train the system. 
How much “sufficient” actually is, depends on a varie-
ty of factors such as complexity of data, type of task 
and many more [28]. Therefore, companies need to 
make sure the data needed is digitally available and if 
so, the data is on a quality level where it can be used to 
draw value-adding conclusions.  
In addition, legacy ballast of extant IT architec-
tures, analogue business processes, and the resulting 
lack in data quality reduces the speed of innovation in 
the FS, therefore promoting the use of modern IT ar-
chitectures, so-called services oriented architectures 
(SOA) [13]. Based on the collected data, we recom-
mend the use of micro services, which were proved of 
particular importance herein, offering flexibility than 
monolithic IT architectures (cf. I20.6). Micro services 
refer to stand alone software modules that contain only 
one single function [5], which place demands on the 
agility of the organization and infrastructure of devel-
opment (cf. I20.6). With regard to a companies’ entire 
IT infrastructure, these changes imply an IT of two 
speeds (“2-speed IT”): The traditional IT infrastructure 
keeps operating, designed for security and stability of 
the core banking/insurance system - complemented by 
a second infrastructure supporting fast and flexible 
application development and deployment [25].  
Providing recommendations for the specific techno-
logical AI characteristics, the “black box” functionality 
of an AI system requires quality assurance, which 
sounds like a contradiction in itself. However, in order 
to succeed with further adoption of AI, banks and in-
surance companies need to make a system trustable 
and explainable, resulting in specific AI governance 
and control. The analyzed risk complex demands for 
AI adapted risk management. Further, the compliance 
requirements need to be fulfilled, especially for sys-
tems operating “live” and direct in customer interac-
tion, e.g. to avoid the documented ethical violations 
(cf. I14). Where technological, data based training on 
the current level reaches its limit, organizational struc-
tures, meaning human intervention, is required. There-
fore, the solution to this need to be addressed within 
the organizational context. Subsequently organizational 
consequences are discussed in the following.  
To conclude and with regard to a successful AI 
adoption and deployment, our study suggests guide-
lines for banks and insurance companies in the techno-
logical context (cf. table 2, technological context): 
1 Ensure sufficient training data and avoid biases in 
training data 
2 Achieve an extended market overview on AI pro-
viders (e.g. through consulting services)  
3 Modernize their IT architectures (SOA and 2-
speed IT) and deploy micro services (only feasible 
for already digitally advanced organizations)  
4 Develop quality assurance systems 
  
Table 2. Practical guidelines structured within 
the TOE framework in allusion to Tornatzky and 
Fleischer (1990) 
Technological context 
Technological 
readiness 
1 Ensure sufficient training data by evaluating 
each use case carefully, also avoid structural 
biases in training data 
2 Extended market analysis to achieve en-
hanced market overview of AI products and 
solutions 
3 Modernize IT architectures (SOA and 2-
speed IT) and deploy micro services  
AI Character-
istics 
4 Our solution for the AI “black box” charac-
teristics mainly refers to the organizational 
contex; from a technological perspective, im-
proved algorithms (again highly dependable on 
previous training) would benefit the problem 
Organizational context 
Organizational 
readiness  
1 Develop and hire AI professional skills 
2 Create a working environment for new hires 
AND existing employees where they can pro-
mote technological innovation and overcome 
hierarchical structures 
3 Guarantee ethical standards: AI risk man-
agement, AI compliance management, AI 
governance 
4 Further promote agility to adapt firms re-
sources (financial, technical, human 
Top-
management 
support  
5 Consulting companies need to create aware-
ness in top management positions that banks 
and insurers need to spend a huge amount of 
money in order to fundamentally modernize 
and digitize their business – without having the 
top management on board, there won’t be any 
organizational change 
Environmental context 
Industrial 
Characteristics 
1 By making AI trustable and explainable, 
firms will overcome traditional data protection 
2 We suggest that companies (and politicians) 
should focus on making AI trustable, explaina-
ble and last but not least valuable by providing 
ethical frameworks (e.g. AI code of conduct). 
This may influence and desensationalize public 
discourses around moral concerns about AI 
Governmental 
Regulations 
3 BCBS239/MiFID requires investment in 
documentation and regulatory reporting 
Competitive pressures as government regula-
tion opens up for new entries (PSD2) 
 
4.2.2. Organizational implications. Based on our 
analysis, we highly recommend companies to maintain 
a workforce with AI related skills. Skill development 
as well as technology enablement among existing em-
ployees plays a major role with regard to successful AI 
adoption. However, hiring additional employees with 
professional expertise in AI or bordering fields appears 
appropriate. Within the existing traditional top-down 
hierarchy, there is little focus on nontraditional and 
new types of stakeholder, and small room for employ-
ees to change [2]. We therefore recommend firms to 
consider constellations such as the incubator model 
known from innovation management, which is likely to 
experience an increased usage in the course of AI [16]. 
In business context, people refer to this model as Digi-
tal Labs or Digital Units, ideally, combining many 
different roles and skills, such as data privacy, legal, IT 
and business (cf. I14.17). Employees operate without 
hard pressure on results and fixed deadlines, instead 
focussing on innovative prototypes and solutions (cf. 
I12.6).  
Since AI is able to learn independently, the system-
atic weaknesses of AI systems, such as intuition or 
variability, which will remain short-term to mid-term 
in a change of work roles executed by humans within 
business processes of many tasks. The more complex 
the decision-making situation, the more human judg-
ment must be involved in the process (cf. I11.12The 
study finds that a central prerequisite for an AI-
oriented working environment is therefore not only to 
promote AI, but also human intelligence (cf. I10.10, 
I5.8). Society and firms need to massively invest in 
digital education, information literacy and the courage 
in making one's own judgements and decisions at all 
levels of education to fulfil the demand of changing 
process competencies in order to make the interaction 
between humans and machines a success (cf. I10.10). 
Especially reflecting the changing process competen-
cies from the organizational challenges and ensuring 
for AI specific data quality of training algorithms, 
many interviewees for instance consider the position of 
an “AI Trainer”, who would be involved in the devel-
opment and improvement of an AI system during on-
going operations (cf. I10.17). Since there is no other 
technology like AI fulfilling its purpose trained rather 
than programmed, this poses an innovative position 
within IT (cf. I10.17.). In reference to the challenging 
AI black box mechanism, we find that an AI Trainer 
could be the first instance to improve government as 
well as risk management and therefore promote trusta-
ble and explainable AI.  
The study further finds that companies, which want 
to rely on AI competencies in their processes and re-
sulting products in future, will experience a considera-
ble acceleration of their business processes and/or 
product lifecycles through higher automation (cf. 
I12.1). Speed in processes, as well as the continuous 
training and the associated risks of an AI system re-
quire higher agility and faster adaptability of the enter-
prise and its employees. For example, a customer does 
not usually respond to an e-mail as quickly as to a chat: 
In other words, a simple AI-supported chat bot is nice 
to have, but consequently all related processes within 
the organization must also be accelerated (cf. I20.9). 
Otherwise, the added value is questionable, leading to 
frustration on the end user side. 
We further suggest that consulting companies to 
create awareness for top management support resulting 
in banks and insurers spending money in order to fun-
damentally modernize and digitize their business. The 
role of the Chief Digital Officer (CDO) is from particu-
lar importance here and, as a “next step” expanding the 
role of the AI-Trainer, a Chief Artificial Intelligence 
Officer (C”AI”O) is increasingly being discussed 
amongst large enterprises, intending to link and opti-
mize existing operations with new digital components 
such as machine learning, develop AI strategies, or 
transforming unused data silos for the use with AI [12].  
To conclude, in the organizational context banks 
and insurance companies should consider:  
1 Develop AI-related skills of existing employees 
within the firm and hire further professional skills 
2 Create an working environment to experience with 
digital innovations. Firms need to overthink their 
traditional top-down hierarchy and promote inno-
vative working models. (e.g. Digital Labs/Units) 
3 To enhance transparency and control of the AI 
(“black box”), guarantee ethical standards: AI risk 
management, AI compliance management, AI gov-
ernance. The solution to this technological chal-
lenge can be addressed by creating new roles in 
the workplace, e.g. an AI Trainer.  
4 Understand that AI does not exist in a vacuum. Its 
capabilities will be intervened with the develop-
ment of all other technological innovation and re-
quire agility and speed in processes.  
5 Companies need to create awareness and positions 
for top management support for the importance of 
modernizing and digitizing their business (e.g. 
through consulting or the development of CDO or 
a C”AI”O) 
 
4.2.3. Environmental implications. In media, AI is 
often burdened with negative associations such as mas-
sive unemployment or dangerous super-intelligent ro-
bots, much of which is science fiction. To a large ex-
tent, AI-based algorithms learn independently from 
huge amounts of available data. The example of Mi-
crosoft Tay shows that this can sometimes go in the 
wrong directions and the concerns regarding AI are not 
unjustified. Tay, a chatbot built by Microsoft, was ex-
posed to the Facebook community in order to be 
trained by them without any control from its owners. 
Within just one day, it had posted radical right-wing 
and sexist statements so it had to be taken off the inter-
net immediately [12]. In order not to further stir up 
mistrust against AI, the study suggests that companies 
should develop a code of conduct for AI in the future. 
According to the study participants, first initial ap-
proaches in developing an AI related code of conduct 
have already been developed (cf. I14.4). 
As it stands, AI is confronted with both, huge ex-
citement and apprehension. AI adoption can only be 
successful by appropriately guiding the society’s ex-
pectations with regard to business impacts and threats 
(cf. I10.19). This evolving opportunity must not be 
wasted by a social debate disrupted between two sides 
either recognizing opportunities or risks only. Con-
versely, large parts of the society as managers, em-
ployees, associations or politicians have to recognize 
that traditional behaviors, habits and organizational 
structures are always the response to past experiences. 
It may also be necessary for them to evolve [6]. 
To conclude and with regard to the environmental 
context our study suggests the following:  
1 Desensationalize public discourses around the 
topic of AI. Understand that AI is neither a miracle 
cure nor a killer robot. Correct expectation man-
agement is essential.  
2 While companies should focus on making AI 
trustable, explainable and last but not least valua-
ble, politicians should focus on digital education 
and the creation of ethical standards. 
 
5. Discussion and Conclusion  
 
Modern technologies like AI do not provoke 
change on their own - this study demonstrates that AI 
adoption still opposes great demands to FS firms. Ap-
plying the TOE framework to structure the results, the 
analysis of the conducted interview shows that AI 
adoption is subject to critical success factors. These 
factors mainly derive from the challenges associated 
with the continuous digitization of all business pro-
cesses and a structural change of established organiza-
tions. The derived guidelines demonstrate how em-
ployees and organizations as a whole must be able to 
use AI technologies in an appropriate and effective 
way (cf. I21.11). This study shows that AI is changing 
the physics of FS, weakening the bonds that have his-
torically held together financial institutions, while cre-
ating now centers of gravity where new and old capa-
bilities are being combined in unexpected ways. 
Tables 1 and 2 present the individual factors guide-
lines that have been identified according to the three 
elements technology, organization, and environment. 
Within the technological context, the study participants 
find complexity of implementation and quality assur-
ance issues are the major obstacle preventing banks 
and insurance companies from applying AI in their 
organizations. This is a relevant task since finance in-
stitutions attach particular importance to stabile and 
reliable systems. Outdated IT architectures further 
complicate the use of AI applications. From an organi-
zational perspective, the study results show a lack in 
AI related skills and top management support. Due to 
hierarchical organizational structures, banks and insur-
ance companies lack in agility and speed of reaction, 
which is crucial for AI supported applications. The 
investigation further finds that market regulations and 
moral concerns are slowing down the pace of AI adop-
tion from an environmental perspective.  
Although data, more specifically customer and 
transaction data, is the main resource gained, pro-
cessed, and maintained in the the FS industry, the study 
reveals that (mainly traditional) financial institutes still 
find it difficult to take advantage of this “gold treas-
ure”. In contrast to FinTechs, the study finds a majority 
of companies as still trapped in analogical mindsets. 
Role definitions supporting AI have to be introduced to 
extant IT job descriptions. Moral concerns prohibit the 
use of flexible cloud solutions instead of develop a 
encompassing analysis of the huge amount of proprie-
tary data. Some interviewees suggested that the flood 
of financial regulations may serve as welcome excuse 
to stay in traditional strucutures rather than facing the 
opportunities and necessities derving from the all-
encompassing digitization. 
Googles announcement from “mobile first” to “AI-
first” as well as the increasing number of AI start-ups 
indicates that AI could possibly transform the FS in-
dustry in the future. Those businesses, which fail to 
adapt and adopt, could find themselves undercut in 
turnaround times as well as costs and therefore might 
lose a significant amount of their market share [27]. 
Currently, AI is a source of both huge excitement and 
apprehension. AI and machine learning applications 
show substantial promises but also carry specific risks. 
Future developments of AI in the finance industry are 
closely linked to how quickly and sustainably the fi-
nance industry succeeds in addressing the challenges 
described above. Today, banks and insurance compa-
nies have the chance to incorporate their own traditions 
and values into ongoing technological development 
and ensure their market position in a digital future. 
As to any kind of research, this study is subject to 
limitations. The results derive from 22 interviews. An 
increased number may broaden the gained view, since 
a comparison with other industries may lead to further 
general validity. Considering the German finance in-
dustry, we believe this sample as appropriate indicator 
for universal results, since the regarded market is the 
largest in Europe with main influence for the Euro-
zone [7]. Future research might focus on several use 
cases or transform our qualitatively gained results into 
suitable items for further quantitative investigation.  
 
6. Appendix: Research Methodology 
 
In order to expand the range of earlier studies, the 
current analysis involves conducting and examining 22 
semi-structured expert interviews in the FS industry 
(table 3). 
Table 3. Interview Data Characteristics 
# Group Role Date/Duration 
(min) 
1 Vendor VP Customer Value Sales 09/18/2017 
43:21 
2 Consulting 
Service 
Provider 
Business Manager/Speaker 09/20/2017 
50:57 
3 Vendor Head of Customer Success, 
Portfolio Lead South Germany 
11/08/.2017 
39:16 
4 Banking/ 
Insurance 
Project Manager Insurance 11/13/.2017 
34:57 
5 Vendor Managing Consultant 11/14/2017 
35:22 
6 Banking/ 
Insurance 
Chief Digital Officer Banking 11/14/2017 
26:33 
7 Vendor Regional VP FS & Auditors 11/14/2017 
29:37 
8 Banking 
/Insurance 
Director, Senior Product Man-
ager 
11/20/.2017 
29:51 
9 Banking/ 
Insurance 
Head of Data Engineering 
Banking 
11/21/.2017 
32:59 
10 Consulting 
Service 
Provider 
Director Big Data & Advanced 
Analytics FS 
11/22/.2017 
45:36 
11 Banking/ 
Insurance 
IT Manager Insurance 11/22/2017 
38:26 
12 Banking/ 
Insurance 
CIO Regional State Bank 11/28/2017 
36:36 
13 Consulting 
Service 
Provider 
FS Technology Consultant 11/28/2017 
28:52 
14 Vendor Digital Advisor 12/04/2017 
32:07 
15 Consulting 
Service 
Provider 
Manager CIPS 12/05/2017 
19:24 
16 Banking/ 
Insurance 
Project Manager Banking 12/05/2017 
20:29 
17 Banking/ 
Insurance 
Project Manager Banking 12/13/2017 
31:25 
18 Consulting 
Service 
Provider 
Head of Technology Consult-
ing 
12/14/.2017 
20:33 
19 Vendor Account Manager 12/14/2017 
29:09 
20 Consulting 
Service 
Provider 
Senior Manager, AI Lead 12/19/2017 
37:40 
21 Banking/ 
Insurance 
Digital Advisor 12/20/2017 
27:31 
22 Banking/ 
Insurance 
Head of Digital Transfor-
mation 
01/05/2018 
24:24 
 
To understand how AI influences the finance indus-
try, three different target groups were taken into ac-
count. (1) The first group consists of leading banks and 
insurance companies, representing important players in 
the German finance industry. The interviewed experts 
were predominantly project leaders with an IT back-
ground or with specific working experience in the field 
of AI. The knowledge and experience of these hierar-
chical exposed experts ensure broader insights into the 
FS industry as a whole, its visions, and current chal-
lenges. (2) SAP, Microsoft, IBM, and Salesforce, four 
of the world’s largest software manufactures represent 
the second group. These companies were chosen as 
they are specialized in offering AI products or plat-
forms. Participants were predominantly digital advisors 
and specialists familiar with the company’s own AI 
product offerings. (3) The third group consists of in-
dustrial and technology experts in the field of AI de-
rived from a consulting service provider.  
Semi-structured interviews are a useful instrument 
in explanatory research, because they offer an oppor-
tunity for an open exchange with the participants. This 
kind of examination allows to start with a similar set of 
pre-formulated without following a strict order during 
the interview, therefore leaving room for the emer-
gence of new questions during the interview [24].  
In total, about 708 minutes of interview were tran-
scribed. For the further analysis of the transcribed data, 
procedures of a qualitative content analysis were exe-
cuted according to Myers (2013), including the for-
mation of categories and codes. In the first instance, 
the categories were formed independently of the col-
lected data. Deductive category formation however, 
allows changes in categories during the data analysis 
and the formation of new categories based on different 
codes having been identified during the analysis [20].  
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