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In this paper, a Stefan problem from theoretical glaciology with Dirichlet–
Signorini boundary conditions is analyzed. The existence of a weak solution for
the nonlinear evolutive model is shown by using an implicit time discretization, an
enthalpy regularization procedure, and a Galerkin-type method. The main goal has
been to adapt the previous techniques to the speciﬁc boundary conditions of the
problem.  2001 Academic Press
1. INTRODUCTION AND FORMULATION OF
THE PROBLEM
The discussion of thermomechanical global models for polythermic ice
sheet masses has been the main topic of many works in theoretical glaciol-
ogy literature (see Blatter-Hutter [3], Fowler [8], and Hutter [10], for
example). The polythermic regime is characterized by the presence of a
thin bottom layer of temperate ice under a thick ice mass below melting
temperature. Cold ice is considered to be a viscous, non-Newtonian heat
conductor and incompressible ﬂuid so that it veriﬁes the mass, momentum,
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and energy conservation equations for slow ﬂows. To complete the global
model several laws of behavior are imposed: Fourier’s law for thermal
diffusion and a relation between the stress tensor, the strain tensor, and
the temperature (see Fowler [8] and Hutter [10] for details). Neverthe-
less, to obtain simpler asymptotic models, the shallow ice scaling takes into
account the order of the spatial magnitudes of the ice sheet mass (namely,
the length and the depth of the longitudinal section). This scaling pro-
vides useful models for the computation of temperature distribution and
ice sheet proﬁles (see [8], for example).
More precisely, the ice sheet temperature distribution T on a longitudinal
section is governed by the following nonlinear convection-diffusion-reaction
equation in dimensionless variables:
∂T
∂t
+ v · ∇T − β∂
2T
∂z2
−
(
α
ν
)
ηx − zηx4eγT = 0 (1.1)
where v is a given velocity ﬁeld, η represents the ice sheet proﬁle for a ﬂat
bottom surface, β is the diffusion coefﬁcient, α is a reaction coefﬁcient,
γ is a constant associated with the Frank–Kamenetskii approximation of
Arrhenius’s law, and the dimensionless parameter ν is a degree of freedom
introduced in the model to place the temperate ice region at a thin bottom
layer [8].
Although the ice sheet proﬁle can be computed as the solution of a
highly nonlinear parabolic equation (see [6], where a numerical solution
method is proposed), in this paper we assume that the domain  is given
in dimensionless variables by the set
 = 	x z/− 1 ≤ x ≤ 1 0 ≤ z ≤ ηx (1.2)
From asymptotic arguments, an hyperellipsis proﬁle is obtained in [8],
and the same kind of shape is computed by applying numerical methods to
the previously mentioned proﬁle equation in [6].
On the other hand, we also assume a given velocity in the whole dimen-
sionless domain. More precisely, we consider the ﬁeld deﬁned by
v = u v =
{
01x2−2xz if x ≥ 0
01−x3−2xz if x < 0 (1.3)
which physically corresponds to an ablation-accumulation rate of 0.1 m/y
(meters per year) and a real velocity of order 30 m/y. The dimensionless
constant values for αβ γ, and ν can be found in [5], for example.
Because temperature equation (1.1) is valid only for cold ice, to include
the presence of temperature ice a two phase Stefan problem seems to be
the most appropriate (see [5], for example). So, we pose a model which is
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given by the following set of equations for t > 0:
∂T
∂t
+ v · ∇T − β∂
2T
∂z2
+ F = 0 T < 0 in St
T ≥ 0 in Lt
β
∂T
∂n = L
ds
dt
in t
(1.4)
where the nonlinear term F associated with the viscous dissipation phe-
nomena is given by
F = FT x z = −
(α
ν
)
ηx − zηx4eγT  (1.5)
The subsets of  denoted by St and Lt represent the cold and tem-
perate ice regions, respectively, i.e.,
St = 	x z ∈ /T t x z < 0 (1.6)
Lt = 	x z ∈ /T t x z ≥ 0 (1.7)
and the set t represents the moving boundary between both regions.
The unit vector n = nt is normal to t and points to Lt. Moreover,
the function st deﬁnes the moving boundary, and the constant L is used
for the dimensionless latent heat.
At the bottom boundary,
0 = 	x z ∈ ∂/z = 0
which corresponds to the earth surface–ice sheet contact, we consider a
Signorini-type boundary condition in terms of the dimensionless geothermic
ﬂux gb. Thus, we impose
∂T
∂n = gb if T < 0
∂T
∂n = 0 if T > 0
0 <
∂T
∂n < gb if T = 0


on 0 (1.8)
At the upper boundary,
1 = 	x z/z = ηx
the surface temperature is prescribed by a Dirichlet boundary condition,
i.e.,
T t x z = TAt x z in 1 (1.9)
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Moreover, for the evolutive problem (1.4)–(1.9), we consider an initial
condition
T 0 x z = T0x z in  (1.10)
As a ﬁrst step in posing a variational formulation for the problem, we
express the nonlinear boundary condition (1.8) in terms of the multivalued
Heaviside operator H as
∂T
∂n ∈ gb1−HT  ⇐⇒
∂T
∂n − gb ∈ −gbHT  (1.11)
Therefore, the introduction of the convex continuous functional
Jϕ =
∫
0
gbϕ
+dσ ∀ ϕ ∈ H1 (1.12)
where ·+ = max· 0, allows us to obtain the equivalent expression
gb −
∂T
∂n ∈ ∂JT  in 0 (1.13)
Finally, to obtain the model problem studied in this paper, we consider
the following assumptions to simplify the formulation (1.4):
1. We neglect the viscous dissipation effects, so we take the case
where F = 0.
2. The temperate region is at rest, i.e., v = 0 in Lt.
3. The surface temperature is given by a negative constant, TA.
Under the previous assumptions, the simpliﬁed model admits the follow-
ing variational formulation:
Find yt · ∈ VA such that∫

de
dt
ϕ− yd+
∫

∂y
∂z
∂ϕ− y
∂z
d+ δ
∫

∂y
∂x
∂ϕ− y
∂x
d
+
∫

v · ∇'−1yϕ− yd+ βJϕ − βJy
≥
∫
0
gϕ− yd ∀ ϕ ∈ V0
e ∈ E ◦ '−1y
(1.14)
where the set VA and the space V0 are given by
VA = 	ϕ ∈ H1/ϕ = yA = βtA in 1
V0 = 	ϕ ∈ H1/ϕ = 0 in 1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and the enthalpy operator E is deﬁned as
ET  =


T if T < 0
0 Lc if T = 0
Lc if T > 0.
In formulation (1.14), the classical Kirchhoff change of variable
y = 'T  =
∫ T
0
βds = βT
has been introduced to include the possibility of temperature or spatial
dependence in the vertical diffusion coefﬁcient β. Moreover, a small hor-
izontal diffusion term controlled by the parameter δ has been introduced
to place the problem in the classical frame of Sobolev space formulations.
In this paper the existence of a weak solution for the simpliﬁed model
(1.14) is obtained. More precisely, in this section the model has been ini-
tially posed as a two-phase Stefan problem with convection and mixed
Signorini and Dirichlet boundary conditions. Thus, an enthalphy formu-
lation for the Stefan problem has been considered, and the Signorini con-
dition has been written in terms of a monotone operator. To obtain the
main result for the nonlinear parabolic problem (1.14), an implicit time dis-
cretization, a regularization procedure, and a Galerkin technique constitute
the basic steps of the proof. Several hypotheses and arguments are detailed
and recalled in Section 2, where the main result is stated. Finally, the dif-
ferent steps in the proof of the aforementioned main result are developed
in Section 3.
2. HYPOTHESES AND MAIN RESULT
The main goal of this paper is to obtain the existence of solution for
problem (1.14). Thus, we proceed to pose it in terms of operators:
Find yt · ∈ VA such that
f ∈ de
dt
+Aδy + β∂Jy + v · ∇'−1y− in 
e ∈ E ◦ '−1y in  (2.15)
y0 = y0 in 
where the involved operators are
Aδϕψ = δ
∫

∂ϕ
∂x
∂ψ
∂x
d+
∫

∂ϕ
∂z
∂ψ
∂z
d
Jϕ =
∫

gbϕ
+d
f = 0
582 calvo, durany, and va´zquez
The idea is to place the problem (2.15) in the frame of previous works
dealing with nonlinear Stefan problems with convection as the one treated
in Bermu´dez-Saguez [2]. First, the nonhomogeneous Dirichlet boundary
condition at the upper boundary can be reduced to an homogeneous one
by considering the new unknown y¯ = y − yA as the solution of the following
problem:
Find y¯ ∈ V0 such that
f ∈ de
dt
+Aδy¯ + yA + β∂Jy¯ + yA + v · ∇'−1y¯ + yA− in 
e ∈ E ◦ '−1y¯ + yA in 
y¯0 = y0 − yA
(2.16)
For the new problem (2.16), we deﬁne the appropriate spaces and oper-
ators. Thus, we consider the spaces V = V0 and W = L2 so that the
dense and compact inclusion V ⊂ W holds (see Brezis [4], for example).
Moreover, for the Hilbert space W , we have the inclusions
V ⊂ W ⊂ V ′
where W is equipped with its usual norm and the norm
ϕ =
(∫

∇ϕ2 d
)1/2
is deﬁned in the space V .
Next we consider the following deﬁnitions and arguments:
AI. Let -A:V → R be the convex continuous functional deﬁned by
-Aϕ =
δ2
2
∫

(
∂ϕ
∂x
)2
d+ 1
2
∫

(
∂ϕ
∂z
)2
d+
∫
0
gϕ+ yA+ d
Let A denote the subdifferential operator of -A (i.e., Aϕ = ∂-Aϕ. So
we have
Aϕ = Aδϕ+ β∂Jϕ+ yA ∀ ϕ ∈ H10
and the operator A veriﬁes the following conditions:
(C1) A is bounded on bounded sets of V : This follows from the
same property for the Aδ and ∂Jϕ+ yA operators (see [9] for the second
one).
(C2) There exists λ > 0 and α > 0 such that
λy¯2 +-Ay¯ ≥ αy¯2
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Indeed, from inequality
λ
∫

y¯2 + δ
2
2
∫

(
∂y¯
∂x
)2
+ 1
2
∫

(
∂y¯
∂z
)2
+
∫
0
gby¯ + yA+
≥ λ
∫

y¯2 +min
{
δ2
2

1
2
} ∫

∇y¯2
the choice λ = 1/2 leads to the property (C2) for α = min	 δ22  12.
AII. Let τAy = y + yA. Then, for the maximal monotone operator
E ◦ '−1 ◦ τA there exists γ such that
∂γ = E ◦ '−1 ◦ τA
Let -B:W → R denote the continuous convex functional deﬁned by
-Bϕ =
∫

γϕ
and denote B = ∂-B. So the operator B satisﬁes the following conditions:
(C3) B is bounded over the bounded sets of W (see [2]).
(C4) The function -B is strongly convex with modulus µ = β−1,
i.e.,
-B1− λv1 + λv2 ≤ 1− λ-Bv1 + λ-Bv2 −
1
2
µλ1− λv1 − v22
AIII. Let C:L20 TmaxV  → L20 TmaxW  be the nonlinear oper-
ator given by
Cϕt = Ctϕ = vt · ∇'−1ϕ−
(C5) The one-parameter family of nonlinear operators Ct :V → W
veriﬁes the inequality
Ctϕ+ yA ≤Mϕ+ yA
for M = β−1.
(C6) If uj u ∈ L20 TmaxV y uj → u in L20 TmaxW  for the
strong topology, then there exists a subsequence 	ujm such that Cujm → Cu
weakly in L20 TmaxV ′.
AIV. Although in our particular formulation (2.16) we have f = 0,
we can state the existence of solution for the more general case
(C7)
f ∈ L∞0 TmaxV ′
df
dt
∈ L20 TmaxV ′
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Thus, from previous deﬁnitions, the problem (2.16) can be posed in the
following form: Find y¯ ∈ V0 such that
P


f ∈ de
dt
+Ay¯ + Cy¯ + yA
e ∈ E ◦ '−1 ◦ τAy¯
y¯0 = y0 − yA = y¯0
e0 = e0 e0 ∈ By¯0
(2.17)
In next section we prove the main result, which is stated in the following
theorem.
Theorem 1. Under hypotheses (C1)–(C7) there exist y¯ ∈ L∞0
TmaxV  and e ∈ L∞0 TmaxW  such that dydt ∈ L20 TmaxW  and
de
dt
∈ L∞0 TmaxV ′, which provide a solution of problem P.
3. PROOF OF THE MAIN RESULT
To prove the existence of solution for problem P, we follow the same
steps as in Bermu´dez-Saguez [2] and Grange-Mignot [9], although we adopt
speciﬁc techniques to overcome the speciﬁc boundary conditions of our
problem. So the main steps are:
1. Implicit time discretization to pose the nonlinear problem Pk at
each time step
2. Regularization of enthalpy operator to pose the regularized prob-
lem Pµk 
3. Existence of solution for Pµk  by Galerkin-type methods
4. Convergence of the solution of Pµk  in the parameter µ
5. Convergence of the solution of Pk in parameter k
3.1. Implicit Time Discretization: Problem Pk
Let 0 Tmax be the time interval. For a natural number Nt , let k =
Tmax/Nt be the time step. Then, for each ϕt · ∈ V , we deﬁne the function
ϕn+1k ∈ V by
ϕn+1k x z = ϕn+ 1k x z
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So starting with the initial conditions y0k = y¯0 and e0k = ξ ξ ∈ By¯0, at stage
n+ 1 the problem Pk is posed as follows:
Find yn+1k  en+1k  such that
Pk


f nk ∈
en+1k − enk
k
+Ay¯n+1k + Cnky¯n+1k + yA
en+1k ∈ By¯n+1k
e0k = ξ y¯0k = y¯0 ξ ∈ By¯0
(3.18)
with
f nk =
1
k
∫ n+1k
nk
f tdt Cnkϕ =
1
k
∫ n+1k
nk
Ctϕdt ∀ ϕ ∈ V
3.2. Regularization: Problem Pµk 
Because problem (3.18) involves several multivalued operators associated
with the phase change and Signorini condition, we introduce the regulariza-
tion technique at this step. So in terms of the real parameter ω, we deﬁne
the maximal monotone operator Bω = B − ωI so that there exists a con-
vex lower semicontinuous function -ω such that ∂-ωϕ = Bωϕ and the
convex function
-ϕ = 1
k
-ωϕ + ω
4k
ϕ2 +-Aϕ
can be deﬁned. Moreover, for each strictly positive parameter µ, we con-
sider the differentiable function
-µϕ = inf
v∈V
{
-v + 1
2µ
ϕ− v2
}
whose derivative is denoted by Gµ = -′µ = ∂-µ (notice that from sub-
differential calculus, -′µ = ∂-µ holds). So, using previous notations and
deﬁnition, the regularized problem is posed as follows:
Find y¯n+1kµ ∈ V such that
Pµk 
ω
2k
y¯n+1kµ  +Gµy¯n+1kµ  + Cnky¯n+1kµ + yA = f nk +
enk
k
= hnk
3.3. Existence of a Solution for Pµk 
A classical tool for obtaining the existence of a solution for problem
Pµk , is the Galerkin technique, based on the approach of the continuous
problem by a family of problems posed over a family of ﬁnite-dimension
spaces. Let 	w1     wm    be a basis of the separable space V and let
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Vm be the ﬁnite-dimension space spanned by the ﬁrst m vectors of this
basis. For each value of m we consider the following problem:
Find y¯n+1kµm ∈ Vm such that
Pµmk 


ω
2k
y¯n+1kµmwi+Gµy¯n+1kµmwi+Cnky¯n+1kµm+yAwi
=hnkwi i=1m
(3.19)
To prove the existence of solution for Pµmk , we use the following tech-
nical lemma.
Lemma 1. For k small enough, the inequality
ω
2k
ϕ2 + Gµϕ ϕ + Cnkϕ+ yA ϕ ≥ aϕ2 + b
holds for positive constant a and real constant b.
Proof. Let ψ ∈ ∂-ω0 = Bω0. Then from the deﬁnition of ∂-ω0,
we have
1
k
-ωϕ −-ω0 ≥ 1
k
ψϕ
Moreover, the function - veriﬁes
-ϕ − ω
4k
ϕ2 −-Aϕ −
1
k
-ω0 ≥ 1
k
ψϕ
and, therefore,
-ϕ ≥ 1
k
-ω0 + ω
4k
ϕ2 + 1
k
ψϕ +-Aϕ
≥ 1
k
-ω0 +-Aϕ −
ε
2k
ϕ2 − 1
2εk
ψ2 + ω
4k
ϕ2
Next, as the operator A veriﬁes (C2), we have
-ϕ ≥ αϕ2 +
(
ω
4k
− ε
2k
− λ
)
ϕ2 + 1
k
(
-ω0 − 1
2ε
ψ2
)
≥ αϕ2 + 1
k
(
-ω0 − 1
2ε
ψ2
)
= αϕ2 + γ
k

where the last inequality holds for ε and k under conditions
0 < ε <
ω
2
 0 < k <
ω− 2ε
4λ

So we have
-µϕ = inf
v∈V
{
-v + 1
2µ
ϕ− v2
}
≥ inf
v∈V
{
αϕ2 + γ
k
+ 1
2µ
ϕ− v2
}

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On the other hand, since
-µϕ ≥
α
1+ 2µαϕ
2 + γ
k

we have
ω
2k
ϕ2 + Gµϕ ϕ + Cnkϕ+ yA ϕ
≥ ω
2k
ϕ2 +-µϕ −-µ0 + Cnkϕ+ yA ϕ
≥ ω
2k
ϕ2 + α
1+ 2µαϕ
2 + γ
k
−-µ0
+ Cnkϕ+ yA ϕ+ yA (3.20)
Because yA is a negative constant, the last term in the previous expression
can be computed by considering that
Cnkϕ+yAyA=
yA
β
∫

v ·∇ϕ+yA−d
=−yA
β
∫

ϕ+yA−divvd
+ yA
β
∫
∂
v · nϕ+yA−d
= yA
β
(∫
1
v · nϕ+yA−d+
∫
0
v · nϕ+yA−d
)
= y
2
A
β
∫
1
v · nd=0 (3.21)
The last identity follows from the property divv = 0 in , which implies
that
0 =
∫

divvd =
∫
∂
v · nd =
∫
1
v · nd
Next, from (3.21) and (C5), we obtain the inequalities
Cnkϕ+ yA ϕ+ yA ≥
ε
2
Cnkϕ+ yA2 −
1
2ε
ϕ+ yA2
≥ −εM
2
2
ϕ+ yA2 −
1
2ε
ϕ+ yA2
which can be combined with
ϕ+ yA2 = ϕ2 + yA2 + 2ϕ yA + ∇ϕ∇yA
≤ ϕ2 + yA2 + 2ϕyA
ϕ+ yA2 = ϕ2 + yA2 + 2ϕ yA ≤ 2ϕ2 + 2yA2
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to obtain the lower bound
Cnkϕ+ yA ϕ+ yA ≥
−εM2
2
ϕ+ yA2 −
1
2ε
ϕ+ yA2
≥ −εM
2
2
ϕ2 − εM2yA2 −
εM2
2
ϕ2 − 1
ε
ϕ2 − 1
ε
yA2
= −εM
2
2
ϕ2 −
(
εM2 + 1
ε
)
yA2 −
(
εM2
2
+ 1
ε
)
ϕ2 (3.22)
The substitution of these last computations in (3.20) leads to
ω
2k
ϕ2 + α
1+ 2µαϕ
2 + γ
k
−-µ0 + Cnkϕ+ yA ϕ+ yA
≥
(
ω
2k
− εM
2
2
− 1
ε
)
ϕ2 +
(
α
1+ 2µα −
εM2
2
)
ϕ2 + γ
k
−-µ0 −
(
εM2 + 1
ε
)
yA2
≥
(
α
1+ 2µα −
εM2
2
)
ϕ2 + γ
k
−-µ0 −
(
εM2 + 1
ε
)
yA2
whenever the small value of k veriﬁes
k <
ωε
ε2M2 + 2 
Thus, the lemma has been stated for the parameters
a =
(
α
1+ 2µα −
εM2
2
)
b = γ
k
−-µ0 −
(
εM2 + 1
ε
)
yA2
with a being a strictly positive number under the conditions
ε < min
{
ω
2

2α
1+ 2µαM2
}
k < min
{
εω
ω− 2ε
4λ
}

From the previous lemma, problem (3.19) has a unique solution (see
Theorem 2.1 in [11]). Moreover, the estimates
y¯n+1kµm ≤ Kc (3.23)
Cnky¯n+1kµm + yA ≤ Kc (3.24)
hold for a constant Kc that is independent of m and µ.
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Next, from estimates (3.23) and (3.24), we can obtain a subsequence, still
denoted as y¯n+1kµm, so that
y¯n+1kµm → y¯n+1kµ (weakly in V and strongly in W )
cnky¯n+1kµm + yA → Cnky¯n+1kµ + yA (weakly in W )
Moreover, the foregoing strong convergence in W , along with the weak
convergences in V and W , allow us to pass to the limit in m in problem
Pµmk . So we have
lim
m→∞Gµy¯
n+1
kµmy¯n+1kµm= limm→∞
(
hnk−
ω
2k
y¯n+1kµm−Cnky¯n+1kµm+yAy¯n+1kµm
)
=
(
hnk−
ω
2k
y¯n+1kµ −Cnky¯n+1kµ +yAy¯n+1kµ
)

Finally, to demonstrate that the limit y¯n+1kµ is a solution for the regularized
problem Pµk , we can use the next lemma, which is a particular case of
Lemma 2 in Grange-Mignot [9].
Lemma 2. Let vm = y¯n+1kµm. If
vm → v = y¯n+1kµ in V
um ∈ ∂-µvm →u = hnk −
ω
2k
y¯n+1kµ − Cnky¯n+1kµ + yA in V ′
and
lim supum vm ≤ u v
then
u ∈ ∂-µv
Therefore, as Gµ = ∂-µ, we have
hnk −
ω
2k
y¯n+1kµ − Cnky¯n+1kµ + yA = Gµy¯n+1kµ 
or, equivalently,
ω
2k
y¯n+1kµ 2 + Cnky¯n+1kµ + yA y¯n+1kµ  + Gµy¯n+1kµ  y¯n+1kµ  = hnk y¯n+1kµ 
Thus, the function y¯n+1kµ is a solution for the regularized problem.
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3.4. Convergence of the Regularized Problem
From the deﬁnition of Gµ and the estimates (3.23)–(3.24), we have
y¯n+1kµ  ≤ Kc (3.25)
Cnky¯n+1kµ + yA ≤ Kc (3.26)
Gµy¯n+1kµ  ≤ Kc (3.27)
where Kc denotes a generic constant that does not depend on µ. Therefore,
as in the previous section there exists a subsequence, still noted by y¯n+1kµ ,
such that
y¯n+1kµ → y¯n+1k (weakly in V , weakly in W )
Cnky¯n+1kµ + yA → Cnky¯n+1k + yA (weakly in W )
On the other hand, if we introduce the function
Jµϕ = ϕ− µ i−1V Gµϕ
iV  V → V ′ being the inclusion operator, then we have the bound
Jµy¯n+1k  ≤ Kc 0 < µ < µ0
Indeed, we can obtain
Jµy¯n+1kµ 2 ≤ 2y¯n+1kµ 2 + µ2Gµy¯n+1kµ 2 0 < µ ≤ µ0
Again, from compactness arguments we have
Jµy¯n+1kµ  → χ weakly in V
which, combined with the inequality
Jµy¯n+1k  − y¯n+1kµ  ≤ y¯n+1kµ − y¯n+1k  + µi−1V Gµyn+1kµ  → 0
implies that χ = y¯n+1k and, therefore,
Jµy¯n+1kµ  → y¯n+1k (weakly in V and W )
Next, from the convergences
vµ = y¯n+1kµ → v = y¯n+1k in V
uµ = Gµy¯n+1kµ  → ψ in V ′
lim supuµ vµ ≤ u v
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and Lemma 2 in Grange-Mignot [9], we have
ψ = lim
µ→0
Gµy¯n+1kµ  ∈ ∂-y¯n+1k 
On the other hand, from the deﬁnition of ∂-y¯n+1k , it follows that
-y¯n+1k  −-ϕ ≤ ψ y¯n+1k − ϕ
= hnk y¯n+1k − ϕ −
ω
2k
y¯n+1k  y¯n+1k − ϕ
− Cnky¯n+1k + yA y¯n+1k − ϕ
or, equivalently,
ω
2k
y¯n+1k  ϕ− y¯n+1k  + Cnky¯n+1k + yA ϕ− y¯n+1k  +-ϕ −-y¯n+1k 
≥ hnk ϕ− y¯n+1k  ∀ ϕ ∈ V
which can be stated as
hnk −
ω
2k
y¯n+1k − Cnky¯n+1k + yA ∈ ∂-y¯n+1k 
Next, from the deﬁnition of -, we have
hnk −
ω
2k
y¯n+1k − Cnky¯n+1k + yA ∈
1
k
∂-ωy¯n+1k  +
ω
2k
y¯n+1k + ∂-Ay¯n+1k 
or, equivalently,
hnk ∈
1
k
∂-ωy¯n+1k  +
ω
k
y¯n+1k + ∂-Ay¯n+1k  + Cnky¯n+1k + yA
which can be written as
f nk ∈
1
k
By¯n+1k −ωy¯n+1k  +
ω
k
y¯n+1k + ∂-Ay¯n+1k  + Cnky¯n+1k + yA −
enk
k

Thus, in terms of operators, we have
f nk ∈
en+1k − enk
k
+Ay¯n+1k + Cnky¯n+1k + yA
en+1k ∈ By¯n+1k 
so that y¯n+1k is a solution of the discretized problem (3.18).
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3.5. Convergence of the Time-Discretized Problem
If we consider en+1k ∈ By¯n+1k = ∂-By¯n+1k  and an+1k ∈ Ay¯n+1k = ∂-A×
y¯n+1k , then (3.18) implies that
1
k
en+1k − enk y¯n+1k  + an+1k  y¯n+1k  + Cnky¯n+1k + yA y¯n+1k 
= f nk  y¯n+1k  (3.28)
To obtain the required estimates, we study the different terms appearing in
(3.28).
1. The ﬁrst term appearing in (3.28) can be split in the form
1
k
en+1k − enk y¯n+1k  =
1
k
en+1k  y¯n+1k  −
1
k
enk y¯n+1k 
If we introduce the polar function associated to -B, i.e.,
-∗Bv = sup
u∈W
	v u −-Bu
then we have
-∗Bv ≥ v u −-Bu ∀u v
As en+1k ∈ ∂-By¯n+1k  then
en+1k  y¯n+1k − u ≥ -By¯n+1k  −-Bu
or,
en+1k  y¯n+1k  −-By¯n+1k  ≥ en+1k  u −-Bu
which implies that
en+1k  y¯n+1k  −-By¯n+1k  ≥ -∗Ben+1k  (3.29)
By analogous arguments, we obtain that
enk u −-Bu ≤ enk y¯nk −-By¯nk
which for the particular choice u = y¯n+1k leads to
enk y¯n+1k  −-By¯n+1k  ≤ enk y¯nk −-By¯nk ≤ -∗Benk
So the inequality
en+1k − enk y¯n+1k  ≥ -∗Ben+1k  −-∗Benk (3.30)
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holds. Next, if we add the inequalities (3.30) from n = 0 up to n = s for
s ≤ Nt − 1, we easily obtain that
s∑
n=0
en+1k − enk y¯n+1k  ≥ -∗Bes+1k  −-∗Be0k
≥ es+1k  y¯s+1k  −-By¯s+1k  −-∗Be0k
≥ ω
2
y¯s+1k 2 +-By¯s+1k  −-By¯s+1k  −-∗Be0k
where the last inequality follows from the strongly monotone property for
the operator B (see [12], for example). Finally, we deduce that
s∑
n=0
en+1k − enk y¯n+1k  ≥
ω
2
y¯s+1k 2 −-∗Be0k
2. From the arguments detailed in (C2) and the bounds obtained in
(3.22) for -A and C
n
k , it follows from (3.28) that
an+1k  y¯n+1k  + Cnky¯n+1k + yA y¯n+1k  − f nk  y¯n+1k 
= an+1k  y¯n+1k  + Cnky¯n+1k + yA y¯n+1k + yA − f nk  y¯n+1k 
≥ -Ay¯n+1k  −-A0 + Cnky¯n+1k + yA y¯n+1k + yA − f nk  y¯n+1k 
≥ αy¯n+1k 2 − λy¯n+1k 2 −
εM2
2
y¯n+1k 2
−
(
εM2
2
+ 1
ε
)
y¯n+1k 2 −-A0 −
(
εM2 + 1
ε
)
yA2
− εy¯n+1k 2 −
cε
k
∫ n+1k
nk
f t∗dt
=
(
α− εM
2
2
− ε
)
y¯n+1k 2 −
(
λ+ 1
ε
+ εM
2
2
)
y¯n+1k 2
−
[(
εM2 + 1
ε
)
yA2 +
cε
k
∫ n+1k
nk
f t∗dt +-A0
]

where cε denotes the generic constant appearing in Young’s inequality (see
Brezis [4], for example).
3. Taking into account the computations in the previous two steps,
we can add Eq. (3.28) from n = 0 up to s ≤ Nt − 1 to obtain
0 = 1
k
s∑
n=0
en+1k − enk y¯n+1k  + an+1k  y¯n+1k 
+ Cnky¯n+1k + yA y¯n+1k  − f nk  y¯n+1k 
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≥ 1
k
(
ω
2
y¯s+1k 2 −-∗Be0k
)
+
(
α− εM
2
2
− ε
) s∑
n=0
y¯n+1k 2
−
(
λ+ 1
ε
+ εM
2
2
) s∑
n=0
y¯n+1k 2 −
cε
k
∫ s+1k
0
f t∗dt
−s + 1
[(
εM2 + 1
ε
)
yA2 +-A0
]

Therefore, we have(
ω
2k
− λ− 1
ε
− εM
2
2
)
y¯s+1k 2 +
(
α− εM
2
2
− ε
) s∑
n=0
y¯n+1k 2
≤
(
λ+ 1
ε
+ εM
2
2
) s−1∑
n=0
y¯n+1k 2 + s + 1
[(
εM2 + 1
ε
)
yA2 +-A0
]
+ 1
k
[
-∗Be0k + cε
∫ s+1k
0
f t∗dt
]

If we multiply by k both terms of last inequality, we obtain[
ω
2
− k
(
λ+ 1
ε
+ εM
2
2
)]
y¯s+1k 2 + k
(
α− εM
2
2
− ε
) s∑
n=0
y¯n+1k 2
≤ k
(
λ+ 1
ε
+ εM
2
2
) s−1∑
n=0
y¯n+1k 2 +-∗Be0k + cε
∫ s+1k
0
f t∗dt
+ks + 1
[(
εM2 + 1
ε
)
yA2 +-A0
]

which can be summarized as
k1y¯s+1k 2 ≤ k2
s−1∑
n=0
y¯n+1k 2 + k3
with
k1 =
ω
2
− k
(
λ+ 1
ε
+ εM
2
2
)
k2 = k
(
λ+ 1
ε
+ εM
2
2
)
k3 = -∗Be0k + cε
∫ s+1k
0
f t∗dt + ks + 1
[(
εM2 + 1
ε
)
yA2 +-A0
]

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Next, the application of discrete Gronwall’s lemma leads to
y¯s+1k  ≤ Kc 0 ≤ s ≤ Nt − 1
and, therefore,
k
(
α− εM
2
2
− ε
) s∑
n=0
y¯n+1k 2 ≤ Kc
or, equivalently,
k
s∑
n=0
y¯n+1k 2 ≤ Kc s ≤ Nt − 1
4. Let us consider ejkω ∈ Bωy¯jk. Then, following [2], we multiply
both sides of the identity
ω
k
y¯n+1k − y¯nk +
ω
k
Bωy¯n+1k − Bωy¯nk +Ay¯n+1k + Cnky¯n+1k + yA = f nk
by the term by y¯n+1k − y¯nk , so that the monotonicity of Bω implies that
ω
k
y¯n+1k − y¯nk2 + an+1k  y¯n+1k − y¯nk + Cnky¯n+1k + yA y¯n+1k − y¯nk
≤ f nk  y¯n+1k y¯nk
The sum of the foregoing inequalities from n = 0 up to s ≤ Nt − 1 and the
deﬁnition of ∂-A lead to
ω
k
s∑
0
y¯n+1k − y¯nk2+-Ay¯s+1k −-Ay¯0+
s∑
0
(√
kCnky¯n+1k +yA
y¯n+1k − y¯nk√
k
)
≤f sky¯s+1k −f 0k− y¯0+
s∑
1
(√
k
fn+1k −f nk
k

√
ky¯nk
)

So from the argument (C2) about -A, we have
ω
s∑
0
y¯n+1k − y¯nk2
k
+ αys+1k 2 ≤ ε1
s∑
0
y¯n+1k − y¯nk2
k
+ cε1k
s∑
0
Cnky¯n+1k + yA2 + ε2y¯s+1k 2 + cε2f sk2∗ + ε3k
s∑
1
y¯nk2
+ cε3
s∑
1
f nk − f n−1k 2∗
k
+ λy¯s+1k  +-Ay¯0 − f 0k y¯0
where ε1 ε2, and ε3 are positive parameters and cε1 cε2 , and cε3 are their
respective constants appearing in Young’s inequality.
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Next, the choices ε1 < ω ε2 < α, and ε3 < 1 provide the bounds
k
s∑
0
y¯n+1k − y¯nk2
k
≤ Kc 0 ≤ s ≤ Nt − 1
y¯nk ≤ Kc
Moreover, we also have the bound
-∗Ben+1k  −-∗Benk ≤ kKc (3.31)
In fact, the foregoing bound follows from (3.30), the estimates for the
solution of (3.28), which imply
-∗Ben+1k  −-∗Benk ≤ en+1k − enk y¯n+1k  ≤ kKc
and the inequality
-∗Benk −-∗Ben+1k  ≤ −en+1k − enk y¯nk ≤ kKc
After previous computations, the idea is to use the obtained estimates to
pass to the limit in the parameter k in problem Pk (see Eq. (3.18)).
For α = α0     αNt ∈ V Nt+1, we deﬁne the k-dependent functions
'kα 0 Tmax → V , which are linear in nk n+ 1k, and verify
'kαnk = αn ∀n = 0 1    Nt (3.32)
We also deﬁne the functions Dkα 0 Tmax → V by{
Dkαt = αn+1 if nk < t < n+ 1k
Dkα0 = α0
(3.33)
Notice that it is easy too prove the relation
∇kDkα =
d
dt
'kα
Next, let y¯k = y¯0k     y¯Ntk  ∈ V Nt+1 and ek = e0k     eNtk . From esti-
mates (3.25)–(3.27), the following bounds can be stated:
Dky¯k is bounded in L∞0 TmaxV  weak ∗
Dky¯k is bounded in L20 TmaxW  strong
Dky¯kt is bounded in W strong
ADky¯k is bounded in L∞0 TmaxV ′ weak ∗
Dkek is bounded in L∞0 TmaxW  weak ∗
∇kDkek is bounded in L∞0 TmaxV ′ weak ∗
DkCky¯k + yA is bounded in L∞0 TmaxW  weak ∗ 
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Now, from compactness arguments for weak and weak ∗ topologies (see
Adams [1], for example), the following convergences follow:
Dky¯k → y¯ in L∞0 TmaxV  weak ∗ (3.34)
Dky¯k → y¯ in L20 TmaxW  strong (3.35)
Dky¯kt → y¯t in W strong (3.36)
ADky¯k → g in L∞0 TmaxV ′ weak ∗ (3.37)
Dkek → e in L∞0 TmaxW  weak ∗ (3.38)
∇kDkek →
de
dt
in L∞0 TmaxV ′ weak ∗  (3.39)
Indeed, from the convergence
Dky¯k → y¯ in L∞0 TmaxV  weak ∗
and the properties of operator C, we have that
DkCty¯k + yA → h in L∞0 TmaxW  weak ∗  (3.40)
Next, as in [7], from Ascoli’s theorem, we obtain the limits
Dkek → e in L∞0 TmaxV ′ strong
'kek → e in 0 TmaxV ′
Now, as in [9] for θϕ ∈ 0 Tmax × V , we multiply the identity
1
k
en+1k − enk + an+1k + Cnky¯n+1k + yA = f nk
by kθnkϕ, integrate in nk n+ 1k, and add up the results from n = 1
to Nt − 1. These computations lead to∫ Tmax
0
∇kDkekt θktϕdt +
∫ Tmax
0
Dkakt θktϕdt
+
∫ Tmax
0
DkCnky¯k + yAt θktϕdt =
∫ Tmax
0
f t θktϕdt
where θkt = θn+ 1k ∀ t ∈ nk n+ 1k.
So by taking the limit as k tends to zero, we have∫ Tmax
0
(
de
dt
+ g + h θϕ
)
dt =
∫ Tmax
0
f θϕdt ∀ θϕ ∈ 0 Tmax × V
and, therefore,
de
dt
+ g + h = f in ′0 TmaxV ′
598 calvo, durany, and va´zquez
In what follows we prove that the previous equation coincides with the
one of the model problems.
First, we prove that gt ∈ Ay¯t by stating the sufﬁcient condition
lim
k→0
inf
∫ Tmax
0
DkakDky¯dt ≤
∫ Tmax
0
g y¯dt
Thus, from (3.30) we have
1
k
-∗Ben+1k  −-∗Benk + an+1k  y¯n+1k  + Cnky¯n+1k + yA y¯n+1k  ≤ f nk  y¯n+1k 
Next, the sum from n = 0 to Nt − 1 leads to
1
k
-∗By¯Ntk  +
Nt−1∑
n=0
an+1k  y¯n+1k  +
Nt−1∑
n=0
Cnky¯n+1k + yA y¯n+1k 
≤ 1
k
-∗By¯0k +
Nt−1∑
n=0
f nk  y¯n+1k 
so that
-∗By¯Ntk  +
Nt−1∑
n=0
kan+1k  y¯n+1k  +
Nt−1∑
n=0
kCnky¯n+1k + yA y¯n+1k 
≤ -∗By¯0k +
Nt−1∑
n=0
kf nk  y¯n+1k 
and, from deﬁnition (3.33) of the functions Dkα, we have
-∗By¯Ntk  +
∫ Tmax
0
DkakDky¯kdt +
∫ Tmax
0
DkCnky¯k + yADky¯kdt
≤ -∗By¯0k +
Tmax∑
0
f tDky¯kdt (3.41)
Nevertheless, by taking into account the properties for the operator C and
the convergences (3.34), (3.36), and (3.40), we can deduce that∫ Tmax
0
DkCnky¯k + yADky¯kdt →
∫ Tmax
0
Cy¯ + yA y¯dt
and that the identity
ht y¯t = Cy¯ + yA y¯t a.e. in  (3.42)
holds. Now, by taking the limit in the inequality (3.41), we deduce that
lim
k→0
∫ Tmax
0
DkakDky¯kdt ≤ lim
k→0
(
-∗Be0k −-∗BeNtk 
)
+
∫ Tmax
0
f t y¯dt −
∫ Tmax
0
Cy¯ + yA y¯dt
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On the other hand, from the bound (3.31) and Ascoli’s theorem, it follows
that there exists a continuous function F such that
Dk-
∗
Bek → F in L∞0 TmaxR strong
F ∈ 0 TmaxR
F0 = -∗Bξ
FTmax = lim
n→∞-
∗
Benk
so that
lim
k→0
sup
∫ Tmax
0
DkakDky¯kdt≤F0−FTmax
+
∫ Tmax
0
f ty¯dt−
∫ Tmax
0
Cy¯+yAy¯dt
Moreover, in the same way as in Grange-Mignot [9], it can be proved that
∫ Tmax
0
(
de
dt
 y¯
)
≤ FTmax −F0
and, therefore,
lim
k→0
inf
∫ Tmax
0
DkakDky¯kdt −
∫ Tmax
0
(
de
dt
 y¯
)
dt +
∫ Tmax
0
f t y¯dt
−
∫ Tmax
0
y¯ + yA y¯dt ≤
∫ Tmax
0
gtdt (3.43)
Finally, from (3.42) and (3.43), we obtain the relation
f ∈ de
dt
+Ay¯ + Cy¯ + yA in ′0 TmaxV ′
with
et ∈ By¯t e0 ∈ By¯0
which concludes the proof of the existence of solution for problem P.
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