Introduction
Video frame interpolation has attracted considerable attention in the computer vision community as it can be applied to numerous applications such as slow motion gen- * Corresponding author eration [14] , novel view synthesis [10] , frame rate upconversion [3, 4] , and frame recovery in video streaming [38] . The videos with a high frame rate can avoid common artifacts, such as temporal jittering and motion blurriness, and therefore are visually more appealing to the viewers. However, with the advances of recent deep convolutional neural networks (CNNs) on video frame interpolation [14, 21, 23, 25, 39] , it is still challenging to generate high-quality frames due to large motion and occlusions.
To handle large motion, several approaches use a coarseto-fine strategy [21] or adopt advanced flow estimation architecture [23] , e.g., PWC-Net [34] , to estimate more accurate optical flow. On the other hand, a straightforward approach to handle occlusion is to estimate an occlusion mask for adaptively blending the pixels [2, 14, 39] . Some recent methods [24, 25] learn spatially-varying interpolation kernels to adaptively synthesize pixels from a large neighborhood. Recently, the contextual features from a pre-trained classification network have been shown effective for frame synthesis [23] as the contextual features are extracted from a large receptive field. However, all the existing methods rely on a large amount of training data and the model capacity to implicitly infer the occlusion, which may not be effective to handle a wide variety of scenes in the wild.
In this work, we propose to explicitly detect the occlusion by exploiting the depth information for video frame interpolation. The proposed algorithm is based on a simple observation that closer objects should be preferably synthesized in the intermediate frame. Specifically, we first estimate the bi-directional optical flow and depth maps from the two input frames. To warp the input frames, we adopt a flow projection layer [2] to generate intermediate flows. As multiple flow vectors may encounter at the same position, we calculate the contribution of each flow vector based on the depth value for aggregation. In contrast to a simple average of flows, the proposed depth-aware flow projection layer generates flows with clearer motion boundaries due to the effect of depth.
Based on our depth-aware flow projection layer, we propose a Depth-Aware video frame INterpolation (DAIN) model that effectively exploits the optical flow, local interpolation kernels, depth maps, and contextual features to synthesize high-quality video frames. Instead of relying on a pre-trained recognition network, e.g., ResNet [13] , we learn hierarchical features to extract effective context information from a large neighborhood. We use the adaptive warping layer [2] to warp the input frames, contextual features, and depth maps based on the estimated flows and local interpolation kernels. Finally, we generate the output frame with residual learning. As shown in Figure 1, our model is able to generate frames with clear object shapes and sharp edges. Furthermore, the proposed method can generate arbitrary in-between frames for creating slow-motion videos. Extensive experiments on multiple benchmarks, including the Middlebury [1] , UCF101 [33] , Vimeo90K [39] , and HD [2] datasets, demonstrate that the proposed DAIN performs favorably against existing video frame interpolation methods.
We make the following contributions in this work:
• We explicitly detect the occlusion within a depthaware flow projection layer to preferably synthesize closer objects than farther ones.
• We propose a depth-aware video frame interpolation method that tightly integrates optical flow, local interpolation kernels, depth maps, and learnable hierarchical features for high-quality frame synthesis.
• We demonstrate that the proposed model is more effective, efficient, and compact than the state-of-the-art approaches.
Related Work
Video frame interpolation is a long-standing topic and has been extensively studied in the literature [3, 7, 16, 26, 36] . In this section, we focus our discussions on recent learning-based algorithms. In addition, we discuss the related topic on depth estimation. Video frame interpolation. As a pioneer of CNN-based methods, Long et al. [22] train a generic CNN to directly synthesize the in-between frame. Their results, however, suffer from severe blurriness as a generic CNN is not able to capture the multi-modal distribution of natural images and videos. Then, Liu et al. [21] propose the deep voxel flow, a 3D optical flow across space and time, to warp input frames based on a trilinear sampling. While the frames synthesized from flow suffer less blurriness, the flow estimation is still challenging for scenes with large motion. Inaccurate flow may result in severe distortion and visual artifacts.
Instead of relying on optical flow, the AdaConv [24] and SepConv [25] methods estimate spatially-adaptive interpolation kernels to synthesize pixels from a large neighborhood. However, these kernel-based approaches typically require high memory footprint and entail heavy computational load. Recently, Bao et al. [2] integrate the flow-based and kernel-based approaches into an end-to-end network to inherit the benefit from both sides. The input frames are first warped by the optical flow and then sampled via the learned interpolation kernels within an adaptive warping layer.
Existing methods implicitly handle the occlusion by estimating occlusion masks [2, 14, 39] , extracting contextual features [2, 23] , or learning large local interpolation kernels [24, 25] . In contrast, we explicitly detect the occlusion by utilizing the depth information in the flow projection layer. Moreover, we incorporate the depth map with the learned hierarchical features as the contextual information to synthesize the output frame.
Depth estimation. Depth is one of the key visual information to understand the 3D geometry of a scene and has been exploited in several recognition tasks, e.g., image segmentation [41] and object detection [35] . Conventional methods [12, 15, 27] require stereo images as input to estimate the disparity. Recently, several learning-based approaches [8, 9, 11, 18, 20, 31, 32, 37] aim to estimate the depth from a single image. In this work, we use the model of Chen et al. [6] , which is an hourglass network trained on the MegaDepth dataset [19] , for predicting the depth maps from the input frames. We show that the initialization of depth network is crucial to infer the occlusion. We then jointly fine-tune the depth network with other sub-modules for frame interpolation. Therefore, our model learns a relative depth for warping and interpolation.
We note that several approaches jointly estimate optical flow and depth by exploiting the cross-task constraints and consistency [40, 42, 43] . While the proposed model also jointly estimates optical flow and depth, our flow and depth are optimized for frame interpolation, which may not resemble the real values of the pixel motion and scene depth.
Depth-Aware Video Frame Interpolation
In this section, we first provide an overview of our frame interpolation algorithm. We then introduce the proposed depth-aware flow projection layer, which is the key component to handle occlusion for flow aggregation. Finally, we describe the design of all the sub-modules and provide the implementation details of the proposed model.
Algorithm Overview
Given two input frames I 0 (x) and I 1 (x), where x ∈ [1, H] × [1, W ] indicates the 2D spatial coordinate of the image plane, and H and W are the height and width of the image, our goal is to synthesize an intermediate frameÎ t at time t ∈ [0, 1]. The proposed method requires optical flows to warp the input frames for synthesizing the intermediate frame. We first estimate the bi-directional optical flows, denoted by F 0→1 and F 1→0 , respectively. To synthesize the intermediate frameÎ t , there are two common strategies. First, one could apply the forward warping [23] to warp I 0 based on F 0→1 and warp I 1 based on F 1→0 . However, the forward warping may lead to holes on the warped image. The second strategy is to approximate the intermediate flows, i.e., F t→0 and F t→1 , and then apply the backward warping to sample the input frames. To approximate the intermediate flows, one can borrow the flow vectors from the same grid coordinate in F 0→1 and F 1→0 [14] , or aggregate the flow vectors that pass through the same position [2] . In this work, we adopt the flow projection layer in Bao et al. [2] to aggregate the flow vectors while considering the depth order to detect the occlusion.
After obtaining the intermediate flows, we warp the input frames, contextual features, and depth maps within an adaptive warping layer [2] based on the optical flows and interpolation kernels. Finally, we adopt a frame synthesis network to generate the interpolated frame.
Depth-Aware Flow Projection
The flow projection layer approximates the intermediate flow at a given position x by "reversing" the flow vectors passing through x at time t. If the flow F 0→1 (y) passes through x at time t, one can approximate F t→0 (x) by −t F 0→1 (y). Similarly, we approximate F t→1 (x) by −(1 − t) F 1→0 (y). However, as illustrated in the 1D spacetime example of Figure 2 , multiple flow vectors could be projected to the same position at time t. Instead of aggregating the flows by a simple average [2] , we propose to consider the depth ordering for aggregation. Specifically, we assume that D 0 is the depth map of I 0 and S(x) = y :
dicates the set of pixels that pass through the position x at time t. The projected flow F t→0 is defined by:
where the weight w 0 is the reciprocal of depth: Similarly, the projected flow F t→1 can be obtained from the flow F 1→0 and depth map D 1 . By this way, the projected flows tend to sample the closer objects and reduce the contribution of occluded pixels which have larger depth values. As shown in Figure 2 , the flow projection used in [2] generates an average flow vector (the green arrow), which may not point to the correct pixel for sampling. In contrast, the projected flow from our depth-aware flow projection layer (the red arrow) points to the pixel with a smaller depth value.
On the other hand, there might exist positions where none of the flow vectors pass through, leading to holes in the intermediate flow. To fill in the holes, we use the outside-in strategy [1] : the flow in the hole position is computed by averaging the available flows from its neighbors:
where
From (1) and (3), we obtain dense intermediate flow fields F t→0 and F t→1 for warping the input frames. The proposed depth-aware flow projection layer is fully differentiable so that both the flow and depth estimation networks can be jointly optimized during the training. We provide the details of back-propagation in depth-aware flow projection in the supplementary materials.
Video Frame Interpolation
The proposed model consists of the following submodules: the flow estimation, depth estimation, context extraction, kernel estimation, and frame synthesis networks. We use the proposed depth-aware flow projection layer to obtain intermediate flows and then warp the input frames, depth maps, and contextual features within the adaptive warping layer. Finally, the frame synthesis network generates the output frame with residual learning. We show the Figure 3 . Architecture of the proposed depth-aware video frame interpolation model. Given two input frames, we first estimate the optical flows and depth maps and use the proposed depth-aware flow projection layer to generate intermediate flows. We then adopt the adaptive warping layer to warp the input frames, depth maps, and contextual features based on the flows and spatially varying interpolation kernels. Finally, we apply a frame synthesis network to generate the output frame. overall network architecture in Figure 3 . Below we describe the details of each sub-network.
Flow estimation. We adopt the state-of-the-art flow model, PWC-Net [34] , as our flow estimation network. As learning optical flow without ground-truth supervision is extremely difficult, we initialize our flow estimation network from the pre-trained PWC-Net.
Depth estimation. We use the hourglass architecture [6] as our depth estimation network. To obtain meaningful depth information for the flow projection, we initialize the depth estimation network from the pre-trained model of Li et al. [19] .
Context extraction. In [2] and [23] , the contextual information is extracted by a pre-trained ResNet [13] , i.e., the feature maps of the first convolutional layer. However, the features from the ResNet are for the image classification task, which may not be effective for video frame interpolation. Therefore, we propose to learn the contextual features. Specifically, we construct a context extraction network with one 7 × 7 convolutional layer and two residual blocks, as shown in Figure 4 (a). The residual block consists of two 3 × 3 convolutional and two ReLU activation layers (Figure 4(b) ). We do not use any normalization layer, e.g., batch normalization. We then concatenate the features from the first convolutional layer and the two residual blocks, resulting in a hierarchical feature. Our context extraction network is trained from scratch and, therefore, learns effective contextual features for video frame interpolation.
Kernel estimation and adaptive warping layer. The local interpolation kernels have been shown to be effective for synthesizing a pixel from a large local neighborhood [24, 25] . Bao et al. [2] further integrate the interpolation kernels and optical flow within an adaptive warping layer. The adaptive warping layer synthesizes a new pixel by sampling the input image within a local window, where the center of the window is specified by optical flow. Here we use a U-Net architecture [30] to estimate 4 × 4 local kernels for each pixel. With the interpolation kernels and intermediate flows generated from the depth-aware flow projection layer, we adopt the adaptive warping layer [2] to warp the input frames, depth maps, and contextual features. More details of the adaptive warping layer and the configuration of the kernel estimation network are provided in the supplementary materials.
Frame synthesis. To generate the final output frame, we construct a frame synthesis network, which consists of 3 residual blocks. We concatenate the warped input frames, warped depth maps, warped contextual features, projected flows, and interpolation kernels as the input to the frame synthesis network. In addition, we linearly blend the two warped frames and enforce the network to predict the residuals between the ground-truth frame and the blended frame. We note that the warped frames are already aligned by the optical flow. Therefore, the frame synthesis network focuses on enhancing the details to make the output frame look sharper. We provide the detailed configurations of the frame synthesis network in the supplementary material.
Implementation Details
Loss Function. We denote the synthesized frame byÎ t and the ground-truth frame by I GT t . We train the proposed model by optimizing the following loss function:
where ρ(x) = √ x 2 + 2 is the Charbonnier penalty function [5] . We set the constant to 1e − 6.
Training Dataset. We use the Vimeo90K dataset [39] to train our model. The Vimeo90K dataset has 51,312 triplets for training, where each triplet contains 3 consecutive video frames with a resolution of 256 × 448 pixels. We train our network to predict the middle frame (i.e., t = 0.5) of each triplet. At the test time, our model is able to generate arbitrary intermediate frames for any t ∈ [0, 1]. We augment the training data by horizontal and vertical flipping as well as reversing the temporal order of the triplet.
Training Strategy. We use the AdaMax [17] to optimize the proposed network. We set the β 1 and β 2 to 0.9 and 0.999 and use a batch size of 2. The initial learning rates of the kernel estimation, context extraction, and frame synthesis networks are set to 1e − 4. As both the flow estimation and depth estimation networks are initialized from pre-trained models, we use smaller learning rates of 1e − 6 and 1e − 7, respectively. We jointly train the entire model for 30 epochs and then reduce the learning rate of each network by a factor of 0.2 and fine-tune the entire model for another 10 epochs. We train our model on an NVIDIA Titan X (Pascal) GPU card, which takes about 5 days to converge.
Experimental Results
In this section, we first introduce the datasets for evaluation. We then conduct ablation study to analyze the contribution of the proposed depth-aware flow projection and hierarchical contextual features. Then, we compare the proposed model with state-of-the-art frame interpolation algorithms. Finally, we discuss the limitation and future work of our method.
Evaluation Datasets and Metrics
We evaluate the proposed algorithm on multiple video datasets with different image resolutions. Middlebury. The Middlebury benchmark [1] is widely used to evaluate video frame interpolation methods. There are two subsets. The OTHER set provides the groundtruth middle frames, while the EVALUATION set hides the ground-truth and can be evaluated by uploading the results to the benchmark website. The image resolution in this dataset is around 640 × 480 pixels.
Vimeo90K. There are 3,782 triplets in the test set of the Vimeo90K dataset [39] . The image resolution in this dataset is 448 × 256 pixels.
UCF101. The UCF101 dataset [33] 
Model Analysis
We analyze the contribution of the two key components in the proposed model: the depth-aware flow projection layer and learned hierarchical contextual features.
Depth-aware flow projection.
To analyze the effectiveness of our depth-aware flow projection layer, we train the following variations (DA is short for Depth-Aware):
• DA-None: We remove the depth estimation network and use a simple average [2] to aggregate the flows in the flow projection layer.
• DA-Scra: We initialize the depth estimation network from scratch and optimize it with the whole model. • DA-Pret: We initialize the depth estimation network from the pre-trained model of [19] but freeze the parameters.
• DA-Opti: We initialize the depth estimation network from the pre-trained model of [19] and jointly optimize it with the entire model. We show the quantitative results of the above models in Table 1 and provide a visualization of the depth, flow, and interpolated frames in Figure 5 . First, the DA-Scra model performs worse than the DA-None model. As shown in the second row of Figure 5 , the DA-Scra model cannot learn any meaningful depth information from the random initialization. When initializing from the pre-trained depth model, the DA-Pret model shows a substantial performance improvement and generates flow with clear motion boundaries. After jointly optimizing the whole network, the DAOpti model further improves the depth maps, e.g., the man's legs, and generates sharper edges for the shoes and skateboard in the interpolated frame. The analysis demonstrates that the proposed model effectively utilizes the depth information to generate high-quality results.
Learned hierarchical context. In the proposed model, we use contextual features as one of the inputs to the frame synthesis network. We analyze the contribution of the different contextual features, including the pre-trained conv1 features (PCF), the learned conv1 features (LCF), and the learned hierarchical features (LHF). In addition, we also consider the depth maps (D) as the additional contextual features.
We show the quantitative results in Table 2 and compare the interpolated images in Figure 6 . Without using any contextual information, the model does not perform well and generates blurred results. By introducing the contextual features, e.g., the pre-trained conv1 features or depth maps, the performance is greatly improved. We further demonstrate that the learned contextual features, especially the learned hierarchical features, lead to a substantial improvement on Table 2 . Analysis on contextual features. We compare the contextual features from different sources: the pre-trained conv1 features (PCF), learned conv1 features (LCF), learned hierarchical features (LHF), and the depth maps (D). the Vimeo90K and the Middlebury datasets. The model using both the depth maps and learned hierarchical features also generates sharper and clearer content.
Comparisons with State-of-the-arts
We evaluate the proposed DAIN against the following CNN-based frame interpolation algorithms: MIND [22] , DVF [21] , SepConv [25] , CtxSyn [23] , ToFlow [39] , Super SloMo [14] and MEMC-Net [2] . In addition, we use the algorithm of Baker et al. [1] to generate interpolation results for two optical flow estimation algorithms, EpicFlow [29] and SPyNet [28] , for comparisons.
In Table 3 , we show the comparisons on the EVALUA-TION set of the Middlebury benchmark [1] , which are also available on the Middlebury website. The proposed model performs favorably against all the compared methods. At the time of submission, our method ranks 1 st in terms of NIE and 3 rd in terms of IE among all published algorithms on the Middlebury website. We show a visual comparison in Figure 7 , where the EpicFlow [29] , ToFlow [39] , SepConv [25] and MEMC-Net [2] methods produce ghosting artifacts on the balls or foot. In contrast, the proposed method reconstructs a clear shape of the ball. Compared to the CtxSyn [23] and Super SloMo [14] methods, our approach generates more details on the slippers and foot.
In Table 4 , we provide quantitative performances on the UCF101 [33] , Vimeo90K [39] , HD [2] , and Middle- Figure 7 . Visual comparisons on the Middlebury EVALUATION set. The proposed method reconstructs a clear shape of the ball and restores more details on the slippers and foot. Figure 8 . Visual comparisons on the UCF101 dataset [33] . The proposed method aligns the content (e.g., the pole) well and restores more details on the man's leg.
bury [1] OTHER set. Our approach performs favorably against existing methods for all the datasets, especially on the Vimeo90K [39] dataset with a 0.42dB gain over MEMC-Net [2] in terms of PSNR. Figure 9 . Visual comparisons on the HD dataset [2] . The SepConv [25] method cannot align the content as the motion is larger than the size of interpolation kernels, e.g., 51 × 51. The proposed DAIN reveals more details on the hair and eyes than the state-ofthe-art MEMC-Net [2] .
In Figure 8 , the SPyNet [28] , EpicFlow [29] and SepConv [25] methods cannot align the pole well and thus produce ghosting or broken results. The MIND [22] , DVF [21] , ToFlow [39] and MEMC-Net [2] methods generate blurred results on the man's leg. In contrast, the proposed method aligns the pole well and generates clearer results. In Figure 9 , we show an example from the HD dataset. The SepConv [25] method cannot align the content at all as the motion is larger than the size of the interpolation kernels (e.g., 51 × 51). Compared to the MEMC-Net [2] , our method restores clearer details on the hair and face (e.g., eyes and mouth). Overall, the proposed DAIN generates more visually pleasing results with fewer artifacts than existing frame interpolation methods. In our supplementary materials, we demonstrate that our method can generate arbitrary intermediate frames to create 10× slow-motion videos. More image and video results are available in our project website.
We also list the number of model parameters and execution time (test on a 640 × 480 image) of each method in Table 4 . The proposed model uses a similar amount of parameters as the SepConv [25] but runs faster. Compared to the MEMC-Net [2] , we use 69% fewer parameters (see the detailed comparison of the sub-modules in Table 5 ) and achieve better performance.
Discussions and limitations
The proposed method relies on the depth maps to detect the occlusion for flow aggregation. However, in some challenging cases, the depth maps are not estimated well and lead to ambiguous object boundaries, as shown in the highlight region of Figure 10 . Our method generates blurred results with unclear boundaries (e.g., between the shoe and skateboard). However, compared to the ToFlow [39] , our method still reconstructs the skateboard well. While our current model estimates depth from a single image, it would be beneficial to obtain more accurate depth maps by jointly estimating the depth from the two input frames or modeling the consistency between optical flow and depth [43] .
Conclusion
In this work, we propose a novel depth-aware video frame interpolation algorithm, which explicitly detects the occlusion using the depth information. We propose a depthaware flow projection layer that encourages sampling of closer objects than farther ones. Furthermore, we exploit the learned hierarchical features and depth maps as the contextual information to synthesize the intermediate frame. The proposed model is compact and efficient. Extensive quantitative and qualitative evaluations demonstrate that the proposed method performs favorably against existing frame interpolation algorithms on diverse datasets. The state-of-theart achievement from the proposed method sheds light for future research on exploiting the depth cue for video frame interpolation.
