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The lattice quantum gravity, its continuum limit and the cosmological constant
problem
S.N. Vergeles
Landau Institute for Theoretical Physics, Russian Academy of Sciences,Chernogolovka, Moskow region, 142432 Russia
Some variant of discrete quantum theory of gravity is constructed and its naive continual limit
is considered. It is shown that this continual quantum theory of gravity leads to ”light” universe
comparatively with the universe in usual quantum theory. Thus in the theory the cosmological
constant problem in inflating Universe has a natural solution.
PACS numbers: 04.60.-m, 03.70.+k
I. INTRODUCTION
Some time ago I have formulated some variant of
discrete quantum gravity [1], and regularized continual
quantum theory of gravity [2] – [4]. In the work [5] the
arguments are given in favour of the discrete quantum
gravity [1] has continual limit. The continual limit is de-
scribed in [2] – [4]. In the present paper I show that in
this theory the cosmological constant problem has natu-
ral solution.
Let’s outline shortly the cosmological constant problem
(the reader can find the review of the problem in [6]).
Consider Einstein equation with Λ-term (~ = c = 1):
Rµν − 1
2
gµνR = 8πGTµν + Λ gµν . (1.1)
Here Tµν is energy-momentum tensor of the matter and Λ
is some constant parameter having the dimension [cm−2].
In the used unit system the Newtonian gravitational con-
stant
G ∼ l2P ∼ 2, 5 · 10−66 cm2 , (1.2)
and according to experimental data the mean energy den-
sity today is of the order
Tµν ∼ ρ1 ∼ 108cm−4 −→ 8πGTµν ∼ 5 · 10−57cm−2 ,
(1.3)
and
Λ ∼ 10−56cm−2 . (1.4)
Thus, if Einstein equation (1.1) is used for description
of the today dynamics of Universe, the quantities in its
right hand side are of the same order indicated in (1.3)
and (1.4).
Now let us estimate the possible value of the right hand
side of Eq. (1.1) in the framework of canonical quantum
field theory. For simplicity consider energy-momentum
tensor in quantum electrodynamics in flat spacetime:
Tµν = − 1
4π
(
FµλF
λ
ν −
1
4
ηµνF
2
)
+
+
i
2
(
ψγ(µ∇ν)ψ −∇(νψγµ)ψ
)
. (1.5)
Casimir effect, predicted in [7] and experimentally veri-
fied in [8], shows for reality of zero-point energies. More-
over, the attempts to drop out zero-point energies by
appropriate normal ordering of creating and annihilating
operators in energy-momentum tensor fail for many of
reasons (the discussion of this problem see, for example,
in [9]). Thus, at estimating vacuum expectation value
of energy-momentum tensor (1.5), it should not be per-
formed normal ordering of creating and annihilating op-
erators in (1.5). Thus we obtain for vacuum expectation
value of tensor (1.5) in free theory:
〈Tµν〉0 =
∫
d(3) k
(2π)3
(
kµkν
k0
∣∣∣∣
k0=|k |
−
−2kµkν
k0
∣∣∣∣
k0=
√
m2+k2
)
. (1.6)
Here m is the electron mass. The first item in (1.6)
gives the positive contribution but the second item gives
the negative contribution since these items give the bo-
son and fermion contributions to vacuum energy, respec-
tively. If integration in (1.6) is restricted by Planck scale,
kmax ∼ l−1P , then from (1.6) and (1.2) it follows:
8πG〈Tµν〉0 ∼ l−2P ∼ 1066 cm−2 . (1.7)
It is clear that the interaction of fields doesn’t changes
qualitatively the estimation (1.7). From (1.7) and (1.3)
we see that the contribution to the righthand side of Eq.
(1.1) estimated in the framework of canonical quantum
field theory is larger about 10120 times in comparison
with the experimental estimations.
It is known that in globally supersimmetric field theo-
ries the vacuum energy is equal to zero [10]. Indeed, in
flat spacetime the anticommutation relations
{Qα, Q†β} = (σµ)αβPµ . (1.8)
take place. Here Qα are supersimmetry generators, α β
are spinor indexes, σ1, σ2 and σ3 are the Pauli matrices,
σ0 = 1, and Pµ is the energy-momentum 4-vector op-
erator. If supersimmetry is unbroken, then the vacuum
state |0〉 satisfies
Qα|0〉 = Q†α|0〉 = 0 , (1.9)
2and (1.8) and (1.9) imply
〈Pµ〉0 = 0 . (1.10)
The equality (1.10) means that the total sum of zero-
point energies in unbroken globally supersimmetric field
theories is rigorously equal to zero.
However, even if supersimmetry takes place on funda-
mental level, it is broken on experimentally tested scales.
If one assumes that supersimmetry is unbroken on the
scales greater than kSS ∼ 1017 cm−1 (∼ 103GeV ), then
even in this case the contribution to the right hand side
of Eq. (1.1) from zero-point energies of all normal modes
with energies less then kSS will exceed experimentally
known value about 1058 times.
It follows from the said above that any calculation in
the framework of canonical quantum field theory leads
to unacceptable large vacuum expectation value of en-
ergy momentum tensor. The considered catastrophe isn’t
solved at present in superstring theory.
It should be noted here that the problem of cosmolog-
ical constant is solved in original theory of G. Volovik
[11]. In this theory the gravitons and other excitations
are the quasiparticles in a more fundamental quantum
system — quantum fluid of the type 3He in superfluid
phase. Another approach to the problem of cosmological
constant in the frame of M-theory is developed in works
[12].
This paper is organized as follows. In sect. 2 I de-
fine discrete quantum gravity which has been introduced
in [1]. It is shown qualitatively that this quantum the-
ory display the tendency to degenerate into macroscopic
continual theory and the continual limit in this discrete
theory is possible. Using high-temperature expansion
(which is possible at small times near the singularity)
the important for the following consideration conclusion
is made that the two-point gauge invariant correlators
of any fields are local, i.e. they decrees exponentially in
x-space. From here and the dynamics of discrete theory
the interesting conclusion about noncompact packing of
field modes in momentum space in the continual theory is
made. In sects. 3 and 4 formulation of the corresponding
continual quantum theory of gravity and its connection
with discrete theory is given [1] – [5]. Naturally, the
structure of the continual theory is determined by more
fundamental discrete theory. In sect. 5 it is shown that
in the framework of the suggested quantum theory of
gravity the cosmological constant problem can be solved.
II. DISCRETE QUANTUM GRAVITY
A. Definition of Action
Let K be a 4-dimensional simplicial complex admit-
ting gemetrical realization. The definition and required
properties of simplicial complexes can be found in [1].
A detailed theory of simplicial complexes is given, for
example, in [13] – [14]. Below instead of ”simplicial com-
plex” we say simply ”complex”, and the concepts in the
following pairs are treated as synonyms: 0-simplex and
vertex; 1-simplex and edge; 2-simplex and triangle; 3-
simplex and tetrahedron. The finite complexes with a 4-
disk topology are interesting here. Such complexes have a
boundary ∂ K which is 3-dimensional complex with topol-
ogy of 3-sphere S3. Denote by αq, q = 0, 1, 2, 3, 4 the
number of q-simplexes of the complex K. The indexes
i, j, k, l, . . . run through the complex vertices: ai, aj and
so on. Two vertices are called adjacent if these two ver-
tices are the boundary vertices of the same edge.
For convenience I give here the definition of orientation
of simplexes and complexes.
A simplex
sr = ε(a0, a1, . . . , ar) ≡ ε a0 a1 . . . ar (2.1)
has an orientation, or is oriented, if every order of its ver-
tices is assigned a sign ”+” or ”-”, so that orders differ-
ing by an odd permutation correspond to opposite signs.
Thus if ε = 1 the orientation of simplex (2.1) is given by
the orders (a0, a1, . . . , ar) ore −(a1, a0, . . . , ar). Let
(a0, . . . , ai−1, ai+1, . . . , ar) be the face of a simplex sr
obtained by eliminating one vertex ai from the sequence
a0, a1, . . . , ar. By definition, the orientation of this face,
given by
Br−1i = (−1)i ε(a0, . . . , ai−1, ai+1, . . . , ar) , (2.2)
is called an iduced orientation of the simplex sr.
Denote by D the maximum value of number r in (2.1)
for all simplexes of complex. In considered case D = 4.
Thus D is the dimension of complex. Two oriented
D-dimensional simplices sD1 and s
D
2 of a D-dimensional
simplicial complex are called concordantly oriented if ei-
ther the simplices sD1 and s
D
2 have no common (D − 1)-
dimensional faces or the orientation of their common
(D − 1)-dimensional face BD−1 induced by the orienta-
tion of the simplex sD1 is opposite to the orientation of the
same face BD−1 induced by the orientation of the sim-
plex sD2 . A D-dimensional simplicial complex K is called
orientable if there exists such an orientation for all its D-
dimensional simplices that any pair of its D-dimensional
simplices is concordantly oriented. The concordant ori-
entation of D-dimensional simplices defines the orienta-
tion of the complex, and namely this orientation of D-
simplices is regarded as positive.
Evidently, interesting for us complex K is orientable.
Below index A enumerates 4-simplices. Introduce the
following notation for oriented 1-simplices in the case
when the vertexes ai and aj belong to the 4-simlex with
index A:
XAij = aiaj = −XAji . (2.3)
Let
s4A = ai0ai1ai2ai3ai4 (2.4)
3be an positively oriented 4-simlex with index A. An ori-
ented frame of a simplex (2.4) at a vertex ai0 is the or-
dered set of four oriented 1-simplices (2.3) such that an
even permutation of these 1-simplices does not change
the orientation while an odd permutation changes the
orientation of the frame to the opposite. By definition,
the frame
RA i0 = (XAi0i1 , XAi0i2 , XAi0i3 , XAi0i4) (2.5)
is oriented positively.
Let γa, a, b, c, . . . = 1, 2, 3, 4 be 4 × 4 Dirac matrices
with Euclidean signature. Thus all Dirac matrices as well
matrix
γ5 = γ1γ2γ3γ4 , tr γ5γaγbγcγd = 4 εabcd (2.6)
are Hermitian. To each vertex ai, we assign the Dirac
spinors ψi and ψi each of whose components assumes
values in a complex Grassman algebra. In the case of
Euclidean signature, the spinors ψi and ψi are indepen-
dent variables and are interchanged under the Hermitian
conjugation. The Dirac matrixes act from the left to the
spinors ψi and from the right to the spinors ψi.
Let us assign to each oriented edge aiaj an element of
the group Spin(4):
Ωij = Ω
−1
ji = exp
(
1
2
ωabij σ
ab
)
, σab =
1
4
[γa, γb] .(2.7)
Holonomy element Ωij of the gravitational field executes
a parallel transformation of spinor ψj from vertex aj of
edge aiaj to neighboring vertex ai. We denote by V a
linear space with basis γa. Let each oriented edge aiaj
be put in correspondence with element eˆij ≡ eaijγa ∈ V ,
such that
eˆij = −Ωij eˆjiΩ−1ij . (2.8)
The notations ψAi, ψAi, eˆAij , ΩAij and so on indicate
that edge XAij = aiaj belongs to 4-simplex with index
A. Here, the sign ” − ” in (2.8) is due to the fact that
eA ij and eAji are the values of the 1-form on the edges
XAij = aiaj and X
A
ji = ajai = −aiaj = −XAij (which are
oriented mutually oppositely), respectively. The ”facing”
from the elements of a holonomy group on the right-
hand side of Eq. (2.8) are necessary since the element
eAji must be paralled-translated from the vertex aA j to
the vertex aA i to compare this element with the element
eA ij . The quantities assigned to each oriented edge aiaj
and satisfying to Eq. (2.8) are called 1-forms.
By assumption, complex K has a disk topology. For
such a complex, the concept of orientation can be in-
troduced. We define the orientation of the complex by
defining the orientation of each 4-simplex. In this case,
if two 4-simplices have a common tetrahedron, the two
orientations of the tetrahedron, which are defined by the
orientations of these two 4-simplices, are opposite. In our
case, the complex obviously has only two orientations.
Let aAi, aAj, aAk, aAl, and aAm be all five vertices of
a 4-simplex with index A and εAijklm = ±1 depending on
whether the order of vertices aAi aAj aAk aAl aAm defines
the positive or negative orientation of this 4-simplex. In
addition, εijklm = 0 if at least two indices coincide. We
can now write the Euclidean action in the model in ques-
tion:
I =
1
5× 24
∑
A
∑
i,j,k,l,m
εAijklm tr γ
5 ×
×
{
− 1
2 l2P
ΩAmiΩAijΩAjmeˆAmkeˆAml+
+
1
24
ΘˆAmieˆAmj eˆAmkeˆAml
}
, (2.9)
ΘˆAij =
i
2
γa
(
ψAiγ
aΩAijψAj − ψAjΩAjiγaψAi
) ≡
≡ ΘaAijγa ∈ V . (2.10)
The quantity ΘˆAij represents an Hermithian operator.
One can easily verify that 1-form (2.10), just as the 1-
form eˆij , satisfies relation (2.8). This fact is established
by the repeated application of the formula
S−1 γa S = Sab γ
b , (2.11)
where
S ≡ exp 1
2
εab σ
ab , εab = −εba = εab ,
Sab ≡
(
exp ε
)a
b
= δab + ε
a
b +
1
2
εacε
c
b + . . . . (2.12)
It is easy to see that the action (2.9) is real.
The volume of a 4-complex is given by
VA =
1
4!
× 1
5!
×
×
∑
A
∑
i,j,k,l,m
εA ijklm ε
abcd eaAmie
b
Amje
c
Amke
d
Aml .
(2.13)
Here, factor 1/4! is required since the volume of
a four-dimensional parallelepiped with generatrices
eaAmi, e
b
Amj , e
c
Amk, and e
d
Aml is 4! times larger than
the volume of a 4-simplex with the same generatrices,
while factor 1/5! is due to the fact that all five vertices
of each simplex are taken into account independently.
The dynamic variables are quantities Ωij and eˆij ,
which describe the gravitational degrees of freedom, and
fields ψi and ψi, which are material fermion fields (other
material fields are not considered here).
In the space of fields, there acts a gauge group accord-
ing to the following rule. To each vertex aA i, let us assign
an element of the group SA i ∈ Spin(4). According to the
principle of gauge invariance, the fields Ω, e, ψ, and the
4transformed fields
Ω˜A ij = SA iΩA ij S
−1
Aj ,
e˜A ij = SA i eAij S
−1
A i ,
ψ˜A i = SA i ψA i , ψ˜A i = ψA i S
−1
A i (2.14)
are physucally equivalent. This means that the action
(2.9) is invariant under the transformations (2.14). Un-
der the gauge transformatios (2.14), the 1-form Θ is
transformed in the same way as the form e:
˜ˆ
ΘA ij = SA i ΘˆAij S
−1
A i . (2.15)
The last formula is verified with the help of Eqs. (2.11),
(2.12) and (2.14). Gauge invariance the action (2.9) and
the volume (2.13) is established by using Eqs. (2.14) and
(2.15).
It is natural to interpret the quantity
l2ij ≡
1
4
tr (eˆij)
2 =
4∑
a=1
(eaij)
2 (2.16)
as the square of the length of the edge aiaj . Thus, the
geometric properties of a simplicial complex prove to be
completely defined.
Now, let us show that, in the limit of slowly varying
fields, the action (2.9) reduces to the continuum action
of gravity, minimally connected with with a Dirac field,
in a four-dimensional Euclidean space.
Consider a certain subset of vertices from the simplicial
complex and assign the coordinates (real numbers)
xµA i ≡ xµ(aA i) , µ = 1, 2, 3, 4 (2.17)
to each vertex aA i from this subset. We stress that these
coordinates are defined only by their vertices rather than
by the higher dimension simplices to whom these ver-
tices belong; moreover, the correspondence between the
vertices from the subset considered and the coordinates
(2.17) is one-to-one.
Suppose that
|xµA i − xµA j | ≪ 1 . (2.18)
Estimates (2.18) can easily be satisfied if the complex
contains a vary large number of simplices and its geo-
metric realization is an almost smooth four-dimensional
surface [19]. Suppose also that the four 4-vectors
dx
µ
A ji ≡ xµA i − xµA j , i 6= j , i = 1, 2, 3, 4
(2.19)
are linearly independent and∣∣∣∣∣∣
dx1Am1 dx
2
Am1 . . . dx
4
Am1
. . . . . . . . . . . .
dx1Am4 dx
2
Am4 . . . dx
4
Am4
∣∣∣∣∣∣ > 0 , (2.20)
provided that the frame
(
XAm 1, . . . , X
A
m 4
)
is positively
oriented. Inequality (2.20) implies that positively ori-
ented local coordinates are introduced on the almost flat
surface considered. Here, the differentials of coordinates
(2.19) correspond to one-dimensional simplices aAjaA i,
so that, if the vertex aAj has coordinates x
µ
A j , then the
vertex aA i has the coordinates x
µ
A j + dx
µ
A ji.
In the continuum limit, the holonomy group elements
(2.7) are close to the identity element, so that the quan-
tities ωabij tend to zero being of the order of O(d x
µ).
Thus one can consider the following system of equation
for ωAmµ:
ωAmµ dx
µ
Ami = ωAmi , i = 1, 2, 3, 4 . (2.21)
In this system of linear equation, the indices A and m
are fixed, the summation is carried out over the index
µ, and index runs over all its values. Since the deter-
minant (2.20) is positive, the quantities ωAmµ are de-
fined uniquely. Suppose that a one-dimensional simplex
XAmi belong to four-dimensional simplices with indices
A1, A2, . . . , Ar. Introduce the quantity
ωµ
[
1
2
(xAm + xA i)
]
≡ 1
r
{
ωA1mµ + . . . + ωArmµ
}
,
(2.22)
which is assumed to be related to the midpoint of the
segment [xµAm, x
µ
A i ]. Recall that the coordinates x
µ
A i
just as the differentials (2.19), depend only on vertices
but not on the higher dimensional simplices to which
these vertices belong. According to the definition, we
have the following chain of equalities:
ωA1mi = ωA2mi = . . . = ωArmi . (2.23)
It follows from (2.19) and (2.21)–(2.23) that
ωµ
(
xAm +
1
2
dxAmi
)
dx
µ
Ami = ωAmi . (2.24)
The value of the field ωµ in (2.24) on each one-
dimensional simplex is uniquely defined by this simplex.
Next, we assume that the fields ωµ smoothly depend
on the points belonging to the geometric realization of
each four-dimensional simplex. In this case, the following
formula is valid up to O
(
(dx)2
)
inclusive:
ΩAmiΩA ij ΩAjm = exp
[
1
2
RAmµν dx
µ
Ami dx
ν
Amj
]
,
(2.25)
where
RAmµν = ∂µωAmν − ∂νωAmµ + [ωAmµ, ωAmν ] .
(2.26)
On the right-hand side of (2.25), as well as in equality
(2.26), all fields are taken at the vertex aAm of a four-
dimensional simplex A as is indicated by the subscript
5Am. When deriving formula (2.25), we used the Haus-
dorff formula.
In exact analogy with (2.21), let us write out the fol-
lowing relations for a tetrad field without explanations:
eAmµ dx
µ
Ami = eAmi . (2.27)
Using (2.7) and (2.21), we can rewrite the 1-form (2.10)
as
ΘAij = γ
a i
2
[
ψA i γ
aDµ ψA i −Dµ ψA i γa ψA i
]
dx
µ
A ij ,
(2.28)
to within O(d x); here,
Dµ ψA i = ∂µ ψA i + ωA iµ ψA i . (2.29)
Before rewriting the action (2.9) in the continuum
limit, we give the following obvious formula:∑
σ(Am)
εσ(Am) dx
µ
Ami dx
ν
Amj dx
λ
Amk dx
ρ
Aml =
= 24 εµνλρ vS A . (2.30)
Here, εµνλρ is a completely antisymmetric symbol, which
is equal to unity when (µ ν λ ρ) = (1 2 3 4) (compare with
(2.20)), and vS A is the volume of the geometric realiza-
tion of simplex A in a four-dimensional Euclidean space
when the Euclidean coordinates of the geometric realiza-
tion of the simplex are equal to the corresponding coor-
dinates of its vertices (2.17). The factor 24 in (2.30) is
necessary since the volume vS A of the four-dimensional
simplex on the right-hand side is less than the volume
of a four-dimensional parallelepiped constructed on the
vectors dx
µ
Ami, . . . , dx
µ
Aml by a factor of 24.
Applying formulas (2.25)–(2.30) and changing the
summation to integration, we obtain the following ex-
pression for the action (2.9) in the continuum limit:
I =
∫
tr γ5×
×
[
− 1
4 l2P
(
R+
1
3
Λ e ∧ e
)
+
1
24
Θ ∧ e
]
∧ e ∧ e . (2.31)
Here, the curvature 2-form (see (2.26)) and the 1-forms
(see (2.27), (2.28)) are defined by
R ≡ 1
2
σabRabµν dx
µ ∧ dxν ,
e = γa eaµ dx
µ ,
Θ = γa
i
2
[
ψγaDµ ψ −Dµψ γa ψ
]
dx
µ . (2.32)
Thus, in the continuum limit, the action (2.9) proves
to be equal to the action of gravity with a Λ-term and
a metric with Euclidean signature that is minimally con-
nected with a Dirac field.
B. Quantization of Discrete Gravity
Let us determine the partition function Z for a discrete
Euclidean gravity, which becomes the transfer-matrix in
discrete quantum gravity after passing to the Lorentzian
signature. Let us enumerate the zero-dimensional (ver-
tices) and one-dimensional (edges) simplices by indices
V and E , respectively, and denote by ψV , ΩE , rtc. the
corresponding variables. By definition,
Z = const ·
(∏
E
∫
dΩE
∫
d eE
)
×
×(∏
V
dψV dψV
)
exp
(− I ) . (2.33)
Here, const is a certain normalizing factor, dΩE is the
Haar measure on the group Spin(4),
d eE ≡
∏
a
dω
a
E , eE = ω
a
E γ
a , (2.34)
and
dψV dψV ≡
∏
ν
dψVν dψVν . (2.35)
The index ν in (2.35) enumerates individual components
of the spinors ψV and ψV , such that we have a product
of the differentials of all independent generators of the
Grassman algebra of Dirac spinors in (2.35). The action
I in (2.33) is defined by formula (2.9).
Note that the measure (2.34) is determined correctly in
view of invariance of the Haar measure and the relations
(2.7) and (2.8). Therefore, one can really assume that
the measure (2.34) is related to the set of edges.
Obviously, all the measures used in the functional inte-
gral (2.33) are invariant under the gauge transformations
(2.14). Since the action I (2.9) in (2.33) is also gauge in-
variant, the partition function (2.33) is invariant under
the action of the gauge group (2.14).
Consider the partition function (2.33) with a zero Λ-
term in the absence of fermions. In this case, the integral
over the 1-form eE becomes Gaussian:
Y
{
Ω
}
=
∫
D z · exp
(
1
2
zmMmn zn
)
. (2.36)
Here, { zm }, m = 1, . . . , Q denotes a set of real vari-
ables {ωaE} and Mmn is a real symmetrical matrix de-
pending on the elements of the holonomy group ΩE .
Thus,
1
2
zmMmn zn ≡ 1
l2P
1
5
· 1
24
∑
A,m
∑
σ(Am)
εσ(Am)×
× tr (γ5ΩAmiΩA ij ΩAjm eAmk eAml ) . (2.37)
Denote by {λq }, where q = 1, . . . , Q, a set of eigen-
values of the matrix Mmn. Let εq = signλq. Since, in
6general, there are both negative and positive eigenvalues
among {λq}, the integral (2.36) should be redefined. This
is done by passing to Lorentzian signature. Under this
procedure, the eigenvalues are transformed by the rule
λq → eiϕ λq ,
where ϕ = 0 in the Euclidean space and ϕ = π/2 in the
case of the Minkowski signature. Thus, the Euclidean
Gaussian integral
IE = 1√
2π
∫ +∞
−∞
d z · exp
(
1
2
λ z2
)
(2.38)
reduces to the Fresnel integral in the Minkowski signa-
ture:
IM = 1√
2π
∫ +∞
−∞
d z · exp
(
i
2
λ z2
)
=
√
i
λ
=
= (i)
ε
2
1√|λ | , (2.39)
where ε = signλ. Let us perform the analytic continua-
tion
λ→ e−iϕ λ
on the right-hand side of Eq. (2.39) and set ϕ = π/2.
Thus, we recover the Euclidean signature of a metric and
obtain the following value for integral (2.38):
IE = (i) ε+12 1√|λ | . (2.40)
Now, using Eq. (2.40), we redefine the integral (2.36)
of interest:
Y
{
Ω
}
= const
∏
q
(i)
εq+1
2 |λq |−1/2 . (2.41)
If there are fermion fields in the theory, one should first
calculate a functional integral over fermions. The subse-
quent integration over the 1-form e remains Gaussian and
yields a contribution of the form (2.41) to the partition
function. The remaining integral over the elements of the
holonomy group Ω may prove to be divergent despite the
compactness of this group. Indeed, certain eigenvalues
λq may vanish under certain configurations of the field
Ω. Since the expression under the integral sign depends
on the negative powers of λq , the integral over the field
Ω may prove to be divergent. From the physical point of
view, these divergences are of great interest. Note that
the tendency of eigenvalues λq to zero implies that the
integral over the 1-form ea is saturated when the abso-
lute values of this field ea (or its certain components)
tend to infinity. This means that the size of universe
tends to infinity (see (2.16)). On the other hand, as will
be shown below, the fact that the field components ea
have large values implies that the dynamics of the sys-
tem becomes quasiclassical. Therefore, from the physical
viewpoint, these divergences imply birth of quasiclassical
macroscopic space-time.
Concerning the problem under discussion, we note
that the presence of Dirac fields in integral (2.33) only
strengthens the divergence under the integration over the
field ea. Indeed, after the integration over the fermion
field, the integral over the field ea is rewritten as (cf.
(2.38) and (2.39))
I = 1√
2π
∫ +∞
−∞
d z Pn(z) · exp
(
i
2
λz2
)
, (2.42)
where Pn(z) is a polynomial in z of degree n. For small
λ, integral (2.42) is proportional to |λ |−(n+1)/2.
A similar physical interpretation of divergences under
the integration over the field ea in the continuum quan-
tum B-F -theory in a three-dimensional space-time was
given by Witten in [15].
Let us notice another possible type of divergences in
a discrete quantum gravity. If the partition function
(2.33) was defined for a metric with Lorentzian signa-
ture, then the elements of the holonomy group would
be the noncompact group Spin(3, 1). The gauge group
(2.14) would also be noncompact, being a direct prod-
uct of the V copies of the group Spin(3, 1). Since both
the measure and action in the transfer-matrix are gauge
invariant, the functional integral in the transfer-matrix
would not be defined at all before the fixation (at least
partial) of the gauge. However, the fixation of the gauge
in the fundamental transfer-matrix seems to be a so ar-
tificial procedure that the theory itself looses its beauty
and sense. In our opinion, this means that the funda-
mental partition function for a discrete theory of gravity
can be constructed only on the basis of a metric with
Euclidean signature.
In their well-known paper [16], Hartle and Hawking
made a hypothesis that the wave function of the universe
must be calculated with the use of the functional integral
on the basis of a metric with Euclidean signature. But
in the case of the gravity theory the Euclidean action
is not positively defined. In our opinion, the arguments
for a metric with Euclidean signature provided by the
discrete theory of gravity are much more reliable than
the arguments given in [16].
C. High Temperature Expansion
From the beginning let us consider the integral (2.33)
in the region of integration variables where
|eaij | > l0 ≫ lP . (2.43)
In this region each item in the sum (2.9) generally is also
large since the items in the sum (2.9) are polynomials in
the variables eaij of powers not less than two. Therefore
the whole integral in (2.33) can be estimated quasiclassi-
cally ore by the stationary phase method. In this region
one must use the long wave limit action (2.31), and to
7perform the stationary phase calculations the integration
paths in (2.33) must be deformed so that Lorentzian sig-
nature is realized. Thus the time arises. We see that in
considered model the time arises dynamically in contin-
ual limit. The study of continual limit of the theory is
performed in the subsequent sections.
Now let us consider the integral (2.33) in the region of
integration variables where
|eaij | < l1 ≪ lP . (2.44)
In this region each item in the sum (2.9) is small, so that
the subintegral quantity in (2.33) (in the case of pure
gravity and zero Λ-term) can be written as
exp
(− I ) =∏
A
∏
i,j,k,l,m
(
1 +
1
5× 24× l2P
εAijklm tr γ
5×
×ΩAmiΩAijΩAjmeˆAmkeˆAml
)
. (2.45)
The expansion (2.45) is called further as high temper-
ature expansion. It is well known that the analogous
representation for the exp
( − I ) is true in the lattice
Yang–Mills theory in the limit of large coupling constant.
From such representation the significant phenomenon of
colour confinement follows. Originally the phenomenon
of colour confinement has been obtained analytically with
the help of high temperature expansion (with the help of
representation of the tipe (2.45)) by Wilson, and then nu-
merous computer simulations confirmed this conclusion.
Since the situations concerning high temperature expan-
sion in both theories are closely analogous, we make the
conclusion that in the region of variables (2.44) also take
place colour confinement. Introduce the following nota-
tions:
C = {ai0ai1 , ai1ai2 , . . . , airai0}
is a closed contour ore a one dimensional subcomplex
with zero boundary;
W (C) = 〈 tr (Ωi0i1Ωi1i2 . . .Ωiri0)〉1
is Wilson loop correlator which in our case is calculated
in the theory of pure gravity with zero Λ-term in the
region of variables restricted by inequalities (2.44); σC is
a two dimensional subcomplex with boundary ∂ σ = C;
nC(σ) is the number of triangles containing in σ and
nC = min
σ
{nC(σ)} .
Then the simple calculations give the following estima-
tion:
W (C) ∼ exp (−nCµ ln l−11 ) . (2.46)
Here µ is a number which does not depend on contour C
and parameter l1.
Let us emphasize that in the case of discrete quantum
gravity the role of colour gauge group play the group
(2.14). Thus only singlet (i.e. scalar, but not spinor,
vector and so on) fields with respect to the group (2.14)
have quasiparticle excitations in the region (2.44), i.e.
on the early stages of universe development. This con-
clusion partially justifies the use only scalar fields in nu-
merous works in which the dynamics of early universe is
investigated. But in contrast to the Yang–Mills theory
in expanding universe the phase transition occurs to de-
confinement phase (formally in the region (2.43)). In this
phase the dynamics becomes quasiclassical.
Let us now show that the modes of quantized fields in
the quasiclassical continual phase have essentially non-
compact packing in momentum space. This important
conclusion follows from high temperature expansion and
the most general properties of spectrum of elliptic oper-
ators.
We illustrate the effect in Appendix A on the example
of the spectrum of one dimensional discrete Laplace op-
erator on random lattice on a cycle. In the cases of 3 and
4 vertexes the problem is solved exactly and we see that
in the case when the total length of the cycle is fixed but
the distances between some vertexes tend to zero some of
eigenfunctions of the operator tend to infinity as inverse
degrees of the small distances between the corresponding
vertexes.
Let us make the estimation of modes packing in our
theory in 3-dimensional space. We keep in mind the
scalar field since the spinor structure does not affect sig-
nificantly for the estimation.
Firstly, we write out the trivial formula for for the
volume in momentum space occupied by N modes placed
in the flat volume V and densely packed in momentum
space:
Ω = (2π)3
N
V
. (2.47)
Now, one must take into account the fact that in con-
finement phase all correlators of fundamental fields drop
exponentially with space separation. This means that the
fields at nearest regions of space volume are not corre-
lated. The same conclusion remains true at initial times
in quasiclassical phase. Therefore let us divide a macro-
scopic volume V with the total number of degrees of free-
dom (ore the number of modes) N into N subvolumes vi
in each of which contains ni degrees of freedom. Thus
N∑
i=1
ni = N ,
N∑
i=1
vi = V , (2.48)
and
ωi = (2π)
3ni
vi
(2.49)
is the minimal possible volume in momentum space oc-
cupied by ni modes placed in the flat volume vi. Now
instead of the quantity (2.47) one must consider the fol-
8lowing quantity:
Ω˜ =
(2π)3
N
N∑
i=1
ni
vi
. (2.50)
Indeed, the minimum of quantity (2.50) subjected to the
constraints (2.48) is equal to (2.47).
But in considered theory the volumes vi are variable
quantities. Therefore one must introduce the measure
on the manifold of volumes {vi}. The simplest measure
agreed with fundamental measure (2.34) looks like the
following:
dµ =
(N − 1)!
V N−1
δ
(
V −
N∑
i=1
vi
) N∏
i=1
d vi , vi > 0 ,
∫
dµ = 1 . (2.51)
Hence instead of (2.50) the more physically sensible quan-
tity is
〈Ω˜〉 ≡
∫
Ω˜ dµ = (2π)
3N − 1
V N
N∑
i=1
ni
∫
vi≪V
d vi
vi
=
= (2π)3
N
V
∫
vi≪V
d vi
vi
. (2.52)
The last equality is obtained taking into account the first
constraint of (2.48) and the relation N ≫ 1.
The comparison of Eqs. (2.47) and (2.52) shows that
taking into account the dynamics of the system leads to
the essential expansion of the momentum space volume
occupied by quantum field modes. This expansion factor
is
κ1 =
∫
vi≪V
d vi
vi
= 3 ln
a1
a0
= 3 ln ξ0 . (2.53)
Here a0 is some minimal dimension of the theory and
a1 ∼ V 1/3.
Now there is a need to make a kind of renorm-group.
Let n be the number of steps of renorm-group and
ξs =
as+1
as
= ξ ≫ 1 , s = 1, . . . , n , (2.54)
and an+1 = a is the radius of universe. Thus ξ
n = a/a0.
Let us take
n =
1
λ
ln
a
a0
≫ 1 , λ≫ 1 . (2.55)
Using Eqs. (2.53)–(2.55) it is easy to see that the ex-
pansion factor of momentum space volume occupied by
modes after n steps is
κn =
n∏
s=1
(3 ln ξs) = (3 ln ξ)
n =
(
a
a0
)(ln 3λ)/λ
. (2.56)
The value of right hand side of Eq. (2.56) can bee very
large (many orders) in magnitude.
It follows from the presented analysis, that the contin-
ual quantum gravity arising from the discrete quantum
gravity (if it exists) possess very unusual properties. The
description of possible such theory and some consequence
is performed in the subsequent sections.
III. METHOD OF DYNAMIC QUANTIZATION
Specific results of the application of the Dynamic quan-
tization method to the two-dimensional theories [4, 17],
obtained by explicit constructions and direct calcula-
tions, justify the abstract assumptions and axioms on
which this method is based.
We shall explain the ideology and logical scheme of
the Dynamic method taking account of the experience in
quantizing two-dimensional gravity.
The key point in the quantization of two-dimensional
gravity was the construction of a complete set of such
operators {An, Bn, . . .}, designated below as {AN , A†N},
which possess the following properties:
1) The operators AN and A
†
N are Hermithian conju-
gates of one another and
[AN , AM ] = 0, [AN , A
†
M ] = δNM . (3.1)
2) The set of operators {AN , A†N} describes all physi-
cal dynamical degrees of freedom of a system.
3) Each operator from the set {AN , A†N} commutes
weakly with all first class constraints or with the complete
Hamiltonian of the theory.
Quantization is performed directly using the operators
{AN , A†N}. It means that the space of physical states is
created using the operators {A†N} from the ground state
and all operators are expressed in terms of the operators
{AN , A†N}, as well as in terms of the operators describing
the gauge degrees of freedom. However, in the theory of
two-dimensional gravity the operators {AN , A†N} were
constructed explicitly (i.e., they were expressed explic-
itly in terms of the fundamental dynamical variables),
in more realistic theories this problem is hardly solvable.
Therefore, the set of operators {AN , A†N} with properties
1)–3) must be introduced axiomatically. Conversely, the
properties 1)–3) make it possible, in principle, to express
the initial variables in terms of the convenient operators
{AN , A†N}.
However, in contrast to the two-dimensional theory
of gravity, regularization is necessary in real models of
gravity. In the Dynamic quantization method, regular-
ization is carried out precisely in terms of the operators
{AN , A†N}. As will be shown below, such regularization
is natural in generally covariant theories, since it pre-
serves the form of the Heisenberg equations and thereby
also the general covariance of the theory.
9As a result we have the regularized general covariant
theory describing quantum gravity, the main property
of which is the finiteness of physical degrees of freedom
contained in each finite volume. Moreover, the packing
of field modes in momentum space can be made rare. Ev-
idently, the theory of discrete quantum gravity described
in Section 2 possess the same properties. Therefore, one
can think that the theory of gravity quantized by dy-
namic quantization method is the continuous limit of dis-
crete quantum gravity.
Let’s consider a generally covariant field theory. Let
us assume that in this theory the Hamiltonian in the
classical limit is an arbitrary linear combination of the
first class constraints and there are no the second class
constraints.
Let {Φ(i)(x), P (i)(x)} be a complete set of fundamen-
tal fields of the theory and their canonically conjugate
momenta, in terms of which all other physical quantities
and fields of the theory are expressed. Here the index (i)
enumerates the tipe of fields. For example, for some (i)
these can be either 6 spatial components of the metric
tensor gij(x) or the scalar field φ(x) or the Dirac field
ψ(x) etc. The set of fields {Φ(i)(x)} is a complete set of
the mutually commuting (at least in formal unregularized
theory) fundamental fields of the theory.
Next, to simplify the notation the index i will be omit-
ted. It can be assumed that the variable x includes, be-
sides the spatial coordinates, the index i also.
The construction of a quantum theory by the Dynamic
method is based on the following natural assumptions
relative to the structure of the space F of the physical
states of the theory.
1. All states of the theory having physical sense are
obtained from the ground state | 0 〉 using the creation op-
erators A†N :
|n1, N1; . . . ; ns, Ns 〉 =
= (n1! · . . . · ns! )− 12 · (A†N1)n1 · . . . · (A†Ns)ns | 0 〉 ,
AN | 0 〉 = 0 . (3.2)
States (3.2) form an orthonormal basis of the space F of
physical states of the theory.
The numbers n1, . . . , ns assume integer values and are
called occupation numbers.
2. The set of states Φ(x) |n1, N1; . . . ;ns, Ns 〉, , where
the set of numbers (n1, N1; . . . ;ns, Ns) is fixed, contains
a superposition of all states of the theory, for which one
of the occupation number differs in modulus by one and
all other occupation numbers equal to the occupation
numbers of state (3.2).
Here the operators A†N and their conjugates A are
the generators of Heisenberg algebra. The opera-
tors {AN , A†N}, generally speaking, can be bosonic or
fermionic. If the creation and annihilation operators fol-
low the Fermi statistics, then the anticommutator are
used. For the case of compact spaces which is interesting
for us, we can assume without loss of generality that the
index N , enumerating the creation and annihilation op-
erators, belongs to a discrete finite-dimensional lattice.
A norm can be easily introduced in the space of indexes
N .
Since states (3.2) are physical, they satisfy the relations
HT |n1, N1; . . . ; ns, Ns 〉 = 0 , (3.3)
where HT is the complete Hamiltonian of the theory. We
assume thatHT =
∑
Ξ vΞχΞ, where {χΞ} is the complete
set of the first class constraints and {vΞ} is arbitrary set
of Lagrange multipliers.
Equations (3.2) and (3.3) are compatible if and only if
the following relations are valid:
[AN , χΞ] =
∑
Π
cNΞΠ χΠ ,
[A†N , χΞ] = −
∑
Π
χΠ c
†
NΞΠ =
∑
Π
c˜NΞΠ χΠ . (3.4)
Since the coefficients cNΞΠ, c˜NΞΠ in Eq. (3.4) generally
are operators, the arrangement of the multiplies in the
right hand sides of Eqs. (3.4) is important.
Let (A†N , AN ) be a pair of bose or fermi creation and
annihilation operators creating or annihilating the state
with the wave function ψN (x). According to (3.4) we
have:
[AN , HT ] =
∑
Ξ,Π
rN ΞΠvΞ χΠ ←→
←→ [A†N , HT ] = −
∑
Ξ,Π
χΠ v
∗
Ξr
†
N ΞΠ . (3.5)
Let an arbitrary operator Φ be represented as a normal
ordered power series in operators (A†N , AN ):
Φ = Φ′ + φNAN +A
†
N φ˜N . (3.6)
By definition, here the operator Φ′ does not depend on
the operators (A†N , AN ):
[Φ′, A†N ] = [Φ
′, AN ] = 0 . (3.7)
It follows from Eqs. (3.5)–(3.7) that
[Φ, HT ] = [Φ′, H′T ]+
+
∑
Ξ
(qΞχΞ + χΞq˜Ξ) + (pNAN +A
†
N p˜N ) . (3.8)
Here the total Hamiltonian HT is represented according
to (3.6), so that H′T does not depend on the operators
(A†N , AN ). To verify Eq. (3.8) let’s write out the follow-
ing chain of equalities:
[Φ, HT ] = [Φ′, HT ] +
(
φN [AN , HT ] + [A†N , HT ] φ˜N
)
+
+
(
[φN , HT ]AN +A†N [φ˜N , HT ]
)
. (3.9)
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As a consequence of Eqs. (3.5) the second item in the
right hand side of Eq. (3.9) has the same structure as
the second item in the right hand side of Eq. (3.8). Evi-
dently, the last items in the right hand side of Eq. (3.9)
has the same structure as the last items in the right hand
side of Eq. (3.8). Now let’s write out the following iden-
tity:
[Φ′, HT ] ≡ [Φ′, H′T ] + [Φ′, HT −H′T ] . (3.10)
By definition
HT −H′T = hN AN +A†N h˜N . (3.11)
It follows from (3.7) and (3.11) that
[Φ′, HT −H′T ] = [Φ′, hN ]AN +A†N [Φ′, h˜N ] . (3.12)
Combining Eqs. (3.9), (3.10) and (3.12) we come to the
Eq. (3.8).
Now let’s impose an additional pair of second class
constraints
AN = 0 , A
†
N = 0 . (3.13)
By definition under the constraints (3.13) any operator Φ
is reduced to the operator Φ′ in (3.6). The Dirac bracket
arising under the constraints (3.13) is defined according
to the following equality:
[Φ, F ]∗ ≡ [Φ′, F ′] . (3.14)
The remarkable property of the considered theory is the
fact that
[Φ, HT ]∗ ≈ [Φ, HT ] . (3.15)
Here the approximate equality means that after the im-
position of all first and second class constraints the oper-
ators in the both sides of Eq. (3.15) coincide, that is the
weak equality (3.15) reduces to the strong one. Relation
(3.15) follows immediately from Eqs. (3.5) and (3.14).
Eq. (3.15) means that the Heisenberg equation
iΦ˙ = [Φ, HT ]∗
for any field in reduced theory coincides weakly with cor-
responding Heisenberg equation in nonreduced theory.
Evidently, this remarkable conclusion retains true under
imposition of any number of pairs of the second class
constraints of type (3.13) [20].
The above-stated bring to the following idea of ultra-
violet regularization of quantum theory of gravity. Let
a local field Φ(x) create and annihilate particles in the
states with wave functions {φN (x)} by creation and an-
nihilation operators {A†N , AN} (for simplicity the field Φ
is assumed to be real). The physical space of states is in-
variant relative to the action of creation and annihilation
operators. Therefore there is the possibility of impos-
ing the second class constraints of the type (3.13) for
any number of pairs of these operators without changing
Heisenberg equations of motion. Let the high-frequency
(in some sense) wave functions {φN (x)}|N |>N0 have the
value of index |N | > N0. The ultraviolet regularization
of the theory is performed by imposing the constraints
of the type (3.13) for all |N | > N0. It is very important
that under the constraints the regularized equations of
motion and first class constraints preserve their canoni-
cal form. Hence the equations of regularized theory are
general covariant, i.e. they conserve their form under
the general coordinate transformations and local frame
transformations.
Since unregularized theory of quantum gravity is
mathematically meaningless, so it seems correct the
direct definition of regularized theory by means of
introduction of natural axioms.
Axiom 1. All states of the theory which are physically
meaningful are obtained from the ground state | 0 〉 using
the creation operators A†N with |N | < N0 :
|n1, N1; . . . ; ns, Ns 〉 =
= (n1! · . . . · ns! )− 12 · (A†N1)n1 · . . . · (A
†
Ns
)ns | 0 〉 ,
AN | 0 〉 = 0 . (3.16)
States (3.16) form an orthonormal basis of the space F
of physical states of the theory.
Axiom 2. The dynamical variables Φ(x)
transfer state (3.16) with fixed values of numbers
(n1, N1; . . . ; ns, Ns) into a superposition of the states of
the theory of form (3.16), containing all states in which
one of the occupation numbers is different in modulus
by one and all other occupation numbers are identical to
those of state (3.16).
Axiom 3. The equations of motion and constraints
for the physical fields {Φ(x), P(x)} have the same
form, to within the arrangement of the operators, as the
corresponding classical equations and constraints.
Further we suppose that the momentum variables P(x)
are expressed through the fundamental field variables
Φ(x) and their time derivatives Φ˙(x), so that the La-
grange equations instead of Hamilton equations are used.
Let’s assume, further, that the ground state | 0 〉 is a co-
herent state with respect to the gauge degrees of freedom.
It means that the quantum fluctuations of the gauge de-
grees of freedom are not significant and their dynamics
in fact is classical.
Let’s emphasize that this assumption is related with
the fact of noncompactness of the gauge group. (Since
the group of general linear transformations is noncom-
pact, so the gauge group in the theory of gravity is non-
compact.) The quasiclassical charecter of dynamics of
gauge degrees of freedom seems true only for noncompact
gauge groups. On the contrary, the motion in compact
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gauge group (such as in Yang-Mills theory) can not be
regarded as classical.
Let’s consider, for example, the quantized electrody-
namic field in noncovariant Coulomb gauge. In this gauge
only the degrees of freedom describing photons fluctuate,
but the gauge (longitudinal) degrees of freedom are de-
fined unambiguously through the electric current. Thus,
the gauge degrees of freedom in QED does not fluctu-
ate, effectively they are classical. On the other hand, in
high-temperature confinement phase in QED on a lattice
the high-temperature expansion is valid. In this case the
gauge degrees of freedom can not be regarded as classi-
cal. So our assumption about classical behavior of gauge
degrees of freedom in quantum gravity is equivalent to
the assumption that quantum gravity is in noncompact
phase.
Consider any fundamental field:
Φ(x) = Φ(cl)(x) +
∑
|N |<N0
[φN (x)AN + φ
∗
N (x)A
†
N ] + . . . .
(3.17)
On the right-hand side of Eq. (3.17) all functions
Φ(cl)(x), φN (x), and so on are c-number functions.
This follows from the assumption about the quasiclas-
sical character of the dynamics of gauge degrees of free-
dom.
Now we can supplement our system of axioms by
the following supposition: field (3.17) is used in axioms
1-3. The fields Φ(cl)(x), φN (x), ψN (x), and so on satisfy
certain equations which can be obtained uniquely from
the Lagrange equations of motion, if the expansion of
the field Φ(x) in form (3.17) is substituted into them and
then, after normal ordering of the operators {AN , A†N },
the coefficients of the various powers of the generators of
the Heisenberg algebra {AN , A†N } are equated to zero.
As a result of the indicated normal ordering, the rela-
tions arise between the higher order coefficient functions
and the lower order coefficient functions in expansion
(3.17). We obtain an infinite chain of equations for the
coefficient functions {Φ(cl)(x), φN (x), ψN (x), . . .}. The
latter conjecture can be introduced with the aid of the
following axiom, replacing axiom 3.
Axiom 3′. The equations of motion for the quantized
fields (3.17), up to the ordering of the quantized fields,
have the same form as the corresponding classical
equations of motion.
IV. DYNAMIC QUANTIZATION OF GRAVITY
We shall now apply the quantization scheme developed
above to the theory of gravity.
Let’s consider the theory of gravity with a Λ term
which is coupled minimally with the Dirac field. The
action of such a theory has the form
S = − 1
l2P
∫
d4 x
√−g (R+ 2Λ)+
+
∫
d4 x
√−g
{
i
2
eµa
(
ψγaDµψ −Dµψ γa ψ
)
−mψψ
}
.
(4.1)
Here {eµa} is an orthonormalized basis, gµν is the metric
tensor, and ηab = diag(1, −1, −1, −1) so that
gµν e
µ
a e
ν
b = ηab, R = e
µ
a e
ν
b R
ab
µν ,
the 2-form of the curvature is given by
dωab + ωac ∧ ωcb =
1
2
Rabµν dx
µ ∧ dxν ,
where the 1-form ωab = ω
a
bµ dx
µ is the connection in the
orthonormal basis {eµa}. The spinor covariant derivative
is given by the formula
Dµψ =
(
∂
∂xµ
+
1
2
ωabµ σ
ab
)
ψ , σab =
1
4
[γa, γb] ,
γa are the Dirac matrices:
γa γb + γb γa = 2 ηab .
Let’s write out the equations of motion for system
(4.1).
The variation of action (4.1) relative to the connection
gives the equation
∇µ eaν −∇ν eaµ = −
1
4
l2P ε
a
bcd e
b
µe
c
ν ψγ
5γd ψ ≡ T aµν . (4.2)
In deriving the last equation, we employed the equality
γa σbc + σbc γa = −iεabcd γ5 γd . (4.3)
Here εabcd is the absolutely antisymmetric tensor, and
ε0123 = 1. The right-hand side of Eq. (4.2) is the torsion
tensor.
We note that torsion (4.2) possesses the property
T νµν ≡ eνa T aµν ≡ 0 . (4.4)
Consequently, even though torsion exists in the consid-
ered theory, the torsion tensor is not present in the Dirac
equation: (
i eµa γ
aDµ −m
)
ψ = 0 . (4.5)
The variation of action (4.1) relative to the orthonor-
mal basis gives the Einstein equation, which we write in
the form
Rµν + Λ gµν =
1
2
l2P
{
i
2
(
ψ γc ec(µDν)ψ−
−ec(µDν)ψ γc ψ
)
− 1
2
mψψ gµν
}
. (4.6)
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Here the expression in braces is (Tµν − 1/2 gµν T ), where
Tµν is the energy-momentum tensor on the mass shell
(i.e., taking account of the equations of motion of matter
— in our case, the Dirac equation (4.4)).
Equations (4.2), (4.3)–(4.6), together with the rela-
tions
gµν = ηabe
a
µe
b
ν , e
µ
a e
b
µ = δ
b
a
form a complete system of classical equations of motion
and constraints for system (4.1).
We now represent the fields as the sum of classical and
quantum components:
gµν = g(cl)µν + hµν , e
a
µ = e
a
(cl)µ + f
a
µ . (4.7)
Assume that the fermion field has no classical component,
so that
ψ(x) =
∑
|N |<NF
(
aN ψ
(+)
N (x) + b
†
N ψ
(−)
N (x)
)
+ . . . ,
(4.8)
where the Fermi creation and annihilation operators sat-
isfy the following anticommutation relations (as usual,
only the nonzero relations are written out):
{ aM , a†N } = { bM , b†N } = δM,N ,
aN |0〉 = bN |0〉 = 0 . (4.9)
The complete orthonormal set of fermion modes{
ψ
(±)
N (x)
}
can be naturally determined as follows. De-
note by Σ(3) the spacelike hypersurface, defined by the
equation t = Const, and by Σ
(3)
0 the hypersurface at
t = t0. Let the metric in space-time be given by means
of the tensor gµν . This metric induces a metric on Σ
(3)
0 ,
which in the local coordinates xi , i = 1, 2, 3, is repre-
sented by the metric tensor 3gij . Using the equations
3gij,k = γ
l
ik
3glj + γ
l
jk
3gil , γ
k
ij = γ
k
ji ,
3gij = −
3∑
α=1
3eαi
3eαj ,
3eαi
3eiβ = δαβ ,
∂i
3eiα + γ
j
ki
3ekα +
3ωαβi
3ejβ = 0 ,
3ωαβi = −3ωβαi
the connection (without torsion) γijk in local coordinates
and a spin connection 3ωαβi are determined on Σ
(3)
0 . For
a Dirac single-particle Hamiltonian we have:
HD = −i 3eiα αα (∂i +
1
2
3ωβγi
1
4
[αβ , αγ ] ) +mγ0 ,
αβ = γ0 γβ
It is easy to check that in the metric
〈ψM , ψN 〉 =
∫
Σ
(3)
0
d3x
√
−3g ψ†M ψN (4.10)
the operator HD is self-conjugated. Consequently, the
solution of the problem for the eigenvalues on Σ
(3)
0
H(0)D ψ(±)N (x) = ±εN ψ(±)N (x) , εN > 0 (4.11)
has a complete set of orthonormal modes in metric (4.10).
The index (0) everywhere means that in the correspond-
ing quantity the fields are taken in the zero approxima-
tion with respect to quantum fluctuations.
Note that a one-to-one relation can be established
between the positive- and negative-frequency modes by
means of the equation
γ0γ5 ψ
(+)
M = ψ
(−)
M
We call the attention to the fact that the scalar product
(ψM , ψN ) =
∫
Σ(3)
d3x
√
−g(0) ψ†M ψN (4.12)
is not always the same as the scalar product (4.10). These
scalar products coincide, if the path function N = 1,
which happens, for example, for the metric
g
(0)
0i = 0 , g
(0)
00 = 1 .
The scalar product (4.12) has the advantage over the
scalar product (4.10) that if the modes {ψ(±)N (x) } sat-
isfy the Dirac equation in the zero approximation with
respect to quantum fluctuations (which, according to the
exposition below, does indeed happen), then the scalar
product (4.12) is conserved in time.
The field hµν in Eq. (4.7) can be expanded as follows:
hµν = lP
∑
|N |<N0
(hN µνcN + h
∗
N µνc
†
N )+
+l2P
{ ∑
|N1|,|N2|<N0
(hN1N2 µνcN1cN2 + h
∗
N1N2 µνc
†
N1
c†N2+
+hN1|N2 µνc
†
N1
cN2)+
+
∑
|N1|, |N2|<NF
(h
F (++)
N1 N2 µν
a†N1 aN2 + h
F (−−)
N2N1 µν
b†N1 bN2+
+h
F (+−)
N1N2 µν
a†N1 b
†
N2
+ h
F (+−)∗
N1N2 µν
bN2 aN1)
}
+ . . . (4.13)
In Eqs. (4.7), (4.8), and (4.13) the c-number coefficient
fields ψ
(±)
N , g(cl)µν , hN µν and so on can be expanded
in powers of the Planck scale, for example
g(cl)µν = g
(0)
µν + l
2
p g
(2)
(cl)µν + . . .
Since fields (4.13) are real, we have
hN1N2 µν = hN2N1 µν , h
∗
N1|N2 µν = hN2|N1 µν ,
h
F (++)∗
N2N1 µν
= h
F (++)
N1 N2 µν
, h
F (−−)∗
N2N1 µν
= h
F (−−)
N1N2 µν
(4.14)
13
The operators {cN , c+N } satisfy the Bose commutation
relations (4.4). A method for choosing the set of func-
tions {hN µν } will be discussed below.
According to the dynamic quantization scheme,
we must substitute fields (4.7)–(4.8) and (4.13) into
Eqs. (4.2) and (4.5)–(4.6), after which the operators
{AN , A†N } must be normal-ordered and all coefficients
of the various powers of these operators and the Planck
scale must be set equal to zero.
Thus, we obtain the first of these equations:
∇(0)µ e(0) aν −∇(0)ν e(0) aµ = 0 , R(0)µν + Λ g(0)µν = 0 (4.15)
Here and below all raising and lowering of indices are
done with the tensors g
(0)
µν and g(0)µν . Thus, in the lowest
approximation the fields satisfy the classical equations of
motion. In the zeroth approximation we also have a series
of equations for the fermion modes:
(
i e(0)µa γ
aD(0)µ −m
)
ψ
(0)(±)
N = 0 (4.16)
We now introduce the notation
K(0)λρµν =
[
−1
2
∇(0)σ ∇(0)σ δλµ δρν −R(0)λ ρµ ν +R(0)ρν δλµ+
+∇(0)µ
(
∇(0)λ δρν −
1
2
∇(0)ν g(0)λρ
)]
+
+[µ←→ ν] + 2Λ δλ(µδρν) , (4.17)
R(0)(2)µν (h, h
′) =
1
2
[
R(0)(2)µν (h+ h
′, h+ h′)−
−R(0)(2)µν (h, h)−R(0)(2)µν (h′, h′)
]
(4.18)
It is easily checked that
1
2
K(0)λρµν =
δ (Rµν + Λ gµν)
δ gλρ
∣∣∣∣
gµν=g
(0)
µν
,
where R
(0)(2)
µν (h, h) is a quadratic form of the tensor field
hλρ which can be constructed in terms of the second vari-
ation of Rµν relative to the metric tensor at the point
g
(0)
µν . Let’s write out the complete form:
R(0)(2)µν (h, h) =
1
2
(hρλ h
λ
ρ;µ );ν−
−1
2
[hλσ (h
σ
µ;ν + h
σ
ν;µ − h;σµν ) ];λ+
+
1
4
hλλ;ρ (h
ρ
µ;ν + h
ρ
ν;µ − h;ρµν )−
−1
4
(hλρ;ν + h
λ
ν;ρ − h;λνρ ) (hρµ;λ + hρλ;µ − h;ρµλ )
Thus, R
(0)(2)
µν (h, h′) is a symmetric bilinear form with
respect to its arguments hµν and h
′
λρ, which in what
follows are operator fields (4.13). Thus, here the problem
of ordering the operator fields to lowest order has been
solved.
Now we can write out the following relations, which
follow from the exact quantum equations with the ex-
pansion indicated above. To first order in lP we have
1
2
K(0)λρµν hN λρ = 0 . (4.19)
We note that, using Eqs. (4.15), the operator (4.17)
vanishes on the quantity (ξµ ;ν + ξν ;µ). Consequently,
the value of the operator (4.17) on the fields hµν and
h′µν = hµν + ξµ ;ν + ξν ;µ (4.20)
coincide for any vector field ξµ. This fact is a conse-
quence of the gauge invariance of the theory. Using the
indicated gauge invariance, any solution of Eq. (4.19)
can be put into the form
∇(0)ν hνµ −
1
2
∇(0)µ hνν = 0 . (4.21)
In what follows, we shall assume that the field satisfies
the gauge condition (4.21), which is convenient in a num-
ber of problems. It is obvious that taking account of the
gauge condition (4.21) the terms in round brackets in
operator (4.17) vanishes.
To clarify the question of the normalization of the grav-
itational modes, we shall employ the following technique.
The equation of motion (4.19) can be obtained with the
help of the action
S(2) =
∫
d4x
√
−g(0) hµν K(0)λρµν hλρ . (4.22)
Hence follows the canonically-conjugate momentum for
the field hµν and the simultaneous commutation rela-
tions:
πµν =
√
−g(0)∇(0)0 hµν ,
[hµν(x), π
λρ(y) ] = i δλ(µ δ
ρ
ν) δ
(3)(x− y) . (4.23)
Evidently, in Eq. (4.23) the fields are free of constraints
(4.21). Let’s represent the field hµν in the form (com-
pare with the first term in Eq. (4.13))
hµν(x) =
∑
N
(
hN µν(x) cN + h
∗
N µν(x) c
†
N
)
. (4.24)
The set of operators {cN , c†N} form a Heisenberg al-
gebra, and the functions {hN µν} satisfy Eq. (4.19).
Equations (4.23) and (4.24) lead to the following rela-
tions reflecting the orthonormal nature of the set of the
modes:
i
∫
Σ(3)
d3x
√
−g(0) [hµν∗M ∇(0) 0 hN µν−
−(∇(0) 0 hµν ∗M )hN µν
]
= δM,N . (4.25)
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In the latter equations the integration extends over any
spacelike hypersurface Σ(3). As a result of Eqs. (4.19),
integrals (4.25) indeed do not depend on the hypersur-
face. It is natural to assume that the gravitational modes
satisfy conditions (4.25). The significance of Eqs. (4.25)
is that the normalization of the coefficient functions in
expansion (4.13) is given with its help.
In the second order in lP , we obtain the following equa-
tions:
1
2
K(0)λρµν hN1N2 λρ = −R(0)(2)µν (hN1 , hN2) , (4.26)
1
2
K(0)λρµν hN1|N2 λρ = −2R(0)(2)µν (h∗N1 , hN2) , (4.27)
1
2
K(0)λρµν h
F (±±)
N1N2 λρ
= ± i
4
(
ψ
(0)(±)
N1 γ
c e
(0)
c(µD
(0)
ν) ψ
(0)(±)
N2
−
−e(0)c(µD(0)ν) ψ(0)(±)N1 γc ψ
(0)(±)
N2
)
, (4.28)
1
2
K(0)λρµν h
F (+−)
N1 N2 λρ
=
i
4
(
ψ
(0)(+)
N1 γ
c e
(0)
c(µD
(0)
ν) ψ
(0)(−)
N2
−
−e(0)c(µD(0)ν) ψ(0)(+)N1 γc ψ
(0)(−)
N2
)
, (4.29)
1
2
K(0)λρµν g
(2)
(cl)λρ = −
∑
|N |<N0
R(0)(2)µν (h
∗
N , hN )+
+
i
4
∑
|N |<NF
(
ψ
(0)(−)
N γ
c e
(0)
c(µD
(0)
ν) ψ
(0)(−)
N −
−e(0)c(µD(0)ν) ψ(0)(−)N γc ψ(0)(−)N
)
. (4.30)
It is evident from Eq. (4.2) that torsion appears in the
same order ∼ l2P . Here, however, we do not write out
the corresponding corrections for the connection.
We shall now briefly summarize the results obtained.
According to the dynamic quantization method, the
quantization of gravity starts with finding a solution of
the classical microscopic field equations of motion (for
example, the solution of Eqs. (4.15) in the example con-
sidered above). The classical solution is determined by
(or determines) the topology of space-time. Then, us-
ing the classical approach, Eqs. (4.16) and (4.19), which
determine the single-particle modes {ψ(±)N , hN µν}, are
solved. To solve Eq. (4.19) the gauge must be fixed,
since the operator (4.17) is degenerate because of the
gauge invariance of the theory. At the first step these
modes are determined in the zeroth approximation ac-
cording to the Planck scale, and their normalization is
fixed using Eqs. (4.12) and (4.25). Given the set of modes
{ψ(0)(±)N , hN µν}, we can explicitly write out the right-
hand sides of Eqs. (4.26)–(4.30) and then solve them for
the two-particle modes hN1N2 µν , hN1 |N2 µν , and so on,
and find the correction g
(2)
(cl)µν which is of second order
in lP to the classical component of the metric tensor.
We call attention to the fact that the right-hand side of
Eq. (4.30) arises because the operators must be normal-
ordered. The solution of Eq. (4.30) can be interpreted
as a single-loop contribution to the average of the metric
tensor with respect to the ground state.
We note that if a nonsymmetric bilinear form were
used on the right-hand sides of Eqs. (4.26)–(4.30), then
the condition that the metric tensor be real would be vio-
lated. Consequently, the condition that the metric tensor
is real determines the ordering of the operator fields in
the equations of motion at least in second order with
respect to the operator fields.
It is important that all Eqs. (4.15), (4.19), and so on
which arise are generally covariant, since they are ex-
pansions of generally covariant equations. Thus, the dy-
namic quantization method leads to a regularized gauge-
invariant theory of gravity, which contains an arbitrary
number of physical degrees of freedom.
We shall now make a remark about the compatibility of
Eqs. (4.26)–(4.30) and the analogous equations arising in
higher orders. Let hµν be an arbitrary symmetric tensor
field and K(0) the operator (4.17), acting on this tensor
field. It is easily verified that, using Eqs. (4.15), we
obtain the identity (compare with Eq. (4.21))
∇(0)ν (K(0)h)νµ −
1
2
∇(0)µ (K(0)h)νν = 0 . (4.31)
Consequently, in order for Eqs. (4.26)–(4.30) to be com-
patible the right-hand sides of these equations must sat-
isfy the same identity. It is easy to see that this is in-
deed the case in lowest order. Indeed, Eqs. (4.26)–(4.29)
are identical to the analogous classical equations arising
when nonuniform modes (higher order harmonics) and
the subsequent expansion of the classical Einstein equa-
tion in powers of the nonlinearity or the Planck length
are added to the uniform fields. Hence it follows that
each term on the right-hand sides of the ”loop” equations
of the type (4.30) likewise satisfy the necessary identity,
since these terms have the same form as the right-hand
sides of the ”nonloop” Eqs. (4.26)–(4.29).
In highest orders in creation and annihilation opera-
tors the compatibility of arising equations follows from
the gauge invariance of the regularized Einstein equa-
tion. Indeed, the identity (4.31) is the consequence of
gauge invariance (invariance relative to the general coor-
dinate transformations) of the equation. To clarify the
quation let’s rewrite the action (4.1) (for simplicity with
m = 0, Λ = 0) in the following form:
S = Sg + Sψ , (4.32)
Sg = − 1
4l2P
∫
d
4 xεabcdε
µνλρeaµR
bc
νλe
d
ρ , (4.33)
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Sψ =
1
6
∫
d
4 xεabcdε
µνλρ
[
i
2
ψebνe
c
λe
d
ργ
aDµψ + h.c.
]
≡
≡
∫
d
4 xψ
↔
D ψ . (4.34)
Here
↔
D is Dirac hermithian operator, depending on other
operator fields. The Heisenberg–Dirac equations are
written in the form
→
D ψ = 0 , ψ
←
D= 0 . (4.35)
In Eqs. (4.35) the disposition of creation and annihila-
tion operators is the same as in the action (4.32). Ein-
stein equation is the condition of stationarity of the ac-
tion (4.32) relative to variations of metric or tetrad. Evi-
dently, the action (4.32) is invariant under the general
coordinate transformation even if the fields are quan-
tized. This follows from the facts that under the coor-
dinate transformations all fundamental fields transform
linearly and that the action (4.32) is a polynomial rel-
ative to the fundamental fields. Therefore, if the mate-
rial fields are on mass shell (in our case this means that
Eqs. (4.35) hold), the action (4.32) is stationary under
infinitesimal gauge transformation of tetrad field only.
This means that the quantum energy-momentum tensor
on mass shell satisfies to some identity which in classi-
cal limit transforms to the well known identity T µν;µ = 0.
From this quantum identity it follows that if some quan-
tum tetrad field satisfies Einstein equation, then the field
transformed by infinitesimal gauge transformation also
satisfies Einstein equation. From here the compatibil-
ity of quantum Einstein equation follows, as well as the
compatibility of the chain of equations described above.
However, this conclusion is true only if quantum Dirac
equations (4.35) hold, and the operators in the action and
energy-momentum tensor are placed so as in Eq. (4.32).
In other words, the creation and annihilation operators
in Eqs. (4.32) and (4.35) must be placed identically. This
is the guarantee of self-consistency of the chain of equa-
tions arising from exact quantum Einstein and motion
equations.
We also call attention to the fact that in the dynamic
quantization method it is implicitly assumed that the
quantum anomaly is absent in the algebra of the first
class constraints operators. Consequently, the dynamic
quantization method must be justified in each specific
case by concrete calculations, which must be not only
mathematically correct but also physically meaningful.
V. THE FUNDAMENTAL FIELDS AND THE
SECONDARY QUANTIZED FIELDS
We see that the fundamental or cosmological fields are
expanded in modes the number of which is finite in the
case of compact space. Packing of the modes is essen-
tially noncompact in momentum space. Assume that at
present at low energies the minimal difference between
the momenta of modes is of the order of ∆kmin ∼ 1/λmax.
From the consideration at the end of Section 2 (see Eq.
(2.56)) it follows that
λmax ∼
(a0
a
)(ln 3λ)/3λ
a≪ a . (5.1)
Further we denote by a(t) the radius of universe and by
t0 the age of universe.
Further, one can assume that in considered theory the
stochastization of phases of modes takes place on dis-
tances less than λmax. Under the phase stochastization
we mean that any correlation between phases of wave
packets spased by an enough distance can not take place.
Such stochastization must occur if considered theory is
the long-wavelength limit of discrete quantum theory of
gravity discussed in Section 2. The point is that in long-
wavelength limit the lattice action S transforms to the
action which is expressed as follows:
S = SEinstein +∆S .
Here SEinstein is standard Einstein action which does
not retains any information about the structure of lat-
tice, and ∆S depends only on higher derivatives of the
fields and also it essentially depends on the structure of
the lattice. Therefore equations of motion contain the
items with higher derivatives of fields and casual coeffi-
cients depending on structure of irregular lattice (simpli-
cial complex). These items play negligible part for low
frequencies modes but their part increase with increasing
of mode frequency. The items with higher derivatives of
fields and casual coefficients lead to diffusional propaga-
tion of modes and so to stochastization of phase on large
distances. But just due to this circumstance the high fre-
quency wave packets can be localized in relatively small
regions of space. This means that noncompact ”packing”
of modes in momentum space does not affects to the pos-
sibility of localization of high frequency wave packets.
One should pay attention to the fact that in presented
theory with noncompact packing of modes the gravi-
tational and gauge interaction forces does not become
weaker. It is seen from quantum equations of motion
which have the canonical form with usual interaction con-
stants. Thus the interaction between any modes has the
usual strength.
Let’s consider, for example, the system of finite num-
ber of electrons, positrons and photons with wavelengths
much less than λmax. Assume that we are interested
in the usual problem of particle physics: the scatter-
ing matrix problem. The dynamics of real relativistic
particles is described by the usual Dirac and Maxwell
equations. The dynamic process of particles localized
in finite space volume v ≪ λ3max is studied. Since the
matrix elements between localized states and nonlocal-
ized states tends to zero as a−3/2(t0), so only matrix
elements between localized states are significant in the
studied problem. This conclusion is true also with re-
spect to virtual modes. From here it follows that for
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description of processes proceeding in finite volume of
space v, one must use the renormalized or secondary
quantized quantum fields (ψr, . . .) which are normalized
to the volume v. This means that the wave functions of
the states {ψrN (x), . . .} which create and annihilate the
localized particles are normalized to the volume v, these
wave functions form the complete set of one particle wave
functions with confined energies, and the corresponding
creation and annihilation operators satisfy to standard
relations (4.9). Note that the quantization conditions
(4.9), i.e. nullification of ground state by annihilation op-
erators, follow from the fact that the causal correlators
〈0 |T ψ(x)ψ(y) |0 〉 describe propagation omly positive-
frequency waves. It seems that more general and correct
definition of ground state |0〉 instead of definition (3.16)
or (4.9) is that the amplitudes
〈0 |T ψ(x)ψ(y) | 0 〉 , 〈0 |T Ai(x)Aj(y) |0 〉 , . . .
(5.2)
describe the propagation of only positive-frequency waves
if the times x0 and y0 are close to the time t0. Again the
definition of vacuum depends on the moment of time t0.
At present the state of Universe is close to the ground
state. One can say that the renormalized fields (ψr, . . .)
are the secondary quantized fields with the complete (at
confined energies) and normalized on volume v set of
one-particle states {ψr N (x), . . .}. Thus the cosmologi-
cal fields (ψ, . . .) from which quantum global Einstein
equation is composed and the secondary quantized fields
(ψr, . . .) are different though they describe the particles
with the same quantum numbers. The causal correlators
constructed from renormalized fields ψr (renormalized
correlators) and thus describing local interactions also
satisfy the conditions (5.2). Since local states normal-
ized to volume v have compact ”packing” in momentum
space (at least for experimentally tested momenta), the
renormalized correlators satisfy the standard equations:
(iγµ∂µ −m) 〈0 |T ψ(x)ψ(y) | 0 〉 = i δ4(x− y) , . . . ,
which are true at |x0 − y0| ≫ lP , |x−y | ≫ lP . And
since the calculations of S-matrix elements are performed
by using the standard Dirac and Maxwell equations with
usual value of charge and others parameters, as a result
the usual expressions for S-matrix elements are obtained.
Let’s emphasize that at solving cosmological problems
the retarded Green functions are used but at calculating
S-matrix elements the causal or Feynman one are used.
Does the Casimir effect survives in proposed theory?
The answer to this question is positive. Indeed, the at-
traction force between plates of condenser which is caused
by Casimir effect is the derivative of sum of photon zero-
point energies with respect to distance between plates.
But only modes with wavelength commensurable with
the distance between plates d really give the contribution
in this derivative. And since d≪ λmax the distortion of
Casimir effect does not occurs because this interaction is
described by the secondary quantized fields.
We make the last remark about violation of Lorentz
invariance in the theory. Since as a matter of fact the reg-
ularization is performed here by energy but not Lorentz
invariant square of 4-momentum, so Lorentz invariance
can be violated. However, until the processes with low
energies (in comparison with the cutoff energy) are stud-
ied the violation of Lorentz invariance is negligible. The
regularization by energy of calculations in QED is used,
for example, in [18], and at the same time Lorentz invari-
ance is not violated at low energies. Therefore the fact
that all observed phenomena in nature are Lorentz co-
variant does not contradicts to the proposed theory since
these phenomena has been observed at confined energies.
VI. THE POSSIBLE SOLUTION OF
COSMOLOGICAL CONSTANT PROBLEM
It follows from Eqs. (4.16) that in lowest order the
Dirac field
ψ(1)(x) =
∑
|N |<N0
(
aNψ
(0)(+)
N (x) + b
†
Nψ
(0)(−)
N (x)
)
(6.1)
satisfies the Dirac equation
(ie(0)µa γ
aD(0)µ −m)ψ(1)(x) = 0 . (6.2)
Here D
(0)
µ is the covariant derivative operator in zeroth
order:
D(0)µ = ∂/∂x
µ + (1/2)ω
(0)
abµσ
ab + ieA(0)µ , (6.3)
and Aµ is the gauge field.
It follows from Eq. (6.2) that the charge
Q =
∫
d
3 x
√
−g(0)e(0)0a (ψ
(1)
γaψ(1)) (6.4)
conserves (compare with (4.12)).
According to (4.6) the contribution of the Dirac field
to the energy-momentum tensor in lowest order is equal
to
T
(2)
ψ µν = Re[iψ
(1)
γae
(0)
a(µD
(0)
ν) ψ
(1)] . (6.5)
Using Eqs. (4.9) it is easy to find vacuum expectation
value of the quantity (6.5):
〈T (2)ψ µν〉0 = Re

i ∑
|N |<N0
ψ
(0)(−)
N γ
ae
(0)
a(µD
(0)
ν) ψ
(0)(−)
N

 .
(6.6)
Now let us take into account that the scenario de-
scribed by the inflation theory is realized in Universe.
It follows from here in conjunction with the used quan-
tization method that in zeroth approximation the metric
is expressed as
d s
(0) 2 = d t
2 − a2(t) dΩ2 , (6.7)
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where dΩ2 is the metric on unite sphere S3, and a(t)
is the scale factor of Universe at the running moment
of time t. It follows from (6.7) that e
(0)0
a = δ0a and√
−g(0) d3 x = dV (0)(t), where dV (0)(t) is the volume
element of 3-space in the running moment of time. From
conservation of operator (6.4) the conservation of the set
of integrals∫
dV
(0)(t)ψ
(0)(±)†
N ψ
(0)(±)
M = δNM (6.8)
follows. The equality to unity of integrals (6.8) means
that the wave functions ψ
(0)(±)
M are normalized relative
to the volume of all Universe, so that the charge operator
has the form
Q =
∑
|N |<N0
(a†aN + bNb
†
N) . (6.9)
The idea how the vacuum expectation value of the mat-
ter energy-momentum tensor becomes enough small at
present is demonstrated by the following estimation.
According to (6.8) we have:
∣∣∣ψ(0)(±)N ψ(0)(±)N ∣∣∣ ∼ 1a3(t) . (6.10)
Therefore the estimation for the value (6.6) is the follow-
ing:
〈T (2)ψ µν〉0 ∼
N0kmax
a3(t)
, (6.11)
where kmax is the value of the order of maximal momen-
tum of the modes {ψ(0)(±)N }. It is naturally to suppose
that
kmax ∼ l−1P ∼ G−1/2 ∼ 1033cm−1 . (6.12)
Since the numerator in the right hand side of relation
(6.11) is finite and the denominator is proportional to the
volume of Universe which swells up approximately 10100
times more according to inflation scenario, the quantity
(6.11) can be found enough small at present.
On the other hand, it is seen from the estimation (6.11)
that at early stages of Universe evolution the quantum
fluctuations played decisive role because the scale of the
Universe were small.
One should pay the attention to the fact that the dy-
namics of the system creates two opposite tendencies for
mode frequencies changing.
According to the first tendency the frequencies ω of all
one-particles modes change in time according to the low
ω ∼ 1
a(t)
. (6.13)
The low (6.13) is valid in relativistic case. So, all fre-
quencies decrees with expansion of Universe.
Now let us write out the first items of formal solution of
Dirac equation (4.5) or (4.35) neglecting gravity degrees
of freedom (i.e. in the case of flat space-time) but in the
presence of gauge field:
ψ(x) = ψ(1)(x) + e
∫
d
4 y Sret(x− y)A(1)µ (y)γµψ(1)(y)+
+4π e2
∫ ∫
d
4 y d
4 z Sret(x− y)Dret(y − z)×
×
(
ψ
(1)
(z)γµψ
(1)(z)
)
γµψ(1)(y) + . . . , (6.14)
(iγµ∂µ −m)Sret(x) = δ(4)(x) , (6.15)
∂µ∂
µDret(x) = δ
(4)(x) . (6.16)
Here Sret(x) and Dret(x) are the retarded Green func-
tions satisfying Eqs. (6.15) and (6.16). It is seen from
the solution (6.14) that the exact field ψ(x) have much
more nonzero Fourier components than the field ψ(1).
Hence, the exact solution of quantum Dirac equation has
all Fourier components despite the field of first approxi-
mation ψ(1) has Fourier components only with finite mo-
menta. From here we see the opposite dynamic tendency:
the frequencies of modes effectively increases as a conse-
quence of interaction. If the fact of strict conservation
of the charge is taken into account [21], the conclusion
about noncompact ”packing” of modes in momentum
space should be made. Indeed, let’s calculate the mean
value of charge operator relative to a state | 〉. We have:∫
d
3 x〈 |ψ†(x)ψ(x) | 〉 =
∫
d3 k
(2 π)3
〈 |ψ†|k |ψ|k | | 〉 = const ,
ψ|k | =
∫
d
3 x e−ikxψ(x) .
The last relation means also that the integral∫
d
3 x tr〈 |T ψ(x)ψ(y) | 〉 γ0 ,
y −→ x , y0 > x0
constructed with the help of correlator 〈 |T ψ(x)ψ(y) | 〉
is conserved in time. But the mean value of energy-
momentum tensor is constructed with the help of the
same correlator. From here it is seen the effect of ”loos-
ening of mode packing” in momentum space. This effect
is absent in the theory with dense packing of modes in
all diapason of momenta since all states in momentum
space are filled by the corresponding modes.
To solve the problem of ”loosening of mode packing” in
momentum space one must solve quantum kinetic equa-
tion for state density in momentum space. This problem
is not solved in this work. But the fact of noncompact
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”packing” of modes in momentum space plays an impor-
tant role in our consideration. Thus, the noncompact
”packing” of modes in momentum space is taken here as
an assumption.
At a dense ”packing” of modes in momentum space
the neighbouring momenta differ by the quantity of the
order of ∆kmin ∼ 1/a(t). Therefore
dN ∼ a
3(t) d3 k
(2 π)3
. (6.17)
At noncompact ”packing” of modes in momentum space
the neighbouring momenta differ by the greater quantity.
Assume that at small momenta this difference at present
is of the order of ∆kmin ∼ 1/λmax. Furthermore, we
shall use Lorentz-invariant measure in momentum space
[d3 k/|k |]. Thus we obtain instead of (6.17) the following
estimation for the total number of physical degrees of
freedom:
N0 ∼ λ3max
∫ kmax d3 k
(2π)3(λmax|k |) ∼ (λmaxkmax)
2 .
(6.18)
Now using (6.11) and (6.18) we find:
16πG〈Tµν〉0 ∼ l
2
P λ
2
max k
3
max
a3(t)
≤ Λ , (6.19)
and from here
a(t0) ≥ (lP λmax)
2/3 kmax
Λ1/3
. (6.20)
If one assume that
λmax ∼ 1024cm ∼ 10−4L , (6.21)
where L = 1028cm (the dimension of observed part of
Universe), then with the help of relations (1.2), (1.4),
(6.21) and (6.20) we find the following estimation for the
present dimension of Universe:
a(t0) ≥ 1017L . (6.22)
At obtaining the estimation (6.22) it was assumed that
the fundamental field theory is not supersymmetric. If
one assume that the fundamental theory is supersym-
metric, but the spontaneous breaking of supersymmetry
occurs on the momentum ∼ kSS , then the estimation of
the dimension of Universe is changed. Indeed, in this
case instead of (6.12) we have
kmax ∼ kSS , (6.23)
since according to (1.9) and (1.10) the boson and fermion
contributions to the vacuum expectation value of energy-
momentum tensor with momenta greater than kSS are
mutually cancelled. Therefore instead of (6.20) we ob-
tain:
a(t0) ≥ (lP λmax)
2/3 kSS
Λ1/3
∼ 1029cm ∼ 10L . (6.24)
At obtaining the numerical estimation of right hand side
Eq. (6.24) we used assumptions (6.21) and the popular
assumption in particle physics that kSS ∼ 103GeV ∼
1017cm−1.
The inclusion of quantum fluctuations of others fields
into our estimations does not changes the result. This is
clear already from dimensional considerations.
The inclusion of higher order corrections by perturba-
tion theory also does not changes the obtained estima-
tions. Indeed, all known fundamental interactions ex-
cept for gravitational are renormalizable and thus can
be considered by perturbation theory without changing
fundamental properties of the vacuum. But the gravita-
tional quantum corrections are obtained by expanding in
Planck scale lP . Again from dimensional considerations
it is clear that such corrections at passing to the following
order in our theory have the comparative value
∼
(
lP
a(t0)
)2
N0 ∼
∼
(
lP
a(t0)
)2
(λmaxkmax)
2 ≤
(
λmax
a(t0)
)2
≪ 1 . (6.25)
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APPENDIX A
Let us consider the discrete Laplace operator on a one
dimensional cycle with 3 vertexes (see fig. 1). The num-
bers a, b, c are the distances between the vertexes 1 and
2, 2 and 3, 3 and 1, correspondingly. In the vertexes 1, 2
and 3 the real numbers ϕ1, ϕ2 and ϕ3 are defined. Write
out the discrete equation for Laplace operator eigenfunc-
tions:
−(∆ϕ)1 = − 2
ac
(
aϕ3 + c ϕ2
a+ c
− ϕ1
)
= ǫ ϕ1 ,
−(∆ϕ)2 = − 2
ab
(
b ϕ1 + aϕ3
a+ b
− ϕ2
)
= ǫ ϕ2 ,
−(∆ϕ)3 = − 2
bc
(
c ϕ2 + b ϕ1
b+ c
− ϕ3
)
= ǫ ϕ3 . (A1)
For slowly varying from vertex to vertex variables ϕi
the system of equations (A1) transforms to the continual
equation −∆ϕ = ǫ ϕ. The three eigenvalues of Eq. (A1)
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FIG. 1:
are as follows:
ǫ1 = 0 ,
ǫ2,3 =
a+ b+ c
abc
[
1±
√
1− 8 abc
(a+ b)(a+ c)(b + c)
]
.
(A2)
If a→ 0 and (a+ b+ c) = const, then
ǫ2 ∼ 2(b+ c)
abc
−→ ∞ , ǫ3 = 4
bc
. (A3)
Consider the same problem for the discrete Laplace
operator on a one dimensional cycle with 4 vertexes sep-
arated in order by distances a, b, c and d. Then the
eigenvalues of the operator satisfy the following equation:
ǫ4 − 2ǫ3
(
1
cd
+
1
bc
+
1
ab
+
1
ad
)
+
+4ǫ2
[
1
bc2d
+
1
ab2c
+
1
acd2
+
1
a2bd
+
2
abcd
−
− 1
c2(b+ c)(c+ d)
− 1
b2(a+ b)(b + c)
−
− 1
a2(a+ b)(a+ d)
− 1
d2(a+ d)(c+ d)
]
−
−8ǫ
[
1
ab2c2d
+
1
abc2d2
+
1
a2bcd2
+
1
a2b2cd
−
− a+ c
ab2cd(a+ b)(b+ c)
− b+ d
a2bcd(a+ d)(a+ b)
−
− b+ d
abc2d(b+ c)(c+ d)
− a+ c
abcd2(a+ d)(c + d)
]
= 0 .
(A4)
Though the exact solution we do not obtained the ap-
proximate solutions of this equation in two interesting
here special cases are written out:
b = d = l , a→ 0 , c→ 0 :
ǫ1 = 0 , ǫ2 ≈ 4
l2
,
ǫ3 ≈ 4
la
→∞ , ǫ4 ≈ 4
lc
→∞ . (A5)
c = d = l , a→ 0 , b→ 0 :
ǫ1 = 0 , ǫ2,3 ≈ 2
l(a+ b)
→∞ ,
ǫ4 ≈ 2
ab
− 4
l(a+ b)
→∞ . (A6)
APPENDIX B
For clearness it is useful to see the phenomenon of im-
posing the second class constraints without changing of
quantum field equations on an example of free Klein–
Gordon theory. The Klein–Gordon fields are expanded
as follows:
φ(x) =
∑
k
1√
2ωk
(
akφk(x) + a
†
kφ
∗
k
(x)
)
,
π(x) = −i
∑
k
√
ωk
2
(
akφk(x)− a†kφ∗k(x)
)
,
ωk =
√
k2+m2 , [ak, a
†
p] = δkp . (B1)
Here {φk(x)} is the complete set of orthonormal func-
tions, so that
∑
k
φk(x)φ
∗
k
(y)
∣∣∣∣
x0=y0
= δ(3)(x−y) ,
∆φk(x) = −k2 φk(x) . (B2)
The Hamiltonian
H =
∫
d
3 x
(
1
2
π2 +
1
2
∇φ∇φ + m
2
2
φ2
)
=
=
1
2
∑
k
ωk
(
aka
†
k
+ a†
k
ak
)
. (B3)
Equations of motions are obtained with the help of Eqs.
(B1)–(B3):
φ˙(x) = −i[φ(x), H] =
= −i
∑
k
√
ωk
2
(
akφk(x)− a†kφ∗k(x)
)
= π(x) ,
φ¨(x) = π˙(x) = −i[π(x), H] =
= −
∑
k
ω2
k√
2ωk
(
akφk(x) + a
†
k
φ∗
k
(x)
)
= (∆−m2)φ(x) .
(B4)
Now let us impose any number of pairs of second class
constraints
aki = 0 , a
†
ki
= 0 , i = 1, 2 . . . . (B5)
Then the sums
∑
k
in (B1), (B3) and (B4) transform
to the reduced sums
∑
k 6=ki . Nevertheless equation of
motion (B4) retains its canonical form(
∂2/(∂x0)2 −∆+m2) φ(x) = 0 . (B6)
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The dynamical reason for this conclusion in considered
example is that the commutators of the constraints (B5)
with Hamiltonian are proportional to the constraints, i.e.
they are equal to zero in a weak sense:
[aki , H] = ωkiaki , [a†ki , H] = −ωkia†ki . (B7)
Therefore, as it was shown in Section 3, equations of mo-
tion in reduced theory must retain their canonical form.
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