Software Design and Features for an NDE Image Processing Workstation by Brown, R. Ali et al.
SOFIW ARE DESIGN AND FEATURES FOR AN NDE IMAGE PROCESSING 
WORKSTATION 
R. Ali Brown, Jia-Dong Xu, and John P. Basart 
Department of Electrical and Computer Engineering 
Iowa State University 
Ames, lA 50011 
INTRODUCTION 
The purpose of this paper is to describe the engineering features of 
industrial NDE image processing workstation software currently under 
development in the Iowa State University Electrical and Computer Engineering 
Department. The software package is designed for use on a generic image 
processing platform consisting of a commercially available UNIX workstation-
class host computer interfaced to a frame grabber board and video camera, and 
incorporates image processing software developed at ISU's Center for NDE. This 
image processing software has been developed for use on noisy, low-contrast 
x-ray images, and has demonstrated its ability to enhance and extract flaws in 
such images. 
PACKAGE DESIGN OBJECfiVES AND FEATURES 
The design objectives of this project are based on perceived user needs 
gathered through interaction with the industrial sponsors of the Center for 
NDE at Iowa State University. These sponsors have indicated that they would 
like to see an integrated image capture and processing workstation with both a 
large repertoire of image processing capability and a friendly, intuitive user 
interface. 
Thus, the package design objectives are: 
1) To provide a user-friendly interface to image processing software that is 
particularly useful for NDE image processing. 
2) To allow the user to produce useful results (i.e. detected flaws) without 
requiring him/her to become an image processing expert. 
3) To provide a wide range of utilities such as image compression and 
annotation, image file format conversions, audit trails of image processing 
steps, and macro building. 
4) To provide an interface for users who wish to add their own processing 
algorithms to the package. 
5) To make the software as device-independent as possible. 
6) To make modification and enhancement of the package by a software 
developer straightforward. 
Review of Progress in Quantitative Nondestructive Evaluation, Vol. 9 
Edited by D.O. Thompson and D.E. Chimenti 
Plenum Press, New York, 1990 
1073 
The user interface allows selection and execution of package functions 
through an organized hierarchy of menus. The user selects menu items by 
pointing and clicking with a mouse, and enters input parameters using the 
mouse and/or the keyboard. On-line help is provided for each menu item and 
is accessed by clicking the appropriate mouse button on the item. (A two-
button mouse is assumed in the design of the package.) Several different types 
of windows are used to pass information between the user and the program. 
On-line help, as well as package configuration information, is displayed in the 
Information Window. Menu Windows display available menu selections. The 
Acknowledgement Window advises the user of dangerous situations (e.g. 
unsaved data in buffer when the user quits the program), and has graphics 
"buttons" to allow the user to either take the action advised in the window or 
ignore the message. The Value Window allows the user to interactively change 
the value of an input parameter to an image processing routine in an 
interactive processing session. The System Window provides a UNIX shell in 
which the user may execute UNIX commands from within the package. Image 
Windows will (obviously) display images. 
The targeted user of the system is the NDE radiographer. It is assumed 
that this user is not an experienced programmer, and also that he/she is not 
familiar with image processing theory and techniques. Default input 
parameters for each image processing algorithm will therefore be established 
to enable the new user to get a feel for the results produced by a particular 
algorithm without being concerned with the details of how these results were 
obtained. It is also assumed that this user will need to do both routine 
inspection of parts from the production line as well as occasional inspection of 
parts in the development or prototyping stage. The menu-based interface thus 
accommodates interactive processing for special-purpose prototype inspection 
work, while a built-in macro language (described below) facilitates batch 
processing of multiple production line radiographs. A utility will be provided 
to convert a "history file" (described below) of an image into a macro so that 
the processing steps used in creating that particular image may be applied 
automatically and in sequence to other images. This will help automate the 
writing of macros; the user will not need to learn the macro language in any 
great detail to produce a macro. 
Several utility functions will be provided to enhance the overall 
usefulness of the package. Image compression and decompression routines, 
such as Huffman coding, will be provided to facilitate efficient image storage 
and transmission. A simple graphics editor, the Image Annotator, will allow 
the placement of boxes, arrows, and text on images for purposes of flaw 
documentation. The graphical data generated by the Image Annotator will be 
stored separately from the image data so that no image data is overwritten by 
the Annotator. Image file format converters will be provided to allow the 
import and export of images to and from the software package. This will allow 
the user to include images generated within the package in a document 
prepared with desktop publishing software. Image file formats that will be 
supported, at this writing, are the TIFF format (used with Aldus Pagemaker), 
and Data Translation's image file format. Others will likely be supported by the 
end of the project. Image processing operations performed on a particular 
image will be recorded in a "history file" that is appended to or identified with 
the original image. This will insure that the processing steps between the 
original and the final version of an image are precisely known. A macro 
language will be built into the package, allowing the execution of package 
functions normally accessed through the menu structure to be performed in 
sequence with no user interaction between the beginning and end of the 
sequence of macro instructions. The macro language contains all common 
features found in other high-level languages such as variable declarations, 
conditional and looping constructs, and user-defined subroutines. All image 
processing operations in the language will be executed by a built-in 
interpreter, and will be handled through procedure calls to built-in 
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subroutines in the language. Macros will be created and edited using the UNIX 
vi editor in the System Window; an interactive, mouse-and-menu-based macro 
editor may be written for the package if time permits. A system configuration 
file, which will consist of macro language commands, will be used to store 
user-personalized default values of package global variables. These global 
variables will control, for example, whether or not a new image is 
automatically saved to disk when it is created. To set the "environment" of the 
package to his/her personal preference, the user will simply execute the 
macro containing his/her system configuration file. 
As stated above, a System Window will be provided to allow the user to 
execute UNIX commands from within the package. This window will also 
provide the interface between the package and any user-written image 
processing routines. (Although the package is intended for users unfamiliar 
with image processing theory, we want to accommodate the more sophisticated 
user where possible.) The image file format used in the package will be 
provided as part of the documentation, and communication between the 
package and user-written add-ons will be through UNIX file 1/0. This avoids 
the need for recompiles and relinks when the user adds image processing 
functions to the package. 
To maintain device-independence, the package performs all image 
processing functions on the host computer; no special-purpose image 
processing hardware is supported. A number of dedicated image processing 
hardware subsystems are available for most of the popular UNIX workstations, 
offering a large range of image processing performance improvement over 
that attainable using the workstations themselves. However, anticipated 
improvements in workstation technology and performance are expected to 
reduce the attractiveness of image processing solutions based on these 
subsystems, as the subsystems all have their own application program 
interface which tends to tie software written for a particular subsystem to that 
subsystem. All graphics and image display functions will be written in X 
Windows, the de facto industry standard window system; thus, the package will 
be portable to any workstation supporting this standard. A number of X 
interfacing routines written by project personnel will create, destroy, and 
write to the various types of windows that have been defined in the package. 
These routines are written in Xlib, the lowest level C language X Windows 
interface, thus making the package independent of particular workstation 
vendors' X Windows toolkits. Another feature offered by X Windows is network 
transparency: applications, such as the image processing software package m 
this paper, may run on a central high-performance host computer in a 
network while displaying their output on any other X Windows workstation in 
the network that is capable of 8-bit graphics. This may be done without any 
recompilation of the application program. Although the product under 
development here is envisioned for use on a stand-alone system, the use of X 
Windows leaves open the possibility of running the application over the 
network if one exists at the user's site. 
The package has been designed for flexibility and ease of modification. 
The X Windows interfacing routines described above will form a sort of 
miniature X toolkit, which, besides maintaining independence from vendor-
specific toolkits, will allow new menu selections and help information to be 
added to the package without requiring extensive knowledge of X Windows. 
Each group of package functions (i.e. the image processing group, the macro 
function group, etc.) will be controlled by its own "function manager" (e.g. 
"Image Processing Manager", "Macro Manager", etc.); these managers have a 
modular structure which makes the addition of package functions a simple 
matter of copying and modifying a piece of code within the manager to make 
the program aware of the new function, adding the name of the new function 
to a menu file, compiling the new code, and linking the new code with the 
program. New operations will be easily added to the macro interpreter's 
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Fig. I . Demonstration System Configuration 
repertoire by wntmg a short interface routine that formats parameters 
received from the interpreter and calls the new image processing routine, and 
by adding the function definition to a table of built-in function names 
recognized by the interpreter. 
DEMONSTRATION SYSTEM CONFlGURA TION 
Figure 1 shows the hardware configuration for which the package has 
been designed. This configuration is very generic and easy to integrate from 
off-the-shelf parts. The particular hardware used in this project includes a 
Hewlett-Packard 360 CH UNIX workstation and an HPV-301 frame grabber from 
Poynting. 
IMAGE PROCESSING ROUTINES 
Processing routines to be included in the software package include 
algorithms for crack and void detection (Hough transform and pixel 
classification - an algorithm that fits a polynomial in a running window to the 
rows or columns of an image and classifies the pixel at the center of the 
window according to the signs of its 1st and 2nd derivatives), background 
trend and artifact removal (row/column and surface fitting, and 
morphological methods), edge detection (traditional edge operators as well as 
morphological methods), contrast enhancement (histogram modification and 
transform filters), flaw reconstruction from a limited number of radiographic 
projections (model-based crack reconstruction), noise filtering (Kalman 
filtering and MEM deconvolution), and various other common functions such 
as image measurement (length, perimeter, area, x-y position, and pixel 
intensity), convolution filters (highpass, lowpass, Laplacian), and arithmetic 
and Boolean operations. Various of these routines have been used with good to 
excellent results on radiographs of pipe and valve welds, railroad components, 
pipe cracks, honeycomb composites, and on images of simulated flaws. 
MAIN MENU AND PROGRAM FLOW 
Fig. 2 shows the main menu structure and program flow. There are 
seven main menu selections as shown. Under Acquire, available functions 
include: acquiring a frame to the frame grabber buffer, displaying in 
passthru mode (screen image is continuously updated with signal from 
camera), getting image data from the frame grabber's buffer to the host 
system's memory, and displaying the contents of the frame grabber's buffer. 
The Image I/0 menu contains selections for loading, saving, and displaying 
images, hiding displayed images, removing images from memory, and erasing 
images from disk; it also includes the image file format converters. The Image 
Processing menu is divided into submenus for the following classes of image 
processing algorithms: noise filtering, morphology, trend removal, edge 
detection, image measurement, convolutions, compression/decompression, 
contrast enhancement, crack and void detection, math operations (algebraic 
and boolean), and statistical image analysis. The actual processing routines are 
found under these submenus. The Macros menu selections are: load, save, edit 
and execute macro, and make macro from history file. Miscellaneous package 
functions are found under the Special Functions menu, and include: invoke 
system window, invoke image annotator, save or change default environment, 
list directory, and change directory. The Buffer menu selection simply 
displays the names of images that are loaded into memory and indicates 
whether they are currently displayed. The Quit selection exits the user from 
the program back to the host's operating system. 
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Fig. 2. Main Menu and Program Flow 
SUMMARY 
The image processing software package described above is based on 
previous work by the image processing group in the Center for NDE and 
Electrical and Computer Engineering department at Iowa State University. The 
design has been driven by the needs of the radiographic NDE community and 
by current trends in commercial image processing software. The finished 
product will be of considerable utility to the NDE radiographer in making 
radiographic analysis more efficient and reliable. 
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Computers based on virtual memory. multiuser architecture have 
recently become economically available to medium sized research groups 
(about 25 members). These new computers offer advantages to the exper-
imentalist. though acceptance has been sometimes limited. One of the 
most important advantages of a virtual memory machine is the capability 
of fast access to arrays having dimensions greater than 64 kbytes. Arrays 
larger than 64 kbytes were available on some older computers based on 
physical memory. The access time to the memory beyond 64 kbytes is 
extremely slow for these systems. Fast access to large arrays is particu-
larly important now where large data sets are required for research 
systems. 
Many researchers are accustomed to a dedicated computer running a 
single-user operating and data acquisition system. When there are sev-
eral experimentalists in a research group. the advantage of a multiuser 
system becomes important. The resources a computer provides can be shared 
among the users at a much lower cost than that of maintaining a separate 
dedicated computer and peripherals for each project. Software routines 
for instrument control and data acquisition as well as data bases are 
sharable resources. Expensive hardware resources. such as array proces-
sors. images processors. terminals. printers and color plotters can also 
be shared. 
There are difficulties in assembling the hardware and software facil-
ities required for a multiuser. experimental research oriented system. 
The single-user operating systems typically use built-in commands for easy 
instrument communication and other functions well suited for the experi-
menter's needs. A multiuser computer's input-output capabilities are 
more powerful but harder to understand. The user is left with the respon-
sibility for bridging the gap between the capabilities provided and his 
particular needs for data acquisition and communication with devices. 
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The general purpose interface bus (GPIB) is used extensively in 
single-user computer systems for data acquisition and in~trument control. 
For single-user systems the software for data acquisition and instrument 
control is often provided by the manufacturer of the system. This same 
bus can be used in a multiuser system; however, the necessary software is 
not provided. This lack of software has been a major obstacle for resear-
chers and has prevented them from moving from a single to a multiuser vir-
tual memory system. 
In this work we will provide the reader with the information required 
for developing a multiuser computer system that meets the needs of a 
medium sized research group. The basic computer system and its components 
are described. Specific examples of GPIB instrument control and data 
acquisition with a multiuser system are described for use in both BASIC 
and FORTRAN programming. Additionally, a collection of high and low level 
subroutines for computer controls of instruments have been cited in the 
references. 
COMPUTER SYSTEM AND INSTRUMENTS 
Computer System 
A computer system for a research group has several components. Fig-
ure 1 shows a block diagram of a balanced computer system specifically 
designed for an experimentally intensive research group. There are three 
central processing units (CPU's) in this configuration, each with 16 Mbyte 
memory, and two, 474 Mbyte, hard disks attached. The second hard disk is 
for backup of system and user software. Generally 16 Mbytes of memory is 
required for the processing of large data arrays. Each CPU (subsystem) 
has a major specific function. CPU 1 is designed for data analysis and 
contains an array processor for fast Fourier transformations. In addi-
tion, CPU 1 shares an image processor with CPU 2 for display images viewed 
with the image processor. CPU 2 is designed for image analysis and dis-
play. The 32 Gbyte optical disk drive provides easy access and storage of 
images. CPU 3 is designed for data acquisition and contains eight GPIB 
channels (ports) and an analog to digital (A/D) input/output interface 
with 16 channels. Up to nine users can use the third CPU simultaneously 
for data acquisition. Of course AID interfaces may be added for addi-
tional users. Alternatively, fewer users could run multiple experiments 
simultaneously. 
It is important to note that, although each CPU subsystem has been 
designed for a specific function, it is not limited to that function. 
Therefore, CPU's 1 and 2 also have GPIB and A/D interfaces. As shown a 
total of 15 researchers may acquire data or control instruments simulta-
neously via the GPIB or A/D interfaces. Equally important to the number 
of users working with the instruments is that additional users may be 
simultaneously analyzing data, image processing, developing software and 
generating reports. 
The three CPU's are connected via an Ethernet connection for easy 
transfer of files between systems. A terminal server connected to the 
Ethernet allows for multiuser, remote access to each of the CPU's. This 
remote access allows researchers to have terminals and instruments placed 
at different locations throughout the site. Off-site access to the system 
is permitted via modems attached directly to the CPU or Ethernet. Modems 
are used for initiating, stopping or checking the status of an experiment 
on evenings or weekends. 
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Figure 1. - Computer system. 
A variety of instruments may be attached to the GPIB interface. It 
is this interface that is often the stumbling block in meeting the 
researchers' needs. The problem is two-fold for a multiuser system. 
First, the GPIB has a limit on total length of 29 m. One cannot expect 
to have all experiments taking place in one location (i.e., room, build-
ing, etc.); therefore, the need arises to extend the GPIB beyond this 
limit. Second, friendly software for multiuser, virtual memory, GPIB 
based instrument control and data acquisition is not available. 
A typical configuration for a nondestructive evaluation research 
group is shown in Figure 2. Several research instruments including ultra-
sonic, x-ray tomographic, and tunneling scanners are attached to the 
computer system. Recently, GPIB extenders have been made available from 
several manufacturers. By using bus extenders, these instruments may be 
placed at locations remote from the CPU's. The GPIB extenders are trans-
parent to the researchers' software so that no software modifications are 
needed. 
The software required to control these instruments and for data 
acquisition is the most complicated of the two problems and for this rea-
son it will be presented in detail. 
Programming the components of the precision acoustic scanner system 
(PASS) covers a wide range of software problems encountered when connect-
ing instruments to a computer via the GPIB. We will focus on this system, 
as it represents the most common problems. 
The components of the precision acoustic scanning system (PASS) are 
shown in Figure 3. The specimen to be interrogated is mounted on an X-Y-Z 
1081 
Figure 2. - Instrument configuration for a nondestructive evaluation 
research group. 
positioning table. In contact with the sample is an ultrasonic transducer 
mounted on a displacement pressure gauge. A couplant is used between the 
transducer and the sample to provide good acoustic coupling. During oper-
ation the positioning table is moved to a series of points that describe 
an array. A vibrator (made from a modified electric scribing tool) 
attached to the transducer is excited during movement of the X and Y axes. 
This vibration allows free movement of the transducer over the sample 
while maintaining intimate contact between transducer and sample. This 
is done while maintaining a constant pressure between the transducer and 
specimen. At each point ultrasonic waveforms are selected, digitized and 
stored for later analysis. 
The PASS has the following six components that communicate over the 
GPIB: three positioning tables, waveform digitizer with a time base and 
voltage base, time delay and voltmeter. The programming for this rather 
complex scanning system contains all of the features needed for adaptation 
to other computer controlled systems. 
PROGRAMMING FOR INSTRUMENT CONTROL AND DATA ACQUISITION 
In this section a fundamental program, written in FORTRAN, is pre-
sented that operates the PASS. The subroutines for this program are pro-
vided in [1]. 
Initially a GPIB channel is assigned to the prec1s1on acoustic scan-
ner. Here a channel represents a physical GPIB port on the CPU. 
The FORTRAN statement 
CALL STRTGPIB (0) 
initializes channel 0. Any instrument addressed subsequently in the pro-
gram will communicate through channel 0. Next each component of the scan-
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Figure 3. - Precision acoustic scanning system (PASS). 
ning system must be initialized. There are six components, and their 
physical addresses have been adjusted to be contiguous from 32 to 37. 
These are also called addresses 0 to 5 where it is implied that the stand-
ard base GPIB address of 32 is to be added. The physical addresses for 
the digitizer, time delay, X-axis, Y-axis, Z-axis and voltmeter are set 
by the researcher at 0, 1, 2, 3, 4 and 5, respectively. 
DO 10 NUMBER 0, 5 
CALL INITINSTR (NUMBER) 
10 CONTINUE 
As indicated earlier, the specimen is scanned in an organized array in 
the X-Y plane. The step size in the X,Y and Z directions are stipulated 
by the user as 
XSTEP 
YSTEP 
ZSTEP 
100 
100 
10 the Z-axis will not be used for this 
template. But an argument is 
required for these subroutines. 
and sent to the X-, Y- and Z-axis of the positioning table 
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CALL SETXyz (2, XSTEP, 3, YSTEP, 4, ZSTEP) 
where 2, 3 and 4 correspond to the X, Y and Z positioner axes. The ultra-
sonic waveform needs to be digitized and stored. The ultrasonic wave 
occurs at a specific time and is set by the time delay subroutine 
CALL SETDELAY (1 1 DELAY(l)) 
where the first argument is the address of the time delay. DELAY(l) is 
the time delay required to place the ultrasonic wave within the digitiz-
ing window. The volts and time per division of the time and voltage base 
are set 
CALL PUTTIME (0, SETTING) 
CALL SETVOLTDIV (0, SETTINGS(!)) 
where the first argument is the primary address of digitizer that contains 
the time and voltage bases. The SETTING and SETTINGS(!) are the proper 
time and voltages per division for displaying the ultrasonic wave in the 
digitizing window. The actual digitization of the ultrasonic waveform 
occurs with the conunand 
CALL GETSA (0, 64 1 320, A) 
where the first argument is the address of the digitizer and 64 is the 
number of samples that are to be averaged, 320 is the intensity of the 
writing beam in the digitizer and "A" is the array that will contain the 
digitized waveform. The waveform is saved to a file opened as unit 6 with 
WRITE (6) A 
After a waveform is collected at one point, another point is selected 
with the X-Y-Z positioning table with 
CALL MOVXYZ (2, 1, 1) 
where the first argument corresponds to the address of the X-axis. The 
second argument corresponds to the axis to be moved one step (1, 2 and 3 
for the X- 1 Y- and Z-axis, respectively). If the third argument is 
greater or less than zero, then the motion is in the positive or negative 
direction, respectively. 
This program would loop back to the CALL SETDELAY statement to com-
plete a scan line. The above FORTRAN source code gives a template for 
writing other source code. The complete source code for scanning a 5- by 
5-mm square area with the PASS is given in [1]. Typical ultrasonic images 
obtained by use of the PASS are shown in [2] to [4]. 
Reference 1 also contains a listing and description of each of the 
user callable high level subroutines used for instrument control. The 
low level source code for these routines is provided. This source code 
may be adapted for writing other instrument control subroutines for addi-
tional instruments not covered in this work. 
The complete program SCAN.FOR must be compiled first 
$ FORTRAN SCAN 
and linked 
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$LINK SCAN, SYS$SYSROOT:[SYSLIB]IMAGELIB/LIB-
SYS$SYSROOT:[SYSLIB]IEXSUI,OBJ 
then run with 
$ RUN SCAN 
The subroutines provided as well as this and other data acqu1S1-
tion and instrument control programs may be shared with other users. 
Researchers may also write programs for operating instruments attached to 
other GPIB channels. With this capability, several researchers may be 
operating instruments and acquiring data simultaneously. A considerable 
amount of time is saved by sharing these developed programs. 
We 
program 
because 
needs. 
all the 
SUMMARY 
have found that, when programs and instruments are easily shared, 
development occurs at a rapid rate. This rapid growth occurs 
researchers modify each control program to meet their particular 
In doing so, the fundamental program expands and is fine tuned by 
researchers to form a very versatile system. 
A multiuser, virtual memory computer system was devised and pro-
grammed for use by a medium sized research group. Problems associated 
with optimizing the system for shared, multiuser applications were 
resolved. Particular attention was given to hardware interfacing and 
development and compilation of subroutines. The result is a straight-
forward operating network for instrument control, data acquisition and 
processing. A comprehensive example program is provided for illustrative 
purposes. 
REFERENCES 
1. Generazio, E.R., Stang, D.B. and Roth, D.J., "Interfacing Laboratory 
Instruments to Multiuser, Virtual Memory Computers," NASA TM-4106, 
March 1989. 
2. Generazio, E.R., Roth, D.J., and Baaklini, G.Y., "Acoustic Imaging 
of Subtle Porosity Variations in Ceramics, Materials Evaluation, 
Vol. 46, No. 10, pp. 1338-1343, Sept. 1988. 
3. Generazio, E.R., Stang, D.B., and Roth, D.J., "Ultrasonic Imaging of 
Porosity Variations Produced During Sintering," Journal of American 
Ceramic Society, Vol. 72, No. 7, pp. 1282-1285. 
4. Stang, D.B., Salem, J., Generazio, E.R., "Ultrasonic Imaging of 
Textured Alumina," NASA TM-101478, May 1989. 
1085 
