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Kurzer Überblick
Die vorliegende Arbeit beschäftigt sich mit der optischen Erzeugung ”außergewöhnlicher” La-
dungsträgerverteilungen in Halbleitern. Dieser Titel wurde allgemein gehalten, um zwei doch
recht unterschiedliche Themenbereiche auf einen gemeinsamen Nenner zu bringen. Doch was
sind diese ”außergewöhnlichen” Verteilungen? Zum einen wird es um die optische Erzeugung
räumlich inhomogener Elektrondichten in Halbleiter-Quantendrähten gehen. Die räumliche
Inhomogenität wird dabei eine Folge der Strukturierung der Halbleiter-Umgebung sein. Zum
anderen soll die optische Erzeugung kohärenter Ströme in Halbleiter-Quantenfilmen unter-
sucht werden. Hierbei werden durch die Interferenz von Ein- und Zwei-Photon-Übergängen
asymmetrische k-Raum-Besetzungen erzeugt, die zu makroskopischen Ladungs- und Spin-
strömen führen. Beide Themenbereiche finden in der aktuellen Forschung viel Beachtung.
Die Erforschung von photonischen Kristallen geht auf einen Vorschlag von S. John [65] und
E. Yablonovitch [150] aus dem Jahr 1987 zurück. Photonische Kristalle sind im Bereich ei-
ner Lichtwellenlänge periodische dielektrische Strukturen, die aufgrund der Periodizität ähn-
lich wie kristalline Festkörper Bandstrukturen aufweisen. Diese Bandstrukturen beschreiben
jedoch nicht die im Material erlaubten elektronischen, sondern die erlaubten photonischen
Zustände. In Analogie zu Halbleitern gibt es auch hier Materialien die eine Bandlücke auf-
weisen, in diesem Fall ein Bereich in der Bandstruktur, in dem keine photonischen Moden
vorhanden sind. Entsprechend können Frequenzanteile eines elektromagnetischen Feldes, die
innerhalb dieser Bandlücke liegen, nicht durch die periodische Struktur propagieren. Dieser
Effekt hat zahlreiche Anwendungen. Photonische Kristalle werden zur Optimierung von La-
sern [62, 61, 128], in Antennen [18], zur Reduzierung von ungewollten Verlusten in Glasfasern
[71, 117] oder als Wellenleiter und Strahlteiler [97, 7] eingesetzt. Neben diesen transversa-
len besitzen diese Strukturen jedoch noch weitere erstaunliche Eigenschaften. Erinnert man
sich an die klassische Elektrodynamik, so ist bekannt, dass sich das elektrische Feld einer
Punktladung unterhalb einer ebenen Grenzfläche durch die Einführung einer Spiegelladung
beschreiben lässt. In Analogie dazu erzeugen freie Ladungen in einem photonischen Kris-
tall Grenzflächen-Polarisationen [134], die wiederum die Coulomb-Wechselwirkung zwischen
zwei oder mehreren Ladungen modifizieren. Damit weist ein photonischer Kristall neben den
weitläufig bekannten transversalen Eigenschaften auch longitudinale Eigenschaften auf. Ins-
besondere um letztere wird es in Kapitel 1 gehen. Die modifizierte Coulomb-Wechselwirkung
hat großen Einfluss auf die exzitonischen Eigenschaften der Halbleiter und führen zu inter-
essanten Signaturen in den Absorptionsspektren [134, 34, 35]. Die vorliegende Arbeit führt
die Erforschung der longitudinalen Eigenschaften fort und erweitert die untersuchten Bereiche
auf die Dynamik und Relaxation der optisch angeregten Ladungsträger. Eine detaillierte Ana-
lyse der exzitonischen Resonanzen wird dabei zeigen, dass die exzitonische Absorption durch
mehrere inhomogene Resonanzen getragen wird. Regt man diese Zustände gezielt an, so zei-
gen die zugehörigen, ebenfalls räumlich inhomogenen Dichten eine interessante Wellenpaket-
Dynamik. Im Langzeit-Limes konvergieren die Elektrondichten gegen inhomogene Gleich-
gewichtsverteilungen [107]. Unter Ausnutzung dieser Gleichgewichtsdichten kann die Laser-
schwelle des Halbleiters durch das Auftreten von lokalem Gain erniedrigt werden [113]. Zu-
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letzt wird in diesem Kapitel noch die Verstärkung der Licht-Materie-Wechselwirkung im Be-
reich der Bandkantenmoden eines eindimensionalen photonischen Kristalls untersucht. Dieser
Abschnitt wird einige interessante transversale Eigenschaften dieser Moden zeigen und ana-
lysieren. Insbesondere wird es dabei auch um so genannte PBE-VCSEL gehen [108].
Für die Untersuchung der kohärenten Ströme stellt sich die Situation grundlegend anders dar.
In diesem Fall erzeugt man bei der optischen Anregung keine räumlichen Inhomogenitäten.
Durch die Interferenz von Ein- und Zwei-Photon-Übergänge werden jedoch Elektronvertei-
lungen angeregt, die zu Ladungs- oder Spinströmen führen können. Diese Ströme beruhen
einzig auf Interferenzphänomenen und werden nicht durch ein statisches äußeres Feld erzeugt.
Das Auftreten solcher ”außergewöhnlicher” Ladungsträgerverteilungen wurde im Jahr 1996
von Atanasov et al. [2] (→ Ladungsströme) und im Jahr 2000 von R.D.R. Bhat und J.E. Sipe
[11] (→ Spinströme) vorhergesagt. Beide Vorschläge konnten experimentell realisiert werden
[50, 131, 130, 60]. Mögliche Anwendungen für die Spinströme könnten in Zukunft aus dem
Bereich der ”Spintronics” kommen [148, 153].
Die vorliegende Arbeit beschäftigt sich mit der Entstehung und Relaxation dieser Ströme. Ins-
besondere soll es dabei um Effekte gehen, die aufgrund der Verwendung eines realistischen,
auf der k ·p-Theorie basierenden Halbleiter-Modells auftreten. Während mit einem idealisier-
ten Halbleiter-Modell grundlegende Strom-Eigenschaften [30, 29] untersucht werden kön-
nen, sind die Ergebnisse des hier vorliegenden Modells charakteristisch für das verwendete
Material und sollten sich auch experimentell nachweisen lassen. Die zur Beschreibung des
Halbleiter-Materials benötigten Parameter entstammen alle experimentellen Messungen. Das
verwendete Modell ist vollständig mikroskopischer Natur und beinhaltet keine Fit-Parameter,
mit denen sich die Dynamik der Halbleiter-Polarisationen und Elektron-Besetzungen belie-
big manipulieren lässt. In den Numerischen Auswertungen zu Kapitel 2 werden ausgewählte
Ladungs- und Spinströme mit den zugehörigen Verteilungen gezeigt, Phasenverschiebungen
sowie die Relaxation aufgrund der Streuung an LO-Phononen untersucht.
Die außergewöhnlichen Ladungsverteilungen dieser Arbeit sind somit zum einen durch Aus-
nutzung der transversalen und longitudinalen Eigenschaften erzeugte räumlich inhomoge-
ne Elektrondichten. Zum anderen sind dies auf der Interferenz von Ein- und Zwei-Photon-
Übergängen beruhende, im k-Raum asymmetrische Besetzungen, die zu einem makroskopi-
schen Strom führen können. Für weitere Details sei auf die Einführungen der beiden Kapitel
in den Abschnitten 1.1 und 2.1 verwiesen.
1 Photonische Kristalle
Eine Studie zu den
transversalen und longitudinalen Eigenschaften
photonischer Kristallstrukturen






Symmetrien sind fundamentale Eigenschaften physikalischer Systeme. In der Festkörperphy-
sik führt die periodische Anordnung von Gitteratomen zur Ausbildung der elektronischen
Bandstrukturen. Je nach Anordnung weisen diese Bandstrukturen die unterschiedlichsten Ei-
genschaften aus. Die atomaren Bestandteile sowie die vorliegende Gittergeometrie bestimmen
unter anderem, ob ein Festkörper ein Leiter, Halbleiter oder Isolator ist. Durch Materialzusam-
mensetzung und Symmetrie lassen sich somit die elektronischen Eigenschaften beeinflussen.
Im Jahr 1987 wurde von S. John [65] und E. Yablonovitch [150] vorgeschlagen, mit einer peri-
odischen Anordnung dielektrischer Materialien Strukturen mit einer photonischen Bandstruk-
tur zu erzeugen in der Hoffnung, durch geschicktes Design die photonischen Eigenschaften
an gewünschte Anforderungen anpassen zu können. In Analogie zur Situation in Festkörpern
sollten sich dabei Strukturen finden lassen, die Eigenschaften wie beispielsweise photonische
Bandlücken aufweisen. Schon damals bekannte, einfache Vertreter solcher Strukturen sind
die so genannten Bragg-Spiegel, in denen zwei Materialschichten mit unterschiedlicher di-
elektrischer Konstante abwechselnd hintereinander periodisch angeordnet werden. Soll die
Bragg-Struktur um eine bestimmte Frequenz herum für eine gegebene Propagationsrichtung
eine photonische Bandlücke aufweisen, müssen dafür lediglich die Schichtdicken jeweils ei-
nem Viertel der zu dieser Frequenz gehörenden lokalen Materialwellenlänge entsprechen. Fre-
quenzanteile von elektromagnetischen Wellen, die innerhalb der Bandlücke liegen, werden in
Richtung der Periodizität vollständig von der Bragg-Struktur reflektiert, da in diesem Bereich
keine optischen Moden vorhanden sind, die eine Propagation ermöglichen.
Photonische Kristalle werden im Allgemeinen nach der Anzahl der Raumrichtungen, in denen
eine periodische Strukturierung vorliegt, charakterisiert. Abbildung 1.1 zeigt drei einfache
Beispiele für verschieden dimensionale photonische Kristalle. Seit dem Vorschlag aus dem
Abbildung 1.1: Von links nach rechts: Beispiele für ein-, zwei und dreidimensionale photoni-
sche Kristalle. Der dreidimensionale photonische Kristall stellt eine so genannte Woodpile-Struktur
(Holzstapel) dar.
Jahr 1987 widmete man sich in den folgenden Jahren intensiv der theoretischen und experi-
mentellen Erforschung geeigneter Strukturen sowie deren Realisierung. Bei der Herstellung
werden die unterschiedlichsten Verfahren verwendet.
Für eindimensionale Strukturen werden im Wesentlichen die Techniken und Fabrikations-
schritte verwendet, die auch bei der Herstellung von Quantenfilm-Strukturen zum Einsatz
kommen. Dabei wird in der Regel Atomlage für Atomlage auf ein Basismaterial aufgebracht.
Die Fabrikationsschritte sind mittlerweile sehr weit entwickelt und erlauben die Herstellung
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von Strukturen mit nahezu atomarer Präzision.
Bei der Fabrikation von zweidimensionalen photonischen Kristallen kommen häufig Ätztech-
niken zum Einsatz. Hierbei wird zunächst eine Ätzmaske auf das zu bearbeitende Material
aufgebracht, die dann über den Ätzvorgang auf den Kristall übertragen wird. Danach wird die
Maske in der Regel wieder entfernt. Wie man sich leicht vorstellen kann, eignen sich diese
Ätztechniken im Wesentlichen nur zur Herstellung zweidimensionaler photonischer Kristalle.
Diese werden vor allem als quadratisch oder hexagonal innerhalb eines homogenen Materials
angeordnete zylindrische Strukturen realisiert [147, 49, 47]. Durch das Einbringen von Stör-
stellen, d.h. das Weglassen einzelner Zylinder oder auch ganzer Zylinderreihen, eignen sich
diese Strukturen hervorragend als Resonatoren oder Wellenleiter.
Bei der Herstellung dreidimensionaler photonischer Kristalle wurden in den letzten Jahren
häufig von mehreren Laserstrahlen erzeugte Interferenzmuster auf spezielle Photolacke über-
tragen [96]. Die belichteten Bereiche härten dabei aus, die unbelichteten Bereiche können
sich danach leicht entfernt werden. Mit dieser Technik lassen sich photonische Kristalle mit
beachtlicher Größe und hoher Qualität herstellen. Typische Vertreter dreidimensionaler pho-
tonischer Kristalle sind Yablonivite- , Lincoln-log-, Woodpile- oder inverse Opal-Strukturen
[58, 80, 79, 23, 26, 96, 43]. Dabei konnten teilweise sogar Materialien hergestellt werden, die
eine komplette dreidimensionale photonische Bandlücke aufweisen.
Photonische Kristalle haben einige praktische Anwendungen. Sie werden zur Optimierung
von Lasern [62, 61, 128], in Antennen [18], zur Reduzierung von ungewollten Verlusten in
Glasfasern [71, 117] oder als Wellenleiter und Strahlteiler [97, 7] eingesetzt. Viele Ergebnisse
und Vorschläge sind insbesondere für die Telekommunikationsbranche interessant, die sich
neue Möglichkeiten in der optischen Datenübertragung erhofft. Die meisten Forschungspro-
jekte sind daher auf die Erforschung und Anwendung der transversalen Eigenschaften von
photonischen Kristallen fokussiert. Einen guten Überblick über den aktuellen Forschungs-
stand einiger deutscher Arbeitsgruppen liefert das aus dem DFG-Schwerpunkt ”Photonische
Kristalle” hervorgegangene Buch ”Photonic Crystals - Advances in Design, Fabrication, and
Characterization” [21].
In diesem Zusammenhang stellt sich die Frage, ob sich photonische Kristalle wirklich nur
auf ihre transversalen Eigenschaften reduzieren lassen. Für homogene Medien liefern die
Maxwell-Gleichungen neben den für die Lichtpropagation relevanten Wellengleichungen
schließlich auch die Grundlagen für die Coulomb-Wechselwirkung zwischen geladenen Teil-
chen [63]. Die Antwort auf diese Frage geben T. Stroucken et. al. in dem Artikel ”Excitons in
photonic crystals” [134]. In einem photonischen Kristall führen durch freie Ladungen indu-
zierte Grenzflächenpolarisationen zu einer Modifizierung der Coulomb-Wechselwirkung. Die-
se stark abstandsabhängigen, longitudinalen Eigenschaften photonischer Kristalle führen je-
doch nur in der unmittelbaren Umgebung dieser Grenzflächen zu merklichen Modifikationen.
Für die reine Propagation von elektromagnetischen Wellen spielen die longitudinalen Effek-
te nur eine untergeordnete Rolle. Viele untersuchte photonische Kristallstrukturen beinhalten
jedoch auch optisch aktive Materialien wie Halbleiter. In diesen Systemen können durch opti-
sche Anregung freie Ladungsträger erzeugt werden. Die Coulomb-Wechselwirkung spielt für
die mikroskopischen Vorgänge innerhalb der Halbleiter eine große Rolle und führt unter an-
derem zum Auftreten von Exzitonen. Je nach Lage des Halbleiters innerhalb der photonischen
Kristallstruktur sollten sich die longitudinalen Beiträge als mehr oder weniger signifikante
Änderungen der Halbleiter-Eigenschaften zeigen. In den letzten Jahren sind entsprechende
Untersuchungen zu den modifizierten exzitonischen Eigenschaften solcher Strukturen durch-
geführt worden [35, 34, 106]. Diese Untersuchungen sollen im Folgenden fortgeführt werden.
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Dafür soll zunächst in Abschnitt 1.2 mit Hilfe der klassischen Lagrangedichten und des
Übergangs zur zweiten Quantisierung eine semiklassische Theorie eingeführt werden, mit
der sich die Licht-Materie-Wechselwirkung zwischen einem klassischen elektromagnetischen
Feld und den quantenmechanischen Halbleiter-Kohärenzen beschreiben lässt. Hierbei wer-
den die transversalen und longitudinalen Feldanteile durch Verwendung der verallgemeiner-
ten Coulomb-Eichung [137, 143] von einander getrennt. Die finalen Ergebnisse dieses Ab-
schnitts stellen die so genannten Maxwell-Halbleiter-Bloch-Gleichungen für den transversa-
len Anteil und die Selbstkonsistenzgleichung des dielektrischen Verschiebungsfeldes für den
longitudinalen Anteil dar. Für die numerische Implementierung der Maxwell-Gleichungen
wird in Abschnitt 1.3 mit dem FDTD-Algorithmus ein geeignetes Verfahren vorgestellt, mit
dem die Lichtfeld-Propagation simuliert werden kann. Durch Kombination mit dem Predictor-
Corrector-Algorithmus [110], der für die Halbleiter-Dynamik verwendet wird, lässt sich das
vollständige gekoppelte Gleichungssystem, d.h. die Maxwell-Halbleiter-Bloch-Gleichungen,
selbstkonsistent lösen. Damit sind alle radiativen Zerfallsprozesse der Halbleiter-Kohärenzen
sowie die Absorption und optische Verstärkung des Lichtfelds berücksichtigt. In diesem Zu-
sammenhang wird auch beschrieben, wie man den FDTD-propagierten, selbstkonsistenten
Feldern Absorptionsspektren entnehmen kann. Mit der Herleitung des Hamilton-Operators
und den zugehörigen Heisenberg-Gleichungen für das durch den photonischen Kristall räum-
lich inhomogene Halbleiter-System sowie einigen Bemerkungen zu möglichen Näherungen
bei der Beschreibung von Dephasierungs- und Relaxationsmechanismen in den Abschnitten
1.4 und 1.5 wird die Beschreibung der theoretischen Grundlagen abgeschlossen.
Die folgenden drei Abschnitte 1.6–1.8 liefern einige Anwendungen. Dabei konzentrieren sich
die ersten beiden Abschnitte mehr auf die durch die Coulomb-Modifikationen hervorgeru-
fenen exzitonischen Effekte in räumlich inhomogenen Halbleitern, während im dritten Ab-
schnitt die verstärkte Licht-Materie-Kopplung in eindimensionalen photonischen Kristallen
mit räumlich homogenen Halbleiter-Quantenfilmen untersucht wird. Diese separate Untersu-
chung der transversalen und longitudinalen Eigenschaften wurde gewählt, da zum einen die
Trennung eine einfachere Zuordnung der Effekte ermöglicht und zum anderen eine gemeinsa-
me Untersuchung beider Effekte numerisch sehr aufwendig gewesen wäre. Abschließend soll
in Abschnitt 1.9 ein kurzes Resümee über das gesamte Kapitel gezogen werden.
1.2 Die Maxwell-Halbleiter-Bloch-Gleichungen
In diesem Abschnitt sollen kurz die Maxwell-Halbleiter-Bloch-Gleichungen eingeführt und
die Zerlegung der elektromagnetischen Felder in ihre longitudinalen und transversalen Antei-
le gezeigt werden. Zudem sollen die dabei üblichen Näherungen und Methoden an das durch
den photonischen Kristall inhomogene System angepasst werden. Das Ziel der theoretischen
Betrachtungen ist eine selbstkonsistente Theorie für die gekoppelte zeitliche Entwicklung des
elektromagnetischen Feldes und der optischen Anregung des Halbleiter-Materials, die gleich-
zeitig auch die elektrostatischen Eigenschaften des Materials korrekt beschreibt. Dafür soll
eine semi-klassische Theorie verwendet werden, d.h. der Halbleiter wird mit einer mikrosko-
pischen Theorie beschrieben, während die Dynamik des elektromagnetischen Feldes über die
Maxwell-Gleichungen klassisch behandelt wird.
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1.2.1 Maxwell-Gleichungen in inhomogenen linearen Medien
Die Propagation von elektromagnetischen Wellen durch ein makroskopisches inhomogenes
Material wird durch die räumlich inhomogenen Maxwell-Gleichungen bestimmt:
∇ · D = ρ , (1.1)
∇ · B = 0 , (1.2)
∇× E + ∂
∂t
B = 0 , (1.3)
∇× H− ∂
∂t
D = j . (1.4)
Dabei ist E und H die makroskopischen elektrischen und magnetischen Felder, D und B
das dielektrische Verschiebungsfeld und die magnetische Induktion sowie ρ und j die frei-
en Ladungs- und Stromdichten im inhomogenen Material. Neben den Maxwell-Gleichungen
müssen auch die Bewegungsgleichungen der darin vorkommenden Quellterme, d.h. der
Ladungs- und Stromdichten, bekannt sein sowie die grundlegenden Zusammenhänge D =
D[E] und B = B[H], welche die makroskopischen mit den mikroskopischen Feldern ver-
binden. Diese Relationen können je nach Situation beliebig kompliziert sein, wenn z.B. ani-
sotrope, nicht-lokale, frequenzabhängige und vielleicht sogar nicht-lineare Medien vorliegen.
Im Folgenden soll ein einfaches Modell eines dielektrischen photonischen Kristalls aus nicht
magnetischen Materialien (⇒ µ(r) = 1) verwendet werden. Dafür sollen die Zusammenhän-
ge D[E] und B[H] über lineare Gesetze beschreiben werden:
D = ε0ε(r)E und B = µ0H (1.5)
Dabei sind ε(r) die dielektrische Konstante und µ0 die magnetische Suszeptibilität. Die dielek-
trische Funktion ist im gewählten Modell unabhängig von der Frequenz und nimmt den Wert
des lokalen Mediums an, d.h. sie ist innerhalb eines homogenen Teilvolumens räumlich kon-
stant. Alle anderen auch nicht-linearen Beiträge von D[E] werden durch die Licht-Materie-
Wechselwirkung beim Lösen der mikroskopischen Gleichungen des Halbleiter-Materials be-
rücksichtigt.
Wie üblich sollen die Maxwell-Gleichungen im Folgenden durch Einführung des Vektor- und
Skalarpotentials
B = ∇× A und E = −Ȧ −∇φ (1.6)
gelöst werden. Durch Einsetzen in die inhomogenen Maxwell-Gleichungen erhält man zwei
gekoppelte Gleichungen:
∇×∇× A + ε0ε(r)
∂2
∂t2








Damit ist das Skalarpotential keine wirklich unabhängige Variable. Bei der Einführung des
Vektor- und Skalarpotentials hat man jedoch noch die Freiheit, eine geeignete Eichtransfor-
mation [63] vorzunehmen. In homogenen Medien, d.h. ε(r) = const, verwendet man häufig
zur Trennung der transversalen und longitudinale Feldanteile die Coulomb-Eichung∇·A = 0.
Im homogenen Fall hängt das Skalarpotential damit nur noch von der Ladungsdichte ab. In der
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semiklassischen Näherung wird dieser Anteil des elektrischen Feldes voll quantenmechanisch
behandelt (→Coulomb-Wechselwirkung), während der zum Vektorpotential gehörende Anteil
(→ Lichtfeld-Propagation, etc.) klassisch behandelt wird. In inhomogenen Medien führt die
Ortsabhängigkeit der dielektrischen Konstante bei Verwendung der gewöhnlichen Coulomb-
Eichung zu nicht verschwindenden Beiträgen zum Skalarpotential, selbst bei Abwesenheit von
externen Ladungen. Daher ist anstelle der normalen die verallgemeinerte Coulomb-Eichung
[143, 137]
∇ · ε(r)A(r) = 0 (verallgemeinerte Coulomb-Eichung) (1.9)
zu verwenden. Diese Eichung zerlegt das dielektrische Verschiebungsfeld in seine longitudi-
nalen und transversalen Anteile:
D = DL + DT mit DT = −ε(r)Ȧ und DL = −ε(r)∇φ (1.10)
Für Teilvolumina Gi mit konstanter dielektrischer Funktion, d.h. ε(r) = const für r ∈ Gi,
geht die verallgemeinerte in die herkömmliche Coulomb-Eichung über.
In der semiklassischen Theorie werden die transversalen Anteile des dielektrischen Verschie-







B = 0 (1.11)
∇× B − µ0
∂
∂t
DT = µ0jT (1.12)
zu lösen, wobei jT der transversale Anteil der Stromdichte ist, der als Quellterm für den klas-
sischen Anteil des elektromagnetischen Feldes dient.
1.2.2 Die makroskopische Halbleiter-Polarisation
als Quellterm der transversalen Wellengleichungen
Für ein inhomogenes Material, das aus einem passiven photonischen Kristall und einem
aktiven Halbleiter zusammengesetzt ist, soll im Folgenden gezeigt werden, welche Bezie-
hung zwischen den mikroskopischen Halbleiter-Kohärenzen und dem transversalen Anteil der
Stromdichte besteht. Dafür muss zunächst der Hamilton-Operator des Gesamtsystem auf-
gestellt werden. Für die klassischen Anteile entspricht dieser der Hamilton-Funktion. Der
Hamilton-Operator besteht im Wesentlichen aus drei Termen [56] H = H0 + HI + HC ,
wenn man von der Wechselwirkung mit Phononen absieht. Dabei berücksichtigt H0 die
Einteilchen-Bandstruktur, HI die Licht-Materie- und HC die Coulomb-Wechselwirkung,
wobei HI auf die Wechselwirkung mit einem klassischen Lichtfeld beschränkt wird. Die
Coulomb-Wechselwirkung wird durch den longitudinalen Anteil des elektromagnetischen Fel-
des bestimmt. Im Folgenden soll die exakte Form des semiklassischen Hamilton-Operators
ausgehend vom klassischen Lagrange-Formalismus hergeleitet werden. Dafür wird für die
Wechselwirkung zwischen den Halbleiter-Elektronen und dem Lichtfeld die so genannte mi-
nimale Kopplung [25]
p → p − qA und V → qφ (1.13)
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eingeführt. Mit dieser Ersetzung liefert die klassische Hamilton-Funktion H = p2/(2m) + V















(p − qA) = v
(1.14)
Bildet man von der zweiten Gleichung die Zeitableitung, erhält man durch Einsetzen der ersten




ṙ = ṗ − qȦ− q(ṙ · ∇)A
= q
[
− (Ȧ + ∇φ) +
∑
i




= q[E + v × B] (1.15)
Unter Verwendung der minimalen Kopplung hat die Schrödinger-Gleichungen für die
Elektron-Feldoperatoren nach der Quantisierung, d.h. H(p, ...) → H(−i~∇, ...), aufgrund








= [(p − qA)2/(2m) + Vext + qφ]ψ+
(1.16)
Hierbei ist ψ+(r) der Erzeuger und ψ(r) der Vernichter eines Elektrons am Ort r. Zur Auf-
stellung des Hamilton-Operators, der neben der Einteilchen-Bandstruktur der Teilchen auch
die Wechselwirkung mit dem semiklassischen elektromagnetischen Feld beinhaltet, muss zu-
























(p − qA)2 + Vext + qφ]ψ(r)
(1.17)




















(D · E− B ·H) (1.19)
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entspricht dem Anteil des freien elektromagnetischen Feldes und der dritte Teil
LI = −ψ+(r)
[





steht für die Wechselwirkung zwischen beiden Systemen. Unter Anwendung der Funktional-
ableitung [48] liefert die Lagrange-Funktion die klassischen Bewegungsgleichungen, wobei



















= −∇ε0ε(r)(Ȧ + ∇φ) − qψ+ψ = 0











∇×∇× A + q
m
ψ+(p − qA)ψ = −Ḋ
⇒ ∇× H − Ḋ = q
m
ψ+(p − qA)ψ = j
(1.23)








































(p − qA)2 + Vext + qφ
]




Wegen πφ = 0 ist das Skalarpotential φ keine unabhängige Variable und soll im Folgenden
durch die anderen dynamischen Größen ersetzt werden. Unter Ausnutzung der verallgemeiner-
ten Coulomb-Eichung ∇·ε(r)A(r) wird dafür zunächst der erste Term der Lagrange-Funktion
(1.17) umgeformt:
∫
ε0ε(r)(Ȧ + ∇φ)2 d3r =
∫
ε0ε(r)[Ȧ
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In dieser Eichung entspricht die Ladungsdichte der Divergenz des longitudinalen dielektri-
schen Verschiebungsfeldes:
ρ = ∇ · D = −∇ · [ε0ε(r)(Ȧ + ∇φ)] = −∇ · [ε0ε(r)∇φ] = ∇ · DL (1.27)







ε0ε(r)(∇φ)2 d3r = −
∫
d3r ∇φ · DL
=
∫




und die Hamilton-Funktion aufgestellt werden:
H =
∫
πφφ̇+ πAȦ + πψψ̇ + πψ+ψ̇






















Wird noch das Coulomb-Potential als Lösung der Poisson-Gleichung mit Delta-Inhomogenität
−∇ · ε0ε(r)∇V C(r, r′) = δ(r − r′) ⇒ φ(r) =
∫
V C(r, r′)ρ(r′) d3r′ (1.30)
eingeführt und die Darstellung der Ladungsdichte über die Feldoperatoren ρ(r) = qψ+(r)ψ(r)
























Die Bewegungsgleichungen der transversalen Felder erhält man weiterhin nach dem klassi-







ψ+(p − qA)ψ (1.32)
für die Stromdichte angeben. Mit dem Kommutator [(p− qA)2, r] = −2i~(p− qA) und den
Schrödinger-Gleichungen für die Feldoperatoren (1.16) lässt sich damit der Zusammenhang









ψ+(p − qA)ψ = j (1.33)
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angeben. Der makroskopische Polarisationsstrom wird über die Heisenberg-Gleichung be-
stimmt, so dass insgesamt folgendes Gleichungssystem, die so genannten Maxwell-Halbleiter-


















Damit muss nun nur noch der longitudinale Anteil weiter ausgewertet werden.
1.2.3 Der longitudinale Feldanteil
Im vorigen Abschnitt wurde das Coulomb-Potential V C(r, r′) formal über die Poisson-
Gleichung (1.30) eingeführt. Bis auf wenige Ausnahmen wie ein homogenes Medium, zwei
dielektrische Medien, die durch eine ebene Grenzfläche getrennt sind, oder eine dielektrische
Kugel in einem homogenen Medium (vgl. dazu [63, 106, 6, 33]) kann die Poisson-Gleichung
(1.30) nicht analytisch gelöst werden. Für eine numerische Lösung ist es vorteilhafter mit einer
Integralgleichung zu arbeiten [135, 95, 106]:
V C(r, r′) = − 1
4π
∫
d3r′′ ∇′′ 1|r′′ − r| · E
l(r′′, r′) , (1.35)
Hierbei ist El(r, r′) = −∇V C(r, r′) das elektrische Feld am Ort r, das durch eine am Ort r′
positionierte Einheitsladung erzeugt wird. Bei der Herleitung wird lediglich folgende Darstel-
lung der Delta-Distribution




|r − r′′| (1.36)
aus [63] verwendet und partiell integriert. Die dielektrische Funktion wird als stückweise kon-
stant angesetzt, was eine übliche Näherung in photonischen Kristallen ist. Das Volumeninte-
gral in (1.35) kann teilweise ausgeführt werden, wenn man die Randbedingungen
ni(r) · Di(r) = ni(r) · Dj(r) r ∈ ∂Gij (1.37)
ni(r) × Ei(r) = ni(r) × Ej(r) r ∈ ∂Gij (1.38)
für das elektrische Feld El und das dielektrische Verschiebungsfeld Dl an den Grenzflächen
Gij zwischen zwei MedienGi undGj mit unterschiedlicher dielektrischer Konstante ausnutzt.
Der Vektor ni(r) ist dabei die Normale auf der Grenzfläche ∂Gij am Ort r in Richtung Gj .
Zudem ist zu beachten, dass die dielektrische Funktion ε(r) innerhalb der Gebiete Gi konstant
ist
ε(r) = εi = const für r ∈ Gi (1.39)
und dadurch innerhalb der VolumenGi beliebig mit den Ableitungsoperatoren vertauscht wer-
den kann. Zunächst wird Gleichung (1.35) jedoch mit Hilfe der Produktregel auf folgende
Form gebracht:




























1.2 Die Maxwell-Halbleiter-Bloch-Gleichungen 15
Unter Ausnutzung der Poisson-Gleichung (1.30) wird aus dem ersten Teil nichts anderes als







|r − r′| (1.41)
Der zweite Teil von Gleichung (1.40) umfasst die Coulomb-Modifikationen durch den photo-
nischen Kristall. Unter Verwendung des Gauß’schen Satzes kann dieser Anteil auf folgende
Form gebracht werden:














Das Oberflächenintegral ∂Gi kann nun in eine Summe von Integralen über die Grenzflächen
∂Gij zerlegt werden:













′′, r′) − Elj(r′′, r′)
]
mit ni(r) = −nj(r) für r ∈ ∂Gij
(1.43)
Mit den Stetigkeitsbedingungen (1.37) und der Material-Gleichung (1.5) ergeben sich daraus
folgende durch den photonischen Kristall hervorgerufene Coulomb-Korrekturen:


















Damit hat das Coulomb-Potential V C zwei Beiträge. V0 ist das gewöhnliche Coulomb-
Potential, das mit dem lokalen Wert der dielektrischen Funktion statisch abgeschirmt wird.
Der zweite Term, die Coulomb-Inhomogenität δV , wird durch die an den Grenzflächen ∂Gij
induzierten Oberflächenpolarisationen erzeugt. Für einen großen Beitrag von δV sollte der
dielektrische Kontrast groß und der Abstand der Ladung zur Oberfläche möglichst klein sein.
Im Gegensatz zu homogenen Medien ist das Coulomb-Potential in inhomogenen Medien nicht
nur vom Relativabstand, sondern explizit von beiden Koordinaten r und r′ abhängig.
Für die numerische Berechnung sollte das Coulomb-Potential durch Anwendung des Opera-
tors −4πε0ε(rγ)ni ·∇[· · · ] auf den homogenen (1.41) und inhomogenen (1.44) Anteil in eine
Selbstkonsistenz-Gleichung für die Normalkomponente des dielektrischen Verschiebungsfel-
des
Dni(r, r
′) = ni(r) · Dl(r, r′) (1.45)
transformiert werden:
4πDni(r, r
′) = ni(r) ·
r − r′



















Hierbei ist rγ = r − γni(r) eine infinitesimale Verschiebung des Ortes r von der Grenzflä-
che Gij weg in das Gebiet Gi hinein. Dieses Konstrukt wird notwendig, da man anstelle ei-
nes stetigen Verlaufs der dielektrischen Funktion an den Grenzflächen näherungsweise einen
sprunghaften Übergang angesetzt hat. Durch die infinitesimale Verschiebung ist zum einen
die dielektrische Konstante eindeutig definiert, zum anderen wird das Auftreten von Singu-
laritäten vermieden. Ein solcher Grenzprozess ist aufgrund der Stetigkeitsbedingung (1.37)


















|r − r′′|3 − 2π · δ(r − r
′′)
(1.47)
Die Gültigkeit des Limes (1.47) lässt sich für einfache Geometrien (ebene Grenzfläche, Zy-
lindermantel, Kugel) durch kurze Rechnung analytisch nachweisen, dürfte aber auch für be-
liebige glatte Oberflächen erhalten bleiben. Für den einfachen Fall von nur zwei Medien mit



















|r − r′′|3 ·Dn1(r
′′, r′)
(1.48)
als Selbstkonsistenzgleichung für die Normalkomponente des dielektrischen Verschiebungs-
feldes. Dies ist eine Fredholm-Integralgleichung vom Typ 2 [3]. Eine numerische Lösung ist
mit den in Referenz [110] vorgeschlagenen Methoden möglich (vgl. dazu auch [106]).
1.3 Finite-Difference-Time-Domain (FDTD)
In diesem Abschnitt sollen kurz die Grundlagen der Finite-Difference-Time-Domain (FDTD)
Methode vorgestellt werden, mit deren Hilfe die Lichtpropagation in diesem Kapitel nume-
risch gelöst werden soll. Wie der Name schon besagt, basiert der FDTD-Code im Wesentli-




f(x+ ∆x) − f(x− ∆x)
2∆x
+O(∆x2) (1.49)
für die erste Ableitung [110]. Für die Herleitung dieser so genannten zentralen Differenz sub-
trahiert man die Taylor-Darstellung








der Funktionswerte zu den Orten x±dx voneinander. Diese Zentrale-Differenzen-Formel wird
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angewendet. Hierbei sind ε(r) die Dielektrizitätskonstante und µ(r) die magnetische Permea-
bilität. Wie schon bei der Herleitung der Maxwell-Halbleiter-Bloch-Gleichungen erwähnt, soll
die photonische Kristallstruktur näherungsweise als Zusammensetzung verlustfreier, linearer,
unmagnetischer (µ(r) = 1) und frequenzunabhängiger Medien betrachtet werden kann. Damit
sind beide Funktionen reell und stückweise konstant.
Bei dem gekoppelten Gleichungssystem hängt die zeitliche Entwicklung des elektrischen Fel-
des nur vom aktuellen magnetischen Feld ab. Denkt man an eine numerische Implementierung
der Zeitableitung, hängt der neue Wert des elektrischen Feldes E(r, t+ ∆t) nur vom vorheri-
gen Wert E(r, t−∆t) und dem aktuellen Wert des magnetischen Feldes H(r, t) ab. Analoges
gilt für das magnetische Feld:












Damit müssen beide Felder bei der numerischen Lösung der Maxwell-Gleichungen nicht zum
gleichen Zeitpunkt bekannt sein. Man kann also das magnetische Feld zu den Zeitpunkten
t ∈ {...,−2∆t,−∆t, 0,∆t, 2∆t, ...} und das elektrische Feld zu den um ∆t/2 verschobenen
Zeitpunkten t ∈ {...,−3∆t/2,−∆t/2,∆t/2, 3∆t/2, ...} berechnen.
Die Diskretisierung der Ortsableitung ist etwas aufwendiger. Eine einfache Verschiebung des
H-Gitters analog zum Formalismus bei der Zeitableitung bringt jedenfalls nicht den gewünsch-
ten Erfolg. Man kann jedoch durch geeignete Platzierung der einzelnen Feldkomponenten ver-
suchen, an jedem Punkt des Raumgitters nur eine dieser Komponenten berechnen zu müssen.




















stellt man fest, dass zum Bilden der Finite-Differenz-Ableitungen folgende Anordnungen der
Felder entlang der kartesischen Raumrichtungen bekannt sein müssen:
• x-Richtung: Abfolge ..., Hy, Ez, Hy, Ez, ..., bzw. ..., Ey, Hz, Ey, Hz, ...
• y-Richtung: Abfolge ..., Hz, Ex, Hz, Ex, ..., bzw. ..., Ez, Hx, Ez, Hx, ...
• z-Richtung: Abfolge ..., Hx, Ey, Hx, Ey, ..., bzw. ..., Ex, Hy, Ex, Hy, ...
Damit liegen z.B. die Komponenten Hy und Ez im Raumgitter in x-Richtung auf einer Ge-
raden, wobei analog zur Zeitdiskretisierung Hz um einen halben Schritt ∆x gegenüber Ez
verschoben ist. Durch geschickte Anordnung aller Abfolgen im Raumgitter erhält man dar-
aus, wie in Abbildung 1.2 dargestellt, den Yee-Würfel [136]. Definiert man nun
(i, j, k, n) = (i∆x, j∆y, k∆z, n∆t) (1.54)
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Abbildung 1.2: Platzierung der Feldkomponenten im Raumgitter nach Yee [151, 136]. Entlang
der grünen Linie kann die Finite-Differenz-Ableitung dHydz sowie entlang der roten Linie die Finite-
Differenz-Ableitung dHzdy zur Gitterposition von Ex berechnet werden.
































Bei der zeitlichen und räumlichen Diskretisierung ist zu beachten, dass die Courant-
Stabilitätsbedingung ∆x ≥ c∆t erfüllt wird. Damit kann man nun die FDTD-Gleichungen




























































































Die Gleichungen der anderen Komponenten ergeben sich durch zyklische Permutation der







Die bisher gezeigten FDTD-Gleichungen sind nur auf einem unendlich großen Raumgitter
gültig. Für eine numerische Implementierung sind daher noch Randbedingungen zu setzen,
damit die Simulation auf ein endliches Volumen beschränkt werden kann.
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1.3.1 Mur-Randbedingungen zweiter Ordnung [98]
Zunächst werden im Rahmen dieser Arbeit nur optische Anregungen mit einem als ebene
Welle einfallenden und in eine kartesische Raumrichtung propagierenden Lichtfeld simuliert.
Damit bietet sich an, für die Raumrichtungen senkrecht zur Propagationsrichtung periodische
Randbedingungen zu verwenden. Propagiert das Lichtfeld in x-Richtung, muss nur noch die
Behandlung der Ränder in dieser Raumrichtung geklärt werden. Die dabei wohl am häufigsten
verwendete Methode ist die Beschreibung der Randbedingungen über J.-P. Berenger’s Per-
fectly Matched Layers (PML) [9, 10, 136]. Diese Randbedingungen basieren auf der Idee, am
Rand ein absorbierendes Medium einzubauen, das ohne Reflexionen die komplette elektro-
magnetische Welle schluckt. Da diese schon in der Doktorarbeit von Matthias Reichelt [112]
ausführlich beschrieben worden sind, soll an dieser Stelle mit den nach G. Mur benannten
Randbedingungen zweiter Ordnung [98, 136] eine alternative Methode vorgestellt werden.
Diese sind zwar weniger effektiv, haben aber bei den FDTD-Simulationen dieser Arbeit keine
merklichen Unterschiede zu den Rechnungen mit U(niformly)PML-Randbedingungen gelie-
fert. Der Vorteil der Mur- gegenüber den UPML-Randbedingungen ist, dass sie leichter zu
implementieren und numerisch weniger aufwendig sind. Zudem ist ihre Funktionsweise leicht
nachvollziehbar.
Die Grundlage der Mur-Randbedingungen liefert die ”one-way”-Wellengleichung von B. Eng-








∂2t )f = 0 ⇔ Lf = 0 (1.58)
und zerlegt den Operator L für eine Propagation in x-Richtung formal in folgender Weise:
Lf = L+L−f = 0
L± = ∂x ± 1c∂t
√












Die Operatoren L± sind Pseudo-Differential-Operatoren, da sie nicht direkt auf eine Funkti-
on angewandt werden können. Formal beschreibt der Operator L− eine Propagation in (-x)-
Richtung, der L+-Operator eine Propagation in (+x)-Richtung. Dies wird ganz offensichtlich
für eine in x-Richtung propagierende ebene Welle, da hier S2f = 0 gilt:
L±f = ∂x ±
1
c
∂tf = 0 ⇒ Lösung f(x∓ ct) (1.60)
Falls die Wirkung des Operators S als kleine Störung angesehen werden kann, d.h in der Pra-
xis, falls die partiellen Ableitungen ∂y und ∂z klein im Vergleich zu c−1∂t sind, kann man die
Wurzel in den Pseudo-Differential-Operatoren L± mit Hilfe einer Taylor-Reihe entwickeln:
√
1 − S2 ' 1 − 1
2
S2 +O(S4) (1.61)
Eine solche Entwicklung funktioniert besonders gut für nahezu senkrecht auf die Grenzfläche
auftreffende Wellen. Wendet man die partielle Zeitableitung ∂t auf die Gleichungen (1.60) an
und verwendet dabei die Taylor-Darstellung (1.61) erhält man folgende Gleichungen:
∂tL








z )f = 0 bei x = 0
∂tL






(∂2y − ∂2z )f = 0 bei x = xmax
(1.62)
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G. Mur entwickelte diese Gleichung in Finite-Differenz-Form. Nimmt man an, dass die Funk-
tion f auf den Positionen (i,j,k) zum Zeitpunkt n bekannt ist, berechnet man dafür die Ablei-





















z müssen auf dem Hilfspunkt
i = 1
2
ausgewertet werden. Dafür mittelt G. Mur die zu den regulären Punkten i = 0 und i = 1


















f |n1,j,k − f |n0,j,k
2
(1.64)
Löst man nun die Finite-Differenz-Darstellung von (1.62) nach f |n+10,j,k auf, erhält man mit
α = c∆t/∆x in einem quadratischen Gitter ∆x = ∆y = ∆z:
f |n+10,j,k = −f |n−11,j,k +
α− 1
α+ 1
(f |n+11,j,k + f |n−10,j,k) +
2
α + 1






























Auf dieselbe Art und Weise lässt sich auch die Randbedingung für x = xmax aufstellen. Die-
se unterscheidet sich nur unwesentlich von der hier gezeigten Randbedingung und soll daher
nicht angegeben werden. Die Randbedingungen lassen sich leicht auf das Yee-Gitter über-
tragen. Dabei ist lediglich darauf zu achten, dass die Feldkomponenten teilweise um ∆x/2
verschoben sind. Bei der numerischen Implementierung sind die Randbedingungen nur auf
die Feldkomponenten anzuwenden, die genau auf dem Rand liegen. Dies sind entweder Hy,
Hz oder Ey und Ez. Für Hx und Ex können die FDTD-Gleichungen normal gelöst werden, da
hier keine z-Ableitung benötigt wird.
Die Mur-Randbedingungen haben sich bei den FDTD-Simulationen dieser Arbeit bewährt.
Dies sollte vor allem daran liegen, dass das eingekoppelte Lichtfeld immer als eine in Rich-
tung der Randbedingungen propagierende ebene Welle angesetzt worden ist. Die Ebene senk-
recht dazu wurde an die Periode des photonischen Kristalls angepasst. Damit können hier
periodische Randbedingungen verwendet werden. Das vom photonischen Kristall reflektierte
und transmittierte Licht sollte daher, sofern die Ränder weit genug vom Kristall entfernt sind,
weitgehend normal auf die Grenzfläche treffen, womit die Taylor-Entwicklung (1.61) eine gu-
te Näherung darstellen sollte. Im Folgenden soll beschrieben werden, wie man das Lichtfeld
in den Simulationsraum einkoppelt.
1.3.2 Einkopplung des Feldes
Für die Einkoppelung des Lichtfelds wird die ”Total-Field Scattered-Field” Methode (vgl.
[136]) verwendet. Dafür zerlegt man das gesamte Feld in seine einlaufenden und gestreuten
Anteile:
E = Einc + Escat H = Hinc + Hscat (1.66)
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Für eine in x-Richtung propagierende Welle ist dies nur für die Ey, Ez, Hy und Hz Kom-
ponenten notwendig. Wird die Welle in der (x0 = i0∆x)-Ebene eingekoppelt, werden die
FDTD-Gleichungen unterhalb (x < x0) dieser Ebene nur für das gestreute Feld gelöst. Damit
























































der einlaufende Anteil addiert bzw. von den bei der Berechnung von Ey|n+1/2i0−1/2,j,k+1/2|scat und
Ez|n+1/2i0−1/2,j+1/2,k|scat verwendeten Ortsableitungen
(





















der einlaufende Anteil subtrahiert werden. Wenn für das einlaufende Feld eine ebene Welle
angesetzt wird, kann es an den Orten x = i0∆x und x = (i0 + 1/2)∆x analytisch berechnet
werden. Somit muss nur noch abschließend geklärt werden, wie man die Halbleiter-Bloch-
Gleichungen an die FDTD-Gleichungen koppeln kann.
1.3.3 Numerische selbstkonsistente Lösung der
Maxwell-Halbleiter-Bloch-Gleichungen
Beinhaltet der photonische Kristall als aktives Medium einen Halbleiter, müssen neben den




















〈[H(E), p(r, t)]〉 mit P = dp + c.c.
(1.69)
Hierbei ist P die makroskopische, p die mikroskopische Polarisation und d das Dipol-
Matrixelement. Über den Licht-Materie-Anteil HI vom Hamilton-Operator H können im
Halbleiter Elektron-Loch-Paare durch das E-Feld erzeugt werden. Dieses gekoppelte Glei-
chungssystem kann in folgender Weise numerisch gelöst werden: Bei der Zeitschritt-
Integration der Halbleiter-Bloch-Gleichung wird entweder der Leap-Frog oder der Predictor-
Corrector-Algorithmus verwendet. Beides sind von der Genauigkeit her Algorithmen zwei-
ter Ordnung in der Zeitschrittweite ∆t. Im Gegensatz zum Leap-Frog-Algorithmus weist
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der Predictor-Corrector-Algorithmus in der praktischen Anwendung wie der Runge-Kutta-
Algorithmus eine hohe numerische Stabilität auf. In dieser Arbeit wird für numerisch unprob-
lematische Situationen der Leap-Frog-Algorithmus [110]
df(t)
dt
' f(t+ ∆t) − f(t− ∆t)
2∆t
+O(∆t2)
⇒ f(t+ ∆t) ' f(t− ∆t) + 2∆tdf(t)
dt
(1.70)
verwendet. Berechnet man beim Lösen der Maxwell-Halbleiter-Bloch-Gleichungen P und
E zum gleichen Zeitpunkt, kann die neue Polarisation ohne Näherungen aus den aktuellen
Werten für Polarisation und elektrischem Feld sowie der vorherigen Polarisation berechnet
werden. Je nach Situation erhält man mit der Leap-Frog-Methode hervorragende Ergebnisse,
sobald die Zeitschritt-Integration stabil verläuft, oder man scheitert kläglich, wenn numerische
Instabilitäten auftreten. In diesem Fall muss man auf den Predictor-Corrector-Algorithmus
zurückgreifen. Dieser läuft bei Wahl geeigneter Zeitschrittweiten für die hier vorliegenden
Problemklassen immer stabil.
In der Predictor-Corrector-Methode wird zunächst mit Hilfe der Ableitung und des aktuellen
Wertes der zu berechnenden Funktion f(t) über einen Euler Schritt eine erste Näherung des




f(t+ ∆t) − f(t)
∆t
+O(∆t2)
⇒ f̃(t + ∆t) ' f(t) + ∆tdf(t)
dt
(1.71)
Von f̃(t + ∆t) wird dann die erste Ableitung gebildet und mit der Ableitung von f(t) die
Ableitung zum Zeitpunkt t + ∆t/2 gemittelt. Mit dieser Ableitung kann dann der neue Wert




f(t+ ∆t) − f(t)
∆t
+O(∆t3)








Dieses Schema soll nun auf die Gleichung für die Polarisation angewandt werden. Zunächst
wird die Polarisation zu den Zeitpunkten t ∈ {...,−3∆t/2,−∆t/2,∆t/2, 3∆t/2, ...}, zu de-
nen auch das E-Feld bekannt ist, berechnet. Damit lässt sich der Predictor-Schritt ohne Nä-
herung zum Zeitpunkt t − ∆t/2 ausführen. Für den Corrector-Schritt benötigt man jedoch
das E-Feld zum Zeitpunkt t + ∆t/2, um das neue E-Feld zu berechnen, aber die Ableitung
der Polarisation zum Zeitpunkt t. Diese könnte man mit Hilfe der Zeitableitung der Predictor-
Polarisation mitteln. Dafür müsste aber wiederum das neue E-Feld bekannt sein. Ohne Nähe-
rung kommt man also nicht weiter. Dafür nähert man die Zeitableitung der Polarisation zum




' P̃(t+ ∆t) − P(t)
∆t
(1.73)
1.3 Finite-Difference-Time-Domain (FDTD) 23
Damit kann nun das neue elektrische Feld berechnet und der Corrector-Schritt ausgeführt
werden. An dieser Stelle könnte man das neue elektrische Feld wiederum mit der Corrector-
Polarisation wie in Gleichung (1.73) korrigieren und die Predictor-Polarisation erneut berech-
nen. Dieser Schritt kann beliebig oft wiederholt werden, um die Genauigkeit der selbstkon-
sistenten Kopplung zu erhöhen. Dies war jedoch bei keiner der durchgeführten Simulationen
notwendig.
1.3.4 Anwendbarkeit der Rotating-Wave-Approximation
Im folgenden Abschnitt soll kurz gezeigt werden, wie die Rotating-Wave-Approximation
auf die FDTD-Simulation übertragen werden kann. Dies soll anhand eines einfachen Zwei-




= ~ωp− d · E (1.74)
Separiert man aus der Polarisation die schnell veränderliche Phase exp(iωt), können die Be-
wegungsgleichungen für den langsam veränderlichen Rest aufgestellt werden:
−i~dp̃
dt
= −d · (e−iωtE) (1.75)
In den FDTD-Gleichungen zerlegt man nun das reelle E-Feld in zwei komplexe Felder mit
gleicher reeller Einhüllender A(t):





Aufgrund der Linearität der Maxwell-Gleichungen kann man beide Anteile einzeln propa-
gieren lassen. Jedoch würden beide Gleichungen über die Polarisation koppeln. Bei kleinem




' −d · (eiδωtA) (1.77)
Der andere Anteil E− sorgt entsprechend nur in den Bewegungsgleichungen der komplex
konjugierten Polarisation für eine resonante Anregung. Dies entspricht formal der gewöhnli-
chen Rotating-Wave-Approximation. Die Multiplikation der Felder E± mit der schnell ver-
änderlichen Phase wird jedoch nicht analytisch, sondern numerisch beim Lösen der FDTD-















∇× E±(r, t) mit P+ = dp, P− = (dp)∗
(1.78)
Bei der Zeitschritt-Integration der langsam veränderlichen Polarisation sind nun größere
Schrittweiten m∆t mit m ∈ {1, 2, ...} möglich. Die bei der Berechnung des neuen E-Feldes
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benötigte Polarisation kann hinreichend genau mit Hilfe eines Euler-Schritts berechnet werden








Nach m-Zeitschritten muss dann die neue Polarisation mit einem Corrector-Schritt berechnet
werden, um die numerische Stabilität zu gewährleisten. Durch die Verwendung von komple-
xen Feldern benötigt man doppelt so viel Speicher und Rechenzeit bei der Lösung der FDTD-
Gleichungen. Benötigt jedoch die Lösung der Halbleiter-Bloch-Gleichungen den größten An-
teil der Rechenzeit, kann man durch die Verwendung der numerischen RWA die Rechenzeit
erheblich verringern. Dies wurde teilweise bei den numerischen Simulationen dieser Arbeit
genutzt. Es wurde jedoch durch Verwendung ausreichend kleiner Schrittweiten darauf geach-
tet, dass die numerische RWA nicht zu Lasten der Selbstkonsistenz geht.
1.3.5 ”Messung” von Absorption und Gain in den
FDTD-Simulationen
In typischen Absorptionsmessungen wird die Probe mit einem Lichtfeld angeregt und das von
der Probe reflektierte und transmittierte Feld gemessen. Durch Vergleich mit dem eingestrahl-
ten Feld lassen sich dann Rückschlüsse auf die Licht-Materie-Wechselwirkung ziehen. Für
eine theoretische Beschreibung eines solchen Experiments wird der Raum durch ein hinrei-
chend großes Simulationsvolumen beschrieben, das die Probe umschließt und dessen Ränder
weit genug von der Probe entfernt sind. Der Netto-Energiefluss durch die Grenzflächen des
Volumens ist dann ein Maß für die Energie, die pro Zeiteinheit vom Material absorbiert bzw.
durch Gain hinzugefügt wird:
∆Ė =
∫
d2σ n · S, (1.80)
Hierbei ist S = E × H der Poynting-Vektor. In spektral aufgelösten Experimenten wird der











d2σ (E∗(r, ω) × H(r, ω) + c.c.) · n,
(1.81)
I0 steht dabei für die Intensität des eingestrahlten Lichtfelds. Die Absorption bzw. die Verstär-
kung durch das Halbleitermaterial lässt sich dann über α(ω) bestimmen.
Die Theorie lässt sich leicht auf die FDTD-Simulationen übertragen: Das eingestrahlte Licht-
feld wird innerhalb des Simulationsvolumens eingekoppelt. Hierbei sind alle Informationen
wie Frequenz, Intensität etc. über das Lichtfeld bekannt. Verwendet man in den Raumrich-
tungen senkrecht zur Propagationsrichtung des eingekoppelten Feldes periodische Randbe-
dingungen, müssen nur die Grenzflächen, die das Volumen in der Propagationsrichtung be-
grenzen, bei der numerischen ”Messung” berücksichtigt werden. Die ”Messung” lässt sich
jedoch nicht direkt am Rand des Simulationsraums durchführen, da noch genug Platz für die
Implementierung der Randbedingungen (UPML, Mur, etc.) gelassen werden muss. Innerhalb
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Abbildung 1.3: Schematische Darstellung der FDTD-Simulation. An den Rändern (gelb) werden
UPML oder Mur-Randbedingungen verwendet. Das Licht wird in der roten Ebene eingekoppelt und
die Reflexion (R) und Transmission (T) in den blauen Ebenen über den Poynting-Vektor bestimmt.
Senkrecht zur Propagationsrichtung werden periodische Randbedingungen (PBC) verwendet.
der Messebene wird in jedem Yee-Würfel die Normalkomponente des Poynting-Vektors be-
stimmt und aufgenommen, d.h. jeder Yee-Würfel stellt eine Art Detektor dar. Die Fourier-
transformierte Normalkomponente des Poynting-Vektors liefert dann ein lokales Spektrum.
Durch räumliche Integration über die Messebene in Propagationsrichtung erhält man das
Transmissions- und analog über die andere Messebene das Reflexionsspektrum. Diese lassen
sich dann auf das eingekoppelte Feld normieren. Ohne Wechselwirkung mit einem aktiven
Material gilt für die Summe des reflektierten und transmittierten Feldes:
1 − (R(ω) + T (ω))/I0 = 0 (1.82)
Bei Rechnungen mit aktivem Material zeigt sich die Absorption bzw. die Verstärkung durch
positive bzw. negative Abweichungen von der Nullachse.
Für detailliertere Beschreibungen und Informationen sei auf das Buch ”Computational Elec-
trodynamics: The Finite-Difference Time-Domain Method” [136] von A. Taflove und S.C. Ha-
gness verwiesen, das einen einfach zu verstehenden Einstieg in die FDTD-Methode bietet.
Dort findet man eine ausführliche Herleitung der FDTD-Gleichungen für verschieden dimen-
sionale Systeme, weiterführende Details zu den Randbedingungen sowie hilfreiche Tipps zu
der numerischen Implementierung der Gleichungen. Des Weiteren findet man dort auch eini-
ge Beispiele und Anwendungsmöglichkeiten. Eine gute Zusammenfassung und Anwendung
der FDTD-Gleichungen auf periodische Quantenpunkt-Strukturen findet man auch in der Di-
plomarbeit von K. Zimmermann [152].
Damit sind nun alle notwendigen Methoden bekannt, mit denen die Licht-Materie-
Wechselwirkung in einem photonischen Kristall theoretisch wie auch numerisch beschrieben
werden kann. In den folgenden Abschnitten sollen nun drei Anwendungen gezeigt werden.
1.4 Ortsdarstellung des Hamilton-Operators in
inhomogenen Systemen
In homogenen Systemen hängt die Dynamik der Halbleiter-Kohärenzen nicht vom Schwer-
punkt, sondern nur vom Relativabstand der beteiligten Teilchen ab. Dadurch kann das Problem
durch Separation der Schwerpunktsbewegung wesentlich vereinfacht werden. Die Halbleiter-
Bloch-Gleichungen werden dann üblicher Weise im k-Raum gelöst [56], der im Vergleich
zur Ortsdarstellung besser an das periodische Kristallgitter angepasst ist. In dieser Darstellung
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lassen sich dann über die k·p-Rechnung realistische Bandstrukturen sowie realistische Matrix-
elemente für die Licht-Materie-, Coulomb- und Elektron-Phonon-Wechselwirkung berechnen.
Mit diesem Ansatz kann man z.B. theoretische Vorhersagen zu Laserspektren treffen, die sehr
gute Übereinstimmung mit den Experimenten liefern [124, 24]. Eine solche Theorie basiert
auf dem Bloch-Theorem, d.h. der Periodizität des Kristallgitters, und funktioniert daher nur in
geordneten, homogenen Systemen. Für ungeordnete Systeme werden in der Regel Ortsraum-
Darstellungen (Tight-Binding) verwendet [103, 93]. Eine theoretische k-Raum-Beschreibung
wird in diesem Fall sehr schwierig, da das Bloch-Theorem nicht mehr anwendbar ist. Ein ähn-
licher Fall liegt für das inhomogene photonische Kristallsystem vor. Das System bleibt zwar
periodisch, jedoch nur auf der Skala einer Lichtwellenlänge. Obwohl der Halbleiter selbst ho-
mogen ist, werden die Halbleiter-Bloch-Gleichungen durch die Ankopplung an die räumlich
inhomogenen Lichtmoden des photonischen Kristalls sowie durch die inhomogene Coulomb-
Wechselwirkung sowohl vom Relativabstand als auch explizit vom Schwerpunkt abhängig.
Eine Separation der Schwerpunktsbewegung ist daher ohne grobe Näherungen nicht mehr
möglich.
Für ein einfaches Zwei-Band-Modell mit parabolischen Bändern lassen sich die Bewegungs-
gleichungen aber auch im Ortsraum lösen. Die Ortsdarstellung sollte aufgrund der räumlichen
Inhomogenität des Systems die natürliche Wahl sein. Eine Transformation in den k-Raum un-
ter Ausnutzung der Periodizität des photonischen Kristalls ist zwar möglich, birgt aber große
Schwierigkeiten, da die Periode des photonischen Kristalls (Lichtwellenlängen) nicht zu den
für Halbleiter typischen Längen wie dem exzitonischen Bohr-Radius (GaAs: aB ' 13nm)
passt. Eine solche Bloch-Entwicklung ergibt aufgrund der großen Einheitszelle des photo-
nischen Kristalls sehr viele eng aneinander liegende Bänder. Eine numerische Realisierung
wird dadurch sehr aufwendig. Im Folgenden soll daher der Ortsraum-Hamilton-Operator für
ein einfaches Halbleiter-Modellsystem mit einem parabolischen Leitungsband und einem pa-
rabolischen Valenzband entwickelt werden. Anstelle von Schwerpunkt- und Relativkoordi-
naten werden Teilchen-Koordinaten gewählt. Zudem werden die Gleichungen im Elektron-
Loch-Bild aufgestellt, wobei ein Loch ein unbesetzter Zustand im sonst komplett gefüllten
Valenzband ist. Löcher haben im Gegensatz zu Valenzband-Elektronen eine positive Masse
und Ladung. Für eine detailliertere Beschreibung der im Folgenden eingeführten Hamilton-
Operatoren sei auf Referenz [106] verwiesen.
Bandstrukturanteil:
























Hierbei ist c+1 (c1) der Erzeuger (Vernichter) eines Elektrons und d
+
1 (d1) der Erzeuger (Ver-
nichter) eines Lochs am Ort r1. Diese Kurzform für die Orte wird im Folgenden in den inho-
mogenen Systemen grundsätzlich benutzt. EG ist die Energie der Halbleiter-Bandlücke und δ
die (reduzierte) Dimensionalität des Halbleiters. Aufgrund der numerischen Komplexität der
inhomogenen Gleichungen werden im Rahmen dieser Arbeit nur eindimensionale Quanten-
drähte (δ = 1) betrachtet.
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Licht-Materie-Wechselwirkung:
Die Licht-Materie-Wechselwirkung wird in Dipol-Näherung behandelt. Dieser Anteil ent-
spricht dem Dipol-Beitrag einer Multipol-Entwicklung über die Kristallgitter-Einheitszelle.
In Ortsdarstellung liefert dieser Ansatz
ĤI = −
∫
dδr1 E1(t) · µ(d̂1ĉ1 + ĉ+1 d̂+1 ) , (1.84)
wobei der Operator P(r1, t) ≡ P11 = µ(d̂1ĉ1 + ĉ+1 d̂+1 ) die makroskopische Interband-
Polarisation, die in den FDTD-Simulationen als Quellterm für das transversale elektrische
Feld dient, und E1(t) ≡ E(r1, t) das ortsabhängige klassische elektrische Feld ist. Die
reelle ortsunabhängige Konstante µ steht für das Interband-Dipol-Matrixelement und d̂1ĉ1
(ĉ+1 d̂
+
1 ) für die lokale Interband-Kohärenz. Diese entsprechen dem Vernichten (Erzeugen) ei-
nes Elektron-Loch-Paares am Ort r1.
Coulomb-Anteil mit Selbstenergien:
Der Coulomb-Anteil ergibt sich aus dem allgemeinen semiklassischen Hamilton-Operator
(1.31), wenn als Ladungsdichte ρ(r1) = −e(c+1 c1 − d+1 d1) angesetzt wird. Der Hamilton-
Operator enthält die attraktive Wechselwirkung zwischen den positiv geladenen Löchern und
negativ geladenen Elektronen sowie die repulsive Wechselwirkung zwischen den Teilchen
gleicher Ladung. Diese Terme treten auch im homogenen Fall auf. Im Gegensatz zur homoge-
nen Situation enthält das Coulomb-Potential neben dem mit der lokalen dielektrischen Kon-
stante abgeschirmten normalen abstandsabhängigen Beitrag V 0 auch die durch die Oberflä-
chenpolarisationen hervorgerufenen Coulomb-Modifikationen δV , die explizit von den Teil-
chenkoordinaten abhängen. Zudem treten Coulomb-Selbstenergie-Terme auf, die durch die
Selbstwechselwirkung der geladenen Teilchen mit den eigens an den Grenzflächen des pho-
tonischen Kristalls induzierten Oberflächenpolarisationen hervorgerufen werden. Diese Ter-
me sind im Gegensatz zu den Selbstenergien des normalen Coulomb-Anteils, die durch Ver-
wendung der Normalordnung für die Feldoperatoren vermieden werden können, physikalisch
[139, 75] und müssen daher im Hamilton-Operator berücksichtigt werden. Unter Verwendung
der Notation V C(r1, r2) ≡ V C12 = V 012 + δV12 für das verallgemeinerte inhomogene Coulomb-






























Die ersten drei Doppelintegrale enthalten die angesprochenen repulsiven und attraktiven
Wechselwirkungsterme zwischen Elektronen und Löchern, die beiden Einfachintegrale stehen
für die physikalische Selbstwechselwirkung über die Oberflächenpolarisationen im photoni-
schen Kristall. Als periodisches Einteilchen-Potential kann die Selbstenergie e2δV11/2 auch
formal dem Bandstruktur-Anteil H0 zugeordnet werden. Mit dem durch die Selbstenergi-
en modifizierten Hamilton-Operator H0 lassen sich Einteilchen-Bloch-Funktionen berechnen,
die an die Periode des photonischen Kristalls angepasst sind. Eine Entwicklung des gesamten
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Hamilton-Operators in diesen Eigenzuständen ist wegen der an optische Wellenlängen ange-
passten Periode des photonischen Kristalls und der im Vergleich dazu viel kleineren Gitter-
konstante des Halbleiter-Materials numerisch sehr aufwendig. Dieser Ansatz findet dennoch
Verwendung bei der Betrachtung von Quasi-Gleichgewichtszuständen.
1.5 Die Heisenberg-Gleichungen des
Halbleiter-Systems
Im Folgenden sollen die dynamischen Eigenschaften des Halbleiter-Systems untersucht wer-
den. Dafür sollen die Heisenberg-Gleichungen der für optische Anregungen im Bereich der
Halbleiter-Bandlücke relevanten Größen aufgestellt werden [56]. Die zeitliche Entwicklung




O(t) = 〈[Ô , Ĥ]〉 (1.86)
bestimmen. Der Einteilchen-Anteil H0 und Licht-Materie-Anteil HI führt dabei auf die
optischen Bloch-Gleichungen. Bei der Berechnung des Vielteilchen-Coulomb-Anteils tritt
ein Hierarchieproblem auf, bei dem 2er-Erwartungswerte 〈a+a〉 an 4er-Erwartungswerte
〈a+a+aa〉 und diese wiederum an 6er-Erwartungswerte 〈a+a+a+aaa〉 usw. koppeln [56, 123,
94]. Anstelle der Verwendung numerisch extrem aufwendiger Verfahren wie die Cluster-
Expansion [59, 42] oder einer 2nd-Born-Rechnung [51] soll das Hierarchieproblem auf dem
Niveau einer zeitabhängigen Hartree-Fock-Näherung [56, 81, 4] behandelt werden. Da sich
das Vorgehen für die verschiedenen Halbleiter-Kohärenzen nicht unterscheidet, soll hier nur
exemplarisch auf die Coulomb-Wechselwirkung der Interband-Gleichung eingegangen wer-
den. Eine detaillierte Auswertung der Kommutatoren und Hartree-Fock-Zerlegungen für die
Interband- und Intraband-Kohärenzen
p12 = 〈p̂12〉 = 〈d̂1ĉ2〉 (Interband-Kohärenz)
f e12 = 〈ĉ12〉 = 〈ĉ1ĉ2〉 (Elektron-Intraband-Kohärenz)
fh12 = 〈d̂12〉 = 〈d̂1d̂2〉 (Loch-Intraband-Kohärenz)
(1.87)
kann Referenz [106] entnommen werden. Der Coulomb-Anteil der Interband-Gleichung



















32 − V C13)
(
〈c+3 d1c2c3〉 + 〈d+3 d1d3c2〉
)
(1.88)
Wie schon erwähnt, koppelt der 2er-Erwartungswert als Konsequenz der Vielteilchen-
Coulomb-Wechselwirkung an 4er-Erwartungswerte. Dies entspricht der ersten Stufe des ge-
wöhnlichen Hierarchieproblems der Vielteilchen-Physik [56, 123, 94]. Ein geschlossenes Sys-
tem von Bewegungsgleichungen auf der Ebene von 2er-Erwartungswerten erhält man durch
die Anwendung der zeitabhängigen Hartree-Fock-Näherung, bei der die 4er-Erwartungswerte
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in Produkte aus 2er-Erwartungswerten zerlegt werden. Angewendet auf Gleichung (1.88) ent-
spricht das folgender Zerlegung:
〈c+3 d1c2c3〉 ≈ 〈c+3 c3〉 〈d1c2〉 − 〈c+3 c2〉 〈d1c3〉
= f e33p12 − f e32p13
〈d+3 d1d3c2〉 ≈ 〈d+3 d1〉 〈d3c2〉 − 〈d+3 d3〉 〈d1c2〉
= fh31p32 − fh33p12
(1.89)
Wendet man, wie in Referenz [106] dargelegt, diese Zerlegung auch auf die Intraband-
Kohärenzen an, erhält man zusammen mit den Anteilen von Ĥ0 und ĤI die Halbleiter-Bloch-





























13 − V C32)(f e32p13 − fh31p32)





























13 − V C32)(f e13f e32 + p∗31p32)





























13 − V C32)(fh13fh32 + p∗13p23)






Die mit |corr gekennzeichneten Terme stehen für die auf der Hartree-Fock-Ebene nicht berück-
sichtigten Terme höherer Ordnung in der Coulomb-Wechselwirkung. Diese Terme werden im
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Folgenden entweder komplett vernachlässigt oder durch phänomenologische Dephasierungs-
und Relaxationszeiten ersetzt.
Die Coulomb-Selbstenergien wirken als zusätzliche Potentiale in den homogenen Anteilen
der Gleichungen (1.90)-(1.92). Das modifizierte Coulomb-Potential −e2V C12 in der Interband-
Gleichung führt zu einer veränderten Anziehung zwischen Elektronen und Löchern und zeigt
sich in den Absorptionsspektren in neuartigen exzitonischen Effekten. Zudem treten in al-
len drei Gleichungen Integrale über die modifizierte Coulomb-Wechselwirkung und Produk-
te aus den Inter- und Intraband-Kohärenzen auf. Die optische Anregung des Systems wird
durch die Ankopplung an das transversale elektrische Feld geregelt. Die simultane Lösung
der Halbleiter-Bloch-Gleichungen zusammen mit den Maxwell-Gleichungen ermöglicht eine
selbstkonsistente Beschreibung der dynamischen Entwicklung des gekoppelten Licht-Materie-
Systems. Dabei wird die Halbleiter-Polarisation vom elektrischen Feld getrieben, während
die Polarisation als Quellterm in den Maxwell-Gleichungen auftritt. Die Maxwell-Halbleiter-
Bloch-Gleichungen können für beliebige Intensitäten gelöst werden. Die numerische Imple-
mentierung des Problems wurde schon bei der Vorstellung des FDTD-Algorithmus in Ab-
schnitt 1.3 beschrieben.
Der hier präsentierte Ansatz enthält Vielteilchen-Coulomb-Effekte der untersten Ebene und
kann damit beispielsweise für die Untersuchung von Effekten wie den exzitonische Rabi-Flops
verwendet werden, die bei starker optischer Anregung auftreten. Durch die selbstkonsistente
Lösung ist der radiative Zerfall der Halbleiter-Polarisation automatisch in die Gleichungen
eingebaut und liefert die exakten radiativen Zerfallszeiten für die Halbleiter-Kohärenzen trotz
der Verwendung des semiklassischen Ansatzes. Quanteneffekte wie die spontane Emission
sind jedoch nicht enthalten, da der Quellterm nur die Erwartungswerte des Felds und keine
Fluktuationen berücksichtigt.
1.5.1 Näherungen für den Grenzfall schwacher Anregung
Im Rahmen von Abschnitt 1.6 sollen die exzitonischen Effekte, die durch die modifizierte
Coulomb-Wechselwirkung bedingt werden, genauer analysiert werden. Um bei dieser ele-
mentaren Untersuchung andere störende Effekte wie z.B. dichteabhängige spektrale Ver-
schiebungen der Einteilchen-Energien, ein schnelles Dephasieren oder Relaxationen aufgrund
von Ladungsträger-Ladungsträger-Streuung zu unterbinden, sollten die Rechnungen im Li-
mes schwacher Anregungen durchgeführt werden. Für schwache Intensitäten bildet zudem
die Hartree-Fock-Näherung eine gute Basis, während für starke Intensitäten die vernachläs-
sigten Korrelationsterme höherer Ordnung eine immer stärker werdende Rolle spielen. Im
Limes schwacher Lichtintensität können die Gleichungen (1.90)-(1.92) störungstheoretisch in
Ordnungen des Lichtfelds entwickelt werden. Diese Entwicklung liefert für schwache Licht-
felder eine hervorragende Übereinstimmung mit den Ergebnissen der vollen Halbleiter-Bloch-
Gleichungen (1.90)-(1.92) bei gleichzeitig reduzierter numerischer Komplexität.
Ausgangspunkt der Entwicklung bildet der Grundzustand eines nicht angeregten Systems, in
dem keine Halbleiter-Kohärenzen vorhanden sind. Mit beginnender optischer Anregung wer-
den über den µ · E1δ12-Quellterm in erster Ordnung nur Interband-Polarisationen erzeugt:






















12 − µ ·E1δ12
(1.93)
Alle anderen Quellterme sind proportional zu den Inter- und Intraband-Kohärenzen des
Grundzustands und verschwinden daher. Mit dem Index (n) wird die Ordnung des Felds an-
gegeben, d.h. p(1)12 ist die Interband-Kohärenz erster Ordnung. Durch Diagonalisierung des
homogenen Anteils der rechten Seite von Gleichung (1.93) lassen sich die exzitonischen Ei-
genenergien εX sowie deren Eigenfunktionen ΨX(r1, r2) berechnen. Für eine Anregung mit
einem homogenen Lichtfeld können die zugehörenden exzitonischen Oszillatorstärken über
die Formel µ2|
∫
dδrΨX(r, r)|2 berechnet werden. Hierbei kommt zum Tragen, dass der theo-
retische Ansatz die Erzeugung von Elektron-Loch-Paaren nur am gleichen Ort zulässt. Für
die inhomogene Anregung kann diese einfache Formel nicht mehr angewandt werden, da der
räumliche und spektrale Überlapp zwischen den Lichtmoden und den exzitonischen Eigen-
funktionen die Oszillatorstärke modifiziert. In diesem Fall können die Oszillatorstärken aus
den Absorptionsspektren extrahiert werden (siehe Seite 41).
In zweiter Ordnung können nur Intraband-Kohärenzen erzeugt werden. Dieser Prozess wird







































































Diagonalisiert man den homogenen Anteil der rechten Seiten von (1.94) und (1.95), erhält man
die Eigenenergien Ee/hλ,k und Eigenfunktionen Φ
e/h
λ,k(r) der Elektronen und Löcher. Der Index
k kommt von der Ausnutzung des Bloch-Theorems bezüglich der Periodizität des photoni-



















exp[β(Ehλ,k − µh)] + 1
(1.96)
Der Index λ summiert dabei über die Minibänder, die aufgrund der großen Periode des pho-
tonischen Kristalls energetisch ziemlich eng aneinander liegen. Somit müssen selbst für den
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eindimensionalen Fall über 100 Minibänder berücksichtigt werden. Bei vorgegebener Tempe-













gilt. Da immer Elektron-Loch-Paare erzeugt werden, muss die mittlere Teilchendichte für
beide Sorten von Ladungsträgern gleich sein. Setzt man die Gleichgewichtsdichten (1.96)
in die Interband-Gleichung (1.90) ein, kann die dichteabhängige Absorption für Quasi-
Gleichgewichtssituationen ausgewertet werden [56, 95, 106, 113].
Die in den Gleichungen (1.94) und (1.95) auftretenden Integrale erfordern einen wesentlich
höheren numerischen Aufwand, als bei der Lösung von Gleichung (1.93) benötigt wird. So-
lange die Dynamik kohärent ist, muss nur die lineare Interband-Gleichung von den Bewe-
gungsgleichungen bis einschließlich zweiter Ordnung im Feld (1.93)-(1.95), dem so genann-
ten kohärenten χ(2)-Limes, gelöst werden. Die Intraband-Kohärenzen zweiter Ordnung lassen





















Diese wurden ursprünglich für räumlich homogene Systeme eingeführt, behalten aber auch in
der inhomogenen Situation ihre Gültigkeit, wie in Referenz [106] explizit gezeigt wird.
1.5.2 Dephasieren und Relaxation in das Quasi-Gleichgewicht
Wie schon erwähnt, beinhaltet die selbstkonsistente Lösung der Maxwell-Halbleiter-Bloch-
Gleichung den radiativen Zerfall der Halbleiter-Kohärenzen. In den meisten Situationen re-
laxieren und dephasieren die Halbleiter-Kohärenzen auf kürzeren Zeitskalen. Die dafür ver-
antwortlichen physikalischen Prozesse sind die Wechselwirkung der Elektronen mit den Git-
terphononen sowie Coulomb-Streuterme, die durch Vielteilchen-Korrelationen jenseits der
Hartree-Fock-Näherung bestimmt werden. Eine numerische Implementierung dieser Prozes-
se kann schon in räumlich homogenen Systemen ziemlich aufwendig sein, in inhomogenen
Systemen sollte dies nur in wenigen Fällen und unter massiver Parallelisierung des Problems
möglich sein. Aus diesem Grund ist im Rahmen der hier vorliegenden Arbeit nur eine phäno-
menologische Beschreibung der Dephasierungs- und Relaxationsmechanismen möglich.
Der nicht radiative Zerfall der Interband-Polarisation wird dabei durch Einführung einer De-




2 zur rechten Seite von Gleichung (1.93)
geregelt. Der vollständige exponentielle Zerfall T−12 setzt sich aus den radiativen T
−1
rad und dem
nicht radiativen, phänomenologisch behandelten Anteil T ∗−12 zusammen.
Im kohärenten Limes wird das Dephasieren der Ladungsdichten und Intraband-Kohärenzen
durch die endliche Lebensdauer der optisch angeregten Elektronzustände bestimmt. Entspre-
chend zerfallen die Intraband-Kohärenzen mit der Zeitkonstante T2/2. Da die radiativen Zer-
fallsprozesse schon über die selbstkonsistente Lösung der Gleichungen geregelt werden, müs-
sen den rechten Seiten der Gleichungen (1.94) und (1.95) nur noch die nicht radiativen Anteile
−i~f e/h (2)12 /(T ∗2 /2) hinzugefügt werden. Für die kohärenten Beiträge bleiben die Summenre-
geln (1.98) und (1.99) somit gültig.
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In der Praxis ist der kohärente Limes eher selten erfüllt. Die Ladungsdichten und Intraband-
Kohärenzen zerfallen auf einer anderen Zeitskala, als es der kohärente Limes vorgeben würde,
werden inkohärent und relaxieren in so genannte Quasi-Gleichgewichtszustände. Das Wort
”Quasi” soll dabei andeuten, dass sich das System in keinem wirklichen Gleichgewichtszu-
stand befindet, da immer noch angeregte Zustände besetzt sind und damit Elektron-Loch-
Rekombinationen unter Aussendung von Licht stattfinden. Diese Thermalisierung kann durch
hinzufügen von −i~(f e/h (2)12 − f
e/h, eq
12 )/T1 zu den rechten Seiten der Gleichungen (1.94) und
(1.95) modelliert werden. Dabei sind f e, eq12 und f
h, eq
12 die Quasi-Gleichgewichts-Dichten und
-Intrabandkohärenzen aus (1.96). Durch diese inkohärenten Beiträge verlieren die Summen-
regeln (1.98) und (1.99) ihre allgemeine Gültigkeit, können aber dennoch weiter verwendet
















Der kohärente Anteil lässt sich dann weiterhin über die Summenregeln (1.98) und (1.99) be-
rechnen, während der inkohärente Anteil durch Subtraktion der kohärenten Beiträge aus den






















































12 − fh, eq12
T1
(1.103)
Damit haben die inkohärenten Beiträge zwei Quellen. Zum einen werden sie direkt aus den
kohärenten Beiträgen erzeugt, sofern T1 6= T ∗2 /2 gilt. Zum anderen führt die Relaxation in das













abhängig sind. Wie schon erwähnt, ist die mittlere Dichte unabhängig von der Teilchensorte,
da Elektronen und Löcher immer paarweise erzeugt werden.
Auf den ersten Blick scheint der numerische Komplexität der vollen Intraband-Gleichungen
(1.94) und (1.95) zweiter Ordnung der Komplexität der inkohärenten Intraband-Gleichungen
(1.102) und (1.103) zu entsprechen, da für diese die Summenregeln (1.98) und (1.99) ausge-
wertet werden müssen. In der Praxis kann die Interband-Gleichung, die für die Auswertung
der Summenregel benötigt wird, unabhängig von der Intraband-Gleichung gelöst werden. Da-
durch muss die Summenregel nicht zu jedem Zeitschritt ausgewertet werden, sondern kann
ohne wesentliche Verluste in der Genauigkeit zeitlich interpoliert werden. Das Gleiche gilt
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auch für die Gleichgewichtsdichten. Damit kann der numerische Aufwand um nahezu eine
Größenordnung reduziert werden.
Somit sind nun alle Gleichungen vorhanden, die für Simulationen in inhomogenen Systemen
benötigt werden. Diese sollen in den folgenden beiden Abschnitten bei der Untersuchung von
exzitonischen Effekten 1.6 und bei der Auswertung von Quasi-Gleichgewichtsspektren 1.7
angewendet werden.
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1.6 Exzitonische Wellenpaket-Dynamik
von Quantendraht-Dichten [107]
Anmerkung: Die in diesem Abschnitt gezeigten numerischen Ergebnisse sind bis auf Abbil-
dung 1.9 der Referenz [107] ”Excitonic wave packet dynamics in semiconductor photonic-
crystal structures” entnommen, in der die hier gezeigten Resultate schon publiziert worden
sind. Änderungen in der Farbwahl und der Achsenbeschriftung sind vorbehalten.
Photonische Kristalle modifizieren die transversalen Eigenschaften des elektromagnetischen
Feldes [150, 65, 64, 129, 21]. Da die Licht-Materie-Wechselwirkung in Atomen, Molekü-
len und Festkörpern durch diesen Anteil bestimmt wird, können die optischen Eigenschaften
dieser Materialien innerhalb eines photonischen Kristalls drastisch geändert werden. Inner-
halb einer photonischen Bandlücke wird so z.B. die spontane Emission um mehrere Grö-
ßenordnungen verringert [150, 65, 66, 67, 111]. Durch Ankopplung an Defektmoden treten
neuartige starke Kopplungseffekte auf [142, 77, 105, 100]. Halbleiter können mit nahezu
atomarer Präzision hergestellt werden und eignen sich nicht nur deshalb sondern auch auf-
grund ihrer starken exzitonischen Resonanzen besonders für derartige Untersuchungen. Die
Quanteneffizienz von optoelektronischen Halbleiter-Bauelementen erreicht teilweise den fun-
damentalen Grenzwert der radiativen Lebenszeit. Kombinationen von Halbleitern und pho-
tonischen Kristallen ermöglichen eine Optimierung von Licht emittierenden Dioden und La-
sern [77, 105, 62, 14, 61, 38, 118, 101, 128]. Neben diesen eher anwendungsorientierten For-
schungsbereichen sind photonische Kristalle auch für die Grundlagenforschung von großem
Interesse. So verändert z.B. die Unterdrückung der spontanen Emission innerhalb der photo-
nischen Bandlücke die Exziton-Statistik und Coulomb-Vielteilchen-Korrelationen innerhalb
des Halbleiter-Materials [70].
Reduziert man photonische Kristalle nur auf ihre transversalen Eigenschaften, wird man
deren ganzen Möglichkeiten nicht gerecht. Daneben gibt es auch in der aktuellen For-
schung weniger beachtete Effekte wie die Modifikation des longitudinalen Anteils des elek-
tromagnetischen Feldes, d.h. die Modifikation der Coulomb-Wechselwirkung zwischen ge-
ladenen Teilchen. In geeigneten Kombinationen aus Halbleitern und photonischen Kris-
tallen führen diese Modifikationen zu signifikanten Änderungen der Materialeigenschaf-
ten [134, 35, 34, 95]. In solchen Strukturen ändern an den Grenzflächen des photonischen
Kristalls induzierte Oberflächen-Polarisationen die Halbleiter-Eigenschaften im Vergleich zu
homogenen Systemen. Diese äußern sich in Verschiebungen der Bandkante und spektra-
len Positionen der exzitonischen Resonanzen [139, 75]. Zudem erzeugen die Grenzflächen-
Polarisationen Coulomb-Selbstwechselwirkungsbeiträge. Diese führen, wie sich anhand von
Quasi-Gleichgewichtsrechnungen zeigen lässt, zu einer räumlichen Umverteilung der La-
dungsträger, da die Ladungsträger wegen der Selbstwechselwirkungsterme die Nähe der
Grenzflächen meiden. Diese Umverteilung verändert die Laser-Eigenschaften des Halblei-
ters [95] und sollte bei geeigneter Strukturierung des photonischen Kristalls zu superradianter
Emission führen [27, 133].
Im Folgenden sollen die Einflüsse der modifizierten Coulomb-Wechselwirkung auf die dyna-
mische Entwicklung der Halbleiter-Kohärenzen untersucht werden. Im Gegensatz zu früheren
Untersuchungen [134, 35, 34, 95], in denen die transversalen Eigenschaften des photonischen
Kristalls ignoriert worden sind, sollen hier die Maxwell-Halbleiter-Bloch-Gleichungen voll
selbstkonsistent gelöst werden. Durch die longitudinalen Eigenschaften der Struktur werden
anstatt einer einzigen exzitonischen Resonanz mehrere räumlich inhomogene exzitonische
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Resonanzen auftreten, welche durch geeignete Laserpulse gezielt angeregt werden können.
Nach Abklingen der optischen Anregung zeigen die kohärenten Elektron- und Lochdichten
eine signifikante Wellenpaket-Dynamik. Die vorhergesagten Effekte sollten über ”ultrafast
nonlinear optical spectroscopy” messbar sein. Dabei sollten sich die Effekte durch eine zeit-
liche Modulation des Signals bemerkbar machen [45, 78, 39]. Aufgrund von Dephasierungs-
und Relaxationsprozessen sollten die Ladungsträgerdichten für längere Zeiten einen Quasi-
Gleichgewichtszustand annehmen. Zunächst soll jedoch das bei diesen Untersuchungen ver-
wendete Modellsystem vorgestellt werden.
1.6.1 Das verwendete Modellsystem
Abbildung 1.4: Photonischer Kristall mit Halbleiter-Quantendrähten. Der photonische Kristall be-
steht aus einer periodischen Rippenstruktur, die in ein homogenes Medium (ε = 13) eingeätzt worden
ist. Um einen möglichst großen dielektrischen Kontrast zu erzielen, sind die Zwischenräume mit Luft
(ε = 1) gefüllt. Die Quantendrähte verlaufen parallel zueinander und senkrecht zu den Rippen im
Abstand S = 2.6nm unterhalb der Rippenstruktur. In y- und z-Richtung ist die Struktur periodisch,
wobei die Periode in y-Richtung durch den Abstand der Rippen (L = 180nm) und in z-Richtung
durch den Abstand der Quantendrähte (D = 30nm) bestimmt wird. Die Breite der Rippen W wird
variiert mit W ∈ {0nm, 60nm, 90nm, 120nm, 180nm}. Der Fall W = 0 wird auch als Halbraum
und der Fall W = 180nm auch als homogenes Medium bezeichnet. Die Höhe der Rippen beträgt
H = 700nm.
Die Lösung der inhomogenen Halbleiter-Bloch-Gleichungen zusammen mit den Maxwell-
Gleichungen ist numerisch sehr aufwendig. Dies liegt zum einen daran, dass die Halbleiter-
Kohärenzen explizit von den zwei Teilchenkoordinaten abhängen und nicht nur vom Relati-
vabstand. Damit ist schon die Lösung der linearen Polarisationsgleichung (1.93) für Quan-
tenfilme nicht einfach. An eine Berechnung der Hartree-Fock-Integrale aus (1.90) kann dabei
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überhaupt nicht gedacht werden. Diskretisiert man den Quantenfilm mit N × N Punkten, ist
der numerische Aufwand für das Lösen von Gleichung (1.90) von der OrdnungN 6. Da sich die
Ortsauflösung des Halbleiters am exzitonische Bohr-Radius (aB ' 13nm) orientieren muss,
der photonische Kristall aber eine Periode von der Größenordnung optischer Wellenlängen
vorgibt, müssen in der Regel mehr als 100 Punkte für jede Raumrichtung verwendet werden.
Für eine Modellstudie sollten daher eindimensionale Quantendrähte anstelle von Quantenfil-
men verwendet werden. Die für das System mit Quantendrähten untersuchten physikalischen
Phänomene sollten sich auch für Quantenfilme beobachten lassen. Den anderen numerisch
aufwendigen Teil stellt die FDTD-Simulation dar. Je nach Größe der Struktur lassen sich diese
Rechnungen nur unter Parallelisierung der Gleichungen auf mehreren Computern durchfüh-
ren. Für die in dieser Arbeit gewählte Anregungsbedingung, dass das Lichtfeld senkrecht von
oben auf den photonischen Kristall trifft, kann der numerische Aufwand durch Anwendung
von periodischen Randbedingungen erheblich reduziert werden, da in diesem Fall nur eine
Einheitszelle der periodischen Kristallstruktur berücksichtigt werden muss. Dies stellt jedoch
eine wesentliche Einschränkung dar, da die photonische Bandstruktur nur für eine Propagati-
on in der Ebene des photonischen Kristalls, also für eine Propagation senkrecht zur gewählten
Richtung, in Erscheinung treten würde. Dies birgt jedoch auch den Vorteil, dass die auftreten-
den Effekte eindeutig den longitudinalen Eigenschaften des photonischen Kristalls zuzuord-
nen sind, da transversale Effekte nur eine untergeordnete Rolle spielen sollten. Propagationen
in andere Raumrichtungen könnten jedoch für zukünftige Anwendungen interessant werden,
in denen sowohl die longitudinalen als auch die transversalen Eigenschaften ausgenutzt wer-
den sollen.
Um den numerischen Aufwand möglichst gering zu halten und dadurch eine umfassende
Analyse zu ermöglichen, wird folgende Struktur gewählt: Das aktive Material besteht aus
Halbleiter-Quantendrähten, die parallel zueinander in einem homogenen Medium angeordnet
sind. Die Quantendrähte sind in y-Richtung orientiert und haben untereinander einen Ab-
stand D = 30nm. In dieses (abgesehen von den Quantendrähten) homogene Material wurde
oberhalb der Halbleiter-Struktur ein photonischer Kristall eingeätzt. Dieser Kristall besteht
aus einer Bragg-artigen, eindimensionalen, in y-Richtung periodischen Rippenstruktur. Die
Periode wurde auf L = 180nm, die Höhe der Rippen auf H = 700nm festgesetzt. Die
Rippenbreite variiert zwischen W ∈ {0nm, 60nm, 90nm, 120nm, 180nm}, wodurch sich die
exzitonischen Eigenschaften des Systems verändern lassen. Die Kanten der Struktur wurden
abgerundet, um unphysikalische numerische Artefakte zu vermeiden. Durch das Abrunden
kommt die Struktur auch experimentell realisierbaren photonischen Kristallen sehr nahe, die
durch bei der Herstellung häufig verwendete Ätztechniken auch keine scharfen Kanten auf-
weisen. Der Abstand zwischen photonischem Kristall und dem Halbleiter-Material wird mit
S = 2.6nm möglichst klein gehalten, um starke Coulomb-Modifikationen zu bekommen.
Die Quantendrähte sollen aus GaAs bestehen, das umgebende Material aus GaxAl1−xAs,
um ein geeignetes Confinement für die Quantendrähte zu garantieren. Zur Vereinfachung
wird sowohl für den Halbleiter als auch für die Umgebung eine dielektrische Konstante von
ε = 13 angenommen. Diese Wahl garantiert einen großen dielektrischen Kontrast zu den mit
Luft (ε = 1) gefüllten Bereichen des photonischen Kristalls. Durch die gewählten Bedingun-
gen variiert sowohl das optische transversale Lichtfeld als auch die longitudinalen Coulomb-
Modifikationen periodisch in y-Richtung.
Zu Vergleichszwecken sollen noch zwei Referenzsysteme eingeführt werden. Dies ist zum
einen der Grenzfall W → L, der im Folgenden als homogener Fall bezeichnet wird. Für
diesen Fall sind keine merklichen Coulomb-Modifikationen vorhanden, da die nächste Grenz-
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fläche über 700nm entfernt ist. Der andere Grenzfall entspricht dem Limes W → 0. Dieser
Fall wird als Halbraum bezeichnet, da die Halbleiter nur durch eine dünne Schicht der Dicke
S = 2.6nm von der ebenen Grenzfläche getrennt werden. Dieser Fall weist die maximalen
Coulomb-Modifikationen auf und ist wie der erste Grenzfall räumlich homogen.
1.6.2 Numerische Ergebnisse zu den Coulomb-Modifikationen
Wie schon erwähnt, muss bei der numerischen Berechnung der Coulomb-Modifikationen eine
Fredholm-Integralgleichung gelöst werden. Dabei müssten normaler Weise alle in dem pho-
tonischen Kristall vorkommenden Grenzflächen berücksichtigt werden. Da die zu berechnen-
den Coulomb-Modifikationen stark abstandsabhängig sind, sollten jedoch nur die Grenzflä-
chen der nächsten Umgebung wesentlich beitragen. Numerische Studien [106] haben gezeigt,
dass für die Berechnung der Coulomb-Modifikationen innerhalb einer Einheitszelle des pho-
tonischen Kristalls nur die direkt angrenzenden Nachbarzellen berücksichtigt werden müssen.
Dabei erzielt man schon gute Ergebnisse, wenn man die Kopplung zwischen benachbarten
Grenzflächen vernachlässigt und stattdessen die Lösungen der einzelnen Grenzflächen super-
poniert. Diese Näherung liefert gute Übereinstimmung mit der exakten Rechnung, soweit der
Abstand zwischen den benachbarten Grenzflächen nicht zu klein wird [106]. Die in dieser Ar-






































-180 -90 0 90
Abbildung 1.5: Coulomb Modifikationen δV12 = δV (r1, r2) (durchgezogene Linien) innerhalb der
Quantendrähte für festgehaltene Position r2 = −90nm (a), r2 = −45nm (b) und r2 = 0nm (c).
Die gestrichelte Linie zeigt das Einteilchen-Potential δV11 = δV (r1, r1). Der photonische Kristall
entspricht der in Abbildung 1.4 gezeigten Struktur mit einer Rippenbreite von W = 90nm. Po-
sitionen unterhalb der Rippen sind grau schattiert worden. Als Einheit für die Energie wurde die
Exziton-Bindungsenergie eines GaAs-Volumenhalbleiters gewählt: EB = 4.25meV .
beit verwendeten Coulomb-Korrekturen wurden durch die Superposition der Modifikation von
drei einzelnen Rippen berechnet. Abbildung 1.5 zeigt die Modifikationen δV12 innerhalb der
Quantendrähte als Funktion von r1 für drei festgehaltene r2-Koordinaten: (a) r2 = −90nm,
(b) r2 = −45nm und (c) r2 = 0nm. Diese Positionen stehen für Orte zwischen, an der
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Kante und unterhalb der Materialrippen. Die Bereiche unterhalb der Rippen sind in Abbil-
dung 1.5 grau unterlegt worden. Die Coulomb-Modifikationen unterhalb der Rippen (c) sind
vergleichsweise schwach, da der Abstand zur nächsten Luft-Material-Grenzfläche des pho-
tonischen Kristalls verhältnismäßig groß ist. Entsprechend sind die inhomogenen Coulomb-
Beiträge in (a) groß, da sich die nächstgelegene Grenzfläche nur S = 2.6nm oberhalb der
an der Position r2 fixierten Ladung befindet. Beim Verschieben der Position r2 zwischen den
Grenzfällen (a) und (c) findet ein schneller Übergang von starken zu schwachen Modifikatio-
nen im Bereich der Rippenkante statt. Dies spiegelt sich insbesondere auch in den Coulomb-
Selbstenergien δV11/2 wieder. Die Coulomb-Modifikationen für Positionen r1 zwischen den
Rippen nehmen schnell mit zunehmenden Abstand |r1 − r2| ab, während die Modifikationen
unterhalb der Rippen sich nur langsam verändern.
Die Coulomb-Selbstenergien δV11/2 bilden ein periodisches Potential, dessen Minima unter-
halb der dielektrischen Rippen liegen. Die Situation sollte vergleichbar mit einer periodischen
Anordnung von Kastenpotentialen endlicher Tiefe sein. In solchen Situationen können die Lö-
sungen der Schrödinger-Gleichung in gebundene und ungebundene Lösungen unterteilt wer-
den. Die Wellenfunktionen der gebundenen Lösungen haben nur innerhalb der Potentialmulde
eine merkliche Aufenthaltswahrscheinlichkeit und fallen innerhalb der Barrieren exponentiell
ab. Die ungebundenen Lösungen sind auf keinen Raumbereich beschränkt. Im Folgenden soll
gezeigt werden, wie sich diese einfachen Überlegungen auf das Halbleiter-System übertragen
lassen und welche neuartigen Effekte dabei auftreten können.
1.6.3 Räumlich inhomogene exzitonische Zustände
Im Folgenden sollen anhand von linearen Absorptionsspektren die exzitonischen Eigenschaf-
ten des Systems untersucht werden. Für den Halbleiter wird dabei als Dipol-Matrixelement
µ = 3.5 eÅey , als effektive Elektron- und Lochmassen mh/me = 4 und me = 0.066m0
und als Halbleiter-Bandlücke EG = 1.42 eV angesetzt. Für eine dielektrische Konstante von
ε = 13 erhält man damit eine 3D exzitonische Bindungsenergie von EB = 4.25meV bzw.
einen 3D exzitonische Bohr-Radius von aB ≈ 13nm. In den meisten Rechnungen wird zudem
eine nicht radiative homogene Verbreiterung von γ = ~/T ∗2 = 1meV in der Bewegungsglei-
chung der Interband-Kohärenzen verwendet. Der homogene Anteil des Coulomb-Potentials
der eindimensionalen Quantendrähte wurde über den Parameter a0 = 0.16 aB regularisiert
V0 = 1/(|r| + a0) [83, 5]. Bis auf die nicht radiative Zerfallszeit T ∗2 bleiben diese Parameter
unverändert. Dies gilt auch für die Breite der Rippen, die mit Ausnahme von Abbildung 1.6
auf W = 90nm festgesetzt wird.
Für die numerischen Ergebnisse wird das FDTD-Raumgitter mit einer Auflösung dr = 5nm
diskretisiert. Die Courant-Bedingung [136] erfordert dafür eine zeitliche Auflösung von
dt = dr/(2c) ' 8.3 × 10−18s−1. Für den Halbleiter wird die räumliche Auflösung auf 10
Punkte pro exzitonischem Bohr-Radius, d.h. drHL = 1.3nm, gesetzt.
Bei den Untersuchungen zu Halbleiter-Quantenfilmen unterhalb einer ebenen Grenzfläche
konnten eine Verschiebung der Kontinuumskante zu höheren Energien sowie eine verstärk-
te exzitonische Bindungsenergie beobachtet werden [134, 75]. Für den vorliegenden inho-
mogenen Fall werden beide Größen ortsabhängig. Die Variation der Bandkante aufgrund der
Coulomb-Selbstenergien induziert ein Einteilchen-Potential, dessen Minima unterhalb der di-
elektrischen Rippen liegen. In diesem periodischen Potential bilden sich gebundene und un-
gebundene Einteilchen- und Exziton-Zustände. Die exzitonischen Zustände sind in den einge-
klinkten Graphen in Abbildung 1.6 unter Angabe der spektraler Position und der zugehören-
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Abbildung 1.6: Lineare Absorptionsspektren mit exzitonischen Resonanzen in logarithmischer Dar-
stellung. Die Breite der Rippen der photonischen Kristallstruktur 1.4 entspricht (a) W = 180nm,
(b) W = 120nm, (c) W = 90nm, (d) W = 60nm und (e) W = 0nm. In die Abbildungen
wurden Vergrößerungen der Exzitonresonanzen eingeklinkt. Diese zeigen in linearer Skala die Zer-
legung der Resonanz in gebundene exzitonische Zustände sowie deren Oszillatorstärke, wobei der
Halbraum-Fall W = 0 und der homogene Fall W = 180nm als Grenzfälle nur eine exzitonische
Resonanz aufweisen. Für die Simulationen wurde ein phänomenologisches Dephasieren γ = 1meV
für die Interband-Polarisation sowie fünf Einheitszellen mit periodischen Randbedingungen für die
Quantendraht-Länge angesetzt. Die Strukturen an der Kontinuumskante sind keine numerischen Ar-
tefakte, sondern sind Resultate der Coulomb-Modifikationen.
den Oszillatorstärke dargestellt. Die durch die lokalen Potentiale erzeugten inhomogenen exzi-
tonischen Resonanzen zeigen sich in den Absorptionsspektren 1.6 (b)–(d) in der Doppelpeak-
artigen 1s-Exzitonresonanz. Zur Betonung der räumlich inhomogen Bandkante sind die Spek-
tren logarithmisch dargestellt. Zum Vergleich ist in (a) und (e) auch die Absorption des ho-
mogenen und des Halbraum-artigen Falls dargestellt. Diese weisen als räumlich homogene
Systeme nur eine 1s-Exzitonresonanz auf, deren spektrale Position eine untere bzw. obere
Schranke für die exzitonischen Resonanzen in (b)–(d) liefern. Der linke Teil der Doppelreso-
nanz wird durch die gebundenen exzitonischen Zustände bestimmt, während der rechte Teil
eher den ungebundenen Zuständen zugeordnet werden kann. Mit Variation der Rippendicke
W verändert sich die spektrale Position des rechten und linken Anteils kaum. Während dieses
Vorgangs wird im Wesentlichen die Oszillatorstärke zwischen beiden Anteilen umverteilt.
Weiterführende Informationen können den in Abbildung 1.6 eingeklinkten Graphen ent-
nommen werden. Hierfür wurde der homogene Anteil der linearen Polarisationsgleichung
(1.93) für eine Einheitszelle mit periodischen Randbedingungen diagonalisiert. Dabei kön-
nen die Eigenwerte εX,i und Eigenfunktionen ΨX(r1, r2) der inhomogenen exzitonischen
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Resonanzen bestimmt werden. Mit Hilfe der vorgegebenen homogenen Verbreiterung kön-
nen dann die exzitonischen Resonanzen in Abbildung 1.6 mit Hilfe von Lorentz-Kurven
∑
iAi/((E − εX,i)2 + γ2) gefittet werden und daraus die Oszillatorstärke bestimmt werden.
Die Anzahl der inhomogenen Zustände wird durch die Breite der dielektrischen Rippen be-
stimmt, wobei die Grenzfälle nur eine Resonanz aufweisen. Mit abnehmender Rippenbreite
bildet sich das periodische Selbstenergie-Potential aus, in dem exzitonische Zustände gebun-
den werden können. Maximale Potentialtiefe wird für mittlere Breiten, d.h. W ' 90nm,
erreicht. Die Breite des Potentialtopfs stimmt im Wesentlichen mit der Dicke W überein (vgl
Abbildung 1.5), sofern man den Extremfällen (a) und (e) nicht zu nah kommt. Beim Übergang
von (a)–(e) nimmt die Oszillatorstärke der in dem Potentialtopf gebundenen Zustände ab und
geht auf die ungebundenen Zustände über.
Den logarithmischen Darstellungen kann man entnehmen, dass die Bandkante des Halbraum-
Falls gegenüber dem homogenen Fall um ca. 4EB verschoben ist. Dabei verstärkt sich die
exzitonische Bindungsenergie von 4EB auf 7.2EB. Neben den 1s-Resonanzen sind in bei-
den Grenzfällen auch die 2s-Exzitonresonanzen als schmale Peaks bei −0.5EB in (a) und bei
3.1EB in (e) gut zu erkennen. Oberhalb dieser Resonanzen liegt ein glattes Kontinuum von
Zuständen vor. In den inhomogenen Situationen (b)–(d) ändert sich die Situation wesentlich.
Diese weisen zwischen −0.5EB und 3.1EB mehrere kleine Absorptionspeaks auf, die auf
inhomogene 2s-Resonanzen und die räumlich inhomogene Bandkante zurückzuführen sind.




















































Abbildung 1.7: (a) Lineares Absorptionsspektrum mit exzitonischer Resonanz sowie deren Zerle-
gung in gebundene exzitonische Zustände. Energie und Oszillatorstärke der einzelnen Resonanzen
kann der Position und Länge der Linien entnommen werden. (b) Statische Eigenlösungen der linea-
ren Interband-Gleichung (1.93) ohne elektrisches Feld. Die Graphen zeigen die räumliche Variation
der Eigenfunktionen zu gleicher Elektron- und Loch-Position ΨX,λ(r1, r1). Die gepunkteten Linien
sind eine Verlängerung der zugehörigen Resonanzlinien aus (a) und dienen zugleich als Null-Linie
für die Polarisationen. Zur Orientierung ist in (c) das Einteilchen-Potential dargestellt. Die Struk-
turparameter entsprechen denen aus Abbildung 1.6 (c).
bildung 1.6, d.h für W = 90nm, der Diagonalteil (r1 = r2) der Polarisationseigenfunktionen
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ΨX,i(r1, r1) dargestellt. Wie Abbildung 1.7 (b) und (c) zu entnehmen ist, sind die zu den nied-
rigsten drei Eigenwerten εX,i gehörenden Eigenfunktionen innerhalb des Potentials lokalisiert,
während die übrigen Resonanzen ungebundenen Zuständen entsprechen. Mit zunehmender
Energie nimmt auch die Anzahl der Knoten der Wellenfunktionen zu. Das Verhalten ähnelt,
wie eingangs erwähnt, dem quantenmechanischen Problem eines Teilchens in einem endlich
tiefen Kastenpotential.
Es sei hier noch angemerkt, dass sich die Darstellung auf die optisch mit den gewählten
Anfangsbedingungen anregbaren Zustände beschränkt. Neben den hier dargestellten symme-
trischen Wellenfunktionen erhält man bei der Diagonalisierung auch antisymmetrische, d.h.
ΨX(r1, r1) = −ΨX(−r1,−r1). Das anregende Lichtfeld wird in den FDTD-Simulationen
oberhalb des photonischen Kristalls als ebene, in (-x)-Richtung propagierende Welle einge-
koppelt, die in y-Richtung polarisiert ist. Der photonische Kristall modifiziert zwar die räum-
liche Struktur des Lichtfelds, zerstört dabei aber nicht die Spiegelsymmetrie bezüglich der
Mitte der Einheitszelle. Damit verschwindet der räumliche Überlapp des y-symmetrischen
elektrischen Feldes mit der antisymmetrischen Wellenfunktion. Für eine Lichtpropagation in
eine andere Richtung kann die Symmetrie gebrochen werden, womit Anteile der räumlich
antisymmetrischen Wellenfunktionen in den Absorptionsspektren sichtbar werden sollten.
1.6.4 Kohärente Wellenpaket-Dynamik
Bisher wurden nur die linearen optischen Eigenschaften untersucht, insbesondere die exzito-
nischen Resonanzen mit ihren Oszillatorstärken, spektralen Lagen und räumlich inhomogenen
Eigenfunktionen.Im Folgenden sollen die dazu gehörenden Elektron- und Lochdichten für den
kohärenten χ(2)-Limes untersucht werden. Diese Dichten zeigen nach der optischen Anregung
eine charakteristische Wellenpaket-Dynamik, die direkt auf die verschiedenen inhomogenen
Resonanzen zurückgeführt werden kann. Da die Anregungen resonant am Exziton vorgenom-
men werden sollen, spielt die Auflösung der Kontinuumszustände eine geringere Rolle. Daher
braucht anstatt der im vorigen Abschnitt verwendeten fünf Einheitszellen mit periodischen
Randbedingungen nur eine Einheitszelle verwendet zu werden. Mehr als eine Einheitszelle
wird nur benötigt, um ein glattes Kontinuum zu erhalten, die exzitonische Resonanz ist hinge-
gen schon für eine Zelle numerisch stabil bezüglich ihrer Form und spektralen Lage.
Zur Betonung der exzitonischen Eigenschaften sollen die folgenden Untersuchungen für
niedrige Anregungsintensitäten durchgeführt werden. Für große Intensitäten würden hohe
Elektron- und Lochdichten erzeugt, die wiederum zu einem unerwünschten Ausbleichen der
Exzitonresonanzen und zu unerwünschten Resonanzverschiebungen führen würden. Zudem
ist zu beachten, dass die im vorigen Abschnitt eingeführte Analyse der exzitonischen Resonan-
zen über Berechnung der Eigenfunktionen und Eigenwerte der homogenen Polarisationsglei-
chung (1.93) nur für schwache Anregung gültig bleibt. Für schwache Anregung ist eine Aus-
wertung der Gleichungen bis zur zweiten Ordnung der Licht-Materie-Wechselwirkung (1.93)–
(1.95) ausreichend. Des Weiteren sollen die Betrachtungen auf die rein kohärenten Effekte
fokussiert werden. Dabei wird der nicht radiative Zerfall vernachlässigt, d.h. T1, T ∗2 → ∞.
In diesem Fall muss nur die lineare Polarisationsgleichung gelöst werden. Die zugehörigen
Elektron- und Lochdichten lassen sich dann über die Summenregeln (1.98) und (1.99) berech-
nen. Abbildung 1.8 zeigt die zeitliche Entwicklung der kohärenten Elektrondichten f e(2);coh11
für eine Anregung mit einem Gauß-Puls, der eine volle Halbwertsbreite (FWHM) von 2 ps
aufweist und dessen Zentralfrequenz resonant zu jeweils einer der vier untersten exzitoni-
schen Resonanzen aus Abbildung 1.7 gewählt worden ist. Die Resonanzen in Abbildung 1.8



































Abbildung 1.8: Konturdiagramm der zeitlichen und räumlichen Dynamik der kohärenten Elektron-
dichten f e(2),coh11 aus Gleichung (1.94) entlang einer Quantendraht-Einheitszelle. Das einlaufende
Lichtfeld hat eine Gauß’sche Einhüllende mit einer vollen Halbwertsbreite von 2 ps. Die Zentralfre-
quenz ωL wurde resonant zu jeweils einer der vier untersten symmetrischen exzitonischen Zuständen
gewählt: (a) ωL = EG − 4.05meV , (b) ωL = EG − 3.83meV , (c) ωL = EG − 3.46meV , (d)
ωL = EG − 3.16meV . Für den photonische Kristall werden die Parameter aus Abbildung 1.4 mit
W = 90nm als Rippenbreite verwendet. Die Rechnungen wurden im kohärenten Limes durchge-
führt, d.h. abgesehen vom radiativen Zerfall ohne Dephasieren der Polarisation bzw. Thermalisieren
der Dichten (T1, T ∗2 → ∞). In dem Konturdiagramm steht Weiß für die maximale und Schwarz für
die minimale Dichte.
(a)–(c) gehören zu exzitonischen Zuständen, die im Potentialtopf unterhalb der dielektrischen
Rippen gebunden sind. Die Wellenpaket-Dynamik ist daher auf den Bereich von −45nm bis
+45nm beschränkt. Die vierte Resonanz, Abbildung 1.8 (d), gehört zu einem ungebundenen
Zustand, der hauptsächlich zwischen den Zylindern konzentriert ist. Die spektrale Breite der
anregenden 2ps-Pulse beträgt ungefähr 0.3EB (FWHM der Feldintensität) und ist damit mit
den Abständen der exzitonischen Resonanzen vergleichbar. Dadurch werden trotz resonanter
Anregung auch die jeweils benachbarten exzitonischen Zustände angeregt. Diese Überlage-
rung verschiedener Resonanzen führt zu der gezeigten Wellenpaket-Dynamik. Hierbei liefern
die resonant angeregten Zustände jeweils den Hauptbeitrag, was sich durch nachfolgende Ana-
lyse zeigen lässt.
Wendet man die Summenregeln (1.98) und (1.99) auf die Polarisationseigenfunktionen
ΨX,i(r1, r2) an, können die dazu gehörenden Elektron- und Lochdichten berechnet werden.
Abbildung 1.9 zeigt die Polarisationseigenfunktionen zu gleicher Elektron- und Lochkoor-
dinate und die zugehörigen Elektron- und Lochdichten. Neben den mit den gewählten An-
fangsbedingungen optisch anregbaren Eigenfunktionen sind in grau auch die nicht sichtbaren,
antisymmetrischen Eigenfunktionen dargestellt. Vergleicht man die aus den Polarisationen
ΨX,i(r1, r2) berechneten kohärenten Dichten mit den Signaturen in Abbildung 1.8, können
diese eindeutig den einzelnen Resonanzen zugeordnet werden. So wird z.B. die Dynamik in













































































Abbildung 1.9: (a) Kohärente Loch- und (b) Elektrondichten sowie (c) die zugehörige Polarisati-
onseigenfunktionen zu gleicher Elektron- und Loch-Position ΨX,λ(r1, r1). Die statischen kohärenten
Dichten lassen sich über die χ(2)-Summenregeln (1.98) und (1.99) aus den Polarisationseigenfunk-
tionen berechnen. Auf der rechten Seite sind zusätzlich die Resonanzenergien eingezeichnet. Die
gepunkteten Linien dienen als Nullachse. Mit grauer Farbe sind die antisymmetrischen Polarisatio-
nen gekennzeichnet, die mit den in dieser Arbeit für das Lichtfeld gewählten Anfangsbedingungen
nicht angeregt werden können. Die Strukturparameter entsprechen denen aus Abbildung 1.6 (c).
Die in Abbildung 1.9 gezeigten Dichten lassen sich in den dynamischen Rechnungen reprodu-
zieren, wenn man zeitlich längere und damit spektral schmalere Laser-Pulse für die optische
Anregung verwendet. Dies wird in Abbildung 1.10 für eine resonante Anregung an der dritten
Resonanz gezeigt. Für eine Anregung mit einem kurzen 1ps-Puls erhält man eine Überlage-
rung aller vier exzitonischen Zustände. Der zugehörige Konturplot, Abbildung 1.10 (a), zeigt
ein komplexes Muster aus allen Anteilen. Verdoppelt man die Pulslänge auf 2 ps wird die
Dynamik hauptsächlich von der dritten und vierten Resonanz getragen. Dies liegt zum einen
daran, dass der energetische Abstand zur vierten Resonanz kleiner ist als der zur ersten und
zweiten Resonanz, zum anderen hat die vierte Resonanz auch nach Abbildung 1.7 die größte
Oszillatorstärke. Die Anteile der vierten Resonanz verringern sich, wenn man die Länge des
Pulses weiter erhöht. Sind in 1.10 (c) für eine Pulsbreite von 2.5 ps noch Beträge der vierten
Resonanz zu erkennen, zeigt Abbildung 1.10 (d) nach der Anregung mit einem 4.5 ps breiten
Puls keine Wellenpaket-Dynamik mehr. Die Form der Dichte wird nur durch die zugehörige
exzitonische Wellenfunktion der dritten Resonanz bestimmt.
Dieselben Erkenntnisse kann man auch dem zeitlichen Verlauf der räumlich integrierten opti-




11 (t) für die vier Pulsbreiten aus Abbildung 1.10 entnehmen.
Der Betrag von P (t) wurde dafür in Abbildung 1.11 dargestellt. Hierbei zeigt die zeitliche
Entwicklung der Polarisation in (a) eine Modulation, die von mehreren Frequenzen bestimmt
wird. Der Verlauf in (b) und noch deutlich der in (c) wird hingegen im Wesentlichen von ei-
ner Frequenz, d.h. von zwei Resonanzen, bestimmt. Der Graph in (d) ist nach der optischen
Anregung abgesehen von einem schwachen Abklingen durch den radiativen Zerfall zeitlich



































Abbildung 1.10: Konturdiagramm der zeitlichen und räumlichen Dynamik der kohärenten Elektron-
dichten f e(2),coh11 aus Gleichung (1.94) entlang einer Quantendraht-Einheitszelle. Das einlaufende
Lichtfeld hat eine Gauß’sche Einhüllende mit einer vollen Halbwertsbreite von (a) 1 ps, (b) 2 ps,
(c) 2.5 ps und (d) 4.5 ps. Die Zentralfrequenz ωL wurde resonant zum drittuntersten symmetrischen
exzitonischen Zustand gewählt, d.h. ωL = EG−3.46meV . Für den photonische Kristall werden die
Parameter aus Abbildung 1.4 mit W = 90nm als Rippenbreite verwendet. Die Rechnungen wurden
im kohärenten Limes durchgeführt, d.h. abgesehen vom radiativen Zerfall ohne Dephasieren der Po-
larisation bzw. Thermalisieren der Dichten (T1, T ∗2 → ∞). In dem Konturdiagramm steht Weiß für
die maximale und Schwarz für die minimale Dichte.
konstant. Ein solches Verhalten lässt sich dadurch erklären, dass nur eine einzige exzitonische
Resonanz zur Polarisation beiträgt.
Die in Abbildung 1.8–1.11 gezeigten Ergebnisse lassen sich auch für die Löcher berechnen.
Dabei erhält man qualitativ gleiche Ergebnisse. Der Unterschied liegt im Wesentlichen darin,
dass die Löcher aufgrund ihrer größeren Masse stärker lokalisiert und dadurch die Maxima
und Minima in der Wellenpaket-Dynamik stärker ausgeprägt sind.
1.6.5 Wellenpaket-Dynamik mit Dephasieren und Relaxieren
Eine Anregung einer Halbleiter-Heterostruktur mit einem kurzen Laserpuls erzeugt zu-
nächst eine kohärente optische Polarisation. Mit zunehmender Zeit zerfällt diese Polarisa-
tion aufgrund verschiedener Dephasierungsmechanismen. Je nach Mechanismus variieren
die Dephasierungszeiten zwischen einigen Pikosekunden und wenigen Femtosekunden. Da-
neben trägt der radiative Zerfall aufgrund der endlichen Lebensdauer der angeregten Zu-
stände immer zum Zerfall der Polarisation bei. In Halbleitern wird das Dephasieren jedoch
hauptsächlich durch die Wechselwirkung mit Phononen, Beiträge der Vielteilchen-Coulomb-
Wechselwirkung und teilweise auch durch Unordnung [72] dominiert. Neben dem Dephasie-
ren der Polarisation verändern auch die optisch erzeugten Elektron- und Lochdichten mit zu-
nehmender Zeit ihre Eigenschaften und werden inkohärent. Aufgrund der Streuung an Phono-
nen sowie der Ladungsträger untereinander relaxieren die inkohärenten Dichten gegen Quasi-
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Abbildung 1.11: Zeitliche Entwicklung der ortsintegrierten makroskopischen optischen Polarisation
bei einer resonanten Anregung des drittuntersten Exzitons (ωL = EG−3.46meV ). Wie in Abbildung
1.10 wurde dabei die volle Halbwertsbreite des Gauß-Pulses von (a) 1 ps, (b) 2 ps, (c) 2.5 ps nach
(d) 4.5 ps variiert. Die Daten entstammen den selben Rechnungen, die auch schon Abbildung 1.10
zugrunde liegen.
Gleichgewichtsverteilungen.
In homogenen Systemen können diese Dephasierungs- und Relaxationsmechanismen auf ei-
ner mikroskopischen Ebene behandelt werden [56, 72]. Für räumlich inhomogene Situationen
ist eine mikroskopische Beschreibung dieser Prozesse sehr aufwendig. Die Auswertung von
Coulomb-Streutermen ist für ein ungeordnetes System sehr zeitaufwendig und kann nur für
sehr kleine Systeme durchgeführt werden [140]. Für das hier vorliegende inhomogene System
ist eine mikroskopische Behandlung der Dephasierung und Relaxation aufgrund der großen
Einheitszelle nicht möglich. Daher sollen diese Prozesse auf einer phänomenologischen Basis
behandelt werden. Dafür soll, wie in Abschnitt 1.5.2 eingeführt, der nicht radiative Zerfall über
die Einführung einer Dephasierungszeit T ∗2 und die Relaxation in das Quasi-Gleichgewicht
über eine Relaxationszeit T1 beschrieben werden.
Mit Hilfe der in Abschnitt 1.5.1 eingeführten Einteilchen-Eigenfunktionen und der zugehöri-
gen Eigenenergien lassen sich über die Formeln (1.96) die Quasi-Gleichgewichtsdichten be-
stimmen. Diese sind in Abbildung 1.12 für kleine mittlere Dichten n0 = 0.001/aB bei einer
Temperatur von T = 50K dargestellt. Da die thermische Energie mit kBT ' 1EB kleiner
als die Tiefe des Einteilchen-Potentials δV (r1, r1)/2 von ca. 2EB ist, sind die Teilchen stark
in den Bereichen der Potentialmulde unterhalb der dielektrischen Rippen konzentriert. Dieser
Effekt ist für Löcher (schwarz) aufgrund der größeren Masse stärker ausgeprägt als für Elek-
tronen (rot).
Die räumliche und zeitliche Entwicklung der Elektrondichten unter Einbeziehung der phä-
nomenologischen Dephasierungs- und Relaxationsprozesse ist in Abbildung 1.13 dargestellt.
Dafür wurden dieselben Strukturparameter und Anregungsbedingungen wie in Abbildung 1.8
gewählt. Die Rechnungen unterschieden sich nur durch die Einbindung inkohärenter Prozesse
durch die Relaxations- und Dephasierungszeiten T1 = T ∗2 = 6 ps. Dabei wurde angenommen,
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Abbildung 1.12: (a) Einteilchen-Potential δV11/2 und (b) zugehörige Quasi-Gleichgewichts-
Dichten f e/h,qe11 für Elektronen (rot) und Löcher (schwarz). Die Rechnungen wurden für eine Tempe-
ratur von T = 50K bei einer mittleren Ladungsdichte von n0 = 0.001/aB (gepunktet) durchgeführt.
Die Rippenbreite der Struktur 1.4 beträgt erneut W = 90nm.
dass die optische Anregung der exzitonischen Übergänge mit Lichtfeldern schwacher Intensi-
tät vorgenommen wird. Kurz nach der Anregung zeigt die Wellenpaket-Dynamik in Abbildung
1.13 dieselben Signaturen wie in Abbildung 1.8. Durch die Dephasierungs- und Relaxations-
mechanismen wird die Wellenpaket-Dynamik mit zunehmender Zeit immer mehr gedämpft
und relaxiert nach einiger Zeit (t T1, T ∗2 ) gegen die in Abbildung 1.12 gezeigten Gleichge-
wichtsverteilungen, die hauptsächlich unterhalb der dielektrischen Rippen konzentriert sind.
Wie unterschiedlich die erzeugten Verteilungen auch direkt nach der Anregung sein mögen, im
Langzeitlimes relaxieren sie alle gegen dieselben Fermi-Dirac-Verteilungen. Dieses Verhalten
macht diese Strukturen interessant für Laseranwendungen. Durch diese selbstorganisierte Um-
verteilung der Dichten innerhalb der Quantendrähte, könnte es in den Bereichen mit erhöhter
Ladungsträgerdichte früher zu Inversion kommen. Damit würde die Laserschwelle niedriger
liegen als in einem vergleichbaren räumlich homogenen System mit identischer mittlerer Teil-











































11 ) aus Gleichung (1.98) und (1.102) entlang einer Quantendraht-
Einheitszelle. Das einlaufende Lichtfeld hat eine Gauß’sche Einhüllende mit einer vollen Halbwerts-
breite von 2 ps. Die Zentralfrequenz ωL wurde resonant zu jeweils einem der vier untersten symme-
trischen exzitonischen Zuständen gewählt: (a) ωL = EG − 4.05meV , (b) ωL = EG − 3.83meV ,
(c) ωL = EG − 3.46meV , (d) ωL = EG − 3.16meV . Für den photonische Kristall werden die Pa-
rameter aus Abbildung 1.4 mit W = 90nm als Rippenbreite verwendet. In den Rechnungen wurden
nicht-radiative Dephasierungsprozesse und ein Thermalisieren der Elektronen über phänomenologi-
sche T ∗2 - und T1-Zeiten mit T
∗
2 = T1 = 6 ps realisiert. Als Temperatur wurde T = 50K angesetzt.
In dem Konturdiagramm steht Weiß für die maximale und Schwarz für die minimale Dichte.
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1.7 Räumlich inhomogener Halbleiter-Gain in
photonischen Kristallstrukturen [113]
Anmerkung: Die in diesem Abschnitt gezeigten numerischen Ergebnisse sind der Referenz
[113] ”Spatially inhomogeneous optical gain in semiconductor photonic-crystal structures”
entnommen, in der die hier gezeigten Resultate schon publiziert worden sind. Änderungen in
der Farbwahl und der Achsenbeschriftung sind vorbehalten.
Photonische Kristalle bieten zahlreiche Möglichkeiten, die bei der Entwicklung oder Op-
timierung von optoelektronischen Bauelementen eingesetzt werden können. Dafür wurden
in den letzten Jahren einige Experimente an Kombinationen von Halbleitern und photoni-
schen Kristallen durchgeführt [77, 14, 38, 118]. Dabei wurden insbesondere auf photoni-
schen Kristallen basierende Lasersysteme mit Halbleitern als aktives Material untersucht
[105, 62, 104, 61, 101, 128, 82, 76, 119]. Diese Forschungsgebiete erfordern eindeutig die
Optimierung und Erforschung der transversalen Eigenschaften der photonischen Kristallstruk-
turen. Neben Modifikation der transversalen Felder werden auch die longitudinalen Anteile
des elektromagnetischen Feldes, d.h. die Coulomb-Wechselwirkung zwischen geladenen Teil-
chen, im photonischen Kristall beeinflusst [135, 35, 34]. Daher weisen solche Strukturen nicht
nur veränderte Propagationseigenschaften für Lichtwellen, sondern auch andere intrinsische
Eigenschaften für in solche Strukturen integrierte optisch aktive Materialien auf. Die räum-
lich mit der Kristallperiode variierende Coulomb-Wechselwirkung führt dabei unter anderem
zu einer periodisch modulierten Halbleiter-Bandlücke und einer ortsabhängigen exzitonischen
Bindungsenergie [106, 35, 34].
Im Folgenden sollen mit Hilfe der in den vorangegangenen Abschnitten 1.2–1.4 hergeleiteten
Theorie die gekoppelte Dynamik der transversalen und longitudinalen Felder selbstkonsistent
zusammen mit den optisch erzeugten Halbleiter-Kohärenzen gelöst werden. Als Halbleiter sol-
len dabei Quantendrähte anstelle von Quantenfilmen verwendet werden, um die numerische
Komplexität des räumlich inhomogenen Problems zu reduzieren. Die optischen Eigenschaf-
ten wie die Lage der exzitonischen Resonanzen wurden so gewählt, dass diese weitestgehend
denen in vergleichbaren Quantenfilm-Strukturen entsprechen. Bei der Untersuchung linearer
Absorptionsspektren erzielt man damit qualitativ vergleichbare Ergebnisse. Die wesentlichen
physikalischen Effekte sollten sich daher auch mit dem eindimensionalen Modellsystem un-
tersuchen lassen.
Im Gegensatz zu den Untersuchungen des vorigen Abschnitts, in dem die Dynamik der in-
homogenen Elektron- und Lochdichten untersucht worden ist, wird im Folgenden mit stati-
schen Quasi-Gleichgewichtsdichten gearbeitet. Mit diesem Ansatz soll die dichteabhängige
Absorption des Halbleiter-Materials untersucht werden. Dabei soll zunächst das verwendete
Modellsystem eingeführt und dessen lineare optische Eigenschaften charakterisiert werden.
Mit den dabei gewonnenen Erkenntnissen sollen dann analog zu den Rechnungen des vor-
herigen Abschnitts Quasi-Gleichgewichtsdichten berechnet und damit die Polarisationsglei-
chung (1.90) numerisch ausgewertet werden. Bei den numerischen Simulationen wird die in
Abschnitt 1.3 eingeführte FDTD-Methode verwendet. Die Transmissions-, Reflexions- und
Absorptionsspektren lassen sich nach den Methoden aus dem Exkurs über die numerische
Messung 1.3.5 berechnen.
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1.7.1 Vorstellung des verwendeten Modellsystems
Für die nachfolgenden Untersuchungen wurde als Modellsystem eine periodische Anordnung
von dünnen GaAs-Quantendrähten gewählt, die sich im Abstand S = 0.2 aB unterhalb einer
zweidimensionalen photonischen Kristallstruktur befinden. Hierbei ist aB ' 13nm der ex-
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Abbildung 1.14: Parallele Anordnung von Quantendrähten im Abstand S = 0.2 aB unterhalb eines
photonischen Kristalls. Dieser besteht aus in ein dielektrisches Material (ε = 13.1) eingeätzten
Luftzylindern (ε = 1) mit Radius R. Die Zylinder sind quadratisch angeordnet, wobei die Kanten
mit einem Radius r = 0.5 aB abgerundet worden sind. Die Quantendrähte verlaufen in z-Richtung
mittig unterhalb der Zylinder, d.h. sie schneiden die Verlängerung der Zylinderachsen, und haben
folglich in y-Richtung die Kristallperiode L = 9.6 aB als Abstand. Das einlaufende Lichtfeld wird
oberhalb der Struktur eingekoppelt. Zur Bestimmung von Absorptionsspektren wird die Transmission
und Reflexion ”gemessen”. Die Längeneinheit ist der 3D-Bohr-Radius eines Exzitons in GaAs a B '
13nm.
zitonische Bohr-Radius des dreidimensionalen GaAs-Exzitons. Der photonische Kristall be-
steht aus einer quadratischen Anordnung von Luftzylindern mit Radius R, die in ein homoge-
nes GaxAl1−xAs-Medium eingeätzt worden sind. Bei einer Herstellung solcher photonischer
Kristalle können keine scharfen Zylinderkanten erzeugt werden. Aus diesem Grund wurden
die Kanten mit dem Radius r = 0.5 ab abgerundet. Zudem werden dadurch numerische Kom-
plikationen vermieden, die durch unphysikalisch scharfe Kanten hervorgerufen würden. Die
quadratische Einheitszelle des photonischen Kristalls hat eine Länge von L = 9.6 aB. Diese
Länge entspricht auch dem Abstand der parallel zueinander angeordneten Quantendrähte, die
unterhalb des Kristalls in x-Richtung verlaufen und dabei die Verlängerung der Zylinderach-
sen schneiden. Zur Vereinfachung wurden in den numerischen Simulationen für den Halb-
leiter und die homogene GaxAl1−xAs-Umgebung dieselbe dielektrische Konstante ε = 13.1
verwendet. Für die Luftzylinder wurde ε = 1 gewählt.
Die Halbleiter werden als ideale eindimensionale Systeme in Zwei-Band-Näherung behandelt.
Die Divergenz der eindimensionalen Exziton-Bindungsenergie wurde durch die Verwendung
1.7 Räumlich inhomogener Halbleiter-Gain in photonischen Kristallstrukturen 51
einer regularisierten Coulomb-Wechselwirkung
V0(r, r
′) = 1/[ε(r′)[|r− r′| + a0]] mit a0 = 0.16 aB (1.105)
vermieden. Wie man Referenz [5] entnehmen kann, lassen sich die exzitonischen Resonanzen
eindimensionaler Systeme durch die Einführung eines solchen Regularisierungsparameters in
guter Übereinstimmung mit der vollen dreidimensionalen Rechnung beschreiben, solange der
Radius der Quantendrähte kleiner als der exzitonische Bohr-Radius ist.
1.7.2 Lineare Absorptionsspektren der unangeregten Struktur
Bevor die eigentliche Analyse der dichteabhängigen Absorption vorgenommen werden kann,
sollen zunächst die exzitonischen Eigenschaften der in den photonischen Kristall eingebette-
ten Halbleiterstruktur über lineare Absorptionsspektren untersucht werden. Zur Betonung der




11 = 0 betrach-
tet. In diesem Fall kann anstelle der vollen Interband-Gleichung (1.90) die Kohärenz erster
Ordnung (1.93) betrachtet werden. Der nicht radiative Zerfall wird dabei wiederum über die
Einführung einer phänomenologischen Zerfallszeit T ∗2 geregelt. Diese wird im Folgenden so
gewählt, dass die Absorptionsspektren eine homogene Verbreiterung von 1.3meV aufwei-
sen. Die in Abbildung 1.15 gezeigten Spektren weisen mit Ausnahme der beiden Grenzfälle
bei Variation des Zylinderradius eine doppelpeakartige Exzitonresonanz auf. Hierbei markiert
die exzitonische Resonanz H die spektrale Position im Grenzfall R → 0, d.h. im Fall eines
homogenen Mediums bzw. einer weit entfernten Grenzfläche. Dieser Wert liefert eine untere
Schranke für die in der inhomogenen Struktur auftretenden exzitonischen Resonanzen. Ana-
log markiert die Resonanz I die spektrale Position des Exzitons im Grenzfall R → ∞. Dies
entspricht einer ebenen Grenzfläche im Abstand S und bildet die obere Schranke für die exzi-
tonischen Resonanzen. Die Differenz zwischen den Resonanzen H und I beträgt über 4meV .
Neben der Verschiebung zu höheren Energien weist der Halbraum-Fall R → ∞ aufgrund der
durch δV12 verstärkten Coulomb-Wechselwirkung V12 eine erhöhte Exziton-Bindungsenergie
auf [134, 35]. Dies lässt sich an der Verschiebung der Kontinuumskante von den 1.5 eV des
homogenen Falls auf ca. 1.516 eV für den Halbraum-Fall ablesen.
Bei Variation des Zylinderradius zwischen den beiden Extremwerten nimmt der Anteil des
homogenen Peaks H stetig ab, während der Anteil des Halbraum-Peaks I zunimmt. Für einen
Radius vonR = 2.5 aB sind beide Anteile gleich groß. Die physikalische Ursache der Doppel-
resonanz liegt im Auftreten der Coulomb-Selbstenergien unterhalb der Zylinder. Damit bildet
sich ein Potentialtopf aus, der ein Minimum zwischen den Zylindern hat. Der homogene Peak
wird dabei von exzitonischen Resonanzen getragen, die innerhalb dieses Potentialtopfs gebun-
den sind, der inhomogene Peak von den ungebundenen Zuständen, die unterhalb der Zylinder
lokalisiert sind. Mit zunehmendem Radius wird dieser Potentialtopf immer schmaler, wodurch
die Anzahl der gebundenen Zustände abnimmt. Dieses Verhalten sollte aus dem Lehrbuchbei-
spiel eines Teilchens, das sich in einem Kastenpotential endlicher Höhe befindet, bekannt sein.
Wie in Referenz [107] bzw. schon in dieser Arbeit gezeigt wurde, wird die Resonanz durch
mehrere räumlich inhomogene exzitonische Zustände mit unterschiedlicher Oszillatorstärke
gebildet (vgl. Abbildung 1.6). Der Beitrag dieser Zustände lässt sich am besten im Spektrum
für R = 2.5 aB sehen. Neben der aufgespaltenen Exzitonresonanz zeigen die Spektren auch
eine räumlich inhomogene Kontinuumskante.
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Abbildung 1.15: Lineare Absorptionsspektren für verschiedene Zylinderradien. Der Grenzfall R =
0 entspricht einer parallelen Anordnung von Quantendrähten in einem homogenen Medium (mit
Exzitonresonanz H), der Grenzfall R → ∞ einer parallelen Anordnung von Quantendrähten im Ab-
stand S zu einer Ebenen Grenzfläche (mit Exzitonresonanz I). Die zu beiden Grenzfällen gehörenden
1s-Exzitonresonanzen bilden eine Art obere bzw. untere Schranke für die im Einteilchen-Potential
gebundenen exzitonischen Zustände (siehe Abbildung 1.6 als vergleichbare Situation). Die exzitoni-
schen Spektren weisen im Wesentlichen eine Doppel-Peak-Struktur auf, wobei die Höhe der beiden
Anteile durch Variation des Zylinderradius mehr oder minder betont werden kann. Als Bandlücke des
homogenen Materials wurde als EG = 1.5 eV angesetzt. Durch Verwendung eines phänomenologi-
schen Dephasierens sind die Resonanzen mit 1.3meV (volle Halbwertsbreite) homogen verbreitert.
Die Struktur-Parameter entnehme man Abbildung 1.14.
diesem Fall tragen die gebundenen und ungebundenen exzitonischen Zustände nahezu gleich
stark zur Exzitonresonanz bei. Für diese Wahl sollten beide Anteile auch für höhere Dichten
unterscheidbar bleiben.
1.7.3 Dichteabhängige Quasi-Gleichgewichtsspektren
Berechnet man die in Abschnitt 1.5.1 eingeführten Quasi-Gleichgewichtsdichten aus den elek-
tronischen Eigenfunktionen und Eigenenergien, erhält man eine verstärkte Dichtekonzentra-
tion zwischen den Zylindern. Dieser Bereich entspricht dem Boden des Potentialtopfs, der
durch die Coulomb-Selbstenergien e2δV11/2 der Elektronen und Löcher ausgebildet wird. Ei-
ne Darstellung des Potentials sowie einiger Elektron- und Loch-Gleichgewichtsdichten für
verschiedene n0 sind in Abbildung 1.16 dargestellt. Die bei der Berechnung der Gleichge-
wichtsdichten (1.96) benötigte Temperatur wurde auf T = 50K festgesetzt. Da die zugehö-
rige thermische Energie nur kBT = 4.3meV beträgt, fällt die Konzentration der Ladungs-
dichten stark aus. Für höhere Temperaturen sind die Übergänge zwischen den Hoch- und
Niedrigdichte-Bereichen verbreitert. Aufgrund der größeren Masse sind die Löcher stärker
in dem Potentialtopf gebunden als die Elektronen. Durch die räumliche Variation der Dich-
ten sollte im Hochdichte-Bereich zwischen den Zylindern die Laserschwelle für niedrigere































Abbildung 1.16: (a) Darstellung des Einteilchen-Potentials für einen Zylinderradius R = 2.65 aB ,
(b) die dazu gehörenden Quasi-Gleichgewichtsdichten für Elektronen (durchgezogen) und Löcher
(gepunktet) bei einer Temperatur von T = 50K . Die mittleren Teilchendichten sind n0 = 0.1/aB ,
n0 = 0.2/aB , n0 = 0.3/aB und n0 = 0.4/aB . Die Nullposition entspricht dem Schnittpunkt mit der
Zylinderachse, d.h. die Ladungsdichten konzentrieren sich zwischen den Zylindern. Die sonstigen
Struktur-Parameter entnehme man Abbildung 1.14.
mittlere Dichten n0 erreicht werden als im Niedrigdichte-Bereich unterhalb der Zylinder. Mit
Laserschwelle ist der Grenzwert gemeint, bei dem der Halbleiter von Absorption zu optischer
Verstärkung übergeht. Aufgrund der Umverteilung der Dichten sollte dieser Grenzwert un-
terhalb der Laserschwelle liegen, die ein Halbleiter in einem homogenen Medium aufweisen
würde. Dies soll im Folgenden gezeigt werde.
1.7.4 Reduzierung der Laserschwelle durch die
Coulomb-Modifikationen
Zum Abschluss sollen mit den dichteabhängigen Gleichgewichtsspektren in Abbildung 1.17
die Hauptresultate des Kapitels 1.7 präsentiert werden. Diese zeigen mit zunehmender mitt-
lerer Dichte den Übergang von optischer Absorption zu optischer Verstärkung. Dabei ist in
Teilabbildung (a) die inhomogene Situation mit photonischem Kristall (R = 2.65 aB) und in
Teilabbildung (b) zum Vergleich die homogene Situation (R → 0) gezeigt. Beide Fälle unter-
schieden sich erheblich. Aufgrund ihrer einfacheren Struktur soll zunächst der homogene Fall
beschrieben werden.
Für niedrige Dichten zeigt das Spektrum die homogene Exzitonresonanz, die klar von der
Kontinuumskante abgegrenzt ist. Mit zunehmender Dichte bleicht die exzitonische Resonanz
aus, da der vorletzte Term von Gleichung (1.90)
−µ · (E1δ12 − E1f e12 − E2fh21)
für eine reduzierte Absorption sorgt. Gleichzeitig verschiebt das Kontinuum zu niedrigeren
Energien. Bei einer Dichte von n0 = 0.26/aB erreicht das Kontinuum die energetische Po-





















































Abbildung 1.17: Absorptions- und Gain-Spektren für (a) die photonische Kristallstruktur mit
Halbleiter-Quantendrähten aus Abbildung 1.14 mit Zylinderradius R = 2.65 aB und (b) eine par-
allele Anordnung von Quantendrähten unterhalb einer ebenen Grenzfläche. Der Abstand zur Grenz-
fläche sowie der zwischen den Quantendrähten in (b) entspricht der in (a) gewählten Konfiguration.
Damit ist (b) der Grenzfall unendlich dünner Zylinder R = 0. Der Gain-Bereich (negative Absorp-
tion) ist in den Graphen grün markiert worden. In den Rechnungen wurde ein phänomenologisches
Dephasieren verwendet, das zu einer homogenen Verbreiterung von 1.7meV (volle Halbwertsbreite)
führt.
Absorption unterhalb der Exzitonresonanz ihr Vorzeichen. Damit liegt anstelle der Absorp-
tion optischer Gewinn vor, d.h. das in den FDTD-Simulationen eingestrahlte Lichtfeld wird
durch stimulierte Emission des stark invertierten Halbleiters verstärkt. Dieser Bereich ist in
den Spektren grün markiert worden.
Die inhomogene Exzitonresonanz in (a) tritt für niedrige Dichten wieder als Doppelpeak auf.
Zur Orientierung wurden beide Anteile wie schon in Abbildung 1.15 mit H und I gekennzeich-
net. Diese Peaks zeigen mit zunehmender Dichte ein unterschiedliches Verhalten. Durch die
erhöhte Dichte zwischen den Zylindern bleichen die inhomogenen exzitonischen Resonanzen,
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deren Zustände in diesem Bereich lokalisiert sind, schneller aus als die Resonanzen, die zu
Zuständen gehören, die im Niedrigdichte-Bereich unterhalb der Zylinder lokalisiert sind. Dies
liegt an der räumlich inhomogenen Reduzierung der Absorption durch die Umverteilung der
mittleren Dichte n0. Daher nimmt der H-Peak wesentlich schneller ab als der I-Peak. Durch
die Umverteilung der Dichten tritt optische Verstärkung lokal in den Bereichen zwischen den
Zylindern schon ab einer mittleren Dichte von n0 = 0.24/aB auf. Damit liegt die Laser-
schwelle im Vergleich zum homogenen System 20 Prozent niedriger. Diese Verstärkung wird
durch die im Potentialtopf gebundenen Resonanzen getragen. Die einzelnen Resonanzen sind
innerhalb des Gain-Bereichs gut zu erkennen. Es sei hier explizit darauf hingewiesen, dass es
sich dabei um einen lokalen Gain handelt. Die Niedrigdichte-Bereiche weisen für viel höhere
Dichten eine noch klar erkennbare exzitonische Absorption auf, d.h. während zwischen den
Zylindern eine lokale optische Verstärkung auftritt, absorbiert das Halbleiter-Material unter-
halb der Zylinder noch. Die Coulomb-Modifikationen sorgen somit für eine Selbstorganisation
der Teilchen, die zu lokal unterschiedlichem Absorptionsverhalten führt.
Die optischen Eigenschaften der Struktur sollten sich zusätzlich verbessern lassen, wenn durch
geschicktes Design des photonischen Kristalls ein räumlicher Überlapp zwischen den relevan-
ten photonischen Moden und den Hochdichtebereichen zwischen den Zylindern erreicht wird.
Für die gewählte Struktur variiert das Feld entlang der Quantendrähte nur um ca. 10 Prozent.
Zudem ist der räumliche Überlapp mit den Niedrigdichte-Bereichen größer als der mit den
Hochdichte-Bereichen. Die hier untersuchte Struktur bedarf daher noch einiger Optimierung.
Eine Feldlokalisierung sollte zudem eher für eine Propagation senkrecht zu den Zylindern
des photonischen Kristalls zu erreichen sein. Die hier verwendete Propagation in z-Richtung
parallel zu den Zylinderachsen nutzt die photonische Bandstruktur nur geringfügig aus, da
die Struktur in dieser Richtung keine Periodizität aufweist (vgl. dazu Abbildung 1.14). Ent-
sprechende Untersuchungen bieten zahlreiche Optimierungsmöglichkeiten. Man könnte dabei
z.B. an die Kopplung an eine Mode der oberen oder unteren Bandkante einer photonischen
Bandlücke denken. Solche Moden weisen eine verstärkte Licht-Materie-Wechselwirkung auf,
wie in den Untersuchungen des folgenden Abschnitts 1.8 für ein eindimensionales photoni-
sches System gezeigt wird. Die hier vorhergesagten Effekte sind allein aber schon interessant
genug, dass sich eine experimentelle Überprüfung lohnen würde.
Damit sollen die Untersuchungen zu den longitudinalen Eigenschaften der photonischen Kris-
talle abgeschlossen werden. Die Untersuchungen des folgenden Abschnitts konzentrieren sich
vollständig auf die transversalen Eigenschaften. Hierbei sollen die optischen Eigenschaften
der Struktur durch resonante Ankopplung an geeignete Moden des photonischen Kristalls opti-
miert werden. Ein Ziel für zukünftige Untersuchungen sollte dennoch die Kombination beider
Aspekte, der longitudinalen wie auch der transversalen, zur Optimierung von Halbleiterlasern
sein.
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1.8 Verstärkte Licht-Materie-Wechselwirkung an der
unteren Bandkante eindimensionaler
photonischer Kristalle [108]
Anmerkung: Die in diesem Abschnitt gezeigten numerischen Ergebnisse sind der Referenz
[108] ”Enhanced light-matter interaction in semiconductor heterostructures embedded in one-
dimensional photonic crystals” entnommen, in der die hier gezeigten Resultate schon publi-
ziert worden sind. Änderungen in der Farbwahl und der Achsenbeschriftung sind vorbehalten.
Es ist weitgehend bekannt, dass sich die optischen Eigenschaften (Bandlücken, exzitonische
Resonanzen, etc.) von Halbleitern durch die Zusammensetzung der verwendeten Materiali-
en beeinflussen lassen. Durch Reduzierung der effektiven Dimensionalität lässt sich zudem
die Stärke der Kopplung zwischen dem elektrischen Feld und der exzitonischen Resonanz
stark vergrößern und damit die Effektivität von opto-elektronischen Bauelementen steigern
[24, 56, 123]. Alternativ lässt sich die Kopplung an das Lichtfeld auch durch eine geeig-
nete Strukturierung der Halbleiter-Umgebung stark beeinflussen. Die Idee zur Herstellung
photonischer Kristallstrukturen [150, 65] und deren Realisierung haben dabei in den letzten
Jahrzehnten zahlreiche neuartige Möglichkeiten beim Design von opto-elektronischen Bau-
elementen eröffnet [64, 120, 129, 1, 21]. Photonische Kristalle bestehen aus einer periodi-
schen Anordnung von Materialien mit verschiedener dielektrischer Konstante. Die Periode
ist in der Größenordnung von optischen Wellenlängen, was analog zur Situation von Elek-
tronen in Festkörpern zu einer photonischen Bandstruktur führt. Durch geschicktes Design
lassen sich damit auch Materialien mit einer optischen Bandlücke herstellen. Bringt man in
die photonische Kristallstruktur als aktives Material einen Halbleiter ein, so kann die Licht-
Materie-Wechselwirkung durch die Eigenschaften des photonischen Kristalls signifikant be-
einflusst werden [64, 120, 129, 1, 21]. So kann innerhalb einer photonischen Bandlücke
die Licht-Materie-Wechselwirkung weitgehend unterdrückt bzw. durch Ankopplung an eine
Lichtmode wesentlich verstärkt werden. Im Experimenten wurden im Wesentlichen Syste-
me mit Halbleiter-Quantenfilmen untersucht [77, 14, 38, 118]. Insbesondere wurden verstärkt
Kombinationen aus Halbleitern und photonischen Kristallen zur Realisierung effizienter Laser
verwendet [105, 62, 61, 101, 128, 82, 76].
In den vergangenen Jahren sind unter anderem auch Lichtpropagationseffekte an der photoni-
schen Bandkante (Photonic Band Edge) von 1D photonischen Kristallen untersucht worden
[28, 8, 138, 121, 73, 22, 31]. In diesem Zusammenhang fällt häufig das Schlagwort ”slow
light”. Wie schon erwähnt, wird die Licht-Materie-Wechselwirkung innerhalb der optischen
Bandlücke weitgehend unterdrückt. An der optischen Bandkante kann sie hingegen um einige
Größenordnungen verstärkt werden. Referenz [8] liefert einige analytische Resultate zur Brei-
te der Bandkanten-Resonanzen und deren Abhängigkeit von der Anzahl der Perioden.
In diesem Abschnitt sollen die Eigenschaften der Lichtmoden an der Bandkante genauer
untersucht und verschiedene Aspekte der Wechselwirkung dieser Moden mit einem Halb-
leiter beleuchtet werden. Insbesondere soll gezeigt werden, wie sich die optischen Eigen-
schaften von so genannten Vertical Surface Emitting Lasern (VCSEL) mit Hilfe dieser
”Bandkanten”-Effekte verbessern lassen. Im Gegensatz zu den bisherigen Veröffentlichun-
gen soll dabei der Halbleiter mit einem mikroskopischen Modell beschrieben und die Licht-
Materie-Wechselwirkung vollkommen selbstkonsistent über die Maxwell Semiconductor
Bloch Equations (MSBE) [56, 24, 123] berücksichtigt werden. Die numerische Komplexi-
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tät des Problems ist im Vergleich zu den in den vorigen Abschnitten beschriebenen beiden
Systemen mit Coulomb-Inhomogenitäten wesentlich geringer, da die Halbleiter im vorliegen-
den Fall räumlich homogen sind. Damit kann die Schwerpunktsbewegung separiert werden.
Dadurch ist man auch nicht mehr an die Ortsdarstellung der SBE gebunden, sondern kann die
Gleichungen unter Ausnutzung der Homogenität in der k-Raum-Darstellung lösen. Bei der
Untersuchung der ”slow-light”-Moden soll zunächst die reine PBE-Struktur betrachtet und
die für diese Arbeit relevanten physikalischen Effekte gezeigt werden. Mit den dabei erworbe-
nen Kenntnissen soll dann das Design eines PBE-VCSELs vorgeschlagen und gezeigt werden,
wie man diesen durch gezielte Variation von Struktur-Parametern optimieren kann.
Die Studie kann auch als eine separate Erforschung der transversalen Eigenschaften, insbeson-
dere der Bandkantenmoden, angesehen werden. Die dabei gewonnenen Erkenntnisse sollten
auch auf räumlich inhomogene Situationen übertragbar sein, in denen die longitudinalen Ei-
genschaften eine Rolle spielen. Damit bilden die im Folgenden gezeigten Ergebnisse zusam-
men mit denen aus den vorherigen beiden Abschnitten die Grundlage für mögliche zukünftige
Untersuchungen, in denen sowohl die transversalen als auch die longitudinalen Eigenschaften
ausgenutzt werden sollen.
1.8.1 Das mikroskopische Halbleiter-Modell
Wie schon in den vorigen beiden Abschnitten werden die Halbleiter-Bloch-Gleichungen si-














H(r, t) = − 1
µ0
∇× E(r, t). (1.107)
und über das Transmissions- und Reflexionsspektrum die Licht-Materie-Wechselwirkung un-
tersucht. Im Gegensatz zu den inhomogenen Systemen ist die Struktur und damit auch der
Halbleiter in den Ebenen senkrecht zur Propagationsrichtung homogen. Damit kann für alle
mikroskopischen Halbleiter-Polarisationen und -Dichten die k-Darstellung verwendet wer-
den. Die Confinement-Funktionen des Quantenfilms werden dabei als Delta-Distributionen
genähert. Damit hat die in den Maxwell-Gleichungen verwendete makroskopische Polarisati-
on folgende Form:
P(r, t) = dcv
∑
n,k
pn,k(t)δ(z − zn), (1.108)
Hierbei ist pn,k der Erwartungswert der Interband-Polarisation pn,k = 〈dn,−kcn,k〉, k =
(kx, ky) der Wellenvektor in der Quantenfilm-Ebene und zn die Position des n-ten Quan-
tenfilms. Die Bewegungsgleichungen der Inter- und Intrabandgrößen werden mit Hilfe des
Heisenberg-Formalismus −i~〈A〉 = 〈[H,A]〉 aufgestellt. Dabei wird im Hamilton-Operator
der Bandstruktur-Anteil, die Licht-Materie- und die Coulomb-Wechselwirkung berücksich-
tigt. Phononische Effekte werden vernachlässigt. Für die Bandstruktur wird näherungsweise
ein Zwei-Band-System mit parabolischen Bändern und effektiven Elektron- und Loch-Massen
verwendet, die Licht-Materie-Wechselwirkung wird in Dipol-Näherung betrachtet und das
Hierarchie-Problem mit der Coulomb-Wechselwirkung mit Hilfe der Hartree-Fock-Näherung
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hat damit dieselbe Form wie ihr Analogon in den optischen Bloch-Gleichungen, wenn man
























und die Rabi-Frequenzen durch verallgemeinerte Rabi-Frequenzen





ersetzt. Das Dipol-Matrixelement wird dabei k-unabhängig gewählt. Eine Gleichung für die
Elektron- und Loch-Dichten f en,k = 〈c+n,kcn,k〉 und fhn,k = 〈d+n,kdn,k〉 wird nicht benötigt, da
diese durch Quasi-Gleichgewichts-Fermi-Dirac-Verteilungen beschrieben werden sollen. Der
Index ’S’ am Coulomb-Potential soll verdeutlichen, dass anstelle des normalen ein mit Hilfe






verwendet wird [56, 126, 55, 36]. Die Konstante ∆εS =
∑
k1
(V Sk1 −Vk1) berücksichtigt dabei
die Coulomb-Selbstenergie. Der letzte Term auf der rechten Seite von (1.109) berücksich-
tigt formal alle inkohärenten Terme höherer Ordnung. Dabei handelt es sich im Wesentli-
chen um Vielteilchen-Korrelation zwischen Elektron, Löchern und auch Phononen, die durch
das Hierarchie-Problem der Coulomb- und Elektron-Phonon-Wechselwirkung auftreten. Da
die in diesem Abschnitt durchgeführten Untersuchungen keine experimentellen Ergebnisse
reproduzieren, sondern vielmehr Grundlagenstudien sein sollen, wird der numerische Auf-
wand möglichst gering gehalten. Dabei werden inkohärenten Beiträge höherer Ordnung in
einer phänomenologischen Dephasierungszeit T2 zusammengefasst. Diese approximiert die
nicht-radiativen Beiträgen zur homogenen Linienbreite γ = ~/T2. Die radiativen Beiträge
werden direkt durch das selbstkonsistente Lösen der MSBE berücksichtigt. Für die numeri-









n,k und verschiedene 1D photonische Kristallstrukturen selbstkon-
sistent gelöst. Die Messung der Licht-Materie-Wechselwirkung erfolgt über das in Abschnitt
1.3.5 beschriebene Verfahren.
1.8.2 Slow-Light-Propagation in der PBE-Struktur
Für die Untersuchung der Licht-Materie-Wechselwirkung an der optischen Bandkante wird
zunächst ein einfaches Modellsystem gewählt. Dafür wird ein Ga1−xInxAs-Quantenfilm in
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Abbildung 1.18: Schematische Darstellung des 1D photonischen Kristalls (Bragg-Struktur) mit
2N + 1 Einheitszellen und einem Quantenfilm in der mittleren Zelle. Die Bragg-Schichten beste-
hen aus Al0.1Ga0.9As und AlAs, der Quantenfilm aus GaxIn1−xAs. Das einlaufende elektrische
Feld ist linear in y-Richtung polarisiert und propagiert als ebene Welle in z-Richtung.
die Mitte einer 1D Bragg-Struktur eingebracht. Die Bragg-Struktur besteht aus einer ab-
wechselnden Anordnung von AlAs- und Al0.1Ga0.9As-Schichten. Die Schichtdicken ent-
sprechen dem Viertel der Wellenlänge der Zentralfrequenz EL/~ der photonischen Band-
lücke, d.h. dL = λL/4 = hc/(4EL
√
ε). Der Quantenfilm befindet sich in der mittleren
Al0.1Ga0.9As-Schicht. Um die Anordnung symmetrisch zu halten, wird eine ungerade An-
zahl (2N+1) von Einheitszellen verwendet (vgl. Abbildung 1.18). Zur Vereinfachung wird
für die Al0.1Ga0.9As-Schicht und den Quantenfilm dieselbe dielektrische Konstante ε = 13
verwendet. Aufgrund des verschwindend geringen dielektrischen Kontrastes müssen auch
keine Spiegelladungseffekte berücksichtigt werden. Für die AlAs-Schicht wird ε = 8.7
als Materialwert verwendet. Um unnötig große Zahlen zu vermeiden, wird die Energieach-
se um die Zimmertemperatur-Bandlücke von GaAs verschoben, d.h. der Wert 0 entspricht
E0G = 1.42 eV . Durch Variation der Indium-Beimischung und der Quantenfilm-Dicke lässt
sich die Bandlücke in einem begrenzten spektralen Bereich verschieben. Die physikalische
Ursache liegt in der mit EG(InAs, T = 300K) ' 0.42 eV im Vergleich zu GaAs nied-
rigeren Bandlücke von InAs. Damit wird nicht nur die Bandlücke geringer , sondern auch
das Confinement-Potential tiefer. Genauere Details dazu findet man im Kapitel über die
Ladungs- und Spinströme im Zusammenhang mit der k·p-Störungsrechnung. Diese Verschie-
bung ∆EG = E
QW
G − E0G der Bandlücke wird im Folgenden als Detuning bezeichnet und
als Optimierungsparameter verwendet, durch Variation dessen die Kristall-Moden und die
Halbleiter-Resonanzen zum Überlapp gebracht werden können. Im Folgenden wird ∆EG im-
mer positiv und kleiner als 45meV sein, um zu garantieren, dass die Bandlücke hinreichend
kleiner als die vom Al0.1Ga0.9As-Barrieren-Material und damit das Confinement-Potential
des Halbleiters tief genug ist.
Bevor die Wechselwirkung des Lichtfelds mit dem Halbleiter untersucht wird, soll zunächst
die reine Bragg-Struktur charakterisiert werden. Dafür wurde die Transmission und die Refle-
xion dieser Struktur bestimmt. Zudem wurde durch Variation der Anzahl der Einheitszellen
die Abhängigkeit der photonischen Bandstruktur von der Länge der Bragg-Struktur bestimmt.
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Abbildung 1.19: Transmission T (schwarz) und Reflexion (rot) normiert auf das eingekoppelte Licht-
feld für (a) und (b) 33, (c) 49 und (d) 65 Einheitszellen. Der photonische Kristall ist eine 1D Bragg-
Struktur. Wie man (a) entnehmen kann, liegt die Mitte der photonischen Bandlücke bei EL = 1.5 eV .
In (b)-(d) ist eine Vergrößerung der unteren photonischen Bandkante dargestellt. Die Energieachse
wurde um die Gap-Energie E0G von GaAs verschoben, d.h. der Wert 0 entspricht E = E
0
G. Als
Energie-Einheit wurde für die 3D Exziton-Bindungsenergie EB ' 4.25meV von GaAs gewählt.
Mit zunehmender Anzahl von Einheitszellen werden die Transmissionsmaxima (T=1) oberhalb und
unterhalb der Bandlücke schmaler und rücken näher an die Bandkante.
einer Bragg-Struktur mit (b) 33, (c) 49 und (d) 65 Einheitszellen, die Teilfigur (a) die volle
Bandlücke der Struktur mit 33 Einheitszellen. Die Zentralfrequenz aller Strukturen liegt bei
EL = 1.5 eV . Die Transmission zeigt oberhalb und unterhalb der Bandlücke eine Ansamm-
lung von diskreten Lichtmoden, deren Breite abnimmt, je näher sie an der Bandkante liegen.
Mit zunehmender Anzahl von Bragg-Schichten rücken diese Transmissions-Linien näher an
die Bandkanten. Dabei nimmt der Abstand zwischen den einzelnen Moden und gleichzeitig
deren Breite ab. Durch das Auftreten der einzelnen Moden wirkt der photonische Kristall als
eine Art Spektralfilter. Ein Halbleiter sollte daher besonders effektiv an das Lichtfeld koppeln,
wenn die energetische Position der Halbleiter-Resonanzen mit der Position einer geeigneten
Mode übereinstimmt. Dabei ist zu beachten, dass neben dem energetischen auch ein räum-
licher Überlapp der Eigenfunktion der Mode und der Confinement-Funktion des Halbleiters
vorliegen muss. Doch dazu später mehr.
Die folgenden Untersuchungen beschränken sich auf die Moden der unteren Bandkante. Die-
se werden im Folgenden zur Unterscheidung mit I, II, ... gekennzeichnet beginnend mit der
Mode, die der unteren Bandkante am nächsten ist. Als erste Anwendung soll in Abbildung
1.20 die lineare Absorption eines Halbleiters gezeigt werden, der, wie in Abbildung 1.18
dargestellt, in der Mitte der Bragg-Struktur mit 49 Einheitszellen (N=24) positioniert wor-
den ist (blau). Die Zentralfrequenz der photonischen Bandlücke wurde auf EL = 1.54 eV
festgesetzt. Die Rechnungen wurden für tiefe Temperaturen und im Grenzfall verschwindend
kleiner Dichten durchgeführt. Das Dipol-Matrixelement wird für alle numerischen Berech-
nungen auf dcv = 3.5 eÅ, das phänomenologische Dephasieren für niedrige Temperaturen auf
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Abbildung 1.20: Logarithmische Darstellung der linearen Absorption für ein Detuning ∆EG =
0.4EB für ein homogenes Medium (rot) bzw. eine Bragg-Struktur mit 49 Einheitszellen (blau). Die
Mitte der Bandlücke der Bragg-Struktur liegt bei EL = 1.54 eV . Zum Vergleich ist auch die Trans-
mission der Bragg-Struktur (schwarz) dargestellt. Als Halbleiter-Parameter wurden dcv = 3.5 eÅ
als Dipol-Matrixelement und γ = 1meV als Dephasieren gewählt. Die ersten drei Licht-Moden
unterhalb der Bandlücke sind für spätere Verweise mit I, II und III bezeichnet worden.
γ = 1meV und für Zimmertemperatur auf γ = 5meV festgesetzt. Die Halbleiter-Massen
sind mc = 0.066me und mh = 4mc. Um den Einfluss mehrerer Moden zu berücksichtigen,
wurde die exzitonische Resonanz des Halbleiters durch ein Detuning von ∆EG = 0.4EB in
Resonanz zur Mode III der unteren Bandkante gebracht. Dabei ist die Energieeinheit EB '
4.25meV die exzitonische Bindungsenergie eines GaAs-Volumenhalbleiters. Zum Vergleich
ist auch das Absorptionsspektrum eines in ein homogenes Al0.1Ga0.9As-Medium eingebet-
teten Halbleiters (rot) und die Transmission der Bragg-Struktur ohne Halbleiter (schwarz)
dargestellt. Zudem wurde eine logarithmische Darstellung gewählt, um auch kleinere Details
zu betonen. Die Spektren zeigen eine starke 1s- und eine schwache 2s-Exziton-Resonanz un-
terhalb sowie ein Kontinuum von Resonanzen oberhalb der Halbleiter-Bandlücke EG. Durch
die Ankopplung an die PBE-Mode III ist die 1s-Resonanz des in den photonischen Kristall
eingebetteten Quantenfilms im Vergleich zu der in der homogenen Struktur um einen Faktor 4
verstärkt. Wesentlich drastischer fällt der Effekt an der Mode I aus, wo die Kontinuumsabsorp-
tion um nahezu zwei Größenordnungen verstärkt wird und vergleichbar mit der 1s-Exziton-
Resonanz wird. Hingegen hat die Mode II keinen Einfluss auf die Absorption. Dies lässt darauf
schließen, dass in diesem Fall kein räumlicher Überlapp zwischen der Lichtmoden- und der
Confinement-Funktion des Halbleiters vorliegt (vgl. dazu Abbildung 1.25). Zudem wird die
Kontinuumsabsorption innerhalb der Bandlücke fast vollständig unterdrückt.
Aufgrund der starken Ankopplung an die Licht-Mode I ist bei der Variation des Detunings ein
Anticrossing der Mode und der 1s-Exziton-Resonanz zu erwarten. Zur Demonstration dieses
Effekts wurden Absorptionsspektren einer Halbleiter-Bragg-Struktur mit EL = 1.52 eV und
49 Einheitszellen für verschiedene Detunings ∆EG aufgenommen und im Konturdiagramm
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Abbildung 1.21: Lineare Absorption normiert auf das einlaufende Feld als eine Funktion des De-
tunings ∆EG. Die Darstellung zeigt ein Anticrossing der Exziton-Resonanz und der ersten Trans-
missionslinie (I) der unteren Bandkante (vgl Abbildung 1.20). Die Rechnungen wurden bei einer
Temperatur von T = 0K im Niedrig-Dichte-Grenzfall durchgeführt. Als Halbleiter-Parameter wur-
den dcv = 3.5 eÅ als Dipol-Matrixelement und γ = 1meV als Dephasierung gewählt. Für die
Bragg-Struktur wurden 49 Einheitszellen verwendet, die Mitte der photonischen Bandlücke liegt bei
1.52 eV . Die blaue Linie gibt den groben Verlauf der Exziton Resonanz ohne die Wechselwirkung
mit der Licht-Mode an, die grüne Linie die spektrale Position der Mode.
fe Temperaturen (γ = 1meV ) und niedrige Dichten (n ' 0) durchgeführt. Verfolgt man
im Konturdiagramm die blaue Linie, die die spektrale Position der Exziton-Resonanz ohne
Licht-Materie-Wechselwirkung andeutet, sieht man, dass sich die Resonanz bei spektralem
Überlapp mit der Licht-Mode (grüne Linie) in zwei Resonanzen aufspaltet. Dies lässt auf ei-
ne starke Wechselwirkung zwischen dem Halbleiter und dem photonischen System schließen.
Verringert man künstlich die Kopplungsstärke durch Verwendung eines wesentlich kleineren
Dipol-Matrixelements, verschwindet der Effekt fast vollständig.
Abbildung 1.22 zeigt Absorptionsspektren für Teilchendichten n = 0.1 × 1012 cm−2 (blau)
und n = 0.8× 1012 cm−2 (rot) sowie Gain-Spektren für n = 1.4× 1012 cm−2 (schwarz). Alle
Rechnungen wurden bei Zimmertemperatur (⇒ γ = 5meV ) durchgeführt. Zudem wurden
die Spektren auf das eingekoppelte Feld normiert. Die Teilabbildungen 1.22 (b)-(d) zeigen Er-
gebnisse für eine Bragg-Struktur mit 33, 49 und 65 Einheitszellen mit einer Zentralfrequenz
EL = 1.5 eV . Dies entspricht der Situation in Abbildung 1.19. Die Halbleiter-Resonanzen
wurden mit Hilfe des Detunings auf die spektrale Position der Mode I verschoben. Da sich
die Resonanzen mit zunehmender Anzahl von Einheitszellen zu höheren Energien verschie-
ben, wurden drei unterschiedliche Detunings verwendet, wobei die ausgewählten Werte auf
maximalen Gain optimiert worden sind: (b) ∆EG = 4.0EB, (c) ∆EG = 5.0EB und (d)
∆EG = 6.0EB. Neben der Änderung der spektralen Position wird mit zunehmender An-
zahl von Einheitszellen auch die Breite der Moden geringer und damit auch die Breite des
Gain-Peaks immer schmaler. Zum Vergleich zeigt Abbildung 1.22 (a) die Spektren für einen
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Abbildung 1.22: Absorptionsspektren bei einer Dichte von n = 0.1 × 1012 cm−2 (blau), n =
0.8 × 1012 cm−2 (rot), bzw. Gain-Spektrum bei n = 1.4 × 1012 cm−2 (schwarz). Die Spektren
wurden auf das einlaufende Feld normiert und zeigen: (a) ein homogenes System, (b) eine photo-
nische Kristallstruktur mit 33 Einheitszellen und einem Detuning von ∆EG = 4.0EB , (c) eine mit
49 Einheitszellen und einem Detuning von ∆EG = 5.0EB und (d) eine mit 65 Einheitszellen und
einem Detuning von ∆EG = 6.0EB . Die Mitte der photonischen Bandlücke liegt in (b)-(d) bei
EL = 1.5 eV . Mit Hilfe des Detunings wurde der Gain-Peak in Resonanz mit der ersten Transmis-
sionslinie der unteren Bandkante (I) gebracht. Als Halbleiter-Parameter wurden dcv = 3.5 eÅ als
Dipol-Matrixelement und γ = 5meV als Dephasieren gewählt. Alle Rechnungen wurden bei einer
Temperatur von T = 300K durchgeführt.
Quantenfilm in einem homogenen Al0.1Ga0.9As-Medium. Die Spektren zeigen für niedrige
Dichten noch wesentliche Merkmale der exzitonischen Resonanz. Mit zunehmender Dichte
bleicht die Absorption aus und schlägt für einen bestimmten Schwellwert in der Nähe der
Exziton-Resonanz in Verstärkung (Gain) um. Die Breite des Gains ist im homogenen Fall we-
sentlich größer als die homogene Linienbreite des Exzitons bei niedrigen Dichten, da auch
das Kontinuum zum Gain beiträgt. Dies wird jedoch nur im homogenen System deutlich, da
im photonischen System neben den intrinsischen Eigenschaften des Halbleiters (Laserschwel-
le, etc.), die durch die Licht-Materie-Wechselwirkung nicht beeinflusst werden können, auch
das spektrale Profil der Mode einen Einfluss auf die Form des Spektrums hat. Frequenzantei-
le mit niedriger Transmission können nur schwach mit dem Halbleiter wechselwirken und
dadurch nur geringfügig absorbiert bzw. verstärkt werden. Dagegen wird die Wechselwir-
kung mit Frequenzen, die hohe Transmissionskoeffizienten haben, wesentlich verstärkt. Da-
mit spiegeln die Spektren der Bragg-Struktur im Wesentlichen das Moden-Profil wieder. Der
Halbleiter bestimmt dagegen hauptsächlich das Vorzeichen des Spektrums und nur unwesent-
lich dessen Form. Dadurch ist die Breite der Absorptions- bzw. des Gain-Peaks der Bragg-
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Abbildung 1.23: Gain-Maxima der Spektren eines in die Bragg-Struktur 1.18 eingebetteten Quan-
tenfilms als Funktion des Detunings. Die dargestellten Graphen wurden auf das Gain-Maximum
einer homogenen Halbleiter-Struktur normiert. Die Bragg-Struktur hat 33 (Kreis), 49 (Rechteck)
oder 65 Einheitszellen (Dreieck), wobei die Symbole jeweils für berechnete Werte stehen. Die Mitte
der photonischen Bandlücke liegt bei EL = 1.5 eV . Als Halbleiter-Parameter wurden eine Dichte
n = 1.4× 1012 cm−2, ein Dipol-Matrixelement dcv = 3.5 eÅ, ein Dephasieren γ = 5meV und eine
Temperatur T = 300K angesetzt (vgl. Abbildung 1.22).
Strukturen als Moden-Eigenschaft im Wesentlichen unabhängig von der Halbleiter-Dichte.
Ein Vergleich der Gain-Spektren zeigt, dass das Gain-Maximum superlinear mit der Zellen-
zahl zunimmt. Dafür wurde in Abbildung 1.23 der maximale Gain der Zimmertemperatur-
Spektren zu n = 1.4×1012 cm−2 für verschiedene Detunings dargestellt. Die Abbildung zeigt
zum einen, dass die in den Berechnungen zu Abbildung 1.22 gewählten Detunings für optima-
len Gain sorgen, zum anderen wird bestätigt, dass die Verstärkung tatsächlich bei spektralem
Überlapp mit der Mode I superlinear mit der Zellenzahl zunimmt. Bei Verdopplung der Zel-
len von 33 (Kreis) auf 65 (Dreieck) nimmt das Optimum um nahezu das Vierfache zu. Im
Vergleich zum homogenen System wird das Gain-Maximum um fast zwei Größenordnungen
gesteigert.
Ein kurzer theoretischer Einschub soll im Folgenden die physikalischen Hintergründe dieser








d3r Im [E∗(r, ω) ·P(r, ω)] . (1.115)
gegeben ist. Da die Confinement-Funktionen des Halbleiters als Delta-Distributionen ange-
setzt worden sind, wird die Absorption durch die Feldstärke an der Position des Quantenfilms
bestimmt. Im linearen Regime lässt sich die Polarisation zudem über ein Produkt aus elektri-
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1.8 Verstärkte Licht-Materie-Wechselwirkung in 1D photonischen Kristallen 65
Damit nimmt die Absorption linear mit der lokalen Feldintensität zu. Die Normierung I0 wird
ausschließlich durch das eingekoppelte Feld bestimmt. Dadurch wird die Formel unabhängig
von der gewählten Anregungsbedingung. Zudem soll darauf hingewiesen werden, dass die
Suszeptibilität eine reine Halbleiter-Eigenschaft ist. Die Wechselwirkung von Licht und Ma-
terie schlägt sich nur in der lokalen Intensität des selbstkonsistenten Feldes nieder.
In guter Näherung sollte damit schon das lokale Feld der reinen Bragg-Struktur ohne
Halbleiter einen guten Anhaltspunkt für die zu erwartende Verstärkung an verschiedenen







































































Abbildung 1.24: Zeitlicher und räumlicher Verlauf von |Ey(z, t)| in der mittleren Einheitszelle (a)
einer homogene Struktur, der Bragg-Struktur 1.18 mit (b) 33, (c) 49 und (d) 65 Einheitszellen. Die
Mitte der photonischen Bandlücke liegt in (b)-(d) bei EL = 1.5 eV . Das eingekoppelte E-Feld ist
linear in y-Richtung polarisiert und propagiert als ebene Welle in z-Richtung. Die Gauß’sche Einhül-
lende des einlaufenden Feldes hat eine volle Halbwertsbreite von 0.25 ps und eine Zentralfrequenz,
die jeweils resonant zum ersten Transmissions-Peak der unteren Bandkante (vgl. Peak I in Abbildung
1.20) gewählt worden ist.
des Betrags von Ey(z, t) innerhalb der mittleren Einheitszelle einer Bragg-Struktur mit (b)
33, (c) 49 und (d) 65 Einheitszellen. Die Zentralfrequenz der optischen Bandlücke liegt bei
EL = 1.5 eV . Damit entspricht das photonische System dem in Abbildung 1.19. Das einge-
koppelte Lichtfeld wurde resonant zur Mode I gewählt und hat eine gaußförmige Einhüllende
mit einer zeitlichen Halbwertsbreite von 0.25 ps (FWHM). Damit beschränkt man sich auf
einen schmalen Frequenzbereich um die Mode I. Zum Vergleich zeigt (a) |Ey(z, t)| innerhalb
eines homogenen Al0.1Ga0.9As-Mediums. Das Feld weist in der Bragg-Struktur eine räumli-
che Variation auf und hat am Rand der Zelle sein Minimum und in der Mitte sein Maximum.
Zudem ändert sich der zeitliche Abfall von einem Gauß-artigen Verlauf im homogenen Fall
zu einem mit zunehmender Zahl von Einheitszellen immer langsamer werdenden exponenti-
ellen Abklingen. Dieser verlangsamte Abfall steht im engen Zusammenhang mit der erhöhten
Lebensdauer der Mode in den Bragg-Strukturen. Je schmaler die Mode im Transmissionsspek-
trum 1.19 ist, desto größer ist ihre Lebensdauer. Mit zunehmender Anzahl von Einheitszellen
wird die effektive Wechselwirkungszeit zwischen der Mode und dem Halbleiter verlängert
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und dadurch die Halbleiter-Absorption bzw. der Halbleiter-Gain verstärkt. Da in allen vier
Simulationen dieselben Halbwertsbreiten für das einlaufende Feld verwendet worden sind,
nimmt trotz der Verlängerung der Moden-Lebensdauer das Feld-Maximum mit zunehmender
Zellenzahl ab. Dies liegt daran, dass mit abnehmender Moden-Breite immer größere Anteile
des eingekoppelten Feldes nicht mehr durch die Struktur propagieren können. Damit wirkt die
spektralfilternde Eigenschaft der photonischen Struktur in Abbildung 1.24 als Konkurrenz-
prozess zur Verlängerung der Lebensdauer. Dieses Problem ließe sich durch eine Zerlegung
in die einzelnen Spektralanteile und bei gleichzeitiger Normierung auf das eingekoppelte Feld
beheben. Eine direkte Bestimmung der Verstärkung ist daher durch die gewählte Darstellung
nicht möglich, da die Form von den gewählten Anfangsbedingungen abhängt. Sie eignet sich
dagegen zur Bestimmung der optimalen Quantenfilm-Position und zur Demonstration der ver-
längerten Wechselwirkungszeit im photonischen System.
In ähnlicher Weise lässt sich durch die Darstellung des zeitintegrierten Betrags der y-
Komponente des elektrischen Feldes das Modenprofil der zu Abbildung 1.20 gehörenden
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Abbildung 1.25: Räumliche Abhängigkeit des zeitintegrierten |Ey(z, t)| normiert auf das eingekop-
pelte Feld. Der photonische Kristall ist eine Bragg-Struktur mit 49 Einheitszellen. Die Mitte der
photonischen Bandlücke liegt, wie in Abbildung 1.20, bei EL = 1.54 eV , wobei die Zentralfrequenz
jeweils resonant zum Transmissionspeak I (b), II (c) und III (d) gewählt worden ist. Das eingekop-
pelte E-Feld ist linear in y-Richtung polarisiert und propagiert als ebene Welle in z-Richtung. Die
Gauß’sche Einhüllende des einlaufenden Feldes hat eine volle Halbwertsbreite von 0.25 ps . Zur Ori-
entierung zeigt (a) den räumlichen Verlauf der dielektrischen Konstante. In den FDTD-Simulationen
wurden keine Quantenfilme berücksichtigt, um die reinen Propagationseffekte zu betonen. Die verti-
kale Linie zeigt die Mitte der Struktur, d.h die Position der Halbleiter in Abbildung 1.20.
ters mit Hilfe des Detunings an die Mode III verschoben und dabei an der spektralen Position
der Moden I und III Verstärkung der Absorption festgestellt. Die Mode II der Struktur mit 49
Einheitszellen und EL = 1.54 eV hingegen hatte keine verstärkende Wirkung auf das Spek-
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trum. Zur Klärung dieser Zusammenhänge ist in Abbildung 1.25 die räumliche Abhängigkeit
des zeitintegrierten Betrags der y-Komponente des elektrischen Feldes dargestellt. Zur Ori-
entierung kann man der Teilabbildung (a) die z-Abhängigkeit der dielektrischen Konstante
ε(z) entnehmen. Die Mitte der Struktur wird durch die vertikale Linie gekennzeichnet. Die
FDTD-Simulationen wurden dabei mit einlaufenden ebenen Wellen durchgeführt, die reso-
nant zur Mode I (b), Mode II (c) und Mode III (d) gewählt worden sind und die jeweils die-
selbe Gauß’sche Einhüllende mit einem FWHM von 0.25 ps haben. Die Moden entsprechen
stehenden Wellen, wobei Mode I kein (b) und Mode II genau ein Minimum (c) sowie Mode
III zwei Minima (d) aufweist. An der Halbleiter-Position, d.h. der Mitte der Bragg-Struktur,
haben nur die Moden I,III,... ein Maximum. Die Moden II,IV,... hingegen sollten dort ein Mi-
nimum aufweisen. Dies erklärt die unterschiedlichen Verstärkungseigenschaften der Moden
I-III. Wie in Abbildung 1.24 sollte die abgelesene Verstärkung von einem Faktor 2 in (d) bzw.
einem Faktor 7 in (b) nur einen groben Anhaltspunkt für die tatsächliche Verstärkung an der
Quantenfilm-Position liefern.
Mit der Kenntnis des Modenprofils können nun mit Hilfe der Formel (1.117) genauere Aus-
sagen zur Verstärkung der Halbleiter-Absorption getroffen werden. Danach sollte die Verstär-
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Abbildung 1.26: Logarithmische Darstellung des Betragsquadrats des elektrischen Feldes normiert
auf das eingekoppelte Feld |E(ω)|2/I0. Dafür wurde das Feld an der Quantenfilm-Position in der
Mitte der Struktur Fourier-transformiert. Der blaue und der graue Graph zeigen Rechnungen für
ein homogenes Medium mit und ohne Quantenfilm. Analog zeigen der rote und der schwarze Graph
Rechnungen in einer Bragg-Struktur mit und ohne Quantenfilm. Die Struktur besteht aus 49 Bragg-
Schichten, die Mitte der Bandlücke liegt bei 1.54 eV . Wie in 1.20 wurden für den Halbleiter dcv =
3.5 eÅ als Dipol-Matrixelement und γ = 1meV als Dephasieren gewählt.
kung proportional zum Betragsquadrat des auf das einlaufende Feld normierten, selbstkonsis-
tenten Feldes |Ey(ω, zQW )|2/I0 an der Position des Quantenfilms zQW sein. Dieses unterschie-
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det sich aufgrund der Wechselwirkung mit den Halbleiter vom Feld der reinen PBE-Struktur.
Die Unterschiede vergrößern sich mit zunehmender Kopplungsstärke. Für eine schwache An-
kopplung liefert das Feld der reinen PBE-Struktur ziemlich gute Ergebnisse. Wie das Anticros-
sing in Abbildung 1.21 schon gezeigt hat, liegt jedoch eine nicht zu vernachlässigende Korrek-
tur des elektrischen Feldes durch die selbstkonsistente Wechselwirkung mit dem Halbleiter-
Material vor. Für niedrige Dichten, d.h. im Absorptionsbereich des Halbleiters, wird das Feld
durch die Wechselwirkung mit dem Halbleiter verringert. Der Verstärkungsfaktor fällt daher
niedriger aus, als man es anhand einer nicht selbstkonsistenten Rechnung erwarten würde.
Dies lässt sich leicht erklären. Eine Rechnung ohne Halbleiter liefert die Verstärkung auf-
grund der verlängerten Lebensdauer und damit verlängerten Wechselwirkungszeit zwischen
der Licht-Mode und dem Halbleiter. Aufgrund der Absorption wird dem Feld irreversibel
Energie entzogen, die damit nicht mehr zur Verstärkung beitragen kann. Somit muss die Ver-
stärkung im Vergleich zur nicht selbstkonsistenten Rechnung geringer ausfallen. Anders ver-
hält es sich im Gain-Bereich. In diesem Fall wird dem Lichtfeld während der Wechselwirkung
vom Halbleiter Energie zugeführt, die wiederum zur Verstärkung beitragen kann. Somit über-
trifft die Verstärkung im Gain-Bereich den Wert der nicht selbstkonsistenten Rechnung. Abbil-
dung 1.26 liefert die selbstkonsistenten Felder an der Halbleiter-Position für die Absorptions-
spektren 1.20. Die Farben wurden dabei an Abbildung 1.20 angepasst. Der schwarze Graph
zeigt somit das Feld der reinen PBE-Struktur mit 49 Zellen und EL = 1.54 eV , der blaue
Graph das zugehörige durch die Halbleiter-Absorption modifizierte selbstkonsistente Feld.
Zum Vergleich zeigt der graue Graph das Feld des homogenenAl0.1Ga0.9As-Mediums und der
rote Graph das dazu gehörende selbstkonsistente Feld. Beide Rechnungen wurden für niedrige
Dichten und tiefe Temperaturen durchgeführt. Aus den selbstkonsistenten Graphen lässt sich
für die Mode I eine Verstärkung um den Faktor 34.4 sowie für die Mode III eine Verstärkung
um den Faktor 3.6 ablesen. Diese Werte entsprechen exakt denen aus Abbildung 1.20. Zudem
weist das selbstkonsistente Feld keine Verstärkung im Bereich der zweiten Mode auf. Damit
sollten die Eigenschaften der PBE-Moden ausreichend beschrieben sein. Im Folgenden soll
versucht werden, das erworbene Wissen beim Design eines PBE-VCSELs anzuwenden.
1.8.3 Untersuchungen zum PBE-VCSEL
Das Konzept des PBE-VCSELs ist schnell erstellt. Dafür muss man lediglich eine PBE-
Struktur zwischen zwei Spiegeln anordnen. So einfach das auch klingen mag, letztendlich
ist es weniger trivial, als es auf den ersten Blick erscheint. Dies liegt zum einen daran, dass
eine Kombination von zwei Spiegeln und einer PBE-Struktur nicht einfach eine Überlagerung
der Einzelsysteme liefert. Die wesentlichen Aspekte bleiben zwar erhalten, jedoch treten zu-
sätzlich teilweise erhebliche Resonanzverschiebungen auf. Zum anderen bleibt die Frage, wie
man die Effizienz eines solchen Lasers beurteilen will. Eine Verstärkung der Licht-Materie-
Kopplung findet, wie im vorigen Abschnitt gezeigt, auch in den einfachen PBE-Strukturen
statt. Dennoch sollte jeder herkömmliche VCSEL mit geeigneten Spiegeln eine größere Ver-
stärkung liefern. Wenn man eine PBE-Struktur mit einem Quantenfilm zwischen zwei Bragg-
Spiegeln anordnet, verstärkt sich die Ankopplung zwar im Vergleich zu einem VCSEL mit
1 × λ als Resonatorlänge, es gibt jedoch keinen vernünftigen Grund, warum der Platz, den
die PBE-Struktur einnimmt, nicht für zusätzliche Spiegelschichten verwendet werden sollte.
Die Gründe für dieses Dilemma liegen auf der Hand: Die physikalischen Grundlagen und Ei-
genschaften einer VCSEL-Resonator-Mode und einer PBE-Mode sind von gleicher Art, wie
später explizit gezeigt werden soll. Dass ein PBE-System dennoch für Anwendungen inter-
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Abbildung 1.27: Schematische Darstellung der 1D VCSEL-Strukturen mit jeweils 8 Spiegelschich-
ten an beiden Seiten. Zwischen der Anordnung mit Quantenfilmen in der Mitte und den Spiegeln am
Rand befinden sich AlAs-Spacer-Schichten. Der Spacer des herkömmlichen VCSELs (b) ist in allen
Rechnungen λ(AlAs)/4 dick, der Spacer in (a) wird dagegen als Optimierungsparameter verwendet.
(a) PBE-VCSEL: Der photonische Kristall besteht aus 2N + 1 Schichten mit 2N − 1 Quantenfil-
men in den mittleren Schichten. (b) VCSEL: 2N − 1 Quantenfilme in einer 2Nλ/2 AlGaAs-Schicht.
In beiden Strukturen wurde die Position der Quantenfilme an die Maxima der Cavity-Mode ange-
passt. Die verwendeten Materialien sind Al0.1Ga0.9As und AlAs für den photonischen Kristall und
InxGa1−xAs für die Quantenfilme. Das einlaufende elektrische Feld ist linear in y-Richtung pola-
risiert und propagiert als ebene Welle in z-Richtung.
essant sein könnte, soll im Folgenden gezeigt werden.
Die dabei untersuchten Systeme sind ein PBE-VCSEL bestehend aus einem (2N+1)-
schichtigen PBE-Material zwischen zwei Bragg-Spiegeln und ein herkömmlicher VCSEL
mit einer 2N × (λ/2) langen Cavity aus Al0.1Ga0.9As. Wie Abbildung 1.27 zeigt, umgeht
man das oben geschilderte Problem, indem die gesamte PBE-Schicht genutzt wird. Anstel-
le von nur einem Quantenfilm in der mittleren Schicht werden die (2N-1) inneren Schichten
des PBE-Materials mit Quantenfilmen bestückt. Der VCSEL als zugehöriges Vergleichssys-
tem wird ebenfalls mit (2N-1) Quantenfilmen im (λ/2)-Abstand versehen. In dieser Anord-
nung stimmen die Quantenfilm-Positionen mit den Maxima der Cavity-Mode überein. Auch
in der PBE-Struktur richtet sich die Position der Quantenfilme nach den Feld-Maxima der
PBE-VCSEL-Mode. Der N-te Quantenfilm liegt genau in der Mitte der PBE-Struktur in ei-
ner Al0.1Ga0.9Al-Schicht. Alle anderen Quantenfilme befinden sich ebenso in Al0.1Ga0.9Al-
Schichten, sind aber, wie in Abbildung 1.27 angedeutet, aus deren Mitte in Richtung der Spie-
gel verrückt. Diese Verschiebung wird in den äußeren Schichten immer größer. In der äußers-
ten mit einem Quantenfilm bestückten Al0.1Ga0.9Al-Schicht liegt die Quantenfilm-Position
fast auf der Grenzfläche zur benachbarten AlAs-Schicht. Als Spiegel werden in beiden Syste-
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men zwei Bragg-Strukturen mit 8 Einheitszellen aus AlAs- und Al0.1Ga0.9Al-Schichten ver-
wendet. Die Schichtdicken entsprechen dM = hc/(4EM
√
ε), wobei EM die Zentralfrequenz
der optischen Bandlücke ist. Zwischen den Spiegeln und den Quantenfilm-Strukturen befindet
sich jeweils ein AlAs-Spacer. In der VCSEL-Struktur ist der Spacer λM(AlAs)/4 breit, in der
PBE-Struktur ist kein fester Wert vorgegeben. Das PBE-Material besteht wie die Spiegel aus
Al0.1Ga0.9As- und AlAs-(λL/4)-Schichten, die Schichtdicke ist jedoch an eine größere Zen-
tralfrequenz EL > EM angepasst. Die Zentralfrequenz EL wird wie die Dicke des Spacers
zur Optimierung des PBE-VCSELs verwendet.
Zur Demonstration der Ähnlichkeit zwischen der Cavity- und der PBE-Mode soll zunächst















































































Abbildung 1.28: (a) Transmission einer Microcavity für verschiedene Resonatorlängen. Die Bragg-
Schichten am Rand bestehen aus 8 AlAs − Al0.1-Ga0.9As-Schichten, die Mitte der photonischen
Bandlücke liegt bei EM = 1.42 eV . (b) Transmission einer PBE-Struktur mit 15 Bragg-Schichten.
Die PBE-Struktur befindet sich innerhalb einer Cavity, die Anzahl der Spiegelschichten wird variiert.
Die Parameter der Spiegel entsprechen denen in (a), die Spacer-Schicht ist 75nm dick. Die Mitte
der Bandlücke der PBE-Schicht liegt bei EL = 1.56 eV (vgl. zum Aufbau Abbildung 1.27).
1.8 Verstärkte Licht-Materie-Wechselwirkung in 1D photonischen Kristallen 71
torlänge gezeigt werden. Mit dem Begriff Resonatorlänge ist die Breite des homogenen
Al0.1Ga0.9As-Mediums zwischen den Spiegeln gemeint. Als Spiegel wird eine Bragg-Struktur
mit 8 Lagen und einer Zentralfrequenz von EM = 1.42 eV verwendet. Beginnend mit einer
Resonatorlänge von λ/4, was einem Bragg-Spiegel mit 17 Lagen entspricht, wandert die ers-
te PBE-Mode der oberen Bandkante mit zunehmender Resonatorlänge durch die photonische
Bandlücke, um für eine Länge von 3λ/4 in die erste Mode der unteren Bandkante überzu-
gehen. Bei einer Länge von n × λ/2 mit n ∈ {1, 2, ...} stimmt die spektrale Position der
Cavity-Mode genau mit der Zentralfrequenz der photonischen Bandlücke überein. Die zu die-
sen Resonanzen gehörenden Moden sind stehende Wellen mit Schwingungsbäuchen am Rand
der Cavity. Entspricht die Resonatorlänge einem ungeraden Vielfachen von λ/2, befindet sich
in der Mitte der Cavity ein Schwingungsknoten. Für gerade Vielfache liegt wie am Rand ein
Schwingungsbauch vor. Damit könnte man die Cavity-Mode als eine Art PBE-Mode bezeich-
nen, die aufgrund der Brechung der Periodizität der Struktur durch die Cavity in die Mitte der
Bandlücke verschoben worden ist. Im Gegensatz zur ursprünglichen PBE-Mode ist die Lini-
enbreite der Cavity-Mode wesentlich schmaler und hat eine symmetrische Linienform. Dies
bestätigt die vorherige Aussage, dass die Verstärkung eines VCSELs immer die einer ver-
gleichbaren reinen PBE-Struktur übertrifft. PBE-VCSEL sind damit nur für Halbleiter-Laser
mit mehr als einem Quantenfilm interessant.
Abbildung 1.28 (b) zeigt, wie sich aus den PBE-Moden einer 15-lagigen Bragg-Struktur
mit zunehmender Anzahl von Spiegellagen mehrere PBE-VCSEL-Moden entwickeln. Der
Spacer zwischen der PBE-Struktur mit Zentralfrequenz EL = 1.56 eV und den Spiegeln
mit EM = 1.42 eV wurde 75nm dick gewählt. Ohne Spiegel liegen oberhalb und unter-
halb der Bandlücke mehrere PBE-Moden vor. Mit zunehmender Anzahl von Spiegelperioden
verschieben die Moden zu höheren Energien, wobei gleichzeitig die Linienbreite abnimmt.
Für geeignete PBE-Parameter kann die Linienbreite schmaler als die Cavity-Mode eines ver-
gleichbaren VCSELs werden. Zur Bestimmung dieser Parameter wird in Abbildung 1.28 (a)
die Zentralfrequenz EL der PBE-Struktur bei festgehaltener Spacer-Dicke von 75nm variiert.
Bei Zentralfrequenzen EL von 1.56 eV in der PBE-Struktur mit 15 Perioden, von 1.58 eV in
der mit 11 Perioden und von 1.62 eV in der mit 7 Perioden wird die Linienbreite der ersten
PBE-Mode minimal. Des Weiteren wird in Abbildung 1.28 (b) unter Verwendung der optima-
len Werte für EL in den drei Strukturen mit 15, 11 und 7 Perioden die Spacer-Dicke variiert.
Demnach sollten je nach Anzahl der Perioden Dicken zwischen 70 und 85nm optimal sein.
Als Kompromiss wird im Folgenden eine Dicke von 75nm ausgewählt. Dieser Wert sollte für
alle drei Strukturen akzeptabel sein. Zudem wird weiterhin die Zentralfrequenz der Spiegel
mit EM = 1.42 eV und deren die Länge mit 8 Perioden festgehalten.
Wie schon anfangs erwähnt, sollten die Quantenfilm-Positionen mit den Maxima der PBE-
VCSEL-Mode übereinstimmen. Diese lassen sich über den zeitintegrierten Betrag der y-
Komponente des elektrischen Feldes
∫
|Ey|dt bestimmen. Dabei werden wie in den Rech-
nungen zu Abbildung 1.25 FDTD-Simulationen in der passiven Struktur durchgeführt. Die
einlaufenden ebenen Wellen werden resonant zur Cavity-Mode gewählt und haben eine Halb-
wertsbreite (FWHM) von 0.25 ps. Abbildung 1.30 zeigt die Ergebnisse dieser Simulationen
für eine herkömmliche VCSEL-Struktur mit einer Resonatorlänge von 14 × λM/2 (b) und in
PBE-VCSEL-Strukturen mit 15 (b), 11 (c) und 7 (d) PBE-Perioden. Als Zentralfrequenz EL
wurde jeweils die in Abbildung 1.29 (a) bestimmten optimalen Parameter 1.56 eV , 1.58 eV
und 1.62 eV verwendet. In der herkömmlichen Cavity entspricht die Mode einer stehenden
Welle mit konstanter Amplitude. Innerhalb der Spiegel fällt die Mode exponentiell ab, wobei




















40 60 80 100 120 140
1.45
1.5







Abbildung 1.29: (a) FWHM der Laser-Mode für einen PBE-VCSEL mit 13 (Dreieck), 9 (Recht-
eck) oder 5 (Kreis) Quantenfilmen als Funktion von EL bei konstanter Spacer-Dicke von 75nm.
(b) FWHM der Laser-Mode für einen PBE-VCSEL mit 13 (Dreieck), 9 (Rechteck) oder 5 (Kreis)
Quantenfilmen als Funktion der Spacer-Dicke bei konstant gehaltenem EL = 1.56 eV . Die Spiegel
der Cavity bestehen in beiden Fällen aus 8 AlAs − Al0.1-Ga0.9As-Schichten, die Mitte der photo-
nischen Bandlücke der Cavity liegt bei EM = 1.42 eV . Das FWHM wurde auf das FWHM einer
VCSEL-Struktur mit derselben Anzahl von Quantenfilmen, die im Abstand von λ/2 angeordnet sind,
normiert. Die Symbole zeigen die Ergebnisse verschiedener FDTD-Simulationen, die Linien dienen
zur Orientierung.
herkömmlichen VCSEL ändert sich im PBE-VCSEL in den Spiegelschichten kaum etwas. Der
exponentielle Abfall und sonstige Verlauf weisen in (a)-(d) keine erkennbaren Unterschiede
auf. Zwischen den Spiegeln ändert sich die Situation hingegen deutlich. Anstelle einer Mo-
de mit konstanter Amplitude, d.h. gleich großen Werten an den Wellenbäuchen, wachsen die
Wellenbäuche wie in Abbildung 1.25 (a) an und erreichen in der mittleren PBE-Schicht ihren
Maximalwert. Platziert man die Quantenfilme an diesen Positionen, sollte eine größere Ver-
stärkung zu erreichen sein als in einem herkömmlichen VCSEL.
In Abbildung 1.31 sind die Transmissions- (a) und Gain-Spektren (b)-(d) der PBE-VCSEL
(rot) und der herkömmlichen VCSEL (schwarz) dargestellt. In Teilabbildung (a) ist zudem
die Transmission der reinen PBE-Struktur (blau) dargestellt. Um vergleichbare Strukturen zu
erhalten, werden jeweils die Spektren eines PBE-VCSELs mit (2N+1) PBE-Perioden und ei-
nes herkömmlichen VCSELs mit 2N × λM/2-Schichten gegenübergestellt. Damit sind die
Strukturen zwischen den Spiegeln vergleichbar lang. Zudem haben beide Strukturen jeweils
(2N-1) Quantenfilme. Die Strukturen enthalten in (b) 13, (c) 9 und (d) 5 Quantenfilme. Die
Spacer-Dicke und die Zentralfrequenzen der PBE-Materialien sind wie in Abbildung 1.30
an den optimalen Werten orientiert. Schon das Transmissionsspektrum in (a) zeigt, dass die
PBE-VCSEL-Mode schmaler als die eines herkömmlichen VCSELs ist. Entsprechend über-
trifft der maximale Gain der Raumtemperatur-Laser-Spektren zur Dichte n = 1.4× 1012cm−2
für Rechnungen mit PBE-Materialien die vergleichbaren Ergebnisse in herkömmlichen VC-
SELn. In diesen sollte der Gain unter Vernachlässigung von Effekten durch superradiantes
Koppeln linear mit der Anzahl der Quantenfilme zunehmen. Im PBE-VCSEL hingegen nimmt














































Abbildung 1.30: z-Abhängigkeit des zeitintegrierten Betrags der y-Komponente des elektrischen
Feldes |Ey(z, t)|: (a) VCSEL-Struktur für 13 Quantenfilme, PBE-VCSEL für (b) 13, (c) 9 und (d) 5
Quantenfilme. Die Spiegel der Cavity bestehen in allen vier Fällen aus 8 AlAs − Al0.1-Ga0.9As-
Schichten, die Mitte der photonischen Bandlücke der Cavity liegt bei EM = 1.42 eV . Die Dicke
der Spacer-Schicht der PBE-VCSEL ist 75nm, die Mitte der PBE-Bandlücke liegt in (b) bei EL =
1.56nm, (c) bei EL = 1.58nm und (d) bei 1.62nm. Die horizontale Linie liegt auf der Höhe der
Maxima von (a). Die Frequenz des eingekoppelten Feldes ist resonant zur jeweiligen Cavity-Mode.
die Modenstärke an den Quantenfilm-Positionen zur Mitte hin zu. Dadurch steigt der Gain im
PBE-VCSEL superlinear mit der Anzahl der Quantenfilme. Für die Struktur mit 13 Quan-
tenfilmen erreicht man eine nahezu 6-fache Verstärkung. Zudem verringert sich die spektrale
Breite der Region, in der eine Verstärkung auftritt. Damit werden Laserverluste durch Kopp-
lung an andere Moden stärker unterdrückt.
Insgesamt zeigt der PBE-VCSEL viel versprechende Eigenschaften. Experimentelle Untersu-
chungen solcher Strukturen sollten sich daher lohnen. Für tief greifendere theoretische Aus-
sagen sollte man jedoch unter Umständen ein mikroskopisches Modell mit dynamisch mitge-
rechneten Dichten und Streutermen in zweiter Born’scher Näherung verwenden. Für zu hohe
Dichten stößt das hier verwendete Modell an seine Grenzen. Ab einer bestimmten Schwelle
für die Dichte n wird in der Struktur durch stimulierte Emission mehr Licht im Bereich der
Laserfrequenz erzeugt als durch die Spiegel ausgekoppelt werden kann. Mit dem verwendeten
konstanten γ lässt sich dann die Polarisation nicht mehr dämpfen. Statt einen exponentiellen
Abfall zu zeigen, würde die Polarisation dann exponentiell steigen. Ein solches unphysikali-
sches Verhalten würde in einem besseren Modell durch Abbau von Dichte bzw. durch dichte-


























































Abbildung 1.31: (a) Transmission eines herkömmlichen VCSELs mit einer 14λ/2 Cavity (schwarz)
und eines PBE-VCSELs mit 15 Bragg-Schichten in der Cavity (rot). Zudem ist die Transmission der
reinen Bragg-Schicht (schwarz) dargestellt. Die Spiegel bestehen aus jeweils 8 AlAs-Al0.1Ga0.9As-
Schichten, die Mitte der Bandlücke der Spiegel liegt bei EM = 1.42 eV . (b)-(d) Gain-Spektren des
herkömmlichen VCSELs (schwarz) und des PBE-VCSELs (rot) für n = 1.4×1012cm−2, T = 300K ,
dcv = 3.5 eÅ und γ = 5meV . Die Strukturen enthalten in (b) 13, in (c) 9 und in (d) 5 Quantenfilme.
Der AlAs-Spacer ist 75nm dick. Die Detunings und die Mitte der PBE-Bandlücke sind: (b) EL =
1.56 eV und ∆EG = 9.58 eV , (c) EL = 1.58 eV und ∆EG = 8.95 eV , (b) EL = 1.62 eV und
∆EG = 6.16 eV .
toren sollten daher nur als Richtwert betrachtet werden.
Die in diesem Abschnitt dargestellten Untersuchungen sind dennoch hilfreich für das Ver-
ständnis der Vorgänge und Zusammenhänge bei der Kopplung an die PBE-Moden der unteren
oder oberen Bandkante. Mit dem verwendeten Modell konnte sowohl die räumliche Moden-
struktur als auch deren Verstärkungseigenschaften exakt bestimmt werden. Die vorgestellte
Theorie, die bei der Auswertung der FDTD-Simulationen verwendet wird, ist an sich schon
ein wertvolles Ergebnis, das auf manch andere Situation übertragbar sein sollte. Zudem konn-
te die ”Verwandtschaft” zwischen der ersten PBE-Mode der unteren und oberen Bandkan-
te zur Cavity-Mode eines herkömmlichen VCSELs in Abbildung 1.28 (a) gezeigt werden.
Auch die gewonnenen Erkenntnisse zu den PBE-VCSELn sollte bei der Realisierung sol-
cher Strukturen hilfreich sein. Als Alternative könnte man auch an die Herstellung von PBE-
VE(xternal)CSELn denken. In solchen Strukturen wird einer der Bragg-Spiegel in Abbildung
1.18 durch einen externen Spiegel ersetzt. Die Licht-Materie-Wechselwirkung mit Moden in
der Nähe der photonischen Bandlücke scheint ein interessantes Teilgebiet der photonischen
Kristalle zu sein, zu dem in den kommenden Jahren sicherlich noch einige interessante Er-
gebnisse und Anwendungen zu erwarten sind. Vielleicht könnte dabei auch das Auftreten von
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mehreren PBE-Moden innerhalb der Bandlücke der PBE-VCSEL eine Rolle spielen.
1.9 Kurzes Resümee
Abschließend soll nun noch ein kurzes Resümee zu den Ergebnissen von Kapitel 1 gezogen
werden, in dem sowohl Themen aus dem Bereich der Grundlagenphysik als auch solche aus
dem Bereich der eher anwendungsorientierten Physik behandelt worden sind. Es ist klar, dass
dabei nur ein sehr kleines Spektrum aus dem umfassenden Bereich der photonischen Kristalle
gezeigt werden konnte. Dennoch sollte Kapitel 1 einige interessante Denkanstöße zu dieser
Thematik liefern.
Als Erstes wurden in Abschnitt 1.2 mit Aufstellen der Maxwell-Halbleiter-Bloch-Gleichungen
alle notwendigen Grundlagen geliefert, die für eine selbstkonsistente Beschreibung der Licht-
Materie-Wechselwirkung in einem System aus photonischem Kristall und Halbleiter im Rah-
men einer semiklassischen Theorie benötigt werden. Insbesondere wurde auf die Feststellung
Wert gelegt, dass sich ein photonischer Kristall im Allgemeinen nicht nur auf seine trans-
versalen Eigenschaften reduzieren lässt. Die longitudinalen Eigenschaften, im vorliegenden
Fall die Modifikationen der Coulomb-Wechselwirkung zwischen geladenen Teilchen, spielen
zwar nur in der nächsten Umgebung einer Grenzfläche zweier Medien mit unterschiedlicher
dielektrischer Konstante eine Rolle, könnten aber gezielt für praktische Anwendungen genutzt
werden. Dafür ist jedoch ein detailliertes Verständnis ihrer Auswirkungen auf das untersuchte
Materialsystem von Nöten. Die in Abschnitt 1.6 gezeigten Ergebnisse zu räumlich inhomoge-
nen exzitonischen Zuständen und Halbleiterdichten sowie deren Dynamik und Relaxation in
Quasi-Gleichgewichtszustände liefert dazu die nötigen Grundkenntnisse [107]. Dabei konnte
anhand der Analogie zum quantenmechanischen Problem eines Teilchens im endlich tiefen
Kastenpotential ein einfaches Verständnis für die beobachteten Phänomene entwickelt wer-
den. Als eine mögliche Anwendung kann das in Abschnitt 1.7 präsentierte Lasersystem an-
gesehen werden. Hierbei wurde gezeigt, dass die durch die Coulomb-Modifikationen hervor-
gerufene räumliche Umverteilung der Ladungsdichten in Bereiche des Halbleiters mit mög-
lichst großem Abstand zu den dielektrischen Grenzflächen des photonischen Kristalls zu einer
lokalen Reduzierung der Laserschwelle führen sollte. Mit Laserschwelle wurde die mittlere
Halbleiterdichte bezeichnet, bei der das System beginnt, an Stelle von Absorption optische
Verstärkung aufzuweisen. Es sei darauf hingewiesen, dass für diesen Effekt die transversalen
Eigenschaften des photonischen Kristalls gar nicht ausgenutzt worden sind. Durch Lichtpro-
pagation in der Ebene des zweidimensionalen photonischen Kristalls statt, wie hier verwen-
det, senkrecht dazu, sollte sich die Effizienz eines solchen Systems durch Ankopplung an
bestimmte optische Kristallmoden wesentlich verbessern lassen. Da solche Untersuchungen
aufgrund der räumlich inhomogenen Halbleiter-Bloch-Gleichungen numerisch sehr aufwen-
dig gewesen wären, wurden solche Effekte in Abschnitt 1.8 anhand einer numerisch weniger
komplexen Situation untersucht. Dabei wurden Ergebnisse zur Licht-Materie-Kopplung von
räumlich homogenen Halbleiter-Quantenfilmen an die Bandkantenmoden einer eindimensio-
nalen Bragg-Struktur gezeigt. Neben der Tatsache, dass die dabei gewonnenen Erkenntnisse
auch auf die inhomogenen Strukturen aus den Abschnitten 1.6 und 1.7 übertragbar sein soll-
ten, konnte mit der Einführung der PBE-VCSEL-Struktur ein viel versprechendes Lasersys-
tem vorgestellt werden [108]. Des Weiteren könnten die erzielten Erkenntnisse auch für eine
Anwendung in einem VECSEL [52, 84] interessant sein. Diese ist eine VCSEL-Struktur mit
einem externen Spiegel. Zudem würde sich eine Kombination der transversalen und longi-
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tudinalen Eigenschaften der photonischen Kristalle bei der Untersuchung von superradianter
Emission der räumlich periodisch variierenden Quasi-Gleichgewichtsverteilungen anbieten.
Zudem könnte auch die Untersuchung der Einflüsse eines photonischen Kristalls auf statische
elektrische Felder interessant sein. Unter Umständen ließen sich damit räumlich variierende
Potentiale erzeugen, die ähnliche Lokalisierungseffekte wie die Coulomb-Selbstenergien be-
wirken sollten. Der Vorteil würde darin bestehen, dass man Stärke des Potentials von außen
vorgeben könnte. Die kommenden Jahre werden sicherlich einige interessante Untersuchun-
gen zu diesen Fragestellungen und hoffentlich auch einige experimentelle Realisierungen und
Anwendungen liefern.
Neben diesen eher physikalisch motivierten Ergebnissen soll auch das vorgestellte nume-
rische Lösungsschema nicht unbeachtet bleiben. Die vorgestellte Kombination aus FDTD-
Algorithmus für die Lichtpropagation und die Predictor-Corrector-Methode für die dynami-
sche Entwicklung der optisch angeregten Halbleiter-Kohärenzen aus Abschnitt 1.3 eignet sich
hervorragend für eine selbstkonsistente Beschreibung der Licht-Materie-Wechselwirkung.
Mit Hilfe des in diesem Zusammenhang beschriebenen Iterationsverfahrens, das im Rah-
men dieser Arbeit nicht benötigt wurde, sollte eine selbstkonsistente Lösung selbst in nu-
merisch kritischen Situationen gewährleistet sein und könnte daher auch für andere Anwen-
dungen interessant werden wie z.B. das Lösen der Maxwell-Halbleiter-Bloch-Gleichungen
für Problemstellungen aus dem Bereich der extrem nicht-linearen Optik [146]. Zudem
stellt das beschriebene Verfahren, mit dem sich die Rotating-Wave-Approximation auf die
FDTD-Implementierung der Maxwell-Halbleiter-Bloch-Gleichungen übertragen lässt, eine
interessante Möglichkeit dar, den notwendigen Rechenaufwand erheblich zu reduzieren.
Dabei konnte unter Verwendung komplexer elektromagnetischer Felder die Licht-Materie-
Wechselwirkung auf ihre resonanten Anteile beschränkt und die Halbleiter-Kohärenzen in
langsam veränderliche Größen transformiert werden, die auf einem gröberen Zeitgitter gelöst
werden können. Die für den FDTD-Algorithmus benötigten Werte für die aktuelle Polarisati-
on lassen sich ohne Beeinträchtigung der Selbstkonsistenz interpolieren. Der Begriff numeri-
sche RWA wurde in diesem Zusammenhang gewählt, da die schnell veränderliche Phase der
Halbleiter-Polarisation durch numerische Multiplikation aus den mit dem FDTD-Algorithmus
berechneten elektromagnetischen Feldern entfernt werden muss.
Somit liefert Kapitel 1 aus physikalischer Sicht einige interessante Phänomene und Einbli-
cke in photonischen Kristallstrukturen mit integrierten Halbleitern. Zudem sollte das Kapitel
auch als Einführung in die numerische Lösung der Maxwell-Halbleiter-Bloch-Gleichungen
geeignet sein. Damit soll nun das Kapitel abgeschlossen und der zweite Teil der Arbeit, die
Untersuchung von kohärenten Spin- und Ladungsströmen in Halbleitern, angegangen werden.
Obwohl die Lichtpropagation dabei nicht mitgerechnet wird, werden dennoch einige elemen-
tare Definitionen aus Abschnitt 1.2 Anwendung finden.
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2.1 Einleitung
Interferenzphänomene treten in der Quantenphysik als Konsequenz des Superpositionsprin-
zips auf. Sie werden in atomaren, molekularen, biologischen und Halbleiter-Systemen ver-
wendet, um dynamische Prozesse in Nicht-Gleichgewichtssituationen kurz nach deren Entste-
hung durch eine äußere Störung zu untersuchen und zu kontrollieren [19, 145, 46, 15, 57, 127].
Bei der optischen Erzeugung dieser Nicht-Gleichgewichtszustände können spezielle Laserei-
genschaften, wie beispielsweise Phase oder Chirp, ausgenutzt werden.
In den letzten Jahren sind solche Interferenzphänomene vermehrt auch in Halbleiter-Systemen
untersucht worden. Dabei hat sich insbesondere die optische Erzeugung von Photoströmen
[32, 2, 50] zu einem viel beachteten Forschungsgebiet entwickelt. Nach einem Vorschlag aus
dem Jahr 1996 von Atanasov et al. [2] sollte die Erzeugung von Ladungsströmen durch eine
Zwei-Puls-Anregung möglich sein. Dafür muss der Halbleiter mit zwei linear parallel zu-
einander polarisierten Pulsen mit Zentralfrequenzen ω und 2ω oberhalb der Bandkante EG,
d.h. 2~ω > EG, angeregt werden. Die optisch erzeugten Elektronverteilungen weisen nach
der Zwei-Puls-Anregung im k-Raum eine bestimmte Vorzugsrichtung auf. Diese Verteilungen
sind für beide Spinsorten gleich und führen zu einem makroskopischen Elektronenstrom, des-
sen Richtung durch die Polarisationsrichtung und Phase der verwendeten Laserpulse vorgege-
ben ist. Das neuartige an dieser Idee war, diese Ströme ohne Anlegen eines statischen äußeren
Feldes und nur unter Ausnutzung der Interferenz von Ein- und Zwei-Photon-Übergängen zu
erzeugen. Wenig später konnten diese Ströme im Jahr 1997 experimentell nachgewiesen wer-
den [50].
Mit einem ähnlichen Interferenzschema können unter Ausnutzung der Spinabhängigkeit der
optischen Matrixelemente, wie im Jahr 2000 von R.D.R. Bhat und J.E. Sipe [11] vorgeschla-
gen, auch reine Spinströme erzeugt werden, die nicht von einem Ladungsstrom begleitet wer-
den. Für die experimentelle Realisierung müssen anstelle von zwei linear parallel zueinander
polarisierten ω- und 2ω-Laserpulsen, wie sie bei der Erzeugung von Ladungsströmen verwen-
det werden, nur zwei linear senkrecht zueinander polarisierte Laserpulse verwendet werden.
In Analogie zu den Ladungsströmen werden auch Spinströme durch Interferenz von Ein- und
Zwei-Photon-Übergängen erzeugt. Nach der optischen Anregung sind in diesem Fall jedoch
die Vorzugsrichtungen der k-Raum-Besetzungen spinabhängig. Präziser gesagt, verlaufen die
Ströme in entgegengesetzte Richtungen. Damit liegt kein makroskopischer Ladungsstrom vor,
jedoch ein Transport von Elektronspins. Der Spinstrom erfolgt in die Richtung der Polarisation
des ω-Pulses, wobei sein Vorzeichen durch die Phasen der Laserpulse und die Spinorientie-
rung (↑, ↓) bestimmt wird. Im Jahr 2003 konnten Halbleiter-Spinströme in zwei experimen-
tellen Gruppen von Stevens et al. [131, 130] und Hübner et al. [60] unabhängig voneinander
nachgewiesen werden.
Des Weiteren wurde für ungeordnete Halbleiter das Auftreten von Stromechos vorherge-
sagt, die sich durch eine Folge von zeitlich versetzten Laserpulsen erzeugen lassen sollten
[132, 125, 92]. Ein experimenteller Nachweis steht bis jetzt jedoch noch aus.
Mögliche Anwendungen für die Spinströme könnten in Zukunft aus dem Bereich der ”Spin-
tronics” kommen [148, 153]. Wie in den Referenzen [41, 114] gezeigt wird, lassen sich die
Photoströme auch über die Phase der Trägerwellen-Einhüllenden kontrollieren. Dies könnte
für den Bereich der Präzisionsmesstechnik interessant sein.
Für eine theoretische Beschreibung wurde anfangs mit der Verwendung von nichtlinearen op-
tischen Halbleiter-Suszeptibilitäten ein möglichst einfaches Modell gewählt, mit dem sich die
kohärente Erzeugung von Photoströmen mit zwei Laserpulsen der Frequenzen ω und 2ω er-
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klären ließ [2, 99]. Die optischen Inter- und Intraband-Übergänge wurden dabei mit Hilfe von
Fermi’s Goldener Regel [102] berechnet. Diese wird zwar häufig mit recht gutem Erfolg ein-
gesetzt, hinterlässt aber wegen der bei ihrer Herleitung verwendeten, sich teilweise eklatant
widersprechenden Voraussetzungen immer einen faden Beigeschmack. Dennoch können mit
diesem Ansatz qualitativ gute Voraussagen zum Auftreten und zur Stärke von Photoströmen
für verschiedene Kristallsymmetrien und Anregungsbedingungen getroffen werden.
Für ein detailliertes Verständnis der mikroskopischen Vorgänge während der kohärenten
Erzeugung, zeitlichen Entwicklung und Relaxation der Ströme wird jedoch eine dynami-
sche Theorie benötigt. Dabei hat sich das Aufstellen und Lösen von (Halbleiter-)Bloch-
Gleichungen für die relevanten Interband-Kohärenzen und Elektronbesetzungen vielfach be-
währt. Hierzu seien folgende Beispiele genannt: Untersuchungen zum Auftreten von Stro-
mechos in ungeordneten Halbleitern auf Basis eines Zwei-Band-Modells [132, 125], Un-
tersuchung von Strömen in geordneten Halbleitern unter Berücksichtigung von Multi-Band-
Effekten und Verwendung realistischer k·p-Bandstrukturen und k·p-Matrixelemente [88, 89]
sowie diverse Untersuchungen zu den mikroskopischen Vorgängen bei der Stromrelaxation
[30, 29, 91]. Zudem konnte gezeigt werden, dass Coulomb-Effekte in Volumenhalbleitern zu
phasenverschobenen Ladungs- und Spinströmen führen [12] und dass die Interferenz von op-
tisch erlaubten und verbotenen Exzitonen in Quantendrähten [89] und Quantenfilmen [116]
zu oszillierenden Strömen führen kann.
Für die zeitliche Entwicklung der Halbleiter-Polarisationen und Elektrondichten nach der op-
tischen Anregung spielen Dephasierungs- und Relaxationsprozesse eine entscheidende Rol-
le. Vielen Publikationen greifen dabei jedoch häufig auf phänomenologische Modelle zurück
[131, 60, 41, 88, 114]. Für GaAs-Volumenmaterial gibt es jedoch auch Analysen zur Relaxa-
tion von Photoströmen über Ladungsträger-Phonon-Streuung [74]. Ebenso wurden für GaAs-
Volumenhalbleiter einige auf einem einfachen Modell basierende Untersuchungen zum Abfall
von Spinströmen aufgrund von Ladungsträger-Ladungsträger-Streuung publiziert [115]. Eine
numerische Berechnung dieser mikroskopischen Streuprozesse ist in zwei- oder dreidimensio-
nalen Systemen jedoch selbst für ein Zwei-Band-Modell extrem zeitaufwendig. Erschwerend
kommt hinzu, dass die Polarisationen und Besetzungen keine Rotationssymmetrie aufweisen.
Daher werden Untersuchung zu den mikroskopischen Streuprozesse vielfach an eindimensio-
nalen Quantendrähten durchgeführt.
Eine mikroskopische Beschreibung der Dephasierung und Relaxation ist zwar numerisch
anspruchsvoll, jedoch lassen sich damit einige interessante Phänomene beobachten. Auf
dem Niveau von Streutermen der zweiten Born’scher Näherung mit Markov-Approximation
[56, 123, 81, 122, 90] konnte gezeigt werden, dass als Konsequenz der Spin-Erhaltung bei der
Coulomb-Streuung der Spinstrom schneller abfällt als der Ladungsstrom [30]. Des Weiteren
gibt es Untersuchungen zu quantenkinetischen Effekten [54] bei der Dynamik und Relaxation
von Ladungs- und Spinströmen auf der Basis einer auf Nicht-Gleichgewichtssituationen er-
weiterten Green’s-Funktionen-Theorie, die zur Beschreibung der Ladungsträger-LO-Phonon-
Streuung bzw. der Ladungsträger-Ladungsträger-Streuung verwendet wird [29]. Hierbei zei-
gen die Ströme interessante oszillierende Signaturen. Aufgrund der komplexen Theorie sind
dabei nur Rechnungen für Quantendrähte möglich. Es sei jedoch angemerkt, dass in all diesen
numerischen Simulationen keine Spin-Relaxationsmechanismen [149, 69, 109] berücksichtigt
worden sind.
Die vorliegende Arbeit soll die in den Referenzen [30, 29] begonnenen Untersuchungen fort-
führen und durch eine Erweiterung der zugrunde liegenden Theorie neue Aspekte einbringen,
die bisher nicht berücksichtigt werden konnten. Dabei soll die Entstehung und Relaxation von
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Ladungs- und Spinströmen auf der Basis der Halbleiter-Bloch-Gleichungen analysiert werden.
Während in den bisherigen beiden Marburger Veröffentlichungen von Duc et al. [30, 29] ein
ideales Zwei-Band-Modell mit rotationssymmetrischen optischen Matrixelementen verwen-
det wurde, das zudem teilweise auf den eindimensionalen Fall von Halbleiter-Quantendrähten
reduziert werden musste, sollen hier generell nur Quantenfilme untersucht werden. Außerdem
soll die theoretische Beschreibung des Halbleiters auf ein Drei-Band-Modell mit einem Lei-
tungsband und zwei Valenzbändern erweitert werden, dem eine realistische k ·p-Bandstruktur
zugrunde liegt. Die optischen Matrixelemente sollen wie die Coulomb- und Elektron-Phonon-
Matrixelemente über die k · p-Eigenfunktionen berechnet werden. In den Veröffentlichun-
gen [87, 88] wurden zwar auch schon Multi-Band-Gleichungen unter Verwendung k · p-
Matrixelementen gelöst, dies, aber ohne Berücksichtigung der Coulomb-Wechselwirkung.
Bei Verwendung der optischen k · p-Interband- und Intraband-Matrixelemente können phy-
sikalische Effekte beobachtet werden, die in einem einfachen Halbleiter-Modell mit k-
unabhängigen, rotationssymmetrischen Matrixelementen nicht auftreten können. Durch Über-
lagerung der Schwerloch- und Leichtloch-artigen Anteile bei der optischen Interbandanregung
wird jeder Ladungsstrom durch einen senkrecht dazu fließenden Spinstrom und jeder Spin-
strom durch einen senkrecht dazu fließenden Ladungsstrom begleitet werden. Es sei nochmals
explizit darauf hingewiesen, dass solche Effekte im Zwei-Band-Modell eines idealen, d.h. un-
endlich dünnen, Quantenfilms ausgeschlossen sind. Die Grundlagen der k ·p-Theorie werden
in Abschnitt 2.2 zusammengefasst und in Abschnitt 2.3 bei der Einführung und Berechnung
der verschiedenen Matrixelemente für symmetrische Quantenfilme angewendet. Insbesondere
wird es dabei auch um die Symmetrie-Eigenschaften der k · p-Wellenfunktionen gehen, die
bei der Erstellung von Auswahlregeln für die verschiedenen Matrixelemente benötigt werden.
Die Coulomb-Wechselwirkung zwischen den Elektronen soll im Rahmen dieser Arbeit auf
der Ebene einer unabgeschirmten dynamischen Hartree-Fock-Näherung [56] beschrieben wer-
den. Dies ist gegenüber den Veröffentlichungen [30] und [29] ein Rückschritt. Dort wurde die
Coulomb-Wechselwirkung auf dem Niveau der zweiten Born’schen Näherung beschrieben, je-
doch ist dabei zu beachten, dass das hier vorliegende Modell von den Grundvoraussetzungen
her wesentlich aufwendiger ist. Dies liegt zum einen an der Berücksichtigung von drei anstelle
von zwei Bändern, wodurch viele zusätzliche Streuterme auftreten würden, zum anderen an
der ausschließlichen Verwendung von Quantenfilmen anstelle von Quantendrähten. Die nu-
merische Komplexität der Ladungsträger-Ladungsträger-Streuterme der zweiten Born’schen
Näherung besteht darin, dass Doppelsummen über Wellenvektoren ausgeführt werden müs-
sen. Im Gegensatz dazu treten bei der Hartree-Fock-Näherung oder in den Ladungsträger-
Phonon-Streutermen nur Einfachsummen auf. Es sei an dieser Stelle angemerkt, dass die in
den Veröffentlichungen [30, 29] gezeigten Rechnungen zu Quantenfilmen schon an der Gren-
ze des numerisch Machbaren laufen, sofern nicht angedacht ist, zusätzliche Näherungen wie
z.B. die Verwendung von Monte-Carlo-Techniken einzusetzen. Dies hätte aber wohl den Rah-
men dieser Arbeit gesprengt und sei zukünftigen Untersuchungen überlassen.
Die Wechselwirkung zwischen Elektronen und dispersionslosen LO-Phononen hingegen soll
wie in den beiden bisher veröffentlichten Artikeln [30, 29] über die Streuterme der zweiten
Born’schen Näherung in die numerischen Simulationen eingefügt werden. Zur Vereinfachung
werden dabei die Phononenbesetzungen als statische Gleichgewichtsverteilungen angesetzt.
Zusätzlich werden bei der Elektron-Phonon-Wechselwirkung explizit Gedächtniseffekte be-
rücksichtigt, indem die in den Streutermen auftretenden Zeitintegrale numerisch gelöst wer-
den. Es wird also keine Markov-Näherung verwendet.
Die zu den Matrixelementen gehörenden Heisenberg-Bewegungsgleichungen werden in Ab-
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schnitt 2.4 hergeleitet und unter Berücksichtigung der in Abschnitt 2.3 bestimmten Auswahl-
regeln vereinfacht. Um die numerische Komplexität dieses gekoppelten Gleichungssystems
zu verdeutlichen, sei hier angemerkt, dass schon für das Drei-Band-Modell an jedem k-Punkt
über 100 k-Summen bei der Bearbeitung der Hartree-Fock- und Phonon-Streuterme gelöst
werden müssen. Dabei sind alle möglichen Anteile eingeschlossen, die nach Auswertung der
Coulomb-Auswahlregeln einen nichtverschwindenden Beitrag liefern.
Der darauf folgende Abschnitt 2.5 beschäftigt sich mit der numerischen Auswertung der Be-
wegungsgleichungen. In Abschnitt 2.5.1 sollen zunächst einige wichtigen Definitionen sowie
die gewählten optischen Anregungsbedingungen festgelegt werden. Hierbei wird es vor al-
lem auch um die Frage gehen, welche Ströme untersucht und welche Bezeichungen dafür
angebracht sind, da der Spin innerhalb der Valenzbänder keine geeignete Quantenzahl mehr
ist. Die Valenzbandzustände tragen als Mischzustände Anteile von beiden Spins. Im Gegen-
satz dazu haben die Leitungsbandzustände im gewählten theoretischen Modell eine eindeutige
Spinorientierung. Nach einer Beschreibung der gewählten Modellsysteme bezüglich ihrer Zu-
sammensetzung, Bandstruktur, Wellenfunktionen und optischen Matrixelemente in Abschnitt
2.5.2 sollen schließlich einige numerische Ergebnisse zur Dynamik von Spin- und Ladungs-
strömen gezeigt werden. Dabei soll es vor allem um die Effekte gehen, die durch die Wechsel-
wirkung von Schwerloch- (engl. heavy hole) und Leichtloch-artigen (engl. light hole) Anteilen
der Matrixelemente bestimmt werden. Zur Analyse und Erklärung einiger dieser Effekte wird
in Abschnitt 2.5.5 eine einfache theoretische Entwicklung vorgestellt. Zudem sollen nume-
rische Ergebnisse verglichen werden, die mit und ohne Verwendung der Markov-Näherung
berechnet worden sind. Abgeschlossen wird das Kapitel in Abschnitt 2.6 durch ein kurzes
Resümee der gezeigten Ergebnisse.
2.2 Bandstruktur und k·p-Störungsrechnung
In diesem Abschnitt soll kurz die Theorie eingeführt werden, die in dieser Arbeit bei der
Berechnung der Bandstruktur und der zugehörigen Wellenfunktionen verwendet wird. Die
theoretischen Grundlagen beruhen im Wesentlichen auf einen Artikel von M.G. Burt [20] aus
dem Jahr 1992.





∆ + V (r)
]
Φ(r) = EΦ(r) (2.1)
der Halbleiter-Elektronen, wobei V (r) das mikroskopische Kristallpotential darstellt. Passend
zum Bravais-Gitter wird zunächst eine vollständige, an das Problem angepasste gitterperiodi-







Die Einhüllenden fnλ (r) sind im Vergleich zu den Basis-Funktionen langsam veränderlich, da
ihre Fourier-Darstellungen auf die erste Brillouin-Zone des Bravais-Gitters beschränkt sind,
in dem die gitterperiodischen Basisfunktionen un0(r) definiert worden sind. Hingegen beruht
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∗UmG′ δG′,G = δn,m (2.4)
Wie sich leicht zeigen lässt, stellt die Beschränkung der einen Fourier-Entwicklung aus Glei-
chung (2.3) auf die erste Brillouin-Zone stellt keine Näherung dar. Dafür werden zunächst


















wobei V0 das Volumen einer Gitterzelle (GZ) ist. Setzt man dies in die Fourier-Entwicklung















wird klar, wie die fn(r) zu definieren sind. Mit Hilfe der Fourier-Darstellung (2.3) der Funk-































Da die Wellenvektoren k und k′ auf die erste Brillouin-Zone beschränkt und G und G′ re-
ziproke Gittervektoren sind, kann die Bedingung der Delta-Distribution nur erfüllt werden,
























Dieser kurze Einschub wurde vor allem wegen der darin vorkommenden Auswertung der
Delta-Distribution über die Definition der Wellenvektoren k und k′ sowie G und G′ ein-
gefügt. Diese Argumentation wird auch später bei der Berechnung der Matrixelemente von
Bedeutung sein.
Damit kann man sich wieder dem eigentlichen Problem zuwenden. Mit dem Ansatz (2.2) wird



















84 Kohärente Spin- und Ladungsströme in Halbleiter-Quantenfilmen
Dabei wurde die Vollständigkeit der Basisfunktionen innerhalb einer Gitterzelle ausgenutzt























Die Behandlung des Kristallpotentialterms V Φ ist wesentlich komplizierter, da eine Entwick-
lung in ebenen Wellen sowohl Wellenvektoren innerhalb als auch außerhalb der Brillouin-









auf. Die Nichtlokalität des Potentials kann jedoch nach Burt [20] für langsam veränderliche
Funktionen ohne wesentlichen Fehler vernachlässigt werden.
Des Weiteren muss die Behandlung der Grenzflächen geklärt werden, die innerhalb der
Halbleiter-Heterostruktur zwischen Quantenfilm und dem Barrierenmaterial auftreten. Der
Einfluss dieser Grenzflächen sollte aber nur für die direkt angrenzenden Einheitszellen zu
wesentlichen Abweichungen vom Kristallpotential des lokalen Materials führen. Ein sprung-
Abbildung 2.1: Sprungartiger (a) und fiktiver stetiger (b) Potentialverlauf zwischen Quantenfilm
und Barrierenmaterial




θA(r)Vi(r) mit θA(r) =
{
1 wenn r in Volumen A liegt
0 sonst
(2.12)
sollte daher eine akzeptable Näherung darstellen. Das Potential nimmt folglich innerhalb der
homogenen Volumina immer den Wert des lokalen Mediums an. Damit erhält man folgendes














mit Hnm(r) = Tnm + Vnm(r)
(2.13)
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Hierbei nehmen die Matrixelemente Hnm(r) jeweils die lokalen Werte des jeweiligen Materi-
als an. Eine Ortsabhängigkeit der Impulsmatrixelemente wurde hingegen nicht berücksichtigt.
An dieser Stelle teil man das System der Basisfunktionen in zwei Gruppen auf. Die erste
Gruppe (S) umfasst alle Funktionen, deren Eigenwerte Hnn energetisch nahe der zu berech-
nenden Eigenenergie E liegen, die zweite Gruppe (R) umfasst alle anderen Funktionen. Damit
sollte die Gruppe S die dominanten Beiträge zur Bandstruktur liefern, während die Beiträge
der Gruppe R störungstheoretisch betrachtet werden können.
Da die Energiedifferenz E − Hrr wesentlich größer als der kinetische Anteil (∝ ∆fr), bzw.
alle Korrekturen durch die Wechselwirkung zwischen Basisfunktionen der Gruppe R über den
Impulsoperator πnm oder das Potential Hnm(r) sein sollte, kann die Gleichung für die nicht
dominant beitragenden Einhüllenden f r(r) mit r ∈ R in folgender Weise approximiert wer-
den:






πrm · ∇fm(r) +Hrm(r)fm(r)
]
(2.14)
Eine solche Näherung ist zwar ziemlich grob, aber vollkommen ausreichend, um bei der Bere-
chung der dominanten Einhüllenden f s(r) verwendet zu werden. Die explizite Form der Ein-
hüllenden f r(r) spielt zudem keine Rolle, da die nichtdominanten Energiekorrekturen später
durch effektive Parameter dargestellt werden sollen.
Die Näherung (2.14) kann demnach ohne Bedenken in die Bestimmungsgleichung der domi-
nanten Beiträge f s(r) mit s ∈ S eingesetzt werden:
































sm(r)] · ∇fm(r) ,
(2.15)
Hierbei ist γRsm(r) ein verallgemeinerter (inverser) Effektive-Masse-Tensor, δH
R
sm(r) ein
Energie-Tensor sowie πRsm(r) ein Impuls-Tensor:






















Der Gradient ∇[Hrm(r)/(E −Hrr(r))] im dritten Term von (2.15) sollte nur in der Nähe der
Grenzflächen wesentliche Beiträge liefern und zudem wegen der Energiedifferenz im Nenner
klein sein. δH und δπ sind laut [87, 20] Energie- bzw. Impulskorrekturen erster Ordnung und
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werden im Folgenden wie in vielen anderen Arbeiten vernachlässigt. Eine Diskussion über
die Einflüsse einiger dieser Terme bei der Bandstrukturrechnung liefert Referenz [40]. Damit
reduziert sich (2.15) auf folgende kompakte Form:

















Wählt man wie in den meisten Arbeiten als Basis un0(r) die zum Γ-Punkt des Quantenfilm-
Materials gehörenden Bloch-Funktionen, so reduziert sich Hsm(r) auf die dortigen loka-
len Bandenergien δsmV sconf . Ebenso können für den Effektive-Masse-Tensor γsm sowie den
Impuls-Tensor πsm innerhalb des Quantenfilms die Werte des homogenen Volumenmaterials
verwendet werden. Da sich das Barrieren-Material jedoch in seiner atomaren Zusammenset-
zung vom Quantenfilm unterscheidet, sind die gewählten Basisfunktionen dort keine Eigenlö-
sungen mehr. In dieser Arbeit sind jedoch nur die im Quantenfilm gebundenen Lösungen von
Bedeutung. Diese fallen innerhalb der Barrieren exponentiell ab. Nähert man daher Hsm und
γsm innerhalb der Barrieren mit den Werten eines homogenen Barrieren-Materials, sollte der
Fehler gering ausfallen. Die damit ortsabhängige Energie Hsm(r) = δsmV sconf(r) bildet das
Confinement-Potential für die Elektronen in den Valenz- und Leitungsbändern.
Die bisher eingeführten allgemeinen Gleichungen sollen nun im Folgenden auf ein spezielles
System angewendet werden. Dafür werden im nächsten Abschnitt zunächst ein paar für III-V-
Halbleiter typische Anpassungen vorgenommen, um damit in den darauf folgenden Abschnit-
ten unter Ausnutzung der vorliegenden Symmetrien die Bandstruktur und Wellenfunktionen
der Leitungs- und Valenzbänder zu berechnen.
2.2.1 Luttinger-Parameter: Effektive-Masse-Tensor
Die in dieser Arbeit untersuchte Halbleiter-Heterostruktur ist ein GaxIn1−xAs-Quantenfilm
zwischen GaxAl1−xAs-Barrieren. Beide Materialien sind direkte Halbleiter und haben eine
Zinkblende-Struktur. In diesem Materialsystem sind die Basisfunktionen der Gruppe S die
beiden s-artigen Leitungsband-Funktionen mit einem Gesamtdrehimpuls J = 1/2, einem
Bahndrehimpuls L = 0 und Spin S = 1/2
ucb10 (r) = 〈r|J= 12 , L=0, mJ =+12〉 = 〈r|S ↑〉
ucb20 (r) = 〈r|J= 12 , L=0, mJ =−12〉 = 〈r|S ↓〉
mit 〈r|S〉 ∝ f(|r|)
(2.18)
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γ1 γ2 γ3 γ/µ EG(T = 0K) ∆so
AlSb 5.18 1.19 1.97 4.05 2.386 eV 0.676 eV
AlAs 3.76 0.82 1.42 3.73 3.099 eV 0.280 eV
AlP 3.35 0.71 1.23 3.73 3.630 eV 0.070 eV
GaSb 13.4 4.70 6.00 8.23 0.812 eV 0.760 eV
GaAs 6.98 2.06 2.93 5.74 1.519 eV 0.341 eV
GaP 4.05 0.49 2.93 1.40 2.350 eV 0.080 eV
InSb 34.8 15.5 16.5 32.0 0.235 eV 0.810 eV
InAs 20.0 8.50 9.20 25.3 0.417 eV 0.390 eV
InP 5.08 1.60 2.10 7.40 1.424 eV 0.108 eV
Tabelle 2.1: Material-Parameter III-V-Halbleiter [144]. Für Arsenide und Antimonide können die
”split-off”-Bänder in der Regel vernachlässigt werden.
sowie die p-artigen Valenzband-Funktionen mit einen Gesamtdrehimpuls J = {3/2, 1/2} bei
einem Bahndrehimpuls von L = 1 sowie Spin S = 1/2
uhh10 (r) = 〈r|J= 32 , L=1, mJ =+32〉 = −1√2 [〈r|(X+iY ) ↑〉]
ulh10 (r) = 〈r|J= 32 , L=1, mJ =−12〉 = 1√6 [〈r|(X−iY ) ↑〉 + 2〈r|Z ↓〉]
uso10 (r) = 〈r|J= 12 , L=1, mJ =−12〉 = −1√3 [〈r|(X−iY ) ↑〉 − 〈r|Z ↓〉]
uso20 (r) = 〈r|J= 12 , L=1, mJ =+12〉 = −1√3 [〈r|(X+iY ) ↓〉 + 〈r|Z ↑〉]
ulh20 (r) = 〈r|J= 32 , L=1, mJ =+12〉 = −1√6 [〈r|(X+iY ) ↓〉 − 2〈r|Z ↑〉]
uhh20 (r) = 〈r|J= 32 , L=1, mJ =−32〉 = 1√2 [〈r|(X−iY ) ↓〉]
mit 〈r|X〉 ∝ x · h(|r|), 〈r|Y 〉 ∝ y · h(|r|), 〈r|Z〉 ∝ z · h(|r|) .
(2.19)
Die hiermit festgesetzte Reihenfolge der Basisfunktionen wird im Folgenden bei den
Matrixdarstellungen der Tensoren beibehalten. Die verwendeten Abkürzungen stehen für
conduction band, heavy hole, light hole und split off. Für Vergleichszwecke sei darauf hinge-
wiesen, dass sich die hier gewählte Reihenfolge von der in der Dissertation von D.H. Marti
[87] unterscheidet. Für das gewählte System ist der energetische Abstand ∆so zwischen den
so-Bändern und der Bandkante groß genug (siehe Tabelle 2.1), so dass diese des Weiteren
vernachlässigt werden können.











Im Gegensatz dazu erhält man unter Verwendung der Luttinger-Parameter γ1, γ2 und γ3 [85]











3γ2 γ1 − γ2 0 0




















3γ2 γ1 − γ2 0 0
















γ1 − 2γ2 0 0 0
0 γ1 + 2γ2 0 0
0 0 γ1 + 2γ2 0
















3γ3 0 0 0























































Nach der Definition der γ-Tensoren (2.16) gilt zudem:
(γαβ)+ = γβα (2.27)
Das negative Vorzeichen vor den Tensoren resultiert aus der Verwendung des Elektron- anstel-
le des Lochbildes für die Valenzbänder. Die rot markierten Luttinger Parameter werden später
im Zuge der paraxialen Näherung durch einen effektiven Luttinger-Parameter γ ersetzt.
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Der Parameter EP ist dabei die Kane-Energie. Damit sorgt der Impulstensor πsm in Gleichung
(2.17) für eine Kopplung zwischen den Valenzband- und Leitungsband-Einhüllenden. Auch
dieser Anteil soll bei der Bandstrukturrechnung näherungsweise vernachlässigt werden. Damit
sind die Valenzbänder von den Leitungsbändern entkoppelt und Gleichung (2.17) reduziert
sich auf folgende kompakte Form:





∇ · [γRsm(r) · ∇fm(r)] + Es(r)f s(r) (2.31)
Diese Gleichung soll nun für die Leitungs- und Valenzbänder separat ausgewertet werden.
Dabei wird aufgrund der einfacheren Zusammenhänge mit den Leitungsbändern begonnen.
2.2.2 Wellenfunktionen der Leitungsband-Elektronen
Im Falle eines Quantenfilms mit Wachstumsrichtung z sollte für die weitere Verwendung der
Ortsvektor r in den Anteil parallel zum Quantenfilm rq und den in Wachstumsrichtung z zer-
legt werden. Damit ist das Material für festgehaltenes z homogen und somit kq eine gute
Quantenzahl. Nach einer Fourier-Transformation innerhalb dieser (z = const)-Ebenen erhält



















Gleichung (6.18) aus Referenz [24]. Die Einhüllenden sind demnach unabhängig von der
Spineinstellung m = {1, 2} und reell wählbar. Da das Gleichungssystem die Leitungsband-
Basisfunktionen (cb1, cb2) nicht koppelt, bleibt der Spin weiterhin eine gute Quantenzahl. Die
Gesamtlösung setzt sich aus einer ebenen Welle, einer kq-rotationssymmetrischen, spinunab-




· f cbλkq(z) · u
cbm
0 (r) mit m ∈ {1, 2} (2.33)
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An dieser Stelle soll nicht weiter auf die Leitungsbandlösungen eingegangen werden. Diese
werden später im Rahmen von Symmetrieüberlegungen wieder aufgegriffen.
2.2.3 Wellenfunktionen der Valenzband-Elektronen
Die Matrixgleichung (2.31) entspricht für die Valenzbänder bis auf die Unterschiede, die aus
der Verwendung des Elektronbildes resultieren, im Wesentlichen der Luttinger-Matrix aus
Referenz [24]. An dieser Stelle soll nun explizit die Luttinger-Darstellung der Valenzband-







Hhh −c −b 0
−c∗ Hlh 0 b
−b∗ 0 Hlh −c






















mit mhhZ (z) =
−m0
γ1(z) − 2γ2(z)


















mit mlhZ (z) =
−m0
γ1(z) + 2γ2(z)






























für die Nichtdiagonalterme. Die hh- und lh-Massen sind aufgrund des verwendeten Elektron-
bildes negativ definiert. Als Basisfunktionen dienen die p-artigen Spin-Bahn-Eigenfunktionen
aus Gleichung (2.19) in der dort vorgegebenen Reihenfolge ohne die ”split-off”-Bänder. Die
Bezeichnungen ”heavy hole” und ”light hole” richten sich nach der Größe der Valenzband-
Masse in z-Richtung.
Die Heterostruktur setzt sich aus Materialien mit unterschiedlicher Gitterkonstante zusammen.
Beim Wachstumsprozess wird der gesamten Struktur jedoch eine einheitliche Gitterperiodizi-
tät aufgezwungen. Die dabei entstehende Materialverspannung verschiebt die Bandkante je
nachdem, ob es sich um Druck- oder Zugspannung handelt, zu höheren oder tieferen Energi-
en. Dieser Effekt wirkt sich unterschiedlich auf die hh- und lh-Zustände aus. Berücksichtigt
man daher, wie in dieser Arbeit geschehen, die Materialverspannung unterscheiden sich die
Confinement-Potentiale V nconf(z) und V
lh
conf(z) voneinander. Auf den genauen Formalismus
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soll hier aber nicht eingegangen werden, sondern auf das Buch von W.W. Chow und S.W.
Koch ”Semiconductor-Laser-Fundamentals” [24] als Referenz verwiesen werden.
Für die Arsenide und Antimonide unterscheiden sich die Luttinger-Parameter γ2 und γ3 nur
geringfügig voneinander (vgl. Tab. 2.1). Demzufolge ist der effektive Parameter µ klein im
Vergleich zu γ und kann demnach in erster Näherung in Gleichung (2.36) vernachlässigt wer-
den:




γ(z)(kx − iky)2 (paraxiale Näherung) (2.37)
Diese Näherung bietet zwei Vorteile. Zum einen wird die Bandstruktur rotationssymmetrisch,
wodurch eine Klassifizierung nach Raumrichtungen entfällt, zum anderen kann die Luttinger-
Matrix dadurch in eine Blockdiagonalform [17] transformiert werden, die eine detailliertere
Analyse der Eigenlösungen und Eigenwerte zulässt und eine numerische Lösung erleichtert:






e−iλ(k) 0 0 −eiλ(k)
0 e−iη(k) −eiη(k) 0
0 e−iη(k) eiη(k) 0









Nach Ausführen der Matrixmultiplikation treten außerhalb der (2×2)-Diagonalblöcke Ma-
trixelemente folgender Form auf, die für beliebig gewählte kq-Werte verschwinden müssen:











Die Parameter A und B sind dabei von kq und kz unabhängige Konstanten. Entsprechend
lassen sich die Phasen λ(k) und η(k) leicht analytisch bestimmen:
λ(k) =: φhh]kq = 3(π/4 − ξ/2), η(k) =: φlh]kq = −(π/4 − ξ/2) (2.40)
Diese Definitionen sind mit Ausnahme von kq = 0 eindeutig bestimmt. Die hier verwendete
Darstellung der Phasen über den Winkel ξ unterscheidet sich von der Definition (5.87) aus Re-
ferenz [24], die eine Darstellung des Winkels über den Arcustangens atan(kx/ky) verwendet.
Da der Arcustangens nur im Intervall [0, π] definiert ist, wird dadurch eine Unterscheidung
der Fälle 0 ≤ ξ ≤ π und π ≤ ξ ≤ 2π notwendig. Dies macht eine weitere Behandlung nur






Hhh R 0 0
R∗ Hlh 0 0
0 0 Hlh R












− 2iγ3(z) · kz · kq
)
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In dieser Darstellung wird auch die Bezeichnung paraxiale Näherung klar, da die Matrix und
damit auch die Bandstruktur in der (kx, ky)-Ebene rotationssymmetrisch wird. Die neuen Ba-
siszustände können den Zeilen der Transformationsmatrix U entnommen werden:
ūhh1kq (r) = [e
−iφhh
]kq · uhh10 (r) − e
iφhh
]kq · uhh20 (r)]/
√
2
ūlh1kq (r) = [e
−iφlh
]kq · ulh10 (r) − e
iφlh
]kq · ulh20 (r)]/
√
2
ūlh2kq (r) = [e
−iφlh
]kq · ulh10 (r) + e
iφlh
]kq · ulh20 (r)]/
√
2
ūhh2kq (r) = [e
−iφhh
]kq · uhh10 (r) + e
iφhh




An dieser Stelle sei noch explizit darauf hingewiesen, dass die neuen Basiszustände bezüglich
kq nicht überall stetig sind. Bei einer Drehung von kq um 2π, d.h. ξ → ξ + 2π geht der Zu-
stand ūnjkq(r) in −ū
nj
kq
(r) über. Diese Unstetigkeit muss im Folgenden bei der Berechnung der
Matrixelemente gegebenfalls durch geeignete Linearkombinationen von Lösungen korrigiert
werden, da eine Verwendung von unstetigen Basisfunktionen zu numerischen Komplikationen
führen könnte.
Durch Fourier-Transformation (kz → −i d/dz) in Confinement-Richtung liefert die Matrix



































































Das obere Vorzeichen gilt für den (m=1)- und das untere für den (m=2)-Block aus (2.41).
Hierbei ist γ der gemittelte Luttinger-Parameter der paraxialen Näherung, mhhXY und m
hh
Z sind
die ”heavy-hole”- undmlhXY undm
lh
Z die ”light-hole”-Massen parallel und senkrecht zur Quan-
tenfilmebene aus Gleichung (2.35). Die Kennzeichnung f soll explizit auf die Verwendung
der neuen Basisfunktionen ūnkq(r) aus (2.42) verweisen. Das vorliegende Gleichungssystem ist
symmetrisch, d.h. reell und hermitesch. Damit können die Einhüllenden analog zum Leitungs-
band reell gewählt werden. Die Ortsabhängigkeit der Lösungen wird abgesehen von den Basis-
funktionen (2.42) erneut in z-Richtung durch die kq-rotationssymmetrischen Einhüllenden so-











(r) mit m ∈ {1, 2} (2.44)
Aufgrund des unterschiedlichen Vorzeichens im zweiten Kopplungsterm sind die hh- und lh-
Anteile explizit vom Index m abhängig. Für symmetrische Quantenfilme besteht jedoch ein
fester Zusammenhang, der im Folgenden diskutiert werden soll.
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2.2.4 Symmetrische Quantenfilme
Symmetrien sind wichtige System-Eigenschaften, mit denen sich die Bearbeitung eines phy-
sikalischen Problems enorm vereinfachen lässt. Bisher wurde bei der Beschreibung der Hete-
rostruktur nur oberflächlich auf die für den Quantenfilm und die Barrieren verwendeten Mate-
rialien eingegangen. Strukturen mit zwei unterschiedlichen Barrieren oberhalb und unterhalb
des Quantenfilms werden im Folgenden als asymmetrisch, Strukturen mit einheitlichen Bar-
rieren demzufolge als symmetrisch bezeichnet (vgl. Abbildung 2.2.4). In dieser Arbeit werden
Abbildung 2.3: Potentialverlauf für (a) einen symmetrischen und (b) einen asymmetrischen
GaxIn1−xAs-Quantenfilm zwischen GaxAl1−xAs-Barrieren
nur symmetrische Quantenfilme betrachtet, um die Problemstellung durch symmetriebedingte
Auswahlregeln vereinfachen zu können.
Legt man die (z=0)-Ebene genau in die Mitte des Quantenfilms, wie in Abbildung 2.3 darge-
stellt, so sind alle ortsabhängigen Materialparameter wie z.B. die Luttinger-Parameter γ(z)
z-symmetrisch, d.h. γ(z) = γ(−z). Nach dieser Festlegung kann man nun die einzelnen
Kopplungsterme aus Gleichung (2.32) und (2.43) nach deren Parität klassifizieren. Die homo-
genen Lösungen haben eine eindeutige z-Parität, da die entsprechenden Anteile der Hamilton-









+ V cbconf(z) − Ecbhom,n
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+ V hhconf(z) − Ehhhom,n
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+ V lhconf(z) − E lhhom,n
]
Ψlhn (z) = 0
(2.45)
Damit sind die zugehörigen Lösungen abwechselnd z-symmetrisch und z-antisymmetrisch,
beginnend mit einem symmetrischen Grundzustand. Zudem lassen sich reelle Lösungsfunk-
tionen finden.
In den weiteren Überlegungen sollen nun zunächst die Leitungsbandsymmetrien analysiert
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liefert nur Beiträge für Funktionen gleicher Parität. Damit haben die Leitungsbandlösungen
eine eindeutige Parität, die Wellenfunktionen (2.33) sind somit entweder symmetrisch oder



























Dabei werden die symmetrischen Einhüllenden mit ”S” und die antisymmetrischen mit ”A”
gekennzeichnet. In die Gruppe U werden alle Lösungen mit symmetrischer Einhüllender und
Spin ↑ sowie die mit antisymmetrischer Einhüllender und Spin ↓ eingeordnet. Entsprechend
umfasst Gruppe L alle anderen Lösungen, d.h. die mit symmetrischer Einhüllender und Spin
↓ sowie die mit antisymmetrischer Einhüllender und Spin ↑. Die an dieser Stelle noch recht
willkürlich wirkende Einteilung wurde im Vorgriff auf die in Abschnitt 2.3.1 hergeleiteten op-
tischen Auswahlregeln der TM-Mode angepasst.
Im Folgenden sollen nun auch die Valenzbandlösungen jeweils einer der beiden Gruppen zu-
geordnet werden. Die Untersuchung der Valenzbänder ist nicht zuletzt aufgrund der aufwen-
digeren Struktur von Gleichung (2.43) geringfügig komplizierter. Im Gegensatz zu den Lei-
tungsbändern ist für die gesamte Wellenfunktion keine einheitliche z-Parität zu erwarten. Es
soll jedoch gezeigt werden, dass man dennoch Lösungen finden kann, bei denen zumindest
jede Einhüllende eine eindeutige Parität aufweist. Entwickelt man Gleichung (2.43) analog














Ψhhn2 (z) dz (2.48)
• (lh-lh)-Kopplungsterme
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Im vierten Kopplungsterm wurde eine Ableitung des unstetigen effektiven Luttinger-
Parameters mit Hilfe einer partiellen Integration vermieden.
Für den symmetrischen Quantenfilm liefern die ersten drei Kopplungsintegrale nur Beiträge
für Wellenfunktionen gleicher Parität, das letzte Kopplungsintegral aufgrund der z-Ableitung
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hingegen nur für Wellenfunktionen unterschiedlicher Parität. Damit ist eine einheitliche Pa-
rität aller Einhüllender ausgeschlossen. Der vierte Term hat gemäß Gleichung (2.43) je nach
Zugehörigkeit zum oberen oder unteren Teil der Blockdiagonalmatrix ein anderes Vorzeichen.
Wie sich zeigen wird, hat dieses Vorzeichen in symmetrischen Quantenfilmen bei der Berech-
nung der Bandstruktur keinen Einfluss, führt jedoch zu unterschiedlichen Lösungsfunktionen.
Bisher wurde angedacht, bei der Entwicklung beider Blöcke dieselben reellen homogenen
Lösungen zu verwenden. Diese sind jedoch nur bis auf eine Phase eindeutig bestimmt. Auf-
grund dieser freien Phasenwahl könnte man nun alle antisymmetrischen, homogenen Lösun-
gen, die bei der Entwicklung des unteren Blocks verwendet werden, mit dem Faktor (−1) mul-
tiplizieren. Damit würden sich die antisymmetrischen Entwicklungsfunktionen beider Blöcke
im Vorzeichen unterscheiden. Eine solche Phasenwahl erhält das Vorzeichen der ersten drei
Kopplungsterme, da hier nur Funktionen gleicher Parität beitragen, und wechselt das Vorzei-
chen des letzten Terms. Das blockspezifische Vorzeichen kann demnach durch eine geeignete
Wahl der zu den homogenen Lösungen gehörenden Phasenfaktoren kompensiert werden. Da-
mit bleibt die Entartung der Bänder im symmetrischen Fall erhalten.
Daher ist es auch nicht verwunderlich, dass die Eigenlösungen beider Blöcke einen festen Zu-
sammenhang haben. Aus der Mathematik ist bekannt, dass jede beliebige Funktion in einen
symmetrischen und einen antisymmetrischen Anteil zerlegbar ist. Berücksichtigt man die obi-
gen Überlegungen, können sich die Einhüllenden beider Blöcke abgesehen von einer beliebig







λkq(Z)−Anλkq(Z) n ∈ {hh, lh}
(2.51)




für den blockunabhängigen antisymmetrischen Anteil.
Wie sich zeigen lässt, sind die Symmetrieüberlegungen in Einklang mit Gleichung (2.41).
Fouriertransformiert man nämlich die Darstellung (2.51), liefert der symmetrische Anteil den
Realteil und der antisymmetrische Anteil den Imaginärteil
f̄nmλkq(kz) =
∫
Snλkq(Z) cos(−kz · Z) dz (Realteil)
± i
∫
Anλkq(Z) sin(−kz · Z) dz (Imaginärteil) ,
(2.52)






gelten muss. Damit wird der untere Block der Matrix (2.41) in den komplex konjugierten obe-
ren Block überführt. Der EigenwertEλ ist somit zweifach entartet, was indirekt die Richtigkeit
der vorangegangenen Symmetrieüberlegungen bestätigt.
Die Praxis zeigt, dass die Ausnutzung von Symmetrien Probleme wesentlich vereinfachen
kann. Im Gegensatz zu den Leitungsbändern weisen die Valenzband-Einhüllenden noch kei-
nerlei Symmetrien auf, was sich jedoch durch eine geschickte Linearkombination der entarte-
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− χλkq)) un20 (r)
(2.54)
Die Gruppen U und L sind die schon für die Leitungsbänder eingeführten Entartungsgruppen.
Damit wird jeder Basisfunktion un0 (r) eine Confinement-Funktion mit eindeutiger z-Parität
sowie eine Phase zugeordnet. Eine einheitliche Parität für alle vier Anteile ist aufgrund des
vierten Kopplungsterms nicht realisierbar. Durch die zusätzliche kq-abhängige Phase χλkq
kann die Unstetigkeit der Wellenfunktionen, die am Γ-Punkt aufgrund der dortigen Undefi-
niertheit der Phasen φn
]kq
auftritt, korrigiert werden. Am Γ-Punkt entsprechen die Lösungen
jedoch jeweils einer der homogenen Einhüllenden aus (2.45), da alle Kopplungsterme propor-
tional zum Betrag des Wellenvektors kq sind. Folglich ist dort nur eine der vier Einhüllenden
ungleich Null. Ist diese Funktion eine symmetrische hh-Einhüllende, setzt man χλkq = φ
hh
]kq
und erhält eine überall stetige Wellenfunktion. In allen anderen Fällen verfährt man analog.
Somit liegen nun sowohl die Valenzband- als auch die Leitungsbandfunktionen in der optimal
zu erreichenden Symmetrie vor. Analoge Symmetriebetrachtungen über gruppentheoretische
Argumente findet man in Referenz [87]. Darin werden die hier angestellten Symmetrieüberle-
gungen bestätigt. In dieser Arbeit wurde trotz der Eleganz und Kürze des gruppentheoretischen
Ansatzes das hier verwendete Verfahren vorgezogen, da es neben den richtigen Symmetrien
auch weitere Informationen zur Berechnung, Winkelabhängigkeit und Form der Einhüllenden
liefert.
Unabhängig von der Einführungsweise der Symmetrieeigenschaften können diese nun
im Folgenden bei der Berechnung der Licht-Materie-, Coulomb- und Elektron-Phonon-
Matrixelemente mehrfach ausgenutzt werden. Zuvor soll der Abschnitt zur k ·p-Theorie noch
durch einige Bemerkungen zu asymmetrischen Quantenfilmen abgeschlossen werden.
2.2.5 Bemerkungen zum asymmetrischen Quantenfilm
Die vorangegangenen Überlegungen wurden alle für symmetrische Quantentöpfe durchge-
führt. Im Folgenden soll anhand eines einfachen Beispiels gezeigt werden, wie sich der asym-
metrischen vom symmetrischen Fall unterscheidet. Dafür nimmt man von den homogenen
hh- und lh-Eigenfunktionen (2.45) jeweils nur den Grundzustand und diagonalisiert damit
das gekoppelte Gleichungssystem (2.43). Beide homogene Lösungen haben keine eindeuti-
ge z-Parität mehr, sie sind also weder symmetrisch, noch antisymmetrisch. Die zugehörige
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Eigenwertgleichung lässt sich leicht analytisch lösen:
det
(
Hhhhh − λ H lhhh(a) ±Hhhlh (b)


















[Hhhhh −H lhlh ]2/4 + [H lhhh(a) ±Hhhlh (b)]2
(2.55)
Die Koeffizienten sind in Gleichung (2.48)–(2.50) definiert, wobei die Indizes n1 = n2 = 1
weggelassen worden sind. Da die reellen homogenen Lösungen bis auf eine Phase (±1) ein-
deutig bestimmt sind, haben beide Blöcke, sofern nicht gerade Hhhlh (b) = 0 gilt, unterschied-
liche Eigenwerte. Für den symmetrischen Fall ist die Bedingung Hhhlh (b) = 0 grundsätzlich
erfüllt, da der hh- und der lh-Grundzustand dieselbe Parität aufweisen. Für den asymmetri-
schen Fall verschwindet der Beitrag Hhhlh (b) im Allgemeinen nicht. Damit lassen sich auch
keine Paritätsauswahlregeln bestimmen, welche die Berechnung der Matrixelemente und die
Lösung der Heisenberg-Gleichungen wesentlich vereinfachen würden.
Wenn die Entartung im nicht symmetrischen Fall schon bei diesem einfachen Modell aufge-
hoben wird, sollte das ebenso für eine Entwicklung mit beliebig vielen hh- und lh-Funktionen
gelten. Analytisch lässt sich das jedoch nicht mehr so einfach und anschaulich zeigen.
2.3 Matrixelemente und Auswahlregeln
Im vorigen Abschnitt wurde mit Hilfe der k · p-Theorie eine Methode vorgestellt, mit
der sich die Elektronen-Wellenfunktionen in der Nähe des Zonenzentrums (Γ-Punktes) von
III-V-Halbleitern berechnen lassen. Im Folgenden sollen auf dieser Basis Matrixelemente
für die Wechselwirkung mit einem Lichtfeld sowie die Coulomb- und Elektron-Phonon-
Matrixelemente berechnet werden, die bei der Aufstellung der Bewegungsgleichungen be-





Erzeuger, Vernichter von Elektronen
c+λkq , cλkq Erzeuger, Vernichter von Leitungsband-Elektronen





Erzeuger, Vernichter von LO-Phononen
(2.56)
Anstelle der Leitungsband- und Valenzbandlösungen (2.47) und (2.54) wird für die folgenden








0 (r) , (2.57)
in der die kq-abhängigen Einhüllenden auch die Phasen beinhalten. Dadurch wird eine un-
nötige Unterscheidung zwischen Valenzband- und Leitungsband-Funktionen vermieden. Die
Kennung λ enthält sowohl die Bandquantenzahl als auch den Entartungsindex m ∈ {U, L},
sofern dieser nicht explizit angegeben wird. Die genaue Form der Wellenfunktionen ergibt
sich jeweils aus dem Zusammenhang. Der Bandstrukturanteil berücksichtigt neben den im vo-
98 Kohärente Spin- und Ladungsströme in Halbleiter-Quantenfilmen






















Vor der Bearbeitung der wesentlich komplexeren Vielteilchen-Wechselwirkungen sollen zu-
nächst die optischen Matrixelemente berechnet werden.
2.3.1 Optische Inter- und Intraband-Matrixelemente
Auf der Ebene einer Ein-Teilchen-Theorie kann der Hamilton-Operator für die Wechselwir-
kung von Festkörper-Elektronen mit einem Lichtfeld in einen Bandstrukturanteil H0 und den
Wechselwirkungsanteil HI zerlegt werden. Die genaue Form von HI richtet sich nach der ge-
wählten Eichung. Bei Verwendung der Dipol-Näherung für HI hat man üblicher Weise die
Wahl zwischen der Längen- und Geschwindigkeitseichung:




A · p + e2A2/2m (Geschwindigkeitseichung) (2.60)
Sofern das Lichtfeld als klassisch angesetzt wird, liefert der A2-Term beim Aufstellen der
Heisenberg-Gleichungen keinen Beitrag.
Bei Wahl der Geschwindigkeitseichung entspricht die Licht-Materie-Wechselwirkung dem
Ansatz der minimalen Kopplung aus Abschnitt 1.2. Beide Ansätze sollten äquivalent sein,
da der Unterschied nur in der verwendeten Eichtransformation besteht. Die wenigsten Proble-
me lassen sich jedoch ohne weitere Näherungen lösen. Demzufolge werden die berechneten
Ergebnisse dennoch von der Wahl der Eichung abhängen, sofern eichtypische Näherungen
verwendet werden.
Bei den bisher in Marburg zu Spin- und Ladungsströmen veröffentlichten theoretischen Arbei-
ten [30, 29, 91] wurde die Längeneichung verwendet. Dabei treten nach Blount [13] Intraband-
Beschleunigungsterme proportional zu E · ∇k in den Halbleiter-Bloch-Gleichungen auf. Zu-
nächst wurde in Fortführung der bisher veröffentlichten Arbeiten angedacht, auch für das
k · p-Modell die Längeneichung zu verwenden. Die bisher veröffentlichten Untersuchungen
beruhen jedoch auf einfachen Zwei-Band-Modellen idealer eindimensionaler bzw. zweidi-
mensionaler Halbleiter. Die Matrixelemente solcher Systeme sind rotationssymmetrisch, die
in dieser Arbeit verwendeten Matrixelemente hingegen weisen eine komplexe Phasenabhän-
gigkeit auf. Das natürlich dazu passende Koordinatensystem sollte ein Polargitter sein. Al-
le bisherigen Versuche mit der Längeneichung scheiterten an numerischen Instabilitäten der
Intraband-Beschleunigung E · ∇k auf dem Polargitter. Eine Verfeinerung der Gitterauflösung
hätte die numerischen Probleme unter Umständen beseitigen können, doch wäre dann eine Be-
rücksichtigung von Coulomb- oder Elektron-Phonon-artigen Vielteilchen-Effekten nicht mehr
im Bereich des numerisch Machbaren gewesen.
Die Geschwindigkeitseichung hingegen lässt sich numerisch stabil auf beliebigen Gittern (kar-
tesisch, polar, etc.) realisieren, da anstelle von Ableitungen nur normale Inter- und Intraband-
Matrixelemente auftreten. Zudem passt sie hervorragend zu der im Rahmen der k·p-Rechnung
vorgestellten Theorie von Burt [20]. Verwendet man die Näherung (2.14), so lassen sich
über die Luttinger-Parameter auch Beiträge der nichtdominanten Einhüllenden f rλkq(z) mit
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r 6= {hh1, hh2, lh1, lh2, cb1, cb2} berücksichtigen. Damit ist die Geschwindigkeitseichung kei-
ne zweite Wahl, sondern wäre aufgrund der Verbindung zur k · p-Rechnung wohl die erste
Wahl gewesen, wenn keine Vorarbeiten existiert hätten.
Bei der Berechnung der Matrixelemente wird der Operator HI ausgehend von (2.60) zunächst






A(r) · (−i~∇)]Φλ2(r) (2.61)
Nimmt man an, dass die Quantenfilmdicke im Vergleich zur Wellenlänge des Vektorpotentials
A(r) klein ist, kann dieses vor das Integral gezogen werden. Dies sollte für dünne Quantenfil-
me (d<10nm) und Lichtpropagation in z-Richtung (TM-Mode) eine gute Näherung darstellen.
Das Lichtfeld wird demzufolge innerhalb des Quantenfilms als konstant genähert und etwaige
Propagationseffekte ignoriert. Für die TE-Mode, d.h. für eine Lichtpropagation in der Quan-
tenfilmebene, sollte eine solche Näherung weniger geeignet sein. Setzt man nun die Entwick-
lung (2.2) an, so wirkt der Ableitungsoperator ∇ sowohl auf die Einhüllenden f n(r) als auch















liefert das r-Integral zunächst die Impulserhaltung
δG1+k1,G2+k2 = δG1,G2 δk1,k2 . (2.63)
Die vorgenommene Zerlegung ist exakt, da die ki auf die erste Brillouin-Zone beschränkt
und die Gi reziproke Gittervektoren sind. Nach Rücktransformation in z-Richtung und kurzer


















Die ni-Summen sind hierbei noch nicht auf die Basisfunktionen aus (2.18) und (2.19) be-
schränkt. Unterteilt man diese erneut in dominante (R) und nichtdominante Funktionen (S)
und setzt wiederum wie bei der k · p-Rechnung die Näherung (2.14) für die nichtdominanten











[· · · ] (2.65)
als nicht dominanten Beitrag. Aufgrund der Proportionalität zu (E − Hrr)−2 sollte der Term
verschwindend klein sein. Damit kann die n1-Summe im ersten Term auf die dominanten
Basisfunktionen aus (2.18) und (2.19) reduziert werden.
Da der zweite Term nicht diagonal in den Basisfunktionen ist, sind hier auch nichtdominante
Korrekturen zu erwarten. Der Beitrag zweier nichtdominanter Einhüllender wäre proportional
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zu (E − Hrr)−1(E − Hr′r′)−1 und kann damit im Voraus ignoriert werden. Zwei dominante
Einhüllende liefern die Interbandmatrixelemente zwischen den p-artigen Valenz- und s-artigen
Leitungsbändern aus (2.28)-(2.30). Ist n1 = s dominant und n2 = r nicht dominant, bekommt



































Der erste Teil ist ein Bestandteil des (inversen) Effektive-Masse-Tensors γRsm(r) aus (2.16),
der zweite Term wird im Folgenden wie bei der Bandstrukturrechnung vernachlässigt. Der
Fall, in dem n2 = s dominant und n1 = r nicht dominant ist, berechnet sich analog. Fasst man



























wobei kz mit der Ableitung −i d/dz zu identifizieren ist und α = x, y, z jeweils einer kar-
tesischen Raumrichtung entspricht. Die ni-Summen sind auf die dominanten Einhüllenden
beschränkt. Der erste Teil sorgt für die Intrabandübergänge sowie für Intervalenzband- und
Interleitungsband-Übergänge, der Teil mit den πα-Matrizen hingegen für Interbandübergänge
zwischen Leitungs- und Valenzbänder. Die Matrixelemente 〈px〉 und 〈py〉 erlauben aufgrund
der z-Parität der Einhüllenden, des Leitungsband-Spins sowie der Form der Matrizen (2.21)-
(2.30) nur Übergänge innerhalb einer Entartungsgruppe. Hierbei ist zu beachten, dass die z-
Ableitung (kz = −i d/dz) die Parität der Einhüllenden wechselt. Im Gegensatz dazu beinhal-
tet 〈pz〉 nur optische Übergänge zwischen Bändern aus unterschiedlichen Entartungsgruppen.
Damit konnte unter Ausnutzung der Symmetrie und einer geschickten Wahl der Entartungs-
gruppen zumindest für TM-Anregung das Problem für beide Entartungsgruppen separiert wer-
den. Der Hamilton-Operator der Licht-Materie-Wechselwirkung lautet somit:












n 6= m ∈ {U, L}












n ∈ {U, L}, i = x, y
(2.68)
Die folgenden Untersuchungen beschränken sich auf den TM-Anteil, da die in dieser Arbeit
verwendeten Anfangsbedingungen die Lichtpropagation auf die Wachstumsrichtung festlegen.
Somit kann man sich nun den Vielteilchen-Wechselwirkungen zuwenden. Im Gegensatz zum
bisherigen Fall müssen dabei zusätzliche Näherungen verwendet werden.
2.3.2 Coulomb-Wechselwirkung
Die Coulomb-Wechselwirkung spielt in Halbleitern eine große Rolle. Eine Nichtberücksich-
tigung würde unter anderem jegliche exzitonische Effekte ignorieren. Zudem ließe sich eine
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Relaxation der Ladungsträger analog zum Kapitel über die Wellenpaket-Dynamik in photoni-
schen Kristallen 1.6 nur über phänomenologische Zerfallszeiten realisieren. Coulomb- oder,
wie sich später zeigen wird, auch LO-Phonon-Streuterme wären von vornherein ausgeschlos-
sen. Eine solche mikroskopische Theorie wäre daher höchst unzureichend.
Zur Analyse und Berechnung der im Coulomb-Hamilton-Operator auftretenden Matrixele-










































Hierbei liegt k wie die ki innerhalb der ersten Brillouin-Zone und G ist wie die Gi ein rezi-
proker Gittervektor. Die ni-Summen sind auf die dominanten Einhüllenden beschränkt. Die
Auswertung der Integrale liefert die Impulserhaltung in Form zweier Delta-Distributionen:
δk+G,G1−G4+k1−k4 sowie δk+G,G3−G2+k3−k2 (2.70)
Berücksichtigt man die Tatsache, dass die k ·p-Rechnung eine störungstheoretische Entwick-
lung in der Nähe eines bestimmten Symmetriepunktes darstellt (hier: um den Γ-Punkt k = 0),
sollten die Differenzen k1 − k4 und k3 − k2 innerhalb der ersten Brillouin-Zone liegen. Dies
lässt sich leicht abschätzen. Die in den numerischen Berechnungen relevanten kq sind alle
kleiner als 109/m. Bei einer Gitterkonstante von 5Å hingegen sollte der Betrag aller nicht-
trivialen Gittervektoren |G| 6= 0 größer als 1010/m sein. Beschränkt man die ki demzufolge





Umklapp-Prozesse, die in der Nähe des Γ-Punktes keine Rolle spielen sollten, sind folglich
ausgeschlossen.
Das Coulomb-Potential sollte für kleine G den Hauptbeitrag liefern. Berücksichtigt man dem-
nach nur den größten Anteil G = 0, können die Gi-Summen analytisch ausführt werden.
Dabei erhält man über die Orthogonalitätsrelation der Basisfunktionen (2.4) die Bedingun-
gen δn1,n4 und δn2,n3 . Es muss somit nur über gleichartige Einhüllende integriert werden.
Eine solche Näherung ist notwendig, da die genaue Form der Basisfunktionen bis auf de-
ren Symmetrie-Eigenschaften nicht bekannt ist. Danach wird die Fourier-Transformation in
z-Richtung wieder rückgängig gemacht. Dabei lässt man die kz-Integration wieder näherungs-
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Die dabei verwendete dielektrische Konstante ε nimmt den Materialwert des Quantenfilms
an. Das Matrixelement setzt sich demnach aus dem idealen 2d-Coulomb-Potential und einem
Formfaktor zusammen. Durch die Phasen der Valenzbandeigenfunktionen ist der Formfaktor
im Allgemeinen komplex.
Dasselbe Ergebnis erhält man auch, wenn man die ri-Integration in (2.69) in eine Summe
über die Position der Einheitszellen Ri und ein Integral über die Einheitszelle zerlegt. Danach
beschränkt man sich auf den so genannten Monopol-Monopol-Beitrag, d.h. die nullte Ordnung
einer zweifachen Taylor-Entwicklung




n! ·m! · (r1 · ∇1)
n · (r2 · ∇2)m · V (r1, r2)|r1=0r2=0 (2.74)
des Potentials um (R1,R2) für kleine r1 und r2. Man approximiert das Potential also in fol-
gender Weise:
1
|R1 + r1 − R2 − r2|
' 1|R1 − R2|
(2.75)
Dabei wird z.B. mit der ersten Ordnung die Förster Dipol-Dipol-Wechselwirkung vernachläs-
sigt. Da die Einhüllenden langsam veränderlich sind, können sie ebenso wie das genäherte
Coulomb-Potential vor die Einheitszellen-Integrale gezogen werden. Diese liefern analog zur
vorherigen Rechnung die Orthogonalität in den gitterperiodischen Basisfunktionen δn1,n4 und
δn2,n2 . Alle weiteren Schritte können mit wenig Aufwand übernommen werden.
Das Ergebnis (2.73) entspricht der im Rahmen einer k · p-Rechnung für das Coulomb-
Potential üblichen Näherung. Unter anderem findet man diese Form von k · p-Coulomb-
Matrixelementen in einer Veröffentlichung von A. Girndt aus dem Jahr 1997 [44]. Im Gegen-
satz zu dieser Arbeit und vielen anderen Veröffentlichungen werden die Einhüllenden bei der
numerischen Berechnung der Coulomb-Matrixelemente jedoch im Folgenden nicht durch kq-
unabhängige effektive Einhüllende ersetzt. Eine solche Näherung sollte nur in der unmittelba-
ren Umgebung des Γ-Punktes eine akzeptable Näherung darstellen. Stattdessen wird die volle
kq-Abhängigkeit der Formfaktoren aus (2.73) beibehalten. Damit hat der Coulomb-Hamilton-
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Beim Aufstellen der Heisenberg-Gleichungen ist auf Folgendes zu achten: Aufgrund der
Verwendung des Elektronbildes müssen bei der Berechnung der Bewegungsgleichungen die
Energie-Korrekturen abgezogen werden, die auf die vollbesetzten Valenzbänder zurückzufüh-
ren sind. Diese Korrekturen sind schon indirekt bei der Bandstrukturrechnung berücksichtigt
worden.
Abschließend sollen unter Ausnutzung der z-Parität noch einige Auswahlregeln be-
stimmt werden. Geht man von (z1, z2) nach (−z1,−z2) über, bleibt der Exponentialterm
exp(−|kq| · |z1 − z2|) unverändert. Ob ein Matrixelement verschwindet, wird somit durch die





mit Entartungsgruppen A, B, C, D ∈ {U, L}
• Regel 1:
Die Diagonalbänder der Formfaktoren {λ1, λ4} bzw. {λ2, λ3} müssen aufgrund der Orthogo-
nalität der Basisfunktionen un0 (r) entweder beides Leitungsbänder oder beides Valenzbänder
sein. Unter anderem sind damit Kombinationen mit einem Valenzband und drei Leitungsbän-
dern bzw. einem Leitungsband und drei Valenzbändern verboten.
• Regel 2:
Kommen die Bänder {λ1, λ4} aus der Entartungsgruppe A sowie {λ2, λ3} aus der Entartungs-
gruppe B, so müssen die Einhüllenden f nλ1k1q(z1) und f
n
λ4k4q




jeweils dieselbe Parität aufweisen. Dies ist für Valenzbänder automatisch erfüllt und beruht
für die Leitungsbänder auf dem Spin.
• Regel 3:
Kommen die Bänder {λ1, λ4} aus unterschiedlichen Entartungsgruppen A 6= B sowie
{λ3, λ4} ebenso aus unterschiedlichen Entartungsgruppen C 6= D, so müssen die Einhül-
lenden fnλ1k1q(z1) und f
n
λ4k4q
(z1) sowie fnλ2k2q(z2) und f
n
λ3k3q
(z2) jeweils unterschiedliche Parität
aufweisen. Dies ist für Valenzbänder automatisch erfüllt und beruht für die Leitungsbänder
auf dem Spin.
• Regel 4:
Kombinationen bei denen jeweils drei Bänder aus der einen Entartungsgruppe A und das vier-
te Band aus der anderen Entartungsgruppe B 6= A kommen, sind aufgrund von Parität und
Spin verboten.
• Regel 5:
Aufgrund der Orthogonalität der Wellenfunktionen haben nur Matrixelemente mit λ1 = λ4
und gleichzeitig λ2 = λ3 einen nichtverschwindenden Beitrag für kq = 0.
2.3.3 Elektron-Phonon-Wechselwirkung
Als letzter Vielteilchen-Anteil soll nun die Elektron-Phonon-Wechselwirkung eingeführt wer-
den, mit der im Rahmen dieser Arbeit Streuprozesse und damit die Relaxation der Leitungs-
und Valenzband-Elektronen realisiert werden sollen. Dafür wird zunächst die Ortsdarstellung









∇r2 · P(r2) (2.77)
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Danach kann die Divergenz ausgewertet








− b+−w ) (2.79)

























Im Gegensatz zur Berechnung der Coulomb-Matrixelemente kann bei der Elektron-Phonon-
Wechselwirkung nach einer Koordinatentransformation (r2 = r1−r) das r-Integral analytisch







Hierbei wurden die Integrationsgrenzen näherungsweise nach unendlich verschoben (Li →


































Dabei ist w wieder auf die erste Brillouin-Zone beschränkt und W ist ein reziproker Git-
tervektor. Die Auswertung des r1-Integrals liefert die Impulserhaltung δW+w,G1−G2+k1−k2 .
Die Delta-Distribution kann mit derselben Argumentation, die auch bei der Herleitung des
Coulomb-Hamilton-Operators verwendet wurde, für ki in der Nähe des Γ-Punktes in folgen-
der Weise zerlegt werden:
δW+w,G1−G2+k1−k2 = δW,G1−G2 δw,k1−k2 (2.83)
In weiterer Analogie zur Berechnung des Coulomb-Matrixelements wird auch hier W = 0
gesetzt. Damit liefern die Summen über die Gittervektoren Gi wiederum die Diagonalität in
den Einhüllenden δn1,n2 . Wird nun die Fouriertransformation in z-Richtung wieder rückgängig




























Die z1-Integration muss wie bei den Coulomb-Formfaktoren numerisch ausgeführt werden.



























Auf etwaige Auswahlregeln soll hier nicht eingegangen werden. Vielmehr wird sich bei
der Berechnung der Phononen-Streuterme zeigen, dass sich die dabei auftretenden Produk-
te von Phonon-Matrixelementen für dispersionslose LO-Gleichgewichtsphononen über die
Coulomb-Matrixelemente darstellen lassen.
2.4 Heisenberg-Bewegungsgleichungen
In den vorigen beiden Abschnitten wurden zunächst die k · p-Wellenfunktionen bestimmt
und damit die Hamilton-Operatoren des Bandstrukturanteils H0, der Licht-Materie- HI , der
Coulomb-HC und der Elektron-Phonon-WechselwirkungHep aufgestellt. In diesem Abschnitt
sollen nun die zugehörigen Halbleiter-Bloch-Gleichungen für das vorliegende Materialsys-
tem hergeleitet werden. Dafür sollen in den folgenden drei Abschnitten mit den Hamilton-
Operatoren (H0 +HI), HC und Hep die Heisenberg-Bewegungsgleichungen
−i~ d
dt
A = [Hi, A]− (2.86)
gelöst werden. Zunächst werden jedoch die Zweier-Erwartungswerte vorgestellt, deren Dyna-
mik beobachtet werden soll. Dies sind die
• Phononen-Dichten
npk = 〈b+k bk〉 , (2.87)




= 〈v+λmkqcρnkq〉 , (2.88)
• Leitungsband-Besetzungen
f ecλmkq = x
cλm
cλmkq





= 〈c+λmkqcρnkq〉 mit (λm) 6= (ρn) , (2.90)
• Valenzband-Besetzungen








= 〈v+λmkqvρnkq〉 mit (λm) 6= (ρn) . (2.92)
Für den in dieser Arbeit untersuchten Drei-Band-Fall mit einem Leitungs- und zwei Valenz-
bändern gibt es keine Interleitungsband-Polarisationen. Zudem wird sich zeigen, dass für be-
stimmte Anfangsbedingungen nur Interbandkohärenzen zwischen Bändern aus derselben Ent-
artungsgruppe berücksichtigt werden müssen. Dies wird sich schon im nächsten Abschnitt bei
der Herleitung der optischen Bloch-Gleichungen zeigen.
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2.4.1 Optische Bloch-Gleichungen
In diesem Abschnitt sollen die optischen Bloch-Gleichungen für das vorliegende Mate-
rialsystem angegeben werden. Dafür werden mit Hilfe des Bandstrukturanteils H0 und
der Licht-Materie-Wechselwirkung HI die Heisenberg-Bewegungsgleichungen aufgestellt.
In Hinblick auf die späteren Anwendungen wird an dieser Stelle nur der TM-Anteil des
Hamilton-Operators betrachtet. Das Lichtfeld propagiert somit senkrecht zum Quantenfilm





















Ist ein Erwartungswert diagonal in der Entartungszahl (n = m), so wird dessen Dynamik nur
von Kohärenzen bestimmt, die ebenfalls diagonal in der Entartungszahl sind. Analog wird die
zeitliche Entwicklung von nichtdiagonalen (n 6= m) Erwartungswerten nur von ebenso nicht-
diagonalen Größen bestimmt. Vor der optischen Anregung sind alle Valenzbänder voll besetzt
und keine sonstigen Polarisationen und Dichten vorhanden. Da die Dichten diagonal in der
Entartungsgruppe (n = m) sind, werden durch eine optische TM-Anregung nur Kohärenzen
zwischen/innerhalb von Bändern erzeugt, die aus derselben Entartungsgruppe stammen. Da-
mit können nach einer optische TM-Anregung keine Kohärenzen zwischen Bändern aus un-
terschiedlichen Entartungsgruppen auftreten, sofern einige solcher Größen nicht schon vorher
vorhanden waren. Des Weiteren sind auf der Ein-Teilchen-Ebene die Bewegungsgleichungen
für die xτnσnkq mit n ∈ {U, L} entkoppelt. Eine Kopplung zwischen Kohärenzen beider Grup-
pen tritt erst unter Berücksichtigung der Coulomb- und Elektron-Phonon-Wechselwirkung
auf. Dabei wird sich zeigen, dass diese Terme die Bewegungsgleichungen beider Gruppen
zwar miteinander koppeln, aber analog zum hier vorliegenden Fall keine Kohärenzen zwi-
schen Bändern aus unterschiedlichen Gruppen erzeugen können.
2.4.2 Coulomb-Anteil in Hartree-Fock-Näherung
Die Herleitung der Heisenberg-Gleichungen für den Coulomb-Anteil kommt im Gegensatz
zum vorigen Abschnitt nicht ohne Näherungen aus. Beim Auswerten der Kommutatoren tritt
ein Hierarchie-Problem auf, da der 2er-Erwartungswert 〈a+a〉 über die Vielteilchen-Coulomb-
Wechselwirkung an 4er-Erwartungswerte 〈a+a+aa〉 koppelt:
































Stellt man wiederum Bewegungsgleichungen für die 4er-Erwartungswerte auf, so hängt de-
ren Dynamik von 6er-Erwartungswerten 〈a+a+a+aaa〉 ab usw. An dieser Stelle soll das
Hierarchieproblem auf niedrigster Ordnung entkoppelt werden, indem unter Verwendung der
Hartree-Fock-Näherung die auftretenden 4er-Erwartungswerte in 2er-Erwartungswerte zerlegt
werden. Aus dem ersten 4er-Erwartungswert wird somit unter Beachtung, dass der (pq = 0)-
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Mit der Verwendung von x anstelle von x soll angedeutet werden, dass Beiträge der vollbe-
setzten Valenzbänder, die ja schon indirekt bei der Bandstrukturrechnung über die Luttinger-
Parameter berücksichtigt wurden, abgezogen werden müssen, d.h. für Valenzband-Dichten




Zudem lässt sich mit Hilfe der Coulomb-Auswahlregeln leicht zeigen, dass die Hartree-Fock-
Beiträge keine Kohärenzen zwischen Bändern aus verschiedenen Entartungsgruppen erzeu-
gen können, falls diese nicht schon vorher vorhanden waren. Im ersten Anteil müssen von den
im Formfaktor auftretenden Bändern {σ, τ, µ, ρ} jeweils zwei Bänder aus demselben Schema
A ∈ {U, L} stammen (Coulomb-Regel 4). Falls sich λ und ρ aber in ihrer Gruppenzugehö-
rigkeit unterscheiden (z.B. λ ∈ U und ρ ∈ L), stammt entweder die Bandkombination {σ, µ}
oder {λ, τ} aus unterschiedlichen Entartungsgruppen. Folglich ist einer der beiden Erwar-
tungswerte nichtdiagonal in der Entartungszahl. Man kann sich also auf den Fall beschränken,
bei dem {λ, ρ, τ} sowie {µ, σ} jeweils aus derselben Gruppe stammen.
Eine Wechselwirkung zwischen Kohärenzen aus unterschiedlichen Gruppen wird dagegen
durch die Auswahlregeln nicht ausgeschlossen, da die Gruppe von {λ, ρ, τ} nicht mit der
von {µ, σ} übereinstimmen muss. Zudem müssen die Diagonalpaare der Formfaktorbänder
jeweils entweder beide Valenz- oder beide Leitungsbänder sein (Coulomb-Regel 1). Sonstige
Auswahlregeln aufgrund des Leitungsband-Spins haben in dieser Arbeit keine Bedeutung, da
nur das niedrigste Leitungsband berücksichtigt wird.
Damit kann nun der letzte Vielteilchen-Anteil, die Elektron-Phonon-Streuterme, hergeleitet
werden.
2.4.3 Streuung durch Gleichgewichts-LO-Phononen
Analog zur Situation bei der Aufstellung der Coulomb-Beiträge koppeln auch bei der
Elektron-Phonon-Wechselwirkung die 2er-Erwartungswerte an Erwartungswerte höherer Ord-
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Anders als bei der Coulomb-Wechselwirkung können diese 3er-Erwartungswerte aber nicht
Hartree-Fock-artig in einen 2er-Elektron- und einen 1er-Phonon-Erwartungswert zerlegt
werden, da d〈b+
k
〉/dt = 0 ist. Daher müssen auch für die 3er-Erwartungswerte (1)-
(4) Bewegungsgleichungen aufgestellt werden. Näherungsweise wird dabei vom gesam-
ten Hamilton-Operator nur der Bandstruktur- und Elektron-Phonon-Anteil berücksichtigt.
Die 3er-Erwartungswerte koppeln über die Elektron-Phonon-Wechselwirkung Hep an 4er-
Erwartungswerte der Form 〈a+a+aa〉 sowie 〈b+a+ab〉. Diese 4er Erwartungswerte können
dann wie bei der Hartree-Fock-Zerlegung in 2er-Erwartungswerte aufgespalten werden. Für
den ersten 3er-Term erhält man demnach




























































Die Bewegungsgleichungen der Terme (2)-(4) unterscheiden sich in ihrer Struktur nur unwe-
sentlich von der hier gezeigten Gleichung (2.98) und werden daher nicht angegeben.
Für die Phononenbesetzungen werden Bose-Verteilungen
neqLO =
1
exp(ELO/(kBT )) − 1.0
(2.99)
angesetzt. Diese Gleichgewichtsverteilungen sind aufgrund der dispersionslosen LO-
Phononen unabhängig vom Wellenvektor k. Damit bleibt die qz-Abhängigkeit nur in den
Elektron-Phonon-Matrixelementen erhalten. Die qz-Summe kann analytisch berechnet wer-





















exp[−|qq − kq| |Z1 − Z2|]
|qq − kq|
(2.100)



















Daher gelten auch für die qz-summierten Produkte aus Phonon-Matrixelementen die Auswahl-
regeln von Seite 103. Es sei aber nochmals darauf hingewiesen, dass die Relation (2.101) nur
angewendet werden kann, wenn man dispersionslose, d.h. k-unabhängige, Phononendichten
ansetzt.
Damit kann die Bewegungsgleichung (2.98) weiter ausgewertet werden. Diese lässt sich auf
folgende schematische Form reduzieren
−i∂tx(t) = (Ω + iη)x(t) + y(t) , (2.102)
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wobei der eingefügte Parameter η ein Dephasieren der 3er-Korrelationen berücksichtigen soll.
Dies ist vergleichbar mit dem Einführen einer phänomenologischen T2-Dephasierungszeit auf
der Hartree-Fock-Ebene. Der Einfluss des η-Parameters auf die Dynamik ist jedoch wesentlich
geringer, da er Prozesse jenseits der zweiten Born’schen Näherung ersetzen soll. Gleichung






Beachtet man, dass vor Beginn der optischen Anregung im Halbleiter (t < t0) keine Korrela-
tionen vorhanden sein sollen, d.h. x(t < t0) = 0, kann der erste Term vernachlässigt und die
untere Integralgrenze auf −∞ gesetzt werden. Die Funktion y(t) ist im Vergleich zur Phase
exp((iΩ − η)t) häufig als langsam veränderlich anzusehen oder kann durch Separation einer
Phase langsam veränderlich gemacht werden. Zur Vereinfachung wird für den Integraloperator
folgende Abkürzung eingeführt:
x(t) = i Î
η












Mit Hilfe des Integraloperators und unter Verwendung der Relation (2.101) kann die Lösung
des Phononanteils angegeben werden. Dabei wurden auch die aus den 3er-Erwartungswerten










































































































Analog zu den Hartree-Fock-Anteilen werden auch durch die Phonon-Streuterme keine Ko-
härenzen zwischen Bändern erzeugt, die aus unterschiedlichen Entartungsgruppen stammen.
Damit müssen {λ, ρ, τ} sowie {µ, σ} jeweils aus derselben Gruppe stammen. Zudem müssen
die Diagonalpaare der Formfaktorbänder jeweils entweder beides Valenz- oder beides Lei-
tungsbänder sein.
Die Kombinationen, bei denen die Elektron-Kohärenzen auf der rechten Seite von Gleichung
(2.105) Elektron-Dichten entsprechen, haben die typische Form (1 − f eq1)f
e
q2
, die bei einer
Streuung in bzw. aus einem Zustand immer auftritt. Die Streuterme (2.105) sorgen für die Re-
laxation der Elektron-Besetzungen und das Dephasieren der Interband-Polarisationen. Dabei
sind auch Relaxationsprozesse zwischen beiden entarteten Valenzbändern möglich. Bei allen
Prozessen bleibt die Teilchenzahl im Leitungsband bzw. die Gesamtteilchenzahl beider Va-
lenzbänder für jede Entartungsgruppe erhalten.
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Für Elektrondichten (λ = ρ) entsprechen die unteren beiden Zeilen der Streuterme (2.105)
den komplex-konjugierten ersten beiden Zeilen. Damit sind die Streuterme für Dichten, wie
zu erwarten war, reell.
Abschließend sollen noch einige Bemerkungen zu möglichen Näherungen bei der Auswertung
des Integral-Operators (2.104) gemacht werden. Dabei soll vor allem auf die häufig verwen-
dete Markov-Näherung eingegangen werden.
2.4.4 Bemerkungen zur Markov-Näherung
Das Integral aus Gleichung (2.104) kann in einfacher Weise genähert werden, sofern die Funk-
tion y(t) im Vergleich zur Phase exp((iΩ − η)t) langsam veränderlich ist. Dafür zerlegt man




[ti+1, ti] mit t0 = t, ti > ti+1, ti − ti+1 = ∆t (2.106)
Die Intervall-Länge ∆t kann dabei beliebig klein gewählt werden. Damit kann das Integral
in eine Summe von Integralen über die Teilintervalle zerlegt und die langsam veränderliche
Funktion y(t) innerhalb der Intervalle durch Taylor-Reihen approximiert werden. Die Taylor-





















Die dabei auftretenden Integrale In lassen sich iterativ lösen:
∫ +∆t/2
−∆t/2











(iΩ − η) (2.108)






































































Da die optische Anregung langsam eingeschaltet wird, verschwinden alle Anfangsbeiträge von
y(t), d.h. yn(t = −∞) = 0. Dasselbe Ergebnis erhält man auch durch mehrmalige partielle
Integration des Ausgangsintegrals. Dabei wird aber nicht so deutlich, warum die q-Summe
nach wenigen Termen abgebrochen werden kann.




dx e(iΩ−η)(t−x)y(x) ' −y(t)
Ω + iη
+O((iΩ − η)−2) (2.110)
In dieser Näherung tragen nur die aktuellen Werte von y(t) bei, die Phonon-Streuung wird
instantan. Alle Beträge von früheren Zeitpunkten haben keinen direkten Einfluss auf die Dy-
namik von x(t) (Vernachlässigung von Memory-Effekten). Bei der optischen Anregung mit ei-
nem resonanten 2ω- und einem nichtresonanten ω-Puls ist jedoch während der Anregung nicht
zu erwarten, dass die auftretenden Polarisationen und Dichten langsam veränderlich sind bzw.
durch Separation einer Phase langsam veränderlich gemacht werden können. Entsprechende
Vergleiche zwischen der Markov-Näherung und der Auswertung des vollen Integrals werden
später bei der Auswertung der numerischen Ergebnisse in Abschnitt 2.5.7 gezeigt.
2.4.5 Zusammenfassung
In den vorangegangenen drei Abschnitten wurde der Bandstruktur-, Coulomb- und Phonon-
Beitrag zur Dynamik der Elektron-Besetzungen und Interband-Polarisationen hergeleitet.
In diesem Abschnitt sollen die Ergebnisse nochmals kurz zusammengefasst werden. Ver-
wendet man LO-Gleichgewichtsphononen, haben alle auftretenden Wellenvektoren keine z-
Komponente. Im Folgenden kann daher auf eine explizite Kennzeichnung ”||” des Wellenvek-
tors als Anteil parallel zur Quantenfilmebene verzichtet werden, d.h mit k ist im Folgenden kq
gemeint.
Betrachtet man die optischen Bloch-Gleichungen (2.93) und die Hartree-Fock-Beiträge (2.96),
so können die optischen Matrixelemente und die Coulomb-Beiträge zu verallgemeinerten
Matrixelementen zusammengefasst werden. Die dabei entstehenden Terme entsprechen ver-
allgemeinerten Rabi-Frequenzen und Energie-Renormierungen. Die reellen Renormierun-
gen enthalten neben den üblichen Termen (vgl. Referenz [56]) zusätzlich auch Intraband-
Matrixelemente:
Rabi-Frequenzen: λ 6= ρ
Ωvλmk
c1mk












































Demnach entsprechen die Halbleiter-Bloch-Gleichungen formal den Bloch-Gleichungen,
wenn man Aq · Πλkρk durch Ωλkρk ersetzt. Für die Polarisationen und Dichten erhält man so-
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Die mit ”|ep” gekennzeichneten Terme beinhalten formal die Elektron-Phonon-Korrelationen
(2.105). In dieser Darstellung entsprechen die Bewegungsgleichungen im Wesentlichen der
üblichen Form der Halbleiter-Bloch-Gleichungen, wie man sie z.B. Referenz [56] entnehmen
kann. Der Unterschied besteht neben der Verwendung des Elektronbildes vor allem im Auf-
treten der Intraband-Matrixelemente in den Energie-Renormierungen und der Verwendung
zweier Valenzbänder. Im Gegensatz zu den Bewegungsgleichungen in Längeneichung aus
[30, 29, 91], bei denen die Beschleunigungsterme sowohl für Dichten (∝ E·∇kf ek) als auch für
Polarisationen (∝ E · ∇kpk) auftreten, findet man bei Verwendung der Geschwindigkeitsei-
chung keine Intraband-Matrixelemente in den Bewegungsgleichungen der Elektrondichten.
Die Asymmetrien der Ladungsverteilungen und die daraus resultierenden Ströme werden nur
indirekt über die Polarisationen erzeugt.
Hiermit kann die Herleitung der theoretischen Grundlagen abgeschlossen und die Bewegungs-
gleichungen im folgenden Abschnitt numerisch ausgewertet werden.
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2.5 Kohärente optische Erzeugung von Spin- und
Ladungsströmen
Wie bereits erwähnt, sind quantenmechanische Interferenzphänomene Konsequenzen des
Superpositionsprinzips und können in atomaren, molekularen, biologischen und Halbleiter-
Systemen zur Steuerung von dynamischen Prozessen in Nicht-Gleichgewichtssituationen ver-
wendet werden [19, 145, 46, 15, 57, 127]. Ein in den letzten Jahren häufig untersuchter Aspekt
Abbildung 2.4: Schematische Darstellung der Interband-Anregung für ein Zwei-Band-Modell:
Rechts ist die optische Anregung durch einen Laserpuls mit Zentralfrequenz 2ω dargestellt. Dabei
werden Elektronen aus dem Valenzband in das Leitungsband angeregt, wobei die Anregung symme-
trisch im k-Raum ist. Auf der linken Seite ist die Anregung durch zwei Laserpulse mit Zentralfrequen-
zen ω und 2ω dargestellt. Aufgrund von Interferenzphänomenen können dabei Verteilungen erzeugt
werden, die im k-Raum nicht symmetrisch sind. Die Stärke der Asymmetrie sowie deren Richtung
lassen sich über die Phasendifferenz der verwendeten Laserpulse bestimmen.
Bemerkung: Aufgrund der Eigenschaften der optischen Matrixelemente sind alle optischen Anregun-
gen diagonal im k-Raum.
bildet die optische Erzeugung von kohärenten Photoströmen, die im Wesentlichen auf den Vor-
schlag von Atanasov et. al. [2] aus dem Jahr 1996 zurückgeht und im Jahr 1997 experimentell
nachgewiesen werden konnte [50]. Anstatt die in das Leitungsband eines Halbleiters angereg-
ten Elektronen durch ein schwaches, äußeres, statisches Feld zum Strömen anzuregen, sollten
Ladungsströme unter Ausnutzung der Interferenz von Ein- und Zwei-Photon-Übergängen er-
zeugt werden. Dafür muss der Halbleiter, wie in Abbildung 2.4 schematisch dargestellt, mit
zwei linear parallel zueinander polarisierten Pulsen mit Zentralfrequenzen ω und 2ω oberhalb
der Bandkante EG angeregt werden:
A(t) = Aω(t) + A2ω(t) = AωG(t)cos(ωt+ φω) eω + A2ωG(t)cos(2ωt+ φ2ω) e2ω
mit ~ω < EG < 2~ω und eω||e2ω
(2.113)
Hierbei sind Aν und φν die Amplitude und Phase sowie eν die Polarisationsrichtung und G(t)
die langsam veränderliche Einhüllende (ν ∈ {ω, 2ω}). Durch leichte Änderung der Anre-
gungsbedingungen, der Verwendung zweier senkrecht zueinander linear polarisierten ω- und
2ω-Laserpulse, lassen sich nach dem Vorschlag von R.D.R. Bhat und J.E. Sipe [11] aus dem
Jahr 2000 auch reine Spinströme erzeugen, die nicht von einem Ladungsstrom begleitet wer-
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den:
A(t) = Aω(t) + A2ω(t) = AωG(t)cos(ωt+ φω) eω + A2ωG(t)cos(2ωt+ φ2ω) e2ω
mit ~ω < EG < 2~ω und eω⊥e2ω
(2.114)
Ein experimenteller Nachweis dieser Ströme konnte drei Jahre später in Halbleitern von Ste-
Abbildung 2.5: Schematische Darstellung der kohärenten optischen Erzeugung von Strömen: Links
(rechts) ist eine Anregung mit linear senkrecht (parallel) zueinander polarisierten Licht mit Zentral-
frequenzen ω und 2ω dargestellt. Durch die optische Anregung werden Spinströme (Ladungsströme)
erzeugt. Bei der Erzeugung von Ladungsströmen werden die Elektronen eines Bandes unabhängig
von ihrer Spin-Orientierung in die gleiche Richtung beschleunigt. Die Elektronen haben damit einen
nicht verschwindenden mittleren Impuls. Beim Auftreten von Spinströmen ist die Richtung der Be-
schleunigung abhängig von der Spin-Orientierung, wobei sich die Ströme nur im Vorzeichen, nicht
aber im Betrag unterscheiden. Daher verschwindet der gemittelte Elektronimpuls.
vens et al. [131, 130] und unabhängig davon von Hübner et al. [60] geführt werden. Beide
Anregungskonfigurationen, die für Ladungs- und die für Spinströme, sind schematisch in Ab-
bildung 2.5 dargestellt.
In Ladungsstrom-Konfiguration (rechte Seite von Abbildung 2.5) werden durch die optische
Zwei-Puls-Anregung Elektronverteilungen erzeugt, die im k-Raum eine bestimmte Vorzugs-
richtung aufweisen. Diese Verteilungen sind unabhängig vom Spin und entsprechen einem
makroskopischen Ladungsstrom in positive oder negative Polarisationsrichtung. Das Vorzei-
chen des Stroms wird durch die Phase der verwendeten Laserpulse vorgegeben und folgt nach-
stehendem Gesetz:
jLadung ∝ A2ωA2ω cos(2φω − φ2ω) (vgl. Referenz [88]) (2.115)
Hierbei sind Aω und A2ω die Amplituden sowie φω und φ2ω die Phasen der beiden Laserpulse.
Auch die in Spinstrom-Konfiguration (linke Seite von Abbildung 2.5) erzeugten Elektron-
besetzungen weisen im k-Raum eine bestimmte Vorzugsrichtung auf. Nach der optischen
Anregung liegt jedoch kein makroskopischer Ladungsstrom vor, da die zu Elektronen mit
unterschiedlichem Spin gehörenden Verteilungen genau entgegengesetzte Ströme erzeugen.
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Anstelle von Ladungen werden damit Spins transportiert. Der Spinstrom geht in positive oder
negative Polarisationsrichtung des ω-Pulses, wobei das Vorzeichen von der Spinorientierung
und den Phasen der beiden Laserpulse bestimmt wird:
jSpin ∝ A2ωA2ω sin(2φω − φ2ω) (vgl. Referenz [88]) (2.116)
Demnach erhält man maximale Ladungsströme, wenn die Phasendifferenz 2φω − φ2ω einem
ganzzahligen Vielfachen von π entspricht, und maximale Spinströme, wenn die Phasendiffe-
renz 2φω − φ2ω einem halbzahligen Vielfachen von π entspricht.
Zu den Heisenberg-Gleichungen aus Abschnitt 2.4 werden nun im Folgenden einige numeri-
sche Simulationen durchgeführt. Dafür sollen aber an dieser Stelle nochmals die Grundzüge
der verwendeten Theorie zusammengefasst werden. Die Theorie beruht auf den Halbleiter-
Bloch-Gleichungen in einem Drei-Band-Modell, bestehend aus einem Leitungs- und zwei
Valenzbändern. Die Bandstruktur und alle benötigten Matrixelemente werden wie in den Re-
ferenzen [87, 88] über die k · p-Theorie berechnet (vgl. Abschnitt 2.2–2.3). Die verwende-
ten Matrixelemente berücksichtigen die volle Abhängigkeit vom Betrag |kq| und dem Winkel
]kq der Wellenvektoren. Dies gilt insbesondere auch für die Coulomb-Matrixelemente, die
nicht, wie in vielen anderen Publikationen [44], mit effektiven Einhüllenden, sondern mit den
vollen k · p-Wellenfunktionen berechnet werden. Ferner wird die Coulomb-Wechselwirkung
zwischen den Elektronen auf der Ebene einer unabgeschirmten dynamischen Hartree-Fock-
Näherung [56] beschrieben. Die Streuung zwischen Elektronen und dispersionslosen LO-
Phononen wird in zweiter Born’scher Näherung behandelt. Näherungsweise werden dabei
die Phononenbesetzungen als statische Gleichgewichtsverteilungen angesetzt. Die Elektron-
Phonon-Wechselwirkung beinhaltet Memory-Effekte, es wird also keine Markov-Näherung
verwendet. Eine Berücksichtigung von Ladungsträger-Ladungsträger-Streutermen ist aus nu-
merischen Gründen derzeit noch nicht möglich. In zukünftigen Untersuchungen könnten dafür
aber unter Umständen Monte-Carlo-Techniken eingesetzt werden.
Im Folgenden soll zunächst in Abschnitt 2.5.1 die Frage geklärt werden, welche Ströme un-
tersucht und welche Bezeichnungen dafür angebracht sind. In der Einführung wurde teilweise
von Spinorientierung, Spinströmen, etc. gesprochen. Der Spin ist in den Valenzbändern jedoch
im Gegensatz zu den Leitungsbändern keine gute Quantenzahl mehr. Daher muss mit diesen
Begriffen etwas vorsichtiger umgegangen werden.
Danach sollen in Abschnitt 2.5.2 die in dieser Arbeit verwendeten Modellsysteme mit ihren
Bandstrukturen, Wellenfunktionen und optischen Matrixelementen vorgestellt werden. Auf-
grund von Verspannungseffekten [24] ist das zweite Valenzband am Γ-Punkt für das eine
System hh- und für das andere System lh-artig. In ersten numerischen Ergebnissen sollen
dann ab Abschnitt 2.5.4 Coulomb-bedingte Phasenverschiebungen untersucht und Bilder zur
Entstehung und Relaxation von Spin- und Ladungsströme gezeigt werden. Dabei soll es vor
allem um Effekte gehen, die durch die Wechselwirkung von hh- und lh-artigen Anteilen der
Matrixelemente bestimmt werden. Erklärungen für einige dieser Effekte liefert Abschnitt 2.5.5
mit einem einfachen theoretischen Modell. Abschließend sollen in Passage 2.5.7 numerische
Ergebnisse zur Markov-Näherung gezeigt werden und diese mit Rechnungen, die Gedächtnis-
effekte beinhalten, verglichen werden.
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2.5.1 Einführung und Definitionen
In diesem Abschnitt soll kurz auf die nachfolgend im Zusammenhang mit den Strömen ver-
wendeten Terminologien und Definitionen eingegangen werden. Hierbei wird insbesondere
auf Probleme bei der Berechnung und Definition von Spinströmen in der k · p-Darstellung
aufmerksam gemacht.
Die formale Definition der makroskopischen Stromdichte ist schon im ersten Kapitel bei
der Analyse der Maxwell-Halbleiter-Bloch-Gleichungen eingeführt worden. Laut Gleichung
(1.32) lässt sich diese über die Funktionalableitung des Wechselwirkungsanteils HI bestim-







ψ+(p − qA)ψ (2.117)
Die Ladung q entspricht im vorliegenden Fall der negativen Ladung eines Elektrons (−e mit
e=1.602 × 10−19C). Wie schon bei der Herleitung der Halbleiter-Bloch-Gleichungen fest-
gesetzt wurde, soll das anregende Lichtfeld senkrecht zum Quantenfilm propagieren (TM-
Anteil). Für diese Wahl sollte es sich innerhalb des Quantenfilms nur unwesentlich ändern,
da dieser im Vergleich zu einer Lichtwellenlänge vernachlässigbar dünn ist. Das Feld A
entspricht näherungsweise dem lokalen Wert an der Quantenfilm-Position. Entwickelt man
die Gesamtstromdichte (2.117) in den k · p-Eigenfunktionen aus den Abschnitten 2.2.2 und
2.2.3, liefert der erste Teil (∝ p) die optischen Inter- und Intraband-Matrixelemente aus
Passage 2.3.1, während der zweite Anteil (∝ eA) aufgrund der Orthogonalität der k · p-



















Hierbei ist ne die homogene Elektrondichte der Ortsdarstellung. Die optischen TM-
Matrixelemente sind, wie in Abschnitt 2.3.1 gezeigt, diagonal im Wellenvektor kq und der
Entartungsgruppe. Die explizite Kennzeichnung als TM-Anteil soll im Folgenden weggelas-
sen werden.
Der zum Vektorpotential proportionale Stromanteil ist für die im Rahmen dieser Arbeit rele-
vanten Fragestellungen unerheblich, da er nur während der optischen Anregung wesentliche
Beiträge liefert, für längere Zeiten jedoch aufgrund der Proportionalität zum Vektorpotential
schnell abfällt (vgl. Gleichungen (2.122) und (2.123) zur Definition von Aq).
Der erste Teil lässt sich in drei Komponenten zerlegen. Für das verwendete Drei-Band-Modell
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Der hochfrequente Polarisationsstrom fällt mit Abklingen des anregenden Lichtfeldes sehr
schnell ab und trägt, zumindest bei den hier durchgeführten Simulationen, nur während der
Anregung zum Strom bei. Er wird daher im Folgenden ignoriert. Im Gegensatz zu vielen bis-
herigen Veröffentlichungen, die sich auf Zwei-Band-Modelle oder auf mit Fermi’s Goldener
Regel berechneten Übergangswahrscheinlichkeiten stützen, werden im Folgenden auch Stro-
manteile berücksichtigt, die zu Intersubband-Übergängen gehören. Direkte Messungen des
elektrischen Stromes, z.B. über die durch Ladungsakkumulation aufgebaute Spannung [50],
sind sensitiv auf die niederfrequenten Anteile, während die hohen (optischen) Frequenzen
nicht zeitaufgelöst werden können und bei der Zeitintegration verschwinden.
Der Hauptteil der folgenden Untersuchungen wird sich auf die Intraleitungsband-Ströme kon-
zentrieren. Dies hat mehrere Gründe. Zum einen liefern diese Ströme den größten Anteil zum
Gesamtstrom, zum anderen ist der Spin nur im Leitungsband wohl definiert. Bei der Unter-
suchung von Spinströmen beschränkt sich diese Arbeit daher wie Referenz [87] auf die Aus-
wertung des Leitungsband-Anteils. Die Valenzbänder haben hingegen Wellenfunktionsanteile
mit beiden Spinorientierungen, was man schon den Volumeneigenfunktionen aus Gleichung
(2.19) entnehmen kann. Eine Übertragung der Spinströme auf das vorliegende System kann
jedoch durch die Einführung von Entartungsströmen vorgenommen werden. Die optische An-
regung in Spinstrom-Konfiguration führt dabei in den einzelnen Bändern zu Strömen, die für
Elektronen mit unterschiedlicher Entartungszahl m ∈ {U, L} einander entgegengesetzt sind.
Die Abhängigkeit dieser Ströme von den Phasen der anregenden ω- und 2ω-Pulse entspricht
der von normalen Spinströmen aus Gleichung (2.116). Diese Eigenschaften sollten von der
Verwendung der symmetrisierten Valenzbandfunktionen kommen.
Bevor im folgenden Abschnitt die Modellsysteme vorgestellt werden, sollen hier noch kurz die
bei den numerischen Simulationen verwendeten Parameter aufgelistet werden. Zur optischen
Anregung wird folgendes Feld verwendet
A(t) = AωG(t)cos(ωt+ φω) eω + A2ωG(t)cos(2ωt+ φ2ω) e2ω , (2.122)
wobei der ω-Puls immer in x-Richtung polarisiert ist, d.h. eω = ex. Die gewöhnlichen Spin-
und Ladungsströme sind damit auf die x-Richtung festgelegt. Die Polarisationsrichtung des
2ω-Pulses ist für Ladungsstrom-Konfiguration die x-Richtung, d.h. e2ω = ex, und für die
Spinstrom-Konfiguration die y-Richtung, d.h. e2ω = ey. Die Gauß’sche Einhüllende




hat eine volle zeitliche Halbwertsbreite von τZeit = 50 fs. Umgerechnet auf die Intensi-
tät entspricht dies einer vollen spektralen Halbwertsbreite τEnergie = 51.6meV . Da die
Stärke und Richtung der Ströme nur durch die Phasendifferenz 2φω − φ2ω bestimmt wird,
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kann eine der beiden Phasen konstant gehalten werden. Im vorliegenden Fall wird grund-
sätzlich φω = 0 gesetzt. Die Zentralfrequenzen werden so gewählt, dass an der Bandkan-
te bzw. 50meV oder 150meV oberhalb der Bandkante angeregt wird, d.h (2~ω − EG) ∈
{0meV, 50meV, 150meV }. Zudem werden die Amplituden mit Aω = −6 × 107V s/m und
A2ω = −3 × 106V s/m konstant gehalten. Damit werden relativ niedrige Dichten (f eλmk <
10−2) erzeugt. Für diesen Fall sollten die vernachlässigten Beträge zur Relaxation durch
Ladungsträger-Ladungsträger-Streuung aufgrund deren Proportionalität zu
f ek(1 − f ek+q)f ek′(1 − f ek′−q) bzw. f ek+q(1 − f ek)f ek′−q(1 − f ek′) (vgl. [56])
zumindest für das Leitungsband nicht so entscheidend sein. Diese Terme überprüfen, inwie-
weit beide Ausgangszustände besetzt und die Endzustände frei sind. Für die Valenzbänder
ist die Relaxation über LO-Phononen weniger geeignet, da der energetische Abstand der
unbesetzten Valenzbandzustände zur Valenzbandkante in der Größenordnung von einer LO-
Phononen-Energie (ca. 35meV ) liegt. Dies wird später an den numerischen Ergebnissen deut-
lich werden.
Für das kq-Gitter werden Polarkoordinaten verwendet, wobei der Winkel ]kq mit 64 äquidi-
stanten Punkten und der Betrag kq mit 10 Punkten pro Einheit 108m−1 aufgelöst wird. Der
maximale kq-Wert variiert je nach Fragestellung zwischen 6 × 108m−1 und 8 × 108m−1. In
den k · p-Rechnungen wird die Confinement-Richtung mit einer Länge Lz = 50nm und
periodischen Randbedingungen implementiert. Die Diskretisierung der Länge Lz entspricht
mehr als 1000 äquidistanten Punkten. Von der Gesamtlänge entfallen jeweils 8nm auf das
Quantenfilm- und 2 × 21.5nm auf das Barrierenmaterial. Zudem werden alle Rechnungen
grundsätzlich bei Raumtemperatur T = 300K durchgeführt.
Die weitere Spezifizierung der untersuchten Modellsysteme soll nun im Abschnitt 2.5.2 fol-
gen.
2.5.2 Beschreibung der untersuchten Materialsysteme
Nachdem im vorigen Abschnitt die zum Verständnis der numerischen Untersuchungen not-
wendigen Definitionen eingeführt worden sind, fehlt nur noch eine genaue Beschreibung der
verwendeten Halbleiter-Strukturen. Dafür werden zwei Systeme ausgewählt: ein GaAs- bzw.
ein Ga0.9In0.1As-Quantenfilm zwischen Ga0.8Al0.2As-Barrieren. Die Dicke des Quanten-
films beträgt 8nm, die Länge Lz der gesamten Struktur in Confinement-Richtung 50nm. Bei
der numerischen Realisierung wurden in z-Richtung periodische Randbedingungen verwen-
det, was für die gebundenen Valenz- und Leitungsbänder eine gute Näherung darstellen sollte,
da ihre Wellenfunktionen innerhalb der Barrieren exponentiell abfallen (vgl. Abbildungen 2.8
und 2.9).
Die für beide Strukturen verwendeten Material-Parameter sind den Referenzen [144, 86]
entnommen. Dies sind im Wesentlichen die dielektrischen Konstanten ε und ε∞, die LO-
Phonon-Energie ELO, die Leitungsband-Massen mc, die Gitterkonstanten a0, die α- und β-
Parameter, die zur Berechnung der Temperaturabhängigkeit der Bandlücke benötigt werden,
die Verspannungsparameter, die Kane-Energien EP , die Luttinger-Parameter γi und Band-
lücken EG(T = 0K) aus Tabelle 2.1 sowie die Interpolationsformeln für die Bandlücken der
Legierungshalbleiter (Ga0.9In0.1As, Ga0.8Al0.2As). Die übrigen Werte werden linear interpo-
liert. Einige ausgewählte Konstanten findet man in Tabelle 2.2. Zudem wird der Valenzband-
Offset im Verhältnis 2:1 zwischen den Leitungs- und Valenzbändern aufgeteilt und die De-
phasierung der Elektron-Phonon-Korrelationen auf η = 5meV gesetzt. Diese Dephasierung
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ε ε∞ ELO [meV ]
InAs 15.15 12.25 29.58
GaAs 12.40 10.60 35.33
mc [me] a0 [Å] α [10−4eV/K] β [K] EP [eV ]
InAs 0.027 6.0583 2.760 93.0 21.5
GaAs 0.0665 5.65325 5.405 204.0 28.8
AlAs 0.124 5.660 8.850 530.0 21.1
Tabelle 2.2: Oben: Dielektrische Konstanten und LO-Phonon-Energien für GaAs und InAs nach
[86]. Unten: Leitungsband-Massen, Gitterkonstanten, α- und β-Parameter und Kane-Parameter für
AlAs, GaAs und InAs nach [144]. Die Werte für Legierungshalbleiter wie Ga0.9In0.1As werden
bis auf die Energie der Bandlücke linear interpoliert.
ist der einzig frei wählbare Materialparameter, der sich nicht an experimentell gemessenen
Werten orientiert. Alle anderen Parameter sind folglich durch die für den Quantenfilm und
die Barrieren verwendeten Materialien festgelegt. Die in den numerischen Rechnungen be-
stimmten Werte (Streuzeiten, Phasenverschiebungen, etc.) lassen sich demnach nicht durch
irgendwelche abgeschätzten Parameter beliebig manipulieren, wie es bei einer Verwendung
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Abbildung 2.6: Bandstruktur eines 8nm dicken GaAs-Quantenfilms zwischen Ga0.8Al0.2As Barrie-
ren. Die Gesamtlänge der Struktur ist 50nm, wobei die Ränder mit periodischen Randbedingungen
verbunden worden sind. Die im Rahmen dieser Arbeit berücksichtigten drei Bänder (zwei Valenz-
bänder, ein Leitungsband) sind rot, alle anderen im Quantentopf gebundenen Bänder türkis sowie
das ungebundene Kontinuum mit blau gekennzeichnet worden. Das erste Valenzband v1 ist am Γ-
Punkt hh-artig, das zweite Valenzband v2 hingegen lh-artig. Die Bandlücke beträgt im Quantenfilm
EG = 1.472eV .
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Die Bandstrukturen der beiden Systeme sind in den Abbildungen 2.6 und 2.7 dargestellt. Dar-
in sind die in den numerischen Berechnungen verwendeten drei Bänder (ein Leitungs-, zwei
Valenzbänder) rot markiert worden. Zur Orientierung wurden auch die nicht berücksichtigten
Leitungs- und Valenzbänder (türkis) sowie das ungebundene Valenzband-Kontinuum (blau)
eingezeichnet. Aufgrund der Verwendung symmetrischer Quantenfilme sind die Bandstruktu-
ren für beide Entartungsgruppen identisch. Das Beimischen von Indium in den einen Quan-
tenfilm bewirkt neben der Reduzierung der Bandlücke auch eine Vertiefung des Quantentopfs,
da das Barrierenmaterial unverändert bleibt.
Bei der k · p-Rechnung wurde davon ausgegangen, dass die Heterostruktur auf einem GaAs-
Kristall gewachsen ist. Da die Gitterkonstante von InAs größer als die von GaAs ist, das
Kristallwachstum aber der gesamten Struktur eine einheitliche Gitterkonstante aufzwingt,
sind die Atome im Ga0.9In0.1As-Quantenfilm kompressiv verspannt. Durch diese Verspan-
nung werden die am Γ-Punkt hh-artigen Wellenfunktionen tiefer in den Topf hinein gezogen
und gleichzeitig die am Γ-Punkt lh-artigen Wellenfunktionen aus dem Topf herausgedrückt
[24]. Dadurch haben beide berücksichtigten Valenzbänder der Ga0.9In0.1As-Struktur am Γ-
Punkt hh-artige Einhüllende. Im Gegensatz dazu ist das oberste Valenzband im unverspannten
GaAs-Quantenfilm hh-artig, das zweite Valenzband hingegen lh-artig. Dies lässt sich anhand
der k-Abhängigkeit der einzelnen Wellenfunktionsanteile (hh1, hh2, lh1, lh2) leicht nachwei-
sen. In der GaAs-Struktur trägt am Γ-Punkt von den vier Einhüllenden im v1-Band nur der
z-symmetrische hh-Anteil sowie im v2-Band nur der z-symmetrische lh-Anteil bei (siehe Ab-
bildung 2.8). Im Vergleich dazu sind nach Abbildung 2.9 in der Ga0.9In0.1As-Struktur die
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Abbildung 2.7: Bandstruktur eines 8nm dicken Ga0.9In0.1As-Quantenfilms zwischen Ga0.8Al0.2As
Barrieren. Die Gesamtlänge der Struktur ist 50nm, wobei die Ränder mit periodischen Randbedin-
gungen verbunden worden sind. Die im Rahmen dieser Arbeit berücksichtigten drei Bänder (zwei
Valenzbänder, ein Leitungsband) sind rot, alle anderen im Quantentopf gebundenen Bänder türkis
sowie das ungebundene Kontinuum mit blau gekennzeichnet worden. Beide Valenzbänder v1 und
v2 sind aufgrund des kompressiv verspannten Quantenfilms am Γ-Punkt hh-artig. Die Bandlücke
beträgt im Quantenfilm EG = 1.360eV .






































































































Abbildung 2.8: hh- und lh-artige Einhüllende f nλk(z) des v1U - (oben) und des v2U -Valenzbandes
(unten). Am Γ-Punkt ist die v1U -Wellenfunktion hh-artig, die v2U -Wellenfunktion lh-artig. Die Halb-
leiterstruktur besteht aus einem 8nm dicken GaAs-Quantenfilm zwischen Ga0.8Al0.2As-Barrieren.
Die Gesamtlänge der Struktur ist 50nm, wobei die Ränder mit periodischen Randbedingungen ver-
bunden worden sind.
und im v2-Band nur der antisymmetrische Beitrag ungleich Null ist. Es sei an dieser Stelle an-
gemerkt, dass beide Wellenfunktionen eines entarteten Bandes dieselben Einhüllenden haben,
diese jedoch anderen Basisfunktionen un0(r) zugeordnet werden (vgl. Formel (2.54)).
Die Einhüllenden beider Quantenfilme weisen eine unterschiedliche |k|-Abhängigkeit auf.
Während das höchsten Valenzband der GaAs-Struktur aufgrund eines Anticrossings in der
Bandstruktur zwischen 2 · 108/m und 3 · 108/m recht schnell auch lh-artige Anteile aufweist,
lässt sich ein Beimischen anderer Valenzbandanteile in der Ga0.9In0.1As-Struktur wesentlich
später beobachten. Dies liegt nicht zuletzt daran, dass die Terme (2.48)-(2.50) nur hh-artige
Einhüllende gleicher Parität miteinander koppeln können, die beiden höchsten Valenzbänder






































































































Abbildung 2.9: hh- und lh-artige Einhüllende f nλk(z) des v1U - (oben) und des v2U -Valenzbandes
(unten). Am Γ-Punkt sind beide Wellenfunktionen hh-artig. Die Halbleiterstruktur besteht aus ei-
nem 8nm dicken Ga0.9In0.1As-Quantenfilm zwischen Ga0.8Al0.2As-Barrieren. Die Gesamtlänge
der Struktur ist 50nm, wobei die Ränder mit periodischen Randbedingungen verbunden worden sind.
in der verspannten Struktur jedoch am Γ-Punkt eine unterschiedliche Parität aufweisen. Zu-
dem haben beide Bänder in der Nähe des Γ-Punktes dieselbe Bandkrümmung.
Vergleicht man beide Bandstrukturen, sind die Valenzbänder in der GaAs-Struktur wesent-
lich flacher. Im Bereich k ≤ 7 × 108m−1 beträgt die Differenz zwischen der maximalen und
minimalen Energie des v1-Bandes mehr als 50meV in der Ga0.9In0.1As-Struktur, jedoch nur
ungefähr 30meV in der GaAs-Struktur. Dies sollte die Relaxation innerhalb der Valenzbänder
durch LO-Phononen wesentlich erschweren, da beide Differenzen nahe der Phonon-Energie
(ELO ' 35meV ) liegen. Bei der Relaxation muss jedoch die Energie-Erhaltung gewährleis-
tet sein, d.h. Anfangs- und Endzustand des Elektrons müssen durch ungefähr eine Phonon-
Energie voneinander getrennt sein, damit eine Streuung an einem LO-Phonon möglich ist.
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Bei der Darstellung der optischen Matrixelemente in Abbildung 2.10–2.17 wird jeweils nur
die x-Komponente der Übergänge innerhalb der U -Entartungsgruppe gezeigt. Die Interband-
Matrixelemente zwischen den v1- und den c1-Bändern in Abbildung 2.11 und 2.15 sowie
die zugehörigen Intraband-Matrixelemente in Abbildung 2.10 und 2.14 ähneln sich für beide
Strukturen stark. Sobald an den optischen Übergängen jedoch das v2-Band beteiligt ist, gibt es
deutliche Unterschiede in der Form und Stärke der Matrixelemente. Infolge des verspannungs-
bedingt deutlich unterschiedlichen Charakters der v2-Bänder beider Strukturen entspricht dies
auch den Erwartungen. Unter anderem ist am Γ-Punkt der (v2-c1)-Interbandübergang in der
Ga0.9In0.1As-Struktur paritätsbedingt verboten, in GaAs hingegen erlaubt.
Alle Interband-Matrixelemente sind nicht rotationssymmetrisch, was sich leicht erklären lässt.
Dafür betrachtet man z.B. das v1U -Valenzband, das am Γ-Punkt nur eine z-symmetrische hh1-
Einhüllende besitzt. Nach (2.54) wird die Wellenfunktion durch eine Zusatzphase χλkq ste-
tig gemacht, welche die eigentliche Phase vor der hh1-artigen Einhüllenden kompensiert.
Dadurch wird der hh-artige Anteil am Interband-Matrixelement unabhängig vom Winkel
]kq und somit rotationssymmetrisch. Vor der lh1-artigen symmetrischen Einhüllenden bleibt
aber eine ]kq-abhängige Phase erhalten. Damit weist der lh-artige Anteil am Interband-
Matrixelement keine Rotationssymmetrie auf, sondern folgt dieser Phase. Da der lh1-artige
Anteil der v1U -Wellenfunktion in der Nähe des Γ-Punktes verschwindet, bleibt das Matrixele-
ment trotz der Phasenabhängigkeit des lh-Anteils überall stetig. An dieser Stelle sei Folgen-
des angemerkt: Bei der Berechnung der optischen Interband-Matrixelemente zwischen den
Valenzbändern {v1, v2} und dem c1-Leitungsband tragen aus Paritätsgründen nur die sym-
metrischen Valenzband-Anteile bei, da die Leitungsband-Einhüllende symmetrisch ist (vgl.
Gleichung (2.67)). Zudem sind die Intervalenzband-Matrixelemente wesentlich kleiner als die
anderen optischen Matrixelemente.
Für beide Strukturen werden im folgenden Abschnitt numerische Ergebnisse zur Entstehung,
Phasenabhängigkeit und Relaxation der Ladungs- und Spinströme gezeigt. Zuvor findet man
jedoch noch in den Abbildungen 2.10–2.17 Darstellungen der verschiedenen optischen Ma-
trixelemente.
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Optische Matrixelemente der GaAs-Struktur:
Intraband-Matrixelemente des c1U -, v1U - und v2U -Bandes:































































Abbildung 2.10: x-Komponente des Impuls-Matrixelements ΠλUkλUk einer Intraband-Anregung in-
nerhalb der v1U und v2U Valenzbänder sowie des c1U Leitungsbands. Die Halbleiterstruktur besteht
aus einem 8nm dicken GaAs-Quantenfilm zwischen Ga0.8Al0.2As-Barrieren. Die Gesamtlänge der
Struktur ist 50nm, wobei die Ränder mit periodischen Randbedingungen verbunden worden sind. Die
verwendete Einheit entspricht
√
m0Ep(GaAs)/2 ' 1.45 · 10−24kg m/s.
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Interband-Matrixelement zwischen dem c1U - und dem v1U -Band:










































































Abbildung 2.11: x-Komponente des Impuls-Matrixelements Πc1Ukv1Uk einer Interband-Anregung vom
v1U Valenzband in das c1U Leitungsband. Die Halbleiterstruktur besteht aus einem 8nm dicken
GaAs-Quantenfilm zwischen Ga0.8Al0.2As-Barrieren. Die Gesamtlänge der Struktur ist 50nm, wo-
bei die Ränder mit periodischen Randbedingungen verbunden worden sind. Die verwendete Einheit
entspricht
√
m0Ep(GaAs)/2 ' 1.45 · 10−24kg m/s.
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Interband-Matrixelement zwischen dem c1U - und dem v2U -Band:










































































Abbildung 2.12: x-Komponente des Impuls-Matrixelements Πc1Ukv2Uk einer Interband-Anregung vom
v2U -Valenzband in das c1U -Leitungsband. Die Halbleiterstruktur besteht aus einem 8nm dicken
GaAs-Quantenfilm zwischen Ga0.8Al0.2As-Barrieren. Die Gesamtlänge der Struktur ist 50nm, wo-
bei die Ränder mit periodischen Randbedingungen verbunden worden sind. Die verwendete Einheit
entspricht
√
m0Ep(GaAs)/2 ' 1.45 · 10−24kg m/s.
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Intervalenzband-Matrixelement zwischen dem v1U - und dem v2U -Band:










































































Abbildung 2.13: x-Komponente des Impuls-Matrixelements Πv1U kv2U k einer Intervalenzband-Anregung
vom v2U Band in das v1U Band. Die Halbleiterstruktur besteht aus einem 8nm dicken GaAs-
Quantenfilm zwischen Ga0.8Al0.2As-Barrieren. Die Gesamtlänge der Struktur ist 50nm, wobei die
Ränder mit periodischen Randbedingungen verbunden worden sind. Die verwendete Einheit ent-
spricht
√
m0Ep(GaAs)/2 ' 1.45 · 10−24kg m/s.
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Optische Matrixelemente der Ga0.9In0.1As-Struktur:
Intraband-Matrixelemente des c1U -, v1U - und v2U -Bandes:































































Abbildung 2.14: x-Komponente des Impuls-Matrixelements ΠλUkλUk einer Intraband-Anregung inner-
halb der v1U und v2U Valenzbänder sowie des c1U Leitungsbands. Die Halbleiterstruktur besteht aus
einem 8nm dicken Ga0.9In0.1As-Quantenfilm zwischen Ga0.8Al0.2As-Barrieren. Die Gesamtlänge
der Struktur ist 50nm, wobei die Ränder mit periodischen Randbedingungen verbunden worden sind.
Die verwendete Einheit entspricht
√
m0Ep(GaAs)/2 ' 1.45 · 10−24kg m/s.
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Interband-Matrixelement zwischen dem c1U - und dem v1U -Band:










































































Abbildung 2.15: x-Komponente des Impuls-Matrixelements Πv1U kv2U k einer Intervalenzband-Anregung
vom v1U Band in das c1U Band. Die Halbleiterstruktur besteht aus einem 8nm dicken Ga0.9In0.1As-
Quantenfilm zwischen Ga0.8Al0.2As-Barrieren. Die Gesamtlänge der Struktur ist 50nm, wobei die
Ränder mit periodischen Randbedingungen verbunden worden sind. Die verwendete Einheit ent-
spricht
√
m0Ep(GaAs)/2 ' 1.45 · 10−24kg m/s.
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Interband-Matrixelement zwischen dem c1U - und dem v2U -Band:










































































Abbildung 2.16: x-Komponente des Impuls-Matrixelements Πv1Ukv2Uk einer Intervalenzband-Anregung
vom v2U Band in das c1U Band. Die Halbleiterstruktur besteht aus einem 8nm dicken Ga0.9In0.1As-
Quantenfilm zwischen Ga0.8Al0.2As-Barrieren. Die Gesamtlänge der Struktur ist 50nm, wobei die
Ränder mit periodischen Randbedingungen verbunden worden sind. Die verwendete Einheit ent-
spricht
√
m0Ep(GaAs)/2 ' 1.45 · 10−24kg m/s.
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Intervalenzband-Matrixelement zwischen dem v1U - und dem v2U -Band:










































































Abbildung 2.17: x-Komponente des Impuls-Matrixelements Πv1U kv2U k einer Intervalenzband-Anregung
vom v2U Band in das v1U Band. Die Halbleiterstruktur besteht aus einem 8nm dicken Ga0.9In0.1As-
Quantenfilm zwischen Ga0.8Al0.2As-Barrieren. Die Gesamtlänge der Struktur ist 50nm, wobei die
Ränder mit periodischen Randbedingungen verbunden worden sind. Die verwendete Einheit ent-
spricht
√
m0Ep(GaAs)/2 ' 1.45 · 10−24kg m/s.
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2.5.3 Erste Ergebnisse zu den Intraleitungsband-Strömen
In den bisherigen Abschnitten dieses Kapitels sind die theoretischen Grundlagen zusammen-
gefasst, die notwendigen Definitionen eingeführt und die Modellsysteme mit GaAs- oder
Ga0.9In0.1As-Quantenfilm detailliert beschrieben worden, die für die Untersuchung der Spin-
und Ladungsströme verwendet werden sollen. Ab sofort wird sich der numerischen Auswer-
tung der hergeleiteten Gleichungen und Zusammenhänge zugewandt. Dabei wird es vor allem
um Effekte gehen, die auf die Berücksichtigung der realistischen k · p-Bandstruktur und der
optischen k · p-Matrixelemente zurückzuführen sind. In einem Artikel von A. Najmaie [99]
aus dem Jahr 2003 wurde im Zusammenhang mit dem Auftreten von Spinströmen für senk-
recht zueinander linear polarisierte ω- und 2ω-Pulse beiläufig erwähnt, dass neben diesen Strö-
men, die der Polarisationsrichtung des ω-Pulses folgen, auch senkrecht dazu Ladungsströme
in Richtung der Polarisation des 2ω-Pulses auftreten können. Die folgenden Untersuchungen
werden die Herkunft dieser Ströme klären und numerisch nachweisen, dass auch umgekehrt in
der Ladungsstrom-Konfiguration, d.h. mit zwei parallel linear polarisierten ω- und 2ω-Pulsen,
schwache Spinströme senkrecht zu der Polarisationsrichtung beider Pulse auftreten können.
Zur Demonstration dieser Effekte zeigen die Abbildungen 2.18–2.21 einige ausgewählte
Intraband-Ströme des c1U -Bandes mit den zugehörigen Leitungsband-Besetzungen für ei-
ne optische Zwei-Puls-Anregung 150meV oberhalb der Bandkante. Es soll nochmals dar-
auf hingewiesen werden, dass alle Rechnungen bei T = 300K durchgeführt werden. Zur
besseren Orientierung sind die Spinströme jeweils rot und alle Ladungsströme jeweils blau
dargestellt. In den Simulationen wurden die Phase des 2ω-Pulses für die Ladungsstrom-
Konfiguration so gewählt, dass nach Formel (2.115) ein maximaler (φ2ω = 0) bzw. mini-
maler (φ2ω = π/2) Strom auftritt. Analog wird für die Spinstrom-Konfiguration die Phase
auf φ2ω = π/2 (φ2ω = π) gesetzt, um einen maximalen (minimalen) Spinstrom zu erzielen.
Da der ω-Puls immer in x-Richtung polarisiert ist, verlaufen die ”regulären” Ströme immer
in x-Richtung, wobei als ”gewöhnlich” oder ”regulär” jeweils die Ströme bezeichnet wer-
den, die der Konfiguration den Namen geben. Dies ist beispielsweise für die Ladungsstrom-
Konfiguration der Ladungsstrom. Die ”ungewöhnlichen” oder ”irregulären” Ströme, damit ist
für die Ladungsstrom-Konfiguration der Spinstrom sowie für die Spinstrom-Konfiguration der
Ladungsstrom gemeint, gehen immer in die y-Richtung, d.h. senkrecht zur Polarisationsrich-
tung des ω-Pulses. Wie in der Einführung erwähnt wurde, wird ein Entartungsstrom/Spinstrom
dadurch ausgezeichnet, dass die Ströme in jedem entarteten Band zu unterschiedlichen Entar-
tungszahlen n 6= m ∈ {U, L} nach der optischen Anregung in entgegengesetzte Richtungen
verlaufen. Für Ladungsströme hingegen ist die Stromrichtung für beide Zustände eines entar-
teten Bandes gleich. Aufgrund dieses Zusammenhangs ist es ausreichend, jeweils nur die Strö-
me mit Entartungszahl U zu zeigen und als Ergänzung die Art des Stromes anzugeben. Die
optisch durch die Interferenz von Ein- und Zwei-Photon-Übergängen anregten Verteilungen
sind nicht-rotationssymmetrische ringartige Strukturen, die in einer Raumrichtung teilweise
stark erhöht und in entgegengesetzter Richtung erniedrigt sind.
Die Abbildungen 2.18 und 2.19 zeigen die Ströme des c1U -Bandes, die für die Spin-
und Ladungsstrom-Konfiguration im GaAs-Quantenfilm angeregt werden. Die Spinstrom-
Konfiguration in Abbildung 2.18 zeigt für φ2ω = π/2 einen Spinstrom in negative x-Richtung
und einen schwachen Ladungsstrom in y-Richtung. Für φ2ω = π sind die Rollen vertauscht. In
diesem Fall erhält man einen starken Ladungsstrom in negative y-Richtung, während der Spin-
strom in x-Richtung nahezu verschwindet. Die Stärke des Spinstroms zur Phase φ2ω = π/2
ist vergleichbar mit der Stärke des Ladungsstroms zur Phase φ2ω = π. Wie später explizit
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GaAs:



























































































Abbildung 2.18: Ströme des c1U -Leitungsbands: Spinstrom in x-Richtung (rot) und Ladungsstrom
in y-Richtung (blau). Die eingeklinkten Bilder zeigen die zugehörigen Leitungsband-Besetzungen
zum Zeitpunkt t = 0.1ps. Die optische Anregung erfolgt in Spinstrom-Konfiguration mit 2~ω =
EG+150meV , d.h. der ω-Laserpuls ist linear in x-Richtung und der 2ω-Laserpuls ist senkrecht dazu
linear in y-Richtung polarisiert. Die Phase φ2ω beträgt π/2 (oben) bzw. π (unten). Der Halbleiter
ist ein 8nm dicker GaAs-Quantenfilm zwischen Ga0.8Al0.2As-Barrieren.
gezeigt wird, tritt der ”irreguläre” Ladungsstrom nur unter Verwendung der k · p-Interband-
Matrixelemente auf. Diese Ströme sind in einem Zwei-Band-Modell eines idealen Halbleiters
mit k-unabhängigen rotationssymmetrischen Matrixelementen nicht zu beobachten. Ein sol-
ches vereinfachtes Modell bildet z.B. die Basis für die Untersuchungen in den Referenzen
[30, 29]. Die zugehörigen Verteilungen unterscheiden sich nicht nur in der Vorzugsrichtung,
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Abbildung 2.19: Ströme des c1U -Leitungsbands: Ladungsstrom in x-Richtung (blau) und Spinstrom
in y-Richtung (rot). Die eingeklinkten Bilder zeigen die zugehörigen Leitungsband-Besetzungen zum
Zeitpunkt t = 0.1ps. Die optische Anregung erfolgt in Ladungsstrom-Konfiguration mit 2~ω=EG+
150meV , d.h. sowohl der ω- als auch der 2ω-Laserpuls sind linear in x-Richtung polarisiert. Die
Phase φ2ω beträgt 0 (oben) bzw. π/2 (unten). Der Halbleiter ist ein 8nm dicker GaAs-Quantenfilm
zwischen Ga0.8Al0.2As-Barrieren.
sondern auch in der Form. Während die zu starken Spinströmen gehörenden Verteilungen (vgl.
z.B. Abbildung 2.18) jeweils ein Maximum in negative Stromrichtung aufweisen, werden die
starken Ladungsströme (vgl. z.B. Abbildung 2.19) durch eine Verteilung mit Doppelmaxi-
mum gebildet. Senkrecht zur Richtung dieser starken Ströme sind die Verteilungen nahezu
spiegelsymmetrisch. In der Abbildung 2.18 (oben) entspricht die Spiegelachse beispielsweise
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Ga0.9In0.1As:





























































































Abbildung 2.20: Ströme des c1U -Leitungsbands: Spinstrom in x-Richtung (rot) und Ladungsstrom
in y-Richtung (blau). Die eingeklinkten Bilder zeigen die zugehörigen Leitungsband-Besetzungen
zum Zeitpunkt t = 0.1ps. Die optische Anregung erfolgt in Spinstrom-Konfiguration mit 2~ω =
EG+150meV , d.h. der ω-Laserpuls ist linear in x-Richtung und der 2ω-Laserpuls ist senkrecht dazu
linear in y-Richtung polarisiert. Die Phase φ2ω beträgt π/2 (oben) bzw. π (unten). Der Halbleiter
ist ein 8nm dicker Ga0.9In0.1As-Quantenfilm zwischen Ga0.8Al0.2As-Barrieren.
der x-Achse. Die geringfügigen Abweichungen von der Spiegelsymmetrie sind hier durch die
schwachen ”irregulären” Ladungsströme der y-Richtung bedingt. Aufgrund der Proportiona-
lität zur negativen Elektronladung (vgl. Stromdefinition (2.118)) verlaufen die Ströme immer
entgegen der Vorzugsrichtung der Elektron-Verteilungen.
Für die Ladungsstrom-Konfiguration in Abbildung 2.19 erhält man für die Phase φ2ω = 0
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Ga0.9In0.1As:




























































































Abbildung 2.21: Ströme des c1U -Leitungsbands: Ladungsstrom in x-Richtung (blau) und Spinstrom
in y-Richtung (rot). Die eingeklinkten Bilder zeigen die zugehörigen Leitungsband-Besetzungen zum
Zeitpunkt t = 0.1ps. Die optische Anregung erfolgt in Ladungsstrom-Konfiguration mit 2~ω=EG+
150meV , d.h. sowohl der ω- als auch der 2ω-Laserpuls sind linear in x-Richtung polarisiert. Die
Phase φ2ω beträgt 0 (oben) bzw. π/2 (unten). Der Halbleiter ist ein 8nm dicker Ga0.9In0.1As-
Quantenfilm zwischen Ga0.8Al0.2As-Barrieren.
einen Ladungsstrom in negative x-Richtung, der von einem schwachen Spinstrom senkrecht
dazu begleitet wird. Beide Ströme verschwinden für φ2ω = π/2 nahezu vollständig. Das Ma-
ximum der Leitungsband-Besetzung zu φ2ω = 0 hat wie die Elektron-Verteilung im unteren
Teil von Abbildung 2.18 eine Doppelstruktur. Dies scheint demnach typisch für die zu La-
dungsströmen gehörenden Verteilungen zu sein. Selbst bei verschwindenden Strömen, wie in
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Abbildung 2.19 gezeigt, liegt keine Rotationssymmetrie vor. Nahezu rotationssymmetrisch
werden die optisch erzeugten Verteilungen erst in der Nähe des Γ-Punktes. Dieser Effekt be-
ruht auf Bandkopplungsphänomenen bei der Bestimmung der k · p-Eigenfunktionen, die sich
im Auftreten von hh- und lh-artigen Anteilen in den optischen Matrixelementen äußern. Dies
lässt sich durch eine Ein-Photon-Anregung mit ausschließlich dem 2ω-Puls, d.h. Aω = 0,
leicht bestätigen.
Es ist anzumerken, dass die Erzeugung von Ladungsströmen wesentlich effektiver zu sein
scheint. Der maximale Ladungsstrom in Abbildung 2.19 ist nahezu doppelt so groß wie der
maximale Spinstrom in Abbildung 2.18, obwohl sich beide Konfigurationen im Wesentlichen
nur in der Richtung des 2ω-Pulses unterscheiden.
Abbildung Konfiguration Material φ2ω x-Richtung y-Richtung
2.18 GaAs Aω⊥A2ω π/2 τS = 363 fs τL = 405 fs
2.18 GaAs Aω⊥A2ω π τS = 351 fs τL = 409 fs
2.19 GaAs Aω||A2ω 0 τL = 372 fs τS = 360 fs
2.19 GaAs Aω||A2ω π/2 τL = 365 fs τS = 268 fs
2.20 Ga0.9In0.1As Aω⊥A2ω π/2 τS = 328 fs τL = 356 fs
2.20 Ga0.9In0.1As Aω⊥A2ω π τS = 316 fs τL = 347 fs
2.21 Ga0.9In0.1As Aω||A2ω 0 τL = 325 fs τS = 319 fs
2.21 Ga0.9In0.1As Aω||A2ω π/2 τL = 319 fs τS = 316 fs
Abbildung Konfiguration Material φ2ω x-Richtung y-Richtung
2.18 GaAs Aω⊥A2ω π/2 τ S = 331 fs τL = 343 fs
2.18 GaAs Aω⊥A2ω π τS = 331 fs τL = 341 fs
2.19 GaAs Aω||A2ω 0 τL = 334 fs τS = 333 fs
2.19 GaAs Aω||A2ω π/2 τL = 328 fs τS = 237 fs
2.20 Ga0.9In0.1As Aω⊥A2ω π/2 τ S = 316 fs τL = 312 fs
2.20 Ga0.9In0.1As Aω⊥A2ω π τS = 315 fs τL = 317 fs
2.21 Ga0.9In0.1As Aω||A2ω 0 τL = 316 fs τS = 307 fs
2.21 Ga0.9In0.1As Aω||A2ω π/2 τL = 312 fs τS = 297 fs
Tabelle 2.3: Zerfallszeiten der Spin- (τS) und der Ladungsströme (τL) des c1U -Leitungsbands aus
Abbildung 2.18–2.21 kurze Zeit [0.05 ps, 0.2 ps] (oben) und lange Zeit [0.4 ps, 1.0 ps] (unten) nach
der Anregung. Zerfallszeiten zu starken Strömen sind fett markiert worden.
Die Situation für den Ga0.9In0.1As-Quantenfilm ähnelt qualitativ der für den GaAs-
Quantenfilm. Der Hauptunterschied besteht in der Größe der berechneten Stromstärken. Für
die Spinstrom-Konfiguration in Abbildung 2.20 ist der ”reguläre” Strom nahezu doppelt
so stark wie der vergleichbare in Abbildung 2.18. Wechselt man wiederum die Phase von
φ2ω = π/2 nach φ2ω = π, verschwindet der ”reguläre” Strom und der ”irregulären” La-
dungsstrom bildet sich aus. Erstaunlicher Weise ist die Stärke des ”ungewöhnlichen” La-
dungsstroms beim Vergleich zum GaAs-Quantenfilm 2.18 nahezu unverändert. Auch für die
Ladungsstrom-Konfiguration 2.21 erhält man in Vergleich zum GaAs-Quantenfilm einen ver-
stärkten Strom. Der Unterschied fällt jedoch mit einem ca. 20 Prozent größeren Strom geringer
als bei den Spinströmen aus. Zudem sind die Umverteilungen der Besetzungen in Stromrich-
tung für den Ga0.9In0.1As-Quantenfilm stärker ausgeprägt.
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Die Grundlage für die Unterschiede zwischen beiden Systemen liegt in einem komplizierten
Zusammenspiel der k·p-Einhüllenden bei der Berechnung der optischen Matrixelemente (vgl.
dazu die Valenzband-Einhüllenden aus Abbildung 2.8 und 2.9), das sich wiederum auf die
Halbleiter-Bloch-Gleichungen bei der optischen Anregung überträgt. Die optischen Matrixele-
mente haben Beiträge, die durch die Schwerloch-artige Wellenfunktionsanteile bestimmt wer-
den, und solche, die durch die Leichtloch-artigen Wellenfunktionsanteile bestimmt werden.
Reduziert man z.B. in einem k ·p-Zwei-Band-Modell das Interband-Matrixelement zwischen
dem v1U -Valenz- und dem c1U -Leitungsband auf den hh1-Anteil, so treten zum einen keine
”irregulären” Ströme auf zum anderen werden die optisch durch einen Ein-Photon-Übergang
erzeugten Verteilungen rotationssymmetrisch. Die Abweichungen vom idealen Zwei-Band-
Fall mit parabolischen Bändern beruht also eindeutig auf dem Zusammenspiel von hh- und
lh-artigen Anteilen der optischen Matrixelemente.
Die aus den Abbildungen 2.18–2.21 interpolierten Zerfallszeiten findet man in den Tabellen
2.3. Dabei ist tendenziell festzustellen, dass die Zerfallszeiten im GaAs-Quantenfilm grö-
ßer als die vergleichbaren Zeiten im Ga0.9In0.1As-Quantenfilm sind. Zudem ist zu beachten,
dass kurz nach der Anregung (0.05 ps < t < 0.2 ps) die Ströme langsamer abklingen als
im Langzeitlimes (0.4 ps < t < 1.0 ps). Der Unterschied zwischen Kurzzeit- und Langzeitli-
mes könnte daran liegen, dass für kurze Zeiten die Anregung bzw. der Interferenzprozess noch
nicht ganz abgeschlossen ist und zusätzlich noch merkliche Anteile der Interband-Polarisation
zwischen den Leitungs- und Valenzbändern vorhanden sind, die Einfluss auf die Relaxations-
dynamik haben könnten. Zudem zerfallen die ”ungewöhnlichen” Ladungsströme geringfügig
langsamer als die ”gewöhnlichen”. Typische Zerfallszeiten der ”regulären” Ströme liegen für
kurze Zeiten im GaAs-Quantenfilm (Ga0.9In0.1As-Quantenfilm) bei ca. 360 fs (320 fs) und
für lange Zeiten bei ca. 330 fs (315 fs). Damit soll dieser Teil abgeschlossen werden und im
folgenden Abschnitt die Phasenabhängigkeit der Ladungs- und Spinströme näher untersucht
werden.
2.5.4 Phasenabhängigkeiten
Wie sich schon anhand der Abbildungen 2.18–2.21 vermuten lässt, sollten die darin gewählten
Phasen nicht die optimale Wahl für maximale bzw. minimale Ströme in eine bestimmte Rich-
tung darstellen. Für eine Bestimmung dieser Werte ist in Abbildung 2.22–2.23 die Phasenab-
hängigkeit der Ströme zum Zeitpunkt t = 0.15 ps in x- und y-Richtung für drei verschiedene
Anregungen oberhalb der Bandkante 2~ω = EG+{0, 50, 150}meV dargestellt. Die Anregung
erfolgt in Spin- und Ladungsstrom-Konfiguration.
Bei der Auswertung der zur Spinstrom-Konfiguration gehörenden Graphen 2.22 stellt man
fest, dass die in y-Richtung verlaufenden ”irregulären” Ladungsströme bis auf kleine Phasen-
verschiebungen dem Gesetz (2.115) folgen, d.h. Cosinus-artig mit der Phase φ2ω variieren. Für
Anregungen weit oberhalb der Bandkante folgt auch der ”reguläre” Spinstrom in x-Richtung
Sinus-artig der Phase φ2ω, wie in Formel (2.116) vorhergesagt wird. Je näher man jedoch an
der Bandkante anregt, desto stärker tritt eine Phasenverschiebung gegenüber Formel (2.116)
auf. Bei einer Anregung an der Bandkante liegt die Verschiebung bei ca. 0.135π. Die ”regulä-
ren” Ladungsströme aus Abbildung 2.23 zeigen ein ähnliches Verhalten, wobei die maximale
Phasenverschiebung bei ca. 0.15π liegt. Des Weiteren sind die Phasenverschiebungen für beide
Materialsysteme vergleichbar groß. Die genauen Werte entnehme man Tabelle 2.4. Die relativ
starken Ströme für Anregungen an der Bandkante sind ein Resultat der spektral relativ breiten
Anregung mit einem 50 fs-Puls.
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Spinstrom:
Abbildung Material Konfiguration Richtung 150meV 50meV 0meV
2.22 GaAs Aω⊥A2ω x 0.015 0.059 0.136
2.23 GaAs Aω||A2ω y 0.526 0.600 0.902
2.22 Ga0.9In0.1As Aω⊥A2ω x 0.021 0.065 0.135
2.23 Ga0.9In0.1As Aω||A2ω y 0.600 0.632 0.700
Ladungsstrom:
Abbildung Material Konfiguration Richtung 150meV 50meV 0meV
2.22 GaAs Aω⊥A2ω y 0.024 0.037 0.084
2.23 GaAs Aω||A2ω x 0.023 0.066 0.150
2.22 Ga0.9In0.1As Aω⊥A2ω y 0.024 0.029 0.048
2.23 Ga0.9In0.1As Aω||A2ω x 0.027 0.071 0.143
Tabelle 2.4: Phasenverschiebungen der Spin- (oben) und Ladungsströme (unten) gegenüber den For-
meln (2.116) und (2.115), die ohne Coulomb-Effekte gültig sind. Die angegebenen Werte wurden aus
den Abbildungen 2.22 und 2.23 bestimmt.
Durch künstliches Abschalten der Coulomb-Wechselwirkung kann man zeigen, dass diese
Phasenverschiebungen auf Coulomb-Effekte zurückzuführen sind. Dabei sollte auch an exzi-
tonische Einflüsse gedacht werden [12]. Schließlich weist das Spektrum unterhalb der Band-
kante eine starke exzitonische Resonanz auf. Zudem lässt sich tendenziell feststellen, dass bei
einer Reduzierung der Anregungsenergie die ”ungewöhnlichen” Ströme schneller abnehmen
als die ”gewöhnlichen”. Bezogen auf Abbildung 2.22 lässt dies erneut darauf schließen, dass
die ”irregulären” Ladungsströme der Spinstrom-Konfiguration hauptsächlich durch die Band-
mischung, d.h. durch hh- und lh-artige Anteile der optischen Matrixelemente, hervorgerufen
werden. Je näher man dem Γ-Punkt kommt, desto reiner werden die k · p-Wellenfunktionen.
Mit ”rein” ist gemeint, dass die Wellenfunktion im Wesentlichen durch eine einzige Einhüllen-
de bestimmt wird. Daher spielen Bandmischungseffekte mit abnehmender Anregungsenergie
eine immer geringer werdende Rolle. Weiterhin ist auffallend, dass die in Abbildung 2.22
dargestellten ”irregulären” Ladungsströme in beiden Systemen nahezu gleich groß sind, wäh-
rend die Spinströme im Ga0.9In0.1As-Quantenfilm ungefähr doppelt so stark ausfallen wie
die im GaAs-Quantenfilm. Die Abnahme des Spinstromstärke mit kleiner werdender An-
regungsenergie ist im GaAs-Quantenfilm gegenüber dem Ga0.9In0.1As-Quantenfilm verzö-
gert. Die genaue Ursache dafür ist schwer festzustellen, da hier mehrere Faktoren wie die
Bandstruktur, die kq-Abhängigkeit der k · p-Einhüllenden, die hh- und lh-artigen Anteile der
optischen Matrixelemente und das Zusammenspiel beider Valenzbänder eine Rolle spielen
könnte. Zumindest ist zu erwarten, dass der Einfluss des zweiten Valenzbandes für den GaAs-
Quantenfilm stärker ausfallen sollte, da zum einen der energetische Abstand zwischen beiden
Bändern kleiner ist und zum anderen das v2U -Valenzband in der Ga0.9In0.1As-Struktur am Γ-
Punkt die ”falsche” Symmetrie aufweist. Ein optischer Übergang vom v2U -Valenzband in das
c1U -Leitungsband ist hier aus Paritätsgründen verboten. Schließlich ist die k · p-Einhüllende
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des v2U -Bandes am Γ-Punkt laut Abbildung 2.9 hh2-artig und somit antisymmetrisch.
In Abbildung 2.23 zeigen die ”regulären” Ladungsströme den erwarteten Cosinus-artigen Ver-
lauf. Die dabei beobachtbaren Phasenverschiebungen fallen vergleichbar stark wie bei der
Spinstrom-Konfiguration in Abbildung 2.22 aus. Hingegen sind die schwachen Spinströme



























































Abbildung 2.22: Phasen-Abhängigkeit des Stromes im c1U -Band in x- (oben) und y-Richtung (un-
ten) zum Zeitpunkt t = 0.15ps für einen GaAs- und einen Ga90In10As-Quantenfilm. Der ω-Puls
ist in x-Richtung, der 2ω-Puls in y-Richtung polarisiert, wobei 2ω der Energie EG + 150meV (rot),
EG + 50meV (blau) und EG (türkis) entspricht. Nach Abklingen der anregenden Pulse unterschei-
det sich der c1U - vom c1L-Strom in x-Richtung nur im Vorzeichen, in y-Richtung sind beide Ströme
identisch. Die Quantenfilmdicke ist 8nm, die Barriere besteht aus Ga0.8Al0.2As.
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um mehr als π/2 gegenüber dem erwarteten Sinus-artigen Verlauf verschoben. Sowohl die
geringe Stromstärke als auch die auffällig großen Verschiebungen lassen vermuten, dass die-
se ”irregulären” Spinströme durch komplexere Zusammenhänge erzeugt werden. Es ist an-
zumerken, dass diese Ströme auch ohne Berücksichtigung von Coulomb-Effekten, in Zwei-



























































Abbildung 2.23: Phasen-Abhängigkeit des Stromes im c1U -Band in x- (oben) und y-Richtung (un-
ten) zum Zeitpunkt t = 0.15ps für einen GaAs- und einen Ga90In10As-Quantenfilm. Der ω-Puls ist
wie der 2ω-Puls in x-Richtung polarisiert, wobei 2ω der Energie EG+150meV (rot), EG+50meV
(blau) und EG (türkis) entspricht. Nach Abklingen der anregenden Pulse sind der c1U - und der c1L-
Strom in x-Richtung identisch, in y-Richtung unterscheiden sich beide Ströme nur im Vorzeichen. Die
Quantenfilmdicke ist 8nm, die Barriere besteht aus Ga0.8Al0.2As.
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oder Drei-Band-Modelle sowie bei allen bisherigen Versuchen mit einer feineren k-Auflösung
zu beobachten waren. Damit sollte es sich nach dem bisherigen Stand um echte physikali-
sche Effekte handeln und nicht um numerischen Artefakte. Zudem stellen diese Ströme auch
nichts wirklich Erstaunliches dar, was jeglicher Intuition widersprechen würde. Schließlich
fließen ja senkrecht zur Polarisationsrichtung der ω- und 2ω-Pulse keine ”echten” Ströme,
sondern nur Ladungsströme, d.h. es ist kein makroskopischer Strom zu beobachten. Die Her-
kunft dieser ”irregulären” Spinströme konnte in einem ersten Versuch mit der in dieser Arbeit
vorgeschlagenen Analysemethode aus Abschnitt 2.5.5 im Gegensatz zur Herkunft der ”irre-
gulären” Ladungsströme nicht geklärt werden. Diese Methode beruht auf einer einfachen Ent-
wicklung in der Ordnung des anregenden Feldes. Ein mögliches Problem könnte dabei sein,
dass die schwachen ”ungewöhnlichen” Spinströme der Ladungsstrom-Konfiguration bis auf
das Vorzeichen nahezu dieselbe Phasenabhängigkeit wie die wesentlich stärkeren ”regulären”
Ladungsströme aufweisen. Daher lässt sich der Einfluss der Ladungsströme auch nicht durch
eine geschickte Phasenwahl reduzieren, wie es bei der Spinstrom-Konfiguration möglich wä-
re. Eine theoretische wie auch experimentelle Separation beider Effekte sollte sich aufgrund
der unterschiedlichen Größenordnungen schwierig gestalten.
Im folgenden Abschnitt soll mit Hilfe der bereits erwähnten Analysemethode zumindest die
Herkunft der ”ungewöhnlichen” Ladungsströme geklärt werden.
2.5.5 Analyse der ”irregulären” Ströme
In diesem Abschnitt soll der Ursprung der ”ungewöhnlichen” Spin- und Ladungsströme un-
tersucht sowie der Einfluss der k ·p-Matrixelemente bei der Stromentstehung geklärt werden.
Das dabei verwendete Modellsystem sollte möglichst einfach gehalten werden, damit ande-
re, in diesem Zusammenhang störende Effekte (Phasenverschiebungen, Multi-Band-Einflüsse)
nicht auftreten können. Dafür werden die Bewegungsgleichungen auf das Niveau der opti-















Die Bloch-Gleichungen sind in diesem Fall diagonal in der Entartungszahl. Zudem verläuft
die Dynamik in beiden Entartungsgruppen {U, L} unabhängig voneinander ab. Daher muss
der Entartungsindex im Folgenden nicht explizit angegeben. Mit c und v sind grundsätzlich
c1U und v1U für Gruppe U sowie c1L und v1L für Gruppe L gemeint.
Für die Untersuchung der ”irregulären” Ströme wird das Interband-Matrixelement
Πvkck = Π
vk
ck |hh + Πvkck |lh (2.124)
in seine hh- und lh-artigen Komponenten zerlegt, die Intraband-Matrixelemente bleiben un-
verändert. Danach werden die Bloch-Gleichungen bis zur dritten Ordnungen im anregenden
Feld entwickelt.
1. Ordnung: (n ∈ {hh, lh})
−i~∂tpcvk|(1)n = (Eeck − Eevk)pcvk|(1)n − Aq · Πvkck |n (2.125)
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2. Ordnung: (m,n ∈ {hh, lh})





−i~∂tf eck|(2)nm = −Aq ·
[
Πvkck |m pvck|(1)n − pcvk|(1)n Πckvk|m
]
−i~∂tf evk|(2)nm = −Aq ·
[
Πckvk|m pcvk|(1)n − pvck|(1)n Πvkck |m
]
(2.126)
3. Ordnung: (m,n ∈ {hh, lh})
−i~∂tpcvk|(3)nm = [· · · ] (nicht benötigt)
−i~∂tf eck|(3)nm = −Aq ·
[
Πvkck |m pvck|(2)n − pcvk|(2)n Πckvk|m
]
−i~∂tf evk|(3)nm = −Aq ·
[
Πckvk|m pcvk|(2)n − pvck|(2)n Πvkck |m
]
(2.127)
In erster Ordnung werden nur hh- und lh-artige Polarisationen und keine Dichten erzeugt. Die
Dichten zweiter Ordnung koppeln über das Interband-Matrixelement an die hh- und lh-artigen
























auf. Die Polarisationen zweiter Ordnung sind wieder entweder rein hh- oder rein lh-artig, da
sie über die Intraband-Matrixelemente von den Polarisationen erster Ordnung erzeugt werden.
In dritter Ordnung treten analog zur zweiten Ordnung reine und gemischte Dichten auf. Die
Polarisationen der dritten Ordnung sollten für das Auftreten der ”ungewöhnlichen” Ströme
nicht von Bedeutung sein. Mit nachfolgender numerischer Analyse wird gezeigt werden, dass
die Ströme nur durch die Dichten dritter Ordnung erzeugt werden. Dabei soll insbesondere die































Abbildung 2.24: Leitungsband-Dichte f eck|(2) der zweiten Ordnung. Der ω-Puls ist wie der 2ω-Puls
in x-Richtung polarisiert, wobei 2ω der Energie EG + 150meV (links) bzw. EG + 50meV (rechts)
entspricht. Die Abweichungen von der Rotationssymmetrie werden durch die gemischten Dichten
erzeugt. Die Halbleiterstruktur besteht aus einem 8nm dicken Ga90In10As-Quantenfilm zwischen
Ga80Al20As-Barrieren.
Für die später gezeigten numerischen Ergebnisse wurden die Amplituden des ω- und 2ω-
Pulses gleich groß gewählt. Schließlich wurden bei der Entwicklung nach den Ordnungen
des anregenden Feldes dessen ω- und 2ω-Anteile nicht gesondert behandelt. Die Abbildungen
werden die Dichten zu einem beliebigen Zeitpunkt nach Abklingen der anregenden Pulse zei-
gen. Der genaue Zeitpunkt ist unerheblich, da keine Relaxationsmechanismen berücksichtigt
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wurden und damit wenige Halbwertsbreiten nach der optischen Anregung konstante Besetzun-
gen vorliegen. Zudem beschränkt sich die Untersuchung auf dasGa90In10As-System. Dies ist
jedoch vollkommen ausreichend, um die grundsätzlichen Zusammenhänge bei der Entstehung
der Ströme zu verstehen.
Betrachtet man die Besetzungen der zweiten Ordnung, stellt man fest, dass sich diese für eine
Anregung mit senkrecht oder parallel zueinander linear polarisierten ω- und 2ω-Pulsen nur
durch eine π/2-Drehung im k-Raum unterscheiden. Zudem sind die optisch erzeugten Beset-
zungen unabhängig von der Entartungsgruppe. Die Erzeugung und Richtung dieser Verteilun-
gen sind eindeutig auf die 2ω-Anregung zurückzuführen, was sich leicht mit einer Rechnung
ohne ω-Puls (Aω = 0) bestätigen lässt. Abbildung 2.24 weist zudem keine Rotationssym-
metrie auf. Eine Zerlegung in reine und gemischte Anteile zeigt, dass die gebrochene Sym-
metrie durch die gemischten Dichten erzeugt wird und dass die reinen Besetzungen Rotati-
onssymmetrie aufweisen. Die Verteilungen der zweiten Ordnung bewirken keine Ströme, da
sie zur x- und y-Achse spiegelsymmetrisch sind. Verringert man die Energie des 2ω-Pulses
von EG + 150meV auf EG + 50meV , so nimmt, wie man Abbildung 2.9 entnehmen kann,
der lh-artige Anteil der Valenzband-Eigenfunktion ab. Mit zunehmend rein hh1-artig werden-
den Wellenfunktionen reduziert sich der Stärke der gemischten Dichten. Folglich werden die
Abweichungen von der Rotationssymmetrie geringer. In der unmittelbaren Umgebung des Γ-
Punktes sind die Besetzungen nahezu rotationssymmetrisch.
In dritter Ordnung stellt sich die Situation wesentlich komplizierter dar. Die Dichten dieser
Ordnung weisen in eine Raumrichtung keine Spiegelsymmetrie mehr auf und führen daher zu
Strömen. Für senkrecht zueinander polarisierte ω- und 2ω-Pulse erhält man in Richtung des
ω-Pulses Spinströme. Eine Zerlegung zeigt, dass diese Ströme ausschließlich von den reinen
Dichten getragen werden. Für halbzahlige Phasen φ2ω wird die Spinstrom-Stärke maximal,
während gleichzeitig keine gemischten Besetzungen vorhanden sind. Der aus dem hh-Anteil
der reinen Dichten resultierende Strom kann teilweise je nach Anregungsenergie dem Strom
des reinen lh-Anteils entgegengesetzt sein.
Neben den ”regulären” Spinströmen tritt im Entwicklungsmodell in dritter Ordnung auch ein
Ladungsstrom in Richtung des 2ω-Pulses auf, der für π2ω ∈ {0, π} maximal wird. Dieser wird
ausschließlich von den gemischten Dichten getragen. Für maximale ”irreguläre” Ladungsströ-
me löscht sich der reine Besetzungsanteil vollkommen aus. Dies erklärt auch, warum in Abbil-
dung 2.22 der Strom in y-Richtung mit abnehmender Anregungsenergie wesentlich schneller
abfällt als der in x-Richtung. Zusätzlich zu der für beide Stromsorten relevanten Abnahme
aufgrund der Proportionalität zum Intraband-Matrixelement (vgl. Abbildung 2.14), kommt
für den ”irregulären” Strom in y-Richtung die abnehmende Bandmischung zum Tragen.
Bei zueinander parallel polarisierten ω- und 2ω-Pulsen tritt in Polarisationsrichtung der ω-
und 2ω-Pulse ein Ladungsstrom auf. Dieser wird sowohl von den gemischten als auch von
den reinen Dichten erzeugt. Der hh- und lh-Anteil der reinen Ströme hat für die in Abbildung
2.26 gezeigten Rechnungen dieselbe Richtung und ist der Stromrichtung des gemischten An-
teils entgegengesetzt. Das Einfach-Maximum der reinen Dichten in negativer Stromrichtung
wird durch den gemischten Anteil zu einem Doppelmaximum. Maximale Ladungsströme er-
hält man für Phasen φ2ω ∈ {0, π}. Hingegen verschwinden für φ2ω ∈ {π/2, 3π/2} sowohl die
gemischten als auch die reinen Besetzungen der dritten Ordnung und damit auch der Strom
vollständig. Ein ”irregulärer” Ladungsstrom in y-Richtung war in keinem der untersuchten
Fälle zu beobachten.
Das Entwicklungsmodell kann somit sowohl die Bedeutung der Bandmischung bei der Ent-
stehung der ”regulären” Spin- und Ladungsströme in Polarisationsrichtung des ω-Pulses als






























































Abbildung 2.25: Leitungsband-Dichte f ecUk|
(3) des cU -Bandes in dritter Ordnung im Feld. Der ω-
Puls ist in x-Richtung, der 2ω-Puls in y-Richtung polarisiert, wobei 2ω der Energie EG + 150meV
(links) bzw. EG+50meV (rechts) entspricht. Die oberen beiden Abbildungen gehören zu Rechnungen
mit der Phase φ2ω = π/2 und zeigen somit Spinströme, die unteren beiden Abbildungen gehören zu
Rechnungen mit der Phase φ2ω = π und zeigen somit Ladungsströme. Die Halbleiterstruktur besteht
aus einem 8nm dicken Ga90In10As-Quantenfilm zwischen Ga80Al20As-Barrieren.
auch die der ”irregulären” Ladungsströme erklären. Zudem konnte die Abweichung von der
Rotationssymmetrie systematisch analysiert und das Auftreten eines Doppelmaximum in den
Ladungsstromverteilungen den gemischten Dichten zugeordnet werden. Dagegen bleibt die
Ursache der ”ungewöhnlichen” Spinströme im Dunkeln. Da diese jedoch um mehr als eine
Größenordnung kleiner als die regulären Ladungsströme ausfallen, war zu erwarten, dass die-
se auf einem komplizierteren Zusammenhang beruhen, der sich mit dem hier verwendeten
einfachen Modell nicht beschreiben lässt. Es könnte sein, dass die ”irregulären” Spinströme
nur dann merklich auftreten, wenn die Amplitude des nicht resonanten ω-Pulses wesentlich
größer als die des resonanteren 2ω-Pulses ist (Aω >> A2ω). Für einen solchen Fall ist die hier
verwendete Entwicklung aber nicht gültig, da die Amplituden gleich groß gewählt worden
sind. Dennoch kann das einfache Entwicklungsmodell zumindest für die anderen Zusammen-
hänge als geeignete Methode bei der Analyse der Stromentstehung angesehen werden.
In den bisherigen Abschnitten wurden die Untersuchungen auf die Ströme der Leitungsbänder
beschränkt. Im folgenden Abschnitt soll das Blickfeld auf alle relevanten Ströme ausgedehnt
werden.

































Abbildung 2.26: Leitungsband-Dichte f ecUk|
(3) des cU -Bandes in dritter Ordnung im Feld. Der ω-
Puls ist wie der 2ω-Puls in x-Richtung polarisiert, wobei 2ω der Energie EG + 150meV (links)
bzw. EG + 50meV (rechts) entspricht. Beiden Abbildungen gehören zu Rechnungen mit der Phase
φ2ω = 0 und zeigen somit Ladungsströme. Die Halbleiterstruktur besteht aus einem 8nm dicken
Ga90In10As-Quantenfilm zwischen Ga80Al20As-Barrieren.
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2.5.6 Relaxation der Intraband- und Intervalenzbandströme
In diesem Abschnitt soll die Relaxation der Intraband- und Intervalenzbandströme für die
GaAs- und Ga0.9In0.1As-Quantenfilme näher untersucht werden.









































Abbildung 2.27: Intraband-Ströme des c1U - (rot), v1U - (blau) und v2U -Bandes (lila) sowie der
Intervalenzband-Strom (türkis) für einen GaAs- (rechts) und einen Ga0.9In0.1As-Quantenfilm
(links). Die Anregung erfolgt in Spinstrom-Konfiguration mit 2~ω=EG+150meV und φ2ω = π/2.
Der ω-Laserpuls ist damit linear in x-Richtung, der 2ω-Laserpuls ist senkrecht dazu linear in y-
Richtung polarisiert. Die Ströme in x-Richtung (oben) sind Spin- bzw. Entartungsströme, die in y-








































Zeit [ps] Zeit [ps]
Abbildung 2.28: Intraband-Ströme des c1U - (rot), v1U - (blau) und v2U -Bandes (lila) sowie der
Intervalenzband-Strom (türkis) für einen GaAs- (rechts) und einen Ga0.9In0.1As-Quantenfilm
(links). Bis auf die Phase des 2ω-Pulses φ2ω = π entsprechen die Parameter und Zusammenhän-
ge denen aus Abbildung 2.27. Die Skalierung der Ströme sollte beachtet werden..
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Abbildung 2.29: Intraband-Ströme des c1U - (rot), v1U - (blau) und v2U -Bandes (lila) sowie der
Intervalenzband-Strom (türkis) für einen GaAs- (rechts) und einen Ga0.9In0.1As-Quantenfilm
(links). Die Anregung erfolgt in Spinstrom-Konfiguration mit 2~ω = EG+50meV und φ2ω = π/2.
Der ω-Laserpuls ist damit linear in x-Richtung, der 2ω-Laserpuls ist senkrecht dazu linear in y-
Richtung polarisiert. Die Ströme in x-Richtung (oben) sind Spin- bzw. Entartungsströme, die in y-








































Zeit [ps] Zeit [ps]
Abbildung 2.30: Intraband-Ströme des c1U - (rot), v1U - (blau) und v2U -Bandes (lila) sowie der
Intervalenzband-Strom (türkis) für einen GaAs- (rechts) und einen Ga0.9In0.1As-Quantenfilm
(links). Bis auf die Phase des 2ω-Pulses φ2ω = π entsprechen die Parameter und Zusammenhän-
ge denen aus Abbildung 2.29. Die Skalierung der Ströme sollte beachtet werden..
Dafür wurden Rechnungen für Ladungs- und Spinstrom-Konfigurationen durchgeführt bei ei-
ner optischen Anregung 150meV bzw. 50meV oberhalb der Bandkante. Die Untersuchun-
gen werden unter anderem zeigen, dass die LO-Phonon-Streuung für die Leitungsbandströme
2.5 Kohärente optische Erzeugung von Spin- und Ladungsströmen 149









































Abbildung 2.31: Intraband-Ströme des c1U - (rot), v1U - (blau) und v2U -Bandes (lila) sowie der
Intervalenzband-Strom (türkis) für einen GaAs- (rechts) und einen Ga0.9In0.1As-Quantenfilm
(links). Die Anregung erfolgt in Ladungsstrom-Konfiguration mit 2~ω=EG+150meV und φ2ω = 0.
Der ω-Laserpuls ist somit wie der 2ω-Laserpuls ist linear in x-Richtung polarisiert. Die Ströme in
x-Richtung (oben) sind Ladungsströme, die in y-Richtung (unten) entsprechen Spin- bzw. Entartungs-









































Abbildung 2.32: Intraband-Ströme des c1U - (rot), v1U - (blau) und v2U -Bandes (lila) sowie der
Intervalenzband-Strom (türkis) für einen GaAs- (rechts) und einen Ga0.9In0.1As-Quantenfilm
(links). Bis auf die Phase des 2ω-Pulses φ2ω = π/2 entsprechen die Parameter und Zusammen-
hänge denen aus Abbildung 2.31. Die Skalierung der Ströme sollte beachtet werden..
beider Systeme sowie den v1-Valenzbandstroms imGa0.9In0.1As-Quantenfilm einen geeigne-
ten Relaxationsmechanismus darstellt. Im GaAs-Quantenfilm findet eine solche Valenzband-
Relaxation nur über sehr große Zeitskalen statt und sollte nicht dem dominanten Relaxations-
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Abbildung 2.33: Intraband-Ströme des c1U - (rot), v1U - (blau) und v2U -Bandes (lila) sowie der
Intervalenzband-Strom (türkis) für einen GaAs- (rechts) und einen Ga0.9In0.1As-Quantenfilm
(links). Die Anregung erfolgt in Ladungsstrom-Konfiguration mit 2~ω=EG+50meV und φ2ω = 0.
Der ω-Laserpuls ist somit wie der 2ω-Laserpuls ist linear in x-Richtung polarisiert. Die Ströme in
x-Richtung (oben) sind Ladungsströme, die in y-Richtung (unten) entsprechen Spin- bzw. Entartungs-









































Abbildung 2.34: Intraband-Ströme des c1U - (rot), v1U - (blau) und v2U -Bandes (lila) sowie der
Intervalenzband-Strom (türkis) für einen GaAs- (rechts) und einen Ga0.9In0.1As-Quantenfilm
(links). Bis auf die Phase des 2ω-Pulses φ2ω = π/2 entsprechen die Parameter und Zusammen-
hänge denen aus Abbildung 2.33. Die Skalierung der Ströme sollte beachtet werden..
prozess entsprechen. Hauptursache dafür sollte sein, dass die energetische Differenz zwischen
den unbesetzten Valenzband-Zuständen und dem jeweiligen Bandmaximum unterhalb einer
LO-Phonon-Energie liegt. Bei der Streuung gilt jedoch die Energie-Erhaltung, so dass zwi-
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schen dem elektronischen Anfangs- und Endzustand genau eine LO-Phonon-Energie liegen
sollte.
Abbildung 2.27 zeigt die Strom-Relaxation für die Spinstrom-Konfiguration (Aω⊥A2ω) bei
einer Anregung 150meV oberhalb der Bandkante und einer Phase φ2ω = π/2. Für diese
Wahl sind maximale Spinströme/Entartungsströme zu erwarten. Der Intervalenzbandstrom so-
wie der Intrabandstrom des v2U -Bandes spielen dabei nur eine untergeordnete Rolle. Zudem
ist auffällig, dass die Entartungsströme (x-Richtung) im Ga0.9In0.1As-Quantenfilm ungefähr
doppelt so stark wie im GaAs-Quantenfilm ausfallen. Die Stromrelaxation des v1U -Bandes
läuft im GaAs-System aus den schon erwähnten Gründen nur sehr langsam ab. Dies liegt an
den flachen Valenzbändern dieser Struktur (vgl. Abbildung 2.6) sowie der im Vergleich dazu
recht großen LO-Phonon-Energie (' 35meV ). Die Ladungsströme in y-Richtung sind ver-
nachlässigbar schwach. Die Situation ändert sich grundlegend, wenn man, wie in Abbildung
2.28 dargestellt, die Phase auf φ2ω = π erhöht. Zum einen sind nun die Entartungsströme
der x-Richtung relativ schwach, während die Ladungsströme in y-Richtung dominant werden,
zum anderen sind die Ströme für beide Quantenfilm-Systeme vergleichbar stark. Erneut liefert
der Intervalenzbandstrom sowie der Intrabandstrom des v2U -Bandes nur geringe Beiträge zum
Gesamtstrom.
Verringert man für beide Phasen die Anregungsenergie auf 2~ω = EG + 50meV , wie in
Abbildung 2.29 und 2.30 dargestellt, werden die Entartungsströme nur unwesentlich schwä-
cher, während die ”ungewöhnlichen” Ladungsströme um nahezu zwei Drittel reduziert wer-
den. Dies sollte mit den Analysen aus Abschnitt 2.5.5 verständlich sein. Betrachtet man z.B.
den optischen Übergang vom v1U - in das c1U -Band, so wird der lh-artige Anteil am Interband-
Matrixelement aufgrund der kq-Abhängigkeit der k · p-Eigenfunktionen immer geringer, je
näher man an der Bandkante anregt. Die ”irregulären” Ladungsströme werden aber durch das
Zusammenspiel der hh- und lh-artigen Matrixelement-Anteile bestimmt. Dies führt zu der ge-
zeigten starken Reduzierung der Ladungsströme, wenn man Abbildungen 2.30 und 2.28 mit
einander vergleicht.
Wiederholt man die Analyse für eine Anregung in Ladungsstrom-Konfiguration (Aω||A2ω) für
Anregungen 150meV bzw. 50meV oberhalb der Bandkante zu zwei unterschiedlichen Pha-
sen φ2ω ∈ {0, π/2}, stellt man fest, dass die ”ungewöhnlichen” Spinströme in allen Darstel-
lungen keine entscheidende Rolle spielen. Dies gilt ebenso für den Intervalenzbandstrom und
den v2U -Intrabandstrom. Zudem scheint die Relaxation über LO-Phonon-Streuung abermals
für die Valenzbänder des GaAs-Quantenfilms nicht der dominante Relaxationsmechanismus
zu sein. Hierfür müssten wohl Ladungsträger-Ladungsträger-Streuterme berücksichtigt wer-
den. Für weitere Details sei auf Abbildung 2.31–2.34 verwiesen.
Tabelle 2.5 zeigt einige ausgewählte Zerfallszeiten der ”regulären” Ströme aus Abbil-
dung 2.27–2.34. Hierfür wurden die Ströme gesondert für Zeiten kurz nach der Anregung
(0.05 ps < t < 0.2) und für längere Zeiten (0.4 ps < t < 1.0) untersucht. Den bestimmten
Zerfallszeiten kann man entnehmen, dass die Relaxation inGaAsmeist langsamer verläuft als
inGa0.9In0.1As. Ferner lässt sich die Tendenz ablesen, dass für Anregungen weit oberhalb der
Bandkante die Relaxationszeiten bei Übergang vom Kurzzeit-Limes zum Langzeit-Limes ab-
nehmen, während für die Anregung in der Nähe der Bandkante dieser Trend umgekehrt ist.
Insbesondere für die Leitungsbänder erhöht sich die Relaxationszeit um mehr als das Doppel-
te. Im Langzeitlimes braucht die Relaxation bei einer Anregung in der Nähe der Bandkante
längere Zeit als für eine Anregung weiter oben im Band. Dies sollte daran liegen, dass bei
der Relaxation die Energie erhalten ist. Damit muss zwischen dem elektronischen Ausgangs-
und Endzustand bei einer Streuung an einem LO-Phonon ungefähr eine LO-Phonon-Energie
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Anregung 150 meV oberhalb der Bandkante:
Abbildung Material Phase Richtung Band [0.05 ps, 0.2 ps] [0.4 ps, 1.0 ps]
2.27 Ga0.9In0.1As π/2 x c1U τS = 328 fs τS = 316 fs
2.31 Ga0.9In0.1As 0 x c1U τL = 325 fs τL = 316 fs
2.27 GaAs π/2 x c1U τS = 363 fs τS = 331 fs
2.31 GaAs 0 x c1U τL = 372 fs τL = 334 fs
2.27 Ga0.9In0.1As π/2 x v1U τS = 428 fs τS = 386 fs
2.31 Ga0.9In0.1As 0 x v1U τL = 467 fs τL = 400 fs
2.27 GaAs π/2 x v1U — τS = 1201 fs
2.31 GaAs 0 x v1U — τL = 1377 fs
Anregung 50 meV oberhalb der Bandkante:
Abbildung Material Phase Richtung Band [0.05 ps, 0.2 ps] [0.4 ps, 1.0 ps]
2.29 Ga0.9In0.1As π/2 x c1U τS = 191 fs τS = 465 fs
2.33 Ga0.9In0.1As 0 x c1U τL = 192 fs τL = 471 fs
2.29 GaAs π/2 x c1U τS = 197 fs τS = 458 fs
2.33 GaAs 0 x c1U τL = 200 fs τL = 462 fs
2.29 Ga0.9In0.1As π/2 x v1U τS = 307 fs τS = 325 fs
2.33 Ga0.9In0.1As 0 x v1U τL = 315 fs τL = 352 fs
2.29 GaAs π/2 x v1U — τS = 699 fs
2.33 GaAs 0 x v1U — τL = 1003 fs
Tabelle 2.5: Ausgewählte Relaxationszeiten der Entartungs- und Ladungsströme aus Abbildung
2.27–2.34 für kurze (0.05 ps < t < 0.2) und längere Zeiten (0.4 ps < t < 1.0) nach der optischen
Anregung. Der obere (untere) Teil entspricht einer Anregungen 150meV (50meV ) oberhalb der
Bandkante.
liegen. Diese Bedingung ist weit oben im Band leichter zu erfüllen als in der Nähe der Band-
kante.
Um die Probleme mit der LO-Phonon-Relaxation im GaAs-System zu verdeutlichen, sind
in Abbildung 2.35 die Valenz- und Leitungsband-Verteilungen zum Zeitpunkt t1 = 0.1 ps
und t2 = 0.45 ps dargestellt. Anstelle der besetzten Zustände sind für die Valenzbänder je-
weils die unbesetzten Zustände dargestellt. Diese Verteilungen gehören zu einer Anregung in
Spinstrom-Konfiguration 150meV oberhalb der Bandlücke bei einer Phase φ2ω = π/2. Die
dargestellten in x-Richtung asymmetrischen Verteilungen führen zu Entartungsströmen. Wäh-
rend die Relaxation im c1U -Band zu einer Konzentrierung der anfänglichen Ringverteilung
um kq = 0 führt, bleibt die Struktur der Valenzband-Verteilungen weitgehend erhalten, da der
energetische Abstand der Ringstrukturen zum jeweiligen Valenzband-Maximum unterhalb ei-
ner LO-Phonon-Energie liegt. Im Vergleich dazu zeigt Abbildung 2.36, die zu einer Rechnung
mit identischen Anregungsparametern im Ga0.9In0.1As-System gehört, eine eindeutige Rela-
xation der v1U -Verteilung. Diese bildet mit zunehmender Zeit wie die Leitungsband-Verteilung
ein Maximum um kq = 0 aus, was einer Relaxation um eine LO-Phonon-Energie entsprechen
sollte. Die Relaxation der c1U -Verteilungen verläuft in ähnlicher Weise wie im GaAs-System.
Zudem lässt sich Abbildung 2.36 auch eine schwache Relaxation des v2U -Bandes entnehmen.
Abbildung 2.37 zeigt die Relaxation des c1U - und des v1U -Bandes für den Ga0.9In0.1As-
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Quantenfilm zu drei verschiedenen Zeiten (t ∈ {0.1 ps, 0.45 ps, 0.95 ps}). Dabei erfolgt
die Anregung in Spinstrom-Konfiguration 50meV oberhalb der Bandkante bei einer Pha-
se φ2ω = π/2. Die Relaxation über die LO-Phononen scheint in Richtung einer Fermi-
Dirac-artigen Gleichgewichtsverteilung zu gehen. Diese Verteilungen sind aufgrund der ho-
hen Temperatur T = 300K (thermische Energie kBT ' 26meV ) relativ breit, wobei die
Leitungsband-Verteilung aufgrund der größeren Bandkrümmung schmaler ausfällt als die des
Valenzbands. Man sieht auch sehr gut, wie mit zunehmender Relaxation die Asymmetrie der
Verteilungen abnimmt und die Verteilungen immer rotationssymmetrischer werden.
Insgesamt haben die Analysen dieses Abschnitts gezeigt, dass die Streuung an LO-Phononen
ein geeigneter Relaxationsmechanismus für die Leitungsbandströme ist. Für die Valenzbän-
der wird die Relaxation weitgehend unterdrückt, wenn die Bandkrümmung zu flach ist, d.h.
wenn die optisch erzeugten unbesetzten Valenzbandzustände energetisch weniger als eine LO-
Phonon-Energie vom Band-Maximum entfernt liegen. Dies ist insbesondere für den GaAs-
Quantenfilm der Fall. Für den Ga0.8In0.1As-Quantenfilm stellt die LO-Phonon-Streuung so-
wohl für die Leitungs- als auch für die Valenzbänder einen geeigneten Relaxationsmecha-
nismus dar. Im Langzeit-Limes konvergieren die Besetzungen gegen Gleichgewichtsvertei-
lungen. Ferner konnte gezeigt werden, dass je nachdem, ob man nah an der Bandkante oder
höher im Band anregt, unterschiedliche Relaxationszeiten auftreten.
Im folgenden Abschnitt sollen abschließend noch einige Bemerkungen zur Markov-Näherung
gemacht werden.
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GaAs
Spinstrom-Konfiguration (Aω⊥A2ω) mit 2~ω=EG+150meV und φ2ω = π/2
























































































Abbildung 2.35: Besetzungen des c1U - (oben), v1U - (Mitte) und v2U -Bandes (unten) zum Zeitpunkt
t = 0.1 ps (links) und t = 0.45 ps (rechts) für den GaAs-Quantenfilm. Die Anregung erfolgt in
Spinstrom-Konfiguration mit 2~ω=EG+150meV und φ2ω = π/2. Der ω-Laserpuls ist damit linear
in x-Richtung, der 2ω-Laserpuls ist senkrecht dazu linear in y-Richtung polarisiert.
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Ga0.9In0.1As:
Spinstrom-Konfiguration (Aω⊥A2ω) mit 2~ω=EG+150meV und φ2ω = π/2
























































































Abbildung 2.36: Besetzungen des c1U - (oben), v1U - (Mitte) und v2U -Bandes (unten) zum Zeitpunkt
t = 0.1 ps (links) und t = 0.45 ps (rechts) für den Ga0.9In0.1As-Quantenfilm. Die Anregung erfolgt
in Spinstrom-Konfiguration mit 2~ω = EG+150meV und φ2ω = π/2. Der ω-Laserpuls ist damit
linear in x-Richtung, der 2ω-Laserpuls ist senkrecht dazu linear in y-Richtung polarisiert.
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Ga0.9In0.1As:
















































































































Abbildung 2.37: Besetzungen des c1U - (links) und v1U -Bandes (rechts) zum Zeitpunkt t = 0.1 ps
(oben), t = 0.45 ps (Mitte) und t = 0.95 ps (unten) für den Ga0.9In0.1As-Quantenfilm. Die Anre-
gung erfolgt in Spinstrom-Konfiguration mit 2~ω =EG+50meV und φ2ω = π/2. Der ω-Laserpuls
ist damit linear in x-Richtung, der 2ω-Laserpuls ist senkrecht dazu linear in y-Richtung polarisiert.
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2.5.7 Numerische Ergebnisse in Markov-Näherung
Ga0.9In0.1As mit Markov-Näherung:
Spinstrom-Konfiguration (Aω⊥A2ω) mit 2~ω=EG+150meV und φ2ω = π/2
























































































Abbildung 2.38: Interband-Kohärenzen der c1U - (oben), v1U - (Mitte) und v2U -Bandes (unten) zum
Zeitpunkt t = 0.1 ps (links) und t = 0.45 ps (rechts) für den Ga0.9In0.1As-Quantenfilm. Die
Anregung erfolgt in Spinstrom-Konfiguration mit 2~ω = EG+150meV und φ2ω = π/2. Der ω-
Laserpuls ist damit linear in x-Richtung, der 2ω-Laserpuls ist senkrecht dazu linear in y-Richtung
polarisiert. Die Parameter entsprechen denen aus Abbildung 2.36, wobei bei der Simulation die
Markov-Näherung verwendet worden ist.
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Die bisher gezeigten numerischen Ergebnisse beinhalten Gedächtniseffekte, da der Integral-
Operator Î
η
Ω aus Definition (2.104)
x(t) = i Î
η




bei der Berechnung der Elektron-Phonon-Streuterme explizit für jeden Zeitpunkt gelöst wird.
Hierbei steht x(t) für eine beliebige Elektron-Phonon-Kohärenz aus Abschnitt 2.4.3 und y(t)
ist eine Funktion, die von den Interband-Polarisationen sowie Besetzungen der Valenz- und
Leitungsband-Elektronen abhängt. Die Elektron-Phonon-Kohärenzen wiederum führen zur
Relaxation der Besetzungen und zur Dephasierung der Polarisationen. Aufgrund von Ge-
dächtniseffekten werden diese Prozesse nicht nur durch die aktuellen Polarisationen und Be-
setzungen bestimmt, sondern auch durch alle zu früheren Zeitpunkten vorhandenen. Durch
das Dephasieren η der Elektron-Phonon-Kohärenzen nimmt jedoch der Einfluss der ”alten”
Kohärenzen mit der Zeit exponentiell ab. Je größer η gewählt wird, desto kleiner wird das
Zeitintervall, in dem die Kohärenzen merklich zur aktuellen Dynamik beitragen.












































Abbildung 2.39: x-Komponente der Intraband-Ströme des c1U - (rot), v1U - (blau) und v2U -Bandes
(lila) sowie des Intervalenzband-Stroms (türkis) für einen Ga90In10As-Quantenfilm. Die Bilder auf
der linken Seite enthalten Gedächtniseffekte, die auf der rechten Seite wurden in Markov-Näherung
berechnet. Die Anregung erfolgt in Spinstrom-Konfiguration mit 2~ω = EG+150meV (oben) bzw.
2~ω = EG +50meV (unten) bei einer Phase φ2ω = π/2. Der ω-Laserpuls ist damit linear in
x-Richtung, der 2ω-Laserpuls ist senkrecht dazu linear in y-Richtung polarisiert. Die Ströme ent-
sprechen Spin- bzw. Entartungsströme. Die Skalierung der Ströme sollte beachtet werden..





dx e(iΩ−η)(t−x)y(x) ' −y(t)
Ω + iη
+O((iΩ − η)−2) (2.130)
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Die Streudynamik wird dadurch instantan. Im Folgenden soll gezeigt werden, wie sich die
Verwendung der Markov-Näherung auf die berechneten Verteilungen auswirkt. Dafür wer-
den exemplarisch Simulationsergebnisse zu dem Parametersatz gezeigt, der schon in Abbil-
dung 2.36 verwendet worden ist. Dies entspricht einer Anregung in Spinstrom-Konfiguration
(Aω⊥A2ω) 150meV oberhalb der Bandlücke mit Phase φ2ω = π/2. Der einzige Unterschied
besteht in der Verwendung der Markov-Näherung. Vergleicht man die Markov-Ergebnisse aus
Abbildung 2.38 mit den Rechnungen aus Abbildung 2.36, zeigt sich, dass die zu einander ge-
hörenden Verteilungen eine vergleichbare Form haben. Im Detail gibt es dennoch einige Un-
terschiede. Zum Zeitpunkt t = 0.1 ps ist der Maximalwert der Markov-c1U -Verteilung kleiner
und der Maximalwert der Markov-v1U -Verteilung größer als der Wert in der Rechnung mit
Gedächtniseffekten. Zudem setzt die Relaxation in der Markov-Näherung wesentlich schnel-
ler ein. Dies beobachtet man insbesondere in der v1U -Verteilung, die in Markov-Näherung
schon bei t = 0.1 ps in der Mitte ein deutliches Maximum aufweist, das durch die Relaxation
der optisch angeregten Elektronen um eine LO-Phonon-Energie aufgebaut wird. Der Streu-
prozess muss also schon während der optischen Anregung begonnen haben. Die Rechnung
mit Gedächtniseffekten weist hingegen erst nach der optischen Anregung eine deutliche Re-
laxationsdynamik auf, d.h. die für die Streuung relevanten Größen müssen sich erst aufbauen.
Zudem sind die mit der Markov-Näherung berechneten Verteilungen wesentlich kantiger. Für
glattere Verteilungen müsste wohl die kq-Auflösung verfeinert und/oder die Dephasierung η
vergrößert werden.
Vergleicht man die Intervalenzband- und Intraband-Ströme für Rechnungen mit und ohne Ge-
dächtniseffekt aus Abbildung 2.39, bekommt man auf den ersten Blick in beiden Situationen
qualitativ ähnliche Ergebnisse. Jedoch gibt es auch hier wiederum Unterschiede im Detail.
Dies äußert sich insbesondere in den für das c1U - und v1U -Band bestimmten Zerfallszeiten.
Hierbei liefert die Markov-Näherung insbesondere für das v1U -Valenzband stark abweichen-
de Werte. Die für die Leitungsbandströme bestimmten Werte sind hingegen recht akzeptabel.
Es könnte sein, dass sich die Abweichungen durch eine Verfeinerung der kq-Auflösung redu-
zieren lassen. Hier könnte die Verwendung des Polargitters im Vergleich zu einem kartesi-
schen Gitter für die Markov-Näherung Nachteile bringen. Das Polargitter passt zwar aufgrund
der Phasen der k · p-Wellenfunktionen hervorragend zu den Matrixelementen, jedoch treten,
wenn kq mit Nk Punkten diskretisiert wird, nur Nk verschiedene Energien pro Band auf, da
die Bandstruktur in paraxialer Näherung rotationssymmetrisch ist. Für ein zu kleines η und
eine zu schlechte Auflösung sollte der Energienenner der Markov-Näherung 2.130 Probleme
bereiten. Dies könnte auch eine Ursache für die kantigen Verteilungen in Abbildung 2.38 sein.
Damit sollte klar geworden sein, dass die Markov-Näherung zwar jeglichen phänomenologi-
schen Relaxationsmodellen überlegen ist, die hier gezeigte Anwendung verdeutlicht jedoch,
dass eine Berücksichtigung von Gedächtniseffekten für die Streuterme der zweiten Born’schen
Näherung insbesondere für die Valenzbänder qualitativ bessere Ergebnisse liefert. Gerade für
kurze Zeiten nach der Anregung vernachlässigt die Markov-Näherung, dass sich die Streu-
ung nach der optischen Erzeugung der Nicht-Gleichgewichtskohärenzen erst aufbauen muss.
Zudem beinhaltet die Markov-Näherung immer eine gewisse Unsicherheit bei off-resonanter
Anregung, da bei der Herleitung explizit langsam veränderliche Kohärenzen vorausgesetzt
worden sind. Dies sollte jedoch für die zur optischen Erzeugung von kohärenten Strömen
verwendeten Anregungsbedingungen (ω ' EG/2!) zumindest während der Anregung nicht
gewährleistet sein. Wie schon mehrmals erwähnt wurde, beruht der Mechanismus auf der
Interferenz von Ein- und Zwei-Photon-Übergängen. Damit sind selbst die Besetzungen wäh-
rend der optischen Anregung alles andere als langsam veränderlich, was sich z.B. in anfangs
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Zerfallszeiten mit und ohne Markov-Näherung:
Band Markov 2~ω − EG τS in [0.05 ps, 0.2 ps] τS in [0.4 ps, 1.0 ps]
c1U ohne 150meV 328 fs 316 fs
c1U mit 150meV 333 fs 331 fs
c1U ohne 50meV 191 fs 465 fs
c1U mit 50meV 239 fs 406 fs
v1U ohne 150meV 428 fs 386 fs
v1U mit 150meV 685 fs 617 fs
v1U ohne 50meV 307 fs 325 fs
v1U mit 50meV 361 fs 450 fs
Tabelle 2.6: Zerfallszeiten der Intrabandströme des c1U - und des v1U -Bandes aus Abbildung 2.39.
stark oszillierenden Leitungsbandströmen äußert (vgl. Abbildung 2.18–2.21). Da auch der
numerische Zusatzaufwand für die Berücksichtigung von Gedächtniseffekten gegenüber der
Markov-Näherung mit einem Faktor von ca. 1.5 relativ gering ausfällt, spricht nur wenig für
eine Verwendung dieser Approximation.
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2.6 Kurzes Resümee
Abschließend sollen noch kurz die Ergebnisse dieses Kapitels zusammengefasst und mögli-
che zukünftige Ziele und Anwendungen diskutiert werden. Zunächst wurde in Abschnitt 2.2
die k · p-Theorie eingeführt, mit deren Hilfe eine realistische Bandstruktur und realistische
Matrixelemente berechnet werden können. Auf den ersten Blick scheint dies nichts Neues zu
sein. Solche Bandstruktur-Rechnungen werden für Halbleiter schließlich schon seit einigen
Jahren durchgeführt [24, 20]. Das Entscheidende an der hier gezeigten Auswertung ist jedoch,
dass die Symmetrie-Eigenschaften des Hamilton-Operators ausführlich diskutiert, dabei das
konkrete Aussehen von geeigneten, symmetrisierten Lösungsfunktionen bestimmt und klare
Lösungsstrategien aufgezeigt werden. Dabei ist zu beachten, dass nur die hier entwickelten,
symmetrisierten Wellenfunktionen ein Aufstellen von Auswahlregeln für die Matrixelemente
ermöglichen. Bei willkürlich gewählten Lösungen würde sich der numerische Aufwand um
einiges erhöhen. Zudem wird bei vielen Anwendungen die Winkelabhängigkeit der k · p-
Wellenfunktionen häufig ignoriert. Die hier entwickelten Lösungsfunktionen beinhalten die
volle Phaseninformation, die unbedingt für das hier zu lösende Problem benötigt werden.
Schließlich sollen Interferenzphänomene untersucht werden. Zudem wird ausführlich disku-
tiert, wie sich die für die Heisenberg-Gleichungen benötigten Licht-Materie-, Coulomb- und
Elektron-Phonon-Matrixelemente im Rahmen der k · p-Theorie berechnen lassen. Hierbei
wurde wiederum Wert darauf gelegt, dass alle Matrixelemente die vollen Informationen der
k · p-Wellenfunktionen beinhalten und nicht, wie z.B. in Referenz [44] bei der Auswertung
der Coulomb-Wechselwirkung verwendet, durch effektive Wellenfunktionen ersetzt werden.
Die berechneten Matrixelemente und hergeleiteten Heisenberg-Gleichungen sollten also der
im Rahmen der hier verwendeten k · p-Theorie bestmöglichen Genauigkeit entsprechen, so-
fern die Basisfunktionen des Volumenhalbleiters nicht explizit bekannt sind.
Bei der Herleitung der Heisenberg-Gleichungen wurde durch Berücksichtigung der Wech-
selwirkung mit LO-Phononen ein Relaxationsmechanismus eingeführt, der das Abklingen der
Ströme auf einer mikroskopischen Basis beschreiben kann. In der gesamten theoretischen Her-
leitung wird bis auf das Dephasieren η der Elektron-Phonon-Kohärenzen kein phänomenolo-
gischer Parameter verwendet. Alle anderen verwendeten Konstanten stammen aus Messungen
[144, 86]. Zum Dephasieren η ist noch zu bemerken, dass dadurch Streu- und Dephasierungs-
prozesse jenseits der zweiten Born’schen Näherung berücksichtigt werden. Der Einfluss dieser
Konstante ist bei Weitem nicht nicht so stark, wie der einer phänomenologischen T2-Zeit, die
häufig für eine einfache Beschreibung der Dephasierung von Interband-Polarisationen ver-
wendet wird. Die gezeigten Ergebnisse sollten somit charakteristisch für das Material und
experimentell reproduzierbar sein, sofern die Streuung an LO-Phononen der dominante Rela-
xationsmechanismus ist.
Die verwendete Theorie verbessert einige der bisher verwendeten theoretischen Modelle. Zum
einen wird eine vollständig mikroskopische Theorie verwendet, die zudem auch alle dynami-
schen Prozesse beinhaltet und nicht nur auf der Auswertung von Übergangsmatrixelementen
nach Fermi’s Goldener Regel beruht (vgl. z.B [2, 99]). Da kein störungstheoretischer Ansatz
für die Licht-Materie-Wechselwirkung verwendet worden ist, beschränkt sich die Untersu-
chung nicht nur auf die Beiträge niedrigster Ordnung. Zudem wird anstelle eines idealen ein-
oder zweidimensionalen Halbleiter-Modells, wie es in den Referenzen [30, 29] verwendet
wird, eine realistisches Halbleiter-Modell auf Basis der k·p-Theorie gewählt. Dabei wurde mit
der Streuung an LO-Phononen ein mikroskopischer Relaxationsmechanismus und keine phä-
nomenologischen Modelle wie z.B. in Referenz [88] verwendet. Der einzige Wermutstropfen
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besteht darin, dass bisher noch keine Ladungsträger-Ladungsträger-Streuung berücksichtigt
worden ist. Dies sollte aber in Zukunft durch eine Verwendung von Monte-Carlo-Techniken
ermöglicht werden.
Erste numerische Ergebnisse demonstrieren, dass sich das verwendete Modell für syste-
matische Parameterstudien bezüglich der Materialzusammensetzung eignet. Dies wurde ex-
emplarisch an den beiden Modellsystemen mit GaAs- und Ga0.9In0.1As-Quantenfilm ver-
anschaulicht. Dabei konnte gezeigt werden, dass eine Verwendung von rotationssymme-
trischen optischen Matrixelementen anstelle der k · p-Matrixelemente für die Spinstrom-
Konfiguration wichtige Beiträge, nämlich die ”ungewöhnlichen” Ladungsströme, vollkom-
men ignorieren würde. Zudem konnte mit Hilfe des einfachen Entwicklungsmodells aus Ab-
schnitt 2.5.5 die Herkunft dieser Ströme geklärt und einzelne Details in der Form der angereg-
ten Elektron-Verteilungen reproduziert werden. Ferner lässt sich mit dem verwendeten Modell
die Stärke der verschiedenen Inter- und Intraband-Ströme vorhersagen und die LO-Phonon-
Relaxationszeiten bestimmen. Durch die Berücksichtigung der Coulomb-Wechselwirkung
konnten auch die in Referenz [12] für Volumenhalbleiter vorhergesagten Phasenverschie-
bungen der Ströme beobachtet werden, die bei Anregung an der Bandkante besonders stark
ausfallen. Insgesamt zeigen die zusammengestellten Beispiele einige vielversprechende Ein-
satzmöglichkeiten, aber nur einen kleinen Ausschnitt aller Möglichkeiten repräsentieren kön-
nen. Die vorliegende Arbeit liefert dabei den Einstieg in viele weitere Anwendungsbereiche.
Dies könnten sowohl Untersuchungen in anderen Materialsystemen sein, aber auch grund-
sätzliche Untersuchungen zu beispielsweise exzitonischen Effekten. Die entwickelte Theorie
sollte sich leicht auch auf Systeme erweitern lassen, in denen nicht nur ein Leitungsband
sondern zwei oder mehr Leitungsbänder relevant sind. Dabei würde sich eine Untersuchung
von GaAsxSb1−x/GaAs-Quantenfilmen anbieten, die für die Leitungsbänder ein breiteres
Confinement-Potential als für die Valenzbänder aufweisen können. Dies beruht auf der Tat-
sache, dass in diesen Strukturen der Band-Offset gegenüber dem Barrierenmaterial in der
GaAsxSb1−x-Schicht je nach Materialzusammensetzung komplett auf die Valenzbänder über-
gehen kann [68]. Mit der Potentialbreite lassen sich die energetischen Abstände der Leitungs-
bänder beliebig reduzieren. Eine Studie zu Spinströmen in solchen Strukturen wäre sicherlich
hoch interessant. Zudem könnte auch an eine Untersuchung der exzitonischen Einflüsse auf
die Ströme gedacht oder Anregungen mit zirkular polarisierten Laserpulsen durchgeführt wer-
den. Des Weiteren sollten die hier gewonnenen Erfahrungen auch den Einstieg in komplexere
Situationen wie die Untersuchung von Oberflächenströmen erleichtern.
Mit der in dieser Arbeit beschriebenen Theorie steht die Tür zu weitgehenden Untersuchun-
gen für verschiedenste Materialsysteme offen. Dies könnte insbesondere bei der Erklärung
und Auswertung von experimentellen Ergebnissen interessant werden. Die nächsten Monate
und Jahre werden sicherlich noch einige interessante Entwicklungen liefern.
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