Many studies that have shown that the ionospheric, polar cap electric potentials (PCEP) exhibit a "saturation" behavior in response to the level of the driving by the solar wind. As the magnitude of the interplanetary magnetic field (IMF) and electric field (IEF) increase, the PCEP response is linear at low driving levels, followed with a roll-over to a more constant level. While there are several different theoretical explanations for this behavior, so far no direct observational evidence has existed to confirm any particular model. In most models of this saturation, the interaction of the fieldaligned currents (FAC) with the solar wind/magnetosphere/ionosphere system has a role. As the FAC are more difficult to measure, their behavior in response to the level of the IEF has not been investigated as thoroughly. In order to resolve the question of whether or not the FAC also exhibit saturation, we have processed the magnetic field measurements from the Ørsted, CHAMP, and Swarm missions, spanning more than a decade. As the amount of current in each region needs to be known, a new technique is used to separate and sum the current by region, widely known as R0, R1, and R2. These totals are found separately for the dawn and dusk sides. Results indicate that the total FAC has a response to the IEF that is highly linear, continuing to increase well beyond the level at which the electric potentials saturate. The currents within each region have similar behavior.
Introduction
The interaction of the solar wind with the Earth's magnetosphere results in the generation of electric fields and currents in the high-latitude, polar ionospheres. At low altitudes the currents flow into and out from the ionosphere along magnetic field lines. For a complete understanding of the solar-terrestrial interaction, it is necessary to know how the polar field-aligned currents (FAC) map in the ionosphere, and how they vary for different solar wind conditions. The solar wind carries an embedded, interplanetary magnetic field (IMF), which in combination with the velocity of the plasma produces an electric field, known as the interplanetary electric field (IEF). This IEF is computed from the product of the velocity times the magnitude of the magnetic field in the perpendicular, Y-Z plane in Geocentric Solar Magnetic (GSM) coordinates. It is very well-known that the polar electric field exhibits a saturation effect. As the magnitude of the IEF driver increases the electric potential difference across the polar cap initially increases linearly, then the slope decreases until the potential levels off to a nearly constant value. This saturation is observed to occur at IEF values of 3 to 5 mV/m. This topic of electric potential saturation has been the subject of numerous publications in the past decade, and the debate over why it happens is yet unresolved [e.g. Shepherd , 2007, and references therein] .
The purpose of this paper is to present results from an investigation of the response of the field-aligned currents to extreme driving conditions in the solar wind. The main objective is to answer the question of whether or not the FAC exhibit the same saturation behavior as shown in the electric potentials. As the solar wind/IMF conditions where the c 2017 American Geophysical Union. All Rights Reserved. saturation occurs are rare, a large number of measurements are required, gathered over a long time interval. We have satisfied this requirement by using data from magnetometer measurements on three missions (five satellites), Ørsted, Challenging Mini-satellite Payload (CHAMP), and the three Swarm satellites.
As described in more detail in Section 1.2, the FAC tend to occur within concentric belts, that are referred by a numbering sequence that indicates their order away from the pole. As the "Region 1" currents have a role in some of the saturation theories, we examine the amount of the current in each of these different regions or belts, rather than only the overall totals of the current. Taking advantage of a new ability to separate the FAC by region, we also report of the behavior of the different current regions as a function of the IMF clock angle, including the most poleward and ambiguous "Region 0."
Saturation Theories
Borovsky et al. [2009] mentions nine models for polar-cap saturation from the literature, and examines their agreement to magnetohydrodynamic (MHD) simulations. In one model [Hill et al., 1976; Siscoe et al., 2002a, b] it is suggested that Region 1 (R1) currents reduce the dayside magnetic field and reduces the rate of dayside merging. The magnitude of the R1 current is limited to the level needed to balance the solar wind. Siscoe et al. [2004] point out that there are three other proposed saturation mechanisms that involve a limit on the strength of the R1 current system. In the past there has been no direct observational evidence exists to confirm one mechanism over another.
In the Alfvén wing model [Ridley, 2007; Kivelson and Ridley, 2008 ] the motion of the reconnected solar-wind plasma past the Earth acts as an MHD generator that couples to the ionosphere by means of field-aligned currents. They propose that "when the c 2017 American Geophysical Union. All Rights Reserved.
impedance of the solar wind across open polar cap field lines dominates the impedance of the ionosphere, Alfvén waves incident from the solar wind are partially reflected, reducing the signal in the polar cap." Thus, these currents are limited in strength by the "Alfvén conductance" of the solar-wind plasma. Borovsky et al. [2009] refer to this as the "MHDGenerator Model," and their findings provided some support for this model, in that the total cross-polar-cap current (in MHD simulations) did not change significantly while the Pedersen conductance and electric potential drop varied. Their results implied that the cross-polar current is being driven by a generator that is current limited. But the Alfvén Mach number in the solar wind must be low (less than 4) for any effect to occur [Ridley, 2007] .
In a newer force-balance model by Lopez et al. [2008] reaches between 18 and 30 kV/R E ," where R E is the radius of the Earth. These values correspond to 2.8 -4.7 mV/m, approximately the same limit as under southward IMF. Sundberg et al. [2009] also studied the saturation of the Northward B Z (NBZ) system using DMSP F13 satellite drift meter measurements, rather than ground radar. They also found that the NBZ convection cells saturate, reaching a limit of about 60 kV . Wilder et al. [2009] expanded on their prior results, finding that the strength of the ionospheric electric field in the NBZ system under saturation is comparable to the electric field in the polar cap when the IMF is strongly southward. The dependence of the reverse convection potential on conductivity was found to be the opposite of what was expected. They found that the Alfvénic Mach number in the solar wind did not appear to be a fundamental driver of saturation.
The majority of the observational evidence on the saturation of the magnetosphere's response to solar wind driving have used electric field measurements, usually with ground radar or satellite drift meters. Observational studies of the field-aligned currents in saturation conditions are rare. As mentioned earlier, the relationships between the currents and the electric potential saturation have been studied with MHD simulations. A common result in the majority of cases is that the Region 1 currents seem to have a role in the saturation of the electric potential, yet each study tends to produce a different explanation as to why. MHD simulations may also use values of ionospheric conductivity that are not entirely accurate. Obviously, actual measurements of the field-aligned currents in a variety of solar wind driving conditions will be very useful to helping to resolve this controversy over the causes of saturation.
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The currents in the NBZ system also merit a closer look for conditions with high IMF magnitudes. Stauning [2002] had used Ørsted magnetometer measurements to derive the NBZ FAC patterns for IMF B Z levels up to +20 nT, with the result that strong NBZ currents are seen only in the summer, and that the total FAC rises strongly above IMF B Z > 5 nT. From the graphs shown by Stauning [2002] it is not clear if the total currents level out for IMF B Z > +10 nT. Thus, it would be useful to extend these results to higher magnitudes of the IMF, and to determine how the FAC compares to the reversed convection cells in the electric potentials.
Field Aligned Current Mapping
An early work that pioneered the mapping of the FAC currents was by Iijima and Potemra [1976] , whose schematic diagrams introduced the terminology "Region 1" for poleward belts of current, and "Region 2" for the lower-latitude belts. These bands of currents are prominent for strongly driven, two-cell convection patterns with a southward IMF (negative B Z ) driving. For strongly northward IMF (positive B Z ) the currents are found to have a pair of reversed-polarity FAC zones poleward of the Region 1 currents, sometimes referred to as the "NBZ" current system Zanetti et al., 1984; Iijima and Shibaji , 1987] . The electric potentials have a similar "NBZ" pattern consisting of a pair of reversed convection cells near the pole at noon, surrounded by a pair of larger cells having a normal, anti-sunward flow in the polar cap and sunward at lower latitudes [Weimer , 1995] . The most poleward FAC are also referred to as "Region 0," and sometimes as B Y currents due to their appearance when the IMF has a strong component in the Y direction.
The earliest FAC studies presented sketches of current sheets for a few generalized IMF orientations. Quantitative progress initially started with inversions of ground-based magnetometer measurements [Friis-Christensen et al., 1985; Lu et al., 1995] Anderson and Korth [2007] investigated the topic of current saturation, using measurements obtained during 66 intervals from 23 storms. They found a good linear fit to the response of the FAC to the IEF, up to 10 mV/m, with some evidence for current saturation in the widely scattered data points above this level.
Data Sources
The Ørsted, CHAMP, and Swarm satellites carried high-accuracy magnetometers for measuring Earth's magnetic field. During the course of their missions, these satellites sampled all local times and geomagnetic latitudes.
The Ørsted satellite was launched in February 1999 into an orbit inclined at 96.5
• ,
having an initial altitude range of 650-860 km, and it obtained measurements up through c 2017 American Geophysical Union. All Rights Reserved.
May 2011 [Thomsen and Hansen, 1999; Olsen, 2007] . Our magnetometer data from The data from these five satellites were processed to remove the magnetic field due to Earth's internal sources, using the International Geomagnetic Reference Field (IGRF) model appropriate for the time period. As the data from each mission have different formats and coordinates, specifically tailored programs were required to process their data. The residual magnetic field is separated into two vector components in the plane that is perpendicular to the IGRF reference field. For simplicity we refer to the magnetic field difference as ∆B. Afterwards these data from all satellites were merged into one common database, while retaining the temporal resolution (1 sec) of the original data.
Further details about this processing are described by Edwards et al. [2017] .
Measurements of the IMF and solar wind velocity from the Advanced Composition
Explorer (ACE) spacecraft were processed in order to obtain values of the IEF associated with each spacecraft magnetic field measurement. Initially, the time delays of the solar wind/IMF propagation from their measurement at ACE to arrival at the Earth's bow shock were calculated, using the algorithm described by Weimer and King [2008] . An additional delay of 20 min was added for the time it takes for the ionosphere to respond, as determined empirically by Weimer et al. [2010] . Mean values are calculated at 5-min steps, using a sliding average of the values over the previous 20 minutes. The results are not very sensitive to the width of the averaging window; as shown by Weimer et al. [2010] , the response of the ionosphere has a very broad peak when different window widths are used. These smoothed solar wind velocity and IMF values were calculated for the entire time period that spans all missions, then assigned to the nearest magnetic field sample from Ørsted, CHAMP, and the three Swarm satellites.
As mentioned earlier, the IEF is computed from the product of the solar wind velocity in the Earthward direction times the magnitude of the magnetic field in the perpendicular, Y-Z plane in GSM coordinates. The angle of the IMF in the Y-Z plane, also known as the "clock angle", is used in our analysis. The "dipole tilt angle" associated with each measurement was computed; this angle depends on the seasonal tilt of the Earth's rotational axis with respect to the Sun, as well as the time-of-day variation of the position of the Earth's magnetic dipole axis, that rotates around the geographic spin axis.
The temporal cadence of all the data that are used is 1 s, even in cases where higher resolutions are available. Altogether, the magnetometer measurements that we used from The total FAC in the Southern hemisphere is generally about 2% to 10% less than in the c 2017 American Geophysical Union. All Rights Reserved.
Northern hemisphere, and the differences are not enough to have a substantial influence on the results.
The two ∆B components within each of the 360 bins were then used in a Spherical Cap
Harmonic Analysis (SCHA) [Haines, 1985] 
with the coefficients g While it is easier to use Northward and Eastward directions instead, the resulting FAC that are calculated tend to have more artificial oscillations at low latitudes. The choice of using the sunward and duskward vector component reduces these oscillations in the derived FAC.
From the results of these fits of the magnetic field perturbations, the FAC are then derived using Ampere's Law:
recalling that both components are always perpendicular to the main magnetic field.
While Hall currents within the ionosphere may produce a measurable magnetic deflection at the altitude of the CHAMP satellite, the magnetic fields from these currents have zero curl outside of the ionosphere, so they do not influence the FAC calculated by (2).
Example maps of the currents are illustrated in Figure 3 , from the same data that was used for Figure 2 , so that the top-left graph (3a) corresponds to (2a), and the top-right graph (3b) corresponds to (2a). The current densities are calculated on a spherical grid, and the total current within each grid cell is derived by multiplication with their surface area. The sums indicated in the upper-left and right corners in Figure 3 are obtained by totaling the currents in all grid cells that have the same sign.
Separation by Region Identification
As mentioned in the introductory Section 1.2, in the early work by Iijima and Potemra
[1976] the field-aligned currents tend to be arranged in belts or regions, and the terminology R0, R1, and R2 is introduced. In the examples illustrated in Figures (3a) and (3b) these regions are labeled. It is apparent in these examples that in some cases the R1 and R2 on the dawn and dusk sides may merge together near noon and midnight, and R0 and R1 may run together near noon. It is noted that there really isn't any formal definition for where these regions begin and end in such cases, particularly for R0.
From the results of the fits for all bins, we have calculated the boundaries the the various FAC regions, and obtained the current in each region, on both the dawn and dusk sides. It was found that a flexible definition of the terms "dawn" and "dusk" is required. A numerical algorithm was developed, in which the boundary lines between these sides are automatically determined; they are placed where the absolute values of c 2017 American Geophysical Union. All Rights Reserved. the total current on the meridian reaches a local minimum. This method avoids use of visual inspection to place the boundaries, which would introduce a personal bias. Given the way in which these regions overlap, and the lack of a formal definition, the development of the numerical algorithm that could correctly locate the R0, R1, and R2 boundaries was much more difficult than one would assume.
We refer to Edwards et al. [2017] for a more description of the algorithm that was developed; results from the two examples are included in Figure 3 . In (3a) and (3b) the black circles show boundaries that were determined automatically, marking the low-latitude limit of the FAC. Artifacts in the FAC that result from spherical harmonic oscillations may occur below this boundary. These artifacts are excluded from the region totals. In the results for the dipole tilt angles that correspond to summer-like conditions (red), equinox (green), and winter (blue). The crosses show the data points, using the mean value of the IEF for each bin on the horizontal axis, and the total current on the vertical axis. The shaded boxes indicate the standard deviations in both directions. The solid lines show the results from a linear, least-error-fit of these data, taking into consideration the standard deviations in both directions, using an algorithm adopted from "fitexy" by Press et al. [1994] . The IMF is more likely to be oriented at the 90 • and 270
• clock angle than purely southward. This is the reason for the larger errors at 180
• .
As each point on the graph is derived from SCHA fits of collection of data points, that were selected according to the IEF and other parameters being within a specified range, it is a simple matter to calculate the standard deviation of the IEF values associated with each fit. The standard deviations along the abscissa get progressively larger since the bins needed to have a wider range as the IEF values increase, in order to collect a sufficient number of points for a good fit. This increasing bin width follows from the trend shown in Figure 1 .
Along the ordinate, the calculation of the standard deviation is not so simple. When the maps of the two ∆B n components are derived from fitting, as shown in Figure 2 , the errors and standard deviations of the results are calculated with each fit. These values, in units of nT, do not easily translate to errors in the resulting FAC maps, after application of (2). In statistics there are definitions of "relative standard error" and "relative standard deviation," the later defined as the percentage that results from dividing the standard deviation of a sample by the mean value of the sample. This won't work for our case since the means in the ∆B n maps may be close to zero, and don't correlate to the FAC. On c 2017 American Geophysical Union. All Rights Reserved.
the other hand, the strength of the FAC are directed related to the difference between the maximum and minimum values in these maps, in the sunward component in particular.
Dividing the standard deviation from the fitting of ∆B n sunward by the difference between the maximum and minimum values results in a dimensionless percentage. Multiplying the total FAC by this percentage provides a measure of the standard deviation for this FAC, in the same units. While this method is only an approximation of the standard deviations in the FAC, it is how the ordinate errors are calculated.
Even without the lines that are drawn in Figure 4 , it is obvious that the total FAC keeps increasing as the IEF increases, with no clear indication of leveling off. Recalling that in the electric potential studies, the roll-over to the more constant levels occurs by the time the IEF is in the range of 3 to 5 mV/m [Shepherd , 2007; Wilder et al., 2008] . The results that we obtained go well beyond this level, without much indication that the slopes in the total FAC as a function of the IEF changes very much. The "fitexy" algorithm provides the probability that the data match a linear model, taking the standard deviations in both directions into consideration. In the results shown in Figure 4 the greater majority of the probabilities were 1., with the lowest being 0.998. It is also noteworthy that the trend persists for all clock angles, even for Northward IMF, 0 • clock angle.
So the next question is how do the R1 currents behave? We are able to show this, due to the effort taken to obtain the total current in the different regions. While it is possible to graph only the R1, in Figure 5 are shown the totals of the R1 plus the connected R0 that have the same sign. These currents often have no apparent dawn-dusk separation other than where the lines are drawn. The positive R1 on the dawn side is added with the connected, positive R0 on the dusk side. Likewise, the current in the dusk R1 is added c 2017 American Geophysical Union. All Rights Reserved.
with the dawn R0. Using absolute values, the mean value of the dawn and dusk R1+R0 totals are plotted. These results are the same as before, so it is obvious that these currents have the same linear behavior, showing few signs of saturation. A graph with only R1
(not shown) shows very similar results.
As the Region 2 currents could have a role in the electric potential saturation, we look at this possibility next. For example, if more current from R1 starts to flow directly to the adjacent R2, without crossing the polar cap, then that could in principle reduce the electric fields and potential difference. In Figure 6 are shown the total, transpolar current as a function of the IEF. These values are computed on each of the dawn and dusk sides by adding together the Regions 0, 1 and 2 that are located on the same side of the boundary lines. As R0 and R2 have signs that are opposite of R1, they subtract from the total R1.
The result is the amount of current that needs to flow across the dawn-dusk boundary in the polar cap, connecting the R1 on each side. As in the other graphs, Figure 6 shows the mean, absolute values from both sides. The results are the same as before, with no apparent change in the slope as the IEF increases. If there was any change in the relative amount of current going between R1 and R2, then there would have been a variation in the slope.
Clock Angle Variations of Current Regions
Since we now have the capability to determine the total current associated with each of the different regions, it is possible to examine the behavior of the various regions as function of the IMF clock angle. The results of these calculations are shown in Figure 7 .
All data were obtained when the IEF was in the range of 3.1 -3.8 mV/m, the center c 2017 American Geophysical Union. All Rights Reserved.
being 3.45 mV/m. As before, the results are shown for all three groups of dipole tilt angle, corresponding to summer (red), equinox (green), and winter (blue) conditions. currents, although at lower magnitudes. For example, the largest positive R1 and the most negative R2 totals are both found at 135
• clock angle, and the R1 and R2 currents having the opposite signs peak at 180
• clock angle. One puzzling result found in 7(c) is that the positive R2 currents on the dusk side tend to have larger sums in winter and equinox than the summer, particularly for clock angles under 225
• ; in the majority of cases the summer currents are greatest.
The behavior of the transpolar currents, the Region 1 minus the Region 0 and 2 on each side, are shown in 7(e). These always peak at 180
• clock angle, and may actually reverse signs at 0 • clock angle due to the strong R0 system. Not surprisingly, the results in 7(e) c 2017 American Geophysical Union. All Rights Reserved.
are in general agreement with how the the cross-polar cap electric potentials vary with clock angle, as shown by Weimer [1995] .
Finally, 7(f) shows the totals of all positive (downward) and negative (upward) current, without any regard for region/location. These totals are well-ordered by the season and dipole tilt angle, largest in the summer and smallest in the winter.
Discussion
Our results indicate the the total amount of field-aligned current does not seem to saturate in response to the level of the interplanetary electric field. This is quite certain up to IEF values of 10 mV/m, which is more than double where the electric potentials saturate. These results are similar to those found by Anderson and Korth [2007] , although we find that the FAC continue to increase rather than leveling off. A similar result for the total duskward current was found recently by Zhou and Lühr [2017] , using magnetometer measurements from CHAMP, for "merging electric field" values up to 6 mV/m.
The lack of an obvious saturation is found for all IMF clock angles and all current regions. At more extreme levels of driving the number of such events are so sparse that it is difficult to provide an unequivocal determination whether or not the total current does level off at some point. These results indicate that the source of the currents acts more like a current generator rather than a voltage generator. The saturation theories of Ridley [2007] and Lopez et al.
[2008] remain as viable explanations for the saturation of the electric potentials. On the other hand, since the transpolar current keeps going up while the electric potentials do not, then it seems that the conductivity in the ionosphere must be increasing. This may be the only explanation that is needed, as satellite measurements of particle precipitation indicate that the conductivity increases with the level of geomagnetic activity [FullerRowell and Evans, 1987; Hardy et al., 1987; Ahn et al., 1998] . The relationship between the transpolar current and electric potential is not so simple, as when the auroral oval expands this current is spread out along a larger distance that is perpendicular to the current flow, meaning that the electric field may not necessarily increase linearly with the c 2017 American Geophysical Union. All Rights Reserved.
current. Expansion of the oval also causes the integration distance between the electric field reversals to increase.
In almost all cases the FAC are larger in the summer hemisphere than in the winter.
A similar result was found by Coxon et al. [2016] , Zhou and Lühr [2017] , and Edwards et al. [2017] . A current generator source is consistent with this finding; since the summer and winter hemispheres are connected in parallel, with roughly the same voltages, it is reasonable that more current flows to where the conductivity is higher.
The recently developed process for identifying and totaling the FAC by region has been found to be very useful, as shown in the results in Figures 7 and 8 . The dividing line between the dawn and dusk sides is determined numerically, rather than using manual choices that could be biassed. These divisions are marked where all current along a meridian reaches a minimum, using the total of absolute values. The method finds the obvious boundaries where there are gaps in the R1 and R2 currents. In other cases these regions connect with each other through noon or midnight, and a visual placement of the boundary isn't clear, yet the algorithm is consistent in boundary placement; the boundaries are the same in maps that use different, non-overlapping data. As found in several previous studies [Ganushkina et al., 2015] , the formation of the Region 0 currents depends on the magnitude of IMF in the GSM Y and +Z directions.
Summary
This investigation focused on how the field-aligned currents respond to driving by the solar wind, formulated in terms of the IEF, from the product of the solar wind velocity and magnitude of the IMF in the transverse direction. In order to obtain sufficient measurements at IEF levels where the electric potentials are observed to saturate, we use nearly 14 c 2017 American Geophysical Union. All Rights Reserved.
years of measurements combined from the Ørsted, CHAMP, and Swarm missions. After removal of Earth's internal field, the data are grouped together and fit using the SCHA technique. The current is calculated from the curl of the magnetic perturbations. As is it useful to know how the current maps in each region, we have used a recently developed algorithm to divide the FAC into the traditionally-named R0, R1, and R2.
The 
