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ABSTRACT
SHOCK PROCESSES IN WATER: MULTI-SCALE COMPARISON
AND EXPERIMENTAL RESULTS
Longhao Huang
Marquette University, 2020
Water as the most common fluid on earth has extraordinary properties. The
understanding of the dynamic response of water is important to planetary physics,
biology and medicine. Inspired by the relationship between shockwave thicknesses and
the intensity of property changes between pre-shock and post-shock states in gas
medium, it is interesting to study the response of a liquid medium within shock process,
such as liquid argon or water, from numerical and experimental methods, especially from
different scales of simulations (continuum and molecular dynamics).
Molecular Dynamics (MD) simulations of Hugoniot hydrostatic compression and
shockwave propagation processes are performed via Large-Scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS) within liquid argon and water. 3-sites and 4sites water topology models with corresponding long-range force solvers are validated
under shock conditions and results are compared with literatures. 3-sites flexible water
topology model is utilized in a water ensemble consisting of 20x20x240 lattices to
establish the Lagrangian shockwave propagation process. The result of shock propagation
process indicates that pair potential dominates the total potential energy during shock
process and shockwave thickness in water is around 7 nm for a corresponding shockwave
velocity 3.2 km/s.
A series of three shots of planar-plate impact experiments were conducted at
muzzle speed 220.5m/s, 343.9 m/s and 441.5 m/s. The corresponding shockwave
velocities in water are 2151.3 m/s, 2382.1 m/s and 2550.6 m/s calculated from the timing
of the spectrograms of photon doppler velocimetry (PDV) signals, which are compared
with literatures. KO 1-D hydrocode and 2-D iSALE shock physics hydrocode are also
implemented to assist PDV spectrogram analysis. This work implements both methods of
experiment and computational simulation at multiple scales to interpret the shockwave
propagation process within water in a Lagrangian reference frame. The MD simulation
provides a method to estimate the shockwave thickness in water.
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I.

Introduction
The shockwave travels at a supersonic speed and can cause dramatic irreversible

property changes in materials, which exists both in natural phenomena (earthquake) and
human industrialization (shockwave induced at the front of supersonic aircraft). The
purpose of shock physics study is to understand and quantitate shockwave characteristics,
in order to minimize or utilize the effects of shockwave.
This research is motivated by trying to build a better understanding of shock
processes in liquids. As known from previous articles (Landau and Lifshitz 1987;
Elizarova 2005), shockwave thicknesses are associated with the intensity of
discontinuities between pre-shock and post-shock states, which are a result of internal
friction and thermal conduction of the mediums. By mathematical derivation, the order of
magnitude of shockwave thickness in gasses approximates to that of the mean free path
of gas molecules (Landau and Lifshitz 1987). In previous work (Huang 2013), a Direct
Numerical Simulation (DNS) technique was used to model normal shock waves in both
continuous gas and liquid mediums, which presents that the variations of shockwave
thicknesses in gas argon are under the influence of different viscosity and heat
conductivity, but the shockwave thicknesses in water are not sensitive to the variations of
viscosity and heat conductivity. Inspired by this work, as DNS technique cannot simulate
the Lagrangian shock process, it is interesting to study the response of shock process in a
liquid medium, such as liquid argon or water, from experimental method and especially
from different scales of simulations (continuum and molecular dynamics) to investigate
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whether there are discontinuities (phase transition and cavitation) happened during shock
process.
Theoretically, shock or shockwave propagation process is the result of material
dynamic deformation propagation process, which has an approximated velocity called
shock velocity (Meyers 1994). Therefore, the strength of a shock wave can be
characterized by relating material properties (density, pressure/stress, temperature, etc.)
and velocities (shockwave and particle). In order to analyze a shock process in water, this
work uses a gas gun to impact a liquid target. Photon Doppler Velocimetry (PDV), which
is a popular heterodyne laser velocimetry, utilizes laser light to measure the real time
displacement of a reflective surface (Strand 2006). The shockwave velocity in water can
be calculated by analyzing the rise time of PDV signals from spectrograms and the
distance between the front and back interfaces of the water target. The particle velocity of
water can be acquired by impedance matching the measured velocity to the fluid velocity.
The abrupt change in water properties at the shock front can cause discontinuities (phase
transition, cavitation) under certain conditions, which change the reflectivity of the water
at the interface of a discontinuity (Yu 2011). Therefore, even though the intensity of the
electromagnetic wave, such as laser, decays as it travels through the water due to the
optical attenuation properties of water, change the reflectivity of the water at the interface
of a discontinuity and discontinuities if they appear.
A series of three shots of planar-plate impact experiments were conducted in the
Marquette University shock lab (Helminiak 2017), sketched as figure 1.1 shown. Targets
are assembled under water to ensure each target capsule is fully filled. Pre-vacuumed
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distilled water is contained in transparent PMMA water capsules and sealed by Aflas Orings at the front and rear ends, as figure 1.1 and 1.2 shown.

Figure 1.1 Conceptual Sketch of Planar-Plate Impact Experiment

Aluminum Buffer

O-ring

Water Capsule

Au-Pb Film

PMMA Layers

Figure 1.2 Target Filled with Water
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An Au-Pb thin film, the small golden circular dot in figure 1.2, is sputter coated
onto the PMMA surface between the water and the rear wall at the rear end of water
capsule to increase the reflectivity of water-PMMA interface. 1045 carbon steel flyers are
shot at speed of 220.5m/s, 343.9 m/s and 441.5 m/s. The PDV measures the velocities of
the interfaces of aluminum buffer/water and water/sputtered film as figure 1.3 shown, in
which PZT pins are implemented to measure the tile angle of impact surface.

Figure 1.3 Cross Section Side View of the Target
The particle velocity of the water is calculated by impedance matching from the
interface between aluminum buffer and water. The resulting particle velocity in the water
was determined to be 276.2m/s, 432.4m/s and 552.5 m/s respectively. The corresponding
shockwave velocities in water are 2151.3 m/s, 2382.1 m/s and 2550.6 m/s which are
calculated from the timing of the PDV signals in spectrogram. Comparing experimental
shockwave velocities with impedance matching results, the higher the velocity the larger
the difference appears. The experimental shockwave velocities by this work are
compared with literature data (Cook et al. 1962; Hamann and Linton 1969; Lysne 1970;
Nagayama et al. 2002) on the same scatter plot. In order to analyze the factors affecting
PDV spectrograms, 1-D KO hydrocode (Wilkins 1999; Borg n.d.) and 2-D iSALE shock
physics hydrocode (Amsden et al. 1980; Collins et al. 2004; Wünnemann et al. 2006) are
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also implemented to simulate the same shock loading conditions as the experiments.
Post-shock pressures are calculated by inserting the experimentally obtained Us and Up
values into the Rankin-Hugoniot equation, which result in pressures ranging from 0.59
GPa to 1.41 GPa in the range of low shock pressure. Tracing along the time coordinate of
PDV signals, there is no recorded signal shifts from water shock fronts, which reveals
there is no phase transition or cavitation phenomena. This result also matches the
interpretation of overlapping water phase diagram with Hugoniot Pressure-Temperature
curve (Cowperthwaite and Shaw 1969; Wagner et al. 1994).
As only photon doppler velocimetry is utilized in the experiments to record the
signals of reflective surface displacements within shock process, numerical simulations
are applied as a complementary tool which can provide addition estimates of properties
within shock process, such as temperature and density. Continuum scale simulations
converge solutions by governing bulk properties via Navior-Stoke equations and
corresponding material equation of state, which require that bulk properties be
differentiable, i.e. no singularity exists, and the material equation of state be wellestablished. This simulation technique is better adaptable for system with macroscopic
geometry dimensions. Instead of implementing additional equation of state to solve
Navier-Stoke (NS) equations, MD simulation resolves the trajectories of particles
microscopically by incorporating fitting matched molecular topologies and a classic form
of Newton’s second law.
As an opensource MD simulator developed by Sandia National Laboratory, the
Large-Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) is used as the
MD simulation platform (Plimpton 1995). Since the first MD simulations of liquid water
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were published (Stillinger and Rahman 1974), various water molecular models have been
developed for different applications. There is a trade-off between physical accuracy of
results and computational cost. The former is related to the complexity of the
parameterization of water molecules, such as utilizing different numbers of sites to
reproduce water properties, and truncated distances of pair potentials; the latter is related
to ensemble size total particles, 𝑁𝑁, as a main contributor which affects the computational

time by the order of 𝑁𝑁 2 , neighbor cutoff distance and temporal interval to build neighbor

list. Therefore, 3-sites and 4-sites water topologies accompanied with truncated Lennard-

Jones pair potentials and long-range coulomb forces are selected and implemented on
ensemble consisting of several hundred thousand atoms to reduce the computational time
of convergence and extend the capable simulated time in order to allow a steady shock to
develop.
As a preliminary step, three effective MD water topology models which were
developed from ab initial molecular dynamics for small ensembles consisting of
hundreds atoms at room temperature, rigid 3-sites Extended Simple Point Charge
(SPC/E) model (Berendsen et al. 1987) with Particle-Particle Particle-Mesh (PPPM) long
range Coulombic solver (Hockney and Eastwood 1989), rigid 4-sites Transferable
Intermolecular Potential with 4 Points (TIP4P) model (Jorgensen et al. 1983) with PPPM
solver and 3-sites Flexible Simple Point Charge (SPC/Fw) model (Wu et al. 2006) with
PPPM solver, are validated using Hugoniot Hydrostatic Compression (HHC) simulations
(Ravelo et al. 2004) comparing with LASL shock data (Marsh 1980) before being utilized
in the shockwave propagation simulations.
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In order to perform further simulations of Hugoniot hydrostatic compression and
shockwave propagation process, ensemble of water molecules is set to equilibrium as the
following steps: 1) water molecules are initially uniformly distributed in the form of a
body-centered cubic (BCC) lattice at angstrom scale, 2) the water is assigned a Gaussian
distribution of velocity with a mean of zero to reach a thermodynamically steady preshock equilibrium state, and 3) boundary conditions are adjusted corresponding to
specific simulations.
Periodic boundaries are applied in all the directions within Hugoniot hydrostatic
simulations. In order to establish an acceptable Hugoniot curve, the liquid ‘universal’
Hugoniot Us-Up curve (Woolfolk et al. 1973) and LASL Hugoniot data (Marsh 1980)
were used. All the MD HHC simulations compare well with the ‘universal’ Hugoniot
curve and LASL data when particle velocity of water is below ~1.8 km/s, which indicate
these models perform well under low shock pressure condition. With the increase of
particle velocity of water above 1.8 km/s, singularity points appear on LASL data, which
make it diverge from the rest plots. In 𝑃𝑃 − 𝜈𝜈 space, the 3-sits flexible SPC/Fw model is
closer to LASL data comparing with the other two rigid models, which indicates that

water molecular bending and stretching modes play roles in reaching shock Hugoniot
states. Flexible 3 sites model was selected to use in the MD simulations of a shockwave
propagating through water after the validation of effective water MD models, the longrange Columbic solver was determined according to boundary conditions.
The same as the experiments, a shockwave is driven into the water by a moving
rigid piston wall with a constant velocity at the front side in the longitudinal direction Z.
Given that the shockwave thickness is an extensive parameter, in order to characterize the
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full length of shockwave thicknesses at the nanoscale and reduce computational time,
different numerical boundary conditions are implemented: 1) a fixed rigid Lennard-Jones
wall is placed at the rear side of direction Z as infinity, 2) lateral planes implement
periodic boundaries, and 3) ensemble size is expandable in longitudinal direction to
converge a stable shockwave. As a result, for non-periodic boundaries, Multilevel
Summation Method (MSM) solver (Hardy 2006, 2009) is implemented instead of PPPM
solver which is only compatible with periodic boundaries. In addition to the boundary
configuration, the bulk properties of an ensemble of molecules/atoms can be calculated
by volumetrically averaging the total values of atomic properties, local properties can be
determined by dividing the computational domain into spatial bins. Thus, shockwave
profiles are achievable, and the thicknesses of shockwave can be characterized. For a
water ensemble of 20x20x240 lattices within shock propagation process, pair potential
dominates the total potential energy and shockwave thickness is ~7 nm for a
corresponding shockwave velocity ~3.2 km/s.
In the following chapters, chapter two is devoted to reviewing literatures. Chapter
three covers background and theories of molecular dynamics. Chapter four includes
molecular dynamics simulation of liquid monoatomic system (liquid argon) as the
intermediate medium to study the feasibility of MD simulation under shock condition.
Chapter five represents the details of MD simulation in liquid molecular system (water).
Chapter six demonstrates the work of planar-plate impact water shockwave experiments
and results analysis. The final chapter conclude the results and shortcomings of this
research and future works.
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II.

Literature Review
The initial modern definition of shock wave can be traced back to early 1900s

given by Hungarian physicist Dr. Gyözy Zemplén, who defines “A shock wave is a
surface of discontinuity propagating in a gas at which density and velocity experience
abrupt changes” (Krehl 2001). Even though Dr. Gyözy Zemplén’s definition of a shock
wave is restricted to a gas medium, it mentions one main characteristic property of a
shock wave: discontinuity, which points out abrupt material properties (velocity, density,
etc.) changes between shock states. Additionally, another characteristic property of a
shock wave is its propensity to generate irreversibilites. Shock wave propagation process
is always accompanied by energy dissipation due to internal friction and thermal
conduction, which makes the changes between shock states irreversible (Anderson 2011).
Thus, the behavior of solid material or a fluid medium under shock loading is subjected
to rapid and strong irreversible changing, which significantly differs from the process
under static loading. The understanding of the dynamic respond of materials during
shockwave propagation process involves multiply scientific disciplines, not only shock
physics and physical chemistry, but also classical and statistical thermodynamics and
mechanics, as well as computational simulations. (Meyers 1994)
In the recent century, multiple approaches and methodologies (experimental
techniques, physicochemical understanding, mathematical analysis, computational
modeling, etc.) have been utilized in the study and application of shock processes in
materials. In the study of geophysics and planetary physics, shock wave experiments can
be implemented to characterize the interior properties (pressure, temperature, density,
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etc.) of planets (Ahrens 1987; Militzera and William 2007). Through analyzing
corresponding damage mechanics caused by shock wave, up to the scale of impact crater,
the evaluation of impact processes can provide an interpretive approach to understanding
the development of planets (French 1998); down to the scale of micrometeorites,
improved spacecraft shielding mechanism can be improved to reduce damage caused by
micrometeorites impact (Meyers 1994; Thoma et al. 2004). and form a better
understanding of P (primary) and S (secondary) shock waves studied in the seismology to
characterize earthquakes (Agnew 1990; Charles 2004). In the field of metallurgy, several
metalworking techniques have been developed to produce materials to meet specific
demands, such as explosive welding, explosive forming, shock synthesis, shock
consolidation, etc.
Water’s molecular V-shape at standard temperatures and pressures was proofed
via spectroscope in 1932, since then, Bernal and Fowler proposed the first realistic
interaction potential for water in 1933 (Bernal and Fowler 1933). Two decades later,
sampling scheme of Monte Carlo technique was first presented by Metropolis et al. in
1953 (Metropolis et al. 1953), and then Adler and Wainwright preformed the first MD
simulation in 1957 (Adler et al. 1957). The first time MD simulations of water using
Monte Carlo technique performed by a computer was in 1969 by Baker and Watts (Baker
and Watts 1969). Other numerical technique, Ab initio methods were used to calculate
the first pair potential of water in 1976 by Lie and Clementi (Lie and Clementi 1976). A
Simple Point Charge (SPC) 3-site rigid water topology with Lennard-Jones effective pair
potential model was developed by Berendsen in 1981 for hydrated proteins (Berendsen
1981). In order to investigate the high frequency internal modes of water molecules, a
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flexible 3-site SPC/F water model was developed by Toukan in 1985 (Toukan 1985).
Since then, over 60 distinct water models are developed from 3-site to 6-site topologies to
reproduce water properties under different condition, such as SPC flexible model and
TIP4P/2005 model adopted in this research (Guillot 2002; Nada 2003; Abascal 2005; Wu
2006; Khalak 2018).
Tremendous effort has been put into the research of Molecular dynamics of water,
one main research field focus on modeling more accurate potentials for water molecule in
small ensemble sizes, such as utilizing ab initio molecular dynamics to reproduce the
structural, dynamics, electronic properties of liquid water for specific conditions (Chen et
al. 2017; Wang et al. 2013; Todorova et al. 2006; Kuo et al. 2004 ). Besides the MD
water topology development, the recent research and application of MD simulation of
water focus on compounds, hydrates and the effect of cavity in water under shockwave
loading (Veysset 2018; Stan et al. 2016). Ohkubo et al. performed MD simulations of
SPC/E water model in nanopores of silicate compounds to study the properties of this
compounds (Ohkubo 2018). Min et al. performed a MD shock simulation utilizing
TIP4P/2005 rigid model in a 10x10x100 nm3 system with uniform constant particle
velocity ranging from 0.5 km/s to 2.0 km/s moving towards a fixed reflective wall to
estimate water Hugoniot states, in which shockwave was induced by impact between the
fixed wall and moving ensemble (Min et al. 2018). Neogi et al. implemented MD
simulations to investigate the pure bulk water phase transition at shockwave speed 4 km/s
(Neogi et al. 2016). With the increase of power of computing equipment, water
molecular topologies and potentials can be implemented into larger system to solve more
questions in shock physics, biology and medicine.
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Hugoniot states of water in the strong shock pressure range from 5 GPa to 260
GPa are associated with water ice transformation which help the understanding of
formation of planetary mantles (Millot et al. 2018; Kimura et al. 2015; Dolan et al. 2007).
Regarding to the typical planar-plate impact experiment by utilizing single stage gas gun,
the Hugoniot states of water fall into the low shock pressure range (below 5 GPa).
Nagayama et al. developed a technique to detect water shock waves by applying a
triangular prism at the rear end of planar impact target with a streak camera, which was
used to measure shock Hugoniot states in water at low shock pressure below 2 GPa
(Nagayama et al. 2001). Dolan et al. performed a serial of three planar impact shots with
the application of Velocity Interferometer System for Any Reflector (VISAR) to
characterize the mechanical profile of shockwave in water which the peak shock
pressures are around 5 GPa (Dolan et al. 2005). In recent years, a schlieren optics based
quantitative technique, background-oriented schlieren (BOS) technique, was developed to
measure the locations of shock waves laterally as a function of time by the density
gradient of water (Yamamoto et al. 2015; Wang et al. 2016, Hayasaka et al. 2016).
Similar idea as BOS to measure the shock waves laterally, Veysset et al. utilized laser to
induce shock waves and apply referential laser beam instead of physical background to
interferometrically image shock waves in a 10-micrometer thickness water layer (Veysset
et al. 2016). Sembian et al. performed a serial of plane shockwave interaction
experiments with a cylindrical water column (diameter is 22 mm, thickness is 5 mm) to
virtualize shock processes and measure the shock pressure in water column, in which
shock waves are induced by electrical wire exploding (Sembian et al. 2016). Comparing
the 3D typical planar impact shockwave experiments and 2D lateral shockwave
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experiments, the former method establishes the measurements along the shock
propagation direction, which can be performed with the application of optic velocimetry
or camera to measure multiple shock Hugoniot states in one experiment. The later
method requires high accuracy of optic measurement paths and target preparation which
is more equipment depended. It can be utilized to visualization the shock waves
displacements as a function of time.
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III.

Molecular Dynamics Simulation
3.1 Theory of Molecular Dynamics
Instead of directly implementing an established continuum equation of state

(EOS) into a system of governing equations, such as the Navier-Stokes equations to
predict physical phenomena, as a Molecular Dynamics (MD) approach assumes the
physical interactions between particles (atoms, molecules, coarse-grained particles and
etc.) follow Newton’s classics mechanics laws of motion. The MD simulation calculates
the trajectories of particles numerically with given initial state parameters and appropriate
boundary conditions (B.C.). Microscopic numerical trajectories of particles are generated
by iterations and converted to macroscopic properties via averaging and statistic
mechanics in theory.
3.1.1 Classic Form of the Equations of Motion
The classic form of Newton’s equations of motion for a particle 𝑖𝑖 is given by
𝒇𝒇𝑖𝑖 = 𝑚𝑚𝑖𝑖 𝒂𝒂𝑖𝑖

(3.1)

where subscript 𝑖𝑖 represents particle 𝑖𝑖, 𝒇𝒇𝑖𝑖 is the sum of forces on particle 𝑖𝑖, 𝑚𝑚𝑖𝑖 is the mass
of particle 𝑖𝑖, 𝑎𝑎𝑖𝑖 is the acceleration of particle 𝑖𝑖. Thee acceleration can be replaced with

notation 𝑎𝑎𝑖𝑖 = 𝑟𝑟̈𝑖𝑖 in Cartesian coordinates to arrive at equation (3.2)
𝒇𝒇𝑖𝑖 = 𝑚𝑚𝑖𝑖 𝒓𝒓̈ 𝑖𝑖 .

(3.2)

By definition, force is also negative correlated to the potential energy 𝑉𝑉 of the system.
𝒇𝒇𝑖𝑖 = −𝛁𝛁𝑟𝑟𝑖𝑖 𝑉𝑉 = − ∑𝑁𝑁
𝑗𝑗=1

𝜕𝜕𝑉𝑉𝑖𝑖 �𝑟𝑟𝑖𝑖𝑖𝑖 �
𝜕𝜕𝑟𝑟𝑖𝑖𝑖𝑖

(3.3)
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where 𝑁𝑁 is the total particle number in the system, 𝑟𝑟𝑖𝑖 is the trajectories of each individual
particle which is related to the position of rest particles in the system and 𝑟𝑟𝑖𝑖 =

(𝑟𝑟𝑖𝑖1 , 𝑟𝑟𝑖𝑖2 , … 𝑟𝑟𝑖𝑖𝑖𝑖 ). By inserting equation (3.3) into equation (3.2), Newton’s equation of

motion relates the change of position as a function of time to potential energy as equation
(3.4) on particle 𝑖𝑖.

𝑚𝑚𝑖𝑖

𝑑𝑑 2 𝑟𝑟𝑖𝑖
𝑑𝑑𝑡𝑡 2

=−

3.1.2 System Energy Characterizing

𝑑𝑑𝑑𝑑

𝑑𝑑𝑟𝑟𝑖𝑖

(3.4)

In order to characterize a macroscale system microscopically, the system can be
treated as an ensemble containing 𝑁𝑁 particles (atoms and molecules). The microscopic

state of particles can be described in terms of positions, 𝒒𝒒, and momenta, 𝒑𝒑. (Allen 2017)

Thus, for a conservative system including N atoms, the simplified Hamiltonian 𝐻𝐻 of the
system by definition is presented as equation (3.5), which equals to the total energy of
system,
𝐻𝐻(𝒒𝒒, 𝒑𝒑) = 𝐾𝐾 + 𝑉𝑉 = 𝐸𝐸(𝒒𝒒, 𝒑𝒑)
𝒑𝒑 = (𝒑𝒑1 , 𝒑𝒑2 , … , 𝒑𝒑𝑁𝑁 )
𝒒𝒒 = (𝒒𝒒1 , 𝒒𝒒2 , … , 𝒒𝒒𝑁𝑁 )

(3.5)
(3.6)
(3.7)

where 𝐾𝐾 is the kinetic energy in terms of momenta 𝒑𝒑, 𝑉𝑉 is the potential energy in terms

of coordinates 𝒒𝒒. 𝒑𝒑 and 𝒒𝒒 stand for a set of momenta and a set of position coordinates of
all atoms separately.

In the Cartesian coordinates, the position coordinates 𝒒𝒒 are equal to 𝒓𝒓. In the

atomic system, momentum of atom 𝑖𝑖 is a vector with three components defined in

equation (3.8) and kinetic energy of atom 𝑖𝑖 is a summation of the (X, Y, Z) direction
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components as presented in equation (3.9), where 𝑚𝑚𝑖𝑖 is the atomic mass, 𝑑𝑑 is the index

for the coordinate components, which is equal to 3 in Cartesian coordinates.

(3.8)

𝑝𝑝⃑𝑖𝑖 = 𝑚𝑚𝑖𝑖 𝑣𝑣⃑𝑖𝑖 = (𝑝𝑝𝑖𝑖𝑖𝑖 , 𝑝𝑝𝑖𝑖𝑖𝑖 , 𝑝𝑝𝑖𝑖𝑖𝑖 )
1

2
𝑘𝑘𝑖𝑖 = ∑3𝑑𝑑=1 𝑚𝑚𝑖𝑖 𝑣𝑣𝑖𝑖𝑖𝑖

(3.9)

2

Momentum and kinetic energy are both functions of velocity, the corresponding
summation form of kinetic energy 𝐾𝐾 can be presented in terms of the momentum
component 𝑝𝑝𝑖𝑖𝑖𝑖 as in equation (3.10)

𝑁𝑁
3
𝐾𝐾(𝒑𝒑) = ∑𝑁𝑁
𝑖𝑖=1 𝑘𝑘𝑖𝑖 = ∑𝑖𝑖=1 ∑𝑑𝑑=1

2
𝑝𝑝𝑖𝑖𝑖𝑖

2𝑚𝑚𝑖𝑖

(3.10)

According to the equation of motion, since kinetic energy is a function of
momenta 𝒑𝒑, which evolves with time, the potential energy is only a function of position

coordinates 𝑉𝑉(𝑟𝑟). Thus, the potential energy can be partitioned into the additive form in

terms of the number of coordinates involved as an approximation presented in equation
(3.11)

𝑉𝑉 = ∑𝑖𝑖 𝑣𝑣1 (𝒓𝒓𝑖𝑖 ) + ∑𝑖𝑖 ∑𝑗𝑗>𝑖𝑖 𝑣𝑣2 (𝒓𝒓𝑖𝑖 , 𝒓𝒓𝑗𝑗 ) + ∑𝑖𝑖 ∑𝑗𝑗>𝑖𝑖 ∑𝑘𝑘>𝑗𝑗 𝑣𝑣3 (𝒓𝒓𝑖𝑖 , 𝒓𝒓𝑗𝑗 , 𝒓𝒓𝑘𝑘 ) + ⋯ (3.11)

where, index 𝑘𝑘 > 𝑗𝑗 > 𝑖𝑖 to avoid duplicated summation. The first term, ∑𝑖𝑖 𝑣𝑣1 (𝒓𝒓𝑖𝑖 ), in

equation (3.11) is the summation of individual atom potentials which represents the effect
of external force field on the system, including restraint force from container wall; the
second term is the summation of pair potentials representing the interactions within pairs
which dominates total potential energy and is proportion to relative distance; the third
term is the summation of three-body potentials representing the interactions within
triplets, which makes contribution to the total potential energy in liquid (Barker and
Henderson 1976) and is proportional to the extent of molecular polarization but increases
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the cost of computation dramatically. The order of magnitude of three-body potential can
be approximated as equation (3.12) (Axilrod and Teller 1943)
Ο(𝑣𝑣3 ) ~

𝐸𝐸𝛼𝛼 3

3 𝑟𝑟 3 𝑟𝑟 3
𝑟𝑟12
23 31

(3.12)

where, E is the ionization energy, 𝛼𝛼 is the polarizability, 𝑟𝑟12 , 𝑟𝑟23 , 𝑟𝑟31 are distances

between atoms within triplet. Four-body potential and more multi-body potentials are
neglectable in the order of magnitude.
As pair potentials dominate the total potential energy, in order to balance the
simulation accuracy and computational cost, pair potentials and three-body potentials can
be approximately represented in the form of equation (3.13) together (Allen 2017),
∑𝑖𝑖 ∑𝑗𝑗>𝑖𝑖 𝑣𝑣 ′ 2 (𝒓𝒓𝑖𝑖 , 𝒓𝒓𝑗𝑗 ) = ∑𝑖𝑖 ∑𝑗𝑗>𝑖𝑖 𝑣𝑣2 (𝒓𝒓𝑖𝑖 , 𝒓𝒓𝑗𝑗 ) + ∑𝑖𝑖 ∑𝑗𝑗>𝑖𝑖 ∑𝑘𝑘>𝑗𝑗 𝑣𝑣3 (𝒓𝒓𝑖𝑖 , 𝒓𝒓𝑗𝑗 , 𝒓𝒓𝑘𝑘 )

(3.13)

where, 𝑣𝑣 ′ 2 is the effective pair potentials and can be influenced by the ensemble size as a
tradeoff.

Thus, according to the number of atoms involved in an interaction, the ensemble
potential energy can be simplified as a summation of individual atom potentials and
effective pair potentials as shown below
𝑉𝑉 = ∑𝑖𝑖 𝑣𝑣1 (𝒓𝒓𝑖𝑖 ) + ∑𝑖𝑖 ∑𝑗𝑗>𝑖𝑖 𝑣𝑣 ′ 2 (𝒓𝒓𝑖𝑖 , 𝒓𝒓𝑗𝑗 )

(3.14)

In order to implement pair potentials into numerical simulations, generally there is
an effective distance 𝑟𝑟′𝑚𝑚 between each pair of atoms where the total internal force equals
to zero. Repulsive and attractive forces impede atoms to move away from the effective

distance. Due to the overlapping of electron clouds and closer distance between protons,
repulsive force dominates when the distance 𝑟𝑟 < 𝑟𝑟′𝑚𝑚 ; attractive force decays as the

distance increases, 𝑟𝑟 > 𝑟𝑟′𝑚𝑚 ; Once beyond a truncated cutoff distance for pair potential,
𝑟𝑟1 , the pair potential equals zero. Coulomb forces between charges, as presented in
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equation (3.15), is implemented as a supplement to represent long range interactions, its
cutoff distance 𝑟𝑟2 is beyond 𝑟𝑟1

𝑣𝑣𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 �𝑟𝑟𝑖𝑖𝑖𝑖 � =

𝑞𝑞𝑖𝑖 𝑞𝑞𝑗𝑗

4𝜋𝜋𝜖𝜖0 𝑟𝑟𝑖𝑖𝑖𝑖

(3.15)

where, 𝑟𝑟𝑖𝑖𝑖𝑖 is the relative distance between charges, 𝑞𝑞𝑖𝑖 and 𝑞𝑞𝑗𝑗 are charges on atom 𝑖𝑖 and 𝑗𝑗,
𝜖𝜖0 is the permittivity of free space constant.

By definition, a long-range force’s spatial term related to relative distance 𝑟𝑟

decays slower than 𝑟𝑟 −𝑑𝑑𝑑𝑑𝑑𝑑 , where 𝑟𝑟 is the relative distance and 𝑑𝑑𝑑𝑑𝑑𝑑 is the dimensionality

of system. (Allen 2017) The cutoff distance of long-range force 𝑟𝑟2 should be smaller than

half size of simulation box dimensions to avoid problem during simulation loops. In order
to minimize the effects of truncated long-range forces on the total energy, the
straightforward idea to is to expand the system ensemble size to increase the number of
summation terms 𝑗𝑗 for each charge 𝑖𝑖 in ∑𝑖𝑖 ∑𝑗𝑗>𝑖𝑖 𝑣𝑣 ′ 2 (𝒓𝒓𝑖𝑖 , 𝒓𝒓𝑗𝑗 ). The other method following

similar thinking of adding more terms in each charge energy calculation is implementing
long-range solvers with specific boundaries, such as Particle-Particle Particle-Mesh
(PPPM) solver (Hockney and Eastwood 1989) with periodic boundaries.
In a molecular system, additional types of potential energy play a role in affecting
the ensemble properties. Chemical bond energy is introduced which can be simplified as
harmonic or rigid bond energy and represented as an interatomic potential energy term
(Chandler, 1982). Bending, as shown in figure 3.1, is the main vibrational mode of water
molecules under room temperature (Max, 2009), which is stable within a corresponding
vibrational temperature. Thus, it can be represented by a harmonic function. The
vibrational temperature is calculated as shown in equation (3.16)
𝑇𝑇𝑔𝑔 =

ℎ∙𝑣𝑣
𝑘𝑘𝑏𝑏

= 2302 (K)

(3.16)
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where 𝑣𝑣 is wavenumber, which is ~1600 𝑐𝑐𝑐𝑐−1 , ℎ is Planck constant, 𝑘𝑘𝑏𝑏 is Boltzmann
constant.

Figure 3.1 Bending Vibration
In a sum, for an atomic system, the total potential energy function can be written
as equation (3.17). For a molecular system the total potential energy can be expressed in
terms as equation (3.18), where 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓_𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 is equal to external force field, 𝑉𝑉𝑑𝑑𝑖𝑖ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 is

dihedral angle potential, it is the same as torsion potential, 𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is improper dihedral

angle potential, 𝑉𝑉𝐿𝐿𝐿𝐿𝐿𝐿 is the long-range force solver.

𝑉𝑉 = 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓_𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

(3.17)

𝑉𝑉 = 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓_𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑉𝑉𝐿𝐿𝐿𝐿𝐿𝐿 + 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 + 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑉𝑉𝑑𝑑𝑑𝑑ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 (3.18)
3.1.3 The Verlet Integration Algorithm

Knowing the governing equation of motion and the details of the potential energy,
a finite difference method can be applied to convert the differential equations into a
discrete form which can be coded numerically. An integration algorithm commonly used
in finite difference method, the Verlet integration relationship between two time
instances, 𝑡𝑡 and 𝑡𝑡 + ∆𝑡𝑡 are presented in equations (3.18) to (3.20).
1

𝑟𝑟⃗(𝑡𝑡 + ∆𝑡𝑡) = 𝑟𝑟⃗(𝑡𝑡) + 𝜈𝜈⃗(𝑡𝑡)Δ𝑡𝑡 + 𝑎𝑎⃗(𝑡𝑡)Δ𝑡𝑡 2
𝜈𝜈⃗(𝑡𝑡 + ∆𝑡𝑡) = 𝜈𝜈⃗(𝑡𝑡) +

2

𝑎𝑎�⃗(𝑡𝑡)+𝑎𝑎�⃗(𝑡𝑡+∆𝑡𝑡)
2

∆𝑡𝑡

(3.18)
(3.19)
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𝑎𝑎⃗(𝑡𝑡 + ∆𝑡𝑡) =

−∇ 𝑉𝑉(𝑟𝑟⃗(𝑡𝑡+∆𝑡𝑡))
𝑚𝑚

(3.20)

where, ∆𝑡𝑡 is the timestep, 𝑎𝑎⃗ is the acceleration. Given the position, velocity and potentials
at time 𝑡𝑡 as the initial condition, the acceleration, as a gradient of potentials, is updated in
terms of position at the same timestep; position of the next timestep is then updated in

terms of the position, velocity and acceleration at timestep 𝑡𝑡. As the acceleration in the

next timestep is known, the velocity of the next timestep is updated in terms of the

velocity at time 𝑡𝑡, and the average of accelerations at both time instants. Thus, position,
velocity and acceleration can be update by this algorithm numerically.
3.2 LAMMPS
LAMMPS, which is a classical multidimensional molecular dynamics code
integrating Newton’s equation of motion for interacting particles, is utilized as the MD
simulation platform in this work. LAMMPS incorporates all the classical MD algorithms
and can run on a parallel machine which takes less wall clock. The simulation timestep
can be as small as 0.1 femtoseconds, the corresponding frequency is 1016 Hz, which is

two orders of magnitude larger than a water molecule’s bending frequency of 1014 Hz.

This makes LAMMPS capable of describing water’s molecular vibration. The size of

particles can be as small as angstrom and the maximum allowable number of particles is
around 2 billion, which is more than capable of resolving the shockwave thickness
microscopically. In addition, a variety of boundaries and constraints have been
implemented with LAMMPS which are applicable to Lagrangian shockwave propagation
configurations. These features make LAMMPS capable of simulating a Lagrangian shock
process and estimating the thickness of shockwave numerically.

21
3.2.1 General LAMMPS Flow Chart
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Atom or Molecule
Definition

Force field, thermostat,
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Property calculation,
etc.

Setting

Timestep, Iterations,
equilibration, Restart,
etc.

Run and Debug
Figure 3.2 LAMMPS Flow Chart

In order to initiate a MD simulation, units, initial boundary conditions and state
information are evaluated at the beginning. Then system size (spatial size and ensemble
size) is determined by the MD simulations. The Hugoniot Hydrostatic compression
algorithm, which is a pre-define simulation within LAMMPS (Ravelo 2004), can
determine a Hugoniot point by volumetrically compressing a substance until it comes to
the temperature and pressure equilibrium with the Rankine-Hugoniot equation. Hugoniot
Hydrostatic Compression simulations which are performed to validate the water models
under shock conditions only need thousands of lattices as Hugoniot state properties are
intensive properties. Lagrangian shockwave propagation process simulation in liquid
argon and water both need hundreds of thousands of lattices and millions of atoms are
distributed in the system which increases the computational cost dramatically. A
molecular system requires additional information related to the molecular topology in
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addition to the atomic system, which can be acquired from literature obtained from,
experimental results fitting and quantum simulations. Once the framework of the system
is set up, the system must be brought to equilibrium. This is done by inputting potentials
and thermostats and iterating the system in time. This is done in order to avoid
introducing singularities due to the distortion of the system after arbitrarily distributing
particles, which can be monitored via bulk properties fluctuations. Once the system
equilibration is established, it will be used as the initial state for subsequent simulations.
Additional constraints and corresponding changes to the boundary can be applied to
perform shock process simulations. In order to make MD simulations more efficient, the
timestep can be adjusted in different stages of iterations; system results can be output and
checked regularly, which can provide an opportunity to modify and restart the simulation.
3.2.2 Boundary Conditions
Boundary conditions for a MD simulation include system exterior boundaries and
simulation box geometry constraints to atoms. The algorithms for boundary conditions
are introduced when particles appear on the surface of the simulation box.
First, periodic boundary conditions replicate the simulation box side by side along
the assigned direction to form an infinite system in that direction, as shown in figure 3.3.
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Figure 3.3 2-D Schematic of Periodic Boundary Conditions (Katiyar 2018)

Figure 3.4 Piston Wall Algorithm (Plimpton 1995)
Figure 3.3 demonstrates periodic boundary conditions in two dimensions. The
center box is the simulation box which is replicated along both horizontal and vertical
directions. Once any particle in the center box moves out of boundary, all images
(including the center box and the surrounding duplicated boxes) will move along the
same direction, which makes the center box infinite in two directions. This boundary is
applied to simulated large systems with small ensembles. There are two types of nonperiodic boundaries, fixed boundary in which the boundary is fixed and atoms can move
through, and shrink-wrapped boundary in which the boundary will be adjusted to
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encompass all the atoms, can be applied with different types of wall constraints, such as
wall/piston (figure 3.4), wall/reflect, wall/Lennard-Jones and etc., to establish distinctive
configurations.
3.2.3 Algorithms of Thermostat
From Newton’s equation of motion, trajectories including positions, velocities,
accelerations of particles can be calculated by knowing the initial positions of the atoms,
an initial velocity distribution and an initial acceleration which is determined by the
gradient of potential energy function. The Verlet integration algorithm (Chapter 3.1.3)
numerically update the time related to the trajectories without compromising the
accuracy.
The algorithms described above along with the thermostat NVE algorithm
(constant number of atoms N, constant volume V, and conservative total Energy E) offer
a solution for conservative ensemble which is isolated without energy exchange with
environment. Additional NVT (constant number of atoms N, constant volume V, and
constant temperature T) and NPT (constant number of atoms N, constant exterior
pressure P, and constant temperature T) thermostat and barostat are also already
incorporated in LAMMPS to provide solutions for ensembles having energy exchange
with environment.
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IV.

MD Simulation of Liquidus Atomic System
Since the first MD simulation was published in late 1950s (Alder and

Wainwright, 1957,1959), the MD method has been widely implemented to reproduce the
behaviors of materials, especially in small ensemble sizes. According to molecular
dynamics theory, an atomic system is an intermediate system to study a molecular
system. Inspired by this, liquid argon was selected as a medium to learn and verify the
capability of LAMMPS to model a Lagrangian shockwave propagating through a large
ensemble. Since liquid argon is a monoatomic system with a Lennard-Jones pair
potential, which is also well researched with sufficient literatures.
4.1 Equilibration of Initial Ensemble
In order to simulate an ensemble of liquid argon in three dimensions, the system
must first be constructed according to known initial state properties. Atoms are inserted
into the computational domain as face-centered cubic (FCC) lattices, as shown in figure
4.1. The initial velocities of the atoms are assigned with a Gaussian distribution with a
mean of zero to reach a thermodynamically steady. There are 4 atoms in one FCC lattice,
once the initial density is known from literatures, the side length of FCC lattice can be
calculated from equation (4.1), where M the molar mass of Argon, 𝑁𝑁𝑁𝑁 is the Avogadro

constant. The ensemble is iterated to equilibration under the thermostat NVT algorithm
with periodic boundaries along three directions.
3

4∙𝑀𝑀

𝑎𝑎 = �
𝜌𝜌∙𝑁𝑁𝑁𝑁

(4.1)
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Figure 4.1 FCC Lattice Structure (Mayer 2007)
4.2 Potential Energy
Regarding to the effect of external force field on potentials, presented as the first
term in equation (3.13), because of PPP (periodic boundary along x, y, z direction)
boundaries, there are no external forces during the equilibration stage. Once the atom
ensemble is brought to equilibrium. A new set of boundary conditions are imposed for
the shock wave propagation. During the shockwave propagation process, a rigid
piston/wall is moved at a given particle velocity 𝑈𝑈𝑝𝑝 which exerts external force on the

ensemble and generates corresponding shockwave traveling at a shock speed of 𝑈𝑈𝑠𝑠 ,

Then, thinking about the pair potentials, presented as the second term in equation

(3.13), which is equal to the Lennard-Jones (L-J) pair potential as equation (4.2) and
figure 4.2. The truncated form of the L-J potential is presented in equation (4.3 and 4.4),
where 𝑟𝑟𝑐𝑐 is the cutoff distance, 𝑟𝑟𝑚𝑚 is the distance corresponding to the minimum energy 𝜖𝜖.

The L-J parameters are listed in table 4.1 (Mortimer 2008; White 1999).
𝜎𝜎

𝜎𝜎

(4.2)

𝜎𝜎

𝜎𝜎

(4.3)

𝑉𝑉𝐿𝐿−𝐽𝐽 = 4𝜖𝜖 �( )12 − ( )6 �
𝑟𝑟

𝑟𝑟

𝑉𝑉𝐿𝐿−𝐽𝐽 = 4𝜖𝜖 �( )12 − ( )6 � (𝑟𝑟 ≤ 𝑟𝑟𝑐𝑐 )
𝑟𝑟

𝑉𝑉𝐿𝐿−𝐽𝐽 = 0 (𝑟𝑟 > 𝑟𝑟𝑐𝑐 )

𝑟𝑟

(4.4)
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Figure 4.2 Lennard-Jones Pair Potential
Table 4.1 Lennard-Jones Parameters for Liquid Argon
𝑟𝑟𝑚𝑚
𝜖𝜖
𝜎𝜎
𝑟𝑟𝑐𝑐

3.8 E-10 m

0.0108 eV

0.375 nm

9.644 Angstrom

4.3 MD Simulation Specifications
The initial equilibration state (density and temperature) and 𝑈𝑈𝑝𝑝 are calculated to

match the pre-shock state in Hoover’s paper (Hoover 1979). Once the ensemble reached
equilibration, a rigid piston/wall with shrink-wrapped boundary is imposed on the
ensemble in the shock direction to generate a shockwave. The MD simulation
specifications for this calculation are listed in table 4.2. The lattice cube length is
calculated from the initial density which is not equal to the mean free path of argon. This
simulation was performed on 56 cores of the computer cluster. In order to produce bulk
properties, like density, ensemble is divided into bins along the shock direction. A bin
size of 1 Angstrom is applied. The bulk properties can be calculated once knowing the
number of atoms and volume of each bin.
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Material

Table 4.2 MD Simulation Specifications of Liquidus Argon

Phys. &
Chem.
Specifications

Simulation
Specifications

Argon (Liquid)

Potential Function
(P.F.)
B.C. Temperature
(Kelvin)
Up (km/s)
Box Dimensions
(Angstrom)
Atom Numbers
Time Step
(Picosecond)
Equilibrium
Iterations

L-J 12-6
131
0.65
50x50x200
Lattices

P.F. Cutoff
9.644
(Angstrom)
Pressure 63.298 Density
1.1105
(Bar)
(g/cm^3)
Us (km/s)
~1.8
Lattice Length
6.208
(Angstrom)
2,000,000
0.001

200000

Shock Iterations

60000

4.4 Shockwave Profile Comparison

Figure 4.3. Shockwave Density Profile Comparison
Figure 4.3 is the shockwave density profile comparison from MD simulation and
the literature plot from Hoover, where the asterisk marks represent the solution of NavierStoke equations by Hoover (Hoover 1979) and the circular dots represent MD simulation
result of shockwave in liquid argon. As shown in figure 4.3, MD simulation density ratio,
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post-shock/pre-shock, is 1.543, which is 1.435 in Hoover’s work. There is a 7.5%
difference. In this simulation, there is only pair potential used to calculated interaction
forces, while three-body potential can contribute up to 10% argon lattice energy (Allen,
2017). Figure 4.4 is the post processed MD shock wave thickness convergence trend. The
simulation time equals to timestep times iterations. For a steady shockwave profile, in
order to avoid boundary fluctuations, the middle 60 percentile data are used to derive the
corresponding shockwave thickness. Shockwave thickness simulated by MD is ~9.5421
Angstrom. Using the same criteria to derive shockwave thickness from Hoover’s data, it
is ~8.1933 Angstrom.

Figure 4.4 Shockwave thickness convergence trend
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V.

MD Simulations of Water
Since the first paper in regard to molecular dynamic simulations of water was

published in the early 1970s (Stillinger and Rahman 1971), considerable groups of people
and effort have been put into resolving the thermodynamic behavior of water using
molecular dynamic simulation. Considerable effort has focused on developing potentials
between water molecules by adapting fits based on experimental data or even smaller
scale calculations (quantum scale simulations).
5.1 Water Molecule Properties
When transitioning from the Argon monoatomic system to a molecular water
system, understanding the realistic water molecular properties becomes necessary.
Contrast to monoatomic system, water molecule is composed of two hydrogen and one
oxygen atoms via two H-O covalent bonds in a bent form. Due to the difference in
electronegativity, both bond dipole moments point form hydrogen to oxygen, which
make hydrogen partial positive 𝛿𝛿 + and oxygen partial negative 𝛿𝛿 + . Because of the

asymmetric geometry of water molecule, the net dipole moment of water molecule is as

figure 5.1 shown. As a result of charges on hydrogen and oxygen, intramolecular
hydrogen bond’s form is presented in Figure 5.2, which can affect the crystal structure of
ice and also contribute to the high boiling point, melting point, specific heat and
viscosity.
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Figure 5.1 Polarity of Water Molecule

Figure 5.2 Intramolecular Hydrogen Bond
According to the characteristics of water molecule, on top of L-J potential, bond
energy term, 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 , is introduced into potentials to account for H-O chemical covalent

bond; bending energy term, 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 , is introduced to account for H-O-H angle changes;
coulomb forces, 𝑉𝑉𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 , are introduced to account for partial charges on hydrogen and
oxygen and intermolecular hydrogen bond; polarization potential, 𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 , is added

accounting for molecule dipole moment as presented in Figure 5.1. Thus, the updated
potential equation for water can be presented as equation (5.1) with utilizing long-range
force solver.
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𝑉𝑉 = 𝑉𝑉𝑒𝑒𝑒𝑒_𝑓𝑓 + 𝑉𝑉𝐿𝐿−𝐽𝐽 + 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 + 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 + 𝑉𝑉𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + 𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑉𝑉𝐿𝐿𝐿𝐿𝐿𝐿

(5.1)

where, 𝑉𝑉 is the total potential energy of water, 𝑉𝑉𝑒𝑒𝑒𝑒_𝑓𝑓 is the potential related to external
force field, 𝑉𝑉𝐿𝐿𝐿𝐿𝐿𝐿 is the long-range correction term.
5.2 Water Topology Models

Water topologies models can be classified into two categories, rigid and flexible.
In rigid topology models, the specific bonds and angles are fixed and there are no bonded
interactions. In flexible topology models, the changes in bond lengths and angles are
described by extra equations, such as harmonic motion equation. The combination of
bond potentials and bending potentials can represent vibration potentials. In order to
characterize polarizability of topology model, explicit polarization term can also be
implemented, which can be calculated from dimer, trimer etc. or fitting matches.
Based on equation (3.17), considering all the characteristics of water molecule,
the potential energy can be organized in the form of equation (5.2),
𝑉𝑉 = 𝑉𝑉𝑒𝑒𝑒𝑒_𝑓𝑓 + 𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑉𝑉𝐿𝐿𝐿𝐿𝐿𝐿 + 𝑉𝑉𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 + 𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

(5.2)

where 𝑉𝑉𝑑𝑑𝑖𝑖ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 are zeros according to the geometry of water molecule.

The pair and vibration potentials are composed of multiple components
𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑉𝑉𝐿𝐿−𝐽𝐽 + 𝑉𝑉𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑉𝑉𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 = 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 + 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

(5.3)
(5.4)

when considering the ability of these potentials to model the complex
thermodynamic behavior of water, a polarizable flexible model is capable of simulating
the water system completely. A flexible model will omit information related to the
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polarity of water molecule. A rigid model will omit information related to molecular
vibration and polarization.
Considering the low post-shock pressure range (below 4 Gpa), water phase
diagram (Wagner et al. 1994),

Figure 5.3 Phase Diagram of Water (Wagner et al. 1994)
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Figure 5.4 P-T Hugoniot curve (Cowperthwaite and Shaw 1969) in Water Phase Diagram
Figure 5.3, and shock Hugoniot P-T curve (Cowperthwaite and Shaw 1969), are
plotted in the same plot as shown in figure 5.4. Although P-T curve gets closer to the
boundary of Ice/liquid with Hugoniot temperature increasing, there is no crossover point
which means no phase changes. For experiments under shock loadings which pressures
range from 0.5 Gpa to 1.4 Gpa, there is no phase changes as well and the Hugoniot
temperature variance is small.
5.3 MD Hugoniot Hydrostatic Compression (HHC) Simulations
In order to test the applicability of water topology models in the MD simulation
during shock conditions, Hugoniot hydrostatic compression simulations were conducted
for several MD water models. Results are compared to LASL shock Hugoniot data
(Marsh 1980) and liquid universal Hugoniot curve (Woolfolk et al. 1973).
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5.3.1 Equilibration of Initial Ensemble
The simulation procedures are similar to those presented in Chapter 4. Water
molecules are distributed as uniform Body-centered cubic (BCC) lattices as presented in
figure 5.5. Each lattice contains one water molecule and the side length of the lattice is
calculated from an initial equilibrium state density as equation (5.5) shown. Reversely,
the bulk density can be calculated in the MD simulation once knowing the volume and
atom numbers within this volume.
3

𝑀𝑀

𝑎𝑎 = �
𝜌𝜌∙𝑁𝑁𝑁𝑁

(5.5)

Figure 5.5 Initial Molecular Distribution of Ensemble
A Gaussian velocity distribution is assigned to the ensemble before using NoseHoover thermostat (NVT) to set the ensemble to equilibrium. Periodic boundaries are
applied along all the dimensions to imitate a large ensemble computationally. Then,
Hugoniot hydrostatic compressions are simulated from equilibration state by using the
following equation (5.6) (Ravelo 2004)
1

𝑇𝑇𝑡𝑡 − 𝑇𝑇 = 2

(𝑃𝑃+𝑃𝑃0 )(𝑉𝑉0 −𝑉𝑉)+(𝐸𝐸0 −𝐸𝐸)
𝑁𝑁𝑑𝑑𝑑𝑑𝑑𝑑 𝑘𝑘𝐵𝐵

(5.6)
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where, variables without subscripts are instantaneous properties; variables with subscript
𝑡𝑡 are the target Hugoniot properties; variables with subscript 0 are initial properties. P is

pressure, V is volume, E is total energy, 𝑁𝑁𝑑𝑑𝑑𝑑𝑑𝑑 is the degree of freedom, which equals 3 in
three-dimension simulations.

Bulk temperature T is calculated as equation (5.7), which is in terms of atomic
mass and velocities.
𝑇𝑇 =

2
2
2
∑𝑁𝑁
𝑖𝑖=1 𝑚𝑚𝑖𝑖 (𝑣𝑣𝑖𝑖𝑖𝑖 +𝑣𝑣𝑖𝑖𝑖𝑖 +𝑣𝑣𝑖𝑖𝑖𝑖 )

𝑁𝑁𝑑𝑑𝑑𝑑𝑑𝑑 𝑁𝑁𝑘𝑘𝐵𝐵

(5.7)

The corresponding bulk pressure P is calculated as equation (5.8),
𝑃𝑃 =

𝑁𝑁𝑘𝑘𝐵𝐵 𝑇𝑇
𝑉𝑉

+

′

∑𝑁𝑁
𝑖𝑖 𝑟𝑟𝑖𝑖 ∙𝑓𝑓𝑖𝑖
𝑑𝑑𝑑𝑑

(5.8)

where, 𝑉𝑉 is the volume, N is the total number of atoms in the volume, 𝑑𝑑 is the dimension
of the system, 𝑁𝑁 ′ includes atoms in ghost images when periodic boundary is applied, as

demonstrated in Figure 3.3. 𝑟𝑟𝑖𝑖 is the position vector, 𝑓𝑓𝑖𝑖 is the force vector, the virial term
′

∑𝑖𝑖𝑁𝑁 𝑟𝑟𝑖𝑖 ∙ 𝑓𝑓𝑖𝑖 including all the potential related to atom i. (Thompson 2009; Plimpton 1995)
Rigid 3-sites SPC/E model, rigid 4-sites TIP4P model and flexible 3-sites

SPC/Fw model are implemented in the MD HHC simulations with PPPM long-range
force correction solver.
5.3.2 Potential Energy
Potential energy can be partitioned as equation (5.1). The modified isothermalisobaric (NPT) barostat is applied during HHC integration processes, where external
pressure is constant. Therefore, 𝑉𝑉𝑒𝑒𝑒𝑒_𝑓𝑓 , which is the potential related to external force
field, can be determined by the internal and external pressure difference.

37
𝑉𝑉𝐿𝐿−𝐽𝐽 is L-J pair potential as presented in equations (4.2) to (4.4). 𝑉𝑉𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 , which is

the potential contributed by Coulombic force, is calculated as equation (5.9)
𝑣𝑣𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =

𝐶𝐶𝑞𝑞𝑖𝑖 𝑞𝑞𝑗𝑗
𝜖𝜖𝜖𝜖

(5.9)

(𝑟𝑟 < 𝑟𝑟𝑐𝑐 )

where 𝑟𝑟 is the relative distance between charges, 𝑞𝑞𝑖𝑖 and 𝑞𝑞𝑗𝑗 are charges on particles 𝑖𝑖 and

𝑗𝑗, 𝜖𝜖 is the dielectric constant, and 𝐶𝐶 is an energy conversion constant.

𝑉𝑉𝐿𝐿𝐿𝐿𝐿𝐿 is the long-range correction term, where the particle-particle particle-mesh

(PPPM) algorithm is implemented. 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 and 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 are potential terms related to bond
stretching and bending, which can be characterized by harmonic functions presented in
equations (5.10) and (5.11)
𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 𝐾𝐾(𝑟𝑟 − 𝑟𝑟0 )2

𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐾𝐾(𝜃𝜃 − 𝜃𝜃0 )2

(5.10)
(5.11)

where 𝐾𝐾 is a prefactor which can be calculated from literatures, 𝑟𝑟0 is the equilibrium

bond distance, 𝜃𝜃0 is the equilibrium value of angle. 𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 is an explicit term related to
polarization of water molecules which varies by models.
5.3.3 HHC Simulation Results
3-sites models use 3 electrostatic interaction points to imitate water molecule as
illustrated in figure 5.6. 4-sites models use 4 electrostatic interaction points to imitate
water molecule as illustrated in figure 5.7. There is a massless site M with split charge
from Oxygen atom to imitate electron cloud around oxygen, which has an influence on
the polarity of the water molecule. For each water topology, a series of target Hugoniot
states are inputted in the HHC simulation to test the feasibility of water models under
shock condition.
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Figure 5.6 3-sites water topology

Figure 5.7 4-sites water topology
5.3.3.1 SPC/E-pppm Model
SPC/E model is a 3-sites rigid model, which fixes the angle between bonds and
bond lengths. Only Lennard-Jones(L-J) potential of Oxygen between molecules is
included, the rest of the L-J interactions are neglected. In order to better imitate the
polarizability of water molecule, an average constant correction is added to the potential
energy function as:
1

𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = ∑𝑖𝑖
2

(𝜇𝜇−𝜇𝜇0 )2
𝛼𝛼𝑖𝑖

.

(5.12)

where, 𝜇𝜇 is the dipole moment of effective pair model, 𝜇𝜇0 is the dipole moment of
isolated water molecule, 𝛼𝛼𝑖𝑖 is a polarizability scalar.

In this case, a long-range coulombic force correction solver kspace_pppm is used.

The Interatomic distribution function G(r) is outputted to check the effective cutoff
distance for L-J and Coulombic force. The simulation parameters setting is presented in
table 5.1.
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Table 5.1 Simulation Parameters, SPC/E
Units
real
Ensemble Size
30x30x30
Equilibration Timestep
2
Equilibration Iterations
10000
Hugoniot Timestep
2
Hugoniot Iterations
60000
LJ cutoff
10
Coul cutoff
10
O mass
15.9994
H mass
1.008
O charge
-0.8476
H charge
0.4238
LJ epsilon of OO
0.1553
LJ sigma of OO
3.166
LJ epsilon, sigma of OH, HH
0
r0 of OH bond
1
theta of HOH angle
109.47
Rigid
yes

units box
Femtoseconds
Femtoseconds
Angstroms
Angstroms
g/mole
g/mole
Electron charge
Electron charge
Kcal/mole
Angstroms
Angstroms
Degree

Figure 5.6 Equilibration Convergences of Density, SPC/E
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Figure 5.7 Equilibration Convergences of Temperature, SPC/E

Figure 5.8 Equilibration Convergences of Pressure, SPC/E
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Figure 5.9 Radial Distribution Function, SPC/E, O-O

Figure 5.10 Radial Distribution Function, SPC/E, H-H
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Figure 5.11 Distribution Function, SPC/E, H-O
Once the cutoff distances of L-J potential and Coulomb force changes, molecular
topology model changes. In order to prove the convergence after changing the cutoff
distances, the trends of initial equilibration convergence and distribution functions are
presented from Figure 5.6 to 5.11. Figure 5.12 is the Hugoniot hydrostatic compression
convergence plot in P-T domain from equilibrium state to target state of Hugoniot
pressure 4.133 Gpa, which presents the trajectory of the average of all the molecules in
the ensemble as it marches toward convergence. Figure 5.13 to 5.15 are the convergence
trend of bulk properties under Hugoniot hydrostatic compression along iterations, which
presents that this water model can reach steady Hugoniot state.

43

Figure 5.12 Hugoniot Hydrostatic Compression Convergence Plots
in Temperature-Pressure Domain
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Figure 5.13 Hugoniot Compression Convergence of Density, SPC/E

Figure 5.14 Hugoniot Compression Convergence of Temperature, SPC/E
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Figure 5.15 Hugoniot Compression Convergence of Pressure, SPC/E
Table 5.2 is the LASL experimental shock Hugoniot data, which are inputted in
the MD HHC simulations. Table 5.3 are the data of Hugoniot states by MD simulations.
Both tables are plotted in Figure 5.13 and Figure 5.14.
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Table 5.2 LASL Experimental Shock Huogniot Data
LASL Experimental Data
Hugoniot Pressure
Hugoniot Density
Us
Gpa
g/cm^3
km/s
2.977
1.370
3.314
4.133
1.459
3.620
5.217
1.492
3.972
7.158
1.552
4.482
8.168
1.586
4.700
8.432
1.610
4.715
12.361
1.705
5.481
12.896
1.715
5.559
14.650
1.753
5.839
32.240
2.029
7.973
33.108
2.087
7.973

Up
km/s
0.900
1.144
1.316
1.600
1.741
1.792
2.266
2.324
2.514
4.051
4.160

Table 5.3 LAMMPS SPC/E Model HHC Simulation Data
SPC/E Simulation Results
Hugoniot Pressure
Hugoniot Density
Hugoniot Temperature
Us
Gpa
g/cm^3
K
km/s
2.9775
1.3996
422.302
3.22650
4.1331
1.4558
480.817
3.63170
5.2169
1.4962
540.958
3.96460
7.1572
1.5519
657.856
4.48460
8.1678
1.5754
722.625
4.72750
8.4322
1.5811
739.772
4.78850
12.3630
1.6495
1015.817
5.60190
12.8966
1.6572
1055.877
5.70140
14.6511
1.6804
1190.114
6.01410
32.2351
1.8276
2784.594
8.43610
33.1073
1.8328
2871.726
8.53490

Up
km/s
0.92899
1.14050
1.31848
1.59886
1.73078
1.76402
2.21054
2.26570
2.44001
3.83011
3.88816
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5.3.3.2 SPC/Fw-pppm Model
The main difference between the SPC/Fw model and the SPC/E model is the
vibration harmonic angle between bonds and bonds. The equilibrium angle and bond
length parameters are adjusted to make this model fit bulk properties.
Table 5.4 Simulation Parameters, SPC/Fw
Units
real
Ensemble Size
20x20x20
units box
Equilibration Timestep
1
Femtoseconds
Equilibration Iterations
500000
Hugoniot Timestep
0.1
Femtoseconds
Hugoniot Iterations
20000
LJ cutoff
9
Angstroms
Coul. cutoff
9
Angstroms
O mass
15.9994
g/mole
H mass
1.008
g/mole
O charge
-0.82
Electron charge
H charge
0.41
Electron charge
LJ epsilon of OO
0.1554253
Kcal/mole
LJ sigma of OO
3.165492
Angstroms
LJ epsilon, sigma of OH, HH
0
r0 of OH bond
1.012
Angstroms
theta of HOH angle
113.42
Degree
Angle
37.95
Harmonic
Bond
529.581
Harmonic
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Figure 5.16 Equilibration Convergence of Density, SPC/Fw

Figure 5.17 Equilibration Convergence of Temperature, SPC/Fw
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Figure 5.18 Equilibration Convergence of Pressure, SPC/Fw

Compared with the rigid SPC/E model, the SPC/Fw model takes longer time to
converge to equilibrium (figure 5.16) and Hugoniot states. The converged bulk properties
are closed to the target Hugoniot state properties with fluctuations as presented in Figure
5.19 to 5.21. Table 5.5 lists the bulk properties of Hugoniot states from MD HHC
simulation.

50

Figure 5.19 Hugoniot Compression Convergence of Density, SPC/Fw

Figure 5.20 Hugoniot Compression Convergence of Temperature, SPC/Fw
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Figure 5.21 Hugoniot Compression Convergence of Pressure, SPC/Fw

Hugoniot
Pressure
Gpa
2.9769
4.1340
5.2165
7.1594
8.1684
8.4344
12.3605
12.8923
14.6503
32.2399
33.0959

Table 5.5 LAMMPS SPC/Fw Model Simulation Data
Hugoniot
Hugoniot
Us
Density
Temp
g/cm^3
K
km/s
1.4078
382.495
3.23750
1.4656
422.431
3.63450
1.5099
462.626
3.95450
1.5724
539.294
4.45560
1.5990
580.826
4.68900
1.6050
591.124
4.74940
1.6845
768.977
5.53080
1.6932
795.415
5.62690
1.7204
880.923
5.92900
1.9139
1852.607
8.22310
1.9217
1903.565
8.31280

Up
km/s
0.92027
1.13570
1.31546
1.60026
1.73420
1.76769
2.22242
2.27828
2.45644
3.89385
3.95391
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5.3.3.3 TIP4P-pppm Model
TIP4P-pppm model is a 4-sites rigid model, which has a massless site M with
partial charge from Oxygen atom and fixes the angle between bonds and bond lengths.
Only a Lennard-Jones(L-J) potential of Oxygen between molecules is active, the rest of
the L-J interactions are neglected.
Table 5.6 Simulation Parameters, TIP4P
Units
real
Ensemble Size
30x30x30
units box
Equilibration Timestep
2
Femtoseconds
Equilibration Iterations
10000
Hugoniot Timestep
2 or 1
Femtoseconds
(1 for high Hugoniot
pressure)
Hugoniot Iterations
40000
LJ cutoff
12
Angstroms
Coul. cutoff
10
Angstroms
O mass
15.9994
g/mole
H mass
1.008
g/mole
O charge
-0.10484
Electron charge
H charge
0.5242
Electron charge
LJ epsilon of OO
0.16275
Kcal/mole
LJ sigma of OO
3.16435
Angstroms
LJ epsilon, sigma of OH, HH
0
r0 of OH bond
0.9572
Angstroms
theta of HOH angle
104.52
Degree
r of OM
0.125
Angstroms
Rigid
yes
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Figure 5.22 Equilibration Convergence of Density, TIP4P

Figure 5.23 Equilibration Convergence of Temperature, TIP4P
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Figure 5.24 Equilibration Convergence of Pressure, TIP4P

Besides LASL Hugoniot data, the analytical universal Hugoniot equation for
liquids (Woolfolk et al. 1972) is also included here for comparison,
𝑈𝑈𝑠𝑠
𝑐𝑐0

= 1.37 − 0.37 ∗ 𝑒𝑒

𝑎𝑎3 𝑈𝑈𝑝𝑝
𝑐𝑐0

−

+ 1.62 ∗

𝑢𝑢𝑝𝑝
𝑐𝑐0

(5.13)

where 𝑈𝑈𝑠𝑠 is the shock velocity, 𝑢𝑢𝑝𝑝 is the particle velocity, 𝑐𝑐0 is the sound speed at 1 bar,
and 𝑎𝑎3 is a coefficient which can be tuned to fit various liquids. In Woolfolk’s paper, the
parameters for water are

𝑎𝑎3 = 2, 𝑐𝑐0 = 1.493 𝑘𝑘𝑘𝑘/𝑠𝑠 at 𝑃𝑃 = 1 𝑏𝑏𝑏𝑏𝑏𝑏, 𝑇𝑇 = 298.15 𝐾𝐾.
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Figure 5.25 𝑈𝑈𝑠𝑠 − 𝑈𝑈𝑝𝑝 Plot

Figure 5.26 Hugoniot States Comparison in Pressure-Specific Volume Space

56
In the 𝑈𝑈𝑠𝑠 − 𝑈𝑈𝑝𝑝 Hugoniot space, as Figure 5.25, the plots of all the MD HHC

simulations match the reference well when particle velocity of water is below ~1.8 km/s,
which indicates good compatibility of these models under low shock pressure condition.
With the increase of particle velocity of water, the trends of all MD plots are close to
empirically derived “Universal” Hugoniot fitting curve. As an empirical curve which fits
a lot of liquid data, flexible model result fits better to the curve, which indicates that
vibration energy is important in producing bulk properties of water. In 𝑃𝑃 − 𝜈𝜈 space

(figure 5.26), 3-sites flexible model is also closer to the LASL water data indicating that
degrees of freedom of model have a significant effect on the shock behaviors.
5.3.4 MD Simulation of Shock Process in Water
As the flexible 3-sites SPC/Fw model already incorporates explicit polarization
potential, it has a better ability to model the complex thermodynamic behaviors of water.
In order to establish the Lagrangian shockwave propagation process which has different
boundary configurations compared to MD HHC simulation, as a substitution, the
multilevel summation method (msm) long-range force correction is utilized with fixed
boundary in shock propagation direction. The results from the HHC simulations indicate
that the SPC/Fw model fits the experimental determined Hugoniot states and the
vibration energy plays a more important role in converging ensembles to shock Hugoniot
states rather than more details of molecular geometry. Thus, the flexible 3-sites SPC/Fw
model is implemented within the MD simulation for the shock propagation process.
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Table 5.7 MD Specifications of Shock Process Simulation, SPC/Fw-msm
Topology Model
SPC/Fw-msm
Ensemble Size
20x20x240
Atoms Quantity
288,000
Equilibration Timestep
0.1 fs
st
1 Equilibration Iterations
500,000
st
1 Equilibration B.C.
PPF with L-J 12-6 walls
nd
2 Equilibration Iterations
50,000
2nd Equilibration B.C.
PPF with Reflective walls
Shock Simulation B.C.
PPF with Piston wall/Reflective wall
Shock Simulation Timestep
0.1 fs
Shock Simulation Iterations
150,000
L-J cutoff
9 Angstroms (adjusted from equilibrium
distribution function)
Coulomb force cutoff
Vibration Function
Harmonic
~ 7 nm, Lagrangian shockwave,
Shockwave Thickness
Us = 3.378 km/s (I.M.)
Us = 3.314 km/s (H.S.)
Us = 3.2 km/s (M.D.)

In order to directly compare a simulation to experiments, the piston velocity is set
to a corresponding particle velocity within the Hugoniot data set. The boundary
conditions include periodic boundaries on the cross-sectional edges and fixed L-J walls at
the front and rear ends along the direction; The second configuration replaces fixed L-J
wall with reflective wall which is the same boundary at the rear end during propagation
process. The simulation results are shown in figures 5.27 through 5.30. Shockwave
profile of bulk properties can be derived by assigning small spatial bins along shock
direction. Bulk properties are calculated in each bin first before forming a profile over
large domain. Knowing shock profile, shockwave thickness in water is determined by the
similar criteria used in liquid argon. As demonstrated in Figure 5.27 and 5.28, the red and
blue lanes split profile into three sections. The middle 60 percentile data on shock
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profiles are used to derive the corresponding shockwave thickness (figure 5.29). In Figure
5.30, potential energy components are normalized by post-shock total potential energy. In
order to avoid boundary effects, a subset of post-shock atoms away from piston and
shock front are picked to calculate the total potential energy, which makes that atoms
close to piston has higher than 1.0 normalized energy and the atoms close to shock front
has slightly lower than 1.0 normalized energy. The fluctuations at pre-shock are affected
by the number of atoms in each bin.

Figure 5.27 Lagrangian Shock Profile, Up
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Figure 5.28 Lagrangian Shock Profile, Density

Figure 5.29 Convergence of Shockwave Thickness
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Figure 5.30 Potential Energy Components
The simulation results in a shock velocity of 3.2 km/s which is 3.4% smaller than
LASL Hugoniot data. The shockwave velocity can be calculated by two shockwave
profiles at two time instances. The corresponding shockwave thickness is ~7 nm
calculated by using 20% cutoff criteria, which is the same order of magnitude as
shockwave thickness in atomic liquid system.
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VI.

Planar Impact Experiments
6.1 Experiment Design
6.1.1 Experiment Purpose
Considering the irreversibility and extreme changes between states during a shock

process, a shock wave in water potentially can cause transitions of the water’s molecular
topology and phases. MD simulation results in a Lagrangian shock-wave propagation
process with rapid changes in the particle velocity, shock velocity and pressure.
However, how accurate are these simulations compared to actual shock process? This is
where experiments will be used to provide some validation metrics for the simulations.
Photon Doppler Velocimetry (PDV) is a popular heterodyne laser velocimetry
technique based on measuring the Doppler shift of light. It utilizes laser light as an
electromagnetic wave to monitor the observed velocity, which can be derived from
frequency or wavelength shift of two interfering electromagnetic waves:
𝑓𝑓 ′ = 𝑓𝑓0

1+2𝑈𝑈/𝐶𝐶

�1−(𝑈𝑈/𝐶𝐶)2

(6.1)

where, 𝑓𝑓 ′ is the shifted frequency, 𝑓𝑓0 is the reference frequency, 𝑈𝑈 is the speed of
observer, 𝐶𝐶 is the light velocity.

Given that the light passes through the water in these experiments, the reflective

index of the transmitting media must be considered. Theoretically, the density changes of
medium between pre-shock and post-shock states may cause changes of reflection index,
especially if phase changes happen at shock front, which meets the minimum requirement
of PDV application that observer should be a reflector. It is interesting to see the
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applicability of a PDV system in monitoring shock processes in water. However there are
still multiple target configurations that need to be verified by the experiments: whether
water is transparent to 1550nm laser light at the power amplitudes available with specific
wavelength, whether the laser be continuously absorbed by the water can lead to a rise in
the target temperature; or whether the shock front, with a different index of reflection,
can be tracked by shining PDV laser signal through water.
Once the PDV raw signals are post-processed via a variety of Fast Fourier
Transform (FFT) techniques, a shockwave can be distinguished out of the FFT spectrum
signals. Figure 1 demonstrates a general FFT signal profile which represents the change
in particles velocity with the appearance of an elastic deformation, plastic deformation,
phase transition, shock duration, cyclic loadings and spalling process.

Figure 6.1 Shock Profile Illustrating Different Physical (Meyers 1994)
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Furthermore, as the shock travels over different material interfaces, physical
features in the shock profile will superimpose. Thus, planar impact experiments utilizing
a PDV system can record various specific shock processes. By knowing the geometry of
the target, the recorded signal can be interpreted to yield specific information about the
material response.
As a compliment to the experiments, numerical simulations provide another
approach to interpret the features of spectrum signals, especially as a preliminary
interpretation. Comparisons between hydrocode simulations and experimental data with
the same geometry can be used to further interpret the result.
6.1.2 Optical Attenuation in Water
Because of hydrogen bonding, liquid water has the property of absorption of
electromagnetic radiation. The wavelength of the PDV reference laser is 1550 nm.
According to Palmer and Williams’s data (1974), water readily absorbs near infrared
light, as shown in Figure 6.2.
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Figure 6.2 Optical Absorption of Water
The, according to Beer-Lambert law, represents the absorption of light transmitted
through a medium as a function of special distance. It can be written as:
𝑑𝑑

𝑑𝑑𝑑𝑑

𝐼𝐼(𝑥𝑥) = −𝛼𝛼𝜆𝜆 𝑐𝑐𝑐𝑐(𝑥𝑥)

(6.1)

where, 𝐼𝐼(𝑥𝑥) is the intensity of light at location x; 𝛼𝛼𝜆𝜆 is the absorption coefficient (1/cm)
at a particular wavelength 𝜆𝜆; 𝑐𝑐 is the molar concentration. Integrating both sides, the

light transmitting distance 𝐿𝐿 (cm) is proportion to the concentration of material, 𝑐𝑐, and the

local intensity, 𝐼𝐼(𝑥𝑥),

𝐼𝐼

𝐼𝐼0

= 𝑒𝑒 −𝛼𝛼𝜆𝜆𝐿𝐿

(6.2)

By definition, the absorbance, A is defined as

𝐼𝐼

𝐴𝐴 = −𝑙𝑙𝑙𝑙𝑙𝑙10 � � = 𝜀𝜀𝜆𝜆 𝑐𝑐𝑐𝑐
𝐼𝐼0

Solving equations (6.2) and (6.3) simultaneously results in:

(6.3)
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𝐴𝐴 = 𝛼𝛼𝜆𝜆 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿10 (𝑒𝑒) = 𝜀𝜀𝜆𝜆 𝑐𝑐𝑐𝑐

In Parmer and Williams’s paper, the molar concentration, c, for liquid water at 25 degree
Celsius is 55.345, which is unitless. The absorption coefficient, 𝛼𝛼𝜆𝜆 , of water can be found
by interpolation between wavelength 1563 nm and 1538 nm to be 10.9384 (1/cm). The

laser penetration intensity ratio through different thickness of water layer, L1 = 0.1 inch =
2.54 mm, L2 = 0.125 inch = 3.175 mm, and L3 = 0.16 inch = 4.064 mm,
In conclusion, a 1550 nm laser can penetrate a 4-mm-thick water layer, which
98.8% light intensity getting absorbed. Theoretically, the laser intensity after penetrating
a 2 mm-thick water layer is about one order of magnitude higher than that after
penetrating a 4-mm-thick water layer. These values are shown in Figure 6.3.

Figure 6.3 Laser Penetration Intensity
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6.1.3 Pre-shock Temperature Measurements
Considering the optical absorption properties of water, the water target potentially
can be heated by energy absorption from the laser. For the shock experiments the PDV
laser will be emitting light into the target for between 15 minutes and 8 hours before the
shock experiment may be performed. Therefore, there is concern that the target may be
heated during this time frame. A simple validation experiment was conducted to measure
the effect of water’s optical absorption on the pre-shock temperature.
The validation experiment utilizes a PDV probe to emit laser through a 0.75-inch
diameter and 2.2-mm thickness water target, which is filled in a PMMA cavity. The
outgoing laser is reflected back at the PMMA-aluminum interface and caught by the PDV
probe; power of returned laser energy is displayed in digital readout. Temperature of the
water target is monitored by a pin-point thermocouple centered in the water. The
schematic is shown in figures 6.4 and 6.5.

Figure 6.4 Schematic of Water Optical Absorption Experiment
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Figure 6.5 Cross-section of Schematic

Figure 6.6 Pre-vacuumed Water Target and Untreated Water Target
In order to minimize dissolved minerals and gases in the water, which may
introduce uncertain effects on shockwave properties, distilled water is vacuumed as a
pretreatment process. Both specimens in the figure 6 are settled for half hour after water
is filled. The left specimen is filled with pre-vacuumed distilled water, in which there are
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no visible bubbles; The right specimen in figure 6 is filled with unvacuumed distilled
water from the first trial of this experiment, gas bubbles appear in the unvacuumed
distilled water and attach to the inner surface of PMMA cavity, which introduce voids
and reduce the continuity of water ensemble. Due to the lower shock impedance, 𝜌𝜌𝐶𝐶0 , of

air, the shockwave speed in this medium should be slower than expected value.

Comparing these two specimens’ conditions and considering that the target will be
mounted to the target plate for a few hours during the gun preparing process before
shooting, pre-vacuumed distilled water is utilized in this pre-shock temperature test and
shock experiments. In addition, the targets will be subject to <100 mtorr vacuum for
several hours in the target tank. We want to make sure water is not sucked out of the
target holder by the vacuum.

Figure 6.7 Pre-Shock Temperature Variations
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The pre-shock temperature was recorded every half minute. The water target
filled in the PMMA cavity is the same size as that in the shock experiments, which
weighs around 0.63 gram. As figure 6.7 shows, the laser emits at time 0, the temperature
reaches steady state in less than 5 minutes and no obvious temperature rise over time.
Based on the rise time of the temperature convergence to steady state, the whole
experiment lasts 20 minutes. According to this experiment result, effect of water optical
absorption on temperature can be excluded for a target with similar geometry.
6.1.4 Flyer and Target Design
Marquette University’s shock lab single-stage gas gun can launch 250-gram
projectiles at speeds ranging from 50 m/s to 650 m/s based on charge gas type and
pressure (Figure 6.8).

Figure 6.8 Marquette University Shock Lab Single-stage Gas Gun
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Components of shooting a target can be classified into two groups based on their
functions: Launching the projectile, shockwave producing and data acquisition. In order
to estimate the resulting particle velocity and/or shock velocity produced in the water, a
shock impedance match can be performed between the carbon steel, aluminum, water, as
shown in figure 6.9.

1
2

Figure 6.9 Impedance Matching
The Purple line presents the carbon steel flyer with the initial muzzle speed,
which impacts aluminum buffer (gray solid line) and generates a shockwave propagating
through the buffer. The particle speed and the pressure at this state are determined by the
point where these lines intersect speed is corresponding to the particle speed of aluminum
at the impact moment. Once the shockwave reaches the interface of the aluminum buffer
(gray dot line) and the water (aqua solid line), a shockwave in water is generated. The
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particle speed corresponds to the particle speed at the intersection. Utilize this impedance
match sequence, the particle velocity of water is about 1.23 times of initial flyer speed.
Table 6.1 Impedance Match Parameters
Component Impactor
Buffer
Target Window
Material

Iron

Aluminum

Water

PMMA

ρ (g/cm^3)
S
C0 (km/s)

7.90
1.49
4.60

2.78
1.34
5.30

0.998
1.921
1.647

1.18
1.58
2.43

The parameters in the table 6.1 are used in the analytical impedance match and
equation (6.4) to (6.6) are impedance match equations. Density, 𝜌𝜌, is in the unit of g/𝑐𝑐m3 ;
shock slop, 𝑆𝑆, is unitless e; bulk sound speed, 𝐶𝐶0 , is the in the unit of km/s. 𝑉𝑉 in equation

(6.4) is the initial flyer particle velocity or muzzle speed.

𝑃𝑃1 = 𝜌𝜌1 (𝐶𝐶1 + 𝑆𝑆1 𝑈𝑈𝑈𝑈1 )𝑈𝑈𝑈𝑈1

(6.4)

𝑉𝑉 = 𝑈𝑈𝑈𝑈1 + 𝑈𝑈𝑈𝑈2

(6.6)

𝑃𝑃2 = 𝜌𝜌2 (𝐶𝐶2 + 𝑆𝑆2 𝑈𝑈𝑈𝑈2 )𝑈𝑈𝑈𝑈2

(6.5)

In order to capture shockwave related laser signals, reflective interfaces need to
be formed at the boundaries of target material medium, such as adding a window
component at the rear end. The window also helps maintain the shock state in the water.
Without the window, the water would quickly release back to zero pressure. Figure 6.10
presents the conceptual layout of PDV measurement interfaces. PMMA or acrylic is
widely used as PDV window. All surfaces in the light path should avoid scratches in
order to reduce signal interferences. Thus, the surfaces through which the laser light is to
pass were not machined a cavity in the PMMA. A sputter coating was applied at the front
surface of the window to increase the reflectivity.
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Figure 6.10 Conceptual Sketch of PDV Measurements
The alternative way to build a cavity is piling up plates with different cross
section and sealing the gaps. In a shockwave experiment with water, the target with an
enclosed cavity filled with water is required to be mounted under the vacuumed
environment for at least two hours. Even though, using glue to seal the gaps barely
affects the assembled thickness, but due to multiply constraints of application, such as
sealing with water filled in, it’s difficult to apply glue as a sealant. In contrast, an O-ring
is easy to apply within water, but the assemble thickness is affected by the O-ring groove
dimension and machining tolerance.
Once the sequence of impact materials is determined, the next step is the detailed
design of assembling a target, as figure 6.11 shown. A universal target includes a buffer,
material target, PDV window and a laser probe bridge. For this particular experiment, Orings are utilized at the interface between the buffer/water and water/PMMA (figure 6.11)
to seal the water target in the PMMA cavity.
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Figure 6.11 CAD Shooting Target Explosion View
As shown in figure 11, the PMMA window is laser cut into two components: a
window and a support. The window component functions as both a seal and a PDV laser
window. The supporting component constrains the relative orientation of the window
component to the whole target. The dimension of the window component is determined
according to the sputter coating chamber maximum dimension, which is 2 inches in
diameter. The sputter coating machine is shown in figure 6.12.
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Figure 6.12 GSL-1100X-SPC-12 Compact Plasma Sputtering Coater
Gold material is applied as the film material. The sputter coating film thickness
can be estimated by equation (6.7) according to manual,
𝐷𝐷 = 𝐾𝐾 ∙ 𝐼𝐼 ∙ 𝑉𝑉 ∙ 𝑡𝑡

(6.7)

where, 𝐷𝐷 is the thickness of sputter coating film, with unit in angstrom. 𝐾𝐾 is the material
constant, which is ~0.17 for gold material in Argon. 𝐼𝐼 is the sputtering current, which is

~9 mA. 𝑉𝑉 is the applied voltage, which is 1kV during sputtering. 𝑡𝑡 is the sputtering time
in second.

For each window component, the sputtering time is set to 270 seconds to ensure
that laser cannot penetrate the water/PMMA interface. The goal is to insure all of the
laser light is reflected back. The approximate film thickness is 413.1 angstrom, which can
be neglected compared to the water layer thickness of ~2 mm.
Based on the symmetric impactor geometry, three PZT pins are inserted through
the target with small protrusions (figure 6.11 and 6.13) to calculate the tilt angle between
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actual impact interface and target mount plate, which is used to calibrate the relative time
of the PDV signals.

Figure 6.13. Cross Section of Target
The details of each component are listed in the table 6.2. The external dimensions
of the target are determined by the diameter of target mount plate cavity. The thickness of
each layer is determined based on priorities: water reservoir, aluminum buffer, impactor,
PMMA window and probe bridge. The water reservoir thickness is derived in the optical
attenuation of water section 6.1.2, which is ~2mm. In order to avoid re-shocks from rear
sides interfering with the results too soon in the experimental record, the matching
criteria of the thicknesses of water reservoir, aluminum buffer and carbon steel impactor
should meet the minimum shockwave propagation temporal relationship of
𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

+

𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖_𝑟𝑟𝑟𝑟

≥

𝐷𝐷𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

𝑈𝑈𝑈𝑈𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

+

𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

𝑈𝑈𝑠𝑠𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

(6.8)

where, D is the thickness of each layer, and 𝑈𝑈𝑈𝑈 is the corresponding shock and re-shock
speed. The re-shock speed can be replaced by shock speed as an approximation. For a

shock experiments with muzzle speeds ranging from 200 m/s to 450 m/s, the impedance
matching results are shown in table 6.3.
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Component
Impactor

Table 6.2 Target Component Specifications
Material
Dimensions
1045

Note

1.95" (Dia.) x 0.25" (D)

Carbon Steel
Buffer

Tight-Tolerance

6" (L) x 6" (W) x 3/16" (D)

w/ O-ring groove

0.864" (I.D.) x 1.004" (O.D.) x

Size #020 x

0.070" (C.S.)

2 (Qty.)

7075 Aluminum
O-ring

Aflas

Reservoir/

Pre-vacuumed

0.75" (Dia.) x 0.080" (D)/

Container

distilled water/

4.6" (L) x 4.6" (W) x 0.080" (D)

Cast PMMA
Window

Cast PMMA

4.6" (L) x 4.6" (W) x 1/8" (D)

Probe

Cast PMMA

4.6" (L) x 4.6" (W) x 1/4" (D)

Stain Steel/

#6 - 32 x 1"/

Aluminum

#6

w/ O-ring groove

Bridge
Fasteners

lock washer

Table 6.3 Impedance Match Results for Shock Experiments
𝑈𝑈𝑈𝑈𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
(m/s)

𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖_𝐸𝐸𝐸𝐸𝐸𝐸
(m/s)

𝑈𝑈𝑈𝑈𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏_𝐸𝐸𝐸𝐸𝐸𝐸
(m/s)

𝑈𝑈𝑈𝑈𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤_𝐸𝐸𝐸𝐸𝐸𝐸

220.5

4832.5

5509.1

2180.3

343.9

4961.7

5625.3

2478.3

441.5

5063.4

5716.7

2710.8

(m/s)

Because of the springing characteristic of aluminum when machining and the Oring groove depth of 3/16-inch, all sides tight tolerance CNC machining 7075 aluminum
blanks are used. The carbon steel impactor thickness is picked as 1/4-inch to match the
relationship as equation (6.8) shown. There is no specific optical thickness requirement
for the PMMA layers other than those required by the impedance machining
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requirements. The window layer is 1/8-inch thick, which has a machined O-ring groove.
The probe bridge is ¼-inch thick and holds the probes perpendicular to the window layer.
After designing the longitudinal direction thicknesses, an empirical 45-degree
cone from the impact interface is applied as the initial diameter design criteria to avoid
interference with the cross-section boundary effects. The gas gun barrel has an inner
diameter of 2-inch. The effective impact area is barely smaller than the barrel inner cross
section of the gas gun, which diameter is 1.95 inches. In order to accomidate the water
reservoir, O-ring and PZT pins, the water reservoir diameter is ¾-inch.
6.1.5 Shock Experiment Preparations
In order to achieve a designated flyer velocity, the projectile weight and burst
pressure are adjusted accordingly. Regarding to the burst pressure adjustment, one way is
to switch gas type: Nitrogen and Helium are available as the working gas in the
Marquette shock lab. Since the nitrogen is a heaver gas than helium. The launch velocity
of the projectile can be increased when using helium over nitrogen. However, Helium is
more expensive. The other way is to switch burst disk: the Mylar burst disks have a lower
burst pressure than the aluminum burst disk. Also, the projectile weight can be adjusted
by boring out unnecessary weight from the back of the sabot to achieve the same flyer
velocity at lower burst pressure. Combining these two adjustment methods, a variety of
flyer velocities can be achieved. Figure 6.14 shows the assembled projectile with
embedded impactor at the front and bored rear end. Epoxy adhesive is applied between
the impactor and sabot to strengthen the joint. The sabot material is Polycarbonate. Table
6.4 lists the specifications of the projectiles, working burst gas and disk.
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Figure 6.14 Assembled Projectile

Experimental
Muzzle Speed
𝑈𝑈0

(m/s)

Table 6.4 Projectile, Burst Gas and Disk Specifications
Projectile
Mass

Burst Disk

Length (mm)

Gas

(g)

220.5

279.2

128.549

Nitrogen

3-pc. Mylar

343.9

386.7

128.600

Nitrogen

1/8-inch thick Aluminum

441.5

318.5

128.600

Helium

1/8-inch thick Aluminum
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Considering the difficulty of filling water in target with minimum resolved
minerals and gas, and sealing during vacuum process before shooting, shooting target
components are cleaned and immerged in the distilled water and vacuumed for at least 3
hours before assembled. The whole assemblly process is preformed while submerged in
water. Figures 6.15 to 6.16 show the scale of assembled shooting target and mounted
target before shooting. There is no obvious gas bubble in the water reservoir.

Figure 6.15 Assembled Target
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Figure 6.16 Target Mounted on Plate Before Shooting
6.2 Shock Experiment Results
6.2.1 Flyer Velocity
Two laser light gates, channels 1 and 3, are utilized to record the light blockage
time of a passing projectile. The distance between the light gates is 3/4-inches. The light
gate is triggered at 95% of the idle voltage amplitude, which is shown from figure 6.17 to
6.19 labeled with T1 and T2. The flyer velocity can be calculated based on travel distance
and corresponding time difference T2-T1, listed in the table 6.5.
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Figure 6.17 Trigger Points of Light Gate Signals, Flyer Velocity is 220.5 m/s

Figure 6.18 Trigger Points of Light Gate Signals, Flyer Velocity is 343.9 m/s
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Figure 6.19 Trigger Points of Light Gate Signals, Flyer Velocity is 441.9 m/s

Experiments

T1

Label

(𝜇𝜇𝜇𝜇)

Table 6.5 Flyer Velocity Calculations
T2
T2 - T1 Light Gates Distance
(𝜇𝜇𝜇𝜇)

(𝜇𝜇𝜇𝜇)

1

-8.9927 77.4005 86.3933

2

-6.7748 48.6195 55.3942

3

-7.2240 35.8828 43.1068

(mm)

𝑈𝑈0

(m/s)
220.5

19.050

343.9
441.9

6.2.2 Temporal Calibration of Tilt
6.2.2.1 Impact Plane Equation
Due to manufacturing uncertainty of the impactor and target mount plate surfaces,
tilt angle may occur between the impact plane and the vertical direction. As a result of tilt
angle, impacting moments on the buffer surface may vary slightly according to the
locations of impacting points, as Figure 6.20 to 6.22 shown. Three protruding PZT pins
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are distributed within the impacting area. Plot (a) to (c) is correspond to flyer velocity
220.5 m/s, 343.9 m/s and 441.0 m/s.
In each plot, the first trigger point on flat top of each signal is recorded as the
impacting trigger point, 𝑡𝑡𝑎𝑎 (table 6.5), which can be plugged into equation (6.9) as the
third variable to derive the locus impacting plane (X, Y, t).

Figure 6.20 Trigger points of PZT pins, Flyer Velocity is 220.5 m/s
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Figure 6.21 Trigger points of PZT pins, Flyer Velocity is 343.9 m/s

Figure 6.22 Trigger points of PZT pins, Flyer Velocity is 441.9 m/s
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The buffer and impactor surfaces are assumed to be flat from the initial point
contact to the fully impact point because the buffer is a CNC aluminum blank with 0.002inch tolerance for all sides and the impactor surface is polished. Three PZT pins are
inserted through target with protrusions which are measured from nearest points on buffer
surface to record the impacting time instant. The origin is set at the center of plate. The
locations and protrusions of the PZT pins are listed in table 6.6.

Experimental Up
(m/s)
220.5

343.9

441.5

Table 6.6 Locations and Protrusions of PZT Pins
PZT Pin
Location,
Protrusion,

Trigger Time

Label

(X, Y) (mm)

L (mm)

1

(18.694, 10.795)

0.46

-0.0050

2

(0, -21.590)

0.22

0.9820

3

(-18.694, 10.795)

0.13

2.2320

1

(0, -21.590)

0.49

0.0000

2

(-18.694, 10.795)

0.30

0.6805

3

(18.694, 10.795)

0.48

1.0240

1

(21.590, 0)

0.43

0.2325

2

(-15.240, -15.240)

0.01

0.0015

3

(-15.240, 15.240)

0.03

0.1645

𝑡𝑡𝑎𝑎 (𝜇𝜇𝜇𝜇)

The equation of a plane fixed at the origin can be described by equation (6.9)
𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵 + 𝐶𝐶𝐶𝐶 + 𝐷𝐷 = 0

(6.9)

Combining the location coordinates and protrusions, three PZT pins can determine the
actual spatial impact plane, (X, Y, Z/Protrusion). On top of it, assuming flyer velocity is
constant during the impacting process between PZT pins, a temporal locus impact plane,
(X, Y, t), has the same parameters (A, B, C, D) as the spatial impact plane in table 6.7.
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Table 6.7 Impact Plane Equation Parameters
A
B
C
D

Experiments
Label

1/mm

1/mm

1

1.8016

2
3

𝑈𝑈𝑝𝑝

-8.3920

1/ 𝜇𝜇𝜇𝜇

-1.2108e03

57. 5184

220.5

-10.3619

-14.7930

-1.1226e03

223.7132

343.9

18.4702

-14.0505

-1.2108e03

1.3208e03

441.9

(m/s)

6.2.2.2 Calibration of PDV Signals
Once the impact plane equation is determined, the calibrated shift time, ∆𝑡𝑡, for

each PDV signals is calculated corresponding to the PDV probe location (X, Y), which
are listed in the table 6.8.

Experimental Up
(m/s)
220.5

343.9

441.5

Table 6.8 Calibration of PDV signals
PDV Probe
Location (X, Y)

Calibrated Shift Time

Labels

(mm)

A

(6.5532, 14.0462)

∆𝑡𝑡_𝑃𝑃𝑃𝑃𝑃𝑃 (𝜇𝜇𝜇𝜇)

B

(3.8100, 0)

0.0532

C

(-3.8100, 0)

0.0418

D

(0, 16.5100)

-0.0669

A

(0, -3.8100)

0.2495

B

(0, 3.8100)

0.1491

C

(0, 16.5100)

-0.0183

A

(5.0800, 0)

1.1683

B

(-5.0800, 0)

1.0133

C

(0, 16.5100)

0.8992

-0.0401
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6.2.3 PDV Scope Settings
The nominal scope single or double channel sampling rate, 𝑓𝑓𝑠𝑠 , is 20 GSa/s and the

three or four channel sampling rate is reduced to half, 𝑓𝑓𝑠𝑠 /2. According to the Nyquist-

Shannon sampling theorem, the bandlimit is half of nominal sampling rate, 𝑓𝑓𝑠𝑠 /4, which is
5 GSa/s under four channels working conditions.

The velocity and signal frequency can be converted using equation (6.10), where
𝑉𝑉 is the velocity; 𝑓𝑓 is the signal frequency peak from the Fast Fourier Transform (FFT);
𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 is the beat frequency. The beat frequency can be calculated from the difference

between the wavelength of target and reference laser using equation (6.11) in which 𝐶𝐶 is

the light speed, 𝜆𝜆 𝑇𝑇 is the target laser wavelength, 𝜆𝜆𝑅𝑅 is the reference laser wavelength.
𝑉𝑉 =

(𝑓𝑓−𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 )𝜆𝜆𝑇𝑇
2

𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 𝐶𝐶(

1

𝜆𝜆𝑇𝑇

−

(6.10)

1

𝜆𝜆𝑅𝑅

)

(6.11)

Considering the range of shockwave velocity in water is expected to be between
2km/s and 3km/s, the corresponding net frequency, 𝑓𝑓 − 𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 , is between 2.58 GSa/s and
3.87 GSa/s. By adjusting beat frequency, 𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 , the scope with 5 GSa/s per channel is
capable of capturing the shockwave speed in water.

6.2.4 Fast Fourier Transform (FFT) of PDV signals
6.2.4.1 Fast Fourier Transform (FFT) Settings
Fourier transforms are used to find the frequency components in the PDV signal
before and after shockwave propagates through the target. In general, a digital signal
contains a given number of discrete samples, 𝑁𝑁𝑥𝑥 , which is also called the length of signal.
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An FFT method divides the signal into an initial trial number of sections, 𝑛𝑛𝑛𝑛𝑐𝑐𝑖𝑖 , with a

designated overlapping ratio, 𝑜𝑜𝑜𝑜, in Sample dimension. The relationship between these
parameters, length of each section, 𝑙𝑙𝑙𝑙𝑙𝑙, actual number of sections, 𝑛𝑛𝑛𝑛𝑛𝑛, length of each
overlapping, 𝑙𝑙𝑙𝑙𝑙𝑙, can be calculated by equations (6.12) to (6.14).
𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(
𝑛𝑛𝑛𝑛𝑛𝑛 =

𝑁𝑁𝑥𝑥

𝑛𝑛𝑛𝑛𝑐𝑐𝑖𝑖

(𝑛𝑛𝑛𝑛𝑐𝑐𝑖𝑖 −𝑜𝑜𝑜𝑜)

)

(1−𝑜𝑜𝑜𝑜)

𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑙𝑙 ∗ 𝑜𝑜𝑜𝑜)

(6.12)
(6.13)
(6.14)

Then FFT is computed the using number of points, 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, which is equal to

arbitrary power of 2 in the frequency direction. The Number of FFT points can be
determined by the following relationship:
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = max (256, 2𝑃𝑃 ), 2𝑃𝑃 ≥ 𝑙𝑙𝑙𝑙𝑙𝑙.

(6.12)

The number of FFT points is the maximum number between 256 and 2𝑃𝑃 , where 𝑃𝑃 is the
exponent parameter and 2𝑃𝑃 must be larger or equal to length of sections in samples
direction.
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Table 6.9 FFT Parameter Settings of PDV Signals
Shock Velocity, Water
FFT Parameters
220.5

𝑈𝑈𝑠𝑠𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 (m/s)
343.9

441.5

4.19 Million

𝑁𝑁𝑥𝑥

𝑛𝑛𝑛𝑛𝑐𝑐𝑖𝑖

3000

6000

6000

𝑙𝑙𝑙𝑙𝑙𝑙

1398

699

699

𝑜𝑜𝑜𝑜

0.95

0.95

0.95

𝑛𝑛𝑛𝑛𝑛𝑛

59981

119980

119980

2048

1024

1024

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

1.0e10

𝑓𝑓𝑓𝑓

6.2.4.2 Temporal Understanding of PDV FFT signal features
Once the equation of impact plane is determined by equation (6.9), complimented by
the known protrusions and locations of PZT pins and the locations of PDV probes, the
relative temporal relationship between PZT pins and PDV signals can be overlapped and
displayed in one temporal axis plot, as figure 6.23 shown. In this figure, signals of PZT
pin 2 (Red) and PDV probe B (Yellow) are plotted in one temporal axis plot. The time t0
is the trigger moment of PZT pin 2, t1 is the impact time between flyer and aluminum
buffer, t2 is the arrival of the steady shock state in the aluminum buffer. The time
between t3 and t4 is the period under release effects. By overlapping these two signals,
the unknown PDV signal features can be associated with the temporal impacting
sequence and get explained.
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Figure 6.23 Temporal relationship between PZT pin and PDV signals
6.2.5 Experiment Results Analysis
6.2.5.1 Us-Up Relationship
Experimental flyer velocities are presented in section 6.2.1. According to the
impact sequence, substituting flyer velocities into the Rankin-Hugoniot equations result
in an estimate for the particle velocity in water. Shock-wave velocities in water are the
average read-outs from the PDV signal plot. Shock pressures in water can also be
estimated by equation (6.13), where Us is the shock-wave speed in water.
𝑃𝑃 =

𝜌𝜌0
𝑠𝑠

(𝑈𝑈𝑠𝑠2 − 𝐶𝐶0 𝑈𝑈𝑠𝑠 )

(6.13)
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Expt. Flyer
Velocity
𝑈𝑈𝑈𝑈𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
(m/s)
220.5
343.9
441.5

Table 6.10 Us-Up Relationship
Expt. Particle
Expt. Shock
EOS Shock
Velocity, Water Velocity, Water
Velocity,
Water
𝑈𝑈𝑈𝑈𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤
𝑈𝑈𝑈𝑈𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤
𝑈𝑈𝑈𝑈𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤_𝐸𝐸𝐸𝐸𝐸𝐸
(m/s)
(m/s)
(m/s)
276.2
2151.3
2180.3
432.4
2382.1
2478.3
552.5
2550.6
2710.8

Shock
Pressure, Water
𝑃𝑃𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤
(Gpa)
0.592
1.025
1.405

Figure 6.24 Us-Up Shock Hugoniot Scatter Plot
Figure 6.24 shows the comparison of experimental 𝑈𝑈𝑠𝑠 − 𝑈𝑈𝑝𝑝 results within the

literature, the red stars represent the experimental results from this work. The scatter

distribution of experimental results by this work partially overlaps with the corresponding
domain of literature results but the bulk sound speed of water from experimental 𝑈𝑈𝑠𝑠 − 𝑈𝑈𝑝𝑝
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relationship is higher than literature predictions. The difference between the experimental
results and the literatures can be attributed to the number of data shot, pre-vacuumed
distilled water with denser density (Watanabe and Lizuka 1985) and edge effect of water
capsule wall.
6.2.5.2 Release Edge Effects
Some features of the PDV signals were unexpected, simulations were performed
in order to better explain and understand the details of the shock wave propagation
process in water. Wilkins 1-D code and 2-D iSALE hydrocode are applied in the signal
analysis, as figure 6.25 to 6.28 shown. Figure 6.25 and 6.27 combines the results of the 1D simulation and PDV signals. The elastic yield strength between the experiment and
simulation do not match, thus the results may be affected by input material parameters in
1-D simulation. The impact timing and subsequent rise time match well. From the results
of 2-D simulation represented by figure 6.26 and 6.28, even though target water reservoir
is designed in the empirical 45-degree cone area, the side effects still occur in the
experiments and also explain the form of corresponding feature in PDV signals.
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Figure 6.25 FFT Spectrogram of PDV Signals with 1-D KO Hydrocode Simulation
Result, Particle velocity Up = 276.2 m/s

Figure 6.26 2-D iSALE Hydrocode Simulation Result, Particle velocity Up = 276.2 m/s
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Figure 6.27 FFT Spectrogram of PDV Signals with 1-D KO Hydrocode Simulation
Result, Particle velocity Up = 552.6 m/s

Figure 6.28 2-D iSALE Hydrocode Simulation Result, Particle velocity Up = 552.6 m/s
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VII.

Conclusions
This dissertation investigates the shockwave propagation process in liquid water

system by using continuum and MD numerical simulations and experimental methods.
The shockwave thicknesses in monatomic liquid and molecular systems are at the
nanoscale and have the same order of magnitude. Considering the divergence between
results of Hugoniot hydrostatic compression simulations with different MD water
topology models and LASL Hugoniot data at high shock pressure range, it can be
affected by the accuracy of MD water topology models. Firstly, MD water topology
models adopted in this research were developed for room temperature by ab initial
molecular dynamics method, which lost the accuracy when the bulk state was pushed too
far away from the fitted state. Second, different ab initial sampling approaches, ensemble
size and time scale can affect the accuracy of MD water topology models in reproducing
properties (Kuo 2004). Third, the stand L-J dispersion term at short range without
damping correction has a negative influence in reproducing a realistic water system
(Nicolini 2013). It also indicates that the vibration mode in topology development has an
influence on the bulk behavior of the ensemble to simulate shock Hugoniot state. These
suggest that the MD simulation is capable of simulating shockwave propagation process
in a liquid system, and it is necessary to verify the feasibility of molecular potentials and
topologies before utilizing them in shock process simulation. This work also implements
1-D and 2-D continuum scale simulations to relate PDV spectrum signals with
interpretation of shockwave propagation process in water.
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Compared with previous literature (Min et al. 2017), the advance of MD shock
process simulation within water in this dissertation includes the validation of Hugoniot
states of water topology models before shock process simulation which ensures the water
topology models reach shock Hugniot states instead of arbitrary states. Flexible model
and different configurations to induce shockwave in ensemble are utilized in the shock
process simulation, which provide an estimate of the shockwave thickness in water.
The water shockwave experiments were performed by the application of PDV in
single-stage gas gun impact experiments to achieve the mechanical profiles of
shockwaves. The shockwave mechanical profiles from PDV interpret no phase transition
and cavitation during water shock process at low shock pressure range, which
complements, in turn, the feasibility of utilizing single type of water topology model in a
MD shock process simulation at low shock pressure. The plateau of each mechanical
profile of shockwave represents a quantitative Hugoniot state particle velocity, which was
compared with literatures. Constrained by the principle of PDV, laser probes can only
monitor the rear end of target and along the impact or shock direction. By utilizing PDV,
the mechanical profiles of shockwave are achieved and discontinuities (phase transition
and cavitation) are excluded during shock process in water under low shock pressure
loading. Compared with Dolan’s work (Dolan 2005), more PDV probes are utilized to
record the shock response of target. Especially one PDV probe was used to shine laser
through the transparent water capsule to investigate whether the shock front can be
recorded. Even the results demonstrate that the PDV did not catch any return laser signal
within water at the low shock pressure range (below 1.5 GPa), they are still useful to
exclude the formation of discontinuities which may happen during shock process.

97
Considering the shortcomings of this work, the results should be interpreted
carefully. First, the shock experiments conducted here lack a sufficient number of tests to
draw strong conclusion. Secondly, there is no direct measurement of the actual target
temperature in the vacuum before shooting. Third, the direct shock front or shock
velocity was not caught by PDV and the bulk property profiles of shockwave were not
achieved.
In the future research, in order to achieve the bulk property profiles of shockwave
in transparent liquid, additional optic recording technique at the lateral of gas gun target
need to be implemented, such as a schlieren optics-based background-oriented schlieren
(BOS) quantitative technique (Wang et al. 2016; Hayasaka et al. 2016; Yamamoto et al.
2015). According to the BOS technique, a high accuracy optic path with reference
background plane (or laser interferometry) and camera can be utilized to quantitate the
density gradient pulse at individual time frame. By integration, density profile can be
derived from density gradient pulse profile. Another idea to achieve quantitative density
profile of shockwave is utilizing laser induced shockwave in 2D plane instead of typical
gas gun impacting, which can reduce the target thickness of water chamber from minimeter scale to micro-meter scale.
As more accurate water topologies are developed via ab initial technique, MD
numerical simulation approach with various fitting matched topology models could be
implemented in the research of water cavitation under shock loading and also phase
transition under multiple shock compression with customized boundaries and constraints,
which can be applied in the medicine, biology, geophysics and planetary physics.
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