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ENERGY BALANCE SIMULATION OF A WHEAT CANOPY
USING THE RZ‐SHAW (RZWQM‐SHAW) MODEL
Q. Yu,  G. N. Flerchinger,  S. Xu,  J. Kozak,  L. Ma,  L. Ahuja
ABSTRACT. RZ‐SHAW is a new hybrid model coupling the Root Zone Water Quality Model (RZWQM) and the Simultaneous
Heat and Water (SHAW) model to extend RZWQM applications to conditions of frozen soil and crop residue cover. RZ‐SHAW
offers the comprehensive land management options of RZWQM with the additional capability to simulate diurnal changes
in energy balance needed for simulating the near‐surface microclimate and leaf temperature. The objective of this study was
to evaluate RZ‐SHAW for simulations of radiation balance and sensible and latent heat fluxes over plant canopies. Canopy
energy balance data were collected at various growing stages of winter wheat in the North China Plain (36° 57 N, 116°
6 E, 28 m above sea level). RZ‐SHAW and SHAW simulations using hourly meteorological data were compared with measured
net radiation, latent heat flux, sensible heat flux, and soil heat flux. RZ‐SHAW provided similar goodness‐of‐prediction
statistics as the original SHAW model for all the energy balance components when using observed plant growth input data.
The root mean square error (RMSE) for simulated net radiation, latent heat, sensible heat, and soil heat fluxes was 29.7, 30.7,
29.9, and 25.9 W m-2 for SHAW and 30.6, 32.9, 34.2, and 30.6 W m-2 for RZ‐SHAW, respectively. Nash‐Sutcliffe R2 ranged
from 0.67 for sensible heat flux to 0.98 for net radiation. Subsequently, an analysis was performed using the plant growth
component of RZ‐SHAW instead of inputting LAI and plant height. The model simulation results agreed with measured plant
height, yield, and LAI very well. As a result, RMSE for the energy balance components were very similar to the original
RZ‐SHAW simulation, and latent, sensible, and soil heat fluxes were actually simulated slightly better. RMSE for simulated
net radiation, latent heat, sensible heat, and soil heat fluxes was 31.5, 30.4, 30.2, and 27.6 W m-2, respectively. Overall, the
results demonstrated a successful coupling of RZWQM and SHAW in terms of canopy energy balance simulation, which has
important implications for prediction of crop growth, crop water stress, and irrigation scheduling.
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he surface energy balance is one of the most essen‐
tial components in process‐based ecological mod‐
els, as it is one of the fundamental elements
influencing soil water and heat transfer. In turn, it
defines nutrient cycling and crop growth. The Root Zone Wa‐
ter Quality Model (RZWQM) is a comprehensive agricultur‐
al system model for predicting soil physical and chemical
processes and crop growth, in which soil water, heat transfer,
evapotranspiration,  and biomass accumulation are essential
components of the model (Ahuja et al., 2000a). The model
was designed to simulate carbon‐nitrogen cycles, as well as
water and fertilizer management. The Green‐Ampt equation
is used for water infiltration during rainfall irrigation events,
and the Richards equation is used for water redistribution be‐
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tween events (Ahuja et al., 2000b). Potential evapotranspira‐
tion simulation is based on the Shuttleworth‐Wallace
equations (Farahani et al., 1996). Soil heat flux is simulated
using the Fourier heat transfer equation (Ahuja et al., 2000b).
A generic plant growth model was developed to simulate
plant growth (e.g., root growth, leaf area index, plant height,
grain yield, and biomass; Hanson, 2000) for a variety of
crops. RZWQM was extensively evaluated for assessing the
impact of agricultural management on soil and water quality
and crop production (Ma et al., 2000; Ahuja and Ma, 2002a,
2002b).
Similarly, the Simultaneous Heat and Water (SHAW)
model simulates heat, water, and solute transfer within a one‐
dimensional profile that includes the effects of plant cover,
dead plant residue, and snow. SHAW employs the Richards
equation for soil water movement and solves the heat flux
equation for soil temperature. Although SHAW includes a
plant canopy structure with a detailed plant transpiration and
canopy profile, it does not have a plant growth component
like RZWQM. A major advantage of the SHAW model is its
simulation of snow dynamics and over‐winter conditions
(Flerchinger and Saxton, 1989a; Flerchinger and Pierson,
1991). Because of its layered canopy structure, SHAW can
simulate temperature in the plant canopy, surface residue,
and soil surface. The SHAW model has been critically vali‐
dated against experimental data (Flerchinger and Saxton,
1989b; Hymer et al., 2000; Kennedy and Sharratt, 1998; Link
et al., 2004; Flerchinger et al., 2002; among others).
T
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Recently, a hybrid model coupling RZWQM and SHAW
(RZ‐SHAW) was developed to improve the energy balance,
soil surface temperature, and over‐winter frozen soil simula‐
tion in RZWQM (Aiken et al., 1997; Flerchinger et al., 2000).
Flerchinger et al. (2000) tested RZ‐SHAW for over‐winter
conditions with flat and standing crop residues for snow
depth, ice contents, soil water content, and soil temperature.
The RZ‐SHAW simulation results were similar to the original
SHAW model, thereby extending the application of
RZWQM to conditions of frozen and residue covered soil.
However, RZ‐SHAW has not been evaluated for crop canopy
energy balance.
The objectives of this study were to: (1) evaluate RZ‐
SHAW and SHAW for surface energy balance by comparing
their simulated energy components with experimental field
results at various growing stages using hourly meteorological
data and measured plant growth data; and (2) evaluate RZ‐
SHAW‐simulated energy balance components with the plant
growth component enabled in order to assess the interaction




RZWQM includes physical processes, soil chemical and
nutrient processes, pesticide processes, plant growth, and
agricultural management (Ahuja et al., 2000a; Ma et al.,
2000). Soil water movement in RZWQM is treated in two dis‐
crete phases: infiltration and redistribution within the soil
profile. The Green‐Ampt equation is used to simulate in‐
filtration,  and the one‐dimensional Richards equation is used
to simulate water redistribution. The modified Brooks‐Corey
equations are used to represent relationships between water
content and hydraulic conductivity of soils as functions of
matric potential. RZWQM calculates potential evapotran‐
spiration (ET) by an extended Shuttleworth‐Wallace equa‐
tion that includes surface residue effects; actual ET is based
on the soil's ability to supply water to the soil surface to meet
potential ET, in which soil water movement is computed by
the Richards equation (Ahuja et al., 2000a).
RZWQM uses a generic plant growth module (Hanson,
2000) capable of predicting the relative responses of several
important crops to environmental variance and management
manipulation.  The plant routine simulates growth, develop‐
ment, phenology, plant nitrogen demand, and yield of a crop
growing on a uniform area of land in response to changes in
management, soil water, and nitrogen.
The SHAW model was originally developed by Flerching‐
er and Saxton (1989a) and modified by Flerchinger and Pier‐
son (1991) to include transpiring plants and a plant canopy
consisting of a vertical, one‐dimensional profile extending
from the vegetation canopy to a specified depth within the
soil. A layered system is established through the plant cano‐
py, snow, residue, and soil, and each layer is represented by
an individual node. The interrelated energy and water fluxes
at the surface boundary are computed in the SHAW model
from weather observations of air temperature, wind speed,
relative humidity, and solar radiation. The model can be run
with either hourly or daily weather observations. Detailed de‐
scriptions of energy and mass transfer calculations within the
canopy, snow, and residue layers are given by Flerchinger and
Pierson (1991), Flerchinger et al. (1994, 1996a, 1996b,
1998), and Flerchinger and Saxton (1989a).
Computed surface energy balance fluxes include absorbed
solar radiation, long‐wave radiation exchange, and turbulent
transfer of heat and vapor. Net radiation is determined by
computing solar and long‐wave radiation exchange between
canopy layers, residue layers, and the soil surface and consid‐
ers direct and upward and downward diffuse transmitted, re‐
flected, and absorbed by each layer. Sensible and latent heat
fluxes of the surface energy balance are computed from tem‐
perature and vapor gradients between the canopy surface and
the atmosphere using a bulk aerodynamic approach with sta‐
bility corrections.
Provisions for a plant canopy in the SHAW model made
by Flerchinger and Pierson (1991) include heat and water
transfer through the soil‐plant‐atmosphere continuum. The
plant canopy may be divided into as many as ten layers. Heat
and water fluxes within the canopy include solar and long‐
wave radiation, turbulent transfer of heat and water vapor,
and transpiration from plant leaves. Transpiration from
plants is linked mechanistically to soil water by flow through
the roots and leaves along a gradient in water potential
through the soil‐plant‐atmosphere continuum. Within the
plant, water flow is controlled mainly by changes in stomatal
resistance, which is computed as a function of leaf water po‐
tential.  Turbulent heat and vapor transfer within the canopy
are determined by computing transfer between layers of the
canopy and considering the source terms for heat and transpi‐
ration from the canopy leaves for each layer within the cano‐
py. The leaf energy balance is computed iteratively with heat
and water vapor transfer equations and transpiration within
the canopy. Water vapor and sensible heat transfer within
each canopy layer are calculated by iteration for convergence
of (1) leaf temperature in the leaf energy balance equation
and (2) water vapor and air temperature in within‐canopy
transfer equations.
The RZ‐SHAW hybrid model uses the soil water balance
and chemical transport routines from the RZWQM model;
the soil heat transfer component is taken from the SHAW
model. Surface energy balance and canopy structure from the
SHAW model are used in RZ‐SHAW. The generic crop
growth module in RZWQM supplies leaf area index, plant
height, and root distribution. Unlike RZWQM, RZ‐SHAW
calculates actual evapotranspiration (AET) from hourly,
rather than daily, surface energy balance and vapor transfer
(Flerchinger et al., 2000; Ahuja et al., 2000b). Unlike the
SHAW model, the surface energy balance and soil heat flux
are solved separately from the soil water redistribution.
Therefore, soil evaporation within the SHAW module of RZ‐
SHAW is limited to soil water movement to the upper bound‐
ary computed by the Richards equation. More details on the
development of RZ‐SHAW are available from Flerchinger et
al. (2000). An energy balance closure is presumed in both
SHAW and RZ‐SHAW in a vertical dimension.
FIELD STUDY
A field study was performed to compare RZ‐SHAW and
SHAW simulation results for surface energy balance compo‐
nents under varying crop growth stages with experimental
observations. The experimental study was conducted in a
300× 300 m wheat plot in 2003 at the Yucheng Comprehen‐
sive Experiment Station (36° 50 N, 116° 34 E, 28 m above
sea level) of the Chinese Academy of Sciences, located on the
1509Vol. 50(5): 1507-1516





















0‐20 Silt loam 12.85 65.10 22.05 0.86 0.052 8.26 0.35 1.27
21‐60 Silt loam 11.31 67.01 21.69 0.45 0.030 8.14 0.35 1.36
61‐100 Sandy loam 28.30 58.02 13.68 0.37 0.024 7.87 0.31 1.40
North China Plain. The soil profile was 1 m in depth and com‐
posed of a bi‐layer silty loam and sandy loam; detailed physi‐
cal and chemical properties of the test soil are summarized in
table 1. The site was subjected to a temperate monsoon cli‐
mate with rainfall concentrated in summer and rarely occur‐
ring through the wheat growth period during winter and
spring. Irrigation water was occasionally applied as needed
by flood irrigation to reduce water stress in the growing crop.
The winter wheat variety used in this study was Zhixuan
No.1; wheat was planted on 13 October 2002 in south‐north
rows, emerged on 20 October 2002, began to senesce on
6May 2003, and was harvested on 10 June 2003. During the
growing season, the leaf area index (LAI) was measured ev‐
ery 5 d by numbering plants, harvesting ten randomly within
a 1 m2 plot, and measuring their leaf area with a leaf area me‐
ter (LI‐3100, Li‐Cor, Inc., Lincoln, Neb.). Data are summa‐
rized in table 2.
Measurements of meteorological variables, the compo‐
nents of the surface energy balance, and soil water content
and temperature were made in the middle of the 300 × 300m
plot. Wind direction and speed, humidity, temperature, soil
heat flux, and air pressure were measured with a potentiome‐
ter (Windvane, model W200P, Vector Instruments, Rhyl,
U.K.), an anemometer (A100R, Vector Instruments, Rhyl,
U.K.), a humidity probe (HMP45C, Vaisala, Helsinki, Fin‐
land), a self‐calibrating heat flux sensor (HFP01SC, Hukse‐
flux, Delft, The Netherlands), and a barometer (CS105,
Helsinki, Vaisala, Finland), respectively. Total and net radi‐
ation data were collected using a pyranometer (CM11, Kipp
and Zonen, Delft, The Netherlands) and a four‐component
net radiometer (CNR‐1, Kipp and Zonen, Delft, The Nether‐
lands), respectively. The instruments above were located at
a height of 2.8 m above ground.
Table 2. Measured GLAI and plant height







19 March 0.18 6.0
24 March 0.31 8.2
29 March 0.61 11.6
3 April 0.84 13.3
8 April 1.65 22.5
13 April 2.05 24.4
18 April 2.55 38.3
23 April 3.47 43.1
28 April 3.88 47.8
3 May 3.89 62.1
8 May 3.61 71.5
13 May 2.77 71.5
18 May 2.34 71.5
23 May 2.13 71.5
28 May 1.77 71.5
2 June 0.86 71.5
Latent and sensible heat fluxes over the wheat canopy, and
soil heat flux were measured by the eddy covariance method
during the wheat growth period. A three‐dimensional sonic
anemometer (model CSAT3, Campbell Scientific, Inc., Lo‐
gan Utah) and an open‐path infrared gas analyzer (IRGA;
model LI‐7500, Li‐Cor, Inc., Lincoln, Neb.) mounted at a
height of 2.8 m measured the three components of the wind
velocity vector, sonic temperature, and the concentrations of
water vapor and CO2. Soil heat flux was measured with a heat
flux sensor (HFP01, Hukseflux, Delft, The Netherlands)
installed 0.05 m below the soil surface. Hourly soil heat flux
measured at 5 cm was adjusted to the surface by correcting
for heat storage above 5 cm based on the soil bulk density, soil
water content, and the average temperature change during the
hour. Soil temperature and water content were measured by
four soil heat flux sensors (TCAV, Campbell Scientific, Inc.,
Logan, Utah) installed at depths of 0.00, 0.10, 0.20, and
0.50m and eight water content reflectometers (CS616_L,
Campbell Scientific, Inc., Logan, Utah) installed horizontal‐
ly at the depths of 0.00, 0.05, 0.10, 0.15,0.20, 0.40, 0.60, and
1.0 m below grade.
The closure of the surface energy balance equation was
analyzed to test the quality of the data (Lee and Yu, 2004).
The total sensible and latent heat fluxes (Hs + E) were 73%
of available energy (Rn - G) during the entire growth season
(fig. 1). This is similar to other energy balance closure tests
(Wilson et al., 2002). Before comparing measured values
with simulated fluxes, the turbulent fluxes were adjusted to
force energy balance closure while maintaining the Bowen
ratio (Twine et al., 2000). This was problematic when the Bo‐
wen ratio approached -1.0. Therefore, whenever the magni‐
tude of Hs + E was greater than the error in the energy
Figure 1. Energy balance closure for 21 March to 19 May in Yucheng sta‐
tion (** indicates regression is significant at 0.01 level; EBR denotes ener‐
gy balance ratio, i.e., the ratio of the sum of the turbulent fluxes to the total
available energy).
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balance, the error was divided equally between the two com‐
ponents.
MODEL SIMULATION
RZ‐SHAW and SHAW simulations were performed for
the growing season between 21 March and 19 May (days 80
and 139) using hourly meteorological data. Both model simu‐
lations were driven using field conditions, and the plant
growth data summarized in table 2. The models were initial‐
ized with measured soil water content on 21 March and up‐
dated with observed LAI and crop height throughout the
simulations. This analysis was performed to verify that the
hybrid model's simulation of energy balance compared well
with that of the SHAW model. Additionally, the surface ener‐
gy components simulated from both models were compared
to the experimental results from the field study. The models
were not calibrated for these simulations.
Subsequently, RZ‐SHAW was used to simulate the entire
crop season with the crop growth routine enabled; this al‐
lowed the simulated plant growth and soil moisture balance
from the start of planting to be used. Model calibration was
performed with respect to the plant growth input parameters
and is discussed below.
RESULTS AND DISCUSSION
SHAW AND RZ‐SHAW ANALYSIS
In this study, we compared canopy energy balance simula‐
tions for the RZ‐SHAW and SHAW models at various growth
stages. The net radiation, sensible heat, latent heat, and soil
heat fluxes at each growth stage of wheat were simulated with
SHAW and RZ‐SHAW and were compared to measured val‐
ues in the spring of 2003. Measured plant height, LAI, and
root distribution were input approximately every 10 days into
both RZ‐SHAW and SHAW for the period 21 March through



































Figure 2. Measured and simulated soil water content for SHAW and RZ‐
SHAW‐P simulations during the spring growing season 2003.
interpolating between LAI observations. Because RZ‐
SHAW cannot run continuously while updating LAI, it was
necessary to start and stop the model each time LAI was up‐
dated. This occasionally resulted in slight discrepancies in in‐
put LAI between the two models. RZ‐SHAW was initialized
at these intervals with measured soil water contents as well.
Simulated soil water content for the 20 and 40 cm depths
from the SHAW model are presented in figure 2. Except for
an initial drainage of the 20 cm layer, the SHAW model
tracked soil water content quite well; root mean square error
(RMSE) of the SHAW simulation compared to measured val‐
ues was 0.017 m3 m-3 for the 20 cm layer and 0.012 m3 m-3
for the 40 cm layer. Because SHAW tracked measured soil
water content closely and RZ‐SHAW was updated approxi‐
mately every 10 days with measured soil water content, dif‐
ferences between the two simulations due to differences in
water content are negligible.
Table 3. Mean bias error (MBE) and root mean square error (RMSE) comparing simulated and measured hourly




MBE (W m-2) RMSE (W m-2)
SHAW RZ‐SHAW RZ‐SHAW‐P SHAW RZ‐SHAW RZ‐SHAW‐P
21 March to 19 May Rn 96.6 7.0 8.6 9.1 29.7 30.6 31.5
(days 80‐139) λE 80.5 -4.7 -11.7 -11.4 30.7 32.9 30.4
Hs 7.7 10.9 19.8 15.3 29.9 34.2 30.2
G 8.6 0.8 0.5 5.3 25.9 30.6 27.6
21 March to 1 April Rn 66.9 11.1 18.9 5.7 28.8 31.6 27.7
(days 80‐91) λE 42.7 7.4 3.3 -1.7 23.9 25.4 22.4
Hs 11.3 6.1 17.4 8.8 24.5 31.3 21.9
G 13.5 -2.4 -1.7 -1.4 31.6 42.2 30.6
2 to 21 April Rn 84.0 9.8 6.7 5.9 36.4 36.6 35.6
(days 92‐111) λE 67.6 3.1 -7.9 -4.3 32.5 32.0 30.3
Hs 8.9 7.0 16.6 11.5 27.6 32.7 26.2
G 7.5 0.3 -2.1 -1.2 30.0 33.6 28.0
22 April to 5 May Rn 112.0 7.7 10.1 14.5 28.0 30.3 33.2
(days 112‐125) λE 102.3 -15.4 -17.9 -19.4 32.2 33.2 32.0
Hs 0.3 19.8 27.8 23.6 37.6 40.4 38.2
G 9.4 3.3 0.8 10.4 19.6 20.5 21.7
6 to 19 May Rn 123.7 -1.0 1.0 11.1 20.5 18.6 26.7
(days 126‐139) λE 108.4 -15.2 -23.5 -21.2 31.8 38.8 34.4
Hs 10.3 11.4 18.8 17.7 28.5 31.5 32.4























































Figure 3. Measured and simulated diurnal variations of net radiation (Rn) and latent (E), sensible (Hs), and soil heat fluxes (G) using SHAW and RZ‐
SHAW for 21 March to 9 April 2003 (days 80‐99).
Statistics comparing the mean bias error (MBE) and
RMSE of the model simulations to hourly observations are
presented in table 3. Model simulations for SHAW and RZ‐
SHAW show similar statistical comparisons with measured
values (table 3), suggesting a successful implementation of
the SHAW routines into RZWQM. For the entire simulation
(days 80‐139), RMSE for the four energy balance compo‐
nents ranged from 25.9 to 30.7 W m-2 for SHAW and from
30.6 to 34.2 W m-2 for RZ‐SHAW, suggesting that all compo‐
nents were simulated with similar absolute accuracy. Howev‐
er, because the variation and average of Hs and G were much
smaller than Rn or E, the relative errors for Hs and G were
somewhat higher. Nash‐Sutcliffe R2 values (Nash and Sut‐
cliffe, 1970) for the SHAW simulation were 0.98 for Rn, 0.90
for E, 0.67 for Hs, and 0.85 for G (not shown in table 3). Val‐
ues for RZ‐SHAW were similar. Simulations tended to over‐
predict Hs, particularly for the later growth stages when LAI
was higher (table 3); this may be due to the tendency of
SHAW routines to overpredict leaf canopy temperature
(Xiao et al., 2006a).
Figure 3 shows energy balance component simulations of
winter wheat during the greening stage (days 80‐91) and stem
extension prophase (days 92‐99). In the greening stage, air
and soil temperature began to rise, the winter wheat broke
dormancy, and development started. LAI and plant height in‐
creased from 0.18 to 0.84 m2 m-2 and from 6.0 to 13.3 cm,
respectively. Net radiation rarely exceeded 400 W m-2, and
latent heat was generally under 200 W m-2. Simulation re‐
sults matched each other very well, but net radiation and sen‐
sible heat flux were overpredicted. Goodness‐of‐fit measures
for simulation results are shown in table 3.
During 2 to 21 April (days 92‐111) of 2003, winter wheat
was in the stem extension stage. During this time, air temper‐
ature and solar radiation rose slowly but were still low. In the
stem extension prophase, LAI doubled, reaching 1.8 m2 m-2,
and latent heat increased considerably (figs. 3 and 4). In the
stem extension anaphase (days 100‐111), LAI was approxi‐
mately 2.0, and plant height was 25 cm. Simulation results
matched each other very well early in the stem extension pro‐
phase, but latent heat flux simulations diverged in the stem
extension anaphase (particularly days 102‐106 in fig. 4). This
divergence was caused by differences in LAI input to the
models during this period of rapidly changing LAI. Input LAI
into RZ‐SHAW from day 100 to day 108 was 2.2 and was up‐
dated to 3.3 on day 108, while SHAW interpolated LAI be‐
tween these dates. Therefore, RZ‐SHAW simulated lower E
rates compared to SHAW due to the lower input LAI just prior
to day 108 and higher E shortly after day 108. Statistical
comparisons for this growth stage are presented in table 3.
Both models slightly overpredicted net radiation and sensible
heat flux during this stage, while latent heat flux simulations
were mixed (table 3).






















































Figure 4. Measured and simulated diurnal variations of net radiation (Rn) and latent (E), sensible (Hs), and soil heat fluxes (G) using SHAW and RZ‐
SHAW for 10 to 29 April 2003 (days 100‐119).
During the growth stage of heading (days 112‐125), LAI
was approximately 4.0, and plant height was 65 cm. The
trend of the evapotranspiration simulations was smooth, and
the simulations agreed well with each other (figs. 4 and 5).
Both models underpredicted daytime latent heat flux, with a
corresponding overprediction of daytime sensible heat flux.
Measured nighttime sensible heat flux indicates frequent pe‐
riods of significant negative (surface warming) fluxes during
this growth stage, which the models did not simulate
(e.g.,days 118, 121, 122, and 124). These periods typically
correspond with overpredicting (less negative) nighttime
radiation by approximately 40 W m-2. It is unclear whether
this is related to inaccurate measurement or problems in sim‐
ulating net long‐wave radiation. Modifications suggested by
Xiao et al. (2006b) for estimating incoming long‐wave radi‐
ation were tested but did not improve the simulations signifi‐
cantly.
Figure 5 illustrates flux simulation during the maturing
growth stage (days 126‐139). Due to senescence in the matur‐
ing stage, plants consisted of green transpiring leaves and
yellow non‐transpiring leaves. The simulated crop was divid‐
ed into two types: (1) green leaves that have the capability of
photosynthesis and transpiration, and (2) shriveled leaves
and stems that intercept solar radiation but do not assimilate
nor transpire. The green leaf area index (GLAI) was approxi‐
mately 2.5, and the yellow leaf area index (YLAI) was 1.0 in
this growth period. The heights of green and shriveled plants
were 71 and 50 cm, respectively. Again, simulation results
from the two models matched each other well. Simulated tur‐
bulent fluxes did not change appreciably if the effect of the
shriveled plant was not considered, i.e., using GLAI for LAI
input. However, when the YLAI was included in the LAI in‐
put, i.e., LAI = YLAI + GLAI, simulation results for both
SHAW and RZ‐SHAW did not agree as well with measured
values (data not shown).
RZ‐SHAW PLANT GROWTH ANALYSIS
RZ‐SHAW with the plant growth routine enabled was
used to simulate the entire 2002‐2003 winter wheat season
from planting through harvest (15 October through 10 June),
thereby generating plant height and LAI values to be used by
the energy balance routines. The plant growth parameters
were optimized to give the best plant growth simulation.
These parameters include the amount of biomass to obtain an
LAI of 1.0 and the number of days to reach particular growth
stages. However, the senescence of the crop, and therefore
the effect of YLAI, could not be captured by the model simu‐
lation. Parameter values are summarized in table 4. The re‐
sulting simulation is referred to as RZ‐SHAW‐P, i.e.,RZ‐
SHAW with the plant growth routines enabled. (Note: RZ‐
SHAW‐P is not a new model, but only indicates the use of RZ‐























































Figure 5. Measured and simulated diurnal variations of net radiation (Rn) and latent (E), sensible (Hs), and soil heat fluxes (G) using SHAW and RZ‐
SHAW for 30 April to 19 May 2003 (days 120‐139).
Simulated plant heights for the RZ‐SHAW‐P simulation
agreed very well with the measured values, as shown in fig‐
ure6b from 21 March through 2 June 2003. Simulated LAI
also agreed very well with measurements (fig. 6a), producing
a Nash‐Sutcliffe R2 of 0.88 and MBE of only 0.01. The simu‐
lated yield (4446 kg ha-1) was within 15% of actual yield
(5250 kg ha-1); however, simulated aboveground biomass
(14,536 kg ha-1) deviated from the measured value
(15,101kg ha-1) by 4%. Soil water contents simulated by
RZ‐SHAW‐P are plotted in figure 2; RMSE for the 20 cm and
40 cm simulated water contents are 0.030 and 0.014 m3 m-3,
respectively.
Net radiation and latent, sensible, and soil heat fluxes at
each growing stage of wheat simulated by RZ‐SHAW and
Table 4. Plant growth parameter optimization
for the RZ‐SHAW‐P model simulation.
Parameter Value
Crop biomass needed for LAI = 1.0 0.9 g m-2
Time for plant to germinate 2 days[a]
Time for plant to emerge 7 days[a]
Time for plant to reach the four‐leaf stage 25 days[a]
Time for plant to complete vegetative growth 140 days[a]
Time for plant to complete reproductive growth 16 days[a]
[a] Indicates minimum time for plant to complete growth stage with no
stress or winter dormancy.
RZ‐SHAW‐P were compared to measured values for spring
2003. The simulated and measured values are plotted for the
same three time periods evaluated previously: 20 March to
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Figure 6. Measured and RZ‐SHAW simulated (RZ‐SHAW‐P) (a) green
leaf area index (GLAI) and (b) and plant height for spring growing season
2003.




















































Figure 7. Measured and simulated diurnal variations of net radiation (Rn) and latent (E), sensible (Hs), and soil heat fluxes (G) for RZ‐SHAW‐P and




















































Figure 8. Measured and simulated diurnal variations of net radiation (Rn) and latent (E), sensible (Hs), and soil heat fluxes (G) for RZ‐SHAW‐P and






















































Figure 9. Measured and simulated diurnal variations of net radiation (Rn) and latent (E), sensible (Hs), and soil heat fluxes (G) for RZ‐SHAW‐P and
RZ‐SHAW simulations for 30 April to 19 May 2003 (days 120‐139).
During the greening stage (days 80‐91; fig. 7), RZ‐
SHAW‐P slightly overpredicted LAI, resulting in less solar
radiation absorption by the relatively dark soil beneath the
sparse canopy. This actually resulted in slightly better simu‐
lation of Rn and Hs by RZ‐SHAW‐P compared to RZ‐SHAW,
which overpredicted these fluxes during this growth stage
(table 3). The effect on the bias error in G was minimal, but
the variation in G during this period was simulated better by
RZ‐SHAW‐P, as reflected in the reduced RMSE for G (30.6
W m-2 compared to 42.2 W m-2 for RZ‐SHAW).
During the stem extension stage (days 92‐111; figs. 7
and8), RZ‐SHAW‐P simulated LAI (fig. 6) and soil moisture
(fig.2) quite well, and the energy fluxes are therefore very
similar to the RZ‐SHAW simulation (table 3). RZ‐SHAW‐P
slightly overpredicted LAI (fig. 6) and overpredicted 20 cm
soil water content (fig. 2) during the heading phase (days
112‐125). By this time, the crop had reached full canopy clo‐
sure, and therefore slight errors in LAI had very little effect
on simulated E. The largest difference between the RZ‐
SHAW‐P and RZ‐SHAW simulations during the heading
phase was that RZ‐SHAW‐P overpredicted G more than RZ‐
SHAW (table 3); even so, RMSE for the two simulations are
very similar during this period. RZ‐SHAW‐P overpredicted
Rn more than RZ‐SHAW during the maturing stage, perhaps
due to neglecting the effect of the senesced leaves during this
stage. This had very little effect in simulated E and Hs, but
translated to an overprediction of G as well.
Statistical performance measures for the RZ‐SHAW‐P
simulations over the entire spring growing period (days
80‐139) compared well with the MBE an RMSE values for
SHAW and RZ‐SHAW (table 3). The largest deviations in the
RZ‐SHAW‐P simulation compared to RZ‐SHAW were for
sensible and soil heat fluxes, which affects plant germination,
residue decomposition, and soil freezing. While the results in
bias error are mixed compared to the RZ‐SHAW simulation,
RMSE actually decreased for both Hs and G.
SUMMARY AND CONCLUSION
The SHAW model has a more detailed description of radi‐
ation transmittance and water movement from soil and plants
to the atmosphere than RZWQM; however, plant growth is
not included. RZWQM is much more comprehensive in sim‐
ulation of the soil‐plant growth processes, but lacks the abili‐
ty to simulate diurnal patterns in the energy balance and soil
heat flux. It was shown that the hybrid RZ‐SHAW model
based on hourly time steps will provide a good energy bal‐
ance simulation for the RZWQM.
In the first part of this study, periodic inputs of LAI and
plant height were supplied to the SHAW and RZ‐SHAW
models. The RMSE values for simulated net radiation, latent
heat, sensible heat, and soil heat were 29.7, 30.7, 29.9, and
25.9 W m-2 for SHAW and 30.6, 32.9, 34.2, and 30.6 W m-2
for RZ‐SHAW, respectively, during the 60‐day study,
compared to measured values. Close correspondence be‐
tween the SHAW and RZ‐SHAW simulation results suggests
a successful implementation of the SHAW energy balance
routines into the RZ‐SHAW model.
The second part of this study was performed using the RZ‐
SHAW plant growth simulation (RZ‐SHAW‐P) that generates
LAI, plant height, and biomass, as well as surface energy bal‐
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ance and soil water content. Plant growth and soil water content
were simulated well by the RZ‐SHAW‐P simulation. Therefore,
the RZ‐SHAW‐P simulation results for net radiation and latent,
sensible, and soil heat fluxes compared very closely with the
RZ‐SHAW results. The largest difference in the RZ‐SHAW‐P
simulated energy balance compared to RZ‐SHAW was for the
sensible and soil heat fluxes, which were both fortuitously simu‐
lated better by RZ‐SHAW‐P (RMSE of 30.2 and 27.6 W m-2 for
sensible and soil heat fluxes, respectively).
Overall, the study results demonstrated a successful cou‐
pling of RZWQM and SHAW in terms of canopy energy bal‐
ance simulation. When plant growth was enabled and
effectively simulated, RZ‐SHAW simulations were compa‐
rable to the SHAW model. The addition of a detailed surface
energy balance with RZWQM allows feedback between the
environmental  conditions and plant growth. The ability to ac‐
curately simulate the surface energy balance can enhance
land management, e.g., irrigation can influence latent and
sensible heat fluxes. Furthermore, RZ‐SHAW has accurately
simulated residue management systems, as residue also af‐
fects the thermal dynamics of evaporative surfaces (Kozak et
al., 2007). Emergence and development of crops, their pests,
and various soil organisms are altered by heat and water
movement near the soil‐atmosphere interface. RZ‐SHAW
can be offered as a new model with the comprehensive land
management  options of RZWQM and the additional capabil‐
ity to simulate diurnal changes in energy balance, which is
needed for simulating canopy, surface residue, and snow ef‐
fects on soil temperature and water.
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