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In this paper, we propose a first principle calculation method for the effective Zeeman’s coupling
based on the second perturbation theory and apply it to a few topological materials. For Bi and
Bi2Se3, our numerical results are in good accord with the experimental data; for Na3Bi, TaN, and
ZrTe5, the structure of the multi-bands Zeeman’s couplings are discussed. Especially, we discuss
the impact of Zeeman’s coupling on the Fermi surface’s topology in Na3Bi in detail.
I. INTRODUCTION
The effective Lande´ g-factor, or the effective Zeeman’s
coupling, has been an old topic in the condensed matter
physics, which leads to a series of consequences in mag-
netic responses such as the Van Vleck paramagnetism
in insulators, the Pauli paramagnetism in metals1, as
well as the frequency splitting of quantum oscillations
in metals or doped semiconductors2. The widely used
theory about the origin of the effective Lande´ g-factor
in materials was developed in 1950s by Luttinger3 and
Cohen4. In this theory, the Zeeman’s coupling is not
only contributed by the spin momentums but also the
orbital momentums of the Bloch states. As clarified by
Chang and Niu in a semiclassical picture, such an orbital
contribution can be interpreted as the self-rotating effect
of the quasi-particle wave packet in an external magnetic
field5,6. However, although the theory and physical pic-
ture of the effective Zeeman’s coupling have been known
for a long time, there are still no first principle calcu-
lations based on the density functional theory (DFT)
reported, which motivates us to make a first try. In
this work, we present a successful first principle realiza-
tion of the effective Zeeman’s coupling parameters within
the projector augmented-wave (PAW) formulation of the
DFT.
In the traditional semiconductors described by the
Fermi liquid theory, all the stories about the band
structure in low energy magnetic responses are just
the effective mass and the effective Lande´ g-factor.
In contrast, in the emerging novel topological ma-
terials, where new types of quasi-particle excitations
such as gapless Dirac fermions7–10, Weyl fermions11–16,
nodal line fermions17–23 and the new fermions24–26,
etc. dominate the low energy physics, new ingre-
dients including the Berry phase27–29 and the multi-
bands Zeeman’s coupling, as discussed in this pa-
per, may play important roles in magnetic responses.
The consequences of the Berry phase have been stud-
ied thoroughly in various theoretical and experimen-
tal works, including the weak localization30, the neg-
ative magnetoresistance31–35, the nonlocal transport36,
the anomalous quantum oscillation37, and the anomlous
coupling with pseudo scalar phonon38, etc. However, role
of the Zeeman’s coupling in these transport phenomenons
has not attracted much attentions until recently39 and so
is still unclear for most topological systems. Therefore
we think it must be appealing and instructive for further
theoretical works if we calculate the Zeeman’s coupling
parameters of such novel systems by our first principle
method, as will be done in the following sections.
The paper is organized as the followings. In section
II, the theory of effective Zeeman’s coupling is reviewed
in the framework of the second order quasi-degenerate
perturbation theory. In section III, the first principle
calculation method is introduced and applied to a few
topological materials. In section IV, a most direct ap-
plication of our data, i.e. the Fermi surface topology of
Dirac semimetal under Zeeman’s coupling, is discussed.
In the end, we give a brief summary in section V.
II. THEORY
In this section, we will give a short review about the
quasi-degenerate perturbation theroy40–42 and show how
the effective Zeeman’s coupling emerges as a gauge in-
variant second order perturbation.
In semiconductors and semimetals the low energy
physics usually concern only a small part of the Bril-
louin zone, i.e. the neighbourhoods around a few spe-
cial wave vectors, and so can be well described by a
few k·p Hamiltonians around these points. For each of
the wave vectors K, we can write the k·p Hamiltonian
e−i(K+k)·rHˆei(K+k)·r on the periodic parts of Bloch wave
functions as42
Hnn′ (k) = δnn′
[
n +
~2k2
2me
]
+
~
me
pinn′ · k
Here n is the n-th band energy at K, and pinn′ =
〈ψnK| pˆ + 12mec2 (sˆ×∇V ) |ψn′K〉 is the momentum ele-
ment with spin-orbital coupling (SOC) correction, with
pˆ the canonical momentum operator, sˆ the spin operator,
V the scalar potential in crystal, me the electron mass, c
the light speed, and |ψn′K〉 is the n′-th bloch wave func-
tion. Since the excitations near the Fermi level dominate
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2in the low energy physics, we may expect to cut off the
Hilbert space only within a few bands around the Fermi
level. However, a direct cutoff is a too rough approxima-
tion because the high energy subspace couples to the low
energy subspace through the off-diagonal Hamiltonian.
To solve this problem, in the quasi-degenerate perturba-
tion theory the couling Hamiltonian is treated as a small
quantity and an unitary transformation is constructed in
series of it to decouple the two subspaces. In second or-
der approximation, the transformed Hamiltonian in the
low energy subspace can be derived as
Hmm′ = δmm′
[
m +
~2k2
2me
]
+
~
me
pimm′ · k
+
~2
2m2e
′∑
l
∑
ij
[
1
m − l +
1
m′ − l
]
piimlpi
j
lm′k
ikj (1)
, where m,m′ are the band indexes in the low energy
subspace, and the summation over l is limited within the
high energy subspace. In the presence of magnetic field,
according to the Peierls substitution the momentums ~ki
should be replaced by the kinetic momentum operators
−i~∂i−eAi, which are not commutative with each other.
Thus the product
(−i~∂i − eAi) (−i~∂j − eAj) substi-
tuting ~2kikj can be decomposed into a gauge dependent
symmetric component 12
{−i~∂i − eAi,−i~∂j − eAj}
and a gauge invariant anti-symmetric compo-
nent 12
[−i~∂i − eAi,−i~∂j − eAj] which equals to
− i~e2
∑
k 
ijkBk3,4,43. Here Ai is the vector potential,
ijk is the Levi-Civita tensor, and, the curly and square
brakets represent the anti-commutator and the com-
mutator, respectively. After some derivations, the total
Hamiltonian in magnetic field can be summarized as a
gauge dependent part
Hˆkpmm′ = δmm′m +
~
me
pimm′ ·
(
−i∇+ e
~
A
)
+
∑
ij
M ijmm′
(
−i∂i + e
~
Ai
)(
−i∂j + e
~
Aj
)
(2)
, and a gauge invariant part, i.e. the effective Zeeman’s
couling
HˆZmm′ = µB
1
~
(Lmm′ + 2smm′) ·B (3)
Here M ijmm′ is the symmetrized second order coefficient
M ijmm′ = δmm′δij
~2
2me
+
~2
2m2e
′∑
l
[
1
m − l +
1
m′ − l
]
× pi
i
mlpi
j
lm′ + pi
j
mlpi
i
lm′
2
(4)
, Lmm′ is the effective orbital momentum contributed by
the anti-symmetrized second order coefficients
Lkmm′ =
−i~
2me
′∑
l
∑
ij
[
1
m − l +
1
m′ − l
]
ijkpi
i
mlpi
j
lm′
(5)
, µB =
e~
2me
is the Bohr magneton, and 2~µBs · B is the
bare Zeeman’s coupling from Schro¨dinger’s equation.
Based on this derivation, we want to emphasize two
points here. The first point is that the effective Zeeman’s
coupling itself is not an observable quantity because it de-
pends on the low energy space we choose. Insteadly, only
the total effect of the Landau quantization and the effec-
tive Zeeman’s coupling of the low energy model is observ-
able. The second point is that such a quasi-degenerate
perturbation theory is well defined only if there is a rel-
atively large gap, compared to other energy scales such
as Fermi energy, between the low and high energies at
k = 0.
III. FIRST PRINCIPLE CALCULATIONS
In this section, we calculate the second order k·p mod-
els and the effective Zeeman’s couplings for a few typical
topological materials by Eq. (4) and (5), in which the
momentum and spin elements are computed with the
Vienna ab-initio simulation package (VASP). Technical
details about the computation method within the pro-
jector augmented-wave (PAW) formulation are given in
appendix A. The exchange and correlation potential is
treated within some most widely used types, i.e. the
local density approximation (LDA)44,45, the generalized
gradient approximation (GGA)46, and the LDA correla-
tion plus modified Becke and Johnson (mBJ) exchange
potential47, and a bands cutoff of 300 is choosen for the
summation over l in Eq. (4) and (5).
A. Two bands models
The g factor of Schro¨dinger electron is a dimension-
less scalar that characterizes the ratio between electron’s
magnetic momentom and spin momentum, which equals
to 2 in vaccum. In semiconductors where both inver-
sion and time reversal (TR) symmetry present, the con-
duction or valance bands are doublely dengenerate and
are well described by a quasi-Schro¨dinger’s equation with
renormalized mass and g factor. Generally speaking, ac-
cording to the anistropy that may occur in real materials,
both the effective mass and effective g factor should be
3 by 3 tensors now. Here we define the effective g fac-
tor tensor as the expansion coefficients of the Zeeman’s
coupling Hamiltonian on Pauli’s matrices
HZmm′ = µB
1
2
∑
i
gijσ
j
mm′B
i (6)
, which is reduced to gij = 2δij in vaccum.
In the followings, we will present two examples, i.e.
bismuth and Bi2Se3 whose g factors have been mea-
sured in experiments48,49 or studied in previous theoret-
ical work43, to verify the validity of our method.
31. Hole pocket in Bi
Bismuth has played an important role in the topolog-
ical material family because of its large SOC, which, in
Ref. [50], is also believed to be responsible for the large
ansitropic Zeeman’s coupling of the valence bands in its
elemental crystal. The elemental bismuth has the space
group R3¯m and is a typical semimetal with a hole pocket
at T and three equivalent electron pockets at L51. Here
we only focus on the hole pocket bands, which form a two
dimensional IR E 3
2u
of the little group D3d at T due to
the TR symmetry. Choosing the two bases as |P 32 〉, |P 3¯2 〉,
we find that all the mass and g factor elements, except
mxx = myy = m⊥, mzz = m‖, gzz = g‖, are zero. In fact,
the absence of gxx and gyy, or, the absence of off-diagonal
elements in HZ , is guaranteed by the angular momentum
conservation condition 〈P 32 |Lx ± iLy|P 3¯2 〉 = 0. Numer-
ical results are summarized in table (I). It shows that
the experimental g factors and masses lie between the
LDA/GGA and mBJ values, which is very reasonable
because LDA and GGA usually underestimate the band
gap while mBJ may overestimate the band gap.
2. Bi2Se3
The second system we study is Bi2Se3 with the space
group R3¯m, which has been a famous material in the
past few years as the first large gap three dimensional Z2
topological insulator52,53. Besides its non-trivial topol-
ogy, Bi2Se3 also has non-trivial large g factors in its con-
duction bands, which are doublely degenerate and form
the irreducible representation (IR) E 1
2u
of the little group
D3d at Γ
49. Taking the gauge in which the bases trans-
form as |P 12 〉 and |P 1¯2 〉 (see Ref. [54]), we find that due
to the symmetry constraints the effective mass and g fac-
tor tensor have very consice forms: mxx = myy = m⊥,
mzz = m‖, gxx = gyy = g⊥, gzz = g‖, and all the
other components are zero. Results comparable with
experimental data is got, as shown in table (I), which
again shows that the experimental values lie between the
LDA/GGA and mBJ values. An interesting observation
is that the mBJ gap here is smaller than the LDA/GGA
gap, which is different with the tendency in bismuth, be-
cause of the band inversion.
B. Four bands models
In topological semimetal with gapless node or topo-
logical insulator near critical point, due to the zero or
exremely small band gap, there is no longer a well de-
fined second order quasi-degenerate perturbation theory
for a two bands subspace. Therefore the effective model
should include both the conduction and valley bands, and
consequently the concept of g factor tensor is no longer
valid and a multi-bands Zeeman’s coupling has to be con-
LDA GGA mBJ Exp
Bi hole
Gap(eV) 0.272 0.298 0.453 0.18∼0.4151
g‖ 79.40 73.83 55.31 63.2
48
m∗‖ -0.592 -0.604 -0.626 -0.69∼-0.70251
m∗⊥ -0.0389 -0.0447 -0.0895 -0.064
51
Bi2Se3
Gap(eV) 0.521 0.435 0.236
g‖ 18.4 21.76 41.80 32
49
g⊥ 16.37 17.86 26.18 2349
m∗‖ 0.851 0.488 0.238
m∗⊥ 2.61 0.420 0.077 0.124
49
TABLE I: Effective g factor and mass tensors for the
two bands models of conduction bands at Γ of Bi2Se3
and valance bands at T of Bi. Both g and m∗ are
dimensionless numbers. The energy gaps shown here
are the direct gaps at these high symmetry points.
sidered. We will show that, such a multi-bands Zeeman’s
coupling has much more
1. Na3Bi
A typical instance of Dirac semimetal is Na3Bi with
space group P63/mmc, where the two Dirac nodes are
generated by the crossings of two doubly degenerate
bands, i.e. the ± 32 and ± 12 states forming the E 32 and E 12
IRs of the little group C6v along z axis
8,10. Here the lit-
tle group C6v is crucial for the existance of Dirac nodes,
as the crossing between different IRs is protected by the
rotational symmetry and the double degeneracy of each
IR is gauranteed by the vertical mirrors. Expand the k·p
Hamiltonian around one of the Dirac node, say, (00kc)
for example, we get the effective k·p model as
Hkp (k) = C (k) +−M (k) −v⊥k− − γ1kzk− γ2k
2
− 0
∗ M (k) 0 γ2k2−
∗ ∗ M (k) v⊥k− + γ1kzk−
∗ ∗ ∗ −M (k)

(7)
and the effective Zeeman’s coupling as
HZ = µB

g
3
2
‖ Bz g
′
⊥B− 0 0
∗ g 12‖ Bz g
1
2
⊥B− 0
∗ ∗ −g 12‖ Bz g′⊥B−
∗ ∗ ∗ −g 32‖ Bz
 (8)
Here the basis set is choosen as | 32 〉, | 12 〉, | 1¯2 〉, | 3¯2 〉, and
the quantities in above equations are defined as k± =
kx ± iky, B± = Bx ± iBy, M (k) = vzkz + M‖k2z +
M⊥
(
k2x + k
2
y
)
, and C (k) = v0kz +C‖k2z +C⊥
(
k2x + k
2
y
)
,
respectively. As shown in Eq. (8), such a matrix like
Zeeman’s coupling not only split each Weyl subblock but
also couple the two Weyl subblocks together, leading to
4some exotic Fermi surface structure, as will be discussed
in the next section. The calculated model parameters are
summarized in table (II).
2. Tantalum nitride
In the above model, the presence of quartic degenerate
Dirac nodes is protected by the little group C6v. Then
a nature qeustion is that what if the system has a lower
symmetry, where, for example, the C6 symmetry is bro-
ken? An example is the θ-phase TaN with space group
P 6¯m2, where the little group along z axis is reduced to
C3v and the Dirac nodes split into two triply degenerate
nodes25. Specifically, the ± 12 states having the C3 eigen-
values e∓i
pi
3 are still degenerate along the z axis due to
the presence of vertical mirrors; while the degeneracy of
± 32 states is no longer gauranteed since their C3 eigenval-
ues are the same (-1). For conveniance, here we choose
the basis set
∣∣ 1
2
〉
,
∣∣∣ 1¯2〉, ∣∣ 32〉, ∣∣∣ 3¯2〉 at the high symmetry
point A = (00pi), and get the effective k·p model and
Zeeman’s coupling as
Hkp (k) =

C
1
2 (k) λ (k) γ1kzk+ v⊥k+ + γ2k2−
∗ C 12 (k) v⊥k− − γ2k2+ γ1kzk−
∗ ∗ C 32 (k) v‖kz
∗ ∗ ∗ C 32 (k)

(9)
HZ = µB

g
1
2
‖ Bz g
1
2
⊥B− g
′
⊥B+ 0
∗ −g 12‖ Bz 0 −g′⊥B−
∗ ∗ g 32‖ Bz 0
∗ ∗ ∗ −g 32‖ Bz
 (10)
, where the quadratic terms are defined as C
1
2/
3
2 (k) =
C
1
2/
3
2
‖ k
2
z + C
1
2/
3
2
⊥
(
k2x + k
2
y
)
and all the model parameters
are summarized in table (II). Although the symmetry
here is different with Na3Bi, we see that to linear order
of magnetic field, the Zeeman’s coupling shares the same
form.
3. ZrTe5
The transition-metal pentatelluride ZrTe5 with space
group Cmcm can be thought as stacked by quantum spin
Hall layers with medium strong van der Waals interlayer
bonding and thus is very close to the critical point be-
tween weak and strong topological insulator55,56. Since
the band gap is very sensitive to the external pressure
and lattice constants, whether the experimental phase
is in strong topology phase is still under debate57–63.
Probably because of this, ZrTe5 has some very nontrivial
transport behaviors, such as “anomalous” Hall effect64
and negative magnetoresistance59. As discussed in Ref.
[39], a vital issue relevant to these transport properties is
the interplay between Zeeman’s coupling and Berry cur-
vature. To study the imapact of Zeeman’s coupling, we
pick up the conductance and valance bands at Γ, which
form IRs E 1
2u
and E 1
2 g
of the little group D2h, as the
bases to build the effective model. Take the bases order
as
∣∣P 12〉, ∣∣∣P 1¯2〉, ∣∣S 12〉, ∣∣∣S 1¯2〉, we get
Hkp (k) =
C
p (k) 0 vzkz vxkx − ivyky
∗ Cp (k) vxkx + ivyky −vzkz
∗ ∗ Cs (k) 0
∗ ∗ ∗ Cs (k)

(11)
HZ = µB

gpzBz g
p
xBx − igpyBy 0 0
∗ −gpzBz 0 0
∗ ∗ gszBz gsxBx − igsyBy
∗ ∗ ∗ −gszBz

(12)
, where the quadratic terms are defined as Cp/s (k) =
C
p/s
x k2x + C
p/s
y k2y + C
p/s
z k2z . Different with the two mod-
els above, the presence of inversion symmetry here guar-
antees the absence of off-block Zeeman’s couplings. The
first principle parameters summarized table (II) are cal-
culated with the relaxed cell volume in Ref. [56].
4. Electron pocket in bismuth
In the above we have calculated the effective mass and
g factor of the hole pocket at the T point in bismuth, to
complete the discussion now let us move on to the elec-
tron pocket at L, where the conduction and valance bands
form two dimensional IRs E 1
2 g
and E 1
2u
of the little group
C2h respectively due to the TR symmetry. Although the
Fermi level cuts only the conduction bands, as the en-
ergy gap between conduction and valence bands is very
small and is comparable with the Fermi level energy51,
the effective model should include both of them. For con-
venience, among the three equivalent L points we pick the
L point locating at the kx = 0 plane, where the C2 axis
is along the x axis. Choose the basis set as
∣∣S 12〉, ∣∣∣S 1¯2〉,∣∣P 12〉, ∣∣∣P 1¯2〉, we get
Hkp (k) =
C
s (k) 0 vxkx vyky − ivzkz
∗ Cs (k) v∗yky + iv∗zkz −v∗xkx
∗ ∗ Cp (k) 0
∗ ∗ ∗ Cp (k)

(13)
and
HZ = µB

gsxBx g
s
yBy − igszBz 0 0
∗ −gsxBx 0 0
∗ ∗ gpxBx gpyBy − igpzBz
∗ ∗ ∗ −gpxBx

(14)
5Na3Bi TaN ZrTe5 Bi electron Unit
LDA GGA mBJ LDA GGA mBJ LDA GGA mBJ LDA GGA mBJ
g
3
2
‖ 5.78 5.84 6.36 g
3
2
‖ -0.25 -0.28 -0.36 g
p
x -0.12 -0.04 0.08 g
p
x -2.73 -2.70 -2.56
1
g
1
2
‖ 2.90 2.96 3.41 g
1
2
‖ 1.84 1.96 2.45 g
p
y 12.24 11.63 9.66 g
p
y 5.90 5.94 5.11
g
1
2
⊥ 4.40 4.45 4.50 g
1
2
⊥ 0.54 0.57 0.66 g
p
z -5.19 -4.56 -2.22 g
p
z 1.08+0.29i 1.05+0.25i 0.55+0.19i
g′⊥ 3.10 3.12 3.06 g
′
⊥ 0.25 0.23 0.16 g
s
x 0.64 0.67 0.77 g
s
x 0.025 0.054 0.033
gsy -2.42 -2.89 -6.45 g
s
y 5.98 5.99 5.98
gsz -0.55 -0.61 -0.93 g
s
z 2.64-1.98i 2.60-1.98i 1.83-2.47i
∆ 2.74 2.68 2.48 ∆ 0.0113 0.0118 0.0323 ∆ 0.113 0.102 0.013 eV
v0 1.41 1.47 1.70 v‖ -0.72 -0.71 -0.66 vx -1.88 -2.14 -3.91 vx 1.24-5.51i 1.22-5.52i 0.80-5.89i
eVA˚v‖ 1.63 1.68 1.87 v⊥ 3.08 3.14 3.34 vy 0.43 0.38 0.13 vy -0.43-0.71i -0.42-0.68i -0.29-0.41i
v⊥ 1.99 1.99 2.12 vz 1.55 1.66 2.07 vz -1.81+4.48i -1.75+4.52i -1.17+4.66i
C‖ 1.90 2.13 2.24 C
3
2
‖ 3.20 3.28 3.66 C
p
x 34.44 31.08 5.91 C
p
x 24.54 25.40 23.74
eVA˚
2
C⊥ 5.97 6.26 8.70 C
3
2
⊥ -2.39 -2.36 -1.97 C
p
y -9.64 -8.90 -5.19 C
p
y -5.95 -5.87 -6.50
M‖ 4.21 4.45 4.42 C
1
2
‖ -10.37 -10.44 -10.15 C
p
z -9.52 -8.84 -0.12 C
p
z 10.50 10.55 9.86
M⊥ 0.99 0.97 0.60 C
1
2
⊥ 6.28 6.53 7.87 C
s
x -28.54 -35.42 -49.83 C
s
x -13.76 -14.40 -14.39
γ1 7.11 7.18 7.17 γ1 0.34 0.30 0.20 C
s
y 4.06 4.08 3.27 C
s
y 4.10 4.11 2.99
γ2 7.64 7.89 9.85 γ2 -1.01 -1.03 -0.92 C
s
z 8.82 7.26 -6.94 C
s
z -8.76 -8.61 -11.14
TABLE II: Parameters in the Zeeman’s couplings and effective k·p Hamiltonians for the four bands models. The
parameters g defining the Zeeman’s couplings are dimensionless numbers, while the parameters ∆, v, C (M , γ) , i.e
the coefficients of constants, O (k) terms, and O (k2) terms, are in units of eV, eV · A˚, and eV · A˚2, respectively.
Since the self-consistent LDA+mBJ potential heavily overestimates the corrections on band inversions in Na3Bi and
bismuth, here we fix the MBJ parameter as cMBJ = 0.93 and cMBJ = 1.14 for Na3Bi and bismuth respectively to
recover the HSE band inversion8 and experimental band gap51.
Since the C2h group can be got by just removing the two
C2 axes in the horizontal plane in the D2h group, this
model shares similar form with the ZrTe5 model, except
that the lower symmetry here makes all the off-diagonal
parameters, i.e. vx/y/z and g
s/p
y/z, are no longer necessarily
real. The calculated parameters are summarized in table
(II), where, in order to fix the gauge freedom, we have
absorbed phases of gsy and g
p
y into bases and leave them
to be real numbers.
IV. DISCUSSIONS
One of the greatest charms of the topological semimet-
als with gapless nodes or the topological insulators near
critical points may be their novel response in magnetic
field due to the Berry curvarture’s correction on the
quasi-particle dynamics. Such responses include weak
localization30, negative magnetoresistance32–35, anoma-
lous quantum oscillation37, and anomlous coupling with
pseudo scalar phonon38, etc. However, a related impor-
tant issue, i.e. the Zeeman’s coupling, which is recently
revealed to play an important role in the magnetoresis-
tance in topological insulators39, is usually neglected in
previous theoretical works. Now, with our data given
above, all the magnetic response can be studied with the
correction of Zeeman’s coupling, in which the interplay
between Berry’s curvarture and Zeeman’s coupling would
certainly lead to interesting new physics.
Here we only show a most direct application of our
data: the Fermi surface topology of Dirac semimetal
under Zeeman’s coupling. The intuitive picture that
the Zeeman’s coupling would split the double degener-
ate Fermi surface in Dirac semimetal into two Fermi sur-
faces with nonzero Chern numbers was firstly proposed to
understand some magneto-transport experiments. How-
ever, no serious calculations about such splitting has been
done because of the lacking of reliable g factors. Now we
present a full evolution of the Fermi surface around a sin-
gle Dirac point in Na3Bi with respect to the strength and
direction of the magnetic field. Since there are only two
relevant energy scales, i.e. the Fermi energy F and the
Zeeman’s splitting µB |B|, if we presume the clean limit
and keep only k linear terms in Eq. (7), the model can be
rescaled such that the Fermi surface topology will only
depend on the dimensionless parameter µBB/F . The
result is summarized as a “phase diagram” shown in Fig.
(1), where different “phases” are distinguished by the
types (electron or hole) and Chern numbers of the Fermi
surfaces, and the magnetic field is applied only within the
xz plane since all the vertical planes are equivalent with
each other. With varing magnetic field, varies phases,
including the phase with one trivial electron pocket, the
phase with two seperate nontrivial electron pockets, the
phase with two nested nontrivial electron pockets, an the
phase with a nontrivial electron pocket plus a nontrivial
hole pocket, can be achieved, leading to a fruitful phase
diagram.
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FIG. 1: “Phase diagram” of the Fermi surface topology
around a single Dirac point in Na3Bi under the
Zeeman’s coupling. To get this phase diagram, the
GGA parameters in table (II) are adopt. In (a) a phase
diagram consist of five phases are plotted with respect
to the dimensionless parameter µBB/F , and in (b)
diagrammatic sketches of the Fermi surface topologies
for the five phases are plotted. Here the blue, grey, and
red circles represent the right hand, trivial, and left
hand Fermi surfaces, respectively, where the Chern
number of each Fermi surface is defined by the
wavefunctions on the occupied side. The solid and
dashed circles represent the electron and hole pockets,
respectively. As mentioned in the text, we have
presumed the clean limit and neglect k2 terms, without
which the two splitted Fermi surfaces have a nodal line
crossing at the kz = 0 plane if the magnetic field is
applied along z. However, the presence of infinite small
k2 terms will open such crossings and leave the two
seperated Fermi surfaces with ±2 Chern numbers,
leading to the I’ phase.
V. SUMMARY
In summary, a first principle calculation of the effec-
tive Zeeman’s coupling is realized for the first time, and
the coupling parameters in a few topological materials
have been calculated and discussed. In the framework of
quasi-degenerate perturbation theory, we define the ef-
fective Zeeman’s coupling in magnetic field as the gauge
invariant part of the second order perturbation Hamil-
tonian and express all the parameters in it by the mo-
mentum and spin elements, which are computed within
the PAW formulation of the DFT in this work. To verify
the validity of this method, the Lande´ g-factors of two
two bands systems, i.e. the hole pocket in bismuth and
the conduction bands in Bi2Se3, whose Lande´ g-factors
have been measured in experiments, are calculated and
results comparable with experimental data are obtained.
Further more, we also build, discuss, and calculate the ef-
fective Zeeman’s couplings for a few multi-bands models
in topological materials such as Na3Bi, TaN, and ZrTe5.
As a simple application of our data, a full evolution of
the Fermi surface topology in Dirac semimetal under Zee-
man’s coupling with respect to the strength and direc-
tion of magnetic field is obtained and discussed based on
the data of Na3Bi. Further theoretical investigations for
other applications, such as the interplay of the Zeeman’s
coupling and the Berry phase in magnetotransport exper-
iments, and the role of multi-bands Zeeman’s coupling in
quantum oscillations are strongly encouraged.
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Appendix A: PAW formulation of the matrix
elements
In the PAW formulation adopt in VASP, the matrix
element of operator Oˆ can be calculated as65,66
Onn′ = 〈ψnK|Oˆ|ψn′K〉
= 〈ψ˜nK|Oˆ|ψ˜n′K〉
+
∑
aµν
∑
ζζ′
〈ψ˜nK|p˜aµζ
〉
Oaµζ,νζ′
〈
p˜aνζ
′|ψ˜n′K〉 (A1)
, where |ψ˜nK〉 is the pseudo Bloch wavefunction, |p˜aµζ〉
is a projector wavefunction at the a-th atom consisting of
a real space projector wavefunction p˜aµ (r) and a spinor
wavefunction |ζ〉 (ζ =↑↓), and Oaµν is the PAW matrix
of Oˆ in the a-th atom’s augmentation sphere. Here the
pseudo Bloch wavefunction is spanned by the plane waves
ψnK (rζ) =
∑
G
cnKζ,Ge
i(K+G)·r (A2)
, and the PAW matrix of Oˆ is defined as
Oaµζ,νζ′ = 〈φaµζ|Oˆ|φaνζ ′〉 − 〈φ˜aµζ|Oˆ|φ˜aνζ ′〉 (A3)
, with φaµ (r) the all electron partial wavefunction, and
φ˜aµ (r) the pseudo partial wavefunction, both of which
are stored as an angular part and a radial part
φaµ (r) = Y
mµ
lµ
(
r̂−Ra
)
Raµ (|r−Ra|) (A4)
φ˜aµ (r) = Y
mµ
lµ
(
r̂−Ra
)
R˜aµ (|r−Ra|) (A5)
, where Ra is the location of the a-th atom. As both
the plane wave coefficients cnKζ,G and the projection co-
efficients 〈p˜aµζ|ψ˜nK
〉
have been calculated in the VASP
code, to calculate the matrix element of Oˆ we only need
to calculate the pseudo wavefunction contribution, i.e.
the first term in Eq. (A1), and the PAW matrix ele-
ments separately and then substitute them back to Eq.
(A1).
7The spin elements are very direct to calculate. The
pseudo wavefunction contribution is
〈ψ˜nK|sˆ|ψ˜n′K〉 = ~
2
∑
Gζζ′
σζ,ζ′c
nK∗
ζ,G c
n′K
ζ′,G (A6)
, and the PAW matrix is
saµζ,νζ′ = δlµlν δmµmν
~
2
∑
ζζ′
σζ,ζ′
ˆ
dr · r2R∗aµRaν
− the integral with R˜ (A7)
, where the integral over r is evaluated on a logarithmic
radial grid. Nevertheless, the calculation of the momen-
tum element is a bit more complicated. According to Eq.
(A1), the momentum element can be directly written as
pinn′ = 〈ψ˜nK|pˆ|ψ˜n′K〉+ 1
2mee2
〈ψ˜nK|sˆ×∇V |ψ˜n′K〉
+
∑
aµν
∑
ζζ′
〈ψ˜nK|p˜aµζ
〉 [〈φaµ|pˆ|φaν〉 − 〈φ˜aµ|pˆ|φ˜aν〉] 〈p˜aνζ ′|ψ˜n′K〉
+
1
2mee2
∑
aµν
∑
ζζ′
〈ψ˜nK|p˜aµζ
〉 [〈φaµζ|sˆ×∇V |ζ ′φaν〉 − 〈φ˜aµζ|sˆ×∇V |φ˜aνζ ′〉] 〈p˜aνζ ′|ψ˜n′K〉 (A8)
It should be noticed that the second term in the first
line and the second term in the third line will cancel
each other because in VASP the SOC effect is consid-
ered only within the augmentation spheres, in which
the pseudo Bloch wavefunctions equal to their projec-
tions on pseudo partial wavefunctions, i.e. |ψ˜nK〉 =∑
aµζ |φ˜aµζ〉
〈
p˜aνζ|ψ˜nK〉. Therefore, the momentum el-
ement is simplified to
pinn′ = 〈ψ˜nK|pˆ|ψ˜n′K〉
+
∑
aµν
∑
ζζ′
〈ψ˜nK|p˜aµζ
〉
pia′µζ,νζ′
〈
p˜aνζ
′|ψ˜n′K〉 (A9)
, where the psuedo wavefunction contribution is
〈ψ˜nK|pˆ|ψ˜n′K〉 =
∑
Gζ
~ (K+G) cnK∗ζ,G cn
′K
ζ,G (A10)
, and pia′µζ,νζ′ is defined as
pia′µζ,νζ′ = δζζ′〈φaµ|pˆ|φaµ〉 − δζζ′〈φ˜aµ|pˆi|φ˜aµ〉
+
~
2mee2
· ~
2
σζ,ζ′ × 〈φaµ|∇V |φaµ〉 (A11)
All the integrals between partial wavefunctions can be
decomposed as an angular part and a radial part, such
as
〈φaµ|pˆ|φaµ〉 = −i~
ˆ
dΩY
mµ∗
lµ
∇Y mνlν
ˆ
dr · r2R∗aµRaν
− i~
ˆ
dΩY
mµ∗
lµ
r
r
Y mνlν
ˆ
dr · r2R∗aµ∂rRaν
(A12)
and
〈φaµ|∇V |φaµ〉 ≈
ˆ
dΩY
mµ∗
lµ
r
r
Y mνlν
ˆ
dr · r2R∗aµ∂rV Raν
(A13)
In practice, the angular integrals concerning with spher-
ical harmonics are evaluated with the help of the code in
asa.F of VASP.
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