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Abstract-Maximum likelihood estimation for the parameters in the three-parameter Weibull 
distribution needs an initial value in the iteration scheme for likelihood equations. In certain cases, 
maximum likelihood estimation can break down for the three-parameter Weibull model, as no local 
maximum of the likelihood exists. To avoid these difficulties, we suggest a modification of the 
weighted least-squares estimators for the three-parameter Weibull distribution. The modification 
presented here is to find an estimate for a threshold parameter for this distribution. 
Keywords-Modified weighted least-squares, Three parameter Weibull, Maximum likelihood, 
Survival function. Goodness of fit. 
1. INTRODUCTION 
The Weibull distribution has been extensively used in life testing and reliability problems. The 
distribution has been named after the Swedish scientist, Weibull, who proposed it for the first 
time in 1939 in connection with his studies on strength of material. Weibull [l] showed that the 
distribution is also useful in describing the “wear-out” or fatigue failures. Lieblein and Zelen [2] 
used it as a model for ball bearing failures. Mann [3] gives a variety of situations in which the 
distribution is used for other types of failure data. 
In some situations, it may be believed that there is a threshold stress level below which the 
material is safe, but above which there is a nonnegligible probability of failure. There is, there- 
fore, an interest in estimating either the threshold level or some other quantile of the probability 
distribution of failure strengths. The Weibull distribution is a very widely used parametric fam- 
ily, partly because it is a flexible three-parameter family which has been found in practice to 
be suitable for data on failure strengths and also failure times. It is, therefore, an important 
practical problem to be able to estimate the parameters of this distributions being of particu- 
lar interest. Mann [4] has reviewed the Weibull distribution in her case concentrating on the 
three-parameter case. Cohen and Whitten [5] proposed modifications of both moment and msx- 
imum likelihood estimators for the three-parameter Weibull distribution. Smith and Naylor [6] 
developed and compared maximum likelihood and Bayesian estimators for the three-parameter 
Weibull distribution. 
2. MODIFIED WEIGHTED LEAST-SQUARES ESTIMATORS 
White [7] proposed a method for estimating the shape and scale parameters of the Weibull 
distribution, which is based on a regression approach. The method proposed by White is ap- 
plicable to censored samples as well as complete samples. The objective of this article is to find 
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a modification of weighted least-squares estimators for the three-parameter Weibull distribution. 
The statistical model considered in this article is that of a population containing N items, which 
are subjected to the life testing. Assume that the failure times T of all items in the population are 
independently identically distributed three-parameter Weibull random variables having survival 
function: 
R(t)=exp[-(?)‘I, fortE(O,co). 
The first task is to find an estimate for a threshold parameter (Y. 
An approximate value of cy may be found as follows. 
Since the population is finite, we can compute directly for each point ti the survival function 
Ri(t) = 
number of failures up to time ti 
N > 
for i = 1, 2,. . . , N. (If only a sample is available, then Ri can be the empirical survival function 
and N is the sample size.) 
Plot the points (ti, Zi = log, Ri(t)), i = 1,2,. . . , N on ordinary cross-section paper and draw 
a smooth good fitting curve. Let (ti, Zi = log, Ri(t)), i = 1, 2, . . . , A4 be arbitrary points on 
the curve so that 
Ri(t)=exp[-(?)‘I, i-l,2 ,..., M. 
Cheng and Fu [8] d iscussed choosing M, where they pointed out that the weighted least-squares 
estimators are relatively robust with respect to M. They also noted that, in practice, if we 
choose the number of intervals M between 10 and 20 (with equal lengths), then the weighted 
least-squares estimators will normally perform well. 
Choose four points so that Zi/& = Za/&. Then, (ti - a)/(tn - cr) = (ts - ~)/(ta - a) and 
hence, 
t2t3 - t1t4 
a = t2 +t3 - (tl +t4)' 
If several such thresholds are chosen, then the average of all o’s calculated from these thresholds 
will give a fairly precise results. 
Consider Ri (t) = exp [-(?)‘I, i=l,2 ,..., M. Then, 
log, log, Ri ’ (t) = -7 log, 6 + 7 log, (ti - 6) . (2) 
The above equation (2) can be written in the form 
Yi = A + SX, + Ei, i= 1, 2 ,..., M, (3) 
where Xi = log, (ti - &) , Yi = log, log, R;‘(t), A = -y log, 6 and B = y. 
Now, for i = 1, 2,. . . , M, let 
y, = log, log, 
(N-&li*)’ 
(4) 
where Vi = observed number of failures during the time (&-I, ti), i = 1, 2,. . . , M. 
M = total number of time intervals. 
N = the size of the sample. 
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If we consider the weighted sum of squares 
Q = 2 U,(yZ - A - BX~)~, 
i=l 
with the weights {Vi}, i = 1, 2,. . , M, then equation (3) reduces to a simple linear regression 
problem and the weighted least-squares estimators for A and B are, therefore, 
and 
_ /M M \ 
A=; L CUiYj-hCUiXi , 2=1 i=l ) 
where U = Czl Vi. Finally, 9 and 8 can be estimated by T = B and 8 = exp (A/B). 
3. NUMERICAL EXAMPLE 
Dumonceaux and Antle [9] cite data, obtained in a civil engineering context, of maximum flood 
levels (in millions of cubic feet per second) for the Susquehanna River at Harrisburg, Pennsylvania 
over 20 four-year periods as 
.654 .613 .315 .449 .297 .402 .379 .423 .379 .3235 
.269 .740 .418 .412 .494 .416 .338 .392 .484 .265 
writing the above data in grouped data and estimating R(t), using the above rule, we have 
Interval u 
,250 5 t < ,300 3 
.300 5 t < ,350 3 
.350 5 t < ,400 3 
.400 5 t < ,450 6 
,450 5 t < ,500 2 
,500 5 t < ,550 0 
,550 5 t < ,600 0 
,600 5 t < ,650 1 
.650 5 t < ,700 1 
,700 < t < .750 1 
J&(t) 2 = log, Ri(t) 
0.85 -0.163 
0.70 -0.357 
0.55 -0.598 
0.25 -1.386 
0.15 -1.897 
0.15 -1.897 
0.10 -2.302 
0.10 -2.302 
0.05 -2.996 
After plotting the points (ti, Zi), i = 1, 2,. . . , M and drawing a smooth good fitting curve, 
choosing 21 = -.163, 2s = -.357, 2s = -1.386, 24 = -3.036, so that Zi/Zs = Zs/&, hence, 
we have tl = 0.3, t2 = 0.35, t3 = 0.45 and t4 = 0.7. So, we get & = 0.2625. Therewith, using the 
weighted least-squares estimation, we obtain ri, = 1.28 and I!? = 0.167. 
On the other hand, Cheng and Amin [lo] give maximum likelihood estimates for the three- 
parameter Weibull model, using Dumonceaux and Antle [9] data, in the form & = 0.261, 9 = 1.25 
and 8 = 0.173. We give some idea of the goodness of fit by comparing the empirical cdf and 
cdf’s of the fitted model using MLE (maximum likelihood estimators) and MWLSE (modified 
weighted least-squares estimators), shown in Figure 1. The cdf’s of the fitted model using MLE 
and MWLSE are very similar as seen in Figure 1 and they provide a reasonable fit compared 
with the sample cdf. 
56 K. E. AHMAD 
1 
0.2 0.2s a.3 0.36 0.4 0.46 0.6 0.66 0.1 0.136 0.7 0.76 0.~ 
MaxImum Plcod Lercl (In millions of cubic feei per recond) 
Figure 1. Empirical and fitted model using MLE and MWLSE. 
4. CONCLUSIONS 
In this paper, we suggest a modification of weighted least-squares estimators for the three- 
parameter Weibull distribution, the modification presented here is to find an estimate for a 
threshold parameter for this distribution. The advantage of this method is that it is suitable 
for the cases in which maximum likelihood estimation can break down for the three-parameter 
Weibull model, Cheng and Amin [lo] gave some examples for certain cases in which maximum 
likelihood estimation breaks down for the Weibull model as no local maximum of the likelihood 
exists. Moreover, the suggested modification of weighted least-squares estimators for the three- 
parameter Weibull model can be used as good initial estimates for the maximum likelihood 
method. 
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