Training a Siamese architecture for re-identification with a large number of identities is a challenging task due to the difficulty of finding relevant negative samples efficiently. In this work we present Bag of Negatives (BoN), a method for accelerated and improved training of Siamese networks that scales well on datasets with a very large number of identities. BoN is an efficient and loss-independent method, able to select a bag of "high quality negatives", based on a novel online hashing strategy.
Introduction
Instance retrieval and re-identification (re-ID) are ranking problems where, given an image of an object, a system is searching for the images of the same object, usually taken by a different camera, under different light, from different angles etc. Several research lines address this problem [8, 16, 17, 21, 22, 23, 30, 31, 32] . Some of these works propose methods that are computationally very expensive, using network architectures that are task-specific [16, 17, 21, 23, 30, 31, 32] . Others focus on keeping architectures simple and flexible to adapt to any ranking problem [9, 22, 25] .
Once the network architecture is designed, the question that naturally arises is: what should be the appropriate loss function for training? Several works use classification loss, due to its simplicity and the availability of several tools ready for the task [10, 34] . These methods typically train the network as if every identity in the dataset is a class, while extracting image descriptors by pooling features from the last convolutional layer at testing time. Even though these approaches are very simple, they suffer from serious limitations in terms of the number of classes they can handle. For instance, a dataset with more than 10M identities (such as the FaceNet dataset, as reported in [12] ) and with, e.g, a 128 embedding size, would require a fully connected layer with 1.28 billion extra parameters, which would be impossible to train from a practical perspective.
Other approaches propose alternative functions, widely known as ranking losses [4, 22, 24] . The main goal of these losses is to bring the representations of samples from the same ID close to each other, while separating the representations of images that belong to different c 2019. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms.
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classes. To do so, Siamese architectures with several parallel streams, made of the same networks with shared weights, are used [9, 22, 25] . These architectures allow computing compact representations for several input images simultaneously, combining them with a ranking loss. Even though these approaches do not depend on the number of classes in the training set, they are extremely hard to train due to the complexity of finding input pairs, triplets or quadruplets that produce a loss greater than zero. In this paper we propose an online strategy for mining samples, which contributes to a more efficient training of Siamese architectures.
Relevant work
Online hard negative mining (OLHN) methods take advantage of the sample representations available at mini-batch level in order to improve the probability of retrieving relevant negatives for the triplet loss [9, 19, 22] . The latter two methods will be discussed more in detail in the next section since they are the most popular ( [5, 18, 25] ) and most effective OLHNs, and we aim at improving their performance.
An offline re-weighting of the loss can improve the quality of negative samples, but at nonnegligible computational cost [18] . Taking advantage of extra knowledge on sub-categories within the dataset is also advantageous in mining negative samples [27] .
In recent years, online methods that provide relevant negative samples prior to triplet formation have been proposed, thus not at mini-batch level.
In [5] the authors propose a strategy that builds a tree of identities to facilitate the sampling of relevant negatives for a given anchor. The method clearly improve the quality of the negative samples but at the cost of updating the tree at every epoch. Also, the tree construction is based on an identity-to-identity distance matrix, which thus scales polynomially with the number of identities.
In [25] the authors explicitly face the problem of training a Siamese network with 100k identities. The basic idea is to generate a representation for each identity, and apply clustering on all the identities to generate clusters or subspaces, wherein identities are similar in each subspace. The authors propose to train a classifier on a subset of identities, then use the classifier to generate image representations, and finally perform k-means clustering on them in order to form the subspaces. The authors do not update the cluster during the training, thus the subspaces could become sub-optimal in later stages of the training.
Motivation
The triplet loss (see Equation (1)) is based on the construction of triplets i ∈ T formed by an anchor sample x a i , a positive sample x p i (belonging to the same ID as the anchor) and a negative sample x n i (belonging to a different ID). The samples are mapped into an embedding by a given function f (·), that is usually a deep convolutional network, whose parameters are learned by minimizing the loss L. The goal of the triplet loss is to ensure that the anchor-negative pairs are far from each other by a margin α with respect to the anchor-positive pair distance. The most challenging part of using the triplet loss is finding triplets that produce a non-zero loss. This is hard, since the number of all possible triplets in the dataset is proportional to the cube of total number of images N, |T | ∼ N 3 , and the more the system trains, the less probable it is to find a relevant negative for a given anchor-positive pair.
Let n be the average number of images per ID, m the mini-batch size, b number of triplets per mini-batch (b = m/3), and k the number of images of each ID in the mini-batch. We introduce the notationn, the number of negative samples that produce a non-zero loss if used in conjunction with the triplet loss and an anchor-positive pair. The "quality" of the retrieved negatives is also relevant, as pointed out in [18] : negative samples have to be selected such that the anchor-negative distance distribution is almost uniform. Random negative sampling from the whole dataset (to which we refer as Vanilla sampling) has complexity O(1) but does not provide relevant negative samples except in the beginning of the training, since the probability of picking a relevant negative, pn =n/(N − n) n/N. From now on we will omit n from the formula since it is negligible w.r.t. N.
Semi hard loss [22] employs a negative sampling strategy that has an increased cost due to the fact that the additional computed distances scale polynomially with the mini-batch size. The improvement in pn with respect to Vanilla sampling is linearly dependent on the number of triplets b. For this reason, authors use huge mini-batches in the order of 1800 samples. pn is thus increased at the cost of large mini-batches and additional sample to sample distance computation.
Batch hard loss [9] is an improved version of the semi hard loss where, thanks to a more controlled mini-batch creation and additional distances computation, the method exhibits pn = 3bn/N. This strategy offers a 50% improvement in pn w.r.t. the semi hard approach, but still provides a probability that depends on the mini-batch size.
Finally, an offline exhaustive search into the dataset provides pn = 1. This is, of course, not viable for large datasets. Nonetheless, for relatively small datasets and with the proper sampling strategy over the mN distances, exhaustive search provides excellent negatives samples [18] .
Contribution
The paper's main contribution is a loss-independent and computationally inexpensive online strategy for improved negative mining in large datasets, which we named Bag of Negatives (BoN). The main advantages of BoN w.r.t. previous methods are: (1) faster training due to more non-zero loss triplets; (2) better performance on validation sets due to high quality negatives; and (3) a negligible additional computational cost w.r.t. the Siamese architecture training.
BoN does not require computing additional sample representations nor their respective distances to be able to select an appropriate negative. Also, it does not require additional networks and/or losses to be applied on the input image, nor ad-hoc strategies. Moreover, it can be combined with any loss that requires a negative sample. Nonetheless, for simplicity, we will show the behaviour of BoN with triplets; analogous results are achieved with other ranking losses, such as, e.g, contrastive loss. We also want to emphasize that this approach is devised with large datasets and computational efficiency in mind. Finally, the method has only one relevant meta-parameter, discussed in 5. 
Bag of Negatives
A negative sample whose representation is close to the anchor sample provides a triplet that is more likely to produce non-zero loss. The main purpose of BoN is providing these relevant negative samples using an online algorithm that is loss-independent and computationally inexpensive. BoN is inspired by the Spectral Hashing method [29] . Nonetheless, we implemented several changes in order to efficiently adapt to the negative mining problem during training. Spectral Hashing is a nearest neighbour search algorithm that is shown to be better performing than Product Quantization while being simpler to implement and more efficient at learning the hash function [29] . In terms of performance, it is inferior with respect to methods that address the embedding compression and the quantization as a whole problem, e.g. [3, 6] . However, we have to consider that the embedding is changing during the training, thus a simpler but flexible approach is preferred over methods providing better results at a greater computational cost.
The main approach of the Spectral Hashing method is to (1) learn a linear projection from a high dimensional space (of size e) to a lower dimensional space (of size s e) by means of a standard PCA; (2) apply the projection to a sample; (3) perform a 1 bit quantization over every dimension by threshold at 0; and (4) group the s bits into an integer codeword. The codeword represents the entry of an hash table. The underlying assumption is that samples falling into the same bin are neighbours in the high dimensional embedding. Of course, this assumption is overly optimistic and the variation from the optimal behavior is mainly due to the following facts: (1) since s e we lose some information about the topology of the high dimensional embedding and (2) the quantization is extremely harsh and there is no actual control over the quantization error during the process. Nonetheless, experimental validation shows that the Spectral Hashing method indeed performs well in retrieval tasks [29] .
However, the direct application of the Spectral Hashing (or any other nearest neighbour efficient algorithm) method to the problem of retrieving negative samples is not straightforward because the embedding is dynamically changing during the training. One can compute the whole embedding every certain number of steps, plus computing the PCA, and the hash table, but this naïve strategy does not scale well for large datasets. Consequently, we propose three main modifications to the Spectral Hashing approach in order to have an online algorithm that mimics its performance:
1. The PCA is substituted by a linear auto-encoder paired with L 2 reconstruction loss.
2. The quantization threshold is dynamically estimated, per dimension.
3. The hash table is dynamically updated.
All three steps are computed over each input mini-batch at training time. Samples belonging to the mini-batch are updated in the hash table instantaneously.
Linear auto-encoder
Since the online PCA estimation is in general computationally inefficient and potentially numerically unstable [2] , we choose to train a linear autoencoder (AE) paired with L 2 reconstruction loss, as in formulas (2), where h(x) is the projected subspace of dimensionality s. In order to not influence the embedding, we do not back-propagate the gradients generated by the L AE loss through f (x).
The AE continuously models the projection that provides the codeword to the hash table update procedure. The added cost of learning such an AE is negligible w.r.t. to the Siamese network training. We extract codewords of all samples in the mini-batch and we use them for hash table update in every step of training. At the same time we update the weights of the AE without backpropagating the gradients through the Siamese architecture. The only BoNs parameter is s, and its choice is related to two factors: (1) the smaller s, the more difficult to reconstruct (in the L 2 sense) the original sized embedding and (2) the bigger s, the larger the number of bins obtained after the binarization, more precisely B = 2 s . A detailed analysis on the behaviour of BoN as a function of s is presented in the experimental section.
Dynamic quantization thresholds
Since the lower dimensional space h(x) changes dynamically during the training, the correct thresholds µ for its binarization is estimated as a running mean: µ ← β µ + (1 − β )h(x) where β controls how quickly the running average forgets old samples. We noticed that varying β ∈ [0.95, 0.999] does not influence the results so that it is not a critical parameter to tune.
Hash table dynamic update
We maintain a hash table L with 2 s bins that, for each entry indexed by an integer j, contains a collection of images identified by pairs (v, ID(v)), where v is an integer that uniquely represents an image in the dataset, and ID(v) is an integer that uniquely represents the ID for the given image. Also, we keep track of the latest hash entry for every image in the dataset, using integer values, such that C[v] = j. In such a way, updating the hash table has a very (N/2 s ) . In term of memory cost, assuming that both the ID and the sample identifiers (ID(v) and v) can be represented with 4 bytes integers, we need only a total of 4(N + 2N) bytes to store both the hash table L and the list of hash entries C.
In each training step for each image in the mini-batch I ∈ {I 1 , I 2 , .., I m } we extract its codeword c(I) by binarizing the difference between its latent projection from the autoencoder h(I) and running mean µ. We remove the pair (v I 
Bag of Negatives with random sampling
The simplest way of using BoN is creating mini-batches of b random anchor-positive image pairs. For each pair, we sample a negative image randomly among the images that belong to the same bin as the anchor. In case the anchor belongs to a bin in which there are no other images from a different ID, we sample the negative image randomly from the whole dataset.
Bag of Negatives with batch hard loss
As BoN can provide relevant images for batch sampling, it can be easily combined with a loss such as batch hard. It is important to create batches of size m, which contain k images from l IDs when training a model with batch hard loss. We set k = 2 for all the experiments, as we are focusing on showing the importance of good negative sampling, and we want to avoid the results being influenced by hard positive samples. First we select a random non-empty bin, that contains images from r different IDs. If r is 1, we create a set of l IDs randomly. If r is greater or equal than l, we choose l IDs randomly from the same bin. Finally, if r is greater than 1 and smaller than l, we take all the r IDs from the chosen bin, and pick another random bin from which we sample the remaining l − r IDs, if possible. We keep repeating the last step until we have l IDs. Once we have a set of l IDs, we create a mini-batch of k random images that belong to each one of l selected IDs.
Empirical evidence

Datasets
Person re-identification large dataset. We merged eleven publicly available datasets for person re-identification, CUHK01 [15] , CUHK02 [14] , 3DPeS [1] , VIPeR [7] , airport [11] , MSMT17 [28] , Market-1501 [33] , DukeMTMC [20] . The merged dataset has 178, 002 images of 10, 552 identities. We used both training and testing partitions of all the datasets except for Market-1501 and DukeMTMC-reID and we did not use the images that are labeled as distructors or junk.
Stanford Online Products [19] is a retrieval dataset which contains 120, 053 images of 22, 634 products. The dataset is split into two partitions: the training partition, which contains 59, 551 images of 11, 318 products, and the testing partition which contains 60, 502 of 11, 316 classes. 
Pre-trained backbone and training parameters
We use Inception-V3 as a backbone for our model. In particular, we take the convolutional layers and initialize them with weights from a standard network pre-trained on ImageNet. The final descriptors are further max-pooled and 2 normalized. The descriptor size is 2, 048. The model is trained using the ADAM optimizer, with the initial learning rate 10 −4 , and with a learning rate decay of 0.9 each 50k iterations. The images for person re-ID are resized to 192 × 384 pixels, and 256 × 256 for Stanford Online Products. At test time, we extract representations and compare them using dot product. Figure 2 .a shows the percentage of non-zero loss triplets (measured at training time) as a function of the training mean Average Precision (mAP) for the Vanilla sampling, BoNRandom, the semi hard loss, the batch hard loss, BoN-batch hard, Spectral Hashing-batch hard and 100k IDs-batch hard loss on the person re-ID dataset. The margin is set to α = 0.3, the mini-batch size is m = 48, and the leftmost point on the plot for every method is obtained at 10k steps of training in all experiments. As expected, the percentage of non-zero triplets for the Vanilla sampling starts at only 20% and decreases as the mAP increases; at mAP = 77.4 the non-zero triplets are less than 5% and the training is virtually unable to learn anything else.
Analysis of Bag of Negatives
Non-zero loss triplets analysis
BoN-random significantly increases the number of non-zero loss triplets w.r.t. the Vanilla sampling, without modifying the loss nor the way the anchor-positive pairs are formed. The improvement is solely due to the improved sampling of negatives. BoN-random exhibits a behaviour similar to semi hard and batch hard while providing, in general, more non-zero loss triplets. However, the nature of the improvement provided by our method and batch hard is very different: BoN searches for negatives in a local region of the embedding space while batch hard forms the triplets seeking non-zero loss triplets in an explicit way within a mini-batch but sampling from the whole embedding.
These two complementary strategies can be easily combined as seen in section 4.5. The combination inherits the benefits of both approaches: at 10k steps batch hard and BoN-batch hard have a similar mAP ≈ 83% but BoN-batch hard has about 2 times more non-zero loss triplets, and it has more non-zero loss triplets systematically until the end of the training. As will be seen in the comparison, this behavior not only speeds-up the training, but also provides better triplets, which improves the performance on validation sets. The combination of Spectral Hashing and batch hard requires the following steps: (1) feature extraction on the whole training set, (2) reduction of the feature size by PCA to the size s (s = 18) and (3) hash table construction; we repeat this procedure every 5k steps. Given this hash table, batches are created the same way as explained in 4.5. BoN-batch hard shows very similar behavior to the Spectral Hashing -batch hard: they both train quickly, obtaining almost the same mAP after 10k steps, with high percentage of non-zero loss triplets. Spectral Hashing -batch hard is providing more non-zero loss triplets during the whole training. This is expected, as the hash table is updated at the same moment for all the samples. However, this configuration is far more computationally expensive and does not scale for datasets with a large number of IDs. As an example, each hash table update requires 11.6 minutes of computation every 5k steps, which is the same time required for 1, 657 steps of training. In other words, 25% of the training time is spent on hash table update. Thus SH-BH is better, but at a much higher computational cost.
We analyze the behavior of batch creation proposed in [25] , using 10 clusters as suggested by the authors. We use these clusters for creating the hash table and we do not update it during the training. In addition to longer training time, this method lacks flexibility in updating the hash table. In other words, samples that are considered relevant negatives to an identity are set at the beginning of the training and are static w.r.t. the training process. Moreover, a possible sub-optimal clustering is going to be seriously detrimental to the training.
BoN-Random behaviour varying s
It is interesting to note that BoN-Random degenerates to Vanilla sampling for s = 0. Figure  3 .a shows the mAP results on the Market and Duke validation datasets for different values of s at 200k steps. As it can be seen, the performance increases with s and it reaches a maximum at s = 18; with this value we have 178k/2 18 = 0.68 samples per bin on average. Within a static embedding, and with the standard Spectral Hashing, these figures represent degenerate behaviour in which every bin contains at most one sample, thus defeating the objective of the hashing in providing negative candidates. In reality, the embedding, the linear projection and the thresholds are changing dynamically, such that many bins can be empty. In this case, increasing s improves the granularity of the hash table without incurring in degenerate hash functions. Nonetheless, with s = 22, BoN reaches its breaking point and the average number of samples per bins (for non empty bins) is very high, such that BoN-Random starts to perform negative sampling on the whole dataset too frequently.
Qualitative results
In Figure 3 .b we show images sampled from 2 bins for the person re-identification dataset for BoN-random at 200k steps. As demonstrated, the images belonging to the same bin have some similarity, e.g. same upper body color, same type of clothes etc. 
Results and Comparison
In this section we perform a controlled comparison of our proposal with the two most commonly used triplet losses: semi hard and batch hard and the two batch creation methods: hierarchical tree [5] and 100k IDs [25] . We avoid extra variables (e.g. augmentation, other architectures, etc.) that could mask the empirical results for other reasons not related to negative sampling and triplet construction. For such reasons, we use the same mini-batch size for all the methods, the same pre-trained backbone, the same margin α and the same embedding size (see subsection 5.2 for the details). Table 1 shows the results of the comparison on the person re-identification dataset. BoNrandom clearly outperforms Vanilla sampling and provides validation mAPs comparable to semi hard and batch hard. The best results are obtained by Spectral Hashing -batch hard, which was expected, taking into account that BoN is an online approximation of Spectral Hashing. The numbers show that the margin between BoN and Spectral Hashing is only 1.5% on average of the two evaluation datasets. However, Spectral Hashing can be used only if the training set is small, so its application on bigger datasets would be infeasible. One can argue that the performance of BoN can be easily reached by just increasing the mini batch size of the batch hard method. The "batch hard (2x batch)" line shows results from the training in which the mini-batch size is doubled. As expected, in this case, the model trains faster (in terms of number of steps until convergence) and has better performance, but does not outperform BoN-batch hard. This experiment shows that BoN is a key component of the accelerated training and improved validation results of BoN-batch hard.
We implemented two methods for batch creation known in the literature, Hierarchical Tree (HT) [5] and 100k IDs [25] and combined them with batch hard. We followed the procedure described in [5] and computed the distance matrix between all the IDs every 5k steps. We form a batch by randomly selecting one ID, and taking the remaining l − 1 as its closest neighbors. Even though Hierarchical Tree and 100k IDs require a computationally expensive two-phase training, BoN-batch hard obtains better results in fewer training steps.
We fine-tuned the BoN-batch hard model from the table 1 on Market-1501 and DukeMTMCreID datasets. To the best of our knowledge, the fine tuned BoN-batch hard performs better than all the methods that do not use ad-hoc architectures. Figure 2 .b shows the training (full lines) and validation (dashed lines) performance of the compared methods up to 300k steps. BoN-random exhibits the slower increasing curve in all plots with respect to all methods except the Vanilla sampling. This is due to the fact that the negative is still sampled randomly inside the anchor bin. Nonetheless, it is as good as semi hard and batch hard on the validation sets at 300k, which means that the negative samples are of sufficiently good quality to provide good generalization capability. BoN-batch hard is the fastest method, reaching the over-fitting regime at about 70k-100k steps; this is at least 3 times faster than other methods. Table 2 shows the comparison of BoN-batch hard with state-of-the-art approaches on Stanford Online Products dataset. We trained BoN-batch hard using the same methodology as explained in section 5.2 on retrieval, using data augmentation techniques such as random horizontal flipping, blurring, zooming in and out, and cutout. BoN-batch hard obtains the state-of-the-art results when compared with all the other methods.
Batch hard and BoN are complementary: BoN provides a set of good quality negative samples, while batch hard provides the explicit hard negative selection process and the increased number of triplets per mini-batch. The resulting combination is faster and better than both approaches.
Conclusion
In this paper we introduced Bag of Negatives (BoN), a novel method for accelerated and improved training of Siamese networks that scales linearly on datasets with large numbers of identities. The method is complementary to the popular batch hard approach, and their combination provides improved validation results by means of high quality negative candidates. Future work will address a profound analysis of BoN behaviour when combined with other loss functions. Also, a more extensive test on other datasets will be performed. Finally, we will investigate possible solutions on automated estimation of the s meta-parameter.
