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1. INTRODUCTION 
Let X be a rank one symmetric space (e.g., S”, RP”, CP”,...) and let A be 
its Laplace-Beltrami operator. It is known that the spectrum of A is discrete 
and consists of a sequence of eigenvalues 
a, = k(k + a), k = 0, 1, 2 ,a.., (1.1) 
each occurring with multiplicity 
N, = (b/(n - l)!) k”-’ + O(k”-*), (1.2) 
n being the dimension of X and a and b being positive integers which depend 
only on X. 
Let Q be a zeroth order self-adjoint pseudodifferential operator. If we 
perturb A by adding Q to it, the eigenvalues (1.1) break up into bands 
with 
l(i) 
k 3 i = l,..., Nk, (le3)k 
We can describe the distribution of eigenvalues on the kth band by means of 
the measure 
,,jk = c s(t - (a;’ - &>)* (1.5) 
It was observed by Weinstein [14] that this measure has remarkable 
asymptotic properties as k + co. Namely, there exists a sequence of 
compactly supported distributions on the real line, pi, i = 0, 1, 2,..., such that 
for all fE P(R) 
pk(f) = k”-’ 2 P,.(f) k-‘. 
i=O 
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Weinstein’s result was somewhat sharpened by Colin de Verdi&e [l], who 
showed that if Q is the operator “multiplication by a smooth function” or, 
more generally, has the transmission property of Hirschowitz and Piriou [7], 
then 
p1=/j,=p5=...=o. (1.7) 
We will call & the kth band invariant of d + Q. For the leading invariant, 
/I,,, there is a very simple formula, due to Weinstein, which we will describe 
below. As far as we know, none of the higher order invariants have been 
computed explicitly. (For &, however, see [3].) Moreover, the significance 
of these invariants is not very clearly understood at present. It is clear that in 
dimension 23, there are many interesting asymptotic features of the 
spectrum of d + Q which are not describable in terms of these invariants. 
However, in dimension 2, we suspect that these invariants tell us virtually 
everything of interest about the spectral asymptotics of d + Q. In this paper 
we will prove a result which is a fast step in the direction of proving such an 
assertion. Let Z be the intrinsic cosphere bundle of X. Since Q is of order 
zero, its symbol, c(Q), is a well-defined function on Z. Our main result is the 
following: 
THEOREM. Let X be S2 or W2. Then there exists a non-empty open 
subset, a, of C”(Z) such that tf Q, and Q2 are ser-adjoint pseudodtflerential 
operators of order zero whose symbols belong to B then the following two 
assertions are equivalent: 
(a) The band invariants of A + Q, and A + Q, are the same up to 
order k. 
(b) There exists a unitary Fourier integral operator, F, and a self- 
adjoint pseudodz#2rential ‘operator, R, of order -(k + l), such that 
F(A+Q,)F-l=A+Q,+R. 
The proof of this theorem is based upon three lemmas, each of which is 
interesting in its own right. The first is an operator-theoretic version of the 
classical “averaging lemma.” 
LEMMA 1. Let X be a rank one symmetric space and let Q be a’ self- 
adjoint zeroth order pseudodtrerential operator on X, Then there exists a 
sey-adjoint zeroth order pseudodigerential operator, Q”, and a zeroth order 
unitary &udodt@?erential operator, F, such that [A; Q”] = 0 and 
F(A + Q) F-’ =.A + Qi* 
This is a beefed-up version of Theorem 1.2 of [14]. For the sake of 
completeness, we will use it to give a derivation of (1.6) which is along the 
lines of Weinstein’s derivation, but somewhat simpler. (See Section 3.) 
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The second ingredient needed for the proof of the theorem is a Morse 
lemma for volume preserving maps. Namely, let X be a connected compact 
manifold and p a smooth everywhere positive density on X. To ,u is 
associated a measure on the Bore1 sets of X which we will also denote by P. 
Given a smooth real-valued function, f: X+ R, ,u determines a measure, f*,u, 
on R, the push-forward of p by j’ The Morse lemma we are about to state 
describes to what extent the measure, f*p, determines the function, J: Unfor- 
tunately the class of functions to which the lemma applies is fairly restricted: 
DEFINITION. Let J X+ R be a Morse function with the property that it 
takes on distinct values at distinct critical points. Let XC be the level set: 
(xEX,f(x)=c). 
Let p1 ,..., p, be the critical points off and c, ,..., c, the corresponding critical 
values. We will say that f has the connectivity property if 
(1) XC is connected for all c # c, ,..., cr, and 
(2) XCi - {pi} is connected for i = l,..., r. 
We will show in Section 6 that condition (2) is redundant if dim X > 2. We 
will also show that in dimension 2, condition (2) holds iff f has no saddle 
points. It follows that f can have at most two critical points, one maximum 
and one minimum; and, in particular, X has to be diffeomorphic to S*. 
The Morse lemma we will need is the following: 
LEMMA 2. Let f: X+ F? be a Morse function with the connectivity 
property. Then there exists a C* neighborhood, P, off in Coo(X) such that 
for all g E P the following two assertions are equivalent 
(a) f*cl= g*P. 
(b) There exists a volume preserving dl@eomorphism, (p: X+X such 
that f 0 v, = g. 
Remark. This theorem is false without the connectivity assumptions. 
(See Section 6 below.) 
As far as the needs of this paper are concerned, we will only need to know 
that Lemma 2 is true in two dimensions; however, we have decided to prove 
it in n dimensions because we suspect it may have other applications than 
ours. (For instance, intrepreted probabilistically, it provides some infor- 
mation about the extent to which a random variable is determined by its 
distribution function.) 
’ Recall that measures are couariant objects. 
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The third lemma we will need is a general result about functional 
operations in the ring of pseudodifferential operators. Let X be a compact 
manifold and let Q be a self-adjoint pseudodifferential operator of order zero 
on X. If f is a smooth function on the real line we can define the operator 
f(Q) by means of the spectral theorem. We will need 
LEMMA 3. f(Q) is a pseudodl@wential operator of order zero and its 
leading symbol is 
(1.8) 
Moreover, if R is a self-adjoint pseudodifferential operator of order -k, 
k > 0, then the difference between f(Q + R) and f(Q) is a pseudodifferential 
operator of order -k and its leading symbol is 
f’(4Q)) 4R). 
For the proof of Lemma 3, see [5, p. 1591. 
(l-9) 
2. THE AVERAGING LEMMA 
In this section we will prove Lemma 1. Let V, be the eigenspace of A 
associated with the eigenvalue, A,, in sequence (1.1) and let P: Coo(X)- 
C”(X) be the operator which is equal to k times the identity on V, for all k. 
Since A, = k(k + a) we can express P as an operator-theoretic function of A, 
vu., 
P= g(A), (2-l) 
g(x) = -(a/2) + (x + (a*/4))“*. (2.2) 
By a theorem of Seeley, P is a positive self-adjoint elliptic pseudodifferential 
operator of order one, and by a theorem of Hiirmander [8], the operators 
U(t) = exp fltP, -co<t<oo, (2.3) 
are a one-parameter unitary group of Fourier integral operators. Since U(t) 
restricted to V, is em’& times the identity, U(t) is periodic of period 2n. Let 
8 be the Hamiltonian vector field on TFX - 0 associated with a(P). Then 
the one-parameter group of canonical transformations associated with (2.3) 
is exp t.E, -co < t < oz. By (2.1) and (2.2), a(P)& r) = I<]; so exp t.? is just 
geodesic flow on T*X - 0. Since U(t) is periodic of period 2n; so is exp t;“. 
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Let Q be a pseudodifferential operator. By Egorov’s theorem the operator 
Q,, = (1/2n) 
I 
2x U(t) QU(-f) dt (2.4) 
0 
is a pseudodifferential operator of the same order as Q and its leading 
symbol is 
u(Q,,) = (1/27r) fzl (exp t3)* u(Q) dt. 
JO 
(2.5) 
It is clear from (2.4) and the periodicity of U(t) that U(t) commutes with Q,, 
for all t; hence P commutes with Q,, ; so by (2. l), A commutes with Q,, . 
Our first step in the proof of Lemma 1 will be to prove 
LEMMA 2.1. Let Q be a selfadjoint pseudodifferential operator of order 
-k, k > 0. Then there exists a skew-adjoint pseudodlflerential operator, S, of 
order -(k + 1) such that 
is of order -(k + 1). 
[A, Sl - (Q - Q,v> 
Proof. Let Z be the unit cosphere bundle of X, and let q and qav be the 
principal symbols of Q and Q,, restricted to Z. Define a function, u, on Z by 
the formula 
U(Z) = (1/47rfi) j:z 1: q((exp sZ)(z)) ds df (2.6) 
for all z E Z. Differentiating (2.6) with respect to Z we get 
(2/G) Zu = -( 1/27r) 2x 
II 
* (d/ds)(exp SE)* q ds df 
0 0 
= 4 - 4av 
by (2.5). Extend u to all of PX - 0 by requiring it to be homogeneous of 
order -(k + l), and let S be a skew-adjoint pseudodifferential operator of 
order -(k f 1) whose principal symbol is u. Then 
4[4 SD = (2fl) ~‘0 = u<Q - Q,,), 
so {A, S] - (Q - Q,,) is of order -(k + 1). 
We will now prove Lemma 1 modulo smoothing operators: 
Q.E.D. 
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LEMMA 2.2. Let Q be a ser-adjoint pseudodl#erential operator of order 
zero. Then there exists a self-adjoint pseudodflerential operator of order 
zero, Q#, and a unitary pseudoda@erential operator of order zero, k, such 
that Q’ commutes with A and 
is smoothing. 
ProojI By Lemma 2.1 there exists a skew-adjoint pseudodifferential 
operator, S,, of order -1 such that 
[A, Sol - (Q - Q,v> 
is of order - 1. Let 
F,=expS,=I+S,+(S~/2!)+..., 
the kth term in the series on the left being of order -k. Then 
F,AF;‘=A+ [&,A] + . . . 
=A+Q,,-Q+... 
and 
F,,QF;‘=Q+- 
the dots indicating terms of order G-1. Thus 
&(AtQ>K?=AtQ,,tQ,, 
Q, being a self-adjoint pseudodifferential operator of order -1. Let S, be a 
skew-adjoint pseudodifferential operator of order -2 such that 
the dots being of order -2. Let PI = exp S, and let F, = F’r F,, . Then 
F,(A t Q)K' =F;‘;(A + Q,, + QAW' 
= A + Qw + (QAv + Qzv 
where Q2 and F, - FO are of order -2. By an induction argument whose 
outlines are by now fairly clear, we can construct sequences of pseudo- 
differential operators, {F,} and {Qk}, such that Fk is unitary, Qk+r is self- 
adjoint, Fk+ r - Fk and Qk+ r are of order -(k t 1) and 
FAA t Q)F;'=A t Q,, + (QJav + --a + Qk+l. (2.7) 
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Let F and Q# be pseudodifferential operators such that 
F-Fk and Qill - <Q,, + . a. + (QJav> 
are of order -(k + 1) for all k. Let G = FF* -I. Since G = FF* - FkFFjf 
for all k, G is smoothing. Without loss of generality, we can assume 
IIG(ILZ < 1. Let 
l+c,t+c,t*+~~~ 
be the Taylor series expansion of the function (1 + t)-“2 about the origin. 
This series converges for 1 t 1 < 1; so 
K=c,G+c2G2+-. 
is well defined on L*. Since it is of the form c, G + GHG, H being a 
bounded operator on L*, it is smoothing. By construction 
(Z+K)*=(Z+G)-‘; 
so if F’ = F + KF, then 
(F’)(F’)* = (I + K) FF*(Z + K) = (I + K)* (Z + G) 
= I. 
Replacing F by F + KF, we can assume F is unitary. 
As for @ it can clearly be assumed to be self-adjoint. Moreover, by (2.8) 
Q’ - QfV is of order -(k + 1) for all k; so Q’ - Q,“, is smoothing. Replacing 
Q# by EVwe can assume that Q’ commutes with d. Q.E.D. 
Therefore, to prove Lemma 1 it is enough to prove the following assertion: 
LEMMA 2.3. Let Q, be a self-adjoint zeroth order pseudodl@erential 
operator which commutes with A, let R be a smoothing operator and let 
Q = Q, + R. Then there exists a self-adjoint zeroth order pseudodlflerential 
operator, @, and a unitary operator, F, such that Z-F is smoothing, such 
that @ commutes with A and such that 
F(Z+Q)F-‘=Z+Qt 
Proof: As at the beginning of this section, let Vk be the eigenspace of A 
associated with the eigenvalue ,I,. Let Vk be the sum of eigenspaces of A + Q 
associated with the eigenvalues on the band (1.4),. A technical point (which 
was glossed over in Section 1) is that V, is only defined when k is large 
enough; i.e., by (l.l), 
A,+,=&+2k+a+ 1, (2.9) 
BAND ASYMPTOTICS IN TWO DIMENSIONS 255 
and the eigenvalues on the band (1.3), satisfy the inequality 
IA - 41 < II QIIP (2.10) 
Therefore, these bands can intersect unless 
2k + a + 1 > 2 llQllL2. (2.11) 
For the rest of the proof we will assume k satisfies (2.11). Given such a k let 
W, be the orthogonal complement in L2 of the space spanned by all V, with 
12 k and let wl, be the orthogonal complement of the space spanned by all 
VI with I> k. We will show below that 
dim W, = dim wl,. (2.12) 
Let 7~ and or; be the orthogonal projections of L’(x) onto V, and V”, respec- 
tively, and let A,: V” + V, be the restriction of 7ck to I”‘. We will show below 
that there is a constant, c, not depending on k or N such that for all N 
II@ + QJN 6% - 4Jll G c II@ + QoY’%lL (2.13) 
where “(I 11” is the usual L2 norm. For the moment let us assume (2.12) and 
(2.13). Let “( >,, be the L2 inner product. If V, w  E Vr,, then by (2.13), 
I&~94w) - (v, l+J>l G2cll4ll Ilull IId; 
hence if B, = AzAk, 
IlBk - III G 2 IIWl* 
As in the proof of Lemma 2.2 let 
(2.14) 
(2.15) 
be the power series expansion of (1 + t)-V2 - 1 about the origin and let C, 
be the linear trasnformation obtained by substituting B, -Z into this series. 
This transformation is well defined if II B, - III < 1 which, in view of (2.15), 
will be the case for k large enough. Moreover, from (2.15) we get the 
estimate 
II Ckll G c’ IIWII (2.16) 
for some constant c’ not depending on k. Now let F, = A,(Z + C,). By 
construction 
(Fku, Fkw) = @,(Z + C&J, A,V + C&> 
= (Bk(Z + CJ2 v, w) = (u, w), 
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so Fk is unitary. We will now define a unitary transformation F: L*(X)+ 
L’(X) in the following manner. For k, sufftciently large, for all k > k,, we 
define F to be equal to F, on Vt,. On W;I, we define F to be any unitary 
mapping of W& onto Wko which carries an orthonormal basis of eigenvectors 
of A + Q onto an orthonormal basis of A. This is possible because of (2.12). 
By construction F(A + Q) F-’ commutes with A. We will show that F-I is 
a smoothing operator. Since R is a smoothing operator (A + Q,,)“‘R(A + Q)M 
is a bounded operator on L2 for all integers A4 and N. Hence 
lItA + Qd”Wl = OWN) 
for all N. Now for k > k, 
(2.17) 
(A + Qc?’ (F - W + Q>” ~6 
= (A + Q,)‘+’ (Ak - &)(A + Q)” n; + (A + Q,JM A,C,(A + Q)” n;. 
The first term on the right is bounded in k by (2.13) and the second term is 
bounded by (2.16); so the operator 
(A + QoY’ (F - W + Q>” 
is bounded as an operator on L2. This implies that F-I is smoothing. 
We have still to show that (2.12) and (2.13) are true. Let P, be the 
orthogonal projection of L’(X) onto W, and Pi orthogonal projection of 
L2(X) on W;. Let y be a contour in the complex plane which surrounds the 
eigenvalues of Al W, and (A + Q)l WL and is a distance greater than 11 Q 11 
from the spectrums of A and A + Q. This is clearly possible because of (2.9) 
and (2.10) provided that k is large enough. By the spectral theorem 
P, = (l/24 
I 
(A -A)-’ dA 
Y 
and 
Pi = (l/274 
I 
(A - (A + Q))-’ dtI. 
Y  
Moreover for all 0 < E < 1 the operator 
P; = (l/274 
1 
(A - (A + EQ)) -I dk 
Y 
is well defined and is a smooth function of E. Since it is a projection 
operator, trace n; is an integer valued function; so, being smooth in E, it 
must take the same values at E = 0 and E = 1. This proves (2.12). To prove 
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(2.13) let yk be a circle of radius k in the complex plane with center at 1,. By 
(2.9) and (2.10), yk surrounds the kth eigenbands of d + Q and d + Q, and 
lies a distance 2 k/2 from the spectrums of both these operators provided 
that kis largeenough. Let S=A+Q* and T=A+Q. Then T=S+R. By 
the spectral theorem 
nk = (l/27@ (2 - S)-’ dJ 
and 
and 
and 
n,-7r;=(1/274 (n-S)-‘R().--Z’)-‘dA 
SN(qn)k - n;) = (l/2@ 
I 
(A- S)-’ S’Ra;(n - T’)-’ M. (2.18) 
Yk 
If L is on yk, II@ - ,!?)-‘I[ and II@ - T’)-‘11 are bounded by 2/k, and yk is of 
length 2nk; so the right-hand side of (2.18) is bounded in norm by 
4/k IISNRa;II, and we are done. 
3. THE BAND INVARIANTS 
The averaging lemma can be used to give a very simple derivation of 
(1.6). Let Q be a self-adjoint zeroth order pseudodifferential operator. By the 
averaging lemma there exists a zeroth order self-adjoint pseudodifferential 
operator, @, such that A + @ is unitarily equivalent to A + Q and Q* 
commutes with d. Being unitarily equivalent, d + Q’ and A + Q have the 
same spectrum; so if (1.6) is true for Q#, it is also true for Q. We will now 
indicate how to derive (1.6) for Q’? 
As in Section 2 let V, be the eigenspace of A associated with the eigen- 
value, (l.l),. Since @ commutes with A, it maps V, into itself and its eigen- 
values on V, are precisely the eigenvalues, Lp) - ,&, in (1.3). Let U(t) be the 
operator (2.3) and let f be a smooth function on the real line. Consider the 
operator 
f @) w (3.1) 
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restricted to Vk. The eigenvalues of this operator are 
f(Q - A,) eikt; 
so its trace is 
eikt 1 f(Ap) - A,) or 
where ,u~ is as in (1.5). Therefore, in a formal sense, we obtain 
trace f(Q#) U(t) = 2 e’ktpk(f) 
k=O 
(3.2) 
for the trace of (3.1) over all of L’. The sum on the right is not convergent; 
however, by (1.3), I,~~(f)i = O(k”-‘); so (3.2) is well defined as a 
distributional function of t:‘Indeed it is a periodic distribution of period 2n; 
and since the right-hand side of (3.2) involves no eikbs with k negative, it 
belongs to the generalized Hardy space. 
By Lemma 3 of Section 1, f(Q”) is a pseudodifferential operator of order 
zero; so (3.1) is a Fourier integral operator of order zero. Let e,(x, y, t) be 
the Schwartz kernel of this operator. Then (again formally) 
trace f(Q#) U(t) = 1 ekx, x, t) dx. (3.3) 
It is not hard to show that the right-hand side of (3.3) is well defined in the 
sense of being a distribution in t and indeed is equal to (3.2). Moreover (see 
[6]), one can deduce from general functorial properties of Fourier integral 
distributions that (3.3) is itself a Fourier integral distribution with singular 
support precisely at the points, t = 0, 271, etc. (See [2] for a result of a very 
similar nature.) 
Now consider the distribution 
B,(t) = c kreikt. 
k>O 
(3.4) 
This distribution 
(i) is periodic, 
(ii) is in the generalized Hardy space, and 
(iii) is a Fourier integral distribution with singular support at 0, 27r, 
4~. etc. 
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One can show that every distribution with properties (i), (ii) and (iii) is, in 
an asymptotic sense, a sum of the 0:s. Applying this result to (3.2) we get 
an asymptotic expansion of the form 
trace f(p) U(t) = pk(f) eikf - ,~o/w) B”-I-f(Q (3.5) 
Substituting (3.4) into (3.5) and comparing the kth Fourier coefficients on 
both sides, we get (1.6) as claimed. Q.E.D. 
Let a be the canonical symplectic one form on TT”rX and let Z be the unit 
cosphere bundle in T*X. The (2n - I)-form, a A (da)“-’ on TrX restricts to 
a volume form, tr, on Z. Using the fact that the symbols of Fourier integral 
distributions enjoy nice functorial properties (see [6]), it is not hard to see 
that the leading symbol of the left-hand side of (3.5) is, up to a universal 
constant not depending on f, 
By Lemma 3 of Section 1, au(@)) =f(u@)), and by (2.5) 
u(p) = (1/27t)jzn (exp f=)* u(Q) dt; (3.6) 
0 
so we have proved: 
PROPOSITION 3.1 (Weinstein [14, Theorem 3.41). The distribution, PO, 
in the asymptotic expansion (1.6) is, up to a universal constant, equal to the 
distribution 
(3.7) 
qav being the function (3.6). 
Remark. This proposition can also be formulated as follows. The volume 
form, u, on Z defines a measure on the Bore1 sets of Z. The distribution, PO, 
is, up to a universal constant, the push-forward of this measure with respect 
to the map qa,: Z + FL 
One corollary of this proposition is that the band invariant, /IO, depends 
only on the leading symbol of Q. It is easy to see that the band invariant, &, 
depends only on the terms of order 2-k in the total symbol of Q. Moreover 
the dependence on the -kth term of the total symbol is easy to describe 
explicitly. Let Q be as above and let Q’ = Q + R, R being a self-adjoint 
pseudodifferential operator of order -k. Let /I1 and 8; be the ith band 
invariants of Q and Q’, respectively. 
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PROPOSITION 3.2. The distributions, /3, and pi are identical if k > i and 
(3.8) 
for all f E C?(R). Here ck is a universal constant depending only on k and 
r a” = (1/2n) I*= (exp E)* a(R) dt. (3.9) 
0 
Remark. This proposition can also be formulated as follows. Let v be the 
push-forward of the measure ravv with respect to the map, qav: Z-+ IR. Then 
the distribution pk -/Ik is, up to a universal constant, just (d/dt)v. 
ProoJ Let @ and (Q’)’ be zeroth order pseudodifferential operators 
with the property that A + Q+‘! is unitarily equivalent to A + Q and A + (Q’)’ 
is unitarily equivalent to A + Q’, and Qc and (Q’)# commute with A. If Q# 
and (Q’)’ are defined as in Section 2, then since Q’ differs from Q by a 
pseudodifferential operator, R, of order -k, (Q’)# differs from Q’ by a 
pseudodifferential operator, R”, of order -k. Moreover, 
a(R”) = a(R,,) = r,, . 
(See Lemma 2.2.) Let us now compare the left-hand side of (3.5) with the 
corresponding expression with Q’ replaced by Q. The difference is the trace 
of 
U-(Q' + RX) - f(Q#) I u(t). (3.10) 
By Lemma 3 of Section 1 the expression in brackets is 
f '(Q#> R' (3.11) 
modulo terms of degree c-k. From functorial properties of Fourier integral 
distributions one easily deduces that the trace of (3.10), regarded as a 
distributional function of t, has the same leading symbol as Bn-iek, up to the 
multiplicative factor, pk(f) - Pk(f), and that this multiplicative factor has 
the form 
ck 
I 
f’@(Q#)) 4R? dv, 
Z 
ck being a universal constant depending only on k. However, since 
4Q”) = qav ad OF’? = I,, , this expression is identical with (3.8). 
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4. A MORSE LEMMA 
In this section we will reduce the proof of Lemma 2 of Section 1 to a kind 
of “relative” de Rham theorem. (The latter will be discussed in more detail 
in Section 5.) To start with we will need a global variant of the classical 
Morse lemma. 
LEMMA 4.1. Let X be a compact mantfold and let f: X+ R be a Morse 
function which takes on distinct values at distinct critical points. Then there 
exists a C*-neighborhood, 0, off in C?(X) such thatfor g E B the following 
two assertions are equivalent: 
(a) The critical values off are equal to the critical values of g. 
(b) There exists a dl@eomorphism IJIP: X+X such that @g =jI 
Proof Since g is C* close to f it has the same number of critical points 
as f, and each critical point of g lies in a small neighborhood of a critical 
point off and has the same index. By a preliminary diffeomorphism of X we 
can arrange that the critical points of g are identical with the critical points 
of $ Let p be a common critical point of f and g. Then index d2fp = 
index d2gp, and if (a) holds, f(p) = g(p); so by the classical Morse lemma 
there exists a neighborhood, U, of p and a diffeomorphism w: (U, p) + (X, p) 
such that t@g =f. Moreover, since f is C* close to g, we can assume w  is 
isotopic to the inclusion map of U into X. Hence we can extend w  to all of X 
so that it is equal to the identity outside a slightly larger neighborhood of p. 
Replacing g by ly*g we can assume that g and f are equal in a neighborhood 
of p. Similarly we can assume g and f are equal in the neighborhood of their 
other common critical points. 
Now let f, = (1 - t)f+ tg, 0 < t Q 1. Since f and g are C, close, f, has no 
critical points other than the common critical points of f and g. We will 
show that there exists a diffeomorphism qI: X+X such that Q,, is the identity 
and 
f-fefi =f (4.1) 
for all 0 < t ( 1. The construction of Q~ will be by the standard Moser trick. 
Supposing qpl exists, consider the vector field 
tt = (P; ‘Wtldt). (4.2) 
By differentiating (4.1) we obtain 
rtf, = -. =f -g* (4.3) 
Conversely if we can find a vector field, C, depending smoothly on t and 
satisfying (4.3), then by integrating (4.2) with p)t = identity for t = 0 we get a 
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diffeomorphism, Pi, satisfying (4.1). Assume X is equipped with a Riemann 
metric and let qt = gradf,. Then q,fi = ]df,]‘. This expression only vanishes 
at the common critical points off and g; so if we set 
rt= ((f-s> I-w’) 91 
we are done. Q.E.D. 
Let ~1 be a smooth, everywhere positive density on X. We will also denote 
by ,U the measure on the Bore1 sets of X obtained from ~1 by integration. If 
f: X + R is a smooth function, we can push forward ~1 to get a measure f*p 
on IR. We will need 
LEMMA 4.2. Let f be a Morse function which takes on distinct values at 
distinct critical points. Then the singular support of f*,u is identical with the 
set of critical values off: 
ProoJ See, for instance, [6, Chap. 61. We will have more to say about 
the singularities of f*p in the next section. 
Now let f be a Morse function which takes on distinct values at distinct 
critical points and has the connectivity property. Let g be a smooth function 
which is C2 close to f and suppose 
f*P = iT*P- (4.4) 
We want to deduce from (4.4) that there exists a diffeomorphism p: X-+X 
which preserves p such that f = rp*g. By Lemma 4.2 f and g have the same 
critical values; so by Lemma 4.1 there exists a diffeomorphism 1: X+X 
such that w*g =f: Let p, = (IJ-‘)* ,u. Then we need only show that there 
exists a diffeomorphism v)r : X + X such that 
VTf =f and h>* Pl =A (4.5) 
the hypotheses on p and ,ui being 
f*P =f*pu,. (4.6) 
(Indeed, if we can find a v), satisfying (4.5) then, setting 9 = w  0 q; ‘, we 
have q*g = qff =f and o+.~ = v*,u, =P.) Let fit = (1 - t)u + tp,. By (4.6), 
f*pt is the same for all t. We will show that there exists a family of 
diffeomorphisms rp,: X-+X such that ‘p,, is the identity, and in addition, 
d-f =f and (%>* Pr = P- (4.7) 
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As above, the construction of q+ will be by the Moser trick. Supposing qt 
exists, consider the vector field 
c = cp; Wrl4 (4.8) 
Differentiating (4.7) we obtain 
Cf = 0, and r*CIr=-Ci*=C1--P1* (4.9) 
If u = p- pr, then, by (4.6), f* v = 0; so, dropping the subscript t’s, we need 
only prove the following: 
LEMMA 4.3. Let f be a Morse function which takes distinct values at 
distinct critical points and has the connectivity property. Let ,u be a smooth 
nowhere vanishing density and v a smooth density for which f* v = 0. Then 
there exists a vector field, & such that q= 0 and @ = v. 
We will prove this lemma in Section 5. It will be clear from the proof that 
if ,U depends smoothly on a parameter, t, then r can be made to do likewise. 
Hence we will be able to conclude the existence of a t, satisfying (4.9) and 
by integration of (4.8), the existence of a qI satisfying (4.7). 
Remark. There is another way of proving Lemma 2 of Section 1 which is 
technically more complicated than the proof outlined above, but which is 
rather suggestive. Suppose there exists a smooth family of functions, f,, 
depending smoothly on t with the properties that f. =f, f, = g, and V;)* P 
does not depend on t. The last property can be formulated as follows: “For 
every function, h E G(lR), 
is independent of t.” Differentiating with respect to t we obtain 
I h’(f,) f, dp = 0. (4.10) 
This identity can be given the following interpretation. Consider the measure 
v, =h. (4.11) 
Identity (4.10) says that the measure (j& v, is a constant multiple of 
Lebesgue measure. Since this measure is compactly supported we conclude 
that 
C.&l* vr = 0. (4.12) 
607/42/3-4 
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Now let us attempt to construct a one-parameter family v~: X+ X, 0 Q t < 1, 
of diffeomorphisms of X such that 
vT.fi =f and (rp,>* P = P* (4.13) 
As above let 
Then (4.13) becomes 
rtf, = -f, and c;,P = 0. (4.14) 
Dropping the, subscript t’s we are led to the following companion lemma to 
Lemma 4.3. 
LEMMA 4.14. With the same hypothesis as in Lemma 4.3, there exists a 
vector field, 6, such that & = 0 and (v),u = v. 
Lemma 4.4 will be needed in Section 7. It is easy to see that Lemma 4.3 o 
Lemma 4.4. (See the beginning of the next section.) 
5. SOME DE RHAM THEOREMS 
Without loss of generality we can assume X is oriented. On an oriented n- 
manifold, densities and n-forms are the same type of mathematical object; so 
in Lemma 4.3 we can think of ,u and v as being n-forms. As in Lemma 4.3, 
let f: X+ R be a Morse function which takes on distinct values at distinct 
critical points. Let us describe the push-forward operation ,u + f*p in the 
language of n-forms. Let c be a non-critical value off and let XC be the level 
manifold 
(x E X,f(x) = c}. 
Since dfx # 0 when x E XC, given an n-form, P, we can find an (n - 1)-form, 
p, on a neighborhood of XC such that df A /I = ,u. The form p is not unique, 
but if p’ is another form with this property, then there exists an (n - 2)-form 
a such that /I - p’ = df A a. Therefore the restriction of /3 to XC is uniquely 
defined. Let 
h(c) =( P- (5.1) 
XC 
This formula defines a function, h, on the real line with the critical values of 
f deleted. We will define 
f*p = h(x) dx, (5.2) 
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i.e., f*p is a one-form ‘on the real line which is defined everywhere except at 
the critical values of J 
We leave for the reader to check that this is essentially the same as our 
previous definition. 
We will now reformulate Lemma 4.3 in the language of n-forms. Let fl and 
v be n-forms on X and r a vector field such that 
g-=0 and @ = v. (5.3) 
Let/3bethe(n-1)-form<-lp.Then 
But since ,u is a “top dimension” form, &“A p = 0; so 
(Wk = --@A P* 
Also, by Weil’s identity 
(5.4) 
~=d(~Jp)+rJ4u=ap++Jdp. 
Since a$ = 0, for the same reason as that given above, we get 
@ = d/3. (5.5) 
The (n - I)-form, /I, determines 6 and vice versa; so Lemma 4.3 can be 
restated as a kind of de Rham theorem. 
PROPOSITION 5.1. Let X be a connected compact n-manifold with a fixed 
orientation. Let f be a Morse function on X with the connectivity property. 
Given an n-form, v, on X such that f* v = 0, there exists an (n - l)-form, p, 
such that df A p = 0 and d/I = v. 
Similarly Lemma 4.4 becomes 
P~o~osmori 5.2. With the same hypotheses as those in Proposition 5.1, 
there exists an (n - l)-form, /I, such that dfi = 0 and df A /? = v. 
The goal of this section’ will be to prove the following proposition, which 
implies both Proposition 5.1 and Proposition 5.2. 
PROPOSITION 5.3. With the same hypotheses as those in .Proposition 5.1, 
there exists an (n - 2)-form, a, such that v,~ (If A da. 
(To see that Proposition 5.3 implies Proposition 5.1 just set p = da, and to 
see that it implies Proposition 5.2, set /3 = df A a.) 
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The first step in the proof of Proposition 5.3 will be to show that it is true 
in IR”: 
LEMMA 5.4. Let U be the unit ball in R” centered at the origin, and let 
f: R” + R be the map, (x1 ,..., x,J + x, . Let v be an n-form which is supported 
on U. Then tf f* v = 0 there exists an (n - 2)-form, a, with support in U such 
that v = df A da. 
Proof: Let v = h dx, A .. . A dx,. The hypothesis f* v = 0 says that 
I h(c, x2 ,..., x”) dx, . . . dx, = 0 
for all c; so, by the standard Poincare lemma, there exists a smooth (n - 2)- 
form 
i (-l)i-’ f;(x,,..., x,) dx, A . . . ai . . . A dx, 
i=2 
with support in the ball, x: + ... + xi < 1 - c’, such that 
h = 2 @f f/ax,) 
for all c. Moreover, the f f’s can be made to depend smoothly on c. Now let 
gi(xl 9*-*9 x,> =f f(x2Y.9 xn) lC=X, 
and let 
a = 5 (-l)‘-‘g, dx, A . . . gi ..a Adx,. 
i=2 
Next we will prove that Proposition 5.3 is true when X, f, and v are as in 
Proposition 5.1 and the support of v des not contain any critical points of J 
For this we will need a homotopy identity similar to the well-known formula 
of de Rham [ 13, Sect. 141. First we note 
LEMMA 5.5. Let (o be an n-form which vanishes at the critical points of 
f Then there exists an (n - l)-form, p, such that w = dfA p. Moreover, /? 
can be chosen to have the same support as W; and tf w vanishes to infinite 
order at the critical points off, p can be chosen to do the same. 
Proof By a partition of unity argument we can assume that w  is 
supported in a coordinate patch with coordinate functions, x, ,..., x,, and that 
J; restricted to this coordinate patch, is either the function, x,, or the 
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function,cfx~f...fx~.Ifw=h~,A~..Adx,,theninthefrrstcaselet 
fi=h&,A.-. A a$, and in the second case let 
/?=C (-l)‘-‘frdx, A . . . a$ --- Adx,, 
where 
Now let qt: X+ X, 0 < t ( oz be an isotopy with q0 = identity, and let 
<, = (p; ‘(dp,/dt). If v is an n-form, then by Weil’s identity 
since dq$v = 0. Integrating this identity, 
rpj+% - v = d 
I 
’ (& J cpfv) ds. (5.6) 
0 
Suppose now that, for all t, @f =f: This implies that (&, @) = 0. Let us 
show that & has to vanish at the critical points of $ Indeed if p is a critical 
point off and q is any vector field 
Since d’f, is non-degenerate, e,(p) = 0, for all t. Therefore, q,(p) = p for all 
s. If the form, v, in (5.6) vanishes at the critical points off, so does rp:v; so 
by Lemma 5.5 there exists an (n - I)-form, pS, such that 
cp,*v=df A/3,. 
It is also clear that we can make /I, depend smoothly on s. The integrand of 
(5.6) now becomes 
By assumption the first term on the right vanishes; so if we set 
we get. 
+-v=#Ada. (5.7) 
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We note for future purposes that: 
I. If v vanishes to infinite order at the critical points off, then by 
Lemma 5.5, p, can be chosen to do likewise; so we can arrange that a vanish 
to infinite order at the critical points of J 
II. By the same reasoning, if v vanishes in a neighborhood of the 
critical set off, cz can be chosen to do likewise. 
III. If v is supported in a set of the form 
{x E x, c <f(x) < d) 
we can arrange for a to be similarly supported. 
We will use (5.7) to prove: 
LEMMA 5.6. If f* v = 0 and the support of v does not contain any critical 
points off, then there exists an (n - 2)2form, a, such that v = df A da. 
Proof. We will first show that, without loss of generality, we can assume 
that the support of v is contained in a small band 
w,,,= {XEX, C--E < f(x) <c+c} (5.8) 
about the level set, XC. Indeed let {hi} be a partition of unity on the real line 
such that each hi is supported in an interval (C-E, c + a). Then if 
Vi = hi(f )V, 
v=cvi 
and f* vi = hi f* v = 0. Replacing v by vi we can assume that v is supported in 
a set of the form (5.8) as asserted. 
Suppose for simplicity that c is not a critical value of J Let p0 and p be 
two points on the level manifold, XC. Since XC is connected there exists an 
imbedding 
y: [O, 11-4 
such that y(O) = p,, and y(1) = p. The tangent vector field, (dy/dt), along y 
can easily be extended to a smooth vector field, <, on X which is supported 
in a neighborhood of y and satisfies (r, df) = 0. Let qI: X-+ X be the one- 
parameter group generated by r. By construction q?,(pO) =p, and pff =J 
Let U, be a small neighborhood of p,, which is contained in the set (5.8). 
Since q$f = f the set U= qi(U,) is also contained in (5.8). We will show 
that if w  is an n-form supported in U then there exists an n-form w’ 
supported in U,, and an (n - 2)-form, a, such that 
o = w’ + df A da. 
Indeed, by (5.7), such an a exists if we take w’ = o:o. 
(5.9) 
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Now let v be an n-form supported in band. (5.8) and satisfying f* v = 0. By 
a partition of unity argument we can assume 
with w1 supported in an open set, U, of the form above. By (5.9) there exists 
an w; supported in V, and an a, such that 
w, = co; + (If/\ da,. 
Therefore, if v’ = Co; and a = C a,, 
v=v’+dfAda (5.10) 
with v’ supported in U,. Identity (5.10) implies that f* v = f* v’, so f* v’ = 0. 
Therefore, by Lemma 5.4, there exists an a’ supported in U,, such that 
v’ = df A da’. Substituting this into, (5.9) we get v = df A d(a + a’). This 
concludes the proof of Lemma 5.5 when v is supported in (5.8) and c is a 
non-critical value. If c is a critical value, the proof is exactly the same except 
that now one needs to know that XC - {p} is connected, p being the critical 
point off on the level set, X,. Q.E.D. 
We will next show that the equation 
v=cifAda 
can be solved locally in the vicinity of the critical- points of J Let’p be a 
critical point off and let c be the corresponding critical value. Without loss 
of generality we can assume c = 0. By Morse’s lemma there exists a 
neighborhood, U, of p and a system of coordinate functions, x, ,..., x,, on U 
such that 
on U. 
Let A 
f=f(x;+~*~+x;-x~+,-*~~-xft) 
Suppose that v, restricted to U, is 
v=h(xl,...,x,)dxl A ..a Adx,. 
be the differential operator 
a2 a2 a2 a* 
(5.11) 
(5.12) 
LEMMA 5.7. If f* v = 0, then for all integers, k 2 0, 
Akh(0) = 0. 
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ProoJ Without loss of generality we can assume v is supported in band 
(5.8) and p is the only critical point on this band. For every 1 on the interval 
IO9 03) 
0 = pJ* )J = p-f”. 
I R 1 X 
By the lemma of stationary phase the integral on the right can be expanded 
as an asymptotic series in 1-l which, up to a constant factor, is 
/I-** c ((Ll”h)(o)/k!)(12/2)-“. (5.13) 
(See [9, Sect. 3.11.) Thus all terms in series (5.13) must vanish. Q.E.D. 
If f and v are of the form (5.11) and (5.12) and a is of the form 
a= c g,du, A -.-dGi *.. Lj ..- Adx, (5.14) 
i<i 
then the equation v = df A da becomes 
h = 2 xj(agij/axi) - 2 xj(agij/axi). (5.15) 
j<k j>k 
We will examine the question of formal solvability of this equation: 
LEMMA 5.8. Let h be a homogeneous polynomial of degree r in x1 ,..., x,. 
Then if r is odd there exist homogeneous polynomials of degree r, &,, such 
that (5.15) holds identically. If r is even the same is true provided that 
Arj2h = 0. 
Proof. To avoid complications with signs we will make the substitution 
Xj’Xj, .i < k 
xj+flxj, j>k. 
Then f becomes 
t<x: + *** +x;> 
and (5.15) gets transformed into 
(5.15)’ 
Let 
gij = Xi(aglaX,) - Xj(aglaXi). 
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Substituting into (5.15)’ we obtain 
(5.16) 
Since g is homogeneous of degree r the first term plus the second term is 
((n - 1)r + t(r - 1))g; so (5.16) reduces to 
h=((n- l)r+r(r- l))g-x2dg. 
Suppose now that h is of the form 
(5.17) 
h = xZsh 0 with Ah, = 0, (5.18) 
where 2s Q r. Let us show that we can solve (5.17) with g of the same form. 
If g = x2”go with Ago = 0, then 
x2Llg=2s(n+2r-2s-2)g. (5.19) 
Substituting this into (5.18) we obtain 
h = (r + 2s)(n - 2 + r - 2s)g. (5.20) 
Thus (5.17) is solvable unless r = 2s, i.e., unless t is even and h = x’. If h is 
of the form (5.18), this will be the case if and only if d’h # 0. Since every 
homogeneous polynomial of degree r can be written as a sum of terms of the 
form (5.18) this concludes the proof of Lemma 5.8. Q.E.D. 
Combining Lemmas 5.7 and 5.8 we obtain: 
LEMMA 5.9. Let v be an n-form on X. Then if f* v = 0, there exists an 
(n - 2)-form, a, such that v - df A da vanishes to infinite order at the critical 
points off: 
To show that v - 4fA da can be made to vanish in a neighborhood of the 
critical set we make use of an averaging argument based on the homotopy 
identity (5.7). Let p be a critical point off of index, n - k. We can assume 
that near p, f has the form (5.11). Let G’ be the group of linear mappings of 
R” which preserve the quadratic forms 
2f = <x: + **a +x:>- (xi,, + *** +x;> 
and 
x2 = (xf + --- +x:> + (x:+1 + -‘* +xi). 
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Let G be the identity component of G’. Clearly 
G = SO(k) x SO(l), I=n-k. 
We will prove 
LEMMA 5.10. Let v be an n-form which is supported on the unit ball, 
x2 < 1, and vanishes at the origin. Then there exists an n-form, v’, and an 
(n - 2)-form, a, both supported on the unit ball, such that v’ is G-invariant 
and 
v’ = v + df A da. 
Proof Let g be an element of G. Since G is connected we can join g to 
the identity element by a smooth path, t + g,, 0 < 1. Let pr: R” + R” be the 
linear mapping of R” onto R” associated with g,. Let v, = qfv. Since 
cp;"f =f, for all t, there exists an (n - 2)-form ag such that 
vg - v = df A da, 
by (5.7). It is clear that for a fixed gi E G there exists a neighborhood, Ui, of 
gi such that for g E Ui, ag = ag,i can be made to depend smoothly on g. Let 
{Vi} be a finite covering of G by such neighborhoods, and let (pi} be a 
partition of unity subordinate to this covering. Let dg be the normalized 
Haar measure on G. Then the forms 
v’ = vg dg 
I 
(5.21) 
and 
a = 1 Pi(g) ag,i & 
have the required properties. Q.E.D. 
Note that if v vanishes to infinite order at the origin, then by (5.21) so 
does v’. Our first application of this lemma will be to prove 
LEMMA 5.11. Let p be either a maximum point or a minimum point of J; 
and let v be an n-form such that f* v = 0. Then there exists an (n - 2)-form, 
a, such that v = df A da in a neighborhood of p. 
Proof. Suppose, for instance, that p is a minimum point. Then near p 
f = c + f(xf + * ’ * + xi). 
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We can, without loss of generality, assume v is supported in the set, 
f<c+f; i.e., in the unit ball, xi + ... +xi,< 1. By Lemma5.7, v=O at the 
origin; so by Lemma 5.10 there exists a v’ and an a such that 
v-v =dfAda (5.22) 
and such that v’ is G-invariant. We will show that v’ has to be zero. It is 
clear that v’ is of the form 
g(r’) dx, A -.. Adx,=g(r*)r”-‘drAp, (5.23) 
p being the standard volume form on S”-I. Thus 
f* v = ynml g(t) t(“-*)‘* + dt , (5.23)’ 
yn-, being the volume of S-l. If f* v = 0 then by (5.22), f*v’ = 0; so by 
(5.23) and (5.23)‘, v’ = 0. Q.E.D. 
Next suppose p is a critical point of index k, where 0 < k < ti. Assume f 
has the form (5.11) near p. We will prove 
LEMMA 5.12. Let v be an n-form supported in the unit ball, x2 < 1, and 
vanishing to iqf?nite order at the origin. Then there exists an (n - 2)-form, a, 
such that v = df A da in a neighborhood of x = 0. 
Proof. By Lemma 5.10 we can assume that v is of the form 
v=h(s,t)dx, A.-- Adx,, 
where s=x:+...+x:, t=x~+,+~~~+x~ and h is a smooth function on 
the quadrant, s > 0, t > 0, vanishing to infinite order at s = t = 0. Let 
,u’ = 5 (-)‘-’ xi dx, A . . . & .+a A&, 
I=1 
and 
p” = i (-l)‘-’ x,+~&+~ A *” i!GiGi ..- Adx,, 
i=l 
where I= n - k. We will show that there exists an a of the form 
a = (-l)k-’ g(s, t)p’ A#’ (5.24) 
such that v = 4fA d&. Taking the exterior derivative of (5.24) we get for 
2 q’fA da: 
(@g/t%) + (&+t))(ds A p’)(dt A p”) + g Q’ A (dt A ,u”) 
+ g(ds A pr) A d/f’. 
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Since 
dx, A ..a A dx, = (ds/2s) A ,a’ = dp’/k 
and 
kc+, A - . . A dx, = (dt/2t) A ,u” = d/P/l 
we are led to the formula 
df A da = 2st((&/&) + @g/at)) + (Is + kt)g. 
In other words we must solve 
h = 2st((ag/as) + (&$t)) + (1s + kt)g (5.25) 
on the quadrant s > 0, t > 0. First of all we will show that we can find a 
smooth function, g, vanishing to infinite order at s = t = 0 such that the 
right- and left-hand sides of (5.25) agree to infinite order on the set s = 0. 
Indeed assume by induction that h(s, t) = h,,,(t) sm + O(s”‘+ ‘), where h,,,(t) 
vanishes to infinite order at t = 0. If g(s, t) = g,(t) sm, then by equating mth 
powers of s in (5.25) we are led to the identity 
h,(t) = (2m + k) tg,(t). (5.26) 
Since h, vanishes to infinite order at t = 0 we can find g, with the same 
property for which (5.26) holds. By induction we can construct a formal 
series 
such that each g,(t) vanishes to infinite order at t = 0 and such that when 
this series is substituted into the right-hand side of (5.25), (5.25) is satisfied 
to infinite order in s. Now let g be any functions with this series as its Taylor 
series about s = 0. 
A similar argument shows that there exists a function, g, vanishing to 
infinite order at s = t = 0, such that (5.25) is satisfied to infinite order on the 
set, t = 0. By the Whitney extension theorem there exists a function, g, which 
vanishes to infinite order at s = t = 0 such that (5.25) is satisfied to infinite 
order both on s = 0 and on t = 0. Subtracting the left-hand side of (5.25) 
from the right-hand side, we can assume that h vanishes to infinite order not 
only at s = t = 0 but on the coordinate axes s = 0 and t = 0 as well. 
Letting 
h = s(jdz)- lt(l/z)- ‘h 
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and 
Eq. (5.25) becomes 
h, = ((ws> + @/w) 471’ (5.27) 
Since h, vanishes to infinite order on the axes, s = 0 and t = 0, this equation 
admits a unique solution g, on the quadrant s 2 0, t > 0, which also vanishes 
to infinite order on the axes s = 0 and t = 0. This concludes the proof of 
Lemma 5.12. 
The proof of Proposition 5.3 is a simple matter of pasting together 
Lemmas 5.6, 5.9, 5.11, and 5.12. We leave details to the reader. 
6. THE CONNECTIVITY PROPERTY 
Let X be a compact n-manifold and f: X+ R a Morse function which 
takes on distinct values at distinct critical points. Let p, ,..., pr be the critical 
points of f and c i ,..., c, the corresponding critical values. Let XC be the level 
set 
xc= {xEX,f(x)=c}. 
We recall that f has the connectivity property if 
(1) XC is connected when c # c, ,..., c,. 
(2) Xc, - {pi} is connected. 
(6.1) 
In this section we will show that (1) is a necessary condition for Lemma 2 
of Section 1 to be true. First, however, we will make a few remarks about the 
topological implications of (1) and (2). In dimension 2, (2) is extremely 
restrictive: 
PROPOSITION 6.1. Let X be 2-dimensional. Then condition (2) of (6.1) 
holds f and only if f has no saddle points and has exactly one maximum 
and one minimum. 
Remark. This implies that X= S2 and that,‘up’to a diffeomorphism, f is 
the restriction to S2 of a linear function on R’. 
Proof. Suppose p is a saddle point. Let c = f (p) and let x be the 
connected component of XC containing p. Topologically e is a “figure 
eight”; so if we remove p, it becomes disconnected. Therefore f can have no 
saddles. This implies that the Euler characteristic of X is equal to the number 
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of maximum points plus the number of minimum points. Therefore, there can 
be at most one maximum and one minimum. In particular the Euler charac- 
teristic has to be 2; Xr S2. Q.E.D. 
In higher dimensions, on the other hand, condition (2) of (6.1) is super- 
fluous. 
PROPOSITION 6. If dim X > 2, condition (1) implies condition (2). 
Proof. Let p be a critical point off of index k, let c = f(p) and let E be 
a small positive number. By Morse theory X, - {p} is diffeomorphic to Xc+c 
with an (n - k - 1)-sphere removed and is diffeomorphic to X,-, with a 
(k - I)-sphere removed. (See [ 10, p. 15, Diagram 51.) If n > 2, either k - 1 
or n-k- 1 must be less than n - 2; so if Xc+r and X,-, are both 
connected, one of the two will stay connected when the sphere in question is 
removed. Q.E.D. 
Remark. In dimension 2, condition (1) does not imply condition (2). 
Consider, for example, the function, a,x: + u2x: + u3x:, on R3 with 
c-2, <a,<u,. The restriction of this function to S* is the pull-back of a 
function, f, on IRP’. It is easy to see that f has one maximum, one minimum 
and one saddle; so its non-critical level curves are connected. 
Proposition 6.1 has the following partial converse in dimensions greater 
than 2. 
PROPOSITION 6.3. If f has one maximum, one minimum and no critical 
points of index 1 or n - 1, then f has the connectivity property. 
Proof: Let p be a critical point off with f(p) = c, and let E be a small 
positive number. If p is of index k then 
forallr<min(k-1,n-k-1)(see[1l,p.32]),soif1<k<n-1,X,+, 
is connected iff X,-, is connected. If c0 is the minimum value off and c, is 
the maximum value, X,..+r and Xcl-, are connected. Hence all non-critical 
level manifolds, X,, are connected. Q.E.D. 
We will now show that condition (1) of (6.1) is a necessary condition for 
Lemma 2 of Section 1 to be true. Let A4 be a compact, boundaryless 
manifold and let W = M X Z, I being the interval, [-1, 11. Thus 
aw=aw+ uaw- =MX {+l}uMX {-I}. 
Let j W+ R be a smooth function which has no critical points and takes 
the values f 1 on a W, . Given a smooth measure, ~1, on W, the measure f*p 
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is a smooth multiple of Lebesgue measure on the interval, I, so there is a 
continuous transformation 
f* : Smooth measures on W + Smooth measures on I. (6.2) 
LEMMA 6.4. Tranqfivmation (6.2) has a continuous left inverse. 
Proof: Let & be a smooth nowhere vanishing density on Wand let pug be 
the measure associated with it. Then f*p,, = h, dx, h, being a smooth 
function on the interval I which is nowhere vanishing. Given a smooth 
density, h du, on I, let P =f*hlpO, where h, = hh;‘. The map, h dw +p, is a 
continuous left inverse of transformation (6.2). Q.E.D. 
Let M, and M, be compact (n - I)-dimensional manifolds, and let 
W, = M, x I, i = 1,2. Let W = WI U W, (disjoint union). Let f: W + R be a 
smooth function without critical points taking the values i 1 on 8 W, and let 
~1 be a smooth everywhere positive measure on W, Let J and pi be the 
restrictions off and ,u to W,, i = 1, 2. 
LEMMA 6.5. There exists a smooth measure, p’, on W such that 
(a) p’ is arbitrarily (?-close to p. 
(b) fan =f*cl’+ 
(c) f*pur # f*rU;, for all i, j = 1,2, ,uU: being the restriction of p’ to Wi. 
The proof, which we will leave to the reader, involves some simple 
juggling with Lemma 6.4. 
Now let X be a compact manifold and f: X-1 IR a Morse function. 
Suppose that for some non-critical value, c, of f, the level manifold, X,, is 
disconnected. For simplicity we will assume that it has just two connected 
components, M, and M2. Let 
W=W,,,={xEX,c-&<f(X)<C+E}. 
Since c is non-critical, there is a diffeomorphism 
& x (-9 E) -+ WC,, (6.3) 
for E sufficiently small. The image of iVfr X (--E, E) under this diffeomorphism 
we will denote by W,. Let f, be the restriction of f to W,, and let p be a 
smooth everytihere positive measure on X. 
LEMMA 6.6. There exists a smooth measure, ,u’, on X such that 
(a) ,u’ is arbitrarily C2 close to p. 
(b) ,u=@ on X- WCS,. 
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(cl f*P = f*P’* 
(4 C&P, + (f/h+for all i,j = L2; rui and 4 
being the restrictions of p and p’ to W,. 
Proof. On W,,, let ~1 and ,u’ be as in Lemma 6.5. It is easy to arrange 
that lu = ,B’ in a collar neighborhood of 8 W,,, ; and if this is the case we can 
extend ,u’ to all of X by setting it equal to ,u on X - W,+, . Q.E.D. 
LEMMA 6.7. With ,a and ,a as above, there exists a diffeomorphism 
q: X--t X which is C2 close to the identity such that quip’ = ,a. 
Proof. Since f*p = f* p’ 
so the lemma is a special case of Moser’s theorem in [ 121. Q.E.D. 
Now let g = f o rp. Then g,,u = f*,u; so if Lemma 2 of Section 1 were true 
for f, there would exist a diffeomorphism w: X-+X such that w*g,= f and 
w*,u =JI. Then the transformation p = w  o 9 would have the properties 
p*f = f and p*,u’ =,u. Since p preserves f, it maps W,,, onto itself; so it 
either maps W, onto W, or maps W, onto W,. In the first case 
so f*p, = f,p,pu’, = f+&, which contradicts property (d) of Lemma 6.6; and 
in the second case ~*,LL; =p2; so f+.p2 = f,p,p; = f*,u;, which also 
contradicts property (d) of Lemma 6.6. 
7. PROOF OF THE MAIN THEOREM 
Let X be either S2 or RP2 with its standard Riemannian metric. Let Y be 
the unit cosphere bundle of X. The geodesic flow on Y is periodic (of period 
2x in the case of S2 and of period rr in the case of RP’); so it provides a 
natural action of S’ on Y. This is a free action, so the quotient space 
z = Y/S’ 
is a Hausdorff manifold. Indeed, in the case of S2, it is just the set of all 
oriented great circles on S2 and, in the case of S2, it is just the set of all 
oriented great circles on S2 and, in the case of IRP’, the projective images of 
these circles; so in either case 
z g s2. (7-l) 
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By definition the quotient map 
7L: Y+Z (7.2) 
is a principal S’-fibering. In fact a little more is true: Let a be the canonical 
symplectic one-form on T*X, and let I: Y + T*X be the inclusion map. Then 
z*a is a connection form on (7.2). (For the proof of this see, for example, [4, 
p. 1181.) In addition, the curvature form, p, associated with this connection 
is a nowhere vanishing two-form on Z [4, p. 1181. One consequence of these 
remarks is : 
LEMMA 7.1. Let 9: Z + Z be a dtffeomorphism preserving p. Then there 
exists a homogeneous canonical transformation, yr: T*X --f 0 + TCX - 0, 
such that y(Y) = Y and such that if w1 is the restriction of yt to Y the 
diagram 
(7.3) 
commutes, and yl is an automorphism of S-bundles. 
Proof. Since Z is simply connected, every diffeomorphism, cp, of Z which 
preserves the curvature form lifts to an automorphism, r,~i, of the bundle with 
connection, Y. Now extend w1 to ‘I”tX - 0 by requiring it to be 
homogeneous. Q.E.D. 
Let f: Z + R be a Morse function. We will say that f belongs to the set, 
4, if it has no critical points of index one, i.e., if it has just one maximum, 
one minimum and no saddles. This definition defines an open subset, 8, of 
P(Z). 
Given a function, ir, on Y we can “average” it with respect to S’ to get a 
function on Z. As in Section 2 we will denote this averaged function by h,, . 
We will prove 
THEOREM. Let Q, and Qz be seEf-adjoint pseudodflerential operators of 
order zero on X. Let q,, i = 1,2, be the restriction of ts(QJ to Y. Suppose 
(q,)rv and (q2)sV are C* close and lie in 4. Then the following two assertions 
are equivalent. 
(a) The band invariants of A + Q, and A + Q, are the same up to 
or&r k. 
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(b) There exists a unitary Fourier integral operator, F, and a se[f- 
adjoint pseudodlflerential operator, R, of order -(k + 1) such that 
F(A+Q,)F-‘=A+Q,+R. 
Proof By Lemma 1 of Section 1 we can assume that Q, and Q, 
commute with A. This implies in particular that qi = (q&, i = 1,2. By 
Proposition 3.1 the zeroth order band invariant of A + Qi is (qi)*,a; so if the 
zeroth order band invariants are equal 
(qJ*,u = (qJ*r(l. 
By assumption q1 and q2 have the connectivity property and are C* close; so 
by Lemma 2 of Section 1, there exists a diffeomorphism, (p, of Z preserving ,u 
such that p*q2 = ql. By Lemma 7.1 there exists a homogeneous canonical 
transformation, vu: T*X - 0 * T*X - 0, commuting with geodesic flow, such 
that (7.3) holds. Let F be a Fourier integral operator of order zero with w  as 
its underlying canonical transformation and 1 as its leading symbol. If U(t) 
is the operator (2.3) then U(t) FU(-t) is another Fourier integral operator 
with these properties; so replacing F by 
(1/2n) I’= U(t) FU(-t) dt 
0 
we can assume that F commutes with A. Since F is elliptic there exists a k, 
such that F maps the kth eigenspace of A bijectively onto itself for all 
k > k,. Replacing F by the identity on the eigenspaces of order <k, we can 
assume F itself is bijective. Then FF* is a positive-definite self-adjoint elliptic 
pseudodifferential operator of order zero with leading symbol 1. Let 
H = (FF*)- “‘. 
By Lemma 3 of Section 1, H is also a pseudodifferential operator of order 
zero with leading symbol one. Replacing F by HF we can arrange that F be 
unitary. By construction 
F(A+Q,)F-‘=A+FQ,F-‘=A+Q,+R 
with R of order -1. This proves the theorem for k = 0. 
We will now prove the theorem for arbitrary k. Suppose by induction that 
we know the theorem for k - 1, and suppose the first k band invariants of 
A + Q, and A + Q, are equal. By induction there exists a unitary Fourier 
integral operator, Fkel, such that 
Fk-,(A + Q,>&?, =A + Q, + R, 
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R being a self-adjoint pseudodifferential operator of order -k. Since A + Q, 
and A + Q2 + R are unitarily equivalent their spectra are the same and hence 
so are their band invariants. Thus A + Q2 and A + Q, + R have the same 
band invariants of order k. Let q = a(QJ and T = a(R). By Proposition 3.2, 
so by Lemma 4.4 there exists a vector field, r, on Z such that & = 0 and 
rq = r. Consider p as being a symplectic two-form on Z. Since @ = 0 and Z 
is simply connected, 5 is globally Hamiltonian; i.e., there exists a function, 
a,, on Z such that <-I p = da,. Let u, = 7t*a0 and extend a 1 to all of T*X by 
requiring it to be homogeneous of degree -(k - 1). Let A be a self-adjoint 
pseudodifferential operator of order -(k - 1) with a, as its leading symbol. 
Replacing A if necessary by 
(1/2x) /*=ll(r) A U(d) dt 
0 
we can arrange that A commute with A. By construction {a,, q} = r; so 
[A, Q,] =flR + .a. (7.4) 
the dots indicating terms of order c-k. Consider 
B(t) = e-b=~~Q2ed==f 
Differentiating with respect to t, we obtain 
(&/dt) = e-mf”(-fl[A, Q] emA. (7.5) 
By Lemma 3 of Section 1, emU is a \p seudodifferential operator of order 
zero; so if we commute [A, Q] with e -I’” in (7.5) we obtain 
d~/dt=-~[A,Q]+...=R+..., 
the dots indicating terms of order <-k. Integrating this equation from 0 to 1 
we obtain 
evnAQ2eaA = Q2 + R + R’, 
R’ bein a pseudodifferential operator of order -(k + 1). Finally, setting 
F = e 9 -‘*Fk-, , we are done. 
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