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Abstract
We consider the problem of sparse phase retrieval from Fourier transform magnitudes to recover the k-sparse signal vector
and its support T . We exploit extended support estimate E with size larger than k satisfying E ⊇ T and obtained by a trained
deep neural network (DNN). To make the DNN learnable, it provides E as the union of equivalent solutions of T by utilizing
modulo Fourier invariances. Set E can be estimated with short running time via the DNN, and support T can be determined from
the DNN output rather than from the full index set by applying hard thresholding to E . Thus, the DNN-based extended support
estimation improves the reconstruction performance of the signal with a low complexity burden dependent on k. Numerical results
verify that the proposed scheme has a superior performance with lower complexity compared to local search-based greedy sparse
phase retrieval and a state-of-the-art variant of the Fienup method.
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I. INTRODUCTION
Sparse phase retrieval from the magnitude of the Fourier transform (SPRF) [1] has been widely studied in many fields
including X-ray crystallography [2], optics [3], [4], blind channel estimation [5], and computational biology [6]. It recovers
k-sparse1 signal vector x◦ = (x[1], ..., x[n])> given measurements and the squared magnitude, y = (y[1], ..., y[m])>, of an
m-point discrete Fourier transform of x◦:
y[i] = c[i] + w[i] for i ∈ {1, ...,m}, (1)
where c[i] = abs(
∑
j∈T
x[j] exp (−2pi√−1(i− 1)(j − 1)/m))2, abs(·) denotes the elementwise absolute value, T = supp(x◦)
is the support of x◦ (i.e., set of nonzero elements in x◦) with size k, and (w[1], ..., w[m])> =: w ∈ Rm is a noise vector.
A commonly used algorithm to solve SPRF is the greedy sparse phase retrieval (GESPAR) proposed by Shechtman et al. [7].
GESPAR performs a local search for T and iteratively updates support estimate S by exchanging one element in S with one
in V \ S, where V is an estimated index set such that V ⊇ T . Depending on the search technology, GESPAR exhibits better
performance than related algorithms (e.g., sparse Fienup [8], SDP [1], and two-stage sparse phase retrieval [9]) to reconstruct
x◦. However, given that GESPAR updates only one index in the support estimate per iteration, its performance according
to complexity (i.e., efficiency) can be severely degraded as the set difference between S and T widens, and its complexity
scales with k [10]. The complexity of GESPAR further increases as the signal dimension n or the signal-to-noise ratio (SNR)
increases, given that set V approaches the full index set, {1, ..., n}, in any of these cases.
A learned deep neural network (DNN) can obtain desired solutions with high efficiency by simply performing a matrix
multiplication at each layer without solving specific optimization problems. Therefore, the DNN has notably contributed to
enhancing the performance of image reconstruction and denoising in SPRF [11]–[13]. However, this advantage has been limited
to image processing, because DNNs consider image features during learning. Consequently, available research has neglected
DNNs for performance improvement to recover general (synthetic) signals for SPRF. Nevertheless, verifying the high DNN
performance for recovering any synthetic signal for SPRF would imply its superiority in all fields of SPRF besides image
processing. On the other hand, DNNs have provided much lower complexity with similar performance to other algorithms to
recover any synthetic signal in non-SPRF domains [14]–[16]. Hence, DNNs can improve the efficiency to recover all synthetic
signals in the SPRF domain; we discussed this in detail in Section VI-A. To verify this, we propose an algorithm called phase
retrieval with extended support estimation using DNN (PRED). This is a one-shot retrieval for the support by exploiting the
prior information via a DNN applied in SPRF. It improves the efficiency of GESPAR to recover all synthetic and sparse signals.
In Section VI-B, we demonstrated PRED scalability through intuition and principles.
As long short-term memory (LSTM) has the same structure as Bayesian learning iterations [15], the phase retrieval problem
can be solved by using either the Bayesian learning framework [17] or implementing the framework as a subroutine [10]. In fact,
SPRF can be solved by executing the linear inversion for sparse estimation (e.g., sparse Bayesian learning) as a subroutine [10].
1Signal vector x◦ is called k-sparse if it has k nonzero elements.
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2Algorithm 1 DGN(F, y,S, τ, h)
Input: S ⊆ {1 : n}, F ∈ Rm×n, h ∈ N, τ ∈ R
Output: Signal estimate xˆ ∈ Rn
Initialize: x1 ∈ Rn is randomly generated.
1: while ‖xt+1 − xt‖ > τ or t < h do
2: (zt)
S ← (B(xt;S)>B(xt;S))−1B(xt;S)>b(xt;S)
3: xt+1 ← xt − δtdt, where δt := (1/2)a(u,xt,zt;S)u and dt := (xt − zt)
4: u← min(2δt, 1)
5: t← t+ 1
6: end while
7: return xˆ ∈ Rn such that (xˆ)S = xt and (xˆ){1:n}\S = 0
Thus, LSTM-based DNNs implicitly enable to impose structural priors to estimate the support in SPRF. Therefore, we adopt
a gated-feedback LSTM [15], [18] for the DNN in PRED, although other DNN architectures may be applied for SPRF.
PRED determines extended support estimate E to identify T (Section III). The extended support denotes an index set with
size larger than sparsity k and containing T . Specifically, we propose a DNN framework and its training rule to generate
E . For the DNN to be learnable, we define a union of equivalent solutions of T and train the DNN to estimate this union
set instead of T (Section III-A). PRED iteratively obtains E from the trained DNN output and estimates T as a subset S of
E through an algorithm called three-stage signal estimation (TSE); this process makes PRED scalable as we explained it in
Section VI-B. TSE extends the damped Gauss–Newton (DGN) algorithm from GESPAR by taking more than k indices as
input (Section III-B) [7]. In addition, PRED improves the efficiency of GESPAR to find T . In fact, it simultaneously updates
multiple indices in support estimate S by exploiting a probability measure for E , which is provided by the trained DNN output,
whereas GESPAR updates one index in S per iteration without utilizing the measure. Numerical results confirm that PRED
outperforms GESPAR and a state-of-the-art variant of the Fienup technique, called FISTA for phase retrieval (FISTAPH) [19],
with lower complexity.
II. BACKGROUND
A. DGN Algorithm
Suppose that an estimate of T is given as S (|S| = k, where |S| is the cardinality of S). If S is correct (i.e., S = T ), SPRF
can be formulated as the minimization in (2), whose solution (i.e., k-sparse vector x ∈ Rn) is an estimate of x◦.
minimize
x∈Rn
g(x;S) :=∑i∈{1:m}(y[i]− vi(x;S))2, (2)
where vi(x;S) := (xS)>Ai(S)xS , Ai(S) := (F {i}S )∗F {i}S ∈ Rk×k for i ∈ {1 : m}, and F ∈ Cm×n is the discrete Fourier
transform such that (c[1], ..., c[m])> =: c can be expressed as c = |Fx◦|2. For brevity, set {i, i+ 1, ..., j} is denoted as {i : j}.
A submatrix of A := [a1, ..., an] ∈ Rm×n with columns indexed by J ⊆ {1 : n} is denoted by AJ . AQ and xQ denote the
submatrix of A with rows indexed by Q ⊆ {1 : m} and the subvector of x with entries indexed by Q, respectively.
Using first-order linear approximation, y[i]−vi(x;S) in (2) can be approximated as the ith element of vector B(xt;S)xSt −
b(xt;S) ∈ Rm, where B(xt;S) ∈ Rm×k is the matrix whose ith row is 2((xtS)>Ai(S)) ∈ Rk and b(xt;S) ∈ Rm is
the vector whose ith element is y[i] + (xtS)>Ai(S)xtS . Then, using S, the DGN method applied in SPRF (Algorithm 1)
estimates x◦ as a limit point of sequence (x1, x2, ...) obtained in steps 2 and 3, where δt := (1/2)a(u,xt,zt;S)u is a step
size determined by a backtracking procedure and a(u, xt, zt;S) ∈ N denotes the minimum nonnegative integer a such that
g(xt− δtdt;S) < g(xt;S)−u( 12 )a+1∇g(xt;S)> dtS . The limit of sequence (x1, x2, ...) has been proven to be stationary [7].
B. GESPAR
GESPAR (Algorithm 2) first determines two index sets, V1 and V2, satisfying V1 ⊆ T ⊆ V2 through an autocorrelation-based
process. Then, it generates estimate S of T (|S| = k) such that V1 ⊆ S ⊆ V2 and utilizes the DGN method with S (Algorithm
1) to estimate signal x◦ and determine whether signal error  is sufficiently small. GESPAR iteratively updates support estimate
S in step 3 using 2-opt local search, and the iterative process (steps 2–11) proceeds until either the signal error is sufficiently
small or GESPAR exceeds iteration limit κITER. More details on GESPAR can be found in [7].
III. PRED STRUCTURE
To enhance the tradeoff between performance and complexity from GESPAR, the proposed PRED aims to determine extended
support estimate E ⊆ {1 : n} from a trained DNN output and recover x◦ via the proposed TSE using E . Suppose that E is
given and includes T . Then, the SPRF problem can be formulated by (3), which estimates x◦ as solution x ∈ Rn.
minimize
x
g(x; E) :=∑i∈{1:m}(y[i]− vi(x; E))2,
subject to | supp(x)| ≤ k, (3)
3Algorithm 2 GESPAR(F, y, k, τ, h, , κITER)
Input: (V1,V2) ⊆ {1 : n}2, F ∈ Rm×n, h ∈ N, τ ∈ R
Output: Signal estimate xˆ ∈ Rn, support estimate S ⊆ {1 : n}
Initialize: Support estimate S1 of size k is randomly generated such that V1 ⊆ S1 ⊆ V2, where V1 and V2 are index sets
obtained through the autocorrelation-based technique described in [7].
1: x1 ← DGN(F, y,S1, τ, h)
2: for t = 1 to κITER do
3: St+1 ← Update support estimate St such that one index in St is replaced with one in V2 \ (St ∪V1) (i.e., apply 2-opt
local search [7])
4: xt+1 ← DGN(F, y,St+1, τ, h)
5: if g(xt;St) > g(xt+1;St+1) then
6: Update St+1 by randomly sampling k indices satisfying V1 ⊆ St+1 ⊆ V2
7: xt+1 ← DGN(F, y,St+1, τ, h)
8: end if
9: if g(xt+1;St+1) ≤  then go to step 12
10: end if
11: end for
12: return (xˆ := xa,S := Sa) where a := arg min
a∈{1:t}
g(xt;St)
where vi(x; E) := (xE)>Ai(E)xE for i ∈ {1 : m}. Note that the original SPRF problem is equal to (3) with E replaced by
{1 : n}. Thus, by considering E , the SPRF problem can be simplified such that the dimension of the target signal is reduced
from n to |E|. Besides, it is easier to find E such that E ⊇ T than to identify T . Hence, PRED adopts this principle to generate
E from a trained DNN output (Section III-A) and estimates x◦ by solving (3) given E (Section III-B).
A. DNN for Extended Support Estimation
We propose a DNN structure and a training method to obtain extended support E of x◦. Given the trivial ambiguity in SPRF
(modulo Fourier invariances [9]), there exists a k-sparse vector x ∈ Rn satisfying abs(Fx◦) = abs(Fx), whose support W is
defined by T −min
v∈T
v + l or max
v∈T
v − T + l for any integer l such that 1 ≤ l ≤ n −max
v∈T
v + min
v∈T
v. Therefore, even in the
noiseless case, support W of x cannot be uniquely identified as T given the measurement vector y, and consequently it is hard
to optimize the DNN for estimating T . To solve this problem, we introduce union I(T ) of equivalent solutions of the true
support (UES), defined as I(T ) := α(T )∪β(T ), where α(T ) := T −min
v∈T
v+1, β(T ) := max
v∈T
v−T +1. Unlike true support
T , UES I(T ) is uniquely determined by y. Thus, the DNN is learnable without the ambiguity by considering its output as
I(T ) instead of T . As the index 1 is always included in I(T ), the DNN is trained to retrieve I−1(T ) := I(T ) \ {1}.
1) DNN Structure and Training Objective: For sparse vector z ∈ Rn, whose support is denoted by Tz and measurement
vector h = abs(Fz)2 ∈ Rm given discrete Fourier transform matrix F , the DNN defined by fθ(·) : Rm → Tn−1 takes vector
h as its input and is trained to return vector v = (v[1], ..., v[n − 1])> = fθ(h) ∈ Tn−1 such that v[i − 1] = 1/|I−1(Tz)| for
i ∈ I−1(Tz) and v[i− 1] = 0 for i /∈ I−1(Tz), where Tq represents the (q− 1)-dimensional probability simplex. Each element
v[i] of vector v is a probability, with index i + 1 belonging to I−1(Tz). Thus, for any integer e such that |I−1(Tz)| ≤ e, an
extended support E of z including I−1(Tz) can be obtained by selecting the e largest elements from the ideally trained DNN
output. For instance, if n is 6 and support Tz is {2, 3, 6} so that I−1(Tz) = {2, 4, 5}, fθ(h) is trained to return output vector
fθ(h) as (1/3, 0, 1/3, 1/3, 0)>, and I−1(Tz) is obtained by selecting its 3 largest elements.
2) DNN Training: We randomly sampled a k-sparse signal vector x¯, whose sparsity k ranges from k1 to k2. We set (k1, k2)
to (2, 20) in this study (Section V). From signal vector x¯, a measurement vector y¯ satisfying (1) can be obtained by adding
random noise vector w according to the given SNR. For the distribution of pairs (x¯, y¯) produced this way, the training goal
can be formulated as the minimization of (4).
L(θ) := E(y¯,x¯)[ce(fθ(y¯), un(I−1(Tx¯)− 1)], (4)
where ce(v1, v2) := − 1g
∑g
i=1 v2[i] log v1[i] is the cross-entropy between vectors v1 and v2 of dimension g, un(I) is an
(n− 1)-dimensional vector v ∈ Rn−1, whose nonzero elements are 1/|I| and its support is given by set I, Tx¯ is the support
of x¯, and θ is the training parameter to be updated for minimizing L(θ). The detailed description is shown in Appendix.
B. Three-Stage Signal Estimation
From the trained DNN output, we can obtain extended support estimate E such that E ⊇ I(T ). Then, it remains to estimate
the true support as α(T ) or β(T ) by selecting k indices from E . This is resolved by the minimization in (3) given E ⊇ I(T ). We
4Algorithm 3 TSE(F, y, k, E , τ, h)
Input: F ∈ Cm×n, y ∈ Rn, E ⊆ {1 : n}, (k, h) ∈ N3, τ ∈ R
Output: Signal estimate xˆ ∈ Rn, support estimate S ⊆ {1 : n}
1: x¯← DGN(F, y, E , τ, h)
2: S ← {indices of the k largest values of abs(x¯[z]) for z ∈ {1 : n}}
3: xˆ← DGN(F, y,S, τ, h)
4: return (xˆ,S)
Algorithm 4 PRED(F, y, k, τ, h, κITER)
Input: F ∈ Cm×n, y ∈ Rn, (k, h, κITER) ∈ N3, τ ∈ R, trained neural network fθ(·) : Rm → Tn−1
Output: Signal estimate xˆ ∈ Rn, support estimate S ⊆ {1 : n}
Initialize: Integer q is uniformly sampled in the interval from 2k to 3k. Index set E1 of size c is obtained as {1} ∪ {integers
i+ 1 corresponding to the (q− 1) largest values of d[i] for i ∈ {1 : n− 1}}, where d := (d[1], d[2], ..., d[n− 1])> denotes
the vector with d[i] being the ith value of fθ(y) for i ∈ {1 : n− 1}. Iteration counter t is set to 1.
1: while t ≤ κITER do
2: (v,St, xt)← TSE(F, y, k, Et, τ, h)
3: if
∑
i∈{1:m} abs(y[i]− vi(xt;St)) ≤  then go to step 10
4: end if
5: Obtain discrete probability vector p := v/ ‖v‖ ∈ Rn−1, where v := (v[1], ..., v[n− 1])> is a vector such that v[i] = 0
for i ∈ St and v[i] = d[i] for i ∈ {1 : n− 1} \ St
6: Sample integer q from uniform distribution between 2k and 3k
7: Et+1 ← {1} ∪ St ∪ (G + 1) where G is a set of q − k − 1 indices randomly sampled without replacement according
to the probability p
8: t← t+ 1
9: end while
10: return (xˆ := xh,S := Sh), where h := arg min
q∈{1:t}
g(xq;Sq)
introduce the TSE in Algorithm 3, which calls the DGN method (Algorithm 1) twice and approximately solves the minimization
in (3) through the following three stages: (a) temporary signal estimation from the given E : x¯← arg min
x∈Rn
g(x; E); (b) support
estimation from x¯: S ← arg min
S⊆E s.t. |S|=k
g(x¯;S); and (c) signal estimation from S: xˆ← arg min
xˇ∈Rn
g(xˇ;S), where xˆ and S are the
signal and support estimates, respectively.
The first stage of TSE (step 1) minimizes the cost in (a), with a temporary signal estimate x˜ supported on E obtained by
applying the DGN method (Algorithm 1) with E such that x˜ = DGN(F, y, E , τ, h). The second stage (step 2) retrieves support
estimate S as a subset of E by approximating the minimization in (b) through hard thresholding (i.e., selecting k indices
corresponding to the k largest absolute values of (x˜)E supported on E). Finally, TSE determines x◦ through the DGN method
with S to solve (c) at the third stage (step 3).
IV. PRED ALGORITHM
The proposed PRED is detailed in Algorithm 4 and estimates (x◦, T ) as (xˆ,S) through trained DNN fθ(·) and by applying
TSE (Algorithm 3). The trivial ambiguity of SPRF [9] implies that index 1 can be considered an element in the true support.
By selecting the (q − 1) largest values of the trained DNN output, PRED initializes extended support estimate E , where q
is the size of E randomly sampled from 2k to 3k. Note that |E| is larger than |I(T )| from inequality |E| ≥ 2k, and the ith
element of the trained DNN output fθ(y) ∈ Rn−1 indicates a probability of index i + 1 belonging to UES I(T ). Thus, E is
the set expected to include one of the equivalent solutions of T in I(T ) (i.e., either α(T ) or β(T )). Under premise E ⊇ α(T )
or E ⊇ β(T ), PRED solves the minimization in (3) by executing TSE to estimate (x◦, T ) as (x1,S1) in step 2. Then, PRED
terminates depending on whether current signal error g(x1;S1) obtained from the estimate is below input threshold  in steps
3 and 4. If the signal error is higher than , PRED executes steps 5–7 to obtain a new extended support estimate E via an
update process, which is executed in step 7 by replacing the complementary set of S in E with multiple indices randomly
selected according to discrete probability vector p generated from DNN output fθ(y). Vector p represents the probability of
each index in {2 : n} \ S belonging to I(T ) \ S . By using the updated extended support E , TSE estimates the signal vector
and its support as (x2,S2) in step 2 at the next iteration. This process is iterated until either the signal error is sufficiently
small or the number of iterations exceeds limit κITER.
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Fig. 1: Performance result according to SNR and pair (m,n) such that m = n+ 1. For the uniform model: (a)–(d) support
recovery rate, (e)–(g) running time, and (h)–(i) average number η of DGN executions. For the Gaussian model: (j) support
recovery rate, (k) soft support recovery rate, and (l) running time.
V. NUMERICAL EXPERIMENTS AND RESULTS
We compared the performance of PRED against similar algorithms, namely, GESPAR, FISTAPH, and phase-retrieval
generalized approximate message passing (PRGAMP) [10]. For a fair comparison, we applied the same stopping criterion
shown in steps 3 and 4 of Algorithm 4 to GESPAR and FISTAPH. We executed FISTAPH 20i times for n = 256(4− i) and
i ∈ {1 : 3} to get multiple candidate solutions and select the one with minimum error among them. The soft thresholding
parameter of FISTAPH was set to 0.02, and we selected the k largest elements of its signal estimate to recover support T .
We used uniform and Gaussian models to generate signals. In the uniform model, each nonzero element of x◦ was sampled
from −1 to 1 excluding the interval from −0.2 to 0.2. In the Gaussian model, each nonzero element of x◦ was sampled from
a standard Gaussian distribution. We assumed that each entry of w follows chi-squared distribution χ2(2) with 2 degrees of
freedom For a complex random variable z := a+ b
√−1 ∈ C, whose real and imaginary parts are i.i.d following a Gaussian
distribution, | ∑
j∈T
x[j] exp (−2pi√−1(i− 1)(j − 1)/m) + z|2 ≈ c[i] + a2 + b2. Hence, the ith element of noise vector w can
be set to a2 + b2, such that w[i] ∼ σ · χ2(2) for i ∈ {1 : m}, where σ is determined by the SNR. Given support estimate
S, we use modulo Fourier invariances and define recovery success rate E[max(1(α(T ) = α(S)), 1(α(T ) = β(S)))] and soft
recovery success rate E[max(|α(T ) ∩ α(S)|, |α(T ) ∩ β(S)|)/k] for the support, where 1(·) is the indicator function. We set
input parameters (h, τ, ) in PRED and GESPAR to (100, 10−4, ‖y‖ · 10−vSNRdB/20) and iteration limit κITER in PRED and
GESPAR to 100 and 500, respectively.
For the gated-feedback LSTM fθ(·) used in PRED [18], we set the hidden unit size, number of unfolding steps, and layer
size to 2000, 20, and 2, respectively. Further details on this network are available in [15]. The detailed description and settings
for learning DNN fθ(·) are given in Appendix.
We evaluated each algorithm with different SNRs and dimension values n of x◦. Figs. 1(a)–(d) and Figs. 1(e)–(g) show
the rate of successful support recovery and execution time per algorithm, respectively. In most of the sparsity region, PRED
outperforms the other algorithms, provides lower complexity, and is more robust to noise. We can expect that PRED scales well
with n, as Figs. 1(a)–(d) show that PRED uniformly recovers about twice the sparsity compared to GESPAR and FISTAPH for
different n and SNR values.2 Figs. 1(e)–(f) show that the running time of PRED is less than half of that of the other methods
at sparsity k below 20.
Given that PRED and GESPAR consist of an iteration of DGN (Algorithm 1), their complexity is expressed as η ·φ, where φ
is the average complexity of DGN and η is the average number of DGN executions in each algorithm. Note that the complexity
of the pseudoinverse in step 2 of DGN with input S of size b is generally O(b2 ·m), where b is set to k and αk in GESPAR
and PRED, respectively, for a constant α smaller than 3.3 This implies that average complexity φ of the DGN used in PRED
and GESPAR has the same order for k, and hence their complexity is mainly dependent on η. Figs. 1(h)–(i) show that η in
PRED is less than or similar to one-third of η in GESPAR. Thus, the complexity of PRED and GESPAR has the same order
for k and supports the results in Figs. 1(e)–(g), showing that the execution time of PRED is shorter than that of GESPAR in
most of the sparsity region.
2In Fig. 1(b), the maximum k satisfying support recovery rates higher than 95% is 16, 2, and 8 for PRED, GESPAR, and FISTAPH, respectively.
3Given that size b of the index set for the DGN input in steps 1 and 3 in TSE (Algorithm 3) is smaller than 3k and equal to k, respectively, α and its
mean are smaller than 3 and 3/2, respectively.
6Figs. 1(j)–(l) show the performance results for the zero-mean and unit-variance Gaussian model. PRGAMP4 was compared
only on the Gaussian model due to its structural characteristics. Even for the Gaussian model, PRED has a superior performance
with lower complexity than existing algorithms including PRGAMP.5
VI. DISCUSSION
A. The scalability of DNN to recover synthetic signals for SPRF
To support the claim that the DNN structure can be scalable to estimate the support in SPRF, we prepared the following
subsections 1) and 2). To show that the DNN is superior to other methods for solving SPRF, we prepared the following
subsection 3).
1) The DNN imposes structural priors for support estimation in SRPF: We introduce the following three results (a)–(c) by
referring to [10], [15], and [17]:
(a) In [15], it is guaranteed that a canonical LSTM cell has the same structure as the computational flow of each iteration of
Bayesian learning framework (BLF).
(b) In [17], it is shown that phase retrieval can be solved by using the BLF.
(c) In [10], the PRGAMP algorithm has an inner loop where the GAMP algorithm, one of compressed sensing algorithms for
sparse linear inversion, is used to estimate the sparse signal. Thus, in PRGAMP, the GAMP algorithm can be replaced by
any compressed sensing algorithm to estimate the support in SPRF. As the sparse BLF is a compressed sensing algorithm,
we can conclude that SPRF can be solved by using the BLF; this also supports the result (b).
Results (a)–(c) imply that LSTM is a generalized (i.e., learned) version of the BLF (from result (a)) and support estimation in
SPRF can be done by the BLF (from results (b) and (c)). Furthermore, it is well-known that the BLF is a scalable algorithm,
as it has structural priors to estimate the target support. Therefore, as the BLF has structural priors, the LSTM-based DNN
implicitly enables to impose structural priors to estimate the target support in SPRF.
2) The DNN is scalable according to signal dimension n for support estimation in SRPF: Note that BLF is scalable for
signal dimension n and LSTM has the same structure as the BLF. Thus, LSTM can be scalable for n by imposing the structure
prior to estimate the target support in SPRF. Our test results shown in Figs. 1(a)–(c) implies that the LSTM-based DNN, used
in the proposed PRED, estimates the true support with a high probability, irrespective of n. This is because PRED uniformly
recovers about the twice the sparsity with a lower complexity than other related methods, for different values of n. This
supports our claim that DNN (i.e., LSTM) is scalable for n to estimate the target support in SPRF.
Note that in our test, the signal is sampled from two continuous probability distributions (i.e., uniform and Gaussian). This
implies that there is an infinite number of combinations of pairs for measurement vector y and its corresponding true support,
given any fixed sparsity k. Thus, it would not possible for the DNN to recover all true supports, given that the DNN should
store all the infinite number of cases if the DNN did not have any inherent structure.
The test results in Figs. 1(a)–(c) show that the DNN in PRED can recover twice the sparsity, by recovering all supports
with probability one, in comparison with related SPRF methods. Hence, the DNN (i.e., LSTM) does not simply store all the
supports. Instead, it has an implicit structure to estimate the target support via its forward computational flow, which is like a
computational flow of the BLF. This inherent structure also ensures that the DNN is scalable.
3) The DNN can outperform existing methods for support estimation in SRPF: The LSTM can be interpreted as a learned
version of the BLF. It has been shown in [20] and [21] that learned versions of approximated message passing and the iterative
shrinkage thresholding algorithm outperform their counterparts for estimating the target support. This indicates that LSTM (i.e.,
the learned version of the BLF) can outperform the BLF for estimating the support in SPRF, as demonstrated in [15] though
by solving a problem different from SPRF. This implies from the results (b) and (c) in Section VI-A1 that DNN (i.e., LSTM)
can outperform existing support estimators for SPRF. We demonstrated in Section V that the proposed PRED outperforms
other SPRF methods by using the LSTM as the DNN architecture for PRED, supporting our claim.
B. Demonstration of PRED scalability through intuition and principles
PRED has the following two main steps (1) and (2): (1) Extended support estimation from DNN output and (2) support
estimation from the extended support estimate via the TSE algorithm (Algorithm 3). For step (1), the DNN provides a set (the
extended support estimate) including the true support with high probability, as the DNN (i.e., LSTM) has the implicit structure
to estimate the support as discussed in Section VI-A. Step (1) has a low complexity as the extended support estimation using
DNN is performed simply via a matrix multiplication at each DNN layer without solving specific optimization problems. Thus,
the complexity (performance) of PRED is mainly dependent on step (2). As we have shown in the last paragraph of Section
4The public software package implemented in MATLAB was used to test PRGAMP. The other methods were implemented in Python with TensorFlow.
5We excluded the performance result of PRGAMP in Fig. 1(j) because it is zero for the whole sparsity region.
7Algorithm 5 TrainDNN(F, k1, k2, sb, nb, ne, vSNRdB )
Input: F ∈ Cm×n, (k1, k2, sb, nb, ne) ∈ N4, (vSNRdB , κ) ∈ R2
Output: Neural network fθ(·) : Rm → Tn−1
1: for i ∈ {1 : ne} do
2: for i ∈ {1 : nb · sb} do
3: s ∈ N← integer uniformly sampled from {k1 : k2}
4: T¯i ← index set such with size s and elements uniformly sampled from {1 : n}
5: xi ∈ Rn ← v ∈ Rn s.t. supp(v) = T¯i and nonzero elements of v are sampled from probability distribution px◦ (· | s) of target signal vector x◦
6: α ∈ R← randomly sampled number from 0 to 1
7: w¯i ∈ Rm ← randomly sampled from region satisfying
∑n
i=1 w¯[i] = 1, w¯[i] ≥ 0 for i ∈ {1 : n}
8: wi ← α·w¯i∑
j∈{1:n} zi[j]
· 10−vSNRdB/10 where zi := abs(Fxi)2
9: yi ← zi + wi
10: Ii ← I−1(T¯i)− 1
11: end for
12: for q ∈ {1 : nb} do
13: L(θ)← 1
sb
[
∑
p∈[(sb−1)·q+1:sb·q]
ce(fθ(yp), un(Ip))]
14: ηq ← set learning rate for gradient update
15: θ ← Updateθ(L(θ), ηq)
16: end for
17: end for
18: return fθ(·)
V, the complexity of step (2) is O(b2), where b is the size of the extended support estimate obtained from step (1). Thus,
the maximum of b is 3k where k is the sparsity. Hence, the complexity of PRED is the order of k (i.e., O(k2)) and does not
depend on signal dimension n. Disregarding step (1), the complexity of PRED is O(n2), as the extended support estimate in
step (2) is set to the whole index set. Therefore, PRED is scalable (the complexity is not affected by n but by k) by making
the TSE algorithm search the support not in the whole index set, but in the extended support estimate obtained from the DNN.
This justifies the combination of the DNN with existing SPRF algorithms, as discussed in Section VII.
VII. CONCLUSION
Although a DNN cannot accurately estimate the support, it is efficient to estimate the set containing it [15]. On the other
hand, the optimization-based approach is less efficient at finding the support from a full set of indices, but is highly accurate
from a relatively small set including the support. We leverage the advantages of both approaches to perform DNN-based
extended support estimation and first show that this approach, called PRED, outperforms existing algorithms in recovering
common sparse signals for SPRF.
APPENDIX
DNN TRAINING
A. Description of the proposed algorithm for training DNN
Algorithm 5 describes the proposed training method for the DNN fθ(·). It considers noisy training data for the DNN to
estimate the UES, and the case when sparsity k of x◦ in the test data is unknown, with minimum and maximum bounds
given by k1 and k2, respectively, to generate the training data. In the algorithm, ne is the number of epochs, sb is the size
of batch data, nb is the number of batches per epoch, and vSNRdB is the SNR in decibels (dB), which is expected to be
10 log10 (
∑
i c[i]/
∑
i w[i]). For each epoch, steps 3–9 generate training data (xi, yi)
sb·nb
i=1 , where xi and yi are the signal and
measurement vectors, respectively. Specifically, in step 5, signal vector xi, whose sparsity s is uniformly sampled between k1
and k2, is sampled from the conditional probability px◦(x | s) of the signal vector given sparsity s, defined as
px◦(x | s) := px
◦(x) · 1(| supp(x)| = s)∑
x˜∈Rn s.t. | supp(x˜)|=s px◦(x˜)
,
where px◦(x) is the distribution of x◦ and 1(·) is the indicator function. Measurement vector yi in step 9 is given by zi :=
Fxi plus noise vector wi such that 10 log10 (
∑
j zi[j]/
∑
j wi[j]) ≥ vSNRdB . The training goal is to minimize cost L(θ) :=
E(y,x)[ce(fθ(y), un(I))] in step 13, with un(I) being an (n− 1)-dimensional vector v ∈ Rn−1, whose nonzero elements are
1/|I| and support is given by set I, and ce(v1, v2) := − 1g
∑g
i=1 v2[i] log v1[i] is the cross-entropy between vectors v1 and
v2 of dimension g. Training parameter θ is updated to minimize L(θ) in steps 14 and 15 through Updateθ(L(θ), η) with its
learning rate η.
B. Setting environment for the experiments in Section V
To train the network given by fθ(·), we used Algorithm 5 by setting input (k1, k2, sb, nb, ne) to (2, 20, 106, 250, 40) and
fixing vSNRdB to the SNR. In addition, we used RMSprop optimization with learning rate ηi of 0.0001 for epochs i ≤ 10 and
0.0001/4j for epochs i from 1 + 10j to 10 + 10j (j ∈ {1 : 3}) to update the gradient.
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