1. Introduction. The purpose of this paper is to consider a modification of the Hubert transform and the singular integrals treated by Calderon and Zygmund in [1] and [3] , and to use the results to generalize some standard results on fractional integration. In the one dimensional case the Hubert transform of a function f(x) is essentially the integral \
J-o~'
dt. In the one dimensional case the transform to t 1 . . 1 be considered will be a convolution with . ll+ .
• instead of with -. Throughout this paper γ will denote a real number not zero. As in the Hubert transform case there is trouble with the definition; for the Hubert transform this is solved by taking a Cauchy value at the origin. The obvious extension of this method was used by Thorin [6] when he considered a transform of the type Here and subsequently ε will always be greater than 0 and the limits in ε will be one sided. In this case, however, obtaining cancellation by taking a Cauchy value is unnecessary; the kernel already has sufficient ίL--Ldt will not, ε t γ in general, exist, but by using some suitable summation procedure, it may be given meaning. Starting with two such methods, it is shown that this transform has the usual singular integral properties. Specifically, for functions in a Lebesgue L where Ω(t) = Ω(JTT) is integrable on the unit sphere, and the integral in the neighborhood of the origin is again defined by a suitable summation method. In this case, unlike the Calderόn and Zygmund results, the integral of Ω(t) on the unit sphere need not be zero. Again for functions in L p , 1 < p < oo, the summation procedure converges in L p , point wise almost everywhere, and the resulting transformation is bounded in ZΛ Substitute results for L 1 including pointwise convergence are also proved although for some it must be assumed that Ω(t) satisfies a continuity condition. The method used to obtain all these results is first to reduce the summation definition to one more closely resembling the Cauchy value definition of ordinary singular integrals. After this, lemmas similar to some lemmas in [1] make the methods of [1] and [3] applicable to these transformations.
In the last section the preceding results and an interpolation theorem of Stein [4] are used to prove the following theorem.
Let p, q, and λ be positive numbers such that 1 < p < q < co and For Ω(t) = 1 this is a well known theorem on fractional integrals. See for example [5] . Substitute results are also obtained for p = 1 and q =: oo using the proof for the weaker results in [8] . 
3C
provided that ε < 7. The existence of β and 7 follows from the hypotheses of the lemma. 
The limit of the integral clearly exists. The lower limit on the first integrated part and the last term combined give
It follows that
because the first part of the product converges boundedly. Consequently, taking Fourier transforms,
The statements concerning the norms follow immediately from the estimate in Lemma 3.
For later proofs there is a more convenient form for K{x). Adding the identity
J Now for |γ| < 1 the expression in brackets is uniformly bounded. This is obvious for the last two terms. Furthermore, Now observing that it is clear that
= -(^W -K(-x))f\x) .

TV \ J
From (4.4) it is clear that Kix) -Ki -x) is bounded uniformly in y since the unbounded terms cancel. Letting y -»0 in (4.4) then gives ]im(k(x)-K(-x))
γ-»o cos= -2ί sgn #Γlog * cos tdt + 2ί sgn x cos 1 + -f°°_co
The Fourier transform of the Hubert transform of f(x) may be written as
Thus, the two transforms are the same.
5* The JV dimensional case. Most of the important results for the n dimensional case can be obtained from one dimensional results quite simply by the method of rotation which is treated in §8. Rotation methods, however, fail in certain cases, and for these a direct approach must be used. This will be similar to the one dimensional methods and is actually just a generalization of them.
In n dimensions the transforms will be of the form
is a function only of angle and is integrable on the unit sphere, Σ. The part of the integral for which 0 < 11 \ < 1 is obtained by using the same summation methods as before. The same reasoning shows that the existence of
where dσ is the element of "area" of the unit sphere, implies the existence of the original definition. The convergence in norm implies the convergence in norm of the original definition.
In n dimensions define rΛ/j.\ e<\t\<N elsewhere . The existence almost everywhere of f z (x) follows from the reasoning of [3] p. 292. The result then follows from Lemma 4 in the same way that Corollary 1 followed from Lemma 3. 
LEMMA 5. Let f(x) be non negative and belong to L
p , 1 < p < 2,
in E n . Let Ω(t) = Ωi-r-r) be such that its modulus of continuity satis-
where [f(x)] y = min(f(x), y) and c(y) = -'' y y"-^-where C depends only on Ω.
Note. The primary use of this lemma will be for the one dimensional case where the continuity condition is automatically satisfied and the constant C is an absolute constant.
This lemma is the same as Lemma 2, Chapter I of [1] except that the transform has been replaced by (6.1) and λ by 1/ε. The proof is almost identical, and therefore will not be repeated. The few minor differences will be See [7] Vol. I, p.'HΘ. From this point the proofs are again identical. Following the details closely also shows that the constants are of the desired form. From this result Theorems 1 through 7 of Chapter I of [1] follow immediately, either with the same proofs or with minor modifications. In some cases where only norms are concerned it is more convenient to carry through the proof for and then to add in the other term for which the theorems are obviously true. Lemma 5 is also obviously valid for just this term of the transform. Thus, for example, the following are true.
Then with the continuity condition on Ω of Lemma 5, the function f ζ {%) of (6.1) also belongs to ZΛ Furthermore, ||/ 8 (ίc)||, < c(γ, p)\\f(x)\\ p where c(γ, p) = C i L -^~r and C depends only on Ω.
\Ύ\(P -1) The form of c(γ, p) can be obtained by using the reasoning of the remark on page 99 of [1] , following the constants through the proof, and using the fact that for where c is a constant independent of a, S, e and /. THEOREM 1^7 ι ι*.
Let μ(x) be a mass-distribution, that is a completely additive function of Borel set in E n , and suppose that the total variation V of μ in E n is finite. Let μ\x) denote the derivative of μ(x) which exists almost everywhere. Then if Ω satisfies the continuity condition of Lemma band if dμ(x -t) -4MS Ω(t) da
Let H(x) be non negative, zero outside the unit sphere, have continuous first derivatives, and have \ H(x)dx = 1. Denote by f(x) the limit 
J
This may be considered as the difference of two integrals and written
Making the substitutions t-x-u+v in the first integral and t-x~u in the second gives
Since !?(#) is diίferentiable, the limit may be taken inside the integral signs to give 
J s CX
This corresponds to Theorem 2, Chapter II of [2] . The proof is the same except that Theorem 6 is used to obtain the convergence of the integral involving g(x).
Other theorems. With this basis all the basic theorems in [2] and [3] can easily be shown to have their analogues for transforms of the type considered here. The periodic and discrete cases can be done simply; in the discrete case the subtracted term even disappears.
The rotation method as presented in [3] can also be applied in this case but the proof is much simpler. The method that applies only to odd kernels in the ordinary case applies to all kernels in this case. To illustrate this the following important theorem is given.
be merely integrable on the unit sphere Σ. Then if shows clearly that it converges point wise in this case.
9 Transforms of fractional integral type.
for R(z) = 1 and z Φ 1, and To obtain the principal theorem of this section a theorem of Stein [4] p. 483 will be used. For this purpose it will be necessary to show that the operators T z as defined above satisfy the conditions of this theorem. Using the terminology of [4] , the following lemma may be proved. Throughout the proof φ and ψ will be simple non negative functions and M the maximum of φ. Since any simple function can be written as the difference of two such functions, it will be sufficient to prove the assertions for these. The lemma will be proved in parts as indicated.
a. Simple functions in the given set are transformed into measurable functions for 0 < R(x) < 1. For R(z) = 1 this follows from the preced- As before, let the norm symbol || || 2 apply to the variable x. Then changing to polar coordinates the L 2 norm of (9.3) iŝ
||
Then applying Minkowski's integral inequality twice shows that this is less than or equal to Using Corollary 1 and performing the integration of x first over lines parallel to V and then over the space of such lines shows that the whole expression is bounded by This converges in U norm to T z (φ) by Corollary 3 and Lemma 2 since its limit is the Abel summation definition of T z (φ) written in polar coordinates. The reasoning used above to show that (9.3) had bounded U norm can be applied to the difference of (9.3) and (9.4). This shows that the L 2 norm of the difference is less than or equal to
