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2Introduction
This thesis is divided into two independent chapters which are, nevertheless,
combined by the common subject of products and dual modules. The first one
is on submodules of the Baer-Specker-module P =
∏
i<ω Rei which are also
dual modules, while the second part provides a discussion on products, reduced
products, and the commutativity of products with respect to the Chase radical
within the category Z-Mod of abelian groups. Furthermore, in both parts we
use combinatorial and set-theoretic ideas for the constructions and proofs. In
the following we shall separately describe the contents of each chapter in more
detail.
The first part is devoted to dual modules. Several authors ([12], [13], [25])
considered abelian groups H, which can be represented as dual groups G∗ =
HomZ(G,Z). The existence of such groupsH is a non-trivial problem in abelian
group theory. Here, we will concentrate on this problem in the context of R-
modules (R a countable domain containing a multiplicatively closed subset S
suitable for defining a linear Hausdorff topology). In fact, we will search for
dual modules H within the lattice of submodules of P = Rω. Recall, given
an R-module G, its dual G∗ is defined as G∗ = HomR(G,R). Moreover, H is
called a dual module if H ∼= G∗ for some G; we then also say that G is a primal
module of H.
To be more precise, we will show that many pure submodules H of D are dual
modules by constructing corresponding primal modules; here D denotes the
S-adic closure of S =
⊕
i<ω Rei in P =
∏
i<ω Rei. Actually, in the end (in
Section 1.5) we will construct a fully rigid system of primal modules G which
will also be essentially indecomposable, i.e. End(G) = R ⊕ Fin(G) where
3Fin(G) denotes the ideal of the endomorphism ring End(G) consisting of all
endomorphisms with finite rank images. However, we will not introduce the
needed techniques all at once, but, more conveniently, develop them ‘step by
step’, respectively ‘section by section’.
All the constructions make extensive use of the set-theoretic principle Martin’s
Axiom (MA), that is, we assume that (MAκ) holds for all κ < 2
ℵ0 . Martin’s
Axiom is independent from ZFC which means that neither Martin’s Axiom, nor
its negation, is provable in ZFC. However, the countable (non-trivial !) case
(MAℵ0) is even a consequence of ZFC. The formulation of Martin’s Axiom
uses partially ordered sets and families of dense subsets. Surprisingly, we can
use the same partially ordered set (F,≤) throughout this chapter. Hence we
already introduce and consider this partially ordered set in Section 1.1. Note,
that even the used dense subsets only need to be altered slightly.
First, in Section 1.2, we consider the canonical scalar product φ : S × S → R
((ei, ej) 7→ δij) and its unique extension φ : D × D → R̂. In fact, given
H ⊆ D with |H| = ℵ1, we construct G ⊆∗ D, also of size ℵ1, such that
φ(G×H) ⊆ R. As a byproduct, we obtain, under the assumption of ZFC+MA,
that the existence of such modules G is equivalent to the negation of the
Continuum Hypothesis (¬CH), i.e. ℵ1 < 2ℵ0 .
As mentioned before, the main objective is the construction of a primal module
of a given submodule H ⊆∗ D. This will be done in Section 1.3 using the
canonical scalar product φ. Given pure submodules G, H of D with φ(G ×
H) ⊆ R, the mapping H → G∗ defined by h 7→ φ(−, h) is a well-defined
monomorphism. The aim is to construct G in such a way that this mapping
is also surjective, which then implies the desired isomorphism. For the proof
it is crucial that any dual map ϕ : G → R is uniquely determined by its
4restriction on S, and hence ϕ = φ(−, h) for some h ∈ P (see Lemma 1.3.1).
Moreover, Martin’s Axiom will be used to find solutions of infinite systems of
linear equations, by considering the finite subsystems. The constructed module
G will be of cardinality 2ℵ0 ; we actually show that |G| cannot be smaller for
G∗ ∼= H.
After representing many modules as dual modules (as above), it is natural to
raise the following question:
‘‘Do there exist dual modules with prescribed endomorphism ring?’’
This problem will be tackled in Section 1.4. Since we work in D ⊆∗ P , which
we assume to be separable, the smallest possible endomorphism ring of any
G ⊆∗ D is End(G) = R⊕Fin(G). This is, in fact, the endomorphism ring which
we will realize. Note, realization theorems have been of great interest within
the last two decades of the former century (see e.g. [8], [10], [18], [19]). The
construction of G basically uses the same techniques as used in the previous
section. Of course, these techniques need to be refined in order to achieve the
required result.
In addition, we will sharpen the main result of Section 1.4 by establishing the
existence of a fully rigid system of primal modules {GI : I ⊆ ω} of size 2ℵ0 ,
i.e.
Hom(GI , GJ) =
R⊕ Fin(GI , GJ), if I ⊆ JFin(GI , GJ), otherwise.
This is done in Section 1.5, again by slightly altering the techniques developed
before.
In the second chapter, we consider products and reduced products of abelian
groups. In particular, we investigate the behavior of the Chase radical with
respect to products. Recall, that any radical R is a subfunctor of the iden-
5tity satisfying R(G/R(G)) = 0 for any group G. The Chase radical, defined
by νG =
⋂{ker(ϕ) | ϕ : G → X,X ℵ1-free}, is a famous example for rad-
icals in abelian group theory. It provides a criterion for testing ℵ1-freeness
of groups [5],[14]. Moreover, it can be characterized by νG =
∑{νC | C ⊆
G, |C| = ℵ0, C∗ = 0}, that means, countable subgroups with trivial dual play
an important role for determining νG.
As for any radical, it is natural to ask the following question:
‘‘What is the minimal cardinal κ such that the Chase radical ν does not com-
mute with products with index set of size κ?’’
This means, we want to find the minimal κ for ν such that ν
∏
α<κGα 6=∏
α<κ νGα for some family {Gα : α < κ} of groups. Note, it is easy to see, that
the minimal κ has to be bigger than ℵ0 (see Lemma 2.1.5). Moreover, it is
also known that, for many cardinals κ, there exist radicals Rκ that commute
with products ‘up to κ’, but not beyond (see [7]).
The above question has been considered before by K. Eda [11] in 1985. He
showed that there is an upper bound κ ≤ 2ℵ0 such that the Chase radical does
not commute with direct products over κ rational groups. His proof used de-
scending chains of types. However, due to the nature of these chains, he could
not determine the exact bound when the Chase radical does not commute.
The related question depends on the model of set theory, as demonstrated at
the end of Section 2.2. Here we will prove (in Section 2.2), that the Chase
radical does not commute with products over antichains of types of length
ℵ1. This finally proves that the exact bound equals ℵ1. Moreover, our in-
vestigations also provide additional information on the ℵ1-freeness of reduced
products over rational groups. More precisely, we will show that a reduced
product of rational groups is ℵ1-free if and only if it is Z-homogeneous; this
6property can also be characterized via conditions on the original product. As
a byproduct, we also obtain an extended version of the Wald- Los´-Lemma: If
U is a countable subgroup of an ℵ1-free reduced product
∏r
α<κRα of rational
groups, then U can be embedded into
∏
κ Z (see Corollary 2.2.5).
Finally, in Section 2.3, we generalize the characterization from Section 2.2 to
a criterion for ℵ1-freeness of arbitrary reduced products.
7List of Symbols
N all natural numbers (without zero)
Z all integers
Q all rational numbers
ω the first infinite ordinal (= N ∪ {0})
R countable domain
Q the quotient field (of a commutative domain R)
S fixed multiplicatively closed subset of R
S =
⊕
n<ω Rei
P =
∏
n<ω Rei
D the S-adic closure of S in P
Ĝ S-adic completion of G∏<
α<κGα all elements of
∏
α<κGα with support of size < κ∏r
α<κGα =
∏
α<κGα/
∏<
α<κGα
δij Kronecker symbol, i.e. δij ∈ {0, 1} with δij = 1 iff i = j
⊆∗ pure subgroup
⊆S∗ S-pure subgroup
〈U〉R∗ the purification of U
〈U〉S∗ the S-purification of U
v direct summand
G∗ = Hom(G,R)
cf(κ) cofinality of κ
supp(g) the support of g
br(g, h) the branching point of g and h
F special poset defined in 1.1.10
r|x r divides x
≤ subset or order relation
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1 Scalar products and dual modules in D
Throughout this chapter, we assume that R is a countable domain with 1 con-
taining a multiplicatively closed subset S = {si | i < ω} such that s0 = 1 is
the only unit in S and R satisfies
⋂
s∈S sR = 0.
The main objective here is to show that, assuming Martin’s Axiom, many sub-
modules of Rω are dual modules. This is done by constructing a corresponding
primal module. A first step in this direction is to extend the canonical scalar
product on the direct sum S = R(ω) to larger submodules of Rω; this will be
done in the second section.
Moreover, we shall use the techniques developed in Sections 1.2 and 1.3 to
construct dual modules with ‘small’ endomorphism rings (see Section 1.4), in
fact, in Section 1.5 we will obtain a fully rigid system of such modules.
However, we begin with recalling known definitions and results and with in-
troducing a certain partially ordered set (poset), which will be needed in all
the following sections of this chapter.
1.1 Basic definitions and results
Algebraic background
First, we consider the needed algebraic concepts. Let R, S = {si : i < ω} be
as above. For an arbitrary R-module G, we define the S-topology as follows:
Definition 1.1.1 Let G be an R-module.
(i) Let qn ∈ S (n < ω) be defined by qn =
∏
i≤n si.
(ii) The (linear) S-topology on G is defined by {qnG | n < ω} as a basis of
neighborhoods of 0.
1 SCALAR PRODUCTS AND DUAL MODULES IN D 9
In order to have a completion of an R-module G in the S-topology, we need the
topology to be Hausdorff, i.e.
⋂
n<ω qnG = 0; in this case G is also said to be
S-reduced. The completion of G with respect to the S-topology is denoted by
Ĝ. In particular, our given domain R is S-reduced by assumption and hence
its completion, R̂, is well defined.
Moreover, we need the following notions:
Definition 1.1.2 Let G be an R-module.
(i) G is called S-torsion-free if sg = 0 (s ∈ S, g ∈ G) implies g = 0.
(ii) A submodule U of G is said to be pure in G if rU = rG∩U for all r ∈ R.
(Notation: U ⊆∗ G.)
(iii) A submodule U of G is said to be S-pure in G if sU = sG ∩ U for all
s ∈ S. (Notation: U ⊆S∗ G.)
(iv) Let G be torsion-free. For a module U ⊆ G, the S-purification (R-
purification) of U in G is defined by 〈U〉S∗ = {g ∈ G | sg ∈ U for some s ∈
S} (〈U〉R∗ = {g ∈ G | rg ∈ U for some r ∈ R}).
Recall, that torsion-freeness in general is also defined similarly, using r ∈ R
instead of s ∈ S.
Note, that an S-torsion-free and S-reduced R-module G is always S-pure in its
completion Ĝ.
Furthermore, let Q denote the quotient field of R. Often, we shall require that
S satisfies S−1R = Q; in this case we call S full in R.
Next we consider the cartesian product Rω.
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Definition 1.1.3
(i) Let S be the countably infinite direct sum of copies of R, i.e. S :=⊕
i<ω Rei.
(ii) Let P denote the infinite cartesian product over R, i.e. P :=
∏
i<ω Rei.
(iii) Let D be the S-adic closure of S in P , i.e. D = S = Ŝ ∩ P .
(iv) For an element g ∈ P with g = (giei)i<ω, we define the support of g by
supp(g) := {i < ω | gi 6= 0}.
(v) For elements g, h ∈ P with g = (giei)i<ω and h = (hiei)i<ω, we define the
branching point br(g, h) of g and h to be the minimal n < ω such that
gn = hn but gn 6= hn.
Note, that we identify the direct sum S with the submodule of P consisting of
all elements with finite support. For an arbitrary element g ∈ P , we often use
the notation g =
∑
i<ω giei instead of g = (giei)i<ω.
Next we consider separability properties of P . The definition of separability is
given below; it uses finite rank submodules, where the rank of a module is the
(uniquely determined!) cardinality of a maximal linearly independent subset.
Definition 1.1.4 An R-module G is said to be (S-)separable if any (S-)pure
submodule of G of finite rank is a free direct summand of G.
Note that the above definition differs slightly from the usual definition of sepa-
rability in case R is not a PID. Whenever it is necessary to differentiate between
S-separable and separable, we also use R-separable for the latter. Note, that
S-separability obviously implies R-separability. Moreover, if S is full, then an
easy calculation shows that S-purity is the same as purity (for S-torsion-free
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modules) and hence the two notions of separability coincide in this case.
Later on we will require that P , respectively all its submodules, are S-separable.
Note, if R is noetherian then P = Rω is R-separable and also ℵ1-free (cf. [18,
Preliminaries]). Recall, that an R-module is ℵ1-free if every countable sub-
module is free.
Lemma 1.1.5 Suppose that P is R-separable. Then P is also S-separable if
and only if S is full in R.
Proof. As mentioned above, if S is full then P is S-separable.
Conversely, assume that P is S-separable. So, if U is an S-pure submodule of
P of finite rank then U is a direct summand of P and hence U is pure in P .
In particular, we thus have that the S-purification and the (R-)purification of
finite rank submodules of P coincide.
We now consider q = r1
r2
∈ Q. Let b = r1e1 and c = r2e1. Then r2b = r1c and
hence b is an element of the R-purification of c and so also of its S-purification
〈c〉∗. Therefore, there are s ∈ S, r ∈ R such that sb = rc and so sr1e1 = rr2e1,
respectively q = r1
r2
= r
s
, i.e. q ∈ S−1R. Thus S is full, as required. 
We finish the algebraic part of this section with two simple results on submod-
ules of P .
Lemma 1.1.6 If P is (S-)separable and U is an (S-)pure submodule of P ,
then U is (S-)separable.
Proof. Let F be a (S-)pure finite rank submodule of U . Then F is also
(S-)pure in P , hence Rω = F ⊕ D for some D ⊆ Rω where F is a free R-
module. Applying the modular law, implies that U = F ⊕ (D ∩ U), i.e. U is
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also (S-)separable. 
Lemma 1.1.7 Let G ⊆ P = Rω. Then there is an R-module G′ with G′ ⊆ D
and G′ ∼= G.
Proof. Let G ⊆ P . We define β : G −→ D by g = ∑i<ω giei 7→ gβ =∑
i<ω qigiei. Clearly, gβ is an element of D for each g ∈ G. Moreover, it is
straightforward to see that β is monic. Hence G ∼= G′ := Gβ ⊆ D. 
Set-theoretic background
Here we present all definitions which are needed for the definition of Martin’s
Axiom, an often used set-theoretic principle. Furthermore, we introduce a
specific partially ordered set, which will be the main tool for all the later
constructions of this chapter.
Definition 1.1.8 Let (P,≤) be a partially ordered set.
(i) Elements p, q ∈ P are called compatible if there is an element r ∈ P such
that r ≥ p and r ≥ q. Two elements p, q ∈ P are called incompatible, if
they are not compatible.
(ii) A subset A ≤ P is an antichain if every two elements p, q are incompati-
ble.
(iii) We say, (P,≤) is directed if every two elements p1, p2 ∈ P are compatible.
(iv) We call (P,≤) σ-centered if P is a countable union of directed sets.
(v) A subset D ≤ P is dense if, for all p ∈ P, there is q ∈ D with q ≥ p.
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We want to state Martin’s Axiom using generic filters. Hence we need:
Definition 1.1.9 Let (P,≤) be a partially ordered set and F ≤ P. We say,
that F is a filter if the following conditions are satisfied:
(i) F is non-empty;
(ii) if p ≥ q and p ∈ F then q ∈ F ;
(iii) any two elements p, q ∈ F are compatible in F .
Given a family D of dense subsets of P, a filter G is called D-generic if
G ∩D 6= ∅ for all D ∈ D.
Next we present Martin’s Axiom which was introduced by Martin and also,
independently, by Rowbottom. This axiom is consistent with ZFC, i.e. neither
Martin’s Axiom nor its negation are provable in ZFC. Sometimes this axiom
is also called ‘internal forcing axiom’ because of its close relation to forcing
notions; for a detailed description see [29]. Here we actually state a slightly
simplified version of Martin’s Axiom (MA); for the original version see cf. [14,
p. 164].
(MA): Let D be a family of less than 2ℵ0 dense subsets of a partially ordered
set (P,≤) with the property, that all antichains in P are countable. Then there
is a D-generic filter G on P.
The condition, that every antichain in P is at most countable (c.c.c.), can be
replaced by the slightly stronger notion of σ-centered sets. We obtain Martin’s
Axiom for σ-centered sets (MAσ), which is a proper consequence of Martin’s
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Axiom (cf. [4]):
(MAσ): Let D be a family of less than 2ℵ0 dense subsets of a σ-centered
partially ordered set (P,≤). Then there is a D-generic filter G on P.
It is easy to see that MA implies MAσ. In the constructions given in the
following sections we are going to use this version of Martin’s Axiom, as it is
more intuitive to prove σ-centered rather than the c.c.c. condition.
We finish this section with introducing the partially ordered set F, which is a
basic tool in all our constructions.
Definition 1.1.10 Given submodules G ⊆ P and H ⊆ P , let F consist of all
quintuples p = (l, a¯, s, U, V ) such that
• l ∈ N;
• a¯ = (ai)i<l is a finite sequence with ai ∈ R;
• s ∈ S;
• U is a finite subset of H;
• V is a finite subset of G such that br(a¯, v) < l for all v ∈ V .
We also write p = (lp, a¯p, sp, Up, V p) whenever needed. Moreover, for p ∈ F
and x =
∑
i<ω xiei ∈ Up, we define mpx :=
∑
l<lp
xla
p
l ∈ R and put Mp =
{mpx | x ∈ Up}.
For p = (lp, a¯p, sp, Up, V p), q = (lq, a¯q, sq, U q, V q) ∈ F we define p ≤ q if and
only if
• lp ≤ lq;
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• a¯p = a¯qlp;
• sp|sq and sp|aql for all lp ≤ l < lq;
• Up ≤ U q;
• V p ≤ V q;
• for all x = ∑l<ω xlel ∈ Up follows mqx = mpx = ∑l<lp xlapl ; this is
equivalent to
∑
lp≤l<lq xla
q
l = 0.
As mentioned before, we want to apply Martin’s Axiom in the Version (MAσ).
Hence we need F to be σ-centered, as we show below:
Lemma 1.1.11 Let (F,≤) be the poset given in Definition 1.1.10. Then F is
σ-centered.
Proof. In order to prove the assertion, we define an equivalence relation on
F as follows: For p, q ∈ F, we put
p ∼ q ⇐⇒ lp = lq, a¯p = a¯q, sp = sq.
Note, that Up and U q and, similarly, V p and V q may differ. Clearly, the above
defined relation is an equivalence relation and hence F decomposes into the
corresponding equivalence classes, denoted by [p]. Since each equivalence class
is uniquely determined by l ∈ N, a¯ ∈ Rl and s ∈ S, where N, Rl and S
are countable, there can only be countably many different equivalence classes.
Hence it remains to show that each equivalence class is directed.
Let p = (l, a¯, s, U, V ) ∈ F and q1, q2 ∈ [p]. It follows immediately from the
definition, that lqi = l, a¯qi = a¯ and sqi = s for i = 1, 2. We define r ∈ F in the
following way: Let lr = l, a¯r = a¯, sr = s, U r = U q1 ∪U q2 , and V r = V q1 ∪V q2 .
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For v ∈ V r, we have v ∈ V qi for some i ∈ {1, 2} and hence it follows that
br(a¯r, v) = br(a¯qi , v) < lqi = l = lr. Therefore r is an element of F and thus
obviously r ∈ [p].
Moreover, we have r ≥ q1 and r ≥ q2 since, for all x =
∑
i<ω xiei ∈ U q1∩U q2 , it
follows that mq1x =
∑
i<lq1 xia
q1
i =
∑
i<lq2 xia
q2
i = m
q2
x . This shows that (F,≤)
is σ-centered. 
1 SCALAR PRODUCTS AND DUAL MODULES IN D 17
1.2 Extensions of the scalar product on S
Let R, S be as described in the beginning of this chapter; for the definition of
the divisor chain {qn | n < ω} we refer the reader to Definition 1.1.1.
In this section, we shall consider submodules H, G of the cartesian product
P of cardinality less than 2ℵ0 , such that the canonical scalar product on S
extends to G ×H in a natural way. In fact, we restrict our attention to sub-
modules of D, which is no loss in generality by Lemma 1.1.7.
Throughout this section we fix φ to be the canonical scalar product
φ : S × S −→ R defined by (ei, ej) 7→ δi,j and the natural linear extension,
where δij denotes the usual Kronecker symbol. We will also use φ to denote the
uniquely determined extension of the just defined mapping to φ : D×D −→ R̂.
Note, however, that strictly speaking the latter is not a scalar product but just
a bilinear map, since φ(D× D) 6⊆ R.
Now let H ⊆ D be arbitrary. For the restriction φ(S ×H), we immediately
deduce that φ(S × H)) ⊆ R : Let h = ∑i<ω hiei ∈ H and d = ∑i<ω diei ∈
S. Then φ(h, d) =
∑
i<ω hidi is an element of R since d has finite support.
Therefore, for any H ⊆ D, we may consider the scalar product φ : S×H −→ R;
this will be the starting point in the construction of this section.
The aim is to enlarge S to an uncountable submodule G of D in such a way
that φ : G ×H −→ R̂ is still a scalar product, i.e. φ(G ×H) ⊆ R. This will
be done using Martin’s Axiom.
Next, we want to formulate the step lemma, which will tell us how to construct
our desired R-module G ‘step-by-step’.
Note, that the step lemma below does also work for H with |H| < 2ℵ0 respec-
tively for G with |G| < 2ℵ0 , but here we want to treat the smallest possible
cardinality of a submodule H of D such that H may not be free.
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Step Lemma 1.2.1 (ZFC + ¬CH + MA) Let H ⊆ D with |H| = ℵ1, let
G be countable with S ⊆ G ⊆∗ D and assume that φ(G×H) ⊆ R. Then there
exists an element a =
∑
i<ω aiei ∈ D \G such that
φ(G′ ×H) ⊆ R,
where G′ is defined by G′ = 〈G, a〉S∗ ⊆ D.
Proof. First note, that we omit the upper index S for purity throughout this
proof.
Now let G, H be given as above. In order to find the desired element a, we
use the poset F defined before (see Definition 1.1.10). We will apply Martin’s
Axiom for σ-centered set with respect to the family of dense subsets defined
below. Recall, that an element p ∈ F is of the form (lp, a¯p, sp, Up, V p) with
lp ∈ N, a¯p ∈ Rlp , sp ∈ S, Up, V p finite subsets of H, G, respectively.
(i) For each x ∈ H, let D1x := {p ∈ F : x ∈ Up}.
(ii) For each s ∈ S, let D2s := {p ∈ F : s|sp}.
(iii) For each l0 < ω, let D
3
l0
:= {p ∈ F : l0 ≤ lp}.
(iv) For each y ∈ G, let D4y := {p ∈ F : y ∈ V p}.
We prove that these sets are, indeed, dense in F. Notice, that their number
is less than 2ℵ0 . The sets defined in (i) will ensure that φ(a, h) ∈ R for all
h ∈ H, those in (ii) will ensure that a ∈ D, by those in (iii) we obtain infinite
sequences, and those in (iv) imply a 6∈ G. In fact, we could have omitted the
sets in (ii) since S ⊆ G, but it will be more convenient to include them.
First we show the density of the sets D1x defined in (i). Let x =
∑
l<ω xlel and
take p ∈ F arbitrary. Define q to be like p except for the subset of H; we put
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U q = Up ∪ {x}. It is then easy to see that q ≥ p and q ∈ D1x.
The density of of the sets D2s in (ii) follows similarly: For s ∈ S and p ∈ F,
choose any q ≥ p with s|sq, e.g. take sq = sps.
Next, for the density of the sets D3l0 in (iii), consider l0 < ω and p ∈ F.
We define q by putting U q = Up, lq = lp + l0, s
q = sp and V p = V q and
a¯q = (a¯p)̂ (0, . . . , 0), where (0, . . . , 0) is a zero-sequence of l0 entries. Again, it
is obvious that q ≥ p and q ∈ D3l0 .
It remains to prove the density of D4y for all y ∈ G. Take p ∈ F and y ∈ G
arbitrary, and define q ∈ F in the following way:
• lq = lp + l where |Up| < l < ω;
• a¯qlp = a¯p;
• sq = sp;
• U q = Up;
• V q = V p ∪ {y}.
We still have to complete the definition of a¯q; the crucial point is the choice of
aq(l) for all lp ≤ l < lq, in such a way that
br(a¯q, v) < lq for all v ∈ V q,
sp|aq(l),
and ∑
lp≤l<lq
xla
q
l = 0
are satisfied for all x ∈ Up.
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We note, that it is sufficient to solve a system of linear equations of the fol-
lowing form. For convenience, let Up be enumerated by Up := {xi : 1 ≤ i ≤
n := |Up|}: 
x1lp . . . x
1
lp+l−1
...
. . .
...
xnlp . . . x
n
lp+l−1
 ·

aqlp
...
aqlp+l−1
 = 0,
where lp + l = lq. Recall, that we chose l satisfying l > n = |Up|. Hence
there are more variables than equations and thus there is a non-trivial solution
(actually, infinitely many) of this system over Q. Furthermore, since this
system is homogeneous, it holds that, if z¯ = (z0, . . . , zl−1) is a solution, then
kz¯ is also a solution for all k ∈ R. So, we can find a feasible solution z¯ ∈ Rl.
Now, we fix an arbitrary feasible solution 0 6= z¯ = (z0, . . . , zl) ∈ Rl of the
above system. Let i < l such that zi 6= 0; such an i exists since z¯ 6= 0. Next,
we choose 0 6= k ∈ R such that kspzi 6= ylp+i.
We define aqlp+j = ks
pzj for all j < l; this finishes the definition of a¯
q. We have
to check that
q ≥ p and q ∈ D4y.
We start with q ≥ p: It is clear that lp ≤ lq, Up ⊆ U q, V p ⊆ V q and
a¯q lp = a¯p. The definition of aqlp+j = kspzj ensures that sp|aqlp+j in R for all
lp ≤ lp + j < lq = lp + l.
Moreover,
∑
j<l xlp+ja
q
lp+j = 0 for all x ∈ Up, since kspz¯ = (aqlp+j)j<l is a
solution of the above system of linear equations. It remains to check that
q ∈ D4y. This is readily seen since y ∈ V q, br(a¯q, y) ≤ lp + i and so q ∈ F.
Finally, we are ready to apply Martin’s Axiom to F and to
D = {D1x | x ∈ H} ∪ {D2s | s ∈ S} ∪ {D3l0 | lo < ω} ∪ {D4y | y ∈ G}.
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Hence there exists a D-generic filter G ⊆ F, i.e. G ∩D 6= ∅ for all D ∈ D. We
define a ∈ P by
a =
∑
i<ω
aiei
with
ai = a
p
i for p ∈ G with i < lp.
First note, that a is well defined since G is a filter and thus any two elements
in G are compatible, i.e. for p, q ∈ G and i < lp, lq we have api = aqi .
To see that a ∈ D, let s ∈ S be arbitrary. Let p ∈ Ds2 ∩ G 6= ∅. We show
that s|ai for all i ≥ lp. Let i ≥ lp be arbitrary and q ∈ G with lq > i; q exists
since ∅ 6= D3i+1 ∩ G. Since G is a filter there is r ∈ G such that r ≥ p and
r ≥ q. In particular, lr > i and sp|arl for all lp ≤ l < lr by definition of ‘≤’
(see Definition 1.1.10). Therefore sp divides ari = ai and, by our choice of p,
we also have s|sp, i.e. a ∈ D is proven.
Next we show that a 6∈ G. Let y ∈ G be arbitrary. Then D4y ∩ G 6= ∅, say
p ∈ D4y ∩ G. Hence br(a¯p, y) = m < lp which implies that apm 6= ym. By the
definition of a it follows that am = a
p
m 6= ym. Therefore a 6= y for all y ∈ G
and so a ∈ D \G.
It remains to show that φ : G′×H −→ R is a well-defined scalar product, where
G′ = 〈G, a〉∗. For the moment we restrict our attention to G′′ = 〈G, a〉 ⊆ G′.
Consider c ∈ G′′, then c can be written as
c = g + ka
for some g ∈ G and k ∈ R. Let y ∈ H be arbitrary. Then
φ(c, y) = φ(g, y) + kφ(a, y).
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We already know, by assumption, that φ(g, y) ∈ R. So, all we have to show is
φ(a, y) ∈ R: Since D1y is dense in F there is an element p ∈ D1y ∩G 6= ∅. Thus
we obtain
∑
l<lp a
p
l yl ∈ R and so it follows, by the definition of ‘≤’, that∑
l<ω
alyl =
∑
l<lp
apl yl +
∑
lp≤l<ω
alyl,
where the second summand is zero. Hence φ(a, y) ∈ R, respectively φ(c, y) ∈ R.
We finally consider φ(c, y) for c ∈ G′ and y ∈ H. Since c ∈ G′ = G′′∗, there
are s ∈ S and g ∈ G′′ such that sc = g. Hence φ(g, y) = φ(sc, y) = sφ(c, y) ∈
sR̂∩R = sR, where the latter follows from the S-purity of R in its completion
R̂. Since R is S-torsion-free we deduce φ(c, y) ∈ R, i.e. φ(G′ × H) ⊆ R, as
required. 
The following corollary is an immediate consequence of the above proof.
Corollary 1.2.2 Let G ⊆ D, H ⊆ D, φ : G × H −→ R and let a ∈ D such
that φ(a, h) ∈ R for all h ∈ H. Then φ : 〈G, a〉∗ ×H −→ R.
The next lemma shows that the negation of CH is necessary for our construc-
tion.
Lemma 1.2.3 (ZFC + CH) Assume that S is full in R. Moreover, let φ :
D× D −→ R̂ be as before and let x ∈ D \ S. Then there is an element y ∈ D
such that φ(x, y) ∈ R̂ \R.
Proof. First note that, by assumption, we have that R is pure in R̂, since
purity and S-purity coincide whenever S is full.
Let x =
∑
l<ω xlel ∈ D \ S. Clearly, the support I := supp(x) is infinite.
For all α ∈ I2 ≤ ω2, we define w˜α ∈ D by w˜α =
∑
l<ω α(l)tlel where the tl’s
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are defined by t0 = s0 and tl+1 = t
2
l sl+1
∏
i≤l,i∈I xi (l < ω). Moreover, let
wα := φ(x, w˜α) =
∑
l<ω α(l)tlxl ∈ R̂ for all α ∈ I2 and put
M = {w˜α : α ∈ I2}.
We also define a relation on M by w˜α ∼ w˜β if and only if wα = wβ; this is
obviously an equivalence relation. Hence we may write M as a disjoint union
of the corresponding equivalence classes, i.e. M = ∪˙α∈RNα for some R ⊆ I2
where Nα = [w˜α].
It is sufficient to prove that every Nα is countable since then, by the regularity
of 2ℵ0 = ℵ1 and |M| = 2ℵ0 , we have that |R| = 2ℵ0 and so there is β ∈ R with
wβ ∈ R̂ \R.
It remains to prove that Nα is countable for every α ∈ R. In fact, we show
that |Nα| = 1 for all α ∈ R. So, let α ∈ I2 be fixed and choose β ∈ I2
arbitrary with α 6= β. Let m = br(α, β). Note that m has to be an element of
I = supp(x), i.e. xm 6= 0. Hence
wβ − wα =
∑
l<ω
(β(l)− α(l))tlxl =
∑
m≤l<ω
(β(l)− α(l))tlxl
= tm
∑
m≤l<ω
(β(l)− α(l)) tl
tm
xl ∈ tmR̂,
where β(m) − α(m) = ±1. Therefore, if we consider the above difference
mod tm+1R̂, we deduce
wβ − wα =
∑
m≤l<ω
(β(l)− α(l))tlxl ≡ (β(m)− α(m))tmxm mod tm+1R̂
≡ ±tmxm.
We finally show that tm+1 6 |tmxm in R̂, respectively in R since R ⊆∗ R̂. Thus
wβ − wα 6= 0 and hence wβ 6∈ Nα.
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Assume that ktm+1 = tmxm for some k ∈ R. Then
tmxm = ktm+1 = kt
2
msm+1
∏
i≤m,i∈I
xi,
and so
1 = ktmsm+1
∏
i<m,i∈I
xi,
because R has no zero-divisors. This is a contradiction since sm+1 is not a unit
in R and thus the proof is finished. 
We are now ready to formulate our main theorem of this section which, in some
sense, may be considered as an algebraic characterization of the continuum
hypothesis (CH) under MA.
Theorem 1.2.4 (ZFC + MA) Assume that S is full in R. Then the nega-
tion of CH holds (i.e. ℵ1 < 2ℵ0) if and only if, for all submodules H ⊆ D of
cardinality ℵ1, there is a submodule G with S ⊆ G ⊆∗ D and |G| = ℵ1 such
that φ(G×H) ⊆ R.
Proof. We first assume the negation of CH and let H ⊆ D be given as above.
We construct the desired G inductively by applying the Step Lemma 1.2.1
ℵ1 times.
We begin with G0 = S. As mentioned before, we have that φ : G0×H −→ R.
Now let α < ℵ1 be an arbitrary ordinal and assume that Gβ has already
been constructed for all β < α satisfying S ⊆ Gβ ⊆∗ D, Gβ countable, and
φ(Gβ ×H) ⊆ R.
If α is a limit ordinal then we put Gα =
⋃
β<αGβ. Clearly, Gα also satisfies
φ : Gα ×H −→ R, S ⊆ Gα ⊆∗ D and |Gα| = ℵ0 (since |α| = ℵ0).
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If α = β + 1 is a successor ordinal, then we apply Step Lemma 1.2.1 to H and
Gβ. Hence we obtain an element a = aβ ∈ D\Gβ with φ : Gα×H −→ R, where
we put Gα = G
′ = 〈Gβ, aβ〉 and we have Gβ ( Gα ⊆∗ D and Gα countable.
Finally, assume that all Gα’s for α < ℵ1 have been constructed. We define
G =
⋃
α<ℵ1
Gα.
It is clear that G has cardinality ℵ1 and φ : G×H −→ R, as required.
Conversely, assume that CH holds, i.e. ℵ1 = 2ℵ0 . We choose H = D and
consider S ⊆ G ⊆∗ D arbitrary with |G| = ℵ1. Then there is an element g ∈ G
with infinite support and hence, by Lemma 1.2.3, there is an element y ∈ H
such that φ(g, y) ∈ R̂ \R. This finishes the proof. 
Note, that the assumption that S be full is only needed for proving one direction
of the above statement.
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1.3 On dual submodules of D
In this section, we consider (S-)pure submodules H of D of cardinality less
than 2ℵ0 . In fact, we assume throughout, that D, respectively P is separable
and S is full in R, i.e. the two notions of purity coincide.
We shall show, under the set-theoretic assumption of Martin’s Axiom (MA),
that any ‘admissible’ (see Definition 1.3.7) H ⊆∗ D is a dual module. Recall,
the dual of a module G is defined by G∗ = Hom(G,R); a module H of the
form H ∼= G∗ is called dual module and G is called a primal module of H.
Note, that a dual module may have many primals (see Section 1.5).
The proof will be done by constructing a module G of cardinality 2ℵ0 such that
H ∼= G∗. For this purpose we extend the techniques developed in Section 1.2.
Moreover, we will show that it is necessary for G to be of cardinality 2ℵ0 .
As before, we denote by φ the canonical scalar product, respectively its ex-
tension (see Section 1.2). In particular, we again obtain φ : S ×H −→ R for
all H ⊆∗ D. Moreover, we may, in fact, extend φ to D × P , respectively to
P × D, since, for all x = ∑i<ω xiei ∈ D and b = ∑i<ω biei ∈ P , the infinite
sum
∑
i<ω xibi is a well-defined element of R̂.
Assume, for the moment, that we already have an R-module G such that
S ⊆ G ⊆∗ D and φ : G × H −→ R. Then the mapping defined by h =∑
i<ω hiei 7→ φ(−, h) is an embedding from H into G∗ since ϕh(ei) = hi for
all i < ω. In fact, we show that any ϕ ∈ G∗ is given by a φ(−, h) for some
h ∈ P = Rω, as stated by the next lemma.
Lemma 1.3.1 Let S ⊆ G ⊆∗ D and ϕ ∈ G∗. Then there is a uniquely
determined element b ∈ P such that ϕ = φ(−, b).
Proof. Let ϕ ∈ G∗ be as above. We define b = ∑i<ω biei ∈ Rω by bi = ϕ(ei).
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Then, for any g =
∑
i<ω giei ∈ G, we have
ϕ(g) = ϕ(
∑
i<ω
giei) =
∑
i<ω
giϕ(ei) =
∑
i<ω
gibi = φ(g, b).
Note, that this equation is well defined, by the continuity of ϕ and the con-
vergence within D, respectively within R̂.
The uniqueness of b follows from S ⊆ G and φ(ei, b) = bi for all i < ω. 
In fact, the above result tells us that every ϕ ∈ G∗ is nothing else but multi-
plication with a certain element b ∈ P . This is an essential tool for controlling
the dual maps ϕ ∈ G∗ and hence it will be crucial for our construction. As
mentioned before, we assume that S is full in R throughout this section. Ex-
ample 1.3.11 below will demonstrate the necessity of this assumption.
Before we can construct our desired module G, we need some more prelimi-
naries which will be important for proving the density of some of the involved
sets in Step Lemma 1.3.10. First, we describe the dual of D.
Lemma 1.3.2 There exists an isomorphism α : S −→ D∗ defined via s 7→
φ(−, s).
Proof. Let α be the mapping defined above. It is clear that α is a monomor-
phism.
Now consider ϕ : D −→ R and let h ∈ P such that ϕ = φ(−, h), which exists
by Lemma 1.3.1. If h ∈ S then we are done. Otherwise, the support of h,
supp(h), is infinite. Therefore, by Theorem 1.2.3, there is an element g ∈ D
such that φ(g, h) ∈ R̂ \ R. But this implies ϕ(g) = φ(g, h) ∈ R̂ \ R, contra-
dicting ϕ(g) ∈ R. It hence follows that α is an isomorphism, i.e. D∗ ∼= S. 
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The above result is not very surprising, since we can always embed P into D
by ι : P ↪→ D defined via (ziei)i<ω 7→ (ziqiei)i<ω. Moreover, if, for example, R
is slender then the result is actually immediate: Consider ϕ ∈ D∗, respectively
ιϕ ∈ P ∗. Then, by the slenderness of R, we obtain eiιϕ = qi(eiϕ) = 0 for
almost all i < ω. Hence eiϕ = 0 for almost all i < ω since, by our general
assumptions, R is S-torsion-free. Therefore D∗ ∼= S. Note, it is well known
that P ∗ ∼= S.
Furthermore, we obtain the following corollary:
Corollary 1.3.3 Let H ⊆ D with ℵ1 ≤ |H| < 2ℵ0 and S ⊆ G ⊆∗ D such that
G∗ ∼= H. Then G cannot be isomorphic to D.
Proof. Assume G ∼= D, then H ∼= G∗ ∼= D∗ ∼= S by Lemma 1.3.2. This
implies that H is countable – a contradiction. 
In fact, this means that the R-modules G we are going to construct have to
be proper submodules of D, although they have the same size, as we will see
in Lemma 1.3.12. For convenience, we introduce the following notion:
Definition 1.3.4 Let U ⊆∗ D. Then the R-module
U⊥ := {x ∈ S : φ(x, y) = 0 ∀y ∈ U} ⊆ S ∼= D∗
is the orthogonal of U . Moreover, we define
U⊥⊥ := {x ∈ D : φ(x, y) = 0 ∀y ∈ U⊥} ⊆ D
to be the orthogonal closure of U . If U = U⊥⊥, then U is said to be orthogo-
nally closed.
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Note, that the Definition 1.3.4 coincides with the standard definition U⊥ =
{ϕ ∈ D∗ : ϕ(u) = 0 ∀u ∈ U}, since D∗ ∼= S with α : S −→ D via s 7→
φ(−, s). It follows immediately from the definition that, for a given U ⊆∗ D,
we have U ⊆ U⊥⊥. The next lemma, provides a sufficient criterion for U to be
orthogonally closed.
Lemma 1.3.5 Let U ⊆∗ D be a finite rank pure submodule. Then U is or-
thogonally closed, i.e. U = U⊥⊥.
Proof. It is clear that U ⊆ U⊥⊥.
Now, since U is of finite rank and we assume P to be (S)-separable, U is a free
direct summand of D, say D = U ⊕D for some D ⊆ D. Consider x ∈ D \ U
arbitrary, then x = ux + rx for some ux ∈ U and 0 6= rx ∈ D. It is sufficient to
prove that there is s ∈ D such that φ(u, s) = 0 for all u ∈ U , but φ(rx, s) 6= 0.
This then implies s ∈ U⊥,
φ(x, s) = φ(ux + rx, s) = φ(rx, s) 6= 0,
and hence x 6∈ U⊥⊥.
Now, let θ : D −→ D be the canonical epimorphism. Then θ(x) = rx 6= 0.
Additionally, we know that D ⊆ Rω and hence there is pi : D −→ R such that
pi(θ(x)) 6= 0 and pi(θ(u)) = 0 for all u ∈ U . Therefore, θpi ∈ D∗ and hence
there is s ∈ Rω such that pi(ϕ(x)) = φ(x, s) for all x ∈ D, by Lemma 1.3.1. In
fact, by Lemma 1.3.2, we obtain s ∈ S and thus conclude φ(u, s) = 0 for all
u ∈ U , while
φ(x, s) = φ(rx, s) 6= 0.
This finally implies s ∈ U⊥ and x 6∈ U⊥⊥ and so s is the desired element. 
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Notice, that Lemma 1.3.5 does not imply, given U ⊆∗ D of finite rank, that D =
U⊕U⊥ holds, as one may expect from functional analysis since a corresponding
result is true for vector spaces. A counterexample is given by U = 〈e1〉∗ because
then U⊥ ⊆ S and so we only obtain elements of finite support, i.e. U⊕U⊥ ( D.
At this stage we remind the reader that the aim of the section is, given H ⊆∗ D
with ℵ1 ≤ |H| < 2ℵ0 , to construct a primal module S ⊆ G ⊆∗ D of H with
|G| = 2ℵ0 . The construction is done similar to the one in Section 1.2, i.e we
will also formulate a Step Lemma according to our needs.
Before we present the step lemma itself we need a technical lemma, which
provides a nice criterion for finite subsets of P to be linearly independent.
Lemma 1.3.6 Let M < Rω be a finite subset and let l0 < ω.
Then M [l0, ω) is linearly independent if and only if there exists l0 ≤ n < ω
such that M[l0, n) := {b[l0, n) : b ∈M} is linearly independent.
Proof. First note, if M[l0, n) is linearly independent for some n < ω, then
this obviously implies that M[l0, ω) is linearly independent.
Conversely, assume that M  [l0, ω) is linearly independent. We prove the
assertion by induction on m = |M |. For m = 1 the claim clearly holds.
Assume now, that the assertion is true for all k ≤ m and let M < Rω with
|M | = m + 1, say M = {b1, . . . , bm+1}. Suppose, for contradiction, that
M[l0, n) is linearly dependent for all n < ω. Since {b1[l0, ω), . . . , bm[l0, ω)} <
M[l0, ω) is also linearly independent we know, by induction hypothesis, that
there is n0 < ω such that {b1[l0, n0), . . . , bm[l0, n0)} is linearly independent.
Moreover, by assumption, we know that M[l0, n) is linearly dependent for all
n < ω. Hence, for each n ≥ n0, there are cni ∈ Q (1 ≤ i ≤ m, n0 ≤ n < ω)
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with at least one cni non-zero such that
bm+1[l0, n) =
∑
1≤i≤m
cni bi[l0, n).
In fact, the coefficients are unique since we may consider all the above equations
restricted to [l0, n0) and since the elements in the right hand side of the above
equation are linearly independent. Put ci = c
n
i for all 1 ≤ i ≤ m and n ≥ n0.
We therefore obtain
bm+1[l0, ω) =
∑
1≤i≤m
cibi[l0, ω),
contradicting the linear independence of M[l0, ω). This finishes our proof. 
Next we consider the admissibility of H ⊆∗ D.
Definition 1.3.7 We call H ⊆ D admissible if, for all b ∈ D \H and for all
s ∈ S \H, we have b+ s 6∈ H.
Note, if S ⊆ H, then H is clearly admissible. Moreover, for the proof of our
main result, it is necessary for H to be admissible, as is shown next.
Lemma 1.3.8 Suppose H ⊆ D is not admissible. Then, for all S ⊆ G ⊆∗ D,
H cannot be isomorphic to G∗ via the canonical mapping h 7→ φ(−, h).
Proof. We prove the hypothesis by contradiction. Let H,G be as above and
assume G∗ ∼= H. Since H is not admissible, there is an element b ∈ D \H and
s ∈ S \H such that b′ := b+ s ∈ H. Consider now g ∈ G. Then
φ(g, b) = φ(g, b′ − s) = φ(g, b′)− φ(g, s) ∈ R.
This implies that φ(−, b) ∈ G∗ but b 6∈ H, contradicting G∗ ∼= H via the
canonical map. 
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The above lemma shows, that we need to assume that H is admissible. More-
over, we prove next, that H ⊆∗ D is also necessary.
Lemma 1.3.9 Assume H ⊆ D non-pure. Then G∗ 6∼= H via the canonical
homomorphism for all S ⊆ G ⊆∗ D.
Proof. We prove the result by contradiction. Let H be as above and assume
that G∗ ∼= H for some S ⊆ G ⊆∗ D. Consider b ∈ 〈H〉∗ \ H. Then there is
r ∈ R such that rb ∈ H. Hence, for arbitrary g ∈ G,
φ(g, rb) = rφ(g, b)
and so rφ(g, b) ∈ rR̂ ∩ R = rR. Therefore, φ(g, b) ∈ R for all g ∈ G. We
obtain φ(−, b) ∈ G∗, but b 6∈ H – a contradiction. 
We are finally ready to formulate our step lemma.
Step Lemma 1.3.10 Let H ⊆∗ D be admissible with ℵ1 ≤ |H| < 2ℵ0. More-
over, let b ∈ Rω \ H and let S ⊆ G ⊆∗ D such that φ(G × H) ⊆ R, and
|G| < 2ℵ0. Then there exists an element a = ∑i<ω aiei ∈ D \G such that
(i) G′ = 〈G, a〉∗ ⊆ D (hence |G′| = |G| < 2ℵ0);
(ii) φ(G′ ×H) ⊆ R;
(iii) φ(a, b) ∈ R̂ \R.
Proof. Let H, G, b = (b0, . . . , bn, . . . ) be as above. As in Step Lemma 1.2.1,
we apply Martin’s Axiom to the σ-centered poset F introduced in Defini-
tion 1.1.10 and to the dense subsets defined as follows:
(i) For all x ∈ H, let D1x := {p ∈ F : x ∈ Up}.
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(ii) For all s ∈ S, let D2s := {p ∈ F : s|sp}.
(iii) For all l0 < ω, let D
3
l0
:= {p ∈ F : l0 ≤ lp}.
(iv) For all y ∈ G, let D4y := {p ∈ F : y ∈ V p}.
(v) For all r ∈ R, let D5r := {p ∈ F :
∑
l<lp bla
p
l 6≡ rmod sp}.
The sets defined in (i) - (iv) are the same we used in the proof of Step
Lemma 1.2.1 and hence we already know that they are dense in F.
So, it remains to prove the density of D5r for a given r ∈ R. Let p =
(lp, a¯p, sp, Up, V p) ∈ F be arbitrary. If ∑l<lp blapl 6= r, then we choose sq ∈ S
such that sp|sq and ∑l<lp blapl 6≡ r mod sq. Define q ∈ D5r by lq = lp, a¯q = a¯p,
sq as above, U q = Up, V q = V p. It is easy to see that q ≥ p.
Now assume
∑
l<lp bla
p
l = r. We extend p ∈ F such that, for an extension
q ∈ F, we have v := ∑lp≤l<lq blaql 6= 0. This then implies∑
l<lq
bla
q
l =
∑
l<lp
bla
p
l +
∑
lp≤l<lq
bla
q
l = r + v 6= r,
and so we can proceed as before.
Since we want q ≥ p, we especially need to satisfy that ∑lp≤l<lq blaql 6= 0 and
(Alq)
∑
lp≤l<lq
aql ul = 0 for all u ∈ Up. (1)
The latter condition is a sytem of linear equations. Hence there is l0 < ω such
that the system (Alq) has a non-trivial solution for all k = l
q with lp ≤ l0 ≤ k.
For convenience, let Ker(Ak) be the Q-vectorspace of all solutions satisfying
(Ak) with k ≥ l0. If there exists l0 ≤ k < ω such that
∑
lp<l<lq bla
k
l 6= 0 for
some (akl )lp≤l<k ∈ Ker(Ak), we proceed as above with lq = k and hence there
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is an element q ∈ D5r such that q ≥ p.
Assume now, that there is no such element in Ker(Ak) for all l0 ≤ k < ω, i.e.
∑
lp≤l<k
akl bl = 0
for any ak ∈ ker(Ak). We differentiate between b being an element of D or not.
Case 1: Assume b ∈ P \ D. For convenience, let A = Aω be as above written
as matrix:
A :=

u11 . . . u
1
l . . .
...
u
|Up|
1 . . . x
|Up|
l . . .
 .
Moreover, let B be the same system as A with added constraint on b:
B :=

u11 . . . u
1
l . . .
...
u
|Up|
1 . . . x
|Up|
l . . .
b1 . . . bn . . .
 .
Furthermore, let gl denote the l-th column of A and let hl denote the l-th
column of B. By the above assumption, we have for all l0 ≤ k < ω and for all
dl ∈ R with l ∈ N = [lp, k), that:∑
l∈N
dlhl = 0 ⇐⇒
∑
l∈N
dlgl = 0. (2)
This implies 〈uN : u ∈ Up〉∗ ⊥ = 〈bN, uN : u ∈ Up〉∗ ⊥. We now obtain, by
Lemma 1.3.5, that
〈uN : u ∈ Up〉∗ = 〈uN : u ∈ Up〉∗ ⊥⊥
= 〈bN, uN : u ∈ Up〉∗ ⊥⊥ = 〈bN, uN : u ∈ Up〉∗
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and hence
bN ∈ 〈uN : u ∈ Up〉∗ .
Note, in this context we consider the orthogonal to be contained in SN .
For each (finite) N = [lp, k) with l0 ≤ k < ω, let WN be the Q-vector space
given by WN = 〈gl : l ∈ N〉. Clearly, the dimension of each WN is at most |Up|
since the system (A) has only |Up| columns. Hence there is N∗ ⊆ [lp, ω) such
that WN∗ is of maximal dimension m = |N∗| < |Up| such that {gl | l ∈ N∗} is
a maximal independent set over Q. Now consider N ⊆ [lp, ω) arbitrary with
N∗ ⊆ N . Then the submatrix AN = (gl : l ∈ N) of A has finite column rank
r and thus row rank r. Therefore there is a subset Z ⊆ {1, . . . , |Up|} of size m
such that
{ujN : j ∈ Z}
is maximal independent over Q. By equation (2), we have that bN is a linear
combination of {uj N : j ∈ Z} and so there are elements cl ∈ Q such that
b N =
∑
l∈Z clul N . While increasing N , the cl’s remain constant by the
uniqueness of the cl’s, and hence it follows that b [lp, ω) =
∑
l∈Z clul  [lp, ω)
holds. Notice, we assumed b ∈ P \D and thus there is s ∈ S such that the set
L = {i < ω : bi ∈ R \ sR} is infinite. Now, we can choose s′ ∈ S large enough
such that s′cl ∈ sR for all l ∈ Z. If i ∈ L is large enough, then s′|uil in R for
all l ∈ Z since Up ⊆ D. We obtain that
bi =
∑
l∈Z
clu
i
l =
∑
l∈Z
s′clu′
i
l ∈ s′R
where s′u′il = u
i
l for i ∈ W large enough. This contradicts the definition of L.
Hence D5r is dense in F in the case that b ∈ Rω \ D.
Case 2: Assume now that b ∈ D \ H. Since H ⊆∗ D is admissible, it follows
that b  [lp, ω) 6∈ 〈Up[lp, ω)〉∗; note u − u  [lp, ω) ∈ S for all u ∈ Up (see
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Definition 1.3.7). Since, by Definition 1.1.10, Up is finite, there is n0 < ω
such that b[lp, n0) 6∈ 〈u[lp, n0) | u ∈ Up〉∗ by Lemma 1.3.6. Without loss of
generality, we may assume n0 ≥ l0. Let lq = n0. Then it follows that, for all
a ∈ Ker(Alq) we have a ∈ 〈u[lp, lq) | u ∈ Up〉∗ ⊥. In fact, we obtain
Ker(Alq) = 〈u[lp, lq) | u ∈ Up〉∗ ⊥.
Now,
∑
lp<l<lq bla
q
l = 0 for all (a
q
l )lp≤l<lq ∈ Ker(Alq) by assumption, and hence
b[lp, lq) ∈ 〈u[lp, lq) | u ∈ Up〉∗ ⊥⊥ = 〈u[lp, lq) | u ∈ Up〉∗ ,
by Lemma 1.3.5. This is a contradiction to the fact that b  [lp, lq) 6∈
〈u[lp, lq) | u ∈ Up〉∗. Hence there is always q ≥ p with q ∈ D5r , i.e. D5r is
dense in F, also in this case.
Finally, we are now ready to apply Martin’s Axiom for σ-centered sets to F
and to the family
D = {D1x | x ∈ H}∪{D2s | s ∈ S}∪{D3l0 | l0 < ω}∪{D4y | y ∈ G}∪{D5z | z ∈ R}
of dense subsets.
Therefore, there exists a generic filter G such that D ∩ G 6= ∅ for all D ∈ D.
As in Step Lemma 1.2.1, we define a to be
∑
i<ω aiei with ai = a
p
i for all
p ∈ G with i < lp. Again, we have that a is well defined, a ∈ D \ G and
φ : 〈G, a〉∗ ×H −→ R. So, it remains to check that φ(a, b) ∈ R̂ \R.
Suppose, for contradiction, that φ(a, b) =
∑
l<ω albl = r ∈ R. Now let p ∈ G
be arbitrary. Then ∑
l<ω
albl ≡ zmod sp
and ∑
l<ω
albl =
∑
l<lp
albl +
∑
lp≤l<ω
albl.
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Therefore we obtain ∑
l<lp
albl ≡ rmod sp,
since: By the definition of a ∈ D we have that, for every l < ω, there is q ∈ G
with al = a
q
l . If we consider al with l ≥ lp then there is t ∈ G such that
t ≥ p, q, because G is directed. Hence sp|atl and atl = aql = al for all l ≥ lp, and
thus
∑
lp≤l albl ≡ 0 mod sp.
However, there is p ∈ D5r ∩ G and hence
∑
l<lp albl =
∑
l<lp a
p
l bl 6≡ rmod sp,
contradicting the above equation. So φ(a, b) =
∑
l<ω albl ∈ R̂ \ R, and hence
our step lemma is proven. 
Next, we give an example, showing that the above proof does not work without
the assumption of S being full in R.
Example 1.3.11 Let F, D5z (z ∈ R) be as in the proof of Step Lemma 1.3.10.
If we omit the condition of S being full, then the sets D5z are not necessarily
dense in F.
Proof. Here we need to differentiate between S-pure and R-pure and hence
we use S, respectively R, as upper index.
Suppose S is not full and consider H ⊆S∗ D, H 6⊆R∗ D with ℵ1 ≤ |H| < 2ℵ0 .
Hence there is b ∈ 〈H〉R∗ \H with r ∈ R such that rb = x ∈ H. Now, let p ∈ F
with x ∈ Up and put z := ∑l<lp apl bl. Obviously, p 6∈ D5z .
We show that, for all q ∈ F with q ≥ p, we have q 6∈ D5m, which then implies
that D5z is not dense.
Let q ∈ F with q ≥ p be arbitrary. Then a¯qlp = a¯p and ∑lp≤l<lq aql ul = 0 for
all u ∈ Up. In particular, this is true for u = x, i.e.∑
lp≤l<lq
aql xl = 0.
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So we conclude:
0 =
∑
lp≤l<lq
aql xl =
∑
lp≤l<lq
aql rbl = r
∑
lp≤l<lq
aql bl.
This implies that
∑
lp≤l<lq a
q
l bl = 0, as R is a domain, and hence∑
l<lq
aql bl =
∑
l<lp
aql bl +
∑
lp≤l<lq
aql bl = z + 0 = z.
So,
∑
l<lq a
q
l bl ≡ zmod sq for all q ≥ p, and thus q 6∈ D5z , as claimed. 
The next theorem will provide some information on the size of G, if G∗ ∼= H
for some H ⊆ D with ℵ1 ≤ |H| < 2ℵ0 . Assume, for the moment, that G∗ ∼= H
via some α : H −→ G∗. Since G ⊆ D and H ⊆ D, we then obtain
(hα)(g) =
(∑
i<ω
hi(eiα)
)∑
j<ω
gjej =
∑
i,j<ω
higj(eiαej).
Hence, any isomorphism α is given by an ω × ω-matrix (aij)i,j<ω, i.e. we may
treat α as a bilinear map. Moreover, such an isomorphism α has infinitely
many entries aij 6= 0 since, otherwise, we would obtain a matrix with finite
rank, contradicting the cardinality of H. Also note that, every ϕ ∈ G∗ can
be written as φα(−, h) for some h ∈ H, where φα is the same map as α
written as bilinear map, i.e. φα(g, h) =
∑
i,j<ω higjaij. This h ∈ H is uniquely
determined, since h 7→ φα(−, h) = hα is monic.
Theorem 1.3.12 (ZFC + MA) Let H ⊆∗ D with ℵ1 ≤ |H| < 2ℵ0 and S ⊆
G ⊆∗ D with G∗ ∼= H. Then the cardinality of G has to be 2ℵ0.
Proof. We prove the assertion by contradiction. Let α : G∗ −→ H be given
by (aij)i,j<ω and let φα be the representation as bilinear map (see the discussion
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above). Assume that |G| = κ < 2ℵ0 . We show that there is a homomorphism
ϕ ∈ G∗ such that ϕ 6= φα(−, h) for all h ∈ H.
However, since for any ψ ∈ G∗, there is a uniquely determined element h ∈ Rω
with ψ = φα(−, h), it is sufficient to find an h ∈ Rω \H such that φα(g, h) ∈ R
for all g ∈ G, i.e. ϕ = φα(−, h) ∈ G∗ would be the desired homomorphism.
Hence it remains to prove the existence of such an element h ∈ Rω \H. Again,
we use the poset F and the dense sets from the proof of Step Lemma 1.3.10:
(i) D1
′
g := {p ∈ F | g ∈ Up} for all g ∈ G.
(ii) D4
′
h := {p ∈ F | h ∈ V p} for all h ∈ H;
First of all, notice that this time the role of G and H is swapped. Furthermore,
their number is less than 2ℵ0 and hence we may apply Martin’s Axiom for σ-
centered sets. Thus we obtain a filter G which is generic with respect to the
sets in (i) and (ii). Define
a =
∑
l<ω
al ∈ Rω
via al = a
p
l for all p ∈ G and l < lp. Clearly, a is well defined since G is di-
rected. By the same arguments as in Step Lemma 1.2.1 we obtain that a ∈ Rω,
φα(g, a) ∈ R for all g ∈ G and a 6∈ H. Hence a is the desired element. 
We finish this section with constructing the desired primal module G of H.
As discussed above, it is necessary to assume S is full in R and that H ⊆∗ D
is admissible. Moreover, the above theorem shows that |G| = 2ℵ0 is also
necessary.
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Theorem 1.3.13 (ZFC + ¬CH + MA) Let H ⊆∗ D be admissible with
ℵ1 ≤ |H| < 2ℵ0 and let S be full. Then there is a primal R-module G of H
with S ⊆ G ⊆∗ D and |G| = 2ℵ0.
Proof. Let H ⊆∗ D be as above and let
ωR = {ϕα | α < 2ℵ0}.
We use the enumeration of ωR to describe all candidates for homomorphisms
ϕ : G −→ R; this is possible since every homorphism ϕ : D −→ R̂ is uniquely
determined by ϕS, respectively by ϕ(ei) for all i < ω.
We inductively construct G as the union of an ascending smooth chain of
modules Gα of size less than 2
ℵ0 (α < 2ℵ0).
First we put G0 = S. Then |G0| = ℵ0 < 2ℵ0 and φ : G0 ×H −→ R.
Next we assume that Gβ has been constructed for all β < α with |Gβ| < 2ℵ0 .
If α is a limit ordinal, we put Gα =
⋃
β<αGβ. Clearly, |Gα| < 2ℵ0 .
If α = β + 1 is a successor ordinal, we differentiate between two cases:
If ϕα : Gβ −→ R is a homomorphism such that ϕα 6= φ(−, h) for all h ∈ H,
then we apply Lemma 1.3.1 and Step Lemma 1.3.10. Hence there are an
element b =
∑
i<ω biei ∈ Rω such that ϕα = φ(−, b) and also an element
aβ ∈ D\Gβ such that φ : Gα×H −→ R, where Gβ ( Gα = 〈Gβ, aβ〉∗ ⊆∗ D and
φ(a, b) ∈ R̂ \R. Therefore |Gα| < 2ℵ0 and Im(ϕαGα) = Im(φ(−, b)Gα) 6⊆ R.
Otherwise, we put Gα = Gβ.
Finally, assume that allGα for α < 2
ℵ0 are constructed and putG =
⋃
α<2ℵ0 Gα.
It follows immediately from the construction that G has the desired properties:
H ∼= G∗ via h 7→ φ(−, h). 
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1.4 Constructing primals with small endomorphism ring
In this section, we refine the techniques developed in the previous two sections
in order to extend the achieved results. Let R, S be as before such that S is full
in R and P = Rω is separable. Given H ⊆∗ D admissible with ℵ1 ≤ |H| < 2ℵ0
we want to construct a primal module S ⊆ G ⊆∗ D of H with |G| = 2ℵ0 ,
i.e. G∗ ∼= H and End(G) = R ⊕ Fin(G), where FinG / R is the ideal of
all endomorphisms of G with finite rank images. Since G is separable, as a
pure submodule of D, this is the smallest possible endomorphism ring. Note, a
moduleG with such an endomorphism ring is called essentially indecomposable.
We shall basically engage the same strategy as before. This means, we need
a step lemma before we can construct our desired primal module G. In fact,
here we will also need an extended step lemma which provides a whole family
of possible extensions.
We begin with an important observation for endomorphisms of G. The result
provides similar control of endomorphisms as Lemma 1.3.1 does for dual maps.
Lemma 1.4.1 Let S ⊆ G ⊆∗ D and ϕ ∈ EndG. Then there are unique
elements bn ∈ Rω for n < ω such that
ϕ(x) =
∑
n<ω
bnxn
for all x =
∑
n<ω xnen ∈ G, where this sum is understood in Rω, i.e. every
endomorphism ϕ ∈ EndG is determined by the images bn = ϕ(en) (n < ω).
Proof. Let G, ϕ be as above and let x ∈ G be arbitrary with x = ∑n<ω xnen.
We put bn = ϕ(en) ∈ G ⊆ Rω for all n < ω. Then, since G ⊆∗ D, we have
ϕ(x) = ϕ(
∑
n<ω
xnen) =
∑
n<ω
xnϕ(en) =
∑
n<ω
xnbn
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by continuity. 
Again, we will make extensive use of the above property in the following step
lemma. As we want to ‘kill’ all endomorphism ϕ, which are not of the required
form ϕ = r id+σ with σ ∈ FinG and r ∈ R, it is sufficient to construct our
module G such that, for a given sequence b¯ = (bn : n < ω) ⊆ Rω (which
represents the endomorphism), either 〈bn − ren : n < ω〉∗ is a free finite rank
direct summand of D for some r ∈ R or there is an element a ∈ G such that∑
n<ω anb
n 6∈ G.
We are now ready to formulate the preliminary step lemma. Note, that we
could split this step lemma into two separate ones, one for the dual maps and
one for the endomorphisms. It is here more convenient to prove the combined
version below.
Step Lemma 1.4.2 (ZFC + ¬CH + MA) Let H ⊆∗ D be admissible with
ℵ1 ≤ |H| < 2ℵ0. Moreover, let S ⊆ G ⊆∗ D with |G| < 2ℵ0, φ(G×H) ⊆ R, let
b ∈ Rω \H, and let b¯ = (bn : n < ω) ≤ D.
Then there is an element a =
∑
i<ω aiei ∈ D \G such that
(i) G′ = 〈G, a〉∗ ⊆ D (hence |G′| < 2ℵ0);
(ii) φ(G′ ×H) ⊆ R;
(iii) φ(a, b) ∈ R̂ \R;
(iv) (a)
∑
i<ω aib
i 6∈ G′,
(b) or there is t ∈ R such that Ut = Ut(b¯) := 〈bi − tei : i < ω〉∗ is of finite
rank (hence Ut v D, by separability of D).
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Proof. Let H, b =
∑
n<ω bnen, b¯ = (b
n | n < ω) be as above. Note, bn ∈ R
denotes the n-th coordinate of b (lower index n), while bn ∈ D denotes the
n-th element of the given family b¯ (upper index n). Moreover, we assume that
(iv) (b) above does not hold, i.e. Ut is of infinite rank for all t ∈ R. Hence we
have to prove that
∑
i<ω aib
i 6∈ G′.
As before, we apply Martin’s Axiom to the σ-centered poset F introduced in
Definition 1.1.10 and to the dense subsets defined as follows:
(i) For all x ∈ H, let D1x := {p ∈ F : x ∈ Up}.
(ii) For all s ∈ S, let D2s := {p ∈ F : s|sp}.
(iii) For all l0 < ω, let D
3
l0
:= {p ∈ F : l0 ≤ lp}.
(iv) For all y ∈ G, let D4y := {p ∈ F : y ∈ V p}.
(v) For all r ∈ R, let D5z := {p ∈ F :
∑
l<lp bla
p
l 6≡ zmod sp}.
(vi) For all d ∈ G, t ∈ R and s0 ∈ S, let D6dts0 := {p ∈ F : ∃m ∈ S (m|sp,
s0
∑
i<lp a
p
i b
i − t∑i<lp api ei − d 6≡ 0 mod mD)}.
The sets defined in (i) - (v) are the same we used in the proof of Step
Lemma 1.3.10 and hence we already know that they are dense in F, as H
is admissible. So, it remains to prove the density of D6dts0 for an arbitrary, but
fixed choice d, t, s0. Suppose, for contradiction, that there are d ∈ G, t ∈ R and
s0 ∈ S such that D6dts0 is not dense in F. Then there is p ∈ F such that q 6∈ D6dts0
for all q ≥ p. For convenience, let Up = {ui = ∑n<ω uinen : 1 ≤ i ≤ k} and
choose lp < l < ω arbitrary. Without loss of generality, assume that Up is
linearly independent (see Definition 1.1.10). By Lemma 1.3.6, we may choose
l > k large enough such that Up  [lp, l) is also linearly independent, as H is
admissible.
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As we want to consider extensions q of p with lq = l, it is necessary that the
system
(Al)
∑
lp≤j<l
aqju
i
j = 0 (1 ≤ i ≤ k)
has a non-trivial solution. We define
ker(Al) = {(ylp , . . . , yl−1) ∈ Rl−lp :
∑
lp≤j<l
yju
i
j = 0, 1 ≤ i ≤ k}.
Clearly, ker(Al) = {ui[lp, l) : 1 ≤ i ≤ k}⊥. Using the same arguments as in
the proof of Step Lemma 1.3.10, we deduce that ker(Al) is non-trivial since
l > k. Moreover, we abbreviate the sum
s0(
∑
1≤j<lp
apjb
j +
∑
lp≤j<l
yjb
j)− t(
∑
1≤j<lp
apjej +
∑
lp≤j<l
yjej)− d (∈ G)
by
Ξ(ylp , . . . , yl−1).
Next we prove
(ylp , . . . , yl−1) ∈ ker(Al) =⇒ Ξ(ylp , . . . , yl−1) = 0. (3)
Suppose not, i.e. Ξ(ylp , . . . , yl−1) 6= 0 for some (ylp , . . . , yl−1) ∈ ker(Al). Hence
there is s ∈ S such that Ξ(ylp , . . . , yl−1) 6≡ 0 mod sD. So, q ∈ F defined via
lq = l, sq = ssp, U q = Up, V q = V p and
aqj =
a
p
j , for 1 ≤ j < lp
yj, for l
p ≤ j < lq.
Then q ∈ F with q ∈ D6dts0 by assumption. Moreover, q is defined in such a
way that q ≥ p, contradicting our assumption that q 6∈ D6dts0 for all p ≤ q.
Therefore the implication (3) holds.
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Now, let ξi =
∑
n<ω ξ
i
nen = s0b
i − tei ∈ D for all lp ≤ i < ω. We rewrite (3) as
(ylp , . . . , yl−1) ∈ ker(Al) =⇒
∑
lp≤i<l
yiξ
i = d+ t
∑
1≤i<lp
api ei − s0
∑
1≤i<lp
api b
i.
Since (0, . . . , 0) ∈ ker(Al), we obtain d + t
∑
1≤i<lp a
p
i ei = s0
∑
1≤i<lp a
p
i b
i and
so it follows
(ylp , . . . , yl−1) ∈ ker(Al) =⇒
∑
lp≤i<l
yiξ
i = 0. (4)
Note, the above 0 denotes the zero-vector in P . We consider the ξi’s (lp ≤ i < l)
as the infinite rows of a matrix with finite columns ξn := (ξ
i
n : l
p ≤ i < l) for all
n < ω. Then each column ξn satisfies ξn ∈ ker(Al)⊥ = {ui[lp, l) : 1 ≤ i ≤ k}⊥⊥
by (4). Using Lemma 1.3.5, we hence obtain ξn ∈ 〈ui[lp, l) : 1 ≤ i ≤ k〉∗ for
all n < ω. Hence
ξn =
∑
1≤i≤k
rni u
i[lp, l) for all n < ω
with unique (!) coefficients rni ∈ Q since Up[lp, l) is linearly independent by
assumption. Again, the coefficients remain constant while increasing l and so
we can extend ξn to ξ
′
n, where
ξ′n =
∑
1≤i≤k
rni u
i[lp, ω) for all n < ω.
From the definition of ξ′j and bj =
∑
n<ω b
j
nen it follows immediately that
ξ′jn = s0b
j
n − tδjn =
∑
1≤i≤k r
n
i c
i
n for all l
p ≤ n < ω and thus s0bj − tej[lp, ω) ∈
〈ui[lp, ω) : 1 ≤ i ≤ k〉∗. Therefore we conclude U = 〈s0bj − tej : j < ω〉∗ is
contained in the following pure finite rank submodule of G:〈
ui[lp, ω), 1 ≤ i ≤ k; (s0bj − tej)[0, lp), j < ω
〉
∗ .
Therefore U is also of finite rank.
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We also have that s0 divides t, since otherwise U¯ = 〈tej + s0D : j < ω〉∗ is of
infinite rank, which is impossible since U¯ is an epimorphic image of U .
So, let t′ = s−10 t. Then U = Ut′ = 〈bj − t′ej : j < ω〉∗, contradicting our
assumption that Ut′ is of infinite rank. This finally implies that D
6
dts0
is dense
in F.
Again, we apply Martin’s Axiom for σ-centered sets. As before, we obtain the
existence of a ∈ D\G such that φ(G′×H) ⊆ R and φ(a, b) ∈ R̂\R, where G′ =
〈G, a〉∗. Hence it remains to prove that (iv) a holds, i.e.
∑
i<ω aib
i 6∈ G′. Note,∑
i<ω aib
i is always a well-defined element of D. Suppose, for contradiction,
that
∑
i<ω aib
i ∈ G′. Hence there are s0 ∈ S, t ∈ R and d ∈ G such that
s0
∑
i<ω
aib
i − ta− d = 0. (5)
Since D6dts0 is dense in F, we may choose p ∈ G ∩D6dts0 . Hence we obtain
s0
∑
i<lp
api b
i − t
∑
i<lp
api ei − d ∈ D \mD
for some m ∈ S with m|sp since p ∈ D6dts0 . Furthermore, we know that ai = api
for all i < lp from p ∈ G. As the set G is directed, we conclude that m|ai for all
i ≥ lp, and so s0
∑
i≥lp aib
i ∈ mD, as well as t∑i≥lp aiei ∈ mD. Therefore we
finally obtain that s0
∑
i<ω aib
i− ta− d ∈ D \mD, contradicting equation (5).
Therefore (iv) a holds, as required. 
As mentioned before, the above step lemma is just preliminary. We extend
it to the following step lemma, which provides a whole family of elements a
satisfying the conclusion of Step Lemma 1.4.2. The existence of such a family
is necessary for our construction, since it is possible that an endomorphism
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ϕ 6∈ R ⊕ Fin(Gα) killed in the α-th step may ‘resurrect’ at a later stage in
the construction. In order to control this phenomenon, we shall introduce a
‘blacklist’ of unwanted homomorphisms.
Step Lemma 1.4.3 (ZFC + ¬CH + MA) Let H ⊆∗ D be admissible with
ℵ1 ≤ |H| < 2ℵ0. Moreover, let S ⊆ G ⊆∗ D with |G| < 2ℵ0, φ(G×H) ⊆ R, let
b ∈ Rω \H, and let b¯ = (bn : n < ω) ≤ D.
Then there exists a linearly independent set A ⊆ D of size 2ℵ0, such that, for
all a =
∑
i<ω aiei ∈ A:
(i) G′ = 〈G, a〉∗ ⊆ D (hence |G′| < 2ℵ0);
(ii) φ(G′ ×H) ⊆ R;
(iii) φ(a, b) ∈ R̂ \R;
(iv) (a)
∑
i<ω aib
i 6∈ G′,
(b) or there is t ∈ R such that Ut = Ut(b¯) := 〈bi − tei : i < ω〉∗ is of finite
rank;
(v) a 6∈ G.
Proof. Let G, H be as above. We inductively construct modules Gα ⊆∗ D
of size |Gα| < 2ℵ0 and elements aα ∈ D such that aα ∈ Gα+1 \Gα by applying
the preliminary step lemma 2ℵ0 times.
We start with G0 = G.
Now assume that we have already constructed Gβ and a
β′ for all β′ + 1, β < α
satisfying the above properties.
If α is a limit ordinal, then put Gα =
⋃
β<αGβ. Clearly, |Gα| < 2ℵ0 .
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If α = β+ 1 is a successor ordinal, then we apply Step Lemma 1.4.2 to Gβ and
obtain aβ and Gα =
〈
Gβ, a
β
〉
∗ such that a
β 6∈ Gβ and |Gα| < 2ℵ0 .
Finally, we let
G+ =
⋃
α<2ℵ0
Gα.
We show that A = {aα : α < 2ℵ0} is the desired family. It follows imme-
diately from the construction that A is linearly independent. Moreover, by
Step Lemma 1.4.2, we have that G′ = 〈G, aα〉∗ ⊆ Gα+1 and hence φ(G′ ×
H) ⊆ φ(Gα+1 × H) ⊆ R. It is also clear that φ(aα, b) ∈ R̂ \ R. Finally, if∑
i<ω a
α
i b
i 6∈ G′, then also ∑i<ω aαi bi 6∈ Gα+1 by construction, and hence Ut is
of finite rank for some t ∈ R. This finishes the proof. 
Next we thin out the above family A depending on a given ‘blacklist’. For an
R-module G, we call a subset B of D a blacklist with respect to G, if |B| < 2ℵ0
and B ∩G = ∅.
Lemma 1.4.4 Let G ⊆∗ D be an R-module with |G| < 2ℵ0 and let B ≤ D
be a blacklist with respect to G. Moreover, let A ≤ D be a family of linearly
independent elements of cardinality 2ℵ0.
Then there is a subfamily H ≤ A of cardinality 2ℵ0 such that B ∩ 〈G, a〉∗ = ∅
for all a ∈ H.
Proof. Let G, B, A be as above. Consider b ∈ B, a ∈ A arbitrary with
B∩〈G, a〉∗ 6= ∅. Then rbb = g+raa for some rb, ra ∈ R, where ra 6= 0 as b 6∈ G.
We conclude a ∈ 〈G, b〉∗ ⊆ 〈G,B〉∗.
However, | 〈G,B〉∗ | < 2ℵ0 = |A| and hence there is H ⊆ A with the desired
property. 
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We are now ready to construct our desired module G.
Theorem 1.4.5 (ZFC + ¬CH + MA) Let H ⊆∗ D be admissible with ℵ1 ≤
H < 2ℵ0. Then there is S ⊆ G ⊆∗ D with the following properties:
(i) for all x ∈ Rω \H there is g ∈ G such that φ(g, x) ∈ R̂ \R;
(ii) for all b¯ = (bn : n < ω) ≤ D
(a) there is a ∈ G with ∑n<ω anbn 6∈ G, or
(b) there t ∈ R such that Ut(b¯) = 〈bn − ten : n < ω〉∗ is of finite rank;
(iii) φ : G×H −→ R is well defined and |G| = 2ℵ0.
Proof. Let H be as above and enumerate Rω \H, Dω by
Rω \H = {bα = (bα0 , . . . , bαn, . . . ) | α < 2ℵ0}
and
Dω = {cα = (cα0 , . . . , cαn, . . . ) | α < 2ℵ0}.
Note, that the elements in Rω \H are vectors and those in Dω are ω-sequences
of vectors. Moreover, for each t ∈ R and β < 2ℵ0 , we define Ut(cβ) :=〈
cβn − ten | n < ω
〉
∗ (note: c
β
n ∈ D).
We inductively construct pure submodules Gα ⊆ D of cardinality less than 2ℵ0
such that φ(Gα×H) ⊆ R. Furthermore, we maintain an (increasing) blacklist
B (with respect to G) throughout the construction.
We start with G0 = S and B = ∅. Then |G0| < 2ℵ0 and φ : G0 × H −→ R.
Note, although the blacklist B will be enlarged successively, we keep calling
it B.
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Now assume that Gβ has been constructed for all β < α satisfying the above
properties and that B is defined such that Gβ ∩ B = ∅.
For α a limit ordinal, define Gα =
⋃
β<αGβ and let the blacklist B be the
union of all its predecessors. Then |Gα| < 2ℵ0 and B ∩Gα = ∅.
Now, let α = β+1 be a successor cardinal and let bβ ∈ Rω\H, cβ ∈ Dω be from
the above list. We apply Step Lemma 1.4.3 to Gβ, b
β, and cβ. Hence there
exists a family A of linearly independent elements satisfying the conclusion. In
particular, for all a =
∑
i<ω aiei ∈ A, we have
∑
i<ω aic
β
i 6∈ 〈Gβ, a〉∗ or Ut(cβ)
is of finite rank for some t ∈ R. By Lemma 1.4.4 there is a subfamily H ≤ A
of size 2ℵ0 such that 〈Gβ, a〉 ∩ B = ∅ for all a ∈ H.
We choose aβ = a ∈ H arbitrary and put
Gα =
〈
Gβ, a
β
〉
∗ .
Moreover, we redefine B := B ∪ {∑i<ω aβi cβi } if Ut(cβ) is of infinite rank for all
t ∈ R.
Finally, we define G by
G =
⋃
α<2ℵ0
Gα =
〈
S, aα | α < 2ℵ0〉∗ .
It is clear that |G| = 2ℵ0 and φ(G × H) ⊆ R. Moreover, if x ∈ Rω \ H then
there is α < 2ℵ0 such that x = bα and hence φ(aα, x) ∈ R̂ \ R, by construc-
tion and Step Lemma 1.4.3. Also, if b¯ ≤ D then b¯ = cα for some α < 2ℵ0 .
Therefore, if Ut(c
α) is of infinite rank for all t ∈ R, then ∑i<ω aαi bi 6∈ Gα+1
and
∑
i<ω a
α
i b
i ∈ B, by construction. This now implies that ∑i<ω aαi bi 6∈ Gγ
for all γ > α and hence
∑
i<ω a
α
i b
i 6∈ G. 
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We finish this section with proving that the above constructed module G has
the desired properties. However, we first need the following observation:
Observation 1.4.6 Let S ⊆ G ⊆∗ D and S ⊆ H ⊆∗ D. Then any homomor-
phism ϕ : G −→ H with ϕ(S) of finite rank, is itself of finite rank.
Proof. Let B = 〈ϕ(S)〉∗. Then H = B ⊕C for some C ⊆ H, by assumption
and by the separability of H. Consider the induced homomorphism
ϕ¯ : G/S −→ H/ϕ(S) −→ H/B defined via d+ S 7→ ϕ(d) +B.
Since G/S is divisible while H/B ∼= C is reduced, we deduce ϕ(G) ⊆ B. 
Finally, we are ready to prove the main result of this section.
Theorem 1.4.7 Let H ⊆∗ D be admissible with ℵ1 ≤ H < 2ℵ0. Then there
exists a primal module S ⊆ G ⊆∗ D of H of size 2ℵ0 such that EndG =
R⊕ FinG.
Proof. Let H be as above and let G be the module constructed in the proof
of Theorem 1.4.5. It follows immediately from the results in Section 1.3 that
G is a primal module of H of the correct size, i.e. G∗ ∼= H.
Hence it remains to prove that EndG = R ⊕ FinG. Consider an arbitrary
σ ∈ EndG. By Lemma 1.4.1, there are elements bn = σ(en) of G (n < ω) such
that σ(x) =
∑
n<ω xnb
n for all x =
∑
n<ω xnen ∈ G. Hence property (ii) a of
Theorem 1.4.5 is violated for all x ∈ G. Therefore there is t ∈ R such that
Ut(b¯) =
〈
bj − tej : j < ω
〉
∗
is of finite rank.
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We show that ϕ := σ− t id is of finite rank. Consider ϕ(S). We obviously have
that ϕ(S) ⊆ Ut. Hence, by Observation 1.4.6, we deduce that ϕ(G) is also of
finite rank. Therefore σ = t id+ϕ ∈ R⊕ Fin(G) as required. 
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1.5 A fully rigid system of primal modules
In this final section of our first chapter, we extend, yet again, the previous
results in order to gain the existence of a fully rigid system G of size 2ℵ0 of
primal modules of a given H ⊆∗ D as before. Recall:
Definition 1.5.1 A family G = {GI : I ∈ P(ω)} of R-submodules of D is
said to be a fully rigid system, if
Hom(GI , GJ) =
R⊕ Fin(GI , GJ), if I ⊆ JFin(GI , GJ), if I 6⊆ J.
Note, modules of a fully rigid system are pairwise non-isomorphic. Also in
general, for given R-modules G,W with End(G) = R⊕Fin(G) and End(W ) =
R ⊕ Fin(W ), we have that G ∼= W if and only if Fin(G) = Fin(W ) (cf. [14,
p. 461]).
First we describe homomorphisms from G to W , where S ⊆ G,W ⊆∗ D.
The result below provides control of the homomorphisms ϕ : G −→ W in a
similar way as Lemma 1.3.1 does for dual maps and Lemma 1.4.1 does for
endomorphisms.
Lemma 1.5.2 Let S ⊆ G ⊆∗ D, S ⊆ W ⊆∗ D and ϕ ∈ Hom(G,W ). Then
there is a set of unique (!) elements {bn ∈ D : n < ω} such that
ϕ(x) =
∑
n<ω
bnxn
for all x =
∑
n<ω xnen ∈ G, i.e. every homomorphism ϕ ∈ Hom(G,W ) is
given by the images ϕ(en) = b
n (n < ω).
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Proof. Let x ∈ G be arbitrary with x = ∑n<ω xnen and put bn = ϕ(en) ∈
W ⊆ D for all n < ω. Then, as before,
ϕ(x) = ϕ(
∑
n<ω
xnen) =
∑
n<ω
xnϕ(en) =
∑
n<ω
xnbn
by continuity. 
As we want to construct a fully rigid system G of primal modules, we need to
take care of modules G, W with Hom(G,W ) = R ⊕ Fin(G,W ), and also of
those with Hom(G,W ) = Fin(G,W ). The first case is dealt with by applying
the following step lemma inductively.
Step Lemma 1.5.3 (ZFC + ¬CH + MA) Let H ⊆∗ D be admissible with
ℵ1 ≤ |H| < 2ℵ0. Moreover, let S ⊆ G,W ⊆∗ D with |G|, |W | < 2ℵ0, φ(G ×
H) ⊆ R, φ(W ×H) ⊆ R, and let b¯ = (bn : n < ω) ≤ D.
Then there is an element a =
∑
i<ω aiei ∈ D \G such that
(i) G′ = 〈G, a〉∗ ⊆ D (hence |G′| < 2ℵ0);
(ii) W ′ = 〈W, a〉∗ ⊆ D (hence |G′| < 2ℵ0);
(iii) φ(G′ ×H) ⊆ R;
(iv) φ(W ′ ×H) ⊆ R;
(v) (a)
∑
i<ω aib
i 6∈ W ′, or
(b) there is t ∈ R such that Ut := 〈bi − tei : i < ω〉∗ is of finite rank.
Proof. Let H, G, W , b¯ be as above. We assume that (v) b above does not
hold, i.e. Ut is of infinite rank for all t ∈ R. Hence we have to prove that∑
i<ω aib
i 6∈ W ′.
1 SCALAR PRODUCTS AND DUAL MODULES IN D 55
As before, we apply Martin’s Axiom to the σ-centered poset F introduced in
Definition 1.1.10 and to the dense subsets defined as follows:
(i) For all x ∈ H, let D1x := {p ∈ F : x ∈ Up}.
(ii) For all s ∈ S, let D2s := {p ∈ F : s|sp}.
(iii) For all l0 < ω, let D
3
l0
:= {p ∈ F : l0 ≤ lp}.
(iv) For all y ∈ G, let D4y := {p ∈ F : y ∈ V p}.
(v) For all d ∈ W , t ∈ R and s0 ∈ S, let D6dts0 := {p ∈ F : ∃m ∈ S (m|sp,
s0
∑
i<lp a
p
i b
i − t∑i<lp api ei − d 6≡ 0 mod mD)}.
The sets defined in (i) - (iv) are the same we used in the prove of Step
Lemma 1.3.10 and hence we already know that they are dense in F. Moreover,
D6dts0 is defined similarly to the one in the proof of Step Lemma 1.4.2 (by re-
placing d ∈ G by d ∈ W ). Hence we may use the same arguments and obtain
that D6dts0 is also dense in F.
Again, we apply Martin’s Axiom for σ-centered sets. As before, we obtain
the existence of a ∈ D \ G such that φ(G′ × H) ⊆ R and φ(W ′ × H) ⊆ R,
where G′ = 〈G, a〉∗ and W ′ = 〈W, a〉∗ (see Corollary 1.2.2). Hence it remains
to prove that (v) a holds, i.e.
∑
i<ω aib
i 6∈ W ′. However, this also follows using
the same arguments as in the proof of Step Lemma 1.4.2, since we changed
the definition D6dts0 accordingly. 
Note, that in the above lemma both modules are extended. Next we provide
the step lemma for constructing primal modules G, W with Hom(G,W ) =
Fin(G,W ); here we extend only G.
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Step Lemma 1.5.4 (ZFC + ¬CH + MA) Let H ⊆∗ D be admissible with
ℵ1 ≤ |H| < 2ℵ0. Moreover, let S ⊆ G,W ⊆∗ D with |G|, |W | < 2ℵ0, φ(G ×
H) ⊆ R, φ(W ×H) ⊆ R, and let b¯ = (bn : n < ω) ≤ D.
Then there is an element a =
∑
i<ω aiei ∈ D \G such that
(i) G′ = 〈G, a〉∗ ⊆ D (hence |G′| < 2ℵ0);
(ii) φ(G′ ×H) ⊆ R;
(iii) (a)
∑
i<ω aib
i 6∈ W , or
(b) U0 := 〈bi : i < ω〉∗ is of finite rank.
Proof. The proof is basically the same as the proof of Step Lemma 1.5.3
replacing the dense subsets D6dts0 by
D6
′
ds0
:= {p ∈ F : ∃m ∈ S (m|sp, s0
∑
i<lp
api b
i − d 6≡ 0 mod mD)}
for all d ∈ W and s0 ∈ S. 
As in Section 1.4, we actually need extended version of the above step lemmas,
providing whole families of suitable elements. Since the proofs are exactly the
same as the one of Step Lemma 1.4.3, we only state the needed results below.
Step Lemma 1.5.5 (ZFC + ¬CH + MA) Let H ⊆∗ D be admissible with
ℵ1 ≤ |H| < 2ℵ0. Moreover, let S ⊆ G,W ⊆∗ D with |G|, |W | < 2ℵ0, φ(G ×
H) ⊆ R, φ(W ×H) ⊆ R, and let b¯ = (bn : n < ω) ≤ D.
Then there is a family A ≤ D of linearly independent elements a = ∑i<ω aiei ∈
A \G such that, for all a ∈ A,
(i) G′ = 〈G, a〉∗ ⊆ D (hence |G′| < 2ℵ0);
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(ii) W ′ = 〈W, a〉∗ ⊆ D (hence |G′| < 2ℵ0);
(iii) φ(G′ ×H) ⊆ R;
(iv) φ(W ′ ×H) ⊆ R;
(v) (a)
∑
i<ω aib
i 6∈ W ′,
(b) or there is t ∈ R such that Ut := 〈bi − tei : i < ω〉∗ is of finite rank.
Step Lemma 1.5.6 (ZFC + ¬CH + MA) Let H ⊆∗ D be admissible with
ℵ1 ≤ |H| < 2ℵ0. Moreover, let S ⊆ G,W ⊆∗ D with |G|, |W | < 2ℵ0, φ(G ×
H) ⊆ R, φ(W ×H) ⊆ R, and let b¯ = (bn : n < ω) ≤ D.
Then there is a family A ≤ D of linearly independent elements a = ∑i<ω aiei ∈
A \G such that, for all a ∈ A,
(i) G′ = 〈G, a〉∗ ⊆ D (hence |G′| < 2ℵ0);
(ii) φ(G′ ×H) ⊆ R;
(iii) (a)
∑
i<ω aib
i 6∈ W ,
(b) U0 := 〈bi − tei : i < ω〉∗ is of finite rank.
We are now ready to construct the desired fully rigid system G. Since the
construction needs to take care of several properties at the same time, we
present it separately, before we prove the main result.
Construction 1.5.7 (ZFC + ¬CH + MA) LetH ⊆∗ D be admissible with
ℵ1 ≤ |H| < 2ℵ0 . We construct a family G = {Gδ | δ < 2ℵ0} of pure submod-
ules of D; each module is of the form Gδ =
⋃
α<2ℵ0 G
δ
α. The construction is
done inductively in the following sense: First we define G00, then G
1
0, G
0
1, G
1
1,
then G20, G
2
1, G
0
2, G
1
2, G
2
2, and so on. One could think of this construction as
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extending the ‘staircase’ before taking the next step, rather than just taking
step by step, as usual. Moreover, we maintain a family {Bδ | δ < 2ℵ0} of
blacklists, one for each Gδ.
Now, let P(ω) be enumerated by
P(ω) = {Iδ | δ < 2ℵ0},
and Rω \H by
Rω \H = {dα | α < 2ℵ0}.
Moreover, we enumerate Dω by
Dω = {fα | α < 2ℵ0},
as well as by
Dω = {hα | α < 2ℵ0}.
Note, the subsets Iδ of ω will correspond to Gδ, the dα’s are for dealing with
the dual maps, the fα’s are for dealing with the endomorphisms, and the hα’s
are for dealing with the homomorphisms between the different modules; of
course we could just consider the endomorphisms as homomorphisms but it is
more convenient to treat them separately. Moreover note, that all extensions
below are obtained by applying the Step Lemma 1.4.3, 1.5.5, 1.5.6, and thus,
in each case, we have that the canonical scalar product φ : Gδα × H −→ R
is well defined. Furthermore, by the step lemmas and by Lemma 1.4.4, we
may always choose an extension in such a way that the intersection with the
relevant blacklist, remains empty.
We start with putting G00 := S and Bδ := ∅ for all δ < 2ℵ0 .
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Next, we consider α = β + 1 and assume that Gδγ has been constructed for all
γ, δ < α. Here we first want to define Gαγ for γ < α, and then G
δ
α for all δ ≤ α.
This will be done in several steps.
Step 1: We define inductively Gαγ for all γ ≤ β, by applying the Step
Lemma 1.4.3 to the fγ’s and dγ’s successively
Let Gα0 = S and put G
α
γ =
⋃
γ′<γ G
α if γ ≤ β is a limit ordinal; in the latter
case we redefine Bα to be the union of the previous Bα’s.
If Gαγ is defined for γ < β, then we apply Step Lemma 1.4.3 to G = G
α
γ , b = d
γ
and b¯ = fγ ∈ D (n < ω). Hence we deduce the existence of an element a ∈ D\G
and a module Gαγ+1 =
〈
Gαγ , a
〉
∗ such that φ(a, d
γ) ∈ R̂ \ R, ∑i<ω aifγi 6∈ Gαγ+1
or Ut(f
γ) if of finite rank for some t ∈ R, and Bα ∩ Gαγ+1 = ∅. If Ut(fγ) if of
infinite rank for all t ∈ R, we redefine Bα := Bα ∪ {∑i<ω aifγi }.
Step 2: Now we deal with possible homomorphisms between Gαβ and G
δ
β for all
δ < α. This will be done by applying Step Lemma 1.5.5 and Step Lemma 1.5.6
to all hγ’s (γ < β) several times, according to Iα ⊆ Iδ, Iα 6⊆ Iδ, Iδ ⊆ Iα and
Iδ 6⊆ Iα. For convenience, we shall denote the extended module also by Gγβ.
Let hγ ∈ Dω (γ < β) be from the above list and let δ < α. First we consider
hγ as candidate for a homomorphism from Gαβ to G
δ
β.
Case Iα ≤ Iδ: We apply Step Lemma 1.5.5 to b¯ = hγ, G = Gαβ ,
W =
〈
Gδ
′
β | δ′ < α, Iδ ≤ Iδ′
〉
∗. Therefore there exists a linearly independent
set A of size 2ℵ0 such that, for all a ∈ A, ∑i<ω aihγi 6∈ W ′ = 〈W, a〉∗ or Ut(hγ)
is of finite rank for some t ∈ R. Hence we can find an element a ∈ A such that
Bδ′∩〈Gδ′β , a〉∗ = ∅ for all δ′ < α with Iδ ≤ Iδ′ , and such that Bα∩〈Gαβ , a〉∗ = ∅
(see Lemma 1.4.4). We put Gαβ :=
〈
Gαβ , a
〉
∗ and G
δ′
β :=
〈
Gδ
′
β , a
〉
∗ for all δ
′ < α
with Iδ ≤ Iδ′ . Moreover, if Ut(hγ) is of infinite rank for all t ∈ R, then we put
Bδ′ := Bδ′ ∪{∑i<ω aihγi } for all relevant δ′’s. Note, in this case we clearly have
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∑
aih
γ
i
6∈ Gδ′β .
Case Iα 6≤ Iδ: We apply Step Lemma 1.5.6 to b¯ = hγ, G = Gαβ and W = Gδβ.
Hence there exists an element a ∈ D \Gαβ such that
∑
i<ω aih
γ
i 6∈ Gδβ or U0(hγ)
is of finite rank and Bα ∩ 〈Gαβ , a〉∗ = ∅. We put Gαβ := 〈Gαβ , a〉∗ and, if U0(hγ)
is of infinite rank, then we also put Bδ := Bδ ∪ {∑i<ω aihγi }.
Next we consider hγ as candidate for a homomorphism from Gδβ to G
α
β . This
is done in the same way as above, so we only state the modules, to which the
step lemmas are applied.
Case Iδ ≤ Iα: Apply Step Lemma 1.5.5 to b¯ = hγ, G = Gδβ and
W =
〈
Gαβ , G
δ′
β : δ
′ < α, Iα ≤ Iδ′〉∗.
Case Iδ 6≤ Iα: Apply Step Lemma 1.5.6 to b¯ = hγ, G = Gδβ and
W =
〈
Gαβ
〉
∗.
Note, since the above construction is done inductively for all hγ (γ < β), we
also need to consider the limit case: We put Gδβ, Bδ to be the union of all
previous Gδ
′
β ’s, respectively Bδ’s.
Step 3: In this step we consider fβ, dβ as candidates for endomorphisms and
dual maps of Gδβ for all δ ≤ α = β + 1.
For each δ ≤ α, we apply Step Lemma 1.4.3 to b = dβ, b¯ = fβ, and G = Gδβ.
Hence there is a ∈ D \ Gδβ such that φ(a, dβ) ∈ R̂ \ R,
∑
i<ω aif
β
i 6∈ Gδα :=〈
Gδβ, a
〉
∗ or Ut(f
β) is of finite rank for some t ∈ R, and Gδα ∩Bδ = ∅. If Ut(fβ)
is of infinite rank for all t ∈ R, then let Bδ := Bδ ∪ {∑i<ω aifβi }.
Step 4: In this final step we consider hβ as candidate for homomorphisms
between Gµα, G
δ
α for all µ 6= δ ≤ α; this is similar to Step 2.
Case Iµ ≤ Iδ: We apply Step Lemma 1.5.5 to b¯ = hβ, G = Gµα and W =〈
Gδ
′
α | δ′ ≤ α, Iδ ≤ Iδ′
〉
∗. As before (cf. Step 2), we deduce the existence of an
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element a such that, for all δ′ ≤ α with Iδ ≤ Iδ′ , ∑i<ω aihβi 6∈ Gδ′α := 〈Gδ′α , a〉∗
or Ut(h
β) is of finite rank for some t ∈ R. Moreover, we put Gµα := 〈Gµα, a〉∗
and, if Ut(h
β) is of infinite rank for all t ∈ R, then we also put Bδ′ := Bδ′ ∪
{∑i<ω aihβi } for all relevant δ′s.
Case Iµ 6≤ Iδ: We apply Step Lemma 1.5.4 to b¯ = hβ, G = Gµα and W = Gδα.
Hence there is a ∈ D\Gµα such that
∑
i<ω aih
β
i 6∈ Gδα or U0(hβ) is of finite rank,
and Bµ∩〈Gµα, a〉∗ = ∅. We put Gµα := 〈Gµα, a〉∗ and, if U0(hβ) is of infinite rank,
then we also put Bδ := Bδ ∪ {∑i<ω aihβi }.
Note, the above step has to be done for each pair (µ, δ) ≤ (α, α).
It remains to consider a limit ordinal α, where Gδβ has been constructed for
all β, δ < α. In this case, we first put Gδα =
⋃
β<αG
δ
β for all δ < α. Then we
define Gαα =
⋃
β<αG
α
β , where the G
α
β ’s are constructed as in Step 1. Moreover,
we now redefine the Gδα’s (δ ≤ α) by doing Step 2 for all hγ’s with γ < α.
Finally, we define Gδ =
⋃
α<2ℵ0 G
δ
α and G := {Gδ | δ < 2ℵ0}. 
We prove that the family G of R-modules constructed above has the desired
properties. Note that maintaining the blacklists ensures that no homomor-
phism or endomorphisms can reappear.
Theorem 1.5.8 (ZFC + ¬CH + MA) Let H ⊆∗ D be admissible such that
ℵ1 ≤ |H| < 2ℵ0. Then there exists a fully rigid system G of primal modules of
H such that S ⊆ G ⊆∗ D with |G| = 2ℵ0 for each G ∈ G.
Proof. Let G = {Gδ | δ < 2ℵ0} be the family of R-modules from Con-
struction 1.5.7 and let {Bδ | δ < 2ℵ0} be the corresponding family of (final)
blacklists.
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Using the same arguments as in the proof of Theorem 1.4.3, it follows imme-
diately from the construction that, for each δ < 2ℵ0 ,
• S ⊆ Gδ ⊆∗ D;
• |Gδ| = 2ℵ0 ;
• Gδ∗ ∼= H; and
• EndGδ = R⊕ Fin(Gδ).
(See Steps 1,3 in Construction 1.5.7.)
It remains to show that G is, indeed, a fully rigid system. In order to do so, let
GI = G
δ and BI = Bδ for I = Iδ. In the following let I 6= J ⊆ ω be arbitrary.
Moreover, let ϕ : GI −→ GJ be a homomorphism and let b¯ = (bn)n<ω ∈ Dω be
the ω-sequence describing ϕ, i.e. bn = ϕ(en) for all n < ω (cf. Lemma 1.5.2).
Then there is γ < 2ℵ0 such that hγ = b¯ and thus b¯ has been dealt with in Step
2 or Step 4 of the construction.
We have to show that ϕ ∈ Fin(GI , GJ) or ϕ ∈ R ⊕ Fin(GI , GJ), according to
I 6⊆ J or I ⊆ J , respectively.
Case I 6⊆ J : In this case we applied Step Lemma 1.5.6 to hγ = b¯, G = GI
and W ⊆ GJ . Hence there is a ∈ GI such that ϕ(a) =
∑
n<ω anb
n 6∈ W or
U0(b¯) = 〈bn | n < ω〉∗ is of finite rank.
Now, if U0(b¯) were of infinite rank then ϕ(a) 6∈ W and also ϕ(a) ∈ BJ , thus
ϕ(a) 6∈ GJ – a contradiction. Therefore ϕ(S) ⊆ U0(b¯) is of finite rank and so,
by Observation 1.4.6, ϕ(GI) is of finite rank, i.e. ϕ ∈ Fin(GI , GJ).
Case I ⊆ J : In this case we applied Step Lemma 1.5.5 to b¯, G ⊆ GI and to
some W containing a submodule of GJ . Hence there is an element a ∈ GI , GJ
such that ϕ(a) =
∑
n<ω anb
n 6∈ 〈W, a〉∗ or Ut(b¯) = 〈bn − ten | n < ω〉∗ is of
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finite rank for some t ∈ R. Now, if Ut(b¯) were of infinite rank for all t ∈ R,
then it would follow from the construction that ϕ(a) ∈ BJ and hence ϕ(a) 6∈ GJ
– a contradiction.
Therefore there exists t ∈ R such that Ut(b¯) is of finite rank. Let ψ = ϕ− t id.
Then ψ(S) ⊆ Ut(b¯) is of finite rank and thus ψ(GI) is also of finite rank. Hence
ψ ∈ Fin(GI , GJ) and so ϕ = t id+ψ ∈ R⊕ Fin(GI , GJ), as required. This fin-
ishes the proof. 
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2 Reduced products and the Chase radical
In this chapter, we shall consider products and reduced products of abelian
groups (= Z-modules). Our main interest is in vector groups, i.e. in products
of rational groups (see Section 2.2). However, we shall also discuss some gen-
eralizations to products of arbitrary torsion-free groups (see Section 2.3). In
particular, we will give an example of a vector group G =
∏
α<ℵ1 Rα, which
does not commute with the Chase radical ν, that is νG 6= ∏α<ℵ1 νRα (see
Theorem 2.2.8). This answers an open questions raised in [28].
We begin with recalling the relevant notions, the needed known results, and
some general considerations on the Chase radical.
2.1 Definitions and some basic results
Throughout this chapter, all groups are abelian and torsion-free, i.e. subgroups
of a vector spaceQ(λ). So-called rational groups play an important role. Recall,
a rational group (or rank-1 group) may be considered as a subgroup of Q
containing Z, and is uniquely determined by its type.
For an element a of a group G we denote by χ(a) the characteristic sequence
of a, i.e. the sequence of the p-heights of a. The members of such a sequence
are non-negative integers and the symbol ∞. Two characteristic sequences are
said to be equivalent, if they only differ at finitely many places, and not at
the places, where ∞ occurs. The corresponding equivalence classes are called
types, denoted by t, respectively by t(a).
Moreover, a group G is said to be homogeneous if all non-zero elements have
the same type; we also put t(G) = t(a) for any 0 6= a ∈ G.
Next, we recall the definition of a reduced product and of a vector group:
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Definition 2.1.1 Let κ be a cardinal.
(i) For a family {Gα : α < κ} of groups we define the reduced product by∏r
α<κ
Gα :=
∏
α<κ
Gα/
∏<
α<κ
Gα,
where
∏<
α<κGα consists of all elements of
∏
α<κGα with support of size
less than κ.
(ii) For a family {Rα ⊆ Q : α < κ} of rational groups we call the product∏
α<κRα a vector group, and the corresponding reduced product
∏r
α<κRα
a reduced vector group.
Now we define the Chase radical, which was originally introduced by Stephen
Chase 1962.
Definition 2.1.2 For a group G the Chase radical νG is defined by
νG =
⋂
{Ker(ϕ) | ϕ : G −→ X with X ℵ1-free}.
Note that the Chase radical is, indeed, a radical and has the nice property
that it ‘tests’ ℵ1-freeness, i.e. νG = 0 if and only if G is ℵ1-free (cf. [28], [14]).
Recall, that the radical properties for ν mean the following:
(i) ννG ⊆ νG,
(ii) ν(G/νG) = 0,
(iii) (νG)σ ⊆ νG′ for every homomorphism σ : G −→ G′,
(iv) ν(
⊕
i∈I Gi) =
⊕
i∈I νGi for any family {Gi : i ∈ I} of groups, and
(v) ν(
∏
i∈I Gi) ⊆
∏
i∈I νGi for any family {Gi : i ∈ I} of groups.
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Note, that the latter inclusion above raises the question under which conditions
equality holds.
For any unexplained notions we refer the reader to [15] and [16].
Next, we will state a simplified version of the Wald- Los´-Lemma. For the more
general version and the proof see [14, Proposition 3.4, p. 30].
Lemma 2.1.3 (Wald,  Los´) Let κ > ℵ0 be a cardinal and let {Gα : α < κ}
be a family of groups. Then, for every A ⊆ ∏rα<κ Gα such that |A| < κ,
there is a monomorphism γ : A −→∏α<κGα with idA = pi ◦ γ, where pi is the
canonical epimorphism from
∏
α<κGα onto
∏r
α<κ Gα.
Let us also recall the well-known criterion for freeness due to Pontryagin.
Lemma 2.1.4 (Pontryagin’s Criterion) A group G is ℵ1-free if and only
if every finite rank pure subgroup U ⊆ G is free.
Proof. See [14, p. 98, Theorem 2.3]. 
For the Chase radical and for an arbitrary countable family of groups, the
following result holds; the proof uses an old result of Balcerzyk, respectively a
more specific result due to Hulanicki (cf. [15, Corollary 42.2]).
Lemma 2.1.5 Let {Gα : α < ω} be a countable family of groups. Then
ν
(∏
α<ω Gα
)
=
∏
α<ω νGα.
Proof. See [9, Section 5]. 
The above result raises the natural question, if the Chase radical ν commutes
with uncountable products, i.e. products with uncountable index set. This
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question was answered negatively by K. Eda [11]. He showed that there is a
family of groups of size κ with ℵ0 < κ ≤ 2ℵ0 such that the Chase radical does
not commute with this family. However, his proof does not provide a satisfying
answer in ZFC, since he uses descending chains of types with infimum t0 =
t(Z); note, the minimal length for the existence of such a chain is undecidable.
Later, in Section 2, we will generalize Eda’s result to antichains and prove (in
ZFC) that there is a family of groups of cardinality ℵ1 such that the Chase
radical does not commute.
Next we show, however, that the Chase radical commutes with arbitrary prod-
ucts over a fixed countable group C.
Lemma 2.1.6 Let κ be a cardinal and let C be a countable group.
Then ν
∏
κC =
∏
κ νC.
Proof. Let κ, C be as above. Since we already know from the previous lemma
that ν commutes with countable products, it is obviously enough to consider
κ with cf(κ) > ℵ0. Suppose, for a contradiction, that ν(
∏
α<κC) (
∏
α<κ νC.
Then there is
0 6= c = (cα)α<κ ∈
∏
α<κ
νC \ ν(
∏
α<κ
C).
We now define Iq := {α < κ | cα = q} for all q ∈ C. This implies c ∈∏
q∈C
∏
α∈Iq νC. Since C is countable it follows that
c 6∈ ν(
∏
q∈C
∏
α∈Iq
C) =
∏
q∈C
ν(
∏
α∈Iq
C)
and hence there is l ∈ C with |Il| > ℵ0 such that cIl 6∈ ν(
∏
α∈Il C). It is
clear that cα = l for all α ∈ Il. It thus follows that there is a homomorphism
ϕ :
∏
α∈Il C −→ X with X ℵ1-free and (cIl)ϕ 6= 0. Therefore we may define
∇ : C −→
∏
α∈Il
C
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via c 7→ (c, . . . , c, . . . ).
Then ∇ϕ : C −→ X and l∇ϕ = c  Ilϕ 6= 0. We obtain that l 6∈ νC, but
cIl ∈
∏
α∈Il νC and so it is immediate that l ∈ νC – a contradiction. There-
fore the product really commutes. 
Recall, that the Chase radical for a group G is determined by its countable
subgroups C with trivial dual, i.e.
νG =
∑
{νC | C ⊆ G, |C| = ℵ0, C∗ = 0},
as proved in [11].
We finish this section with presenting some details of Eda’s proof. First we
need:
Lemma 2.1.7 (K. Eda [11]) There exists a descending chain of types
{tα : α < κ} for some cardinal κ with ℵ0 < κ ≤ 2ℵ0 such that, for every count-
able group C with Hom(C,Z) = 0, there is β < κ such that Hom(C,Rtβ) = 0,
where Rtβ is a rational group of type tβ.
Proof. See [11, Theorem 5] 
Theorem 2.1.8 (K. Eda [11]) There is a cardinal κ > ℵ0 and a group G :=∏
α<κGα with νG 6= G, but νGα = Gα for all α < κ. Hence the Chase radical
does not commute with uncountable products.
Proof. Let {tα : α < κ} be as in Lemma 2.1.7 and Rtα the corresponding
rational groups. Moreover, let
G :=
∏
α<κ
Rtα .
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Since tα > t0 which implies that Z ( Rtα , it follows that Hom(Rtα ,Z) = 0 and
hence νRtα = Rtα for all α < κ. Now, let a = (ai)i<κ ∈ G be arbitrary with
ai 6= 0 for all i < κ.
The element a cannot be contained in any countable subgroup U ⊆ G with
trivial dual. Otherwise, by Lemma 2.1.7, there is an α < κ with the property
that Hom(U,Rtα) = 0. This is obviously a contradiction, since a ∈ U and
hence the canonical projection piα : G −→ Rtα implies that apiα 6= 0.
Therefore a 6∈ νG but a ∈ G and thus we conclude ν (∏α<κRtα) (∏ νRtα =∏
α<κRtα , as required. 
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2.2 Reduced products of rational groups
As mentioned before, we here investigate vector groups, respectively reduced
vector groups. In particular, we shall characterize those reduced vector groups,
which are ℵ1-free. For this purpose, we introduce the following: Given a
cardinal κ, we say that the vector group V =
∏
α<κRα satisfies the Sκ-property
if and only if, for all 0 6= x ∈ V with | supp(x)| = κ, we have t(x) = t(Z).
We begin with showing that the Sκ-property of V is sufficient for the reduced
vector group V r =
∏r
α<κRα to be Z-homogeneous, i.e. homogeneous of type
t(Z).
Lemma 2.2.1 Let κ be a regular cardinal and let V , V r be as above. If V has
the Sκ-property, then V
r is Z-homogeneous.
Proof. For 0 6= [g] ∈ V r there is, by Lemma 2.1.3, a monomorphism
ϕ : 〈[g]〉∗ ⊆ V r −→ V with [g] = [g]ϕpi where pi is the canoncial projection.
Let us now consider [g]ϕ. Since [g]ϕpi = [g] it follows that [g] is the coset of [g]ϕ.
Hence | supp([g]ϕ)| = κ because otherwise [g] = 0. Therefore t([g]ϕ) = t(Z)
since V has the Sκ-property by assumption. It now follows that t([g]) ≤
t([g]ϕ) = t(Z) and hence t([g]) = t(Z); thus we are done. 
It is easy to see that, whenever the reduced vector group V r is Z-homogeneous,
then the vector group V satisfies the Sκ-property. Hence these properties are
equivalent:
Corollary 2.2.2 Let κ be a regular cardinal, V a vector group and V r the
corresponding reduced vector group. Then V has the Sκ-property if and only if
V r is Z-homogeneous.
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The next lemma provides an important tool for characterizing ℵ1-free reduced
vector groups. In our context, we use the expression ‘almost all’ to describe
a property which is true for all but less than κ elements. Moreover, for an
element [g] ∈ V r and E ≤ κ, we say that [g]E is constant if gE is almost
constant, i.e. gE ∈ V is constant for all but < κ elements.
Lemma 2.2.3 Let κ be a regular cardinal and let V , V r be as above. Moreover,
let g1, . . . , gn ∈ V .
Then there is a countable family of pairwise disjoint sets {Ej | j ∈ J ≤ ω}
such that
• |κ \⋃j∈J Ej| < κ;
• |Ej| = κ for all j ∈ J ;
• [gi]Ej is constant for all 1 ≤ i ≤ n and j ∈ J .
Proof. First we define sets Gqi := {α < κ : giα = q} for all q ∈ Q and
1 ≤ i ≤ n, i.e. Gqi collects all coordinates α of gi which are equal to q.
Next let
F := {Gq11 ∩ · · · ∩Gqnn | (q1, . . . , qn) ∈ Qn}.
Obviously, F is countable, say F = {Gj | j ∈ J} for some J ≤ ω. It follows
immediately that [gi]Gj is constant for all 1 ≤ i ≤ n, j ∈ J .
We claim κ =
⋃
j∈J Gj:
For all 1 ≤ i ≤ n and for each α < κ, we have α ∈ Ggiαi and hence α ∈
G
g1α
1 ∩ · · · ∩Gg
n
α
n . Therefore κ =
⋃
j∈J Gj, as claimed.
Now let F ′ = {Gj | j ∈ J, |Gj| < κ}. Then |
⋃
G∈F ′ G| < κ and hence we have
that the family F ′′ := F \ F ′ satisfies the property |κ \⋃G∈F ′′ G| < κ. Since
κ is regular by assumption, we obtain that F ′′ is non-empty. Obviously, F ′′
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is also countable and hence we may enumerate F ′′ by F ′′ = {Ej | j ∈ J ′} for
some J ′ ≤ ω. Finally note, that the Ej’s in F ′′ are pairwise disjoint since the
giα’s can only take one value at a time. 
Next we use the above lemma to characterize ℵ1-free reduced vector groups.
Theorem 2.2.4 Let κ be a regular cardinal, V =
∏
α<κRα be a vector group
and let V r be the corresponding reduced vector group.
Then the following are equivalent:
(i) V r is ℵ1-free;
(ii) V satisfies the Sκ-property;
(iii) V r is Z-homogeneous.
Proof. First note, that the equivalence of (ii) and (iii) has already been
established (see Corollary 2.2.2). Moreover, it is clear that ℵ1-freeness implies
Z-homogeneity. Hence it remains to prove that (iii) implies (i).
So, assume that V r is Z-homogeneous. We show that V r is ℵ1-free by applying
Pontryagin’s Criterion (see Lemma 2.1.4). Therefore we need to prove that
every (pure) finite rank subgroup C of V r is free. In order to do so, let
[g1], . . . , [gn] ∈ V r and put C := 〈[g1], . . . , [gn]〉∗. By Lemma 2.2.3, there is a
family
F := {Ej | j ∈ I ≤ ω}
of subsets of κ such that |κ \⋃j∈I Ej| < κ, |Ej| = κ for all j ∈ I, and [gi]Ej
is constant for all 1 ≤ i ≤ n and j ∈ I.
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Since the [gi] Ej’s are constant, there is (r1, . . . , rn) ∈ Qn with gij = ri for
almost all j ∈ Ej. Now, let F be the subgroup of V r given by
F = {[v] ∈ V r | [v]Ej is constant for all j ∈ I}.
Clearly, [gi] ∈ F for each 1 ≤ i ≤ n. We show that F is a pure, ℵ1-free
subgroup of V r. Then we are done, since C ⊆ F and so C has to be free.
First we prove that F is ℵ1-free. For all j ∈ I, let [ej] be defined in the
following way :
ejl :=
1, if l ∈ Ej0, if l 6∈ Ej.
Because V r is Z-homogeneous and |Ej| = κ, it follows that t(ej) = t([ej]) =
t(Z) for all j ∈ I. Hence we can find lj ∈ Z such that χ([ ejlj ]) = (0, . . . , 0, . . . )
for all j ∈ I. Let us now define the following homomorphism:
ϕ : F −→ ZI , [f ] 7→ z
via zj = ljkj ⇐⇒ [f ]Ej = kj[ej].
It is easy to check that ϕ is well defined: If [f ] = [f ′] then | supp(f − f ′)| < κ
and hence, if fi = r for some r ∈ Q and for almost all i ∈ Ej, then also f ′i = r
for almost all i ∈ Ej. It remains to show that ljkj ∈ Z. We know that kj ∈ Q
and t(ej) = t(Z). Furthermore, [f ]Ej = kj[ej] and [ ejlj ] is not divisible in V
r
by any integer. Therefore〈[
ej
lj
]〉
= {[v] ∈ V | [v]Ej is constant and supp([v]) ≤ Ej}
and thus it follows that there is k′j ∈ Z such that k′j([ ejlj ]) = [f ]Ej = kj[ej].
Hence kjlj ∈ Z as required, i.e. ϕ is, indeed, well defined.
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Moreover, ϕ is obviously onto and ϕ is also monic since |κ \ ⋃j∈I Ej| < κ.
Therefore F ∼= ZI is ℵ1-free.
Now we prove that F ⊆∗ V r. So, let [v] ∈ V with k[v] ∈ F for some k ∈ Z\{0}.
It follows that k[v]Ej is constant for all j ∈ I, and hence [v]Ej has to be
constant, too. Thus we have [v] ∈ F and so we are done. 
The corollary below is some kind of a generalization of the Wald- Los´-
Lemma 2.1.3 in the following sense: It does not only provide a criterion for
countable U ⊆ ∏rκ Z to be embeddable into ∏ω Z, but also for countable
subgroups of more general reduced vector groups.
Corollary 2.2.5 Let κ be a regular cardinal and let V r =
∏r
α<κRα be a
Z-homogeneous, reduced vector group.
Then, for all U ⊆ V r with |U | = ℵ0, there is a monomorphism α : U −→
∏
ω Z.
Proof. The result follows from the proof of Theorem 2.2.4. 
Before we can proceed with presenting an example of a product of rational
groups which does not commute with the Chase radical ν, we need the following
lemmas. The first one characterizes the Chase radical νG of a group G as the
minimal group such that G/νG is ℵ1-free, while the second one provides a
criterion for the Chase radical ν to commute with products depending on the
corresponding reduced product.
Lemma 2.2.6 (S. U. Chase [5]) Let G be a group and let U ⊆ G be a sub-
group of G such that G/U is ℵ1-free. Then νG ⊆ U , i.e. νG is minimal among
all subgroups U of G with ℵ1-free quotient G/U .
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Proof. Let G, U be as above and let piU : G −→ G/U denote the canonical
epimorphism. Since G/U is ℵ1-free, we obtain that
νG =
⋂
{Ker(ϕ) | ϕ : G −→ X with X ℵ1-free} ⊆ Ker piU = U.
Hence νG is minimal with respect to the desired property. 
Lemma 2.2.7 Let κ be a regular cardinal and let V r =
∏r
α<κGα be an ℵ1-free
reduced product. Moreover, suppose that ν commutes with products of size λ
for all λ < κ, and that νGα = Gα for all α < κ.
Then ν(
∏
α<κGα) (
∏
α<κ νGα.
Proof. Let κ, V r be as above. By assumption, ν commutes with products
of size λ for all λ < κ and hence we obtain, for all subfamilies {Gα : α < λ},
that ν(
∏
α<λGα) =
∏
α<λ νGα =
∏
α<λGα. Therefore we deduce
ν
(∏<
α<κ
Gα
)
=
∏<
α<κ
Gα.
This implies ∏<
α<κ
Gα ⊆ ν
(∏
α<κ
Gα
)
.
On the other hand, V r =
∏
α<κGα/
∏<
α<κGα is ℵ1-free and hence, by
Lemma 2.2.6, we have ∏<
α<κ
Gα ⊇ ν
(∏
α<κ
Gα
)
,
and thus equality holds. We finally conclude ν(
∏
α<κGα) 6=
∏
α<κ νGα =∏
α<κGα as required. 
We are now ready to prove that the Chase radical ν does not commute with
arbitrary products of size ℵ1.
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Theorem 2.2.8 There is a vector group V =
∏
α<ℵ1 Rα such that the Chase
radical ν does not commute with V , i.e.
ν(
∏
α<ℵ1
Rα) 6=
∏
α<ℵ1
νRα.
Proof. First we show that there exists an antichain {Rα : α < ℵ1} of rational
groups such that t(Rα) ∧ t(Rβ) = t(Z) for all α 6= β < ℵ1, but t(Rα) 6= t(Z)
for each α < ℵ1.
As is well known, there exists a family of almost disjoint subsets Aα of the set
of primes of size ℵ1, in fact, of size 2ℵ0 .
Now define
Rα :=
〈
1
p
: p ∈ Aα
〉
.
Since Aα ∩ Aβ is finite for any α 6= β, it follows immediately, that the family
{Rα : α < ℵ1} satisfies the desired properties.
By the definition of the Chase radical and since t(Rα) 6= t(Z), we have that
νRα = Rα for all α < ℵ1. Moreover, it is easy to see that V =
∏
α<ℵ1 Rα
satisfies the Sℵ1-property and hence V
r is ℵ1-free, by Theorem 2.2.4. Finally,
we apply Lemma 2.2.7 and deduce
ν
(∏
α<ℵ1
Rα
)
6=
∏
α<ℵ1
Rα =
∏
α<ℵ1
νRα.
This finishes the proof. 
As mentioned in Section 2.1, Eda has already shown that there exists a product
of rational groups such that the Chase radical does not commute with this
product. We want to finish this section with two examples, demonstrating that
the property for a reduced vector group to be Z-homogeneous may depend on
the underlying set theory.
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Example 2.2.9 Under the assumption of ZFC+MA, every strictly descend-
ing chain C = {tα : α < κ} ≤ T of cofinality cf(C) = κ < 2ℵ0 has a lower
bound S with tα > S > t(Z) for all α < κ (for a proof [22], [28]).
Therefore the vector group V =
∏
α<κRtα with t(Rtα) = tα does not satisfy
the Sκ-property and hence the corresponding reduced vector group V
r is not
Z-homogeneous.
On the other hand, we have:
Example 2.2.10 Under the assumption of ZFC + CH, every strictly de-
scending chain C = {tα : α < κ} ≤ T of cofinality cf(C) = κ > ℵ0 can be
extended in such a way that inf C = t(Z). In particular, there is a chain C
of cofinality ℵ1 = 2ℵ0 such that the reduced vector group V r =
∏r
α<κRtα is
Z-homogeneous.
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2.3 Reduced products of arbitrary groups
In this final section, we investigate possible generalizations of Theorem 2.2.4.
In fact, we shall prove two results which can be considered as generalizations
of this theorem.
However, first we give an example which demonstrates that the theorem cannot
be generalized to arbitrary groups in the canonical way.
Example 2.3.1 Let C be a Z-homogeneous, indecomposable group of rank
2 (for the existence of such a group see [16, Theorem 88.4]). Moreover, let κ
be regular, let V :=
∏
κC and let V
r be the corresponding reduced product.
Then it is easily seen, using Lemma 2.1.3, that V r is Z-homogeneous: For
any [x] ∈ V r, there is an embedding ϕ : 〈[x]〉∗ ↪→
∏
κC and hence t([x]) ≤
t([x]ϕ) = t(Z), i.e. t([x]) = t(Z).
However, V r is not ℵ1-free, as proven below in two different ways. Note, if
Theorem 2.2.4 were true for arbitrary groups, then V r would be ℵ1-free.
First consider the homorphism
∇ : C −→ V r
defined via c 7→ [(c, . . . , c, . . . )].
It is easy to see that ∇ is injective. Since C is indecomposable of rank 2, it
cannot be free and hence V r cannot be ℵ1-free.
Alternative: Since C is indecomposable of rank 2, it follows immediately that
Hom(C,Z) = 0 and hence νC = C. Therefore, by Theorem 2.1.6, we have∏
κC =
∏
κ νC = ν
∏
κC. In particular,
∏<
κ C ( ν
∏
κC. However, ν
∏
κC
is the minimal group such that
∏
κC/ν
∏
κC is ℵ1-free by Lemma 2.2.6, and
thus it follows that V =
∏r
κC cannot be ℵ1-free.
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Next we present a straightforward generalization of Theorem 2.2.4. In fact, we
consider groups which can be embedded in a vector group.
Theorem 2.3.2 Let κ be a regular cardinal and let {Gα | α < κ} be a family
of groups such that each Gα is embeddable in a vector group Vα over less than
κ rational groups. If
∏
α<κ Vα has the Sκ-property, then the reduced product∏r
α<κGα is ℵ1-free.
Proof. Let Gα, Vα be as above, say
ια : Gα −→ Vα =
∏
λ<θα
Rαλ ,
for some θα < κ. Moreover, put ϕ =
∏
α<κ ια, i.e.
ϕ :
∏
α<κ
Gα −→
∏
α<κ
Vα =
∏
α<κ,λ<θα
Rαλ
is defined in the obvious way. By assumption and by Theorem 2.2.4, we have
that
∏r
α<κ,λ<θα
Rαλ is ℵ1-free.
Next let
ϕ˜ :
∏r
α<κ
Gα −→
∏r
α<κ,λ<θα
Rαλ
be defined via [x] 7→ xϕpi
with pi :
∏
α<κ,λ<θα
Rαλ −→
∏r
α<κ,λ<θα
Rαλ the canonical projection. We show
that ϕ˜ is a well-defined embedding, which then implies the desired ℵ1-freeness
of
∏
α<κGα, since subgroups of ℵ1-free groups are also ℵ1-free.
First, we prove
(
∏<
α<κ
Gα)ϕ =
∏<
α<κ,λ<θα
Rαλ ∩ (
∏
α<κ
Gα)ϕ.
Let x ∈∏<α<κGα. Then xϕ ∈ (∏α<κGα)ϕ and | supp(xϕ)| < κ, which implies
that xϕ ∈∏<α<κ,λ<θα Rαλ ∩ (∏α<κGα)ϕ.
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For the converse inclusion, let y ∈∏<α<κ,λ<θα Rαλ ∩ (∏α<κGα)ϕ. Then there is
x ∈ ∏α<κGα such that xϕ = y. Moreover, we know that | supp(y)| < κ and,
as ϕ is monic, we obtain | supp(x)| ≤ | supp(y)| < κ. Therefore, y = xϕ ∈
(
∏<
α<κGα)ϕ and so the above equality is proven.
Now it is clear, that the induced homorphism ϕ˜ is well defined.
It remains to prove that ϕ˜ is monic. In order to do so, let [x] ∈∏rα<κGα and
assume xϕpi = 0, i.e. xϕ ∈∏<α<κ,λ<θα Rαλ . Moreover, xϕ ∈ (∏α<κGα)ϕ which
implies that xϕ ∈ (∏<α<κGα)ϕ and thus [x] = 0. So the proof is finished. 
Before we prove a more sophisticated generalization of Theorem 2.2.4, we
generalize the main tool Lemma 2.2.3, that is, we give a criterion for checking
whether a given reduced product of a family of groups {Gβ | β < κ} is ℵ1-free.
Lemma 2.3.3 Let κ, λ be cardinals with κ regular and let {Gα ⊆ Q(λ) | α < κ}
be a family of torsion-free groups. Moreover, let V r denote the reduced product
V r =
∏r
α<κGα and let {[gβ] : β < η} ⊆ V r be a subset of η elements for some
η with λη < κ.
Then there exist a cardinal τ ≤ λη and a family of pairwise disjoint sets F :=
{En | n < τ} such that
• |κ \⋃n<τ En| < κ;
• |En| = κ for all n < τ ;
• [gβ]Ej is constant for all β < η, and j < τ .
Proof. Let {[gβ] : β < η} ⊆ V r be the given subset. We define sets Hr,β by
Hr,β := {α < κ : gβα = r}
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for all r ∈ Q(λ) and β < η. Note that the lower indices identify the coordinates.
Furthermore, let
F := {
⋂
β<η
Hrβ ,β | (rβ)β<η ∈ (Q(λ))η}.
It is easy to see that F is of cardinality θ ≤ λη < κ. So, let us enumerate
those sets with θ, i.e. F = {Hα | α < θ}. If we now consider the [gβ]’s, it
is immediate that [gβ]Hj is constant for all β < η, j < θ. We claim that
κ =
⋃
j<θHj: Take ξ < κ. Then ξ ∈ Hgβξ ,β for all β < η and hence
ξ ∈
⋂
β<η
Hgβξ ,β
.
Since this holds for all ξ < κ, it follows that κ =
⋃
j∈I Hj.
If we now define F ′ = {Hj | j < θ, |Hj| < κ}, then |
⋃
H∈F ′ H| < κ. Hence, if
we omit those Hj’s with |Hj| < κ, we obtain the family of sets F ′′ := F \ F ′
with the property that |κ \⋃H∈F ′′ H| < κ. Clearly, F ′′ satisfies the required
properties (cf. proof of Lemma 2.2.3). 
We are now ready to characterize those families of groups, for which the re-
duced product is ℵ1-free. Note that, the necessary and sufficient condition
resembles the Sκ-property for rational groups.
Theorem 2.3.4 Let λ < κ = cf(κ) be cardinals and let V r =
∏r
α<κGα be the
reduced product of Gα ⊆ Q(λ) (α < κ).
Then V r is ℵ1-free if and only if, for all I ≤ κ with |I| = κ, the intersection⋂
α∈I Gα is ℵ1-free.
Proof. First we prove that V r is ℵ1-free provided that
⋂
α∈I Gα is ℵ1-free for
all I ≤ κ with |I| = κ. By Pontryagin’s Criterion 2.1.4, it is sufficient to show,
that every finite rank pure subgroup of V r is free.
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Let [g1], . . . , [gn] ∈ V r and define C := 〈[g1], . . . , [gn]〉∗. By Lemma 2.3.3, there
is a family
F = {Ej | j < τ ≤ λ}
with |κ \ ⋃j<τ Ej| < κ, |Ej| = κ for all j < τ and [gj]Ej is constant for all
1 ≤ i ≤ n, j < τ . Hence there is (r1, . . . , rn) ∈ (Q(λ))n with gi(l) = ri for all
l ∈ Ej with j < τ and 1 ≤ i ≤ n. We now consider
F := {[v] ∈ V r | [v]Ej is constant for all j < τ}.
Obviously, it is sufficient to prove that F ⊆∗ V r and F is ℵ1-free, since then
C ⊆∗ V r and C ⊆ F implies that C is free.
Let [v] ∈ V r such that k[v] ∈ F with k ∈ Z \ {0}. Then k[v]Ej is constant
for all j < τ and hence it is clear that [v]Ej is constant for all j < τ . This
implies that [v] ∈ F , i.e. F ⊆∗ V r.
It remains to show that F is ℵ1-free. In order to do so, we define the map
ϕ : F −→
∏
j<τ
 ⋂
α∈Ej
Gα

via [f ] 7→ z with zj = gj ∈
⋂
α∈Ej
Gα ⇔ [f ]Ej = gj.
It is easy to check that ϕ is well defined (cf. proof of Theorem 2.2.4).
Moreover, the injectivity of ϕ again follows from |κ \ ⋃j<τ Ej| < κ. Since a
product of ℵ1-free groups is clearly also ℵ1-free, we obtain F is ℵ1-free and
hence C ⊆∗ F is free.
Conversely, assume that V r is ℵ1-free. We need to show that
⋂
α∈I Gα is ℵ1-
free for all I ≤ κ with |I| = κ. Suppose not. Then there is I ⊆ κ with |I| = κ
such that K :=
⋂
α∈I Gα is not ℵ1-free. Hence K contains a non-free subgroup
2 REDUCED PRODUCTS AND THE CHASE RADICAL 83
of finite rank, that means, there are h1, . . . , hn ∈ K such that 〈h1, . . . , hn〉∗ is
not free. Define [gi] ∈ V r (1 ≤ i ≤ n) in the following way:
giI = hi and gi(κ \ I) = 0 for all 1 ≤ i ≤ n.
This now allows us to define
ψ : 〈[g1], . . . , [gn]〉∗ −→ 〈h1, . . . , hn〉∗ ⊆∗ K
with ψ(gi) = hi for all 1 ≤ i ≤ n and ψ(x), which is obviously an isomor-
phism. Therefore, 〈[g1], . . . , [gn]〉∗ ∼= 〈h1, . . . , hn〉∗ is not free, contradicting the
ℵ1-freeness of V r. 
We finish this section, respectively the chapter, with a special case of the above
theorem, which is interesting on its own right.
Corollary 2.3.5 Let κ > 2λ be cardinals and V r =
∏r
α<κGα with Gα ⊆ Q(λ).
Then V r is ℵ1-free if and only if Gα is ℵ1-free for almost all α < κ.
Proof. Recall first, that in this context ‘for almost all’ means for all but less
than κ.
Assume that there is I ⊆ κ with |I| = κ such that Gα is not ℵ1-free for all
α ∈ I. Since there are at most 2λ < κ subgroups of Q(λ), there is I ′ ⊆ I with
|I ′| = κ such that Gα is constant for all α ∈ I ′. Hence
Gα =
⋂
α∈I′
Gα
is not ℵ1-free and thus, by Theorem 2.3.4, V r cannot be ℵ1-free.
Conversely, let V r be ℵ1-free. Then
⋂
α∈I Gα is ℵ1-free for all I ⊆ κ with
|I| = κ, by Theorem 2.3.4. For each α < κ, define Iα = {β < κ | Gβ = Gα}
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and let
I ′ :=
⋃
α<κ,|Iα|<κ
Iα.
Then |I ′| < κ since only 2λ < κ different Gα ⊆ Q(λ) may exist. Hence, for all
α ∈ κ \ I ′ holds that
Gα =
⋂
β∈Iα
Gβ
is ℵ1-free, by hypothesis and since |Gα| = κ in this case. 
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