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Abstract
The aim of this study is to investigate the suitability of selected swarm optimization algorithms to the
generalized assignment problem as encountered in multi-target tracking applications. For this purpose, we
have tested variants of particle swarm optimization and ant colony optimization algorithms to solve the 2D
generalized assignment problem with simulated dense and sparse measurement/track matrices and compared
their performance to that of the auction algorithm. We observed that, although with some modiﬁcation swarm
optimization algorithms provide improvement in terms of speed, they still fall behind the auction algorithm
in ﬁnding the optimum solution to the problem. Among the investigated colony optimization approaches, the
particle swarm optimization algorithm using the proposed 1-opt local search was found to perform better than
other modiﬁcations. On the other hand, it is assessed that swarm optimization algorithms might be powerful
tools for multiple hypothesis target tracking applications at noisy environments, since within single execution
they provide a set of numerous good solutions to the assignment problem.
Key Words: Generalized assignment problem, ant colony optimization, particle swarm optimization, data
association, target tracking

1.

Introduction

The data association problem, in which the measurements are assigned to the established tracks, is a crucial
step in multi-target tracking applications. From simple nearest neighbor method to complex multiple hypothesis
tracking, the tracking literature is ﬁlled with a variety of solutions proposed for associating measurements to the
established targets in a complex multi-target environment. These methods show progressive advancement in
performance through taking advantage of the increasing computational resources. Lately, research on assignment
methods has shown great success for solving the data association problem [1- 4]. In the assignment method,
the data association problem is converted to a 0-1 optimization problem where the total distance/beneﬁt of
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assigning targets to measurements is minimized/maximized [1]. The early assignment algorithms use only a list
of measurements from a single time scan, which will be correlated with the targets being tracked. This way,
the resulting data association problem can be formulated as a 2D asymmetric assignment problem, which can
be solved eﬃciently by polynomial time algorithms such as Munkres [5], auction [6] and JVC [7]. Availability
of cheaper computational power has stimulated a desire for exploiting further lists of measurements in making
data association decisions among the researchers. Unfortunately, additional lists for the assignment yield a
multidimensional problem, which is well known to be NP hard [2]. Thus, a variety of approximations were
proposed to address the multidimensional assignment problem. Lagrangian relaxation is used to ﬁnd a solution
in polynomial time [8] as the state of the art approach. This method also provides a measure of accuracy for the
solution found [2, 8]. However, in [8] it is stated that with this method, a complete assignment hypothesis tree
is needed and over 90 percent of the computing power is spent on the creation of this assignment hypothesis
tree rather than solving the assignment problem. To reduce the computational eﬀort, a randomized method
was proposed in [8] to build the assignment hypothesis tree randomly then solve the assignment problem on
this reduced tree. This method demonstrated superior performance both in computational time and accuracy.
Furthermore, the randomized method was able to create multiple assignment hypotheses without any additional
computation; i.e. it can produce “m” good solutions, which can also be exploited by multiple-target tracking
algorithms. Inspired from this success, we turn to investigate diﬀerent randomized methods for solving the
assignment problem encountered in multi-target tracking applications.
Our interest lies in the nature-inspired and colony-based stochastic optimization algorithms, namely, the
particle swarm optimization (PSO) [9] and ant colony optimization (ACO) [10]. The ACO is an algorithm designed for solving discrete combinatorial problems. Therefore, it is directly applicable to solving the assignment
problem for target tracking. In this paper, we will be using the MAX-MIN ant system (MMAS) variant of the
ACO.
The particle swarm optimization method on the other hand, is originally designed for the optimization
of continuous functions. However, due to its increasing popularity (caused by its simplicity and power), several
researchers have applied it to combinatorial optimization problems. Of these, the most important contributions
have been made by applying PSO to the task assignment (symmetric assignment) problem [11, 12], traveling
salesman problem [13, 14], sequencing and scheduling problems [15-17], the quadratic assignment problem [18,
19], the permutation problem [20], and more recently to the shortest path problem [21]. In this study, among the
works listed above, we investigate and apply two discrete modiﬁcations of PSO (the “Clerc” approach [13] and
the “Hu-Eberhart-Shi” approach [20]) that are applicable to the generalized assignment problem. Moreover,
we later propose a novel PSO type method called 1-opt local search in order to address the shortcomings of the
mentioned PSO variants.
In this work, we test these nature inspired algorithms on the 2D assignment problem and compare their
performances with the performance of the auction algorithm. The reason for selecting the 2D assignment
problem as our test bed follows from the fact that 2D assignment problem can be solved in polynomial time.
The auction algorithm provides the optimum solution, and is a well-known algorithm in the tracking community.
Therefore it is used as a reference for the performance of the nature inspired heuristic algorithms.
In Section II we present mathematical deﬁnition of the asymmetric assignment problem in target tracking.
Section III describes the biologically inspired optimization methods we have studied. In Section IV, we describe
1060
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our numerical tests and state our results. Finally, in Section V we raise our conclusions and suggest directions
for future work.

2.

2D asymmetric assignment problem in target tracking

In multi-target tracking, at each scan time a set of observed measurements is populated in order to be assigned to
the existing tracks, so that each track can be updated. Thus, the non-trivial problem of ﬁnding which observed
measurement is originated from which target, has to be solved. Since only the current list of measurements is
being assigned to the tracks, the problem is referred to as the “2D assignment problem.” In what follows, the
deﬁnition of the 2D assignment problem in multi-target tracking applications is given.
Given a ﬁnite set of tracks T = {0, 1,. . . , n}, a ﬁnite set of measurements M = {0, 1,. . . , m},
and a matrix of track scores where each element B(i, j) represents the beneﬁt of associating track i to the
measurement j . The objective of the 2D asymmetric1 assignment problem is to ﬁnd the track-measurement
association with the global maximum beneﬁt satisfying the following constraints [4]:
1. Each track (except for track zero) is to be associated with at most one measurement.
2. Each measurement (except for measurement zero) is to be associated with at most one track.
Track zero and measurement zero are dummy variables. Track zero represents the case where no track
can be found to be associated with a measurement. This may possibly be caused by a spurious measurement
(false alarm) or a valid measurement from a new track initiator, i.e., a new target. Likewise, measurement zero
represents the case where no measurement can be found to be associated with a given track, therefore it is a
misdetection. Mathematically these criteria can be formulated as [1]

max
ρ

n 
m


B(i, j)ρ(i, j)

(1)

i=0 j=0

where ρ is the binary assignment variable such that

ρ(i, j) =

1 measurement j is assigned to track i
0 otherwise

(2)

subject to the conditions
m


ρ(i, j) = 1 for j = 1, ... , n

i=0
n


(3)
ρ(i, j) = 1 for i = 1, ... , m

j=0

2.1.

Nature inspired heuristic algorithms

In this paper we are interested in colony based, nature inspired algorithms to ﬁnd a group of solutions to the
assignment problem. The algorithms studied in this work are described below.
1 The

word asymmetric indicates the fact that the number of measurements and tracks are not the same.
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2.2.

Particle swarm optimization

Particle swarm optimization (PSO) is a population based, biologically inspired stochastic optimization method.
It was discovered by Kennedy and Eberhart while they were trying to simulate a simpliﬁed social model [9].
This simulation model was later found out to be propitious in optimization of continuous functions.
PSO, similar to other population-based algorithms, is initialized with a random set of solutions (in fact
solution candidates). These solutions are referred to as particles. The set of particles is called a swarm. In
the generic PSO, each particle is ﬂown randomly in the problem space under the inﬂuence of two attractors,
particle’s own best position and the best position found by any member of the whole swarm. Through this
random motion that is biased by the local best and the global best attractors, a search is carried out around
desirable regions of the problem space.
Assuming a swarm of n particles is being used, each individual particle i, (1 ≤ i ≤ n) at PSO iteration
number t has the following attributes [22]: A position vector, xi (t), which codes parameters that need to be
optimized; a velocity vector, vi (t), which operates on the position vector in order to determine the position
where the particle will be ﬂown next, and ﬁnally a personal best position vector, yi (t), which stores individual’s
most ﬁt position found from the beginning of the algorithm up to iteration t. Additionally, each individual
particle shares its personal best position with its peers in order to ﬁnd the global best position, yi∗ , the most
ﬁt position by any particle within the swarm, therefore ensuring a swarm-wide information sharing.
At each iteration, the particle position is updated through the equations
vi (t + 1) = wvi (t) + c1 u1 (t). ∗ [yi (t) − xi (t)]
+c2 u2 (t). ∗ [yi∗ (t) − xi (t)]

(4)

xi (t + 1) = xi (t) + vi (t + 1),

(5)

where, u1 and u2 are d dimensional independent identically distributed vectors whose elements are sampled
independently from the uniform distribution, U (0,1). The variable w in equation (4) is called the inertia weight,
which is typically linearly reduced (from 1.0 to 0.0 according to [22], from 0.95 to 0.4 according to [23]) as the
algorithm progresses. The variables c1 and c2 denote the acceleration coeﬃcients. They determine how far an
individual particle can ﬂy at each iteration, and typically they are set to 2.0 [24]. The operation “.*” here is
deﬁned to be an element by element product.
The standard PSO algorithm described above has been proposed for, and commonly used in, the optimization of continuous functions. For the problems of discrete nature, however, application of the PSO is not
as popular. The problem of assignment, unfortunately, is a discrete combinatorial problem. It can easily be
seen that random update procedure described in the formulation above will lead to invalid assignments as a
result of which multiple tracks get assigned to the same measurement or multiple measurements get assigned to
a unique track. Therefore, the standard PSO procedure needs to be modiﬁed for the solution of the assignment
problem. The modiﬁcations implemented in this work are described below.
2.2.1.

PSO Variant-1 Based on Clerc’s Approach

Originally proposed for the traveling salesman problem (TSP), Clerc has redeﬁned the terms in equations (4)
and (5) in order to apply the PSO to the TSP [13]. Since 2D assignment can be thought of as a relaxation to
the TSP, a similar approach is applicable to our case.
1062
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Deﬁnitions of terms and operations within the Clerc framework for PSO used in the generalized assignment problem are described below [13].
Clerc’s Deﬁnition 1: Position
Each particle is encoded as a permutation vector representing the order in which tracks get assigned to
the measurements. For example, the particle xi (t) = [1 2 3 4 5] will code the assignment where the ﬁrst track
gets assigned to the ﬁrst measurement, the second track gets assigned to the third measurement and so on for
all the tracks in the tracks list.
Clerc’s Deﬁnition 2: Velocity
In order to apply the PSO, the velocity term has to be redeﬁned, such that when applied to a position
term, it has to change this term to another position in the permutation space. In Clerc’s formulation, the
velocity is deﬁned as a set of sequential swap operations. For example, the velocity term vi (t) = {(1,2), (2,3)},
when applied to a position vector, will dictate that two consecutive swaps in the measurement list order will be
made (i.e., ﬁrst, the position of the ﬁrst measurement will be swapped with that of the second measurement;
later this new position of the second measurement will be swapped with the position of the third measurement).
In Clerc’s approach, two types of addition operations are deﬁned.
Clerc’s Deﬁnition 3: Addition of Position with Velocity
Addition of a position term with a velocity set will result in a new position by implementing swaps given
in the velocity set as described above.
Clerc’s Deﬁnition 4: Addition of Velocity with Velocity
Addition of a velocity with another velocity will append the new velocity set to the end of the ﬁrst
velocity set.
Clerc’s Deﬁnition 5: Subtraction
Subtraction operation is deﬁned exclusively in order to be used with position vectors. Subtraction of two
position vectors results in a velocity set which, when applied to the subtrahend, will give the minuend.
Clerc’s Deﬁnition 5: Multiplication
Multiplication operation is deﬁned to be used exclusively with the velocity term. Let c be a real coeﬃcient,
v be a velocity and ||v|| be the cardinality of v . According to Clerc [13], the result of the multiplication of c
with v depends on the value of c:
1. Case c = 0
cv = ∅
2. Case 0 < c ≤ 1
In this case, v will be truncated in order to keep its ﬁrst c||v|| elements. If c||v|| is not an integer, it will
be rounded down.
3. Case c > 1
In this case, c will be decomposed as:
c = k + c , k ∈ N + , c ∈ [0,1[
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and cv will be deﬁned to be:
cv = v ⊕ v ⊕ ... ⊕ v ⊕c v



k times
4. Case c < 0
In this case, cv will be rewritten as cv = (- c)(- v); where negation of velocity is deﬁned to be the reversal
of the order of the swap operations kept in the velocity set.
With the operations and terms deﬁned above, PSO algorithm described with Equations (4) and (5)
becomes applicable to both TSP and generalized assignment problems.

2.2.2.

PSO variant-2 based on Hu-Eberhart-Shi approach

Originally designed to solve the n-queens problem, Eberhart et al. in [20] generalize the PSO algorithm to the
permutation type problems. In their approach, a particle’s position is encoded as a permutation vector similar
to that of the Clerc’s method. Velocity term also has a usage of swap operation acting on the position vector.
However, rather than dictating sequential swap operations immediately like the Clerc velocity, velocity is treated
as a vector encoding the probability of a swap of a certain assignment in the Hu-Eberhart-Shi approach. If the
distance between particle and better solutions known by the swarm is large, the particle velocity becomes large
and the particle gets more inclined to changing into a new permutation sequence. A detailed description of the
deﬁnitions of terms and operations within the Hu-Eberhart-Shi framework for PSO used in this work is given
below [20].
Eberhart et al.’s Deﬁnition 1: Position
Each particle is encoded as a permutation vector, which encodes the track to measurement associations
in the same way as in the Clerc algorithm.
Eberhart et al.’s Deﬁnition 2: Velocity
Velocity in the Hu-Eberhart-Shi approach, which is calculated through equation (5), represents the
probability of change in particle’s position. It is encoded as a vector of probabilities and has the dimension of
the position vector. However, since probabilities are deﬁned to lie in the range [0, 1], the calculated velocity
is further processed before acting on the position. First, the absolute value of the velocity is taken; then,
the positive velocity vector is normalized to its maximum range so that velocity probabilities are achieved. A
running example of the procedure taken from [20] is shown in Figure 1.
In Figure 1, assuming that the maximum velocity is 50, ﬁrst the velocity vector is normalized and |V | is
found. Then for each position element, a swap between the element of the global best position and the particle
position is made according to the probability calculated in |V | . As shown in Figure 1, the marked track of the
tested particle is assigned to the seventh measurement, whereas the same track of the global best particle is
assigned to the seventeenth measurement. The velocity vector shows that probability of swap for that track is
0.8. Therefore a random sampling from the uniform distribution is made and assuming that a swap is found as
the outcome, position of measurement seven and seventeen in the tested particle is swapped.
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Figure 1. Description of Hu-Eberhart -Shi approach for the position element marked with arrows [20].

The drawback of this approach is that, once a particle and the global best particle becomes the same, no
further change can be achieved. Eberhart et al. recommend a random swap between arbitrary two measurements
if such a case is observed.

2.3.

PSO variant-3 called 1-opt local search approach

Our experiments revealed that both Clerc and Hu-Eberhart-Shi approaches displayed very slow convergence,
in fact, too slow to render them feasible for multi-target tracking applications. Thus, we propose a faster PSO
type algorithm based on 1-opt local search method. The proposed 1-opt local search method merges PSO type
group/colony search methodology with the well-known 1-opt local neighborhood search. In this framework,
a group of 1-opt local search agents perform parallel random local search, and share information through the
global best agent found by the whole swarm. It is a greedy type method; therefore, unlike the standard PSO
agents do not need to store their local best positions.
The 1-opt local search algorithm starts with n random particles sampled uniformly form the permutation
space described above. The particle position deﬁnition is the same as the deﬁnition used by both Hu-EberhartShi and Clerc approaches. Later, a main loop consisting of local and global search steps is executed until the
termination conditions are met. 1-opt local search can be thought of a PSO variant, which gets rid of velocity
deﬁnition unsuitable to the assignment problem; and divides particle position update into two steps, the local
search update and the global search update. The local as well as global search updates are described in detail
below.

2.3.1.1 Local search update
The local search update for each particle consists of a loop of size k , which is conﬁgurable by the user. Each
loop iteration starts with a random track selection. For each track that comes after the selected track in the
position vector, a test is undertaken to check whether swapping measurements between two tracks increases the
ﬁtness of the particle. If an increase is observed, the swap is made and the loop is reinitialized with a new track
selection. The pseudo-code of the local search update is given in Figure 2.
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for (i = 1 : Search Iterations)
Select a random track
Put selected track to the taboo list
for ( Second Track = ((Selected Track + 1) : length(Tracks)) )
if swapping measurement of selected track and second track
decrease cost
do the swap
break the second loop
end
end
end

Figure 2. Description of 1-opt local search – Local search step.

2.3.1.2. Global search update
In the global search update, particles updated by the local search procedure are compared to the global best
particle of the swarm. For every track coded in the position vector of the particle, if the measurement taken
by the particle and the measurement taken by the global best particle is diﬀerent, it is checked whether a swap
in the particle between local measurement and global measurement is leading to an increase in the ﬁtness of
the particle. If ﬁtness is increased, the swap is performed; otherwise, the swap is still performed, but this time
with a probability of p, which is another user conﬁgurable parameter. The pseudo-code for the global update
procedure is given in Figure 3.
This simple algorithm, with its greedy approach, has shown superior performance compared to both
Hu-Eberhart-Shi and Clerc approaches in execution time as well as in the quality of solutions found. The
complexity of the algorithm is estimated as follows: Let M describe the length of the measurement vector. In
each local search iteration step, particles will on the average select the track in the middle of the track list.
Therefore, for the worst case assuming the track in the middle is selected, M /2 swap checks are performed for
each k local search iteration. Adding to this, the M global search swap checks and assuming P particles are
executed for I iterations. Thus, the average complexity of the algorithm is found to be O (IP((kM /2)+2)).

2.4.

Ant colony optimization

Ant colony optimization (ACO) is a biologically inspired, group based stochastic optimization algorithm using
artiﬁcial particles called ants, which iteratively construct random candidate solutions to combinatorial optimization problems [10]. The solutions constructed by the ants are biased to be in the good regions of the problem
space under the inﬂuence of two forces, namely problem dependent heuristic information and pheromone trails.
The problem dependent heuristic information is gathered from the ﬁtness function to be optimized whereas the
pheromone trail is a specialty of the ACO achieved by positive feedback from ant paths constructed throughout
the algorithm.
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global_search(particles,Cost Matrix)
for (i = 1 : length(particles))
for (j = 1 : length(particles(i))
Compare the measurement associated to particle(i) s Track j and
global best
particle s Track j
if different
Find the swap required to make particle(i) s Track j equal
to the global best

Track j

If swap increase benefit/decrease cost
Do the swap
else
Do the swap with a probability p
end
end
end
end

Figure 3. Description of 1-opt local search – Global search step.

In the ACO, multiple ants construct candidate solutions by starting with an empty solution [25]. Ants
then iteratively add new solution components probabilistically until a complete solution is achieved. After
solution construction is ﬁnished, ants give feedback on the solutions they have constructed by depositing
pheromone on the solution components they visited. In general, solution components which are part of better
solutions are used by many ants. This is because of the fact that, in ACO, good paths will receive a higher
amount of pheromone; thus in future iterations ants become biased to follow such paths. In the classical ACO,
all ants are allowed to deposit pheromones, but more recent ACO variants prefer a more elitist strategy where
only a single or a small group of ants are allowed to leave pheromone trails [26]. To avoid stagnation in the search
process, all pheromone trails are faded (evaporated) by a factor before ants lay new pheromones. Evaporation
also helps to avoid unlimited accumulation of pheromones.
In the standard ACO algorithm, a main loop is repeated until a termination condition, generally a
maximum amount of iterations, is met. In the main loop, ﬁrst, the ants construct feasible solutions, then the
pheromone trails get updated. Optionally, a local search may be applied to improve the quality of solutions.
In this work, we use MAX-MIN ant system (MMAS) [25] in solving the asymmetric assignment problem.
The MMAS is a successful variant of the ACO algorithm and is distinguished from the other ACO variants in
setting up maximum and minimum limits for pheromone levels and assuring that such levels are not violated by
successive deposition and fading of pheromones. Also, like other successful variants the MMAS uses an elitist
strategy in pheromone deposition. The description of MMAS algorithm [25] fused in this work is described
below.
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2.4.1.

Tour construction

Initially, ants are placed on randomly chosen tracks. Then, at each construction step, ants select a measurement
for this track probabilistically. The selected track (as well as the selected measurement), if diﬀerent from the
dummy measurement, is put into taboo lists for that particular ant; then the ant moves to another randomly
selected track not in the taboo list. The probabilistic choice measurement is biased by both the pheromone trail
and locally available heuristic information. The pheromone trail information is described below, and the latter
is deﬁned as the reciprocal of ci (t), the cost of assigning measurement i to track t [10, 25–26]:
ηi (t) =

1
.
ci (t)

(6)

Given that pheromone level and the heuristic information for measurement i assigned to track t to be τ i (t) and
η i (t), assuming that Ω represents the set of valid measurements for track t, then the probability of assigning
measurement i to track t is found as follows [25]:
τi (t)α ηi (t)β
.
p(Mi | T rack(t)) = 
τi (t)α ηi (t)β

(7)

i∈Ω

In Equation (7), the terms α and β determine the relative importance of heuristic and pheromone trail
information.
2.4.2.

Pheromone update

After all ants ﬁnish associating a measurement to each track, the pheromone trails get updated. First, all
pheromone trails are lowered the by a constant factor (evaporation), then the best performing ant deposits
pheromone on the track-measurement assignments it has created [25]. Pheromone update is performed through
the following equaiton [25]:
τi (t) = ρτi (t) +

m
j=1

Δτi (t) j .

(8)

Here, ρ is the trail persistence (thus, 1 - ρ models the evaporation) [25], Δ τ i (t)j is the amount of pheromone
the best ant puts on the assignment of measurement i to track j if they are assigned and m is the number of
measurements. Δ τ i (t)j is deﬁned as

Δτi (t) j =

1
ci (t) ,

if measurement j is assigned to track t
.
0 , otherwise

(9)

In general, good assignments will receive more pheromone, and therefore will be more likely to be chosen in
future iterations of the algorithm. In the MMAS, the maximum and minimum levels for pheromone are limited.
The maximum limit on the pheromones is shown in [25] to be
pheromonemax = ((1 − ρ)OptimalTotalCost)−1 .

(10)

Since optimal total cost is unknown, the optimal cost found by the algorithm is used to estimate the
maximum pheromone limit. The minimum pheromone limit is calculated as
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pheromonemin = pheromonemax (m)−1 ,

(11)

where m describes the length of the measurement matrix.

3.

Numerical tests and results

Although our interest lies in multi-target tracking applications, we ﬁnd it unnecessary to utilize a full tracking
scenario to test the assignment algorithm performances as we are only interested in the optimum measurement
to track assignments. Thus, in order to focus only on the performance comparison of the 2D assignment approaches, we have created random dense and sparse measurement/track matrices in order to test the algorithms.
The elements of test matrices represent the beneﬁt resulting from associating the relevant track with the measurement. The beneﬁt values were sampled uniformly from the integers within the interval [1,100]. The optimal
assignment conﬁguration is found by utilizing both auction and Munkres algorithms. The timing performance
of the auction algorithm was found to be superior to that of Munkres algorithm, thus the auction algorithm
was taken to be the benchmark for the heuristic algorithms. The parameters utilized by heuristic algorithms
are summarized in Table 1.
Table 1. Parameters used in heuristic algorithms.

PSO
w= 0.5+rand(0,2)
c1 = 2
c2 = 2

ACO
α=1
β = 15
ρ = 0.8

1-Opt PSO
k = 50
p = 10−6

An Intel Pentium 4 PC with a 2.8GHz CPU and 1 GB memory was used as a test bed. All algorithms
were coded on a MATLAB R2006a platform. In the simulations, 50 random beneﬁt matrices were created, and
the algorithms were tested for 300 iterations. For the results presented, “problem size” indicates total number
of elements in the test matrices. Two major simulation setups were constructed in order to observe the eﬀect
of the change in some parameters. These setups will be described in the following subsections.

3.1.

Simulation Setup 1

In the ﬁrst simulation setup, in order to investigate the eﬀect of particle/ant size, performance analysis was
carried out with colonies consisting of 5, 10 and 15 particles/ants. For this setup, the test matrix size is ﬁxed
at 100 ×100.
By taking the global beneﬁt returned from the auction algorithm to be 100 percent, the percentage average
beneﬁts returned by the heuristic methods are computed as seen in Table 2. It is observed that both the 1-opt
and ant colony optimization methods show robust behavior in providing solutions of good quality, even with
increasing problem dimension. In contrast, both Hu-Eberhart-Shi and Clerc algorithms do not provide good
quality solutions within the ﬁxed iterations given. Furthermore, their performance deteriorates when increasing
matrix dimension.
If we compare the ant colony optimization with 1-opt local search in terms of accuracy, the ant colony
algorithm seems to be more capable in providing solutions of better quality.
1069

Turk J Elec Eng & Comp Sci, Vol.18, No.6, 2010

Table 2. Percent average beneﬁt (computed over 50 independent executions) returned by the heuristic methods.

Problem Size
Particles
5
10
15
5
10
15
5
10
15
5
10
15

1-opt Local Search
Search
Ant Colony
Optimization
Clerc
Algorithm
Hu-EberhartShi Algorithm

50
Mean Std.
Dev.
98.09 0.15
98.14 0.07
98.19 0.18
99.50 0.03
99.69 0.08
99.74 0.04
74.03 0.45
75.30 1.11
77.47 0.65
91.93 0.57
93.49 0.55
95.50 0.29

100
Mean Std.
Dev.
97.68 0.20
97.99 0.11
98.15 0.18
98.50 0.09
98.98 0.16
99.12 0.13
66.30 0.16
68.45 0.39
71.35 0.19
86.11 0.57
88.78 0.68
90.21 0.54

200
Mean Std.
Dev.
97.32 0.16
97.28 0.21
97.36 0.17
97.92 0.12
98.22 0.21
98.21 0.11
61.88 0.42
64.61 0.30
67.22 0.63
76.10 0.34
81.24 0.31
83.44 0.53

400
Mean Std.
Dev.
97.48 0.22
97.51 0.18
97.64 0.19
97.51 0.15
97.60 0.18
97.88 0.13
58.21 0.94
59.53 0.89
61.04 0.93
67.66 0.55
70.97 0.67
74.22 0.62

Tables 3 to 5 summarize the timing results (i.e. average timing behavior of the algorithms) obtained for
this experimental setup. In terms of timing, it can be observed that both 1-opt local search and Hu-Eberhart-Shi
algorithms perform better than the ant colony optimization methods and Clerc algorithms.
Even though it was previously observed that ant colony optimization provides more accurate solutions
than 1-opt local search, it seems to be inappropriate for real-time applications due to low speed, and nonlinear
timing behavior (i.e. abnormal increases in the execution time with increasing problem size). On the other
hand, the other three other algorithms demonstrate almost-linear timing behavior. Among these, Clerc method
seems to be much too slow. Hu-Eberhart-Shi and 1-opt local search methods, which are competing with each
other in terms of speed and timing behavior, outperform ant colony optimization and Clerc.
In Tables 3 to 5 is shown a comparison of 1-opt local search and ant colony optimization (in terms of 95%
maximum beneﬁt achievement). It is observed that 1-opt local search still outperforms ant colony optimization
in speed and linear timing behavior for convergence to 95% maximum beneﬁt. In this comparison, the results
of Clerc and Hu-Eberhart-Shi methods are not considered and included; since they have already proven to be
failing in terms of solution accuracy as presented in Table 2 previously.
Table 3. Timing results (in seconds) for 5 particles and 300 iterations.

Problem Size
1-opt Local Search
Ant Colony Optimization
Clerc Algorithm
Hu - Eberhart - Shi Algorithm
Auction Algorithm
Problem Size
1-opt Local Search
Ant Colony Optimization
1070

Total Time (Completion of All Iterations)
50
100
200
400
0.94
1.8
3.7
8.73
18.66 84.0 494.7
3438.2
14.37 30.95 65.3
135.7
0.8
1.11
1.77
3.13
0.03
0.17
1.41
1.92
95% Max Beneﬁt Achieving Time
50
100
200
400
0.01
0.04
0.11
0.29
0.19
1.68
6.60
57.3
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Table 4. Timing results (in seconds) for 10 particles and 300 iterations.

Problem Size
1-opt Local Search
Ant Colony Optimization
Clerc Algorithm
Hu - Eberhart - Shi Algorithm
Auction Algorithm
Problem Size
1-opt Local Search
Ant Colony Optimization

Total Time (Completion of All Iterations)
50
100
200
400
1.99
3.91
8.23
18.42
36.08 161.48 982.2
6837.9
30.18 65.65 136.9
280.83
1.66
2.23
3.65
6.51
0.03
0.17
1.41
1.90
95% Max Beneﬁt Achieving Time
50
100
200
400
0.03
0.07
0.19
0.55
0.48
1.61
13.10
113.9

Table 5. Timing results (in seconds) for 15 particles and 300 iterations.

Problem Size
1-opt Local Search
Ant Colony Optimization
Clerc Algorithm
Hu - Eberhart - Shi Algorithm
Auction Algorithm
Problem Size
n1-opt Local Search
Ant Colony Optimization
Hu - Eberhart - Shi Algorithm

3.2.

Total Time (Completion of All Iterations)
50
100
200
400
3.1
6.04
12.79
29.24
53.6 245.59 1462.8
10210.5
46.4 99.78 210.22
460.79
2.53
3.47
5.54
10.41
0.03
0.17
1.44
1.93
95% Max Beneﬁt Achieving Time
50
100
200
400
0.03
0.08
0.30
0.90
0.54
2.46
19.50
136.1
1.95
-

Simulation Setup 2

In the second simulation setup, the eﬀect of denseness/sparseness of the measurement/track matrix is investigated by varying the problem size. Convergence results taken from a random run representing the general trend
observed in the experiments is shown in Figures 4 through 7. In the ﬁgures, the solid horizontal lines indicate
the 100%, 95%, 90% and 80% beneﬁt lines of the optimum global beneﬁt value found by the auction algorithm.
Speedy convergence to the top line by an optimization algorithm indicates that the algorithm produces the best
solution in a fast manner. As it can be deduced from the ﬁgures, convergence speed of both 1-opt local search
algorithm and the ant colony optimization is superior to both Hu-Eberhart-Shi and Clerc approaches for all
problem sizes and regardless of the number of particles. Furthermore, it can be observed that performance of
algorithms enhance with increasing the size of the swarm.
On the other hand, there are cases where all algorithms suﬀer from premature convergence and stagnation.
Nevertheless, we are interested in creating a swarm of good solutions quickly. The parameter β in the ant colony
optimization method was reduced in order to address the stagnation issue, likewise a probabilistic decision term
allowing beneﬁt decreasing swaps in the local search part of the 1-opt local search method may be introduced
as a solution for the same problem. Unfortunately, it was observed that although such modiﬁcations helped
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converging to the optimum value in the long run, they showed slower converging speed and required signiﬁcantly
increased number of iterations, which might render them infeasible for tracking applications. Therefore, a
greedier approach was undertaken for both algorithms.
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Figure 4. Algorithm performances for problem size 50. Results obtained for (a) 5 particles; (b) 15 particles.
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Figure 5. Algorithm performances for problem size 100. Results obtained for (a) 5 particles; (b) 15 particles.

4.

Conclusions

In this paper, we tested several heuristic algorithms on an important target-tracking problem, the asymmetric
assignment problem. Our experimental results indicate that although with some modiﬁcation, nature inspired
optimization algorithms provide improvement in terms of speed, they still fall behind the auction algorithm in
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Figure 6. Algorithm performances for problem size 200. Results obtained for (a) 5 particles; (b) 15 particles.
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Figure 7. Algorithm performances for problem size 400. Results obtained for (a) 5 particles; (b) 15 particles.

ﬁnding the optimum solution. An overall qualitative comparison and a summary of the results are given in Table
6. Among the heuristic approaches, the PSO algorithm using the proposed 1-opt local search has been found
to perform better than other modiﬁcations in terms of convergence speed and quality of solutions found. Both
Clerc and Hu-Eberhart-Shi approaches were found to be inappropriate for target tracking applications. These
algorithms may not be able to provide adequate convergence response for the stringent timing requirements of
real time tracking applications except only for the problems of very small dimensions. The reason of this poor
performance is considered to be ineﬃcient handling of information by both algorithms. In its each iteration, the
auction algorithm uses only the best choice and the second best choice for each track. Information regarding
competition for measurements between tracks is stored eﬃciently in a price matrix. Furthermore, tracks that
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were assigned to a measurement in the previous iterations do not enter the bidding phase unless challenged by
other tracks. Therefore, as iterations proceeded, the dimension of the problem to be solved by the auction
algorithm decreases. In contrast, the random search approach utilized by heuristic methods suﬀers from
the increased dimension. Additionally, by their deﬁnition, no dimension reduction like the auction algorithm
enjoyed, was applicable to the heuristics. Furthermore, for the Hu-Eberhart-Shi approach diﬀerentiating between
two near track-measurement conﬁgurations may be very hard as the diﬀerentiating probability found by the
velocity vector may be insigniﬁcant.
Table 6. Overall qualitative comparison of performances of the heuristic methods for the generalized assignment
problem.

1-opt Local Search
Ant Colony
Optimization
Clerc Algorithm
Hu - Eberhart - Shi
Algorithm

Solution
Accuracy
Good
Best

Speed
Fast
Slowest

Timing
Behavior
Linear
Non Linear

Poor

Slow

Linear

Insuﬃcient

Fastest

Linear

Overall Assessment
Suitable for target tracking applications
Suitable for target tracking applications (but
limited to non-real time applications only; due
to low speed and non linear timing behavior)
Not suitable for target tracking applications
due to poor solution accuracy
Not suitable for target tracking applications
due to insuﬃcient solution accuracy

In contrast, both 1-opt local search and ant colony optimization methods produced very promising
outcomes. Both methods converged to over 95% of the optimal solution in just a few iterations; on the other
hand, it should be noted that the execution time of the ant colony optimization is very long, and it demonstrates
nonlinear timing behavior, making it inappropriate for real-time tracking applications.
Start Here Next Another point that should be emphasized is that the heuristic methods provide not only
the best solution but also a set of good solutions. In terms of speed, considering that a group of good solutions
being returned, 1-opt local search method consistently achieved results faster than the auction algorithm for
each individual solution. Moreover, in terms of association accuracy, in an environment with high probability
of false alarms and missed detections; for a given set of measurements at a ﬁxed scan, the best solution to the
assignment problem might be diﬀerent than the exact association. In such a case, having the other good quality
solutions will be useful for constructing new (and/or maintaining existing) association hypotheses for a multiple
hypothesis target tracking application. Hence for hard assignment problems where multiple targets share a
number of measurements that might be correlated, such as arising in tracking air targets ﬂying in formation
or ground targets moving in close proximity by a sensor with limited angle resolution, both approaches could
be fruitful in providing a good set of candidate association hypotheses quickly. These hypotheses as shown in
[4] might then be used in a multidimensional assignment algorithm which bases its assignment decisions on a
multiple lists of measurements received in a sliding time window.
As a future work, we will test both approaches on a real target tracking simulation in a multiple
dimensional assignment framework where auction algorithm’s optimal 2D assignment may not be adequate
in tracking targets accurately and resulting in track loss. Other probable future work areas regarding the
performance issues might be as follows:
• the investigation of the eﬀects of the parameter k in the 1-opt local search method;
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• improvement of the performance of PSO for the generalized assignment problem—either by application
of other discrete PSO techniques given in [11-21], or by tuning the PSO parameters in order to decrease
instabilities and possible premature convergences.
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