Very little is known about the impact of atmospheric carbon dioxide pressure (pCO2) on the shaping 9 of biomes. 
Introduction

1
Understanding the role of atmospheric carbon dioxide pressure (pCO2) is paramount for the 2 interpretation of the of the paleo-vegetation record. The effects of low pCO2 on glacial vegetation 3 have been discussed in a number of studies [Ehleringer et al. 1997 showing different CO2 levels might help to better understand the effects of pCO2 on the vegetation. 12
During the Brunhes Chron (past 780 ka) the length of the glacial cycles became much longer lasting 13 roughly 100 ka due to a strong non-linear response of the ice sheets to solar forcing [Mudelsee & 14 Stattegger 1997] . Model experiments of Ganopolski & Calov [2011] indicate that low atmospheric 15 CO2 concentrations are a prerequisite for the long duration of the glacial cycles of the past 800 ka. 16 Then, roughly mid-way through the Brunhes Chron, the amplitude of the climate cycles shifted with a 17 change in the maximum CO2 concentration during interglacials. 18
This so-called Mid-Brunhes Event (MBE) [Jansen et al. 1986 ] -also called Mid-Brunhes Transition -19 occurred about 430 ka ago and marks the transition between interglacials characterized by rather 20 low atmospheric CO2 around 240 ppm (parts of Marine Isotope Stages (MIS) 19, 17, 15, 13) to 21 interglacials in which CO2 levels reached 270 ppmv or more (parts of MIS 11, 9, 7, 5, 1) [Lüthi et al. 22 2008, Bereiter et al. 2015] . The climate transition of the MBE has been extensively studied using 23 Earth System Models of Intermediate Complexity. Yin & Berger [2010] stress the importance of 24 forcing by austral summer insolation and Yin & Berger [2012] argue that the model vegetation (tree-25 fraction) was forced by precession through precipitation at low latitudes. Both papers show the 26 necessity to include the change in atmospheric CO2 in the explanation of the MBE [Yin & Berger, 27 2010 , 2012 . Yin [2013] , however, concludes that it is not necessary to invoke a sudden event around 28 430 ka to explain the increased interglacial CO2; the differences between interglacials before and 29 after the MBE can be explained by individual responses in Southern Ocean ventilation and deep-sea 30 temperature to various combinations of the astronomical parameters. On the other hand, statistical 31 analysis suggests a dominant role of the carbon cycle, which changed over the MBE [Barth et al. 32 2018]. Paillard [2017] developed a conceptual model of orbital forcing of the carbon cycle in which 33 sea-level fluctuations and the effects on carbon burial are decisive during shifts in the climate 34 system. Further modelling by Bouttes et al. [2018] showed qualitative agreement with the paleodata 35 of pre-and post-MBE interglacials but largely underestimated the amplitude of the changes. 36 Moreover, the simulated vegetation seems to counteract the effects of the oceanic response 37 [Bouttes et al. 2018] . Thus the vegetation, in particular at low latitudes, may play a crucial but poorly 38 understood role in the climate system. 39
Comparing records of pre-and post-MBE interglacials could offer insight in the interglacial climate at 1 different levels of CO2 [Foley et al. 1994 
Material and Methods
42
Pollen analysis of the 37.59 m long core MD96-2048 (26°10'S 34°01'E, 660m water depth) was 43 extended with 65 samples down core to 12 m (790 ka). Average sampling distance for the Brunhes 44 part was 7 cm reaching an average temporal resolution of 4 ka according to the age model based on 45 the stable oxygen isotope stratigraphy of benthic foraminifers [Caley et al. 2011 [Caley et al. , 2018 Pollen preparation has been described in [Dupont et al. 2011] . In summary, samples were decalcified 5 with HCl (~10%), treated with HF (~40%) for two days, ultrasonically sieved over an 8-µm screen and, 6 if necessary, decanted. The samples were spiked with two Lycopodium spore tablets (either of batch 7 #938934 or batch #177745). Residues were mounted in glycerol and pollen and spores examined at 8 400x or 1000x magnification. Percentages are expressed based on the total of pollen and spores 9 ranging from over 400 to 60 -only in six samples this sum amounts to less than 100. Confidence 10 intervals (95%) were calculated after Maher [1972, 1981] . of an endmember model unmixing procedure [Weltje, 1997] , the statistics of which are specifically 18 designed for the treatment of percentage data. We regard the pollen percentages as a series of 19 pollen assemblage mixtures, whereby each modelled endmember may be interpreted as the 20 representation of one or more biomes. This linear mixing model can be compared to a ternary 1 diagram but allowing for more than three axes. We use a version of the unmixer algorithm 2 programmed in MATLAB by Dave Heslop in 2008. Taxa occurring in 6 or more samples (listed in  3  Supplementary Table 2) were used in the endmember modelling (148 of 231 taxa in 220 samples). 4 We selected a model with four components explaining more than 95% of the variance (r 2 =0.953). 5
Iteration was stopped at 1000x resulting in a convexity at termination of -1.6881. Significance level at 6 99% for taxa to score on the assemblages was 0.018. 7
To study the correlations between different parameters, we used a linear regression model (least 8 square regression) on linearly interpolated values (5 ka steps) from 0 to 790 ka. Correlation 9 coefficients are given in Table 1 . For interpolation and testing the correlation, we used the package 10 PAST ]. 11
Result and Discussion
12
Terrestrial input and provenance of the C4 plant wax 13 Pollen percentages of Cyperaceae (sedges) and Poaceae (grasses) are plotted in Figure 2 Cyperaceae pollen concentration (Figure 3 ) and percentages correlate with ln(Fe/Ca) and with 5 13 Cwax (Table 1, Figure 2 ). The ratios of terrestrial iron over marine calcium can be interpreted as a 6 measure for terrestrial input, which in this part of the ocean is mainly fluvial. We repeated the endmember modelling for the extended record covering the entire Brunhes Chron 1 and the two early Pleistocene windows. The analysis of the extended dataset gave compatible results 2 with the previous analysis (Dupont et al. 2011 ). The main difference is that the longer sequence 3 allowed to distinguish two assemblages of interglacial vegetation. In terms of analysis, the 4 cumulative increase of explanatory power lessened after four (instead of three) endmembers and a 5 model with four endmembers was chosen. We used the scores of the different pollen taxa on the 6 endmember assemblages for our interpretation of the endmembers (list of taxa and scores in 7
Supplementary Tables 1 and 2 ). This interpretation is summarized in Table 2 . To distinguish between 8 the previous and current analysis (which show strong similarities), we have given new names to the 9 endmember assemblages reflecting our interpretation: E-heathland, E-Mountain-Forest, E-10
Shrubland, E-Woodland. A selection of pollen percentage curves are plotted together with each 11 endmember's fractional abundance in Supplementary Figures 1-4 . 12 E-Heathland. Of the four endmember assemblages (Figure 3) , one endmember had a counterpart in 13 EM2 [Dupont et al. 2011 ] of the previous analysis. Not only composition but also the fractional 14 abundances, which were high during glacial stages, are very much alike. We name this endmember 15 'E-Heathland', which is dominated by Cyperaceae (sedges) pollen percentages followed by Ericaceae 16 7 endmember is dominated by Podocarpus (yellow wood) pollen percentages ( Table 2 ). The 8 assemblage is enriched by pollen of Celtis (hackberries) and Olea (olive trees) accompanied by 9 undifferentiated fern spores. The interpretation as an assemblage representing mountain forest is 10 rather straightforward and we name the assemblage 'E-Mountain-Forest'. The fractional abundance 11
of the E-Mountain-Forest is also high in glacials of the Brunhes Chron but not during the extreme 12 glacial stages, when temperatures and pCO2 are particularly low (Figure 3 ). It is low in the early -13
Pleistocene parts of the record. 14 E-Shrubland. The remaining endmember assemblages have no direct counterpart in the previous 15 analysis, although summed together the pattern of fractional abundance is similar to that of EM3 16 [Dupont et al. 2011] . One endmember groups together 44 pollen taxa, mostly from coastal and dune 17 vegetation, which we name 'E-Shrubland'. It includes pollen of Asteraceae and Poaceae (grasses). 18 The latter are not very specific as grass pollen values score almost as high on other endmember 19 assemblages (E-Heathland and E-Woodland). Several taxa scoring on this endmember are known 20 from coastal or halophytic settings such as Gazania-type, Amaranthaceae, Tribulus, Acanthaceae and 21
Euphorbia-type. Arboreal taxa in this assemblage are Dombeya, Acacia, Meliaceae/Sapotaceae (Table  22 2). The most typical taxa are the Buxus species. We distinguished three types of The trend to increased woodland in SE Africa after the MBE, noted at both Lake Malawi and in the Effects of atmospheric pCO2 39 While the hydroclimate of the region shows precession variability [Caley et al. 2018 ], the vegetation 40
shows a glacial-interglacial rhythm (Supplementary Information) indicating that besides hydrology, 41 temperature and/or atmospheric CO2 levels were important drivers of the vegetation development. 42 Combining the results of the pollen assemblages with stable carbon isotopes and elemental 43 information indicates that during interglacials the region of SE Africa (northern South Africa, 44 The interglacial woodlands (represented by E-Woodland, Figure 4) would probably have grown under 3 warmer and drier conditions than the glacial mountain forest (represented by E-Mountain-Forest). 4 The increase in maximum pCO2 levels during the post-MBE interglacials might have favored tree 5 growth as higher pCO2 levels would have allowed decreased stomatal conductivity and thus relieved 6 drought stress [Jolly & Haxeltine 1997] . Woodlands would have expanded at the cost of mountain 7 forest during 11c, 9e, 5e and 1, and to a lesser extend during 7e and 7c, when temperatures and 8 pCO2 were high (Figure 4 ). It might be only after interglacial pCO2 levels rose over ~270 ppmv that 9
Miombo woodland could fully establish in the area during the warm and relatively dry post-MBE 10 interglacials. 11
The glacial stages showed the expansion of either mountain forest or heathland. The record indicates 12 extension of mountain forests in SE Africa during those parts of the glacial stages with low 13 temperatures and atmospheric pCO2 exceeding ~220 ppmv ( Figure 5 ). If low temperatures were the 14 only driver of the extension of mountain forests, further spread into the lowlands during the coldest 15 glacial phases should be expected. Instead, when pCO2 dropped below ~220 ppmv during those 16 colder glacial periods, mountain forest declined, in particular during MIS 18, 16, 14, 8, 6 , and 2. A 17 picture emerges of cool glacial stages in SE Africa in which tree cover broke down when atmospheric 18 pCO2 became too low. Additionally, mountain forests were important during the Interglacials 19c, 19 17c, 15e, 15a, 13a, and 7e, in which pCO2 and Antarctic temperatures were subdued. 20 As climate was wetter during most of the glacials in this part of the world, the question arises about 29 the climatic implication of the ericaceous fynbos-like vegetation (represented by E-Heathland, Figure  30 5) extending during full glacials over the mountains of South Africa -and correlating with the SST 31 record (see also the correlation between SST and EM2 in Dupont et al. 2011 ). The correlation with 32 SST, however, is problematic. Singarayer & Burrough [2015] argued that the control of the Indian 33
Ocean SSTs on the precipitation of South Africa shifted from a positive correlation during the 34 interglacial to a negative correlation during the Last Glacial Maximum. They invoked the effects of 35 the exposure of the Sunda Shelf (Indonesia) and Sahul Shelf (Australia) on the Walker circulation 36 causing a wetter region over the western Indian Ocean but also weaker easterly winds to transport 37 moisture inland. To question the link between SST and precipitation in SE Africa even further, Caley 38 et al. [2018] found that the precession signature in the river discharge proxy [ln(Fe/Ca), see also 39
Supplementary Information] was absent in the SST record from the same core. SE Africa would have 40 been more humid during glacials when the temperature difference between land and sea increased. 41
The increase in C4 vegetation during relative cool and humid climate would be in conflict with the 1 idea that C4 plants are more competitive in hot and dry climates [Ehleringer et al. 1997 represented by E-Heathland ocurred during those parts of the glacials with lower temperatures and 1 atmospheric pCO2. The vegetation record of the Limpopo catchement area shows a greater impact of glacial-interglacial 27 variability, mainly driven by CO2 fuctuations, and less influence of hydroclimate compared to the 28 more equatorial records of Lake Malawi and Lake Magadi. The long-term trend of increased 29 woodiness in the course of the Brunhes Chron parralleled that of Lake Malawi but constrasted Lake 30
Magadi suggesting a long-term southward shift in the average position of the tropical rainbelt. 31
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