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Some Results on Singular Detection 
THOMAS ]/~AI LATI-I 
Department of Electrical Engineering, Stanford University, Stanford, California 
A mathematical model that leads to singular detection (i.e., detec- 
tion with arbitrarily low probability of error) is usually a poor model 
of the physical problem. However, in general, it has been difficult 
to establish the possibility of singular detection without a detailed 
evaluation of the probability of error. Such an evaluation is diffi- 
cult because it requires the solution of various integral equations, 
the computation of eigenvalues, etc. In this paper some simple 
methods are given for predicting the possibility of singular detec- 
tion of known signals in additive gaussian oise. Such methods are 
useful in the formulation of suitable mathematical models. 
I. INTRODUCTION 
In statistical detection theory (as in other branches of applied mathe- 
matics) we  try to set up and solve idealized mathematical problems that 
attempt to reflect the characteristics of some physical problem. The  
mathematical problem cannot, in general, without becoming impossibly 
complex, include all the different characteristics and parameters of the 
physical problem. Therefore, the mathematical problem often omits 
certain physical characteristics and makes  simplifying assumptions about 
the others. In many problems, in fact, the assumptions are strongly 
governed by considerations of mathematical tractability; e.g., there are 
only a few types of probability distributions, such as the gaussian, Pois- 
son, binomial, Rayleigh, etc., whose properties are known and which can 
be analyzed in any detail. Similarly, even if, for example, we  restrict our- 
selves to gaussian processes, there are only a few types of covariance 
functions for which many explicit results (say in detection problem) can 
be obtained. 
In this context, the phenomenon of singular detection arises as follows 
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The physical problem is to determine whether a noisy observation (a 
sample function of some random process) eontains or does not contain a 
finite-duration signal of known form. In many such problems, a mathe- 
matical model of the following type is usually deemed adequate: A wave- 
form x(t), t C T [T is usually an interval on the line] may be of the form 
hypothesis 1, h(1): x(t) = re(t) + n(t), t ~ T (1) 
or  
where 
,~(t) 
hypothesis 2, h(2): x(t) = n(t),  t C T (2) 
= a known signal of finite energy 
n(t) = a sample function of a zero-mean gaussian process with 
eovarianee function R(t, s), (t, s ~ T X T) 
We are to decide, in a manner that will minimize the number of errors in 
a set of repeated experiments of this kind, whether x(t) is given by an 
expression of type (1) or of type (2). Now for certain assumptions a to 
the shape of the signal re(t) and of the noise eovarianee function R (t, s), 
it happens that this determination can always be made with arbitrarily 
small error. Quite often this can be done no matter how small the energy 
of re(t). This is the phenomenon f singular detection. (Similar singular 
situations can arise in more complex detection problems, e.g., the de- 
tection of random signals in noise.) This would be a very desirable result 
for it could obviously be exploited in many radar and communication 
problems. Unfortunately, such singular behavior has never been ob- 
served in praetiee or in the laboratory and, it would seem safe to say, will 
probably never be observed. Various explanations could be suggested for 
this nonobservability of singular detection. But, without entering into a 
long philosophical discussion of this point, one explanation could be that 
physical detection problems are never singular but the assumed mathe- 
matical problem could be singular. In other words, the mathematical 
problem is singular because it is an inadequate r flection of the physical 
problem. This point of view has been well put forward by Slepian (1958), 
Martel and Mathews (1961), Good and Doog (1958), Good (1960), 
Swerling (1960), Middleton (1961), Wainstein and Zubakov (1962), 
Root (1964), and others. 
If we accept his point of view, a natural question is how a singular 
mathematical problem may be identified. If we could do this efficiently, 
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we would have a guide to adequate model selection. For the detection of 
a known signal in additive gaussian oise, an answer is known (see, e.g., 
Davenport and Root (1958), pp. 338-345). The detection problem is 
singular if and only if 
where 
2 
- ~ (3 )  
1 hl 
mi = Jr m(t)~(t)  dt, i = 1, 2, . . .  
M~bi(t) = fr R(t, s)@~(s) ds, t C T 
Unfortunately, this condition is not very helpful because it is only in very 
few cases that the eigenvalues M and eigenfunctions ¢~(t) of R(t, s) can 
be obtained (see, e.g., Middleton (1960), p. 728). Even having found the 
M and ¢~(t), we have the task of calculating them and establishing the 
divergence of the sum ~ m~2/M. 
In some cases, this smnmation can be replaced by an integration. If we 
can find a(t), t C T, from the integral equation 
fTR(t,  s)a(s) ds t T (4) 6 
then 
m~ m(t)a(t) dt (5) 
i -Mi = 
(Needless to say, the solution a(t) = ~ (m~/M)C~(t) isno help.) Again, 
however, it is only in a few cases (essentially when the noise has a power 
spectral density that is a rational function of frequency) that we can 
solve the integral equation (4)--see, e.g., Middleton (1961), Appendix 
II. 
A common assumption for the noise is that it is "bandlimited-white- 
gaussian-noise," e.g., the noise has a spectral density S(f) = constant, 
I f l  < W, S(f) = O, I f l  > W. For such noise, no explicit (nonseries) 
solution of the integral equation (4) is known. However, it is known that 
for any (stationary) bandlimited gaussian oise---not necessarily flat in 
frequency--a signal of the form m (t) = a constant,  ~ T, or m (t) --= sin t, 
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t C T, is capable of singular detection, i.e., of detection with an arbi~ 
trarily low probability of error. For the ease of a constant signal m(t) 
and a fiat (or white} bandlimited noise, Martel and Mathews (1961) 
verify the divergence of ~ m~/X~ by some indirect but ingenious calcu- 
lations. Their method is too complicated, however, to establish singu- 
larity for re(t) = sin t or for nonflat (nonwhite) bandlimited noise. 
In this paper we attempt to find conditions for singularity of detection 
(and hence for adequacy of the mathematical model of the physical 
problem) that are "simple." In particular we shall no t require calculation 
of eigenvalues and eigenfunetions or solution of integral equations of the 
type (4). Unless such simple conditions are available, the difficulties of 
eomputhIg the quantities in (3), (4) often prevent recognition of ap- 
parently natural mathematical models as singular (and therefore over- 
idealized) models. An illustration of this, in a seismic detection study, is 
discussed briefly in Section ¥I. 
We should mention that there is a simple (sufficient) condition due to 
Kelly, Reed, and Root (1960), which we shall discuss in more detail after 
Corollary 2. 
I1. SIMPLE CONDITIONS FOR SINGULAR DETECTION 
To illustrate the type of "simple" conditions we are looking for, let us 
consider again the problem of detecting a sine wave, re(t) = sin t, t E T, 
in flat bandlimited noise ("bandlimited white noise"). This is known to 
be a singular problem. One explanation, that at first glance seems ade- 
quate, is the following: The noise is fiat and bandlimited. However, the 
signal is a burst of sine wave of finite duration and therefore must, by a 
well-known property of Fourier transforms, have infinite bandwidth. This 
means that signal energy will be present in some region where there is no 
bandlimited noise and this is the reason for the singularity of detection i  
this problem. However, this argument overlooks the fact that the noise 
in our problem is a finite sample of bandlimited noise and this finite 
sample of noise, by the same property of Fourier transforms, will not be 
bandlimited but will have energy at all frequencies. Therefore, there will 
be no regions where there is signal energy but no noise energy, nor will 
there be regions where there is noise energy but no signal energy. Hence, 
the above argument is invalid. 
However, the argument would be valid if our signal re(t), noise n(t), 
and observation x(t) had infinite duration T = (-- ~, ~ ). Then if the 
signal were, for example, 
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fs int ,  --1 < t < 1 
re(t) = [0, elsewhere 
m(t), being time limited, would have energy at all frequencies. However, 
the infinite-duration sample of the bandlimited, say to ( -  W, W), noise 
would have its energy confined to a finite region ( -  W, W). Now there 
would be regions with signal energy and no noise energy and perfect de- 
tection could be obtained. 
This discussion illustrates an important fact: in a detection problem 
over an infinite time interval T = ( -  ~,  ~ ), the singularity or non- 
singularity of the detection problem is fairly easy to determine. (Further 
illustration of this statement is given in Corollary 1 below.) Therefore, 
a "simple" way of determining the singularity or otherwise of a detection 
problem over a finite interval is to relate it to the singularity or non- 
singularity of some infinite-duration detection problem. 
Suppose that there exists an infinite duration signal m~(t), 
-~  < t < ~,  which is not capable of singular detection over 
- ~ < t < ~ in the presence of noise with a given covariance R(t, s), 
- ~ < t < ~.  Then it is obvious that if re(t) = m®(t), t E T, and if 
re(t) = O, elsewhere (i.e., if re(t) is the restriction to (0, T) of the func- 
tion m~(t) ), the detection of re(t) on the basis of a finite-duration (0, T) 
noisy observation will not be singular. (If it were, m~(t) could not be 
nonsingular 1 over ( -  ~,  ~ ) because we could confine our observations 
to (0, T).) Therefore, if we could find an infinite-duration nonsingular 
extension of the given signal re(t), then re(t) would be nonsingular on 
(0, T). The question is whether this can always be done---for it may 
happen that re(t), 0 <- t <- T, is nonsingular on (0, T) but that every 
possible extension of m(t) is singular on ( -- ~,  ~ ). Corollary 1 essen- 
tially states that this is impossible. 
III. THE MAIN RESULTS 
In order to state the theorem formally we will need some definitions. 
For convenience our detection problem is repeated: given x(t), 0 = t =< T, 
we have to decide between the hypotheses 
h(1): x(t) = re(t) + n(t), t C T 
h(~: x(t) = n(t) ,  t C T 
i We adopt he term "nonsingular" as shorthand for, "re(t) will not be capable 
of singular detection on (0, T)." 
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where re(t) is a known signal of finite energy, n(t) is a sample function 
of a zero-mean gaussian process with covariance function R(t, s), t, 
s E T X T, and T is some bounded parameter set. 
We shall take R(t, s) to be continuous in both variables. Now we de- 
fine a eovariance function R~(t, s) over the whole (infinite) plane such 
that it is continuous in both variables and extends R(t, s), i.e., 
R~(t, s) = R(t, s), t, s ~ T × T 
In many applications there will be a natural choice for R~(t, s) cor- 
responding to the naturally occurring noise process of which we are ob- 
serving only the portion in the interval t E T. (The problem of extending 
a covariance function from a finite region to the whole plane has been 
most recently studied by Parthasarathy and Varadhan (1964).) 
The covariance functions R(t, s) and R~(t, s) define nonnegative 
definite integral operators R and R~ on L~(T) and L2(-  ~, ~ ) by 
Ru = R(t, s)u(s) ds R~o w = R~(t, s)v~(s) ds 
oo 
For nonnegative definite operators we can define symmetric square root 
operators R 1/2 and R~ 2 (cf. Riesz-Nagy (1955), pp. 263-264) by 
R = R~/2R 1/2, R~ = . . . . . .  (6) 
We shall write R ~/2 and R~/2 as integral operators by defining symmetric 
kernels U(t, s) and U,(t, s) such that 
~I /2  t~1% = U(t, s )u(s)  ds, ~ v~ = U~(t, s )w(s )  ds (7) 
These kernels U(t, s) and U~(t, s) need not be continuous in t and s even 
though R(t, s) and R®(t, s) may be continuous in t and s. (For example, 
ifRoo(t-- s) -- max(0 ,1 -  I t -  s l ) , thenU~(t ,s )  -- 1, I t -  sl <~- 2~ 
U~(t, s) = O, elsewhere.) The kernels U(t, s) and U~(t, s) can be found 
in many ways--see Section V. In terms of these kernels we could write 
R(t, s) = .f~ U(t, r)U(s, r) dr, 
(s) 
f R~(t, 8) = U~(t, r)U~,(s, r) dr 
THEOREM 1. The detection problem over the finite interval t C T will be 
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nonsingular if  and only if there exists a function mco (t), 
necessarily unique) such that 
and 
mco(t) = m(t) ,  t C T 
--co < t < oo (not 
~ CO mco(t) = Uco(t, s)qco(s) ds, -o~ < t < oo 
CO 
where qco(t) is square integrable over ( -  oo, oo ), 
f co I qco(t) 12 dt < oo 
co 
For nonstationary processes, a corollary of this theorem is usually 
easier to apply. 
COROLLARY 1. The detection of re(t), t C T, is singular if  all extensions 
m~(t),  -- ~ < t < ~,  [mco(t) =- re(t), t C T] are singular over ( - -  ~ ,  ~ ). 
The detection of m ( t) , t E T, is nonsingular if  at least one extension is non- 
singular over ( -  ~ , ~ ). 
For stationary processes, we shall assume that R~(t) has a power 
spectral density function Sco(f), 
f5 Sco(f) = Rco(t)e -i2~zt dt CO 
For such processes we have the following result. 
COrOLLArY 2. I f  the noise is stationary the detection of re(t), t C T, is 
nonsingular if  and only if there exists at least one extension mco(t), 
-~  < t < ~,suchthatm~(t )  = m(t ) , t  E T, and 
Sco(f) df < 
I f  the power spectral density is finite, i.e., 
S~(f) < ~,  - -~  <f< 
then it is necessary and sufficient for nonsingular detection that 
m~(t) = m(t) ,  t ~ T, and that mco(t) have finite energy, i.e., 
f S  Im~(t)  12 dt < oo oo 
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This corollary was first obtained in a much different way by Hajek 
(1962) and Parzen (1961). 
The "if" (sufficiency) part of this corollary is related to a result of 
Kelly, Reed, and Root (1960). They define an extension, say ~( t ) ,  of 
re(t) as follows: ~ , ( t )  = m(t), t ff T, ~ , ( t )  = 0, elsewhere. Then with 
M~(f) being the Fourier transform of r~(t ) ,  they show that 
m~ (T) I ~r~(f) 
1 X~(T) T ~ Z~(f) as T ~  
If the integral is finite, detection will be nonsingular. In many cases, 
however, the "simple" extension ~( t )  will be singular over ( - ~,  ~ ) 
and in all such eases the integral will diverge. Our results show that 
there are more "natural extensions." 
As a first example of the use of these results, we consider the detection 
of a constant signal in flat bandlimited noise S~(f) = O, t f  I > W. As 
mentioned in Section I, the singularity of this problem was established 
by direct calculation in the paper of Martel and Mathews (1961). (Inci- 
dentally this paper Mso presents results on the rate of approach to singu- 
larity as the number of observation instants increase.) Here we apply 
Corollary 2. Since S~(f) = O, I l l  > W, we must have M~(f) = O, 
]f[ > W. Therefore, the (inverse) Fourier transform m~(t) must be 
analytic (see, e.g., Belyaev (1959) . Now the only analytic signal, m~ (t), 
whose restriction to a finite interval is a constant is an (infinite-duration) 
constant. But for such a signal, the integral f~-, I M~(f)]2/S~(f) df di- 
verges. Therefore, detection is singular. 
A similar argument would show that the detection of re(t) = sin t, 
t ~ T, in fiat bandlimited noise is singular, while the detection of 
re(t) = sin t/t, t C T, in the same type of noise is nonsingular. Direct 
verification of these results through expressions (3) or (7) would seem to 
be rather difficult. 
Our results can, however, also be extended to show that the detection 
of a constant (or a section of a sine wave) in any ergodic "analytic" noise, 
stationary or nonstationary, is singular. An analytic noise process is one 
whose sample functions are analytic with probability one. Examples of 
such processes are stationary bandlimited processes, processes with 
covariances of the form R( t, s) = R( t -~ s) or R( t, s) -- R( t. s), and the 
process with covariance function R(t + s) -- exp [--(t + s)2]. These 
examples are taken from Belyaev (1959), who studied various properties 
of such processes. To establish our claim we apply Corollary 1. Consider 
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all possible extensions of the signal re(t) = constant, t C T. All non- 
analytic extensions will obviously be singular (because, at least in prin- 
ciple, we could use tests for analyticity to detect heir presence in the 
analytic noise). The only analytic extension is m~(t) = constant, 
- -  ~ < t < ~.  But in this case 
lira 1 i T ~c(t) dt 
T -~ -~ T 
would yield zero if no signal is present (because the noise is ergodic and 
has zero mean) but would yield a finite value if signal were present. 
As other applications, we mention two examples discussed by 
Selin (1962)--in noise with S~(f) = exp ( -2~a If [), signals m(t) = 
2~/  (4~2~ 2 ~- ts)~ > a/2, t C T, and re(t) = sin 2~rfot/2~rfot, t C T, 
are not capable of singular detection. 
The previous results have given necessary and sufficient conditions for 
nonsingular detection. The next corollary gives some easily applied 
sufficient conditions. 
COROLLARY 3. (Smoothness Conditions). I f  the noise covariance rune- 
tion satisfies 
02kR(t, s) 
< ~ t, sE  TXT  
Ot~ Os ~ 
then for nonsingular detection re(t) must have at least/~ derivatives. 
For stationary noise with a "rational" power spectral density (i.e., a 
power spectral density which is the ratio of two polynomials in p) ,  re(t) 
must have at least (p -- q) derivatives where 2@ - q) is the difference 
in the degrees of the denominator and numerator polynomials. (This ob- 
servation is due to Hajek (1962).) 
Iv. PROOFS OF THE THEOREM AND COP~OLLARIES 
For the proofs we shall need to define one more quantity and prove a 
preliminary lemma. 
If ~(t) ,  t C T, is an eigenfunction ofR(t, s), i.e., if 
f~R( t , s )~ i (s )  = k~ ~(t) ,  E ds t T 
we shall define a function re(t), - ~ < t < ~, over the whole line by 
re(t) - 1 f U~( t , s )~(s )  ds, - -~  < t < 0o (9) 
.iT 
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where U~(t, s) has already been defined by Eqs. (7) and (8). 
We now establish the following lemma, which is a slight extension of 
one given by Kelly, Reed, and Root (1960). 
LEM~L~. The ~ are orthonormal but not necessarily complete in 
L2(--oo, oo), the space of square-integrable functions defined on 
--oo <t< oo. 
Proof: By direct computation 
[ ~/~-~l f :  dt[fT u~(t'u)C~(u) du j_~ ~i(t)~(t) dt - 
(lO) 
1LI  F - ~ /~ du dv~,(u)CJj(v) ~ U~(t, u) U=(t, v) dt 
The interchange of order of integration can be justified by use of Fubini's 
theorem and the Schwarz inequality. 
However, we note that though the m have been shown to be ortho- 
normal over - oo < t < oo, they have not been shown to be complete. In 
fact, except for special subsets of L2(-- oo, oo ), they are not. (An im- 
portant special subset is discussed by Pollak, Landau, and Slepian 
(1961).) 
T~EO~EM 1. Detection is nonsingular if and only if there xists a function 
m~(t), - o~ < t < oo, such that 
re(t) = m=c(t) (11) 
m~(t) = J_ U~(t, s)q¢o(s) ds (12)  
oO 
where q~(t), -- oo < t < ~, is some square-integrablefunction 
F ® q~2( t )  d t  < oo (13)  
Proof: Necessity. Given m such that ~ (m~/~) < ~, we shall prove 
that there exists an m~ satisfying Eqs. (11) to (13). Let us define 
e~(t)  = n,(t ) ,  -~  < t < ~ 
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Then q~ belongs to L2( -- ~,  ~ ) since 
f_~ ~ m~2 q~2(t) dt = < ~ 
by hypothesis. Now define m~ by 
F m~(t) = Uodt, ~)q~(~) ds, 
Then 
m~(t) = re(t), 
because, for ~11 i = 1, . . .  
f m~(t )C 'd t )d t=fdt [ f _o  U~o(t,s)q~(s)dslf'dt) 
= f_~q~(s)[f~ U®(t,s)¢dt)dt]ds 
tET  
(14) 
Thus, let us calculate 
ml = f m(t)~i(t) dt J~ = fT m~(t)~bdt) dt 
-- ~(t)  dt ~o Uo~(t, s)qo~(s) ds 
= oo q~(s) ds U~(t, s)CJ~(t) dt 
(15) 2 
= %/~ f_~ q~(s)~?~(s) ds = qi~¢/~, say. 
The interchanges of order of integration required to obtain Eqs. (14) and 
(15) can again be justified by Fubini's theorem. 
I = ~¢/~ q~(s)vds) ds = mi = m(t)C~dt) dt 
Sufficiency: Given m~ as in Eqs. (12) and (13) we shall show that its 
restriction re(t) satisfies 
m~ 
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Then 
m, q2 < q.2(t) dt < oo (16) 
1 ~i i  ~ 1 ~-  oo 
The equal-to-or-less-than sign in Eq. (16) is because the v~ are ortho- 
normal but not necessarily complete in the space of L~( - oo, oo ) func- 
tions. 
COROLLARY 1. I f  detection is singular for re(t), t C T, then all extensions 
moo(t) are singular over (-- ~ , 0o ). [ f  detection is nonsingular for re(t), 
t ~ T, then there exists at least one extension moo(t) that is nonsingular over 
( -~,  ~). 
Proof: The first statement is a direct logical negative of the following 
statement: If there exists an extension moo(t) that is nonsingular over 
(-- ~,  ~ ), then re(t) must be nonsingular for t E T. (Otherwise, we 
could obtain singular detection for m~(t) by neglecting the observations 
in t C T and relying on the singularity of re(t).) 
To prove the second statement we use an extension of the criterion for 
nonsingularity implied by Eqs. (3)-(5) .  This is that detection of m~(t), 
- ~ < t < ~, is nonsingular if and only if 
Loo m~(t)aoo(t) dt < oo (17) 
oo 
where aoo(t) is a solution of 
Loo Roo(t, s)aoo(s) ds = m~(t), -~  < t < ~ (18) 
oo 
(This criterion can be established by starting with a finite-dimensionM 
sampled-data c se and proceeding to the limit of dense sampling, as done, 
e.g., by Parzen (1959). A proof can also be based on an extended Kar- 
hunen-Lobve xpansion--see S ction V.) 
For the present proof we claim that moo(t) as given by Eqs. (11) and 
(12) is an extension of re(t) that is regular over ( -  ~,  ~ ) if re(t) is 
regular for t E T. For, by comparison of the formulas, Eq. (18) 
moo(t) = Roo(t, s)a~(s) ds 
oc 
= U~(t, r)U~(s, r)aoo(s) dr ds (19) 
oo 
L ° = Uoo(t, r) dt Uoo(r, s)a~(s) ds ~¢ oo 
142 
and Eq. (12) 
we obtain 
But then 
KAILATH 
m~(t) = f_ U~(t, r)q~(r) dt 
¢o 
~ oo q~(t) = U~(t, s)q~(s) ds 
oo 
(2o) ~ 
Ff m=(t)a=(t) dt = U.:(t, r)q=(r)a~(t) dt dr 
f~ q2 = (r) dr < ~ 
(21) 
F M®(f) = m=(t)e -j2~1t dt, - -~  < t < oo (24) 
Proof: When the noise is stationary, a symmetric square root of R~ is 
given by 
f 
~ 
u~(t, s) = v /~e 2~('-') df (25) 
But from the theorem, we will have nonsingular detection if and only if 
there exists an extension m~(t) such that 
3 We shall require for convenience that  the nullspaces of R and R~ contain only 
the zero function. 
where 
and 
F IMp(f)  [ 2 
S~(f) df < oo (23) 
re(t) = m~(t), t E T (22) 
COROLLhRY 2. (The Stationary Case). I f  the noise process is stationary 
with covariance R~(t) and power spectral density S~(f), then detection is 
nonsingular if and only if there exists a function m~(t), -- ¢~ < t < ~, 
such that 
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~ o0 m~(t) = U~(t, s)q~(s) ds 
l - -  j2~'.rt 
= %/ 'S . ( f )Q. ( f )  df = M~(f )e  i~,:t dr, 
¢~ o9 
where 
and 
f ao Q~(f) = q~(t)e -j2~/t dt 
oo 
(26) 
say  
M~(f)  = ~v/S-~(f) • Q~(f) 
(Note that application of the Schwarz inequality to Eq. (26) shows that 
m~(t) has finite energy. Therefore, Q~(f), M~ (f) exist as L2-Pourier trans- 
forms. Note also tha~ R(0) = R~(0) < ~ guarantees that %/S~-~(f) has 
an L~-Fourier transform.) But  then 
/ = I q~(t)  l ~ dt < ~ 
This completes the proof of Corollary 2. 
Finally we have the third corollary. 
COROLLAmr 3. (Smoothness Conditions). I f  detection is nonsingular, the 
signals m~( t) [and re(t)] must have at least k derivatives if the noise covari- 
ance function has 2k symmetric derivatives. 
Proof: For nonsingular detection we must have, by the theorem, 
f_= m=(t) = U:(t ,  s)q~(s) ds (27)  
We shall first prove that m~ must be continuous if R~ (t, s) is continuous. 
(We note tha~ U~ need not be continuous even if R~ is continuous, e.g., 
let  R~(t )  = max [o, 1 - It I], then U~(t) = 1, I t l  < ½: U=(t) = o, 
I t I > ½.) This is really the ease k = 0. We have 
/ m:( t  + h) - m~(t) = [U~(t + h, s) - U~(t, s)]q~(s) ds (2S) 
and therefore, by the Schwarz inequality and the definition of U~(t, s), 
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Im~(t  "k- h) - m®(t) 12 < ~q=2(s) ds 
~o 
• J_l [U~2( t -t- h, s) + U=2(r, s) - 2U~(t --~ h, s)U=(t, s)] ds 
(29) 
= I f :  q=2(s) dsl . [R=(t + h,t + h) + R~(t,t) 
- 2R~(t + h, t)] 
Since R= is continuous, the right-hand side of (29) tends to zero as 
h --+ 0(q~ C L2(-- ~ ,  ~ )).  Therefore 
l imm~(t  + h) = m~(t) 
h~O 
and m~ is continuous. I f  the noise were stationary, we see from (29) that 
m® would be uniformly continuous (the bound on m~(t q- h) - m~(t) 
would be independent of t if R~(t, s) is only a function of t - s). Further- 
more, even in the nonstationary case, the restriction of m~ to any finite 
interval is also uniform]y continuous. For we essentially need only the 
uniform continuity of R(t, s) over (0, t) X (0, T) and this is true since a 
continuous function on a closed bounded domain is uniformly con- 
tinuous. 
Let us now consider the case k = 1. We have from (29) 
I m~(t -+- h) -- m=(t) 2 
I h 
Since q= has finite energy, the limit as h --* 0 will exist if 
o2R.(t, s) 
< ~ (30) 
Ot Os 
Therefore, when (30) is true, m= has a bounded derivative. (Comments 
similar to those made for m~ can be made on the uniform continuity of 
the derivative of m= .) The proofs for/~ > i are very similar and will not 
be given. 
V. A MORE ABSTRACT FORMULATION 4 
In Sections I I - IV  we have discussed conditions for the nonsingularity 
of re(t), t C T, that depended on quantities defined outside T. I t  is 
4 This section evolved through discussions with Prof. E. Parzen of Stanford 
University. 
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interesting to note that we can also obtain certain conditions--alterna- 
tive to Eqs. (3) - (5)- - that  depend only on re(t) in the region t C T. The 
chief significance of these alternative conditions is that they motivate 
the formulation of an abstract, "coordinate-free" description. (We also 
encounter a slightly more general version of the usual Karhunen-LoSve 
(Kac-Siegert) expansion (Davenport and Root, 1958, Chapter VI; Xac 
and Siegert, 1947).) 
We shall begin by considering how the symmetric square root R~/2 
used in the last section may be computed. If
then Mercer's theorem (Riesz-Nagy, 1955) gives a series representation 
for R~ ( t,~ s) 
where 
R~(t, s) = ~ tL~ei(t)ei(s) 
1 
f~ R~(t, s)ei(s) ds = m e~(t), - ~ < t < 
and where the series converges absolutely and uniformly. Then we could 
define R 1/2 through a kernel 
U~(t, s) = ~ ~¢/m e~(t)e~(s), -- ~ < t < ~ (32) 
t 
This series may not converge uniformly but it converges in the mean 
if R~,(t, s) has finite trace and it can be used to define a suitable sym- 
metric square root operator by 
u~ = %/m ei(t)ei(s u~(s) ds 
However, the condition (31) on R~(t, s) will rarely be met (e.g., never 
when R:c(t, s) depends only on t - s). A way around this difficulty is to 
find a nonnegative "weight" function w(t) such that 
f R~2(t, s)w(t)w(s) dt ds < oO 
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u~(t, s) = ~ v/~-Z~ g~(t)g~(s) (33) 
I 
R~(t, s)g~(s)w(s) ds = ~¢/~.igi(t) (34) 
where 
where 
m,~ = J~ m(t)g~(t)w(t) dt 
where g(t) and w(t) satisfy Eqs. (32)-(36). 
An equivalent condition is that 
re(t) = f ds 
"J T 
frlqe(s) 12 ds oo (40) 
This assumption is not crucial to Theorem 2. I t  is made in order to obtain 
results that  depend only on R(t,  s) in the square t, s E T X T. No extension of 
R(t,  s) to the infinite plane is necessary. 
(38) 
(39) 
is a symmetric solution of the equation 
t '  o0 
R~(t, s) = j_ U~(t, r)U~(s,r)w(r) dr (35) 
It is easy to check that all the results of Sections III and IV remain valid 
when U~(t, s) defined by Eqs. (33) and (34) is used provided that in all 
integrals the (Legesgue) measure ds is replaced by w(s) ds. 
In particular by setting 
w(t) = O, t ~ T (36) 5 
we can easily obtain the following theorem. 
TgEORE~ 2. The detection of re(t), t C T, is nonsingular if and only if 
.m~ < ~ (37) 
1 "Ywl 
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and 
R(t, s) = £ U~(t, r)Ur(s, r)w(r) dr, t, s C T X T (41) 
We shall not derive these results here because the proofs are very 
simiIar to the proofs in Section IV and the conventional proofs (Daven- 
port and Root, 1958) for Eqs. (3)-(5). In the proofs we will encounter a 
Karhunen-Lo~ve expansion for the noise n(t), 
n(t) = ~ nw~g~(t) (42) 
1 
where 
f 
nw~ = Jr n(t)g~(t)w(t) dt (43) 
and g~(t) is defined by Eq. (34). By choosing different w(t) we will ob- 
tain different Karhunen-Lo~ve representations for n(t). The infinite sums 
will all yield the same n(t) but the different finite sums may have different 
approximation ("truncation") properties. 
The variety of conditions obtained by choosing different w(t) in Eqs. 
(37)-(41) suggests that it should be possible to give an abstract charac- 
terization ot depending upon the (almost) arbitrary choice of a weight 
function w(t). Such a characterization has been given by Parzen (1961) 
in terms of the reproducing kernel Hilbert space (RKHS), H(R), of the 
covarianee function R(t, s), t, s C T × T. H(R) is a Hilbert space (cf. 
Riesz-Nagy (1955), pp. 195--200) which is characterized uniquely by 
the following two additional conditions: 
(i) R(. ,  s) ~ H(R), for every s C T. (44) 
(ii) There is an inner product, Q[., -] on H(R) such that if (45) 
m(t) C H(R) 
Q[m(t), R(t, s) ] = re(s), s E T 
In terms of H(R), we have (Parzen, 1961) the following result. 
THEOREM 3. Detection is nonsingular if and only if re(t) C H(R), the 
RKHS of R(t, s), t, s C T × T. 
Parzen's proof (given in Parzen [1959]) is based on applying certain 
martingale convergence theorems to a finite-dimensional sampled-data 
form of the detection problem. We can give an alternative proof (implicit 
in Parzen's work) based on Theorem 2. 
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Proof: Let us define a Hilbert space H(R) by the norm 
Q[u(t), v(t)] = ~ u~i v~ 
i O[wi 
where 
and 
[u] f r (tl]g,(t) (t)dt 
v ~, = Lv(t)J 
(46) 
(47) 
f R(t, s)gi(s)w(s) = 7~i g~(t), E ds t T (481 
Consequently, a function u(t) E H(R) if and only if 
__u~i < ~ (49)  
I 'Ywi 
But using the (generalized) Mercer's theorem 
R(t, s) = ~ 7~g~(t)g~(s) (50) 
1 
it is easy to verify that H(R) as just defined satisfies conditions (44)- 
(45) and is therefore an RKHS. 
Now identifying u(t) with re(t) and using Theorem 2 (Eq. (37)), we 
complete the proof of Theorem 3. 
We note that Eqs. (46/-(47) provide various concrete representations 
for H(R). This tie-in with RKH spaces enables us to apply a large body 
of results (Aronszajn, 1950; Meschkowski, 1961; Parzen, 1959) to de- 
tection problems, as already noted by Parzen and by Hajek( 1962/.Using 
these results, we can give different proofs of the above theorems and also 
obtain various other results, which we hope to discuss in a later paper. 
VI. CONCLUDING ~EMARKS 
Our discussions have been restricted, implicitly at least, to the case 
where T is some (finite) interval of time. This is not necessary--we can 
take T to be a general parameter set, e.g., as in seismic detection where 
signals vary in space as well as in time. 
The seismic detection problem provides agood illustration of the need 
for having criteria for model selection. The following remarks are based 
on the recent thesis work of N. T. Gaarder (1965) at Stanford Uni- 
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versity. The simplest type of seismic problem concerns the detection of a 
spatially constant signal by an array of seismometers. Not much is known 
about stochastic processes in a plane and so as a first model it seemed 
appropriate to take isotropic noise with a "standard" (most widely 
known) two-dimensional covariance function, J0(-), where J0 is the 
Bessel function of zero order and first kind. Gaarder's first results con- 
sisted of considerable improvements in signal-to-noise ratio obtained by 
optimizing the parameters of certain regular-polygon arrays that were 
being used for the detection problem. Later, and somewhat accidentally, 
he found that by choosing a slightly different ype of array--a regular 
polygon with one element at the center--he could obtain perfect de- 
tection. This showed that the "easy" step of assuming a J0 covariance 
was too idealistic and that more complicated but more realistic models 
would have to be assumed. (Such models have also been studied by 
Gaarder.) If we replace Fourier transforms (Section IV) by Hankel 
transforms (the two-dimensional Fourier transform for isotropie func- 
tions), Corollary 2 of Section IV would show directly the possibility of 
singular detection of a constant signal in J0(" ) noise. 
We have confined ourselves to the deterministic signal case. It seems 
much more difficult to obtain "simple" results for the random signal 
case--some ofthe results known to date are discussed by Yaglom (1963). 
APPENDIX  A. TR IV IAL  S INGULAI~ DETECT ION 
If the covariance function of the noise is not strictly positive definite 
over T, it will have zero eigenvalues. In this case, singular detection can 
be achieved by choosing the signal to be one of the eigenfunctions cor- 
responding to a zero eigenvalue. Such detection has been called "trivial" 
singular detection by Grenander (1950). However, even if there are no 
zero eigenvalues there is a well known (see e.g., Middleton (1960), Sec. 
23-2.1, or Balakrishnan (1960)) almost trivial method of obtaining 
singular detection that we shall discuss briefly. 
The probability of error for the detection of a known signal in gaussian 
noise depends monotonically (cf. Davenport and Root (1958), pp. 343- 
345) on the 
SNR, 
JT 
[m~] ~ 
p 
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Now if we choose m(t) as one of the eigenfunctions of the noise, say ¢~(t), 
we will have 
p = 1/~ 
But if we make the reasonable physical assumption that the noise vari- 
ance is finite for all t C T, we shall have, for finite T, 
R(t, t) = n2(t) < ~, t C T, and X, = f R(t, t) ~t < 
1 
If we arrange the h~ (which are, of course, positive) in descending order, 
we must have 
X~----~O as i - -+~ 
By choosing an eigenfunction corresponding to a low enough eigenvalue, 
we can make the SNR 
p = 1/h~--~ ~ as i--> oo 
Thus, with only a constant energy constraint, we can always achieve 
singular detection. The practical difficulty is that for large i, the eigen- 
function ~b~(t) will be a highly oscillatory function and almost all its 
energy will lie at very high frequencies. To see this, consider the pro- 
jections u~ of an arbitrary finite energy function u(t), t E T, on the ¢~(t), 
Then 
so that we must have 
u~ = fr  u ( t )~( t )  dt 
u~ = u2(t) dt < 
1 
u~--~0 as i -+~ (A.1) 
However, no matter what i is, the eigenfunctions have unit energy, 
r¢~2(t) dt 1 (A. 2) 
For (A.1) and (A.2) to hold for all u(t),  t C T (of finite energy), it must 
be true that as i --~ ~,  ~b~(t) oscillates between positive and negative 
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values very rapidly (e.g., take a sequence of pulses of height one and 
arbitrary duration). 
Therefore, to achieve singular detection by putting all the signaI 
energy in an eigenfunction corresponding to a small enough eigenvalue is
impractical. But it is quite easy to generate signals that have some 
energy at high frequencies. Since the noise falls away at high frequencies 
(X~ --~ 0 as i -~ oo ), we can still achieve arbitrarily high ~ m~2/X~ by mak- 
ing the signal fall away less rapidly than the noise. I t  was the search for 
simple ways of identifying this phenomenon that led to the criteria of 
Section IV. 
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