We propose stabilized interior penalty discontinuous Galerkin methods for the indefinite time-harmonic Maxwell system. The methods are based on a mixed formulation of the boundary value problem chosen to provide control on the divergence of the electric field. We prove optimal error estimates for the methods in the special case of smooth coefficients and perfectly conducting boundary using a duality approach.
Introduction
The numerical solution of the time-harmonic Maxwell's equations presents a number of challenges. First, away from boundaries and material interfaces, the solution is smooth and oscillatory. The need to approximate the oscillations requires a sufficiently fine grid compared to the wave-length of the solution, and results in a large number of degrees of freedom if many wavelengths are contained in the domain of interest. This requirement can be loosened (but not entirely avoided) by the use of high order methods [1, 2] , so that it is desirable to use high order methods where Supported in part by the NSF (Grant DMS-9807491) and by the Supercomputing Institute of the University of Minnesota. This work was carried out when the author was visiting the School of Mathematics, University of Minnesota. the solution is smooth. A second problem is that at the boundary of the domain the solution can be singular [3] . Indeed, on a non-convex polyhedral domain the straightforward application of continuous finite element methods can result in a discrete solution that converges to a vector function that is not a solution of Maxwell's equations [4] . While it is possible to modify the variational form to correct for this failure [5] , a similar problem also occurs at interfaces between different materials. This is because at discontinuities in the electric properties of the materials in the domain of the electromagnetic field, the electric field is discontinuous. Thus continuous elements need to be modified at such interfaces. A third problem, which we will not discuss here, is the numerical solution of the sparse indefinite matrix problem resulting from the finite element discretization.
Considerations of the first two problems mentioned above have lead to a widespread adoption of edge finite elements [6, 7] for the discretization of the timeharmonic Maxwell's equations. For an engineering view of such elements, a good summary is contained in the books [8, 9] . An error analysis of these elements has been given in [10] [11] [12] and the profound connection between these elements and differential forms has been noted for example in [13] [14] [15] . Perhaps the main problem with such elements is that they become rather complex as the order of the elements is increased, and like all conforming methods they require a suitable finite element grid which complicates implementing adaptive solvers. Nevertheless, adaptive ¢ ¡ -finite element solvers have been implemented and show considerable promise [16] .
In this paper we propose a new way to discretize the indefinite time-harmonic Maxwell system based on a discontinuous Galerkin method (denoted DG in the remainder of the paper). In particular, we propose a suitable extension of the interior penalty methods to the Maxwell system. These methods date back at least to [17] [18] [19] [20] and have been studied for coercive elliptic and convection diffusion problems more recently in [21] [22] [23] . We mention that several other DG methods for standard coercive elliptic problems can be found in the literature (for instance the LDG method [24, 25] or the DG method introduced by Baumann and Oden [26, 27] ) and unified analyzes of discontinuous methods in the context of elliptic problems have been presented in [28, 29] . For the time-harmonic Maxwell equations in the low-frequency regime, where the resulting bilinear forms are coercive, the LDG methods have been recently investigated in [30] .
Our goal is to produce a flexible solver in which the order of the scheme can be changed easily between different regions of the grid. In addition we hope to exploit the fact that DG grids do not need to be aligned in order to improve the efficiency of wave propagation of the method. Thus in regions with different electromagnetic properties (and hence different wave speeds), different grid sizes can be used to balance the propagation accuracy of the scheme in each subdomain. Finally it may be possible to "tune" parameters in the DG scheme to improve propagation accuracy (this is certainly possible in 1D one space dimension!).
In this paper we prove basic error estimates for our proposed schemes under the assumption of smoothly varying material properties. This assumption is needed for certain a-priori estimates used in the analysis. Ultimately we hope to extend these results to more general coefficients and boundary conditions, and we detail the formulation in these cases.
Perhaps the closest approach in the literature to the DG methods we propose is the ultra weak variational method of Cessenat [31] . While successful in practice, this method is still incompletely understood on a theoretical level. For example convergence is not proved for the standard perfectly electrically conducting boundary condition (or near a singularity), or in general throughout the domain of computation. However the successful use of this method is one motivation for proposing the methods in this paper which are convergent globally even in the presence of boundary singularities. Another similar approach is the mortar finite element method applied to the Maxwell equations [32] . To our knowledge, convergence has not been proved for this method in the case of wave propagation. However the success of this method applied to low frequency eddy current problems (in which case the resulting bilinear forms are coercive) suggests that mortar methods or similar domain decomposition methods could be useful for scattering problems [33] . Another domain decomposition approach is the FETI method applied to the Maxwell equations [34] . A Lagrange multiplier based version of this method was analyzed in [35] for the coercive Maxwell problem arising in time stepping. Again to our knowledge, convergence has not been proved for this method in the case of wave propagation in Maxwell's equations.
The outline of our paper is as follows. In section 2, we start by detailing the mixed formulation we shall use as the basis of the DG methods proposed here. We also summarize some regularity and existence results. Then in section 3 we propose the DG methods that are the subject of this paper. The main result of the paper is an optimal a priori error bound that we present in section 4. Its proof is based on a duality approach and is contained in section 5 and section 6. We end our presentation with some concluding remarks in section 7.
A mixed formulation for the time-harmonic Maxwell equations
In this section, we introduce the time-harmonic Maxwell equations and present a mixed formulation for the continuous problem which will be the basis for the DG methods introduced here. 
Time-harmonic Maxwell's equations
where D H is the relative magnetic permeability and
R H
is the relative electric permittivity of the medium in the cavity . We assume that Throughout the paper, we will assume that I Q
is not an interior Maxwell eigenvalue (see also Proposition 1 below), i.e., for any
is not an eigensolution of the problem
Note that this assumption would not be necessary if some region of (containing a ball of non-zero radius) had a non zero conductivity which would imply that the imaginary part of R H is positive there. Note also that in the special case considered here the real and imaginary parts of the solution decouple, and hence we can assume that
is complex valued or if impedance boundary conditions are imposed, the real and imaginary parts are coupled.
Mixed formulation
Our DG method is based on a mixed formulation of the Maxwell boundary value problem (1)- (2) . Such formulations have been used previously for edge element discretizations of Maxwell's equations to improve stability [16] , and to handle coercive problems in which meshes are not aligned at a material boundary [35] . We can derive this formulation by using a Helmholtz decomposition. , see, e.g., [39] corresponds to the interior penalty discretization of the curl-curl operator, cf. [28] ; it is symmetric and stable provided that the parameter © is large enough (see Lemma 14 below) . The nonsymmetric variant of the interior penalty discretization is obtained by replacing by
Then the form T r ¡ y is nonsymmetric, but stable for any © (see Remark 15 below). In the following we will only present the analysis for the symmetric method in (9)-(10), but emphasize that the error estimates so obtained hold true verbatim for its nonsymmetric variant. is related to the divergence constraint, the form § T provides stability via control of jumps of the scalar potential ¡ . We found it necessary to include these forms in order to be able to prove optimal error estimates with our techniques of analysis. Whether or not similar results can actually be obtained without these stabilization forms remains an open question and will be investigated numerically in a forthcoming work. 
Remark 6 The analysis developed in the following sections makes use of conforming projection operators, and therefore only covers the case of meshes that do not contain hanging nodes. On the other hand, the DG method is well-defined for general non-matching grids. In this case, the interior faces are understood as the (non-empty) interiors of the intersections between two adjacent elements and the function
0 has to be redefined on
The main result
In this section, we present and discuss our main result -an optimal a priori error estimate for the DG method in (9)-(10). The proof of this bound is developed in section 5 and section 6; it is based on a suitable duality argument that heavily relies on the regularity result of Proposition 2, and therefore the assumption of smooth coefficients We start by establishing stability estimates for the lifting operators. This proves the first estimate. The other estimates are obtained similarly.
Proposition 12 Let and

Continuity
We can state the following continuity properties. Adding together all the contributions from the bilinear forms we obtain the result (with our choice of the weights,
Proposition 13
Q ¡
).
We are now ready to prove the following inf-sup condition. We also need a standard ¡ -conforming approximant, see [38] , and a Clément operator, as constructed in [44] . This lemma is proved in [38] for integer , and can be proved for non-integer by using the arguments in [45] . 
Lemma 21
Error in the d Q -norm
In order to complete our error analysis, we need to estimate the term
. This is done in the next proposition by a duality approach. The main difficulty in this argument is that we can not assume any smoothness for the scalar potential of the dual solution. To overcome these difficulties we will have to make the stabilization constant large enough. give the result (steps 3 and 4).
Proposition 26
Step 1: A dual problem. Let 
