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Complex dynamical systems consisting interacting dynamical units are ubiquitous in nature and
society. Predicting and reconstructing nonlinear dynamics of units and the complex interacting net-
works among them serves the base for the understanding of a variety of collective dynamical phe-
nomena. I present a general method to address the two outstanding problems as a whole based solely
on time-series measurements. The method is implemented by incorporating compressive sensing ap-
proach that enables an accurate reconstruction of complex dynamical systems in terms of both nodal
equations that determines the self-dynamics of units and detailed coupling patterns among units.
The representative advantages of the approach are (i) the sparse data requirement which allows for
a successful reconstruction from limited measurements, and (ii) general applicability to identical
and nonidentical nodal dynamics, and to networks with arbitrary interacting structure, strength and
sizes.
Another two challenging problem of significant interest in nonlinear dynamics: (i) predicting
catastrophes in nonlinear dynamical systems in advance of their occurrences and (ii) predicting the
future state for time-varying nonlinear dynamical systems, can be formulated and solved in the
framework of compressive sensing using only limited measurements.
Once the network structure can be inferred, the dynamics behavior on them can be investigated,
for example optimize information spreading dynamics, suppress cascading dynamics and traffic
congestion, enhance synchronization, game dynamics, etc. The results can yield insights to control
strategies design in the real-world social and natural systems.
Since 2004, there has been a tremendous amount of interest in graphene. The most amazing
feature of graphene is that there exists linear energy-momentum relationship when energy is low.
The quasi-particles inside the system can be treated as chiral, massless Dirac fermions obeying rela-
tivistic quantum mechanics. Therefore, the graphene provides one perfect test bed to investigate rel-
ativistic quantum phenomena, such as relativistic quantum chaotic scattering and abnormal electron
paths induced by klein tunneling. This phenomenon has profound implications to the development
of graphene based devices that require stable electronic properties.
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1 . INTRODUCTION
1.1. System reconstruction via Compressive Sensing
It has been recognized that nonlinear dynamics are ubiquitous in many natural and engineering
systems. There are two closely related inverse problems in this field: (1) predicting dynamical sys-
tems and (2) probing complex networks, which are very challenging but of paramount importance.
In both cases, the underlying system equations and/or network connecting topology as character-
ized by dynamical interactions among nodes are assumed to be completely unknown, and the only
available information is time-series measurements. Solutions to the two inverse problems are fun-
damental in many disciplines of science and engineering and are critical to many applications.
The first problem has been outstanding in nonlinear dynamics because, despite previous efforts
[1] on phase-space reconstruction using the standard delay-coordinate embedding method [2] to
decode the topological properties of the underlying system, how to accurately infer the underlying
nonlinear system equations remains largely an unsolved problem. In principle, a nonlinear system
can be approximated by a large collection of linear equations in different regions of the phase space,
which can indeed be achieved by reconstructing the Jacobian matrices on a proper grid that covers
the phase-space region of interest [3, 4]. However, the accuracy and robustness of the procedure
are challenging issues, in addition to the difficulty associated with the required computations. The
interest is, however, not in the local reconstruction of a large set of linearized dynamics but rather,
in the global prediction of the underlying nonlinear equations themselves.
The second problem arises mainly from network and biological sciences. In network science,
current efforts have been mostly on network structures and their effects on various dynamical pro-
cesses taking place on or supported by the network. The types of processes that have been un-
der intense investigations include synchronization, virus spreading, traffic flow, and cascading fail-
ures [5]. A typical approach in the field is to implement a particular dynamical process of interest
on networks whose connecting topologies are completely specified. While this line of research is
necessary for discovering and understanding various fundamental phenomena in complex networks,
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the importance of devising a general solution to the inverse problem of network prediction has been
increasingly recognized [6–9]. Similarly, in biological sciences, a significant task is to reconstruct
a variety of biological networks from experimental data such as inferring gene regulation networks
from gene expression data [10–13]. Another example is the application of spike classification meth-
ods [14–16] to detecting interactions among neurons from spike trains. Quite recently, it has been
demonstrated that the hierarchical property in many complex networks can help to predict missing
links [17]. Despite the success of the various existing approaches in decoding the network topol-
ogy, the issue remains of whether quantitative information about node-to-node coupling, namely,
the detailed dynamical coupling terms among various nodes in the network, can be inferred from
measured time series.
In Chapter 2, I show that the above two problems can be solved in a unified framework. The basic
idea is that, any mathematical function determining the node dynamics or coupling in a physically
realizable complex dynamical system can be approximated by a power-series expansion. The task is
then to estimate the coefficients in the power-series representations of the vector fields governing all
node dynamics and existing interactions among various nodes. Since the underlying vector fields are
unknown, the power series can contain high-order terms. The number of coefficients to be estimated
can therefore be quite large. According to conventional wisdom this would be a difficult problem
as a large amount of data is required and the computations involved can be extremely demanding.
However, the recently developed idea of compressive sensing [18–21] provides a viable solution to
the problem.
A nonlinear system, in its parameter space, can often exhibit catastrophic bifurcations that ruin
the desirable or “normal” state of operation. Consider, for example, the phenomenon of crisis [22]
where, as a system parameter is changed, a chaotic attractor collides with its own basin boundary
and is suddenly destroyed. After the crisis, the state of the system is completely different from that
on the attractor before the crisis. Suppose that, for a nonlinear dynamical system, the state before
the crisis is normal and desirable, and the state after the crisis is undesirable or destructive. The
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crisis can thus be regarded as a catastrophe that one strives to avoid at all cost. Catastrophic events,
of course, can occur in different forms in all kinds of natural and man-made systems. A question of
paramount importance is how to predict catastrophes in advance of their possible occurrences. This
is especially challenging when the equations of the underlying dynamical system are unknown and
one must then rely on measured time series or data to predict any potential catastrophe.
In Chapter 3, I articulate a strategy based on compressive sensing [18–21] to address the problem
of predicting catastrophes in nonlinear dynamical systems. The method consists of three steps: (i)
predicting the dynamical system based on time series, (ii) identifying the parameters of the system,
and (iii) performing bifurcation analysis using the predicted system equations to locate potential
catastrophic events in the parameter space so as to determine the likelihood of system’s drifting into
a catastrophe regime.
A dynamical system in the physical world is constantly under the influence of disturbances or
perturbations. Broadly speaking, there are two types of perturbations: stochastic and deterministic.
Stochastic disturbances (or noise) can typically be described by a random process of zero mean and
finite variance, and they do not alter the intrinsic structure of the underlying equations of the system.
Deterministic perturbations are usually time-dependent and they can cause the system equations or
parameters of the system to vary with time. Suppose Ti, the time scale of the intrinsic dynamics
of the system is much faster than Te, that of the external perturbation. The system can then be
said to be under adiabatic perturbation. In this case, some “asymptotic states” or “attractors” of the
system can still be approximately defined in a time scale that is much larger than Ti but smaller
than Te. When such a time interval is examined, the attractor of the system will depend on time,
and one is interested in forecasting the “future” asymptotic states of the system. Take the climate
system as an example. The system is under random perturbations, but adiabatic disturbances are
also present, such as CO2 injected into the atmosphere by all sorts of human activities, the level
of which is predicted to increase with time. The time scale for appreciable increase in the CO2
level to occur (e.g., years), however, is much larger than the intrinsic time scales of the system
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(e.g., days). The climate system is thus a giant nonlinear dynamical system under time-varying
but adiabatic perturbations. It is of tremendous interest to forecast what the future attractors of the
system might be in order to determine whether it will behave as desired or is sustainable. The issue
of sustainability is, of course, critical to many other natural and man-made systems. To be able to
forecast the future states of such systems is fundamental to assessing their sustainability.
In Chapter 4, I address the following question: given a nonlinear dynamical system whose equa-
tions or parameters vary adiabatically with time but otherwise are completely unknown, can one
predict, based solely on measured time series, the asymptotic attractors of the system in the future?
I shall establish that this can be accomplished by using the compressive-sensing algorithm [18–21]
that has recently been applied to predicting catastrophic bifurcations in time-independent dynamical
systems [23]. Besides focusing on time-varying dynamical systems, the principle of the method is
drastically different from those of previous works because I aim to predict globally, in long term,
both system equations and parameter functions based on time series that are presently available.
1.2. Complex-Network Dynamics
Many real-world systems can be described by complex networks, ranging from nature to society.
Recently, power-law degree distributions have been observed in various networks. I mainly focus on
dynamics behavior on the networks, such as cascading dynamics and traffic congestion, spreading
dynamics, game dynamics, and synchronization. For each topic, I mainly interest in the dynamics
behavior and control strategy design based on different needs.
The Chapter 5 is motivated by the following two related problems in complex networks: (1) con-
trol of cascading failures and (2) mitigation of traffic congestion. Both problems are of significant
recent interest as they address, respectively, the security of and efficient information transmission
on complex networks. Taking into account typical features of load distribution and weights in real-
world networks, I have discovered an optimal solution to both problems. In particular, I shall provide
numerical evidence and theoretical analysis that, by choosing a proper weighting parameter, a max-
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imum level of robustness against cascades and traffic congestion can be achieved, which practically
rids the network of occurrences of the catastrophic dynamics.
Contact processes on complex networks are a recent subject of study in nonequilibrium statis-
tical physics and they are also important to applied fields such as epidemiology and computer and
communication networks. A basic issue concerns an possible optimal strategy for spreading. In
Chapter 6, I provide a universal strategy that, when a basic quantity in the CP dynamics, the contact
probability determined by a generic function of its degree W (k), is chosen to be inversely propor-
tional to the node degree, i.e., W (k) ∼ k−1, spreading can be maximized. The computation results
and real-world networks check meet the theoretical analysis reasonably good. The result is striking
as it suggests the determining role played by small-degree nodes in optimizing spreading, in contrast
to the intuition that hub nodes are important for spreading dynamics on complex networks.
Evolutionary-game based models of non-hierarchical, cyclically competing populations have
become paradigmatic for addressing the fundamental problem of species coexistence in spatially
extended ecosystems. In Chapter 7, I study the role of intraspecific competition in coexistence
and find that the competition can strongly promote coexistence for high individual mobility in the
sense that stable coexistence can arise in parameter regime where extinction would occur without the
competition. The critical value of the competition rate beyond which coexistence is induced is found
to be independent of the mobility. I derive a theoretical model based on nonlinear partial differential
equations to predict the critical competition rate and the boundaries between the coexistence and
extinction regions in a relevant parameter space. I also investigate pattern formation and well-mixed
spatiotemporal population dynamics to gain further insights into the findings.
In Chapter 8, I propose a coevolutionary game to study cooperative behavior in the presence of
catastrophic phenomenon. I incorporate tolerance to elimination of individuals in network games
where individuals update their strategies synchronously, and there are no birth of individuals and
stochastic effects. I find that an avalanche-like death process can arise when defection strategies
exist and individuals are vulnerable to deficiency of profits. Strikingly, I observe that, after such a
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cascading process terminates, cooperators are the sole survivors, regardless of the game types and of
the connection patterns among individuals as determined by the network topology. Cooperation thus
becomes the optimal strategy and absolutely outperforms defection. The results can yield insights
into evolution of cooperation in the presence of catastrophic events in social and natural systems.
When a certain “seed” disturbance begins to spread on a large network, the number of nodes
infected is a function of time. Regarding the set of infected nodes as constituting a dynamic network
that evolves continuously in time, I ask: how does the order in the collective dynamics of the network
vary with time? In Chapter 9, utilizing synchronizability as a measure of the order, I find that there
exists a time at which a maximum amount of disorder corresponding to a minimum degree of syn-
chronizability can arise before the system settles into a more ordered steady state. This phenomenon
of transient weak synchronizability occurs for networks of both regular and complex topologies. I
present physical analyses and numerical support to establish the generality of the phenomenon.
1.3. Electron Transport and Quantum Chaotic Scattering in Graphene Systems
Since 2004 there has been a tremendous amount of interest in graphene [24, 25]. Due to its
peculiar honeycomb lattice structure and the resulting sp2 bonding, graphene’s transport bands arise
from the pz orbitals normal to the plane and possess a linear energy-momentum relation: E ∼
|∆k| [26]. As a result, the quasiparticles are chiral, massless Dirac fermions obeying relativistic
quantum mechanics. So, graphene provides us one perfect test bed to investigate relativistic quantum
phenomena.
In Chapter 10, I study quantum transport in a general graphene system subject to external po-
tential, a situation that can be expected in all kinds of future graphene-based electronic devices with
quantum dots and quantum point contacts. I find that electrons tend to take on propagating paths that
have absolutely no counterpart in non-relativistic quantum systems. Strikingly, such abnormal quan-
tum paths can lead to an extreme type of fractal-like of conductance fluctuations, not seen previously
in any quantum transport systems. This phenomenon has profound implications to the development
of graphene based devices that require stable electronic properties.
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In Chapter 11, I investigate the transport fluctuations in both non-relativistic quantum dots and
graphene quantum dots with both hyperbolic and nonhyperbolic chaotic scattering dynamics in the
classical limit. I find that nonhyperbolic dots generate sharper resonances than those in the hyper-
bolic case. Strikingly, for the graphene dots, the resonances tend to be much sharper. This means
that transmission or conductance fluctuations are characteristically greatly enhanced in relativistic
as compared to non-relativistic quantum systems.
In Chapter 12, I propose a scheme to modulate quantum transport in nanostructures based on
classical chaos. By applying external gate voltage to generate a classically forbidden region, tran-
sient chaos can be generated and the escape rate associated with the underlying non-attracting
chaotic set can be varied continuously by adjusting the gate voltage. I demonstrate that this can
effectively modulate the quantum conductance-fluctuation patterns. A theory based on self-energies
and the spectrum of the generalized non-Hermitian Hamiltonian of the open quantum system is
developed to understand the modulation mechanism.
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2 . TIME-SERIES-BASED PREDICTION OF COMPLEX OSCILLATOR NETWORKS
2.1. Background
In network science, previous efforts have been mostly on network structures and their effects on
various dynamical processes taking place on or supported by the network. The types of processes
that have been under intense investigations include synchronization, virus spreading, traffic flow,
and cascading failures [5]. A typical approach in the field is to implement a particular dynamical
process of interest on networks whose connecting topologies are completely specified. While this
line of research is necessary for discovering and understanding various fundamental phenomena in
complex networks, the importance of devising a general solution to the inverse problem of network
prediction has been increasingly recognized [6–9]. For example, in biological sciences, a significant
task is to reconstruct a variety of networks from experimental data such as inferring gene regulation
networks from gene expression data [10–13]. Another example is the application of spike classifica-
tion methods [14–16] to detecting interactions among neurons. Quite recently, it was demonstrated
that the hierarchical property in many complex networks can be used to predict missing links [17].
Despite the success of the various existing approaches in decoding the network topology, the issue
remains of whether quantitative information about node-to-node coupling, namely, the detailed dy-
namical coupling terms among various nodes in the network, can be inferred purely from measured
time series.
In this chapter, I articulate a framework that enables a full reconstruction of coupled oscillator
networks whose vector fields consist of a limited number of terms in some suitable base of expan-
sion. The basic idea is that the mathematical functions determining the dynamical couplings in a
physical network can be expressed by power series expansions. The task is then to estimate all
the nonzero coefficients. Since the underlying coupling functions are unknown, the power series
can contain high order terms. The number of coefficients to be estimated can therefore be quite
large. According to conventional wisdom this would be a difficult problem as a large amount of data
is required and the computations involved can be extremely demanding. However, the number of
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nonzero coefficients may be only a few so that the vector of coefficients is effectively sparse. As
such, the recently developed idea of compressive sensing provides a viable solution to the problem,
whose key feature is to reconstruct a sparse signal from a limited number of observations [18–21].
Since the requirements for the observations can be considerably relaxed as compared with those as-
sociated with conventional signal reconstruction schemes, compressive sensing has received much
recent attention and it is becoming a powerful technique to obtain high-fidelity signal for applica-
tions where sufficient observations are not available. We shall articulate a general methodology to
cast the problem of network reconstruction into the framework of compressive sensing, show that the
power series coefficients associated with the interactions among nodes can be accurately estimated,
and demonstrate the power of the method by using a variety of model and real-world networks.
2.2. Basic idea of compressive sensing
The basic idea of compressive sensing is to reconstruct sparse data or a signal from a few obser-
vations whose number is much less than that of the original data points [18–21]. The observations
are measured by linear projections of the original data on a few predetermined, random vectors.
Since the requirement for the observations is considerably less comparing to conventional signal re-
construction schemes, compressive sensing has been developed into a powerful technique to obtain
high-fidelity signal especially in cases where sufficient observations are not available.
Mathematically, the problem of compressive sensing is to reconstruct a vector x¯ ∈ RN from
linear measurements y¯ about x¯ in the form:
y¯ = A · x¯ (2.1)
where y¯ ∈ RM and A is an M ×N matrix. By definition, the number of measurements is much less
than that of the unknown signal, i.e, M ≪ N . Accurate recovery of the original signal is possible
by solving the following simple convex optimization problem [27, 28]:







is the l1 norm of vector x¯.
The method I employed to solve the convex optimization problem Eq. (2.2) can be described
briefly, as follows. By introducing a new variable vector u ∈ RN , problem (2.2) can be recast into a







x¯i − ui ≤ 0
−x¯i − ui ≤ 0
Ax¯ = y¯
. (2.4)
Defining z = [x¯T , uT ]T , I can rewrite Eq. (2.4) as




f ′i(z) ≤ 0
A0z = y¯
, (2.5)
where fi(z) = 〈ci, z〉 and f ′i(z) = 〈c′i, z〉 (〈.〉 denotes inner product of two vectors). Here,
c0, ci, c
′
i ∈ R2N , A0 is a M × 2N matrix, (c0)j = 0 for j ≤ N and (c0)j = 1 for j > N ;
(ci)j = 1 for j = i, (ci)j = −1 for j = N + i; (c′i)j = 1 for j = i, (c′i)j = −1 for j = N + i;
A0 = [0
M×N,A]. To solve the linear constraint minimization problem of (2.5), one can use the
Karush-Kuhn-Tucker conditions; that is, at the optimal point z∗, there exist vectors v∗ ∈ RM ,
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i = 0, (2.6)
λ∗i fi(z






∗) = 0, i = 1, ..., N, (2.8)
A0z
∗ = y¯, (2.9)
fi(z
∗) ≤ 0, (2.10)
f ′i(z
∗) ≤ 0. (2.11)
Problem (2.6) can be solved by the classical Newton method in the valid solution set determined by
the inequality constraints
{λ ≥ 0, λ′ ≥ 0, fi(z) ≤ 0, f ′i(z) ≤ 0}, (2.12)
where a point (z, v, λ, λ′) in this set is called as an interior point. First, I define a residual vector for
all the equality conditions in (2.6) as r = [rT1 , rT2 , rT3 , rT4 ]T where













r2 = −Λf, (2.14)
r3 = −Λ′f ′, (2.15)
r4 = A0z − y¯. (2.16)
In Eq. (2.13), f = [f1(z), f2(z), ..., fN (z)]T , f ′ = [f ′1(z), f ′2(z), ..., f ′N (z)]T , Λ and Λ′ are diago-
nal matrices with (Λ)ii = λi and (Λ′)ii = λ′i. To find the solution to (2.6), I linearize the residual
vector r using Taylor expansion around (z, v, λ, λ′), which gives
r(z +∆z, v +∆v, λ+∆λ, λ′ +∆λ′)

















−ΛC 0 −F 0
−Λ′C′ 0 0 −F ′




where the N × 2N matrices C and C′ have ci and c′i as rows, respectively, F and F ′ are diagonal
with (F )ii = fi(z) and (F ′)ii = f ′i(z). Thus, the steepest descent direction can be obtained by










With the descent direction so determined, to solve (2.6), one can update the solution by z = z +
s∆z, v = v + s∆v, λ = λ+ s∆λ, λ′ = λ′ + s∆λ′ with step length s. Here, s should be chosen to
guarantee that (z+ s∆z, v+ s∆v, λ+ s∆λ, λ′+ s∆λ′) is an interior point of the valid solution set
(2.12). By iterating this procedure, the reconstructed sparse signal x′ can be obtained.
2.3. Results and discussion
Generally, the problem of compressive sensing can be described as to reconstruct a vector X¯ ∈
RN from linear measurements Y¯ about X¯ in the form: Y¯ = A · X¯ , where Y¯ ∈ RM and A is
an M × N matrix. By definition, the number of measurements is much less than the number of
components of the unknown signal, i.e., M ≪ N . Accurate reconstruction can be achieved by
solving the following convex optimization problem [27]
min ‖X¯‖1 subject to A · X¯ = Y¯ , (2.20)
where ‖X¯‖1 =
∑N
i=1 |X¯i| is the L1 norm of vector X¯ . Solutions to the convex optimization
problem (2.20) has been worked out recently by the compressive-sensing community [27, 28]. A
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detailed description of the compressive sensing algorithm I have employed in this chapter is provided
in the Method section.
We first show that the inverse problems of predicting dynamical systems and network topology
can be cast in the form (2.20) so that optimal solutions can be obtained even when the amount of
available data is small. A complex networked system can be viewed as a large dynamical system
that generates oscillatory time series at various nodes. In general, the dynamics at a node can be
written as
x˙i = F(xi) +
N∑
j=1,j 6=i
Cij(xj − xi), (i = 1, · · · , N), (2.21)
where xi ∈ Rm represents the set of externally accessible dynamical variables of node i, N is
the number of accessible nodes, and Cij is the coupling matrix between the dynamical variables at






ij · · · c1,mij
c2,1ij c
2,2
ij · · · c2,mij
· · · · · · · · · · · ·
cm,1ij c
m,2




In Cij , the superscripts kl (k, l = 1, 2, ...,m) stand for the coupling from the kth component of
the dynamical variable at node i to the lth component of the dynamical variable at node l. For any
two nodes, the number of possible coupling terms is m2. If there is at least one nonzero element
in the matrix Cij , nodes i and j are coupled and, as a result, there is a link (or an edge) between
them in the network. Generally, more than one element in Cij can be nonzero. Likewise, if all the
elements of Cij are zero, there is no coupling between nodes i and j. The connecting topology
and the interaction strengths among various nodes of the network can be predicted if I can estimate
the coupling matrix Cij from time-series measurements. While the node dynamics as described by
the vector field F(xi) are assumed to be unknown, in general the jth component of F(xi) can be
13









[(αi)j ]l1,··· ,lm (2.23)
[(xi)1]
l1 [(xi)2]
l2 · · · [(xi)m]lm ,
where (xi)k (k = 1, · · · ,m) is the kth component of the dynamical variable at node i, the total
number of products is (1 + n)m, and [(αi)j ]l1,··· ,lm ∈ Rm is the coefficient vector of each product
term, which is to be determined from measurements as well. Note that terms in Eq. 2.23 are all
possible products of different components with different power of exponents. As an example, for
m = 2 (the components are x and y) and n = 2, the power series expansion is α0,0 + α1,0x +
α0,1y + α2,0x
2 + α0,2y




The goal is then to estimate the various coupling matrices Cij and the coefficient vectors
αi1,··· ,im from sparse time-series measurements. To cast the prediction problem in the compressive-
sensing paradigm by including all possible forms of node dynamics and coupling terms, I rewrite
Eq. (2.21) as x˙i = Γ1(x1) + Γ2(x2) + · · · + ΓN (xN ), where node i’s function Γi are given by
Γi(xi) = F(xi) −
∑N
j=1,j 6=iCijxi where, as compared to Eq. 2.21, the coupling to node j at j’s
side Cijxj is merged into Γj(xj). Since Γi contains information about xi only, the coefficients for
the product terms arising from the node dynamics can be exclusively determined. Information about
node-to-node coupling, or about the network connectivity, is contained completely in Γj(j 6= i).
Once the coefficients in the power series of the functions Γi and Γj have been determined, the node
dynamics, the network topology and interaction strengths are all known. For example, if in the
equation of i, a term in Γj(j 6= i) is not zero, there then exists coupling between i and j with the
strength given by the coefficient of the term. Subtracting the coupling terms −∑Nj=1,j 6=iCijxi at
the side of i from Γi, where
∑N
j=1,j 6=iCij equals the sum of coupling strengths (coefficients) of all
Γj(j 6= i), the node dynamics F(xi) can be obtained.
To better explain the method without loss of generality, I focus on one component of the dy-
namical variable at all nodes in the network, say component 1. (Procedures for other components
are similar.) For each node, I first expand the corresponding component of the vector field into a
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power series up to power n. For a given node, due to the interaction between this component and
other (m − 1) components of the vector field, there are (n + 1)m terms in the power series. The
number of coefficients to be determined for each individual node dynamics is thus (n + 1)m. Now
consider a specific node, say node i. For every other node in the network, possible couplings from
node i indicates the need to estimate another set of (n + 1)m power-series coefficients. There are
in total N(n + 1)m coefficients that need to be determined. The vector X¯ to be determined in the
compressive-sensing framework contains then N(n + 1)m components. For example, to construct
the measurement vector Y¯ and the matrix A for the case of m = 3 (dynamical variables x, y, and z)
and n = 3, I have the following explicit dynamical equation for the first component of the dynamical

















We can denote the coefficients of Γ(xi) by ai = [(ai)100, (ai)101, · · · , (ai)333]T . Assuming that
measurements xi(t) (i = 1, . . . , N ) at a set of time t1, t2, . . . , tM are available, I denote





such that Γi[xi(t)] = Gi(t) · ai. According to Eq. (2.24), the measurement vector can be chosen as
Y¯ = [x˙i(t1), x˙i(t2), · · · , x˙i(tM )]T , which can be calculated from time series. Finally, I obtain the
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where, to ensure that the matrix A has rank M , I normalize it by dividing elements in each column





X¯ is determined via some standard compressive-sensing algorithm, the coefficients are given by
X¯i/L2(i). To determine the set of power-series coefficients corresponding to a different component
of the dynamical variable, say component 2, I simply replace the measurement vector by Y¯ =
[y˙i(t1), y˙i(t2), · · · , y˙i(tM )]T and use the same matrix A. This way all coefficients can be estimated.
To illustrate the method, I consider networks of coupled chaotic Lorenz and Ro¨ssler oscillators.
The classical Lorenz and Ro¨ssler systems are given by
x˙ = 10(y − x),
y˙ = x(28 − z)− y,
z˙ = xy − (8/3)z,
and
x˙ = −y − z,
y˙ = x+ 0.2y,
z˙ = 0.2 + z(x− 5.7),
(2.25)
respectively. Since m = 3, I choose the power series of x, y and z such that l1 + l2 + l3 ≤ 3.




2 + 1 = 19N + 1,
where i = l1 + l2 + l3 ranges from 1 to 3, N denotes the total number of nodes and 1 is due to
the constant term. To demonstrate the applicability of the method to complex networks of different
topology, I consider random and scale-free networks. In particular, the Lorenz oscillator network is
chosen to be the Erdo˝s-Re´nyi type of homogeneous random networks [29], generated by assuming a
small probability of link for any pair of nodes. The coupling between node dynamics is assumed to
occur between the y and the z variables in the Lorenz equations, leading to the following coupling
matrix: c3,2ij = 1 if nodes i and j are connected and c
3,2
ij = 0 otherwise. The Ro¨ssler oscillator
networks is assumed to be the Baraba´si-Albert type of scale-free networks [30] with a heterogeneous
degree distribution. The coupling scheme is c1,3ij = 1 for link between i and j. Both types of
network structures are illustrated schematically in Fig. 1. To generate time series, I integrate the
whole networked system by using time step h = 10−4 for 6 × 106 steps. However, the number of
“measured” data points required for the method to be successful can be orders of magnitude less
than 6 × 106, a fundamental advantage of compressive-sensing method. Specifically, I randomly
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collect measurements from the integrated time series and the number of elements in each row of the
matrix A is given by 19N + 1.
Figure 1 presents some representative results. For the random Lorenz network, I show the in-
ferred coefficients of node #2 associated with both the coupling with other nodes [Fig. 1(a)] and
its own dynamics [Fig. 1(a)]. The term index is arranged from low to high values, corresponding
to the order from low to high node number. The predicted coupling strengths between node #2
and others are shown in Fig. 1(a), where each term according to its index corresponds to a specific
node. Nonzero terms belonging to nodes other than node #2 indicate inter-node couplings. The
predicted interactions with nonzero coefficients (the value is essentially unity) are in agreement with
the neighbors of node #2 in the sample random network in Fig. 1(b). The term 32 related to −6y
is the coupling strength from node #2, which equals the sum of the coupling strengths from the
other connected nodes. Figure 1(c) displays the inferred coefficients for both node dynamics and
coupling terms in the three components x, y and z. All predicted terms with nonzero coefficients are
in agreement with those in the equations of the dynamics of node #2, together with the inter-node
coupling terms c3,2.
Figure 1(d) shows the predicted links between node #48 and others in a Ro¨ssler oscillator net-
work with scale-free structure. All existing couplings have been accurately inferred, as compared to
the structure presented in Fig. 1(e), even though the interaction patterns among nodes are more com-
plicated than random networks. Both the detected local dynamical and coupling terms associated
with node#48 are indicated in Fig. 1(f), where in the x component, the term−8z is the combination
of the local-dynamical term −z and the coupling of node #48 with 7 neighboring nodes. Since all
the couplings have been successfully detected, the local-dynamical term −z in the x component can
be separated from the combination, so that all terms of node #48 are predicted, regardless of the
presence of the the local and node-to-node coupling terms. We have also examined all nodes in the
two network systems and find that the method is effective for all oscillators, enabling a complete
and accurate reconstruction of the underlying complex networked system.
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Fig. 1. (a) Predicted coupling terms in the z variable for node #2 in a random network (b) of 10
coupled chaotic Lorenz oscillators. (c) Predicted terms in the dynamics of node #2 and couplings
between node #2 and other nodes. (d) Predicted coupling terms in x variable for node #48 in a
scale-free network (e) of 50 coupled chaotic Ro¨ssler oscillators. (f) Predicted terms in the dynamics
of node #48 and couplings between node #48 and other nodes. In (c) and (f), top to bottom panels:
predicted terms with coefficients in the x, y and z variables, where the corresponding true values
of the existent terms are marked. In (a) and (d), the node numbers corresponding to the existing
terms are marked and the coupling forms are c3,2 and c1,3, respectively. The average degrees 〈k〉 for
the random and scale-free networks are 6 and 10, respectively. The number of data points used for
prediction is 14N and the time interval for data collection is ∆t = 1.
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Fig. 2. Prediction errors Enz and Ez as functions of (a) the number of data points and (b) length t
of time series for random networks of Lorenz and Ro¨ssler oscillators. The network structure is the
same as in Fig. 1(b). In (a) the time interval for collecting a data point in the time series is ∆t = 1.
In (b), the number of data points used is fixed to be 140 for different t. All results are obtained by
the average over 10 independent realizations and the error bars represent standard deviations.
To quantify the performance of the method with respect to the amount of required data as well
as different network properties, I investigate the prediction errors which are defined separately for
nonzero (existing) and zero terms in the dynamical equations. The relative error of a nonzero term
is defined as the ratio to the true value of the absolute difference between the predicted value and
the true value. The average over the errors of all terms in a component is the prediction error Enz of
nonzero terms for the component. In contrast, a relative error for a zero (nonexistent) term cannot
be defined, so it is necessary to use the absolute error. Figure 2(a) shows the errors Enz and Ez as
functions of the number of data points collected with fixed sampling frequency for random networks
of Lorenz and Ro¨ssler oscillators. I see that if the number of data points in the time series used for
prediction is not large enough, Enz and Ez can be quite large. However, when the number of data
points exceeds some critical value, e.g., 140 for the Lorenz network and 100 for the Ro¨ssler network,
the prediction errors become practically zero. In all cases, the number of required data points is
much smaller than the number of terms in the power series function, one of the main advantages of
the compressive-sensing technique. Insofar as the number of data points exceeds the critical valye,
19
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(b)
Fig. 3. Prediction errors as functions of (a) the average degree 〈k〉 and (b) network size N for
random networks of Lorenz and Ro¨ssler oscillators. In (a), N is fixed to be 10 and in (b) the average
degree 〈k〉 is 0.1N . The number of data points and the frequency of data collection are the same as
in Fig. 1. In (a), each point is the average of 10 independent realizations and the error bars indicate
the standard deviations. Other parameters are the same as in Fig. 2.
the prediction errors are effectively zero, indicating the robustness of the reconstructed complex
networked system. Figure 2(b) shows the errors with respect to different length t of the time series
for fixed number of collected data, where the sampling frequency is inversely proportional to t. We
see that when t is relatively large, e.g., t > 20 for the Lorenz network and t > 30 for the Ro¨ssler
network, Enz and Ez are small and the reconstructions are accurate. Note that, if the sampling
frequency is high, the number of data points is not able to cover the dynamics in the whole phase
space. In order to obtain a faithful prediction of the whole system, the sampling frequency must be
sufficiently low.
Another important question is how the structural properties of the network affect the precision of
prediction. To address this question, I calculate the dependence of the prediction error on the average
degree 〈k〉 and the network size N . As shown in Fig. 3(a) for random Lorenz and Ro¨ssler networks,
regardless of the network size and of whether the network is loosely connected (corresponding
to small values of 〈k〉) or nearly fully connected, the prediction errors remain to be quite small,
providing further support for the robustness of the compressive-sensing based method.
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Fig. 4. Success rates of existing links SREL and nonexisting links SRNL as functions of the number
of data points and length t of time series for random Lorenz and Ro¨ssler networks. The inset shows
the distribution of coupling strength in the Ro¨ssler network for different numbers of data points.
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TABLE 1
Prediction errors Enz and Ez for eight real-world networks.
N Lorenz Ro¨ssler
Enz Ez Enz Ez
Karate 34 3.3× 10−3 3.6× 10−6 1.9× 10−3 2.7× 10−7
Dolphins 62 3.6× 10−3 7.4× 10−6 2.8× 10−3 2.2× 10−7
Book 105 3.8× 10−3 8.3× 10−5 2.8× 10−3 2.1× 10−7
C. Elegans 297 1.1× 10−3 1.9× 10−5 2.8× 10−3 2.2× 10−7
Elec. Cir. 512 4.4× 10−3 5.8× 10−6 2.9× 10−3 2.7× 10−7
The computations have demonstrated that, despite the small prediction errors, all existing links
in the original network can be predicted extremely reliably. To further quantify the performance of
the method for predicting network structures, I compute the success rates for existing links (SREL)
and nonexisting links (SRNL), defined to be the ratio between the number of successfully predicted
links and total number of links and the ratio of the number of correctly predicted nonexisting links to
the total number of nonexisting links, respectively. Figure 4 shows the success rates as functions of
the number of data points and t for both random Lorenz and Ro¨ssler oscillator networks. We observe
that, when the number of data points and t are sufficiently large, both SREL and SRNL reach 100%.
The inset shows the distribution of coupling strengths in the Ro¨ssler network. For all tested numbers
of data points (> 54), there exist two sharp peaks centered at c = 0 and c = 1, corresponding to the
absence of coupling and the existing coupling of strength 1.0, respectively. The narrowness of the
two peaks in the distribution makes it feasible to distinguish existing links (with nonzero coupling
strength) from nonexistent links (effectively with zero coupling). This provides an explanation for
the 100% success rates shown in Fig. 4.
Finally, I test the method on a number of real-world networks, ranging from social to biological
and technological networks. Again I assume the node dynamics to be of the Lorenz and Ro¨ssler
types. For eight real-world networks, the prediction errors are shown in Table 1. We observe that all
errors are nearly zero, indicating the potential applicability of the method to real-world networks.
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Two remarks concerning the general applicability of the method and computational requirement
are in order.
1. While I have used linear coupling schemes in the numerical test, the compressive-sensing
based prediction method is expected to be applicable even for nonlinear coupling, as any such cou-
pling function can be approximated by a power-series expansion. We have also examined net-
works of nonidentical oscillators, for example networks whose nodes are a mixture of Lorenz and
Ro¨ssler oscillators, and found that the networked system can be accurately reconstructed. The case
of weighted networks has also been tested. In all these challenging situations, the computational
demand may be high, depending on the number of terms used in the power-series expansions. In-
sofar as the computation resource is sufficient, the method can in principle be applied to networked
dynamical systems of different dynamical and topological characteristics.
2. In general, there is a trade-off between prediction accuracy and computational cost, the latter
being determined by the number of expected terms together with their coefficients to be predicted.
The terms include those that describe both node dynamics and couplings. To predict complex sys-
tems as accurately as possible, many terms should be assumed in the power-series expansions, but
this requires more measurements and, consequently, more computations. Although the nature of the
compressive-sensing based method can considerably reduce the required amount of measurements
as compared with traditional methods, to accurately reconstruct a large complex system of a large
number of interacting units based solely on time series still requires intense computations. On the
other hand, if the number of terms in each power-series function is reduced so as to accommodate
larger system size, the precision of prediction will be compromised. The trade-off is determined by
both systems size and computational capability.
In summary, I have articulated a method based on compressive sensing for predicting and re-
constructing complex dynamical systems from measured time series. Extensive computations have
revealed that both nonlinear node dynamics and node-to-node interactions can be accurately pre-
dicted, leading to reliable and robust reconstruction of the underlying networked system, as charac-
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terized by near-zero prediction errors regardless of the nature of the node dynamics and the network
structure. These features make the method applicable to general nonlinear dynamical systems and
complex networks with extremely low data requirement. Global prediction of nonlinear dynami-
cal systems has been an outstanding problem and probing complex networks from time series is a
problem in network science of recent interest. We have demonstrated that the approach provides a
unified solution to both problems.
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3 . PREDICTING CATASTROPHES IN NONLINEAR DYNAMICAL SYSTEMS
3.1. Background
It has been recognized that nonlinear dynamics are ubiquitous in many natural and engineering
systems. A nonlinear system, in its parameter space, can often exhibit catastrophic bifurcations
that ruin the desirable or “normal” state of operation. Consider, for example, the phenomenon
of crisis [22] where, as a system parameter is changed, a chaotic attractor collides with its own
basin boundary and is suddenly destroyed. After the crisis, the state of the system is completely
different from that on the attractor before the crisis. Suppose that, for a nonlinear dynamical system,
the state before the crisis is normal and desirable, and the state after the crisis is undesirable or
destructive. The crisis can thus be regarded as a catastrophe that one strives to avoid at all cost.
Catastrophic events, of course, can occur in different forms in all kinds of natural and man-made
systems. A question of paramount importance is how to predict catastrophes in advance of their
possible occurrences. This is especially challenging when the equations of the underlying dynamical
system are unknown and one must then rely on measured time series or data to predict any potential
catastrophe.
In this chapter, I articulate a strategy to address the problem of predicting catastrophes in non-
linear dynamical systems. I assume that an accurate model of the system is not available, i.e., the
system equations are unknown, but the time evolutions of the key variables of the system can be
accessed through monitoring or measurements. The method consists of three steps: (i) predicting
the dynamical system based on time series, (ii) identifying the parameters of the system, and (iii)
performing bifurcation analysis using the predicted system equations to locate potential catastrophic
events in the parameter space so as to determine the likelihood of system’s drifting into a catastrophe
regime. In particular, if the system operates at a parameter setting close to such a critical bifurcation,
catastrophe is imminent as a small parameter change or a random perturbation can push the system
beyond the bifurcation point. To be concrete, in this chapter I regard crises as catastrophes. Once
a complete set of system equations has been predicted and the parameters have been identified, one
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needs to examine the available parameter space. In general, to explore the multi-parameter space
of a dynamical system can be extremely challenging, which can often lead to the discovery of new
phenomena in dynamics. An early example in this area of research is the work by Stewart et al. [31],
which investigated the phenomenon of double crises in two-parameter dynamical systems. More
recent efforts include the investigation of hierarchical structures in the parameter space [32]. The
present focus of the work, however, is on predicting the dynamical systems based on compressive
sensing.
The problem of predicting dynamical systems based on time series has been outstanding in
nonlinear dynamics because, despite previous efforts [1] in using the standard delay-coordinate em-
bedding method [2] to decode the topological properties of the underlying system, how to accurately
infer the underlying nonlinear system equations remains largely an unsolved problem. In principle,
a nonlinear system can be approximated by a large collection of linear equations in different re-
gions of the phase space, which can indeed be achieved by reconstructing the Jacobian matrices on
a proper grid that covers the phase-space region of interest [3,4]. However, the accuracy and robust-
ness of the procedure are challenging issues, including the difficulty with the required computations.
In order to be able to predict potential catastrophes, local reconstruction of a large set of linearized
dynamics is not sufficient but rather, an accurate prediction of the underlying nonlinear equations
themselves is needed.
3.2. The method
The framework to fully reconstruct dynamical systems using time series alone is based on the
assumption that the dynamics of many natural and man-made systems are determined by functions
that can be approximated by series expansions in a suitable base. The major task is then to estimate
the coefficients in the series representation. In general, the number of coefficients to be estimated can
be large but many of them are zero (the sparsity condition). According to the conventional wisdom
this would be a difficult problem as a large amount of data is required and the computations involved
can be extremely demanding. However, the recent paradigm of compressive sensing developed by
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Cande`s et al. [18, 19, 21, 27, 33, 34] provides a viable solution to the problem, where the key idea is
to reconstruct a sparse signal from small amount of observations [18,19,21,27,33,34], as measured
by linear projections of the original signal on a few predetermined vectors. Since the requirements
for the observations can be considerably relaxed as compared with those associated with conven-
tional signal reconstruction schemes, compressive sensing has received much recent attention and
it is becoming a powerful technique to obtain high-fidelity signal for applications where sufficient
observations are not available. Here, I shall articulate a general methodology to cast the problems
of dynamical-system prediction into the framework of compressive sensing and I demonstrate the
power of the method by carrying out bifurcation analyses on the predicted dynamical systems to
locate potential catastrophes using exemplary chaotic systems.
Generally, the problem of compressive sensing can be described as the reconstruction of a sparse
vector a ∈ Rv from linear measurements X about a in the form: X = G · a, where X ∈ Rw, G
is a w × v matrix and most components of a are zero. The compressive sensing theory ensures that
the number of components of the unknown signal can be much larger than the number of required
measurements for reconstruction, i.e., v ≫ w. Accurate reconstruction can be achieved by solving
the following convex optimization problem [27]: min ‖a‖1 subject to X = G·a, where ‖a‖1 =
∑v
i=1 |ai| is the L1 norm of a. Solutions to the convex optimization problem have been worked out
recently [18, 19, 21, 27, 28, 33].
I first show that the inverse problem of predicting dynamical systems can be cast in the frame-
work of compressive sensing so that optimal solutions can be obtained even when the number of
base coefficients to be estimated is large and/or the amount of available data is small. In the fol-
lowing, I present a typical example to illustrate the method. Assume that the dynamical system
can generally be written as x˙ = F(x), where x ∈ Rm represents the set of externally accessible
dynamical variables and F is a smooth vector function in Rm. The jth component of F(x) can be









(aj)l1,··· ,lm · xl11 xl22 · · ·xlmm , (3.1)
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Fig. 5. For the He´non map, in (a) x dimension and (b) y dimension, distributions of the predicted
values of ten power-series coefficients up to order 3: constant, y, y2, y3, x, xy, xy2, x2, x2y and x3.
where xk (k = 1, · · · ,m) is the kth component of the dynamical variable, and the scalar coefficient
of each product term (aj)l1,··· ,lm ∈ R is to be determined from measurements. Note that the terms
in Eq. (3.1) are all possible products of different components with different powers, and there are
(1 + n)m terms in total.
To better explain the method, without loss of generality, I focus on one dynamical vari-
able of the system. (Procedures for other variables are similar.) For example, to construct
the measurement vector X and the matrix G for the case of m = 3 (dynamical variables
x, y, and z) and n = 3, I have the following explicit dynamical equation for the first dy-
namical variable: [F(x)]1 ≡ (a1)0,0,0x0y0z0 + (a1)1,0,0x1y0z0 + · · · + (a1)3,3,3x3y3z3. I
can denote the coefficients of [F(x)]1 by a1 = [(a1)0,0,0, (a1)1,0,0, · · · , (a1)3,3,3]T . Assum-
ing that measurements of x(t) at a set of time t1, t2, . . . , tw are available, I denote g(t) =
[
x(t)0y(t)0z(t)0, x(t)0y(t)0z(t)1, · · · , x(t)3y(t)3z(t)3], such that [F(x(t))]1 = g(t) · a1. From
the expression of [F(x)]1, I can choose the measurement vector asX = [x˙(t1), x˙(t2), · · · , x˙(tw)]T ,
which can be calculated from time series. Finally, I obtain the following equation in the form
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Fig. 6. Bifurcation diagrams of the predicted He´non map. The predicted map equations are: xn+1 =
0.999999996105743+ 1.000000008610316× yn − ax2n and yn+1 = 0.29999999837× xn. The
number nm of measurements used for prediction is 8 and the total number nnz + nz of terms to be
predicted is 16.

























To ensure the restricted isometry property [27], I normalizeG by dividing elements in each column




, so thatX =
G′ · a′1. After the normalization, a′1 = a1 · L2 can be determined via some standard compressive-
sensing algorithm [28]. As a result, the coefficients a1 are given by a′1/L2. To determine the set
of power-series coefficients corresponding to a different dynamical variable, say y, I simply replace
the measurement vector by X = [y˙(t1), y˙(t2), · · · , y˙(tw)]T and use the same matrix G. This way
all coefficients a1, a2, and a3 of three dimensions can be estimated.
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3.3. Main results on discrete and continuous dynamical systems
I now present a number of physically relevant examples to illustrate the strategy. The first exam-
ple is the He´non map [35], a classical model that has been used to address many fundamental issues
in chaotic dynamics. The prediction of map equations resembles that of a vector field. The map is
given by: (xn+1, yn+1) = (1−ax2n+ yn, bxn), where a and b are parameters. For b = 0.3, the map
exhibits periodic and chaotic attractors for a < ac ≈ 1.42625, where ac is the critical parameter
value for a boundary crisis [22], above which almost all trajectories diverge. The crisis can then be
regarded as a catastrophe in the system evolution. Assuming, e.g., that the “normal” operation of
the system corresponds to a chaotic attractor, I choose a = 1.4. Now suppose that the system op-
erates at this parameter value and the system equations are completely unknown but the time series
({x}n, {y}n) can be obtained in real time. The goal is to assess, based on the time series only, how
“close” the system is to a potential catastrophe. (If measurements of only one dynamical variable
can be obtained, one has to resort to the delay-coordinate embedding method [2].) For illustrative
purpose, I assume power-series expansions up to order 3 in the map equations. Figure 5 shows
the distributions of the estimated power-series coefficients, where I observe extremely narrow peaks
about zero, indicating that a large number of the coefficients are effectively zero, which correspond
to nonexistent terms in the map equations. Coefficients that are not included in the zero peak cor-
respond then to existent terms and they determine the predicted map equations. Figure 6 shows the
bifurcation diagram from the predicted He´non map, which is consistent with the original diagram
impressively well. In particular, the predicted system gives the value of the critical bifurcation point
to within 10−3, where a boundary crisis occur. Note that, to predict correctly the map equations,
the number of required data is extremely low, not seen before in any method of dynamical-system
reconstruction. Similar results have been obtained for the chaotic Lorenz [36] and Ro¨ssler [37] os-
cillators, as shown by the predicted bifurcation diagrams in Figs. 7(a) and 7(b), respectively. These
agree with the original bifurcation diagrams extremely well, so that all possible critical bifurcation
points can be predicted accurately based on time series only.
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Fig. 7. Bifurcation diagram of (a) the predicted Lorenz system given by x˙ = 10.000548307148881×
y − 10.001897147696283× x, y˙ = x(a − 1.000933186801829× z) − 1.000092963203845× y,
z˙ = 0.999893761636553× xy − 2.666477325955504× z and of (b) the predicted Ro¨ssler system
given by x˙ = −0.999959701293536× y − 0.999978902248041× z, y˙ = 1.000004981649221×
x+0.200005996113158× y, z˙ = 0.199997011085648+ 0.999999156496251× z(x− a). In both
cases, nm = 18 and nnz + nz = 35.
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To quantify the performance of the method with respect to the amount of required data, I inves-
tigate the prediction errors which are defined separately for nonzero (existing) and zero terms in the
dynamical equations. The relative error of a nonzero term is defined as the ratio to the true value
of the absolute difference between the predicted and true values. The average over the errors of all
terms in a component is the prediction error Enz of nonzero terms for the component. In contrast,
the absolute error Ez is used for zero terms. Figures 8(a) and 8(b) show Enz as a function of the
ratio of the number nm of measurements to the total number nnz + nz of terms to be predicted, for
the standard map [38] and the Lorenz system, respectively. Note that, for the standard map, it is nec-
essary to explore alternative bases of expansion so that the sparsity condition can be satisfied. The
strategy is that, assuming a rough idea about the basic physics of the underlying dynamical system
is available, I can choose a base that is compatible with the knowledge. In the case of the standard
map, I thus choose the base which includes the trigonometric functions. I obtain that, when the
number nm of measurements exceeds a threshold nt, Enz becomes effectively zero. Without loss
of generality, I define nt by using the small threshold value Enz = 10−3 so that nt is the minimum
number of required measurements for an accurate prediction. In Figs. 8(a) and 8(b), I observe that
nt is much less than nnz + nz if nnz , the number of nonzero terms, is small. The performance of
the method can thus be quantified by the threshold with respect to the numbers of measurements and
terms to be predicted. As shown in Figs. 8(c) and 8(d) for the standard map and the Lorenz system,
respectively, as the nonzero terms become sparser among all terms to be predicted (characterized
by a decrease in nnz/(nnz + nz) when nnz + nz is increased), the ratio of the threshold nt to the
total number of terms nnz + nz becomes smaller. These results demonstrate the advantage of the
compressive-sensing based method to predict dynamical systems, i.e., high accuracy and extremely
low required measurements. In general, to predict the nonlinear dynamical system as accurately as
possible, many reasonable terms should be assumed in the expansions, insofar as the percentage of
nonzero terms is small so that the sparsity condition of compressive sensing is satisfied.
In addition, I examine the resistance of the method to measurement errors by inserting noise into
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Fig. 8. Prediction errors Enz in dynamical equations as a function of the ratio of the number nm of
measurements to the total number nnz + nz of terms to be predicted for (a) the standard map and
(b) the Lorenz system. The ratio of the threshold nt to nnz+nz for different equations as a function
of the ratio nnz/(nnz + nz) for (c) the standard map and (d) the Lorenz system. In (a) and (b),
nnz + nz is 20 and 35, respectively. The error bars represent the standard deviations obtained from
30 independent realizations. In (c) and (d), nnz + nz can be adjusted by the order of power series.
In (c),the data points ranges from order 3 to order 11, and in (d) from order 2 to order 7. I find that



























Fig. 9. Prediction errors Enz as a function of noise amplitude for (a) the He´non map and (b) the
standard map. Uniform noise is added to the time series. The values of nm and nnz + nz for (a)
are 8 and 16, respectively, and for (b) are 10 and 20, respectively. The prediction errors in the zero
terms show similar behaviors.
time series. The prediction errors as a function of noise amplitude are shown in Figs. 9(a) and 9(b)
for the He´non map and the standard map, respectively. The results demonstrate that the method is
robust against noise, due to the optimization nature of the compressive-sensing method.
There are also situations where the system is high-dimensional or stochastic, for which the cur-
rent method may not work. A possible solution is to employ the Bayesian inference to determine
the system equations. In general the computational challenge associated with the approach can
be formidable, but the power-series or more general expansion based compressive-sensing method
developed in this chapter may present an effective strategy to overcome the difficulty.
In summary, I have articulated a general approach to predicting catastrophes in nonlinear dynam-
ical systems. The idea is to approximate the equations of the underlying system by series expansion
and then to formulate the problem of estimating the various terms in the expansions using compres-
sive sensing. The merit of the approach is then that, due to the nature of the compressive-sensing
method, a large number of terms can be accurately estimated even with short available time series,
enabling potential implementation in real times. I have presented a number of examples from chaotic
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dynamics to demonstrate the effectiveness of the method. Predicting catastrophe is a problem of ut-
termost importance in science and engineering and of extremely broad interest as well, and I hope
the work will stimulate further efforts in this challenging area.
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4 . FORECASTING THE FUTURE: IS IT POSSIBLE FOR ADIABATIC TIME-VARYING
DYNAMICAL SYSTEMS?
4.1. Background
A dynamical system in the physical world is constantly under the influence of disturbances or
perturbations. Broadly speaking, there are two types of perturbations: stochastic and deterministic.
Stochastic disturbances (or noise) can typically be described by a random process of zero mean and
finite variance, and they do not alter the intrinsic structure of the underlying equations of the system.
Deterministic perturbations are usually time-dependent and they can cause the system equations or
parameters of the system to vary with time. Suppose Ti, the time scale of the intrinsic dynamics
of the system is much faster than Te, that of the external perturbation. The system can then be
said to be under adiabatic perturbation. In this case, some “asymptotic states” or “attractors” of the
system can still be approximately defined in a time scale that is much larger than Ti but smaller
than Te. When such a time interval is examined, the attractor of the system will depend on time,
and one is interested in forecasting the “future” asymptotic states of the system. Take the climate
system as an example. The system is under random perturbations, but adiabatic disturbances are
also present, such as CO2 injected into the atmosphere by all sorts of human activities, the level
of which is predicted to increase with time. The time scale for appreciable increase in the CO2
level to occur (e.g., years), however, is much larger than the intrinsic time scales of the system
(e.g., days). The climate system is thus a giant nonlinear dynamical system under time-varying
but adiabatic perturbations. It is of tremendous interest to forecast what the future attractors of the
system might be in order to determine whether it will behave as desired or is sustainable. The issue
of sustainability is, of course, critical to many other natural and man-made systems. To be able to
forecast the future states of such systems is fundamental to assessing their sustainability.
In this chapter, I address the following question: given a nonlinear dynamical system whose
equations or parameters vary adiabatically with time but otherwise are completely unknown, can one
predict, based solely on measured time series, the asymptotic attractors of the system in the future?
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To state the problem in a formal way, I consider time-varying dynamical systems, mathematically
described by
dx/dt = F[x,p(t)], (4.1)
where x is the dynamical variable of the system in the d-dimensional phase space and p(t) =
[p1(t), . . . , pK(t)] denotes K independent, time-varying parameters of the system. We assume,
however, that both the form of F and p(t) are completely unknown but at time tM , the end of
the time interval during which measurements are taken, time series x(t) for tM − TM ≤ t ≤
tM are available, where TM is the measurement time interval. The idea is to predict the precise
mathematical forms of F and p(t) based on the available time series at tM so that the evolution
and the likely attractors of the system for t > tM can be computationally assessed and anticipated.
We shall establish that this can be accomplished by using the compressive-sensing algorithm [28]
that has recently been applied to predicting catastrophic bifurcations in time-independent dynamical
systems [23]. The predicted form of F and p(t) at time tM will contain errors that in general will
increase with time. In addition, for t > tM new perturbations can occur to the system so that
the forms of F and p(t) may be changed. It is thus necessary to execute the prediction algorithm
frequently using the available time series at the time. In particular, the system should be monitored at
all times to collect time series, and predictions should be carried out at ti’s, where . . . > ti > . . . >
tM+2 > tM+1 > tM . For any ti, the prediction algorithm is to be performed based on available time
series prior to ti. Despite the large literature on forecasting nonlinear dynamical systems [3, 23, 39–
44], to the knowledge, previous efforts were mainly on time-series based prediction of dynamical
systems whose equations and parameters do not vary with time, where short-term predictions can
be achieved by using the classical delay-coordinate embedding method [1,2]. For example, one can
approximate a nonlinear system by a large collection of linear equations in different regions of the
phase space to reconstruct the Jacobian matrices on a proper grid [3,40,41] or fit ordinary differential
equations to chaotic data [42]. There were also works on estimating system parameters based on
chaotic synchronization [43] or using genetic algorithms [44]. As I shall describe below, besides
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focusing on time-varying dynamical systems, the principle of the method is drastically different
from those of previous ones because I aim to predict globally, in long term, both system equations
and parameter functions based on time series that are presently available.
4.2. Compressive-sensing-based approach
The basic principle upon which the method is based is compressive sensing [28], which has
been exploited widely in all kinds of signal-processing problems in different fields of science and
engineering. Generally, the problem of compressive sensing can be described as to reconstruct a
sparse vector c ∈ RN from linear measurementsX about c in the form: X = G ·c, whereX ∈ RM
and G is an M × N matrix. Accurate reconstruction can be achieved by solving the following
convex optimization problem [28]:
min ‖c‖1 subject to G · c = X, (4.2)
where ‖c‖1 =
∑N
i=1 |ci| is the L1 norm of vector c. An attractive feature of compressive sensing is
that the number of measurements can be much less than the number of components of the unknown
signal: M ≪ N . Solutions of the convex optimization problem (4.2) are available [28]. The
goal is to formulate the problem of predicting time-varying dynamical systems in the framework of
compressive sensing, i.e., (4.2). To accomplish this, I expand all components of the time-dependent
vector field F[x,p(t)] in Eq. (4.1) into a power series in terms of both dynamical variables x and
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where xk (k = 1, · · · ,m) is the kth component of the dynamical variables, and I assume that




. In principle, if every combined scalar coefficient (ci)l1,··· ,lm;w associated with the
corresponding term in Eq. (4.3) can be determined from time series for t ≤ tM , the vector-field
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Fig. 10. (Color online.) Illustration of the scheme to map the problem of predicting time-varying
nonlinear dynamical systems into the framework of compressive sensing.
component [F(x,p(t))]i becomes known. Repeating the procedure for all components, the entire
vector field for t > tM can be predicted.
A fundamental requirement in compressive sensing is that the vector c to be determined be
sparse. For a dynamical system whose vector field is given by a finite number of power-series terms,
such as the classical Lorenz [36] or Ro¨ssler systems [37], this sparsity requirement can be readily
met by assuming as many terms as possible in Eq. (4.3), since the coefficients associated with most
terms are zero. For systems whose vector fields contain, e.g., trigonometric functions for which the
power-series expansions contain an infinite number of terms, some alternative expansion base such
as the Fourier base can be used to ensure the sparsity condition [23].
4.3. Simple example
To explain the method in an intuitive way, I consider a special case where the number of
components of the dynamical variables is m = 3 (x, y, and z), the order of the power series is
l1 + l2 + l3 ≤ 2, and the maximum power of time t in Eq. (4.3) is v = 1, i.e., I include only t0 and
t1 terms. Focusing on one dynamical variable, say x, the total number of terms in the power-series
expansion is 20, as specified in Fig. 10(a). Let the measurements x(t), y(t), and z(t) be taken at
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times t1, t2, . . . , tM , as shown in Fig. 10(b). The values of all the 20 power-series terms at these
time instants can then be obtained, as shown in Fig. 10(c), where I divide all the terms into two
blocks according to the distinct powers of the time variable t: t0 and t1. The matrix G in Eq. (4.2)
thus consists of these two blocks. (In the general case where higher powers of the time variable is
involved, G would contain corresponding number of blocks.) The components of vector X in Eq.
(4.2) are the first derivatives dx/dt evaluated at t1, t2, . . . , tM , which can also be approximated
by the measured time series x(t) at these times. As shown in Fig. 10(c), Eq. (4.3) for this simple
example can be written in the form G · c = X, where both the matrix G and vector X can be
constructed solely from measured time series, and the task is to solve for the coefficient vector c. In
general, I assume many terms in the power-series expansion up to some high order n, and the total
number of terms in Eq. (4.3),N , will be quite large. As a result, c is very high-dimensional but most
of its components are zero, ensuring sparsity. However, the number of measurements, M , needs not
be as large as N , i.e., M ≪ N . Another requirement of the compressive-sensing algorithm is the re-
stricted isometry property [28], which can be guaranteed by normalizing the matrix G and by using
linear-programming based signal-recovery algorithms, I can get the target coefficient vector c effi-
ciently [28]. To determine the set of power-series coefficients corresponding to a different dynamical
variable, say y, I simply replace the measurement vector by X = [y˙(t1), y˙(t2), . . . , y˙(tM )]T . The
matrix G, however, remains the same. We see that the the problem of forecasting time-varying
nonlinear dynamical systems fits perfectly into the compressive-sensing paradigm.
As a proof of principle of the compressive-sensing based strategy to forecast time-varying dy-
namical systems, I take the classical Lorenz chaotic system [36] as an example by incorporating
explicit time dependence in a number of additional terms. The modified Lorenz system is given by
x˙ = −10(x− y) + k1(t)y, (4.4)
y˙ = 28x− y − xz + k2(t)z,
z˙ = −(8/3)z + xy + [k3(t) + k4(t)]y,
where k1(t) = −t2, k2(t) = 0.5t, k3(t) = t, and k4(t) = −0.5t2. Suppose that the system equa-
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Fig. 11. For the time-varying Lorenz chaotic systems defined by Eq. (4.4), predicted values of
coefficients of power-series terms versus the term index for the x-, y-, and z-equations for k1(t) =
−t2, k2(t) = 0.5t, k3(t) = t, and k4(t) = −0.5t2, where the solid triangles and open circles denote
nonzero and zero coefficients. Note that, the number M of data points used for prediction is about
50% of the total number N of unknown coefficients in each power-series expansion.
tions are completely unknown but only measured time series x(t), y(t), and z(t) in a finite time
interval are available. The number of dynamical variables is m = 3 and I choose the orders of the
power-series expansions in the three variables according to l1+ l2+ l3 ≤ 3. The maximum power in
the time dependence is chosen to be v = 2 so that explicit time-dependent terms t0, t1 and t2 are con-
sidered. The total number of coefficients to be predicted is then (v+1)
∑3
i=1(i+1)(i+2)/2 = 57.
(Note that, using low-order power-series expansions in both the dynamical variables and time is
solely for facilitating explanation and presentation of results, while the forecasting principle is the
same for realistic dynamical systems where much higher orders are needed.) Figure 11 shows the
predicted coefficient values versus the term index for all three dynamical variables, where in each
panel, solid triangles and open circles denote predicted non-zero and zero coefficients, respectively,
and the red dash dividing lines indicate the terms associated with different powers of the time vari-
able, i.e., t0, t1 and t2 (from left to right). The meaning of these results can be explained by using
any one of the dynamical variables. For example, for the x-component of the vector field, the pre-
diction algorithm gives only 3 nonzero coefficients. By identifying the corresponding values of the
term index, I read that they correspond to the two terms without explicit time dependence: y, x, and
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Fig. 12. For the Lorenz system (4.4), predicted time series and measured values of the dynamical
variable z(t) for (a) time-independent case where ki(t) = 0 (i = 1, . . . , 4) and (b) time-dependent
case where k1(t) = −0.01t2, k2(t) = 0.01t, k3(t) = 0.01t, and k4(t) = −0.01t2. The red circles
denote the total measurements that I used for prediction, while the green dash and blue solid lines
represent the actual and predicted time series. The time t = 0 and t = 10 in both panels corresponds
to the beginning and the end of the measurement window, i.e., t1 and tM respectively.
the term that contains explicit such dependence: t2y, respectively. A comparison of the predicted
nonzero coefficient values with the actual ones in the original Eq. (4.4) indicates that the method
works remarkably well. Similar results have been found for y and z components of the vector field,
where I can also find excellent agreements between the predicted and the actual functions.
4.4. Time-varying dynamical systems reconstruction and future forecasting
When the vector field F[x,p(t)] of the underlying dynamical system has been forecasted, one
can solve Eq. (4.1) numerically to assess the state variables at any future time and the asymptotic



















































Fig. 13. For the time-varying Lorenz system as in Fig. 11, (a) prediction errors Enz as a function
of the ratio M/N , and (b) the ratio Mt/N as a function of the ratio Nnz/N , where N can be
increased by using power-series expansion of higher order (e.g., up to 7); (c) With fixed number
of measurement M , prediction errors Enz as a function of the length of measurement window for
the time-varying Lorentz system as in Fig. 12(b). The error bars represent the standard deviations
obtained from 20 independent realizations. The prediction errors Ez associated with non-existent
terms show similar behaviors.
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predicted vector field is shown, together with values of the corresponding dynamical variable from
the actual Lorenz system at a number of time instants. The two cases shown are where the parameter
functions ki(t) (i = 1, . . . , 4) are zero and time-varying, respectively. Excellent agreement is again
observed, indicating the power of the method to predict the future states and attractors of time-
varying dynamical systems. The interpretation and implication of Figs. 12(a,b) are the following.
For the original classical Lorenz system without time-varying parameters, the asymptotic attractor
is chaotic, as can be seen from Fig. 12(a). However, as external perturbations are turned on at
t = 0, the beginning of the measurement window [t1, tM ] [note that t = 10 in Figs. 12(a,b)
corresponds to the end of the measurement window tM ] so that there are four parameters in the
system that are explicitly time dependent for t > 0, the asymptotic attractor becomes a fixed-point,
as can be seen from the asymptotic behavior z → constant. In both cases, by using limited amount
of measurements (available time series in the window [t1, tM ]), the forecasting results are quite
accurate. The result exemplified in Fig. 12(b) is especially significant, as it indicates that the future
state and attractors of time-varying dynamical systems can be accurately predicted based on data
available.
We now determine and characterize the prediction errors. Two types of errors can be defined:
one for non-zero (existent) terms in the power-series expansion and another for zero (non-existent)
terms. For each existent term, a relative error can be defined, which is the ratio to the true value of the
absolute difference between the predicted and true values. For non-existent terms only the absolute
errors are meaningful. Taking the average of errors over all the corresponding terms, I obtain Enz
and Ez , the prediction error for existent and non-existent terms, respectively. Figure 13(a) shows,
for the time-varying Lorenz system, Enz versus the ratio of the number M of measurements to the
total number N of terms to be predicted. For all dynamical variables, I observe that, as M exceeds
a threshold value Mt, Enz becomes effectively zero, where Mt can be defined quite arbitrarily, e.g.,
the minimum number of measurements required to achieve Enz = 10−3. The data requirement
for accurate prediction can then be assessed by examining how Mt depends on the sparsity of the
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coefficient vector to be predicted, which can be defined as the ratio of the number Nnz of the
nonzero terms to the total number N of terms to be predicted. Note that, N or the ratio Nnz/N
can be adjusted by the order of the assumed power series. From Fig. 13(b), I see that, as Nnz/N
is decreased (e.g., by increasing N ) so that the vector to be predicted becomes more sparse, the
ratio Mt/N also decreases. In particular, for the smallest value of Nnz/N examined where N =
357, only about 5% of the data points are needed for accurate prediction, despite the time-varying
nature of the underlying dynamical system. Figure 13(c) shows the prediction errors with respect to
different lengths time of the measurement window for a fixed number for collected data. We see
that when time is relatively large to ensure that the measurement window can be able to cover the
dynamics in the whole phase space, e.g., time > 2 for each dimension, Enz are very small and the
predictions are accurate.
Dynamical systems are often driven by time-periodic forces, such as the classical Duffing system
[45]. In such a case, it is necessary to explore alternative bases of expansion with respect to the time
variable other than power series to ensure the sparsity condition. A realistic strategy to choose a
suitable expansion base is to make use of the basic physics underlying the dynamical system of
interest. Insofar as an appropriate base can be chosen so that the coefficient vector to be predicted is
sparse, the methodology proposed and elaborated in this chapter is applicable.
In summary, I articulated a compressive-sensing based approach to forecasting the state and at-
tractors of time-varying nonlinear dynamical systems. The central idea is to expand the vector field
of the underlying system in both dynamical and time variables in a suitable base to ensure that the
vector constituting the coefficients of all terms in the expansion is sparse. The main achievement of
this chapter is a demonstration that the future states and asymptotic attractors of time-varying dy-
namical systems can be accurately forecasted based on very limited time series available. Because
of the ubiquity of nonlinear dynamical systems and common encounters with time-dependent exter-
nal perturbations in the real world, forecasting the future behavior of such systems is of significant
value to science and engineering, and beyond. The work represents a step forward in this direction.
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5 . OPTIMAL WEIGHTING SCHEME FOR SUPPRESSING CASCADES AND TRAFFIC
CONGESTION IN COMPLEX NETWORKS
5.1. Background
Large networked systems are the basic support of modern infrastructures and protecting them
from random failures or intentional attacks is an active topic of research in network science [46–51].
Instances of breakdown with severe consequences include large-scale blackouts of power grids [52]
and heavy congestions on the Internet [53]. Due to the complex topology of the network, breakdown
on a global scale can be triggered by small, local failures through the mechanism of cascading
[47, 49, 50, 54–57]. Articulating control strategies to prevent complex networks from cascading
breakdown becomes then a pertinent issue.
In Ref. [48], a method is proposed whereby a set of “insignificant” nodes that contribute more
load to the network than they handle is removed to enhance the overall load-handling capability
of the network. This strategy may be regarded as “hard” because it requires that certain nodes be
removed from the network, which leads to structural changes in the network. An issue of interest is
whether some proper “soft” control strategy can be developed to prevent cascading breakdown but
to keep the connections among nodes unchanged.
In this chapter, I present a general “soft” control strategy to address cascading breakdown and
traffic congestion in a unified manner. The main idea is based on the following two considerations:
(1) in real-world networks the node capacity is not linearly proportional to the load, and (2) trans-
mission paths can be adjusted by arbitrarily given link weights. For the capacity-load relation, a
recent work [58] indicates that in real-world networks, there are deviations from the simple propor-
tional relation between the initial load and capacity, although it has been used widely in existing
works on cascading dynamics [47, 49, 50, 54–57]. For a complex network, different nodes can have
different degrees. Links to and from hub nodes tend to be used more frequently than other links in
the network. The weight of a link can thus be assumed to depend on the degrees of the two nodes
that it connects such that loads bypassing links and nodes can be tuned. Consequently, informa-
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tion flows on the network depend on the weights. The finding of this chapter is that there exists
an optimal weighting scheme for which cascading failures and traffic congestion can be suppressed
significantly. In particular, the robustness of a network against cascading failures is characterized by
the critical values of a pair of tolerance parameters, at which there exists a phase transition from an
absorbing (free) state to a cascading state. The critical values can be regarded, qualitatively, as cor-
responding to the minimum cost for protecting networks to avoid cascading damages. The optimal
weighting scheme can thus be quantified by the lowest minimum cost. For traffic flow dynamics, the
network throughput is characterized by the maximum packet generation rate for which the network
is free of congestion. The higher the maximum generation rate, the more efficient for network traf-
fic. What I have found through heuristic analysis and numerical computations on both model and
real-world networks is that under the optimal weighting scheme, the lowest minimum protection
cost and the highest packet generation rate can be achieved simultaneously and, quite strikingly, the
minimum cost can be several orders of magnitude smaller than values realized in the underlying
non-weighted network. In a practical sense, this means that the network can essentially be cascade-
and congestion-free through the control implementation of some appropriate weighting scheme.
5.2. Cascading model based on weighting scheme and realistic load-capacity relation
To take into account the relative importance of various links for transmission in the network, I
assume the following weight for the link between an arbitrary pair of nodes:
wij = Aij(kikj)
θ, (5.1)
where ki and kj are the degrees of node i and j, respectively, θ is an adjustable control parameter,
and A is the adjacency matrix of the network (Aij = 1 if nodes i and j are connected, Aij = 0
otherwise, and Aii = 0). A weighted path from node a to b can be specified completely by all nodes
located on the path from a to b in order: a ≡ 1, 2, · · · , n ≡ b. The weighted path length is the sum of
link weights from a to b: da→b ≡
∑n−1
i=0 wi,i+1, from which the shortest weighted path length can
be obtained. The load at a node can be defined as the total number of weighted shortest paths passing
through the node. The capacity of a node is the maximum load that the node can handle. While in
47
previous studies on cascades in networks [47, 59], the capacity of a node is directly proportional to
its initial load, a recent empirical study [58] indicates that real-world networked systems tend to have
larger unoccupied portion of the capacities on nodes with smaller capacities. Following Ref. [58], I
assume the following relationship between the node capacity Ci and initial load Li:
Ci = α+ βLi, i = 1, 2, ...N, (5.2)
where α ≥ 0 and β ≥ 0 are the capacity parameters and N is the initial number of nodes. Equation
(5.2) models quite well the empirical capacity-load relation for a number of real-world networks
[58].
I consider the type of attacks that remove a single node with the highest load, since the failure
of such a node can affect significantly loads at other nodes. The loads at some nodes may exceed
their capacities and failures occur consequently. The loads are globally redistributed in the network.
When more nodes fail, the weighted shortest paths among all pairs of nodes and the loads are then
recalculated according to the initially assigned edge weights associated with the structural changes.
The process of node failure and load redistribution is repeated until no node fails, at which point
the cascading process can be regarded as being completed. For sufficiently large values of α and β,
load redistribution triggered by attacks is unlikely to cause a cascading breakdown. I expect that,
as α or β is reduced, there exist critical points αc (for fixed β) and βc (for fixed α), below which
cascading failures occur. For fixed β (or α), there should then exist a transition at αc (or βc) from
an “absorbing” to an “active” phase as α (or β) is decreased. The critical points αc and βc can be
regarded as “robustness parameters” for the network. The smaller the values of αc and βc, the more
robust is the network because cascading failures will not occur even when α and β are small (insofar
as the conditions α ≥ αc and β ≥ βc are satisfied). It thus suffices to focus on how the weighting
parameter θ affects the network robustness as characterized by αc and βc.
5.3. Numerical evidence for optimal weighting strategy
A convenient criterion to determine the onset of cascading faiulures is to examine the load redis-
tribution after the node of the largest load is disabled. After the attack, the load at node j changes
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Fig. 14. For model scale-free networks, robustness parameters (a) αc (for fixed β = 1.0) and (b)
βc (for fixed α = 1.0) versus the weighting parameter θ. The vertical dashed lines indicate the
existence of an optimal value θ = θ¯ ≈ 0.4 at which both αc and βc are minimized. The results are
obtained by using 100 runs of network dynamics according to load redistribution for each of the 100
network realizations. Network size is 1000 and the minimum of degree is kmin = 10.
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from Lj to L′j . A cascading process occurs if L′j > Cj = α + βLj for j = 1, . . . , Nr, which re-
quires, for a fixed value of β, L′j − βLj > α. If L′j − βLj < α for all j, there will be no cascading.




j − βLj |j = 1, 2, ..., N)
βc = max[(L
′
j − α)/Lj|j = 1, 2, ..., N ].
(5.3)
Simulation results of αc and βc for different values of the weighting parameter θ on scale-free
networks generated by the Baraba´si-Albert algorithm [30] are shown in Fig. 14. I observe that, as
θ is increased from some negative value, both αc and βc decrease. There exists an optimal value
θ = θ¯ ≈ 0.4 about which both αc and βc are minimized, indicating that the network is maximally
resistant to cascading failures. Comparing with the case of non-weighted links (θ = 0), αc can be
reduced by over one order of magnitude [Fig. 14(a)] and the reduction in β is also quite significant
[Fig. 14(b)].
The existence of an optimal weighting strategy to maximize the network resistance to cascading
dynamics has also been observed in real-world networks. Here I present two examples: the
Internet and power grids. Figure 15 shows the variations of αc and βc with θ for the Internet at
the level of autonomous systems, which contains a strong scale-free component [60]. Compared
with the θ = 0 case (unweigted routing strategy), for θ ≈ θ¯, the value of αc can be reduced
by nearly three orders of magnitude [Fig. 15(a)]. Optimization can also occur with respect
to β, as shown in Fig. 15(b). Similar results have been obtained for the power grid of the
western United States, as shown in Figs. 16(a) and 16(b). Utilizing optimal weighting to signif-
icantly enhance network’s ability to resist catastrophic dynamics thus appears to be generally viable.
In order to understand the behaviors in Figs. 14-16, I examine the weighted betweenness B(i)





where Nk is the number of nodes of degree k. The onset of cascading failures is usually triggered
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Fig. 15. (Color online) For the Internet at the level of autonomous systems [60], (a) αc (for fixed
β = 20.0) and (b) βc (for fixed α = 20.0) versus the weighting parameter θ. The original network
has 22963 nodes and average degree is approximately 4.22. Due to the relatively large size of the
network, in the simulations all nodes of degree one have been removed. The resulting network has
15123 nodes and the average degree is about 5.37. The dashed line is the polynomial fitting. The
existence of an optimal weighting parameter at which both αc and βc are minimized can be seen.
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Fig. 16. (Color online) For the Northwestern US power transmission gird [61], (a) αc (for fixed
β = 20.0) and (b) βc (for fixed α = 20.0) versus the weighting parameter θ. The network has 4941
nodes and the average degree is about 2.67. The dashed line is the polynomial fitting.
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by the failure of the node with the maximum load. The higher the load that a failed node carries,
the more difficult is for the extra load to be absorbed by the remaining nodes in the network. There
should then be a positive correlation between the maximum load and values of αc and βc. Figure 17
shows the results of the maximum node load B¯m as a function of θ, for the same scale-free network
as in Fig. 14. I see that B¯m versus θ displays similar behaviors to those of αc and βc. In particular,
there exists an optimal value θ¯ for which B¯m reaches minimum. The estimated values of θ¯ from
Figs. 14 and 17 are essentially the same, indicating a strong correlation between B¯m and (αc, βc).
It is thus reasonable to focus on the dependence of B¯m on θ.
5.4. Theory
The purposes of the analysis are: (1) to estimate the value of B¯m(θ¯), (2) to determine the value
of the optimal weighting parameter θ¯, and (3) to establish a connection between cascading dynamics
and traffic congestion.
For an unweighted network, it is known that the distribution of the betweenness B(k) is highly
heterogeneous and obeys the following algebraic scaling law:
B(k) ∼ kα, (5.4)
where α > 0 is the scaling exponent. An example illustrating the scaling is shown in Fig. 18(a),
where the scaling exponent isα ≈ 1.9, in consistence with previous results [62]. Figure 18(b) shows,
for a weighted network, the dependence of the betweenness Bk on the node degree for θ = θ¯. I see
that Bk is approximately constant for most nodes in the network, except for a small set of nodes
with relatively large degrees. Figure 18(c) shows a typical profile of the total betweennessBsum(θ),
which is approximately constant for all values of θ of interest. I observe that Bsum(θ¯) ≈ Bsum(θ =
0), which allows us to write




where B(k) is evaluated for θ = 0, kmin and kmax are the minimum and the maximum degree,
respectively. For a BA scale-free network, the degree distribution is P (k) = 2k2mink−3 and the
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Fig. 17. (Color online) For the same scale-free network as in Fig. 14, B¯m versus the weighting
parameter θ. Apparently, B¯m reaches minimum at the same optimal value θ¯ for which (αc, βc) are
minimized, indicating a strong correlation between the former and the latter. The horizontal line
indicates the analytically estimated value of B¯m(θ¯).
maximum degree is given by kmax = kmin
√
N . Since for the optimal value θ¯, the load is approxi-




Bsum(θ = 0) = 20k
1.9
min(1−N−0.05). (5.5)
As shown in Fig. 17, the horizontal line estimated using the prediction of Eq. (5.5) agrees well with
the numerically obtained value of B¯m achieved for θ = θ¯.
I now turn to estimating the optimal weighting parameter θ¯. For node i with degree ki, the



































Fig. 18. (Color online) For a standard scale-free network of N = 1000 nodes, (a) betweenness
distribution for θ = 0, (b) the distribution for the optimal weighting scheme θ = θ¯, and (c) total
betweenness of all nodes in the network versus θ. Other network parameters are the same as in Fig.
14.
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where Bj is the number of shortest paths through node j. Equation (5.7) states the fact that the
number of shortest paths from a node to a neighboring node is approximately inversely proportional
to the weight of the link connecting the two nodes. If the weight is large, fewer shortest paths are






















where P (k′|ki) is the conditional probability that a node of degree ki has a neighbor of degree k′.



















k′1−θP (k′) = 〈k1−θ〉
has been used. Moreover, as shown in Fig. 18(b), for most nodes except a few very large degree
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Since this result is based on a mean-field type of approximation, ki should be large to warrant
accurate estimate of θ¯. However, as indicated by Fig. 18(a), ki should be in the flat range of Bk,
so that the condition Bi ≈ B¯m can be satisfied. For the numerical example in Figs. 17 and 18, a
reasonable choice is ki = 60. Since kmin = 10, I obtain θ¯ ≈ 0.42, which agrees well with the value
of 0.4 obtained from direct numerical simulation.
There is an underlying relation between cascading dynamics and congestion of information traf-
fic. In particular, assume that, packets are generated with probability R at each node and are routed
along the shortest paths from their origins to destinations. According to queueing theory [63], in a
free flow state, the average queue length 〈li〉 of node i is given by 〈li〉 = ci/(1− ci), where ci < 1
is the average number of packets passing through i in unit time. Previous works have demonstrated
that ci is proportional to the betweennessBi [64,65]: ci = RBi/(N−1). When buffer size is finite,
if any li exceeds the maximum queue length lmax, congestion will occur. The critical generation
rate Rc that defines the onset of traffic congestion can then be estimated as [66]
Rc = lmax(N − 1)/[(lmax + 1)Bmax] ≈ (N − 1)/Bmax.
57
The critical rate Rc in fact measures the throughput of a network in handling information traffic.
The higher Rc is, the more resilient a network is to traffic congestion. A network with the lowest
maximum node betweenness B¯m thus has the maximum throughput. Setting θ = θ¯ results in the
lowest possible value for B¯m. This not only yields the maximum degree of network robustness
against cascading failures, but also enhances the transmission efficiency in routing traffic along the
weighted shortest paths to avoid congestion, e.g., in a transportation network. It should be noted that
the analysis based on the queuing theory is only applicable for the topological shortest-path routing
algorithm, so the fact that attaining the maximum throughput at θ = θ¯ of the weighting scheme is
restricted to the weighted shortest-path routing based on the global topological information other
than the routing algorithm based on local information [67].
5.5. Conclusion
In conclusion, I have investigated cascading dynamics on scale-free networks by (1) using a
more realistic load-capacity relation and (2) considering weighted routing strategy. The main find-
ing is the existence of an optimal weighting scheme for which the network exhibits a maximum
degree of robustness against cascading failures and traffic congestion. In particular, for the optimal
scheme, the two quantities characterizing the degree of the catastrophic dynamics assume values
that are indicative of significant enhancement of the network’s resistance to such dynamics. The
key to this phenomenon lies in the load distribution. The introduction of optimal weighting is to
counter-balance heterogeneity so as to make the load distribution as uniform as possible, reducing
significantly the likelihood of the occurrence of the catastrophic dynamics. I expect the finding to
be relevant to understanding and enhancing the security of real-world complex networks.
While many networks, especially networks in physical and biological systems, are weighted
and it is difficuit to change the weight of a link as it may be related with the connectivities of the
nodes constituting the link, there are situations where some appropriate weights can be implemented.
Examples are communication and computer networks, where the link weights are effectively deter-
mined by pre-desighed traffic protocols. From another perspective, the optimal weighting scheme
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that I discovered can be regarded as a general principle for figuring out various routes for traffic
flows on the network. For example, a weight is equivalent to a distance in the sense that a larger
weight corresponds to a longer distance. Similar to the calculation of shortest paths in non-weighted
networks, under the weighting scheme, weighted shortest paths can be computed analogously and
physical loads are then transmitted along these paths. After all paths have been determined, the
weights can be abandoned. An appropriate weighting scheme is thus effectively a statistical guide
for the load transmission. The optimal weighting scheme can be used to find the optimal paths for
load traffic to enhance the network robustness.
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6 . OPTIMAL CONTACT PROCESS ON COMPLEX NETWORKS
6.1. Introduction
Phase transition with an absorbing state is a fundamental phenomenon in nonequilibrium statis-
tical physics [68–71]. Such a transition can usually be described in terms of an order parameter, say
ρ, as a function of some system parameter p. The absorbing state is defined by ρ = 0, while ρ > 0
corresponds to an active state. As p changes through a critical point pc, the order parameter changes
from ρ = 0 to ρ > 0, signifying a phase transition. In dynamical systems, the classical Kuramoto
model [72] presents a paradigm for absorbing-state phase transition. In particular, the model con-
sists of a globally coupled network of a large number of phase oscillators with random frequencies,
where every oscillator is coupled with all other oscillators in the network. For near-zero coupling,
there is a complete lack of coherence among the oscillators. In this case, the order parameter charac-
terizing the degree of phase coherence (or synchronization) on the network is zero, corresponding to
an absorbing phase. As the coupling is increased through a critical value, partial coherence among
the oscillators sets in so that the order parameter starts to increase from zero, placing the system in
an active phase.
In this paper, I investigate contact processes (CP) on complex networks. The process, first
introduced by Harris [73] as a model for epidemic spreading, has found wide applications in science
and engineering [68,74]. Recently, CP has been adopted to complex networks [75,76] as a prototype
model for investigating phase transition on large networks. A typical CP starts with a set of nodes
that are infected by a virus or carry certain information. As time goes, these “seed” nodes interact
with their neighbors so that the virus or information begins to spread on the network. The virus
has a finite lifetime, which can be characterized by a probability q that it can survive on a node for
a basic time step determined by the specific physics of the problem. The parameter p = 1 − q is
thus the probability that the virus dies in a time step. If p is sufficiently large, say p > pc, the virus
cannot spread and will vanish in a finite number of time steps, signifying an absorbing state. An
active phase arises for p < pc where the virus can spread to a substantial part of the network. A key
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quantity in the CP dynamics is the contact probability, denoted by W (k), which is the probability
that a node of degree k is infected upon being “contacted” by a neighboring node that has already
been infected. In recent works [75, 76], W (k) is assumed to be degree-independent, or uniform
across the network. Under this assumption various scaling laws associated with the phase transition
can be obtained and deviations from predictions of the mean-field theory have been addressed [75].
There are significant applications of CP on complex networks, such as wireless multihop ad
hoc communication networks [77] and information infrastructure in defense networks. For such an
application, efficient spreading of information is a key. The broad issue thus concerns some optimal
strategy for information spreading. Since network dynamics involve many quantities and parameters
that can or cannot be controlled, in order to be able to address the “optimization” issue in a realistic
way, I focus on the contact probability W (k). In particular, suppose p is fixed so that the network is
in an active phase. I ask, what form of W (k) should one choose so as to maximize the spreading?
Let ρ be the fraction of nodes in the network that are infected in a steady state. The question is
thus how to maximize ρ by choosing W (k) properly. Since infinitely many possibilities for the
functional form of W (k) may exist, I shall further focus on the power-law function W (k) ∼ kβ
to do the numerical computations, where β is a scaling exponent, as power law is one of the most
commonly occurring scaling laws in nature, particularly associated with phase transitions. The
extensive simulation results using different complex-network topologies and configurations strongly
suggest that optimal spreading occurs for W (k) ∼ k−1. To explain this, I have developed a general
theory, not constrained by any specific form of W (k), which indeed predicts the optimal choice of
W (k) ∼ k−1. For further verification, I examine, for the optimal choice of W (k), the maximum
value of ρ as a function of the control parameter p. The theoretically predicted ρmax-versus-p relation
agrees reasonably well with the numerical results. A striking implication of the finding is that, nodes
with smaller degree can play a significant role in information spreading. In particular, say an infected
node has a number of neighbors with different degrees and for a given time step it can only contact
one neighboring node to spread the information. The result indicates that the neighboring node
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Fig. 19. (Color online) For a scale-free network of size N = 2000 and average degree 〈k〉 = 6, the
critical probability pc versus the parameter β. Each data point is the result of averaging over 104
runs of the CP process per a value of β and each run is lasting for 2 × 105 time steps and do the
average in the last 105 ones. The dashed line indicates the parameter space in which the main results
can hold, that is, for p < pc = 0.48 but not too close to pc. In the flowing simulations, I fix the
spreading probability p at 0.28.
figure=
with the smallest degree should be picked, in order to maximize the final population of nodes that
are infected with the information. Contacts with hub nodes, nodes with relatively large degrees in
the network, should be avoided. Indeed, the theory suggests a destructive role played by the hub
nodes in the CP-based spreading dynamics. As many networked systems in nature and in various
technological applications are complex with heterogeneous degree distributions, the result can be
useful for a better understanding of epidemic dynamics and for designing networks that are most
efficient for information spreading.
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6.2. The model
I consider a general CP process on complex networks. Assume that initially, half of the nodes
in the network are infected (e.g., they catch a virus, or acquire a piece of information) to avoid the
“accident death” for the separate particle. For convenience, I say that a node, when infected, carries
a particle. At each time step, an infected node is chosen at random. Say at a particular time step,
node i is chosen. The set of nodes that are connected to i are its neighbors. With probability p,
the particle carried by node i dies, but with probability 1 − p, the particle can contact one of i’s
neighbors, say j. If j is already occupied by a particle, it will not be affected. If, however, j is not
infected (or empty), the particle at node i will generate an “offspring” on j, i.e., a new particle can
be created on j. In existing works on CP on complex networks, the probability for a neighboring
node to generate a particle is uniform among all the neighboring nodes of i. Here, I assume that the
probability depends on the degree kj of the neighboring node j. As I have reasoned, this contact
probability can be meaningfully chosen to be W (kj) ∼ kβj . Hence, the probability of choosing node
j to accept the particle is:
η(kj) = W (kj)/
∑
l∈Vi






where l represents one of the nodes in the neighbors set of node i, Vi. If β > 0 (β < 0), a node
with large (small) degree is more likely to be chosen. The fraction of infected nodes, ρ(t), which is
equivalently the density of particles on the network, in general depends on time. If p is large, there
is a high likelihood that a particle will die before generating any offspring. In this case, the infection
will eventually vanish and the asymptotic steady-state solution is ρ = 0, which corresponds to an
absorbing phase. If p is small, I expect the infection to spread over the network and a nonzero
asymptotic steady-state solution for ρ can arise, signifying an active phase. As p is increased from
zero, there will be a phase transition to an absorbing state at pc > 0. For uniform contact probability,
i.e., β = 0, the critical value of pc is 0.5 [68]. For β 6= 0, the value of pc deviates from 0.5.
To illustrate the deviation of pc from the idealized value 0.5 in the general case of nonuniform
contact probability, I consider a standard scale-free network [30]. The number of nodes is N = 2000
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Fig. 20. (Color online) Steady-state particle density ρ as a function of β: (a) standard scale-free
networks [30] of size N = 2000 but with different average degrees, (b) scale-free networks of av-
erage degree 〈k〉 = 6 but with different sizes, (c) standard small-world networks [61] with different
degrees of randomness as determined by the rewiring probability, ranging from 0.2 to 1.0; (d) scale-
free networks of different degree exponent γ that ranges from 2 to 4, generated by the algorithm
in [78]. In (c) and (d), the network size and the average degree are fixed as N = 2000 and 〈k〉 = 6.
Every data point is the average result of 104 independent runs of the CP dynamics. In all these cases
the spreading probability p is fixed as 0.28. The remarkable phenomenon is that, regardless of the
network topology and configuration, the maximum value of particle density is apparently achieved
for β = −1.
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and the average degree is 〈k〉 = 6. I start the CP dynamics with the initial state where half of the
nodes are infected. For a fixed value of β, the parameter p is increased systematically from zero. For
each value of p, the dynamics is evolved for sufficiently long time to allow the system to settle down
to a steady state, either absorbing or active. Thus the value of pc can be determined for each fixed
value of β. The result is shown in Fig. 19, where I observe that for β = 0, the value of pc is indeed
0.5. When β is not zero, I see that pc decreases from the idealized value 0.5. This can be understood
heuristically by taking into account the correlations in the dynamics. First consider the case where β
is positive. In this case, nodes of large degrees (hub nodes) are contacted relatively more frequently
than other nodes in the network. The particle density on the hub nodes is typically higher than the
average density in the network. Thus only a small fraction of contacts, the contacts by the hub nodes,
are likely to generate new particles. Many contacts in the network tend to generate no particles. In
order for an average particle to survive on the network, the survival probability q = 1 − p needs
to be larger. This reduces the threshold probability pc. Now consider the opposite case where β
is negative. In this case, nodes with relatively small degrees are contacted more often and these
nodes tend to carry a relatively high density of particles. However, since these nodes are not well
connected in the network, the number of contacts made by them is small. It is more difficult to
generate particles at other nodes. In order to sustain a steady population of particles, the particle
survival probability q needs to be larger, effectively reducing the critical value pc.
6.3. Simulation results and theoretical analysis
To address the optimization issue, I compute, for a number of different network topologies and
configurations, in the active phase (p < pc) but for p not too close to pc, the steady-state particle
density ρ versus β. The results are summarized in Figs. 20(a-d). Despite the different network
topologies (scale-free and small-world of different degrees of randomness) and wide variations in
network parameters such as the size, the average degree, and the degree exponent, I observe a
striking, universal feature: ρ is maximized for β = −1. Thus for the generic class of power-law,
degree-dependent contact probability W (k), the optimal strategy for spreading information most
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efficiently is achieved for W (k) ∼ k−1. And from Fig. 19, I can find that when β = −1, pc is near
0.48. Hence, the parameter space in which the main results can hold is p < pc = 0.48 so that for
β = −1 the contact process can be in the active state.
I now provide a mean-field theory to explain the achievement of the optimal spreading strategy
for W (k) ∼ k−1. Let nk be the fraction of nodes of degree k that are occupied by particles. The
evolution of nk, after incorporating the contact probability W (k), can be written as
∂nk
∂t






where the first term is due to the vanishing of particles with probability p, and the second term is due
to the generation of new particles. Specifically, the fraction of empty nodes of degree k is (1− nk).
To generate a new particle at an empty node, it must be connected to an occupied node of some
degree, say k′, the probability of which is conditional and denoted by P (k′|k). The quantity η(k) is




′′)P (k′′|k′) , (6.3)
where k′′ denotes the degree of the neighbors of the nodes of degree k. For an uncorrelated network,
the conditional probability P (k′|k) is given by P (k′|k) = k′P (k′)/〈k〉 [79]. Substituting this into
Eq. (6.2), I obtain
∂nk
∂t
= −pnk + (1 − p)(1− nk)kW (k) ρ〈kW (k)〉 , (6.4)
where ρ =
∑
k P (k)nk is the average density of particles, and 〈f(k)〉 ≡
∑
k P (k)f(k) represents
the expectation of an arbitrary function of degree, f(k). The stationary solution to Eq. (6.4) is
nk =
λkW (k)ρ
〈kW (k)〉+ λkW (k)ρ , (6.5)
where λ = (1− p)/p. Carrying out the operation∑k P (k) on both sides of Eq. (6.5), I obtain
1 = 〈 λkW (k)〈kW (k)〉 + λkW (k)ρ 〉. (6.6)
I see that, given a fixed value of λ, ρ is a functional of W (k). Denoting F (k) ≡ W (k)k and taking
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Fig. 21. (Color online) For a standard scale-free network of parameters N = 2000 and 〈k〉 = 6,
ρmax (obtained with β = −1) versus the parameter p. Each numerical data point is the result of
averaging over 104 independent runs of CP dynamics.
the functional derivative δ/δF (k) with respect to Eq. (6.6), I can get
0 = 〈λ(〈F 〉 + λFρ)− λF (〈1〉+ λρ+ λF
δρ
δF )
(〈F 〉+ λFρ)2 〉 (6.7)
= 〈λ〈F 〉 − λF − λ
2F 2 δρδF




= 〈 〈F 〉 − F
(〈F 〉 + λFρ)2 〉/〈
λF 2
(〈F 〉 + λFρ)2 〉. (6.9)
The density ρ can be maximized if δρ/δF (k) = 0. Focusing on the numerator of Eq. (6.9), I
can easily get one solution, if F (k) is a constant independent of k, then 〈F 〉 = F , so that the
derivative δρ/δF (k) vanishes. This leads to the functional form for the optimal contact probability:
W (k) ∼ k−1, in good agreement with results from the numerical computations.
To give further support for the theoretical result, I note that, when the optimal functional form












Fig. 22. (Color online) Optimal contact process analysis (for p = 0.2) on the Internet at au-
tonomous system level (the lower one) and on the coauthor network (the upper one), which includes
all preprints posted between Jan 1, 1995 and March 31, 2005. The Internet data has 22963 nodes
and 〈k〉 ≈ 4.22 links per node, on average. The coauthor network has 40421 nodes and 〈k〉 ≈ 8.69.
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W (k) ∼ k−1 is substituted back into Eq. (6.6), I obtain ρmax = 1 − 1/λ = (1 − 2p)/(1 − p).
Figure 21 shows, for a scale-free network, numerically obtained relation between ρmax and p (open
circles) and the analytic prediction for ρmax (open squares). I observe that, while there is a reasonable
agreement between theory and numerics, the analytically predicted values of ρmax are slightly larger
than the corresponding numerical values. This can be explained, as follows. Consider a particle
located at node i, which is generated by another particle situated on one of i’s neighboring nodes.
Since this particle might have already generated some other particles in the neighborhood of i,
the density of particles about i can be larger than the asymptotic average density ρ. This means
that, when two connected nodes in the same neighborhood are both occupied, the local density
would be larger than ρ. Accordingly, in the simulation of the actual process, more contacts yield
no new particles (or they are wasted), as compared with those in the theoretical process where the
correlation effect is ignored. This leads to an overall lower value of ρ in the simulation. This positive
correlation effect becomes more significant for p→ pc, leading to non-mean-field type of behavior.
These results are thus consistent with the main point of Ref. [75], where the failure of the mean-
field approximation is systematically addressed for p → pc. A similar phenomenon is observed
in a two-sate epidemic spreading model where at least one of the neighbors of an infected node is
infected [80]. In that case, I can replace the degree k by the so-called remain degree (k − 1) [80].
However, the CP dynamics treated here is more complicated since there is a nonzero probability that
the ancestor of a particle can disappear upon its generation.
6.4. Empirical results
Based one the analysis, many real-world networks as such are expected to present the optimal
contact process in some special situation. Moreover, this open question has a lot of applications,
for example, in the computer networks, people try to prevent the virus spreading or enhance the
information spreading; in the human-relation networks, e.g., friendship and coauthor networks, I
may hope to stop the rumor spreading or want more and more people in the network know some
exciting ideas and useful information. How to do these? In this paper, I provide a rough weighted
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strategy and a relatively accurate analysis about when the optimal CP can happen. Now I test the
efficiency of the strategy on the real-world networks. As the two striking examples, I focus on two
representative networks: Internet (technological network) and coauthor network (human-relation
network). From Fig. 22, I can find that the results meet the theoretical analysis reasonably good.
Yet I can prove the conclusion again, regardless of the network topology and configuration, the
maximum value of particle density is achieved for β = −1.
6.5. Conclusion remarks
In sum, I found a universal strategy for contact process on complex networks for optimal spread-
ing under the condition that, for an infected node, only the local information about the degrees of
its neighboring nodes is available. Insofar as the degree distribution is not uniform, I expect the
strategy to be effective in maximizing the extent to which an infection (or a piece of information)
can be spread on the network. Surprisingly, the optimal strategy emphasizes the role of small-degree
nodes played in promoting efficient spreading dynamics [82]. The result, besides its implications
to the fundamentals of nonequilibrium statistical physics, potentially can have significant applica-
tions [83] such as the design of broadcasting protocol of distributed sensor networks [77, 84]. For a
sensor network, the energy supply to each sensor is limited but the transmission of information costs
a certain amount of energy. Carefully choosing the message receiver to avoid waste of energy is of
paramount interest. The strategy also suggests that, in a social or a political network where the CP
dynamics is relevant, seemingly unimportant nodes, i.e., nodes of relatively small degrees, can play
a counterintuitively significant role in maximizing the impact of certain message that the social or
political leaders wish to spread as much as possible.
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7 . ROLE OF INTRASPECIFIC COMPETITION IN COEXISTENCE OF MOBILE POPU-
LATIONS IN SPATIALLY EXTENDED ECOSYSTEMS
7.1. Introduction
Coexistence is fundamental to biodiversity in ecosystems composed of large numbers of in-
teracting species. Understanding the factors that promote or jeopardize coexistence of competing
species is a central issue in contemporary ecology and biological physics [87–92, 94–96]. In the
past decades, predator-prey models associated with habitat patches have been investigated inten-
sively and extensively through deterministic equations with respect to coexistence [97–101]. Be-
sides, as a generalized version of the predator-prey models, food-web models have been investi-
gated for their dynamical stabilities stabilities [102–104]. Recently non-hierarchical, cyclic interac-
tions have been observed in different biological systems as an important underlying mechanism for
species coexistence, which can be modeled by evolutionary games such as the “rock-paper-scissor”
game [92,105–108]. The cyclic relationships have been observed in a number of contexts in natural
systems and experiments such as colicinogenic microbes’s competition [109], mating strategies of
side-blotched lizards in California [110], and competition among mutant strains of yeast [111] and
coral reef invertebrates [112]. To model these real systems, it is necessary to consider spatial dis-
tributions [92, 109, 113] of populations under the cyclic dynamics, leading to quantitative insights
into species coexistence. For example, previous theoretical models [114, 115] predict that local
interaction and dispersal are sufficient to ensure coexistence of all three species under the cyclic
relationship, whereas coexistence is lost when ecological processes occur over larger scales. These
predictions have indeed been verified in both in vitro [116] and in vivo [117] experiments.
Quite recently, in the seminal work of Reichenback et al. [118, 119], population mobility, as
an important feature of ecosystems, has been incorporated into spatial cyclic dynamics to better
model individual activities ranging from bacteria run to animal migration. It has been discovered
that mobility can support moving spiral waves and the wavelength can increase with a parameter
characterizing the mobility. When the mobility parameter exceeds a critical threshold, spiral waves
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can outgrow the size of the supporting spatial structure, preventing species from coexisting. Thus,
in general, coexistence can occur only when the mobility is sufficiently weak. Although spiral
waves have been known in ecosystem models such as those for pre-biotic evolution processes [90,
91], it is still surprising that spiral waves can arise in rock-paper-scissors games with stochastic
interactions. In particular, individual mobility, as a common feature in ecosystems, can naturally
lead to species coexistence in the form of spiral-wave patterns and extinction occurs only for high
mobility. Identifying additional factors that promote or hamper species coexistence in the paradigm
of cyclic dynamics has been an active area of research.
In nature, intraspecific competitions are quite common [120–123]. Individuals in the same
species do compete for essential life-sustaining resources such as food, water, light, and opposite
sex, etc.. Intraspecific competition can be expected to have significant impact on biodiversity asso-
ciated with cyclic competitions among species. For example, for side-blotched lizards in California,
those with the same strategy also compete for mating opportunity. Intraspecific competition is also
common in variety of food chains [120–123]. In deterministic models, this competition mechanism
has been found to be essential for species coexistence [87, 124, 125]. To the knowledge, the role
of intraspecific competition in the coexistence of spatially dispersed populations under cyclic com-
petitions remains to be an unaddressed issue, and the purpose of this paper is to address it. The
main finding is that, when individuals locally interact, in the high mobility regime, intraspecific
competition can strongly promote coexistence. In particular, for high mobility, when the rate of
intraspecific competition exceeds a critical value that does not depend on the mobility, coexistence
is stable, whereas in the absence of the competition, coexistence is unlikely. I derive a theoretical
model based on nonlinear partial differential equations (PDEs) to predict the boundary between the
coexistence and extinction regions in a relevant parameter space, as well as the critical competition
rate. Typical spatial patterns under the influence of intraspecific competition for different mobilities
are also investigated, both from direct numerical simulation of game dynamics and from the theoret-
ical PDE model, to yield more insights into the role of intraspecific competition in coexistence. For
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global interaction, I also find that species coexistence can be facilitated by intraspecific competition.
It is noteworthy that for both local interactions with high individual mobility and global interactions,
the observation of species coexistence as promoted by intraspecific competition is consistent with
the findings from studies of the Lotka-Volterra system [126–128].
7.2. The Model
I use the rock-paper-scissors game to model the cyclic interactions among three mobile species
with intraspecific competition. Species populate a square lattice with periodic boundary conditions.
Each site is either occupied by one individual or empty so that the system has a finite carrying
capacity. Interactions occur among nearest neighboring individuals, as follows:
AB
σ−→ A∅, BC σ−→ B∅, CA σ−→ C∅, (7.1)
A∅
µ−→ AA, B∅ µ−→ BB, C∅ µ−→ CC, (7.2)
A✷
ǫ−→ ✷A, B✷ ǫ−→ ✷B, C✷ ǫ−→ ✷C, (7.3)
AA
p−→ A∅, BB p−→ B∅, CC p−→ C∅, (7.4)
where three populations A, B and C cyclically dominate each other, ∅ represents empty sites and
✷ denotes any species or empty sites. Relation (1) represents interspecific competitions, i.e., one
species preys on a less-predominant species in the cycle and leaves the invaded site empty, which
occurs at the rate σ. Relations (2) and (3) define reproduction and migration that occur at the rates
µ and ǫ, respectively. The three types of interactions are based on the model in Ref. [118]. Relation
(4) models intraspecific competitions as a natural mechanism incorporated into the game. Due to the
competition of two neighboring individuals in the same species, one individual will die at random
and leave its site empty at rate p. A more detailed illustration of four relations on square lattice
can be seen in Fig. 23. To be concrete, at each simulation step, a randomly chosen individual
interacts with one of its nearest neighbors at random. For the pair of selected nodes, intraspecific
competition, interspecific competition, reproduction, and exchange occur with probabilities p/(p+
µ + σ + ǫ), σ/(p + µ + σ + ǫ), µ/(p + µ + σ + ǫ) and ǫ/(p + µ + σ + ǫ), respectively. After
a random pair of nearest-neighboring sites is selected, a chosen type of interaction (intraspecific
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Fig. 23. (Color online) Schematic illustration of the specific types of interactions among three
species A (red), B (blue), and C (yellow). For example, interspecific competition (a) happens only
between different kinds of species, i.e., A can kill B, B can invade C, C in turn out-competes A,
leaving behind empty sites (white). Reproduction (b) is only allowed when empty neighboring sites
are available. Migration (c) happens due to the population mobility, such as exchanging positions
with neighboring individuals (as denoted by red arrow, AB → BA) or hopping onto an empty
neighbor (as denoted by green arrow, C∅→ ∅C, where ∅ represents the empty site). Intraspecific
competition (d) occurs between individuals from the same kind of species, and leaves behind one
site empty randomly, such as AA→ A∅ or ∅A.
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competition, interspecific competition, reproduction or exchange) is performed, if the interaction
is allowed. For example, if reproduction is chosen but there are no empty sites, the reaction fails.
I carry out simulations for a typical waiting time T until extinction occurs for the high-mobility
regime and use the same time for all regimes of mobility considered in this paper. In the literature
[118, 119], it has been established that this time is proportional to the system size N . To make
an unbiased comparison with previous works [118, 119], I assume equal reaction probabilities for
reproduction and interspecific competition, i.e., µ = σ, and set the summation of intraspecific
competition, interspecific competition, and reproduction rates to be 2, i.e., p + σ + µ = 2 so that
the dependence on the mobility probability ǫ is the same as compared to models in the literature
[118, 119].
7.3. Simulation and Theoretical analysis
I focus on two situations reported recently [116, 118] where extinction is certain in the absence
of intraspecific competition: (1) locally interacting species with mobility and (2) globally interacting
or well-mixed species.
For the scenario that every individual interacts with any one of the four nearest neighbors on a
square lattice with equal probability, the theory of random walks gives that the mobility or diffusion
constant M is the typical area explored by one mobile individual per unit time, i.e., M = ǫ(2N)−1.
For a 100×100 lattice, without intraspecific competition, the critical valueMc = (4.5±0.5)×10−4
has been identified in Ref. [118]. For M < Mc, coexistence of three species is guaranteed; while
for M > Mc two species become extinct, leaving behind a uniform state with only one species.
Ref. [118] states that, when the mobility M is low (M < Mc), the interacting populations exhibit
an entanglement of spiral wave patterns, which characterize the endless interspecific competition, as
shown in Fig. 24 (a). With the increase of mobility M , the spiral waves become larger and larger.
Once M goes above the threshold Mc, the spiral wave patterns outgrow the system size, causing the
loss of coexistence.
Typical snapshots of spatial patterns for different values of intraspecific competition rate p for
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Fig. 24. (Color online) Typical snapshots of spatial patterns for different intraspecific competition
rate p under same mobility M = 6 × 10−5 < Mc: p = 0 for (a) and (e), p = 0.3 for (b) and
(f), p = 0.6 for (c) and (g), and p = 1.6 for (d) and (h). The upper four panels are from direct
game simulations and the lower ones are from the PDE model. Each color represents one of the
species and grey represents empty sites. System size is N = 500× 500. The color in the theoretical
patterns at each spatial site is determined by the densities of three populations, i.e., if the density of
a population is larger than the others, the color of the site will be set to the color of the population
with a higher probability.
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Fig. 25. (Color online) Typical snapshots of spatial patterns for different p under the same mobility
M = 6× 10−3 > Mc: p = 0 for (a) and (b), p = 1.0 for (c) and (d). (a) and (c) are from computer
simulation and (b) and (d) are from theoretical analysis. System size is N = 500× 500.
small M in the regime of M < Mc are shown in Fig. 24. Snapshot (a) is obtained for p = 0, which
exhibits representative moving spiral waves, as reported in Ref. [118]. For small values of p, say
p = 0.3, as shown in (b), spiral waves are somewhat blurred with more empty sites, resulting from
death induced by intraspecific competition. When the value of p is increased to 0.6, as shown in
(c), patterns become more fuzzy and no clear spiral waves can be identified. For larger values of
p, for example p = 1.6, species together with empty sites tend to be well-mixed. Time series of
population densities associated with these patterns demonstrate that the three species coexist with
small fluctuations in their densities around the respective average values. The four bottom panels in
Fig. 24 correspond to theoretical predictions from PDEs (to be described later). These observations
suggest that, for small mobility, intraspecific competition does not jeopardize biodiversity but merely
perturbs the spatial pattern. In the regime of M > Mc, for p = 0, the patterns outgrow the system
size, causing the loss of coexistence as exhibited in Fig. 25(a) by simulations and Fig. 25(b) by
theory. However, in the presence of intraspecific competition [Figs. 25(c) and 25(d)], species can
coexist and tend to be well-mixed. I observe that well-mixed patterns appear to be the only pattern
in the original extinction regime M > Mc. It is noteworthy that the simulations are carried out on
lattices of relatively large size, e.g.,N = 100×100 so as to suppress any stochastic fluctuations. The
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computations reveal that for sizes of this order of magnitude, the survival and extinction behaviors
are stable from independent realizations.
The simulation patterns can be predicted by deriving a set of PDEs [118]. The new ingredient
here is the incorporation of intraspecific competition in the PDE model. Let us denote na(r, t),
nb(r, t) and nc(r, t) as the densities of populations A, B and C at time t and site r = (r1, r2) in the
two-dimensional space, respectively. Neighbors are located at r± δr · ei, where {ei} is the basis of
the two-dimensional lattice. Then I can obtain the following evolutionary equation for the average






{2ǫ[na(r± δr · e2, t)− na(r, t)] + µna(r ± δr · e2, t)[1− na(r, t) − nb(r, t)− nc(r, t)]
− σnc(r± δr · e2, t)na(r, t)− p
2
na(r± δr · e2, t)na(r, t)},
(7.5)
where z is the number of nearest neighbors of each lattice site. On the right-hand side of the equation,
the first term denotes the exchange process, where the neighbors moving into a site and the individual
at this site moving out to its neighbors will induce increase and decrease in na(r). The second term
describes the increase in na(r) due to reproduction, and the third and forth terms characterize the
decrease in na(r) due to interspecific and intraspecific competition, respectively. The coefficient
p/2 in the last term comes from the fact that intraspecific competition induces a death in a pair of
individuals at random with rate p.
I set the length of the lattice to unity and, hence, the distance between two nearest neighbors
is δr = 1/
√
N . For N → ∞ and the lattice size fixed to 1, δr → 0. Thus r can be treated as a
continuous variable together with the expansion
na(r± δr · ei, t)
= na(r, t)± δr∂ina(r, t) + 1
2
δr2∂2i na(r, t) +O(δr
2).




























Fig. 26. (Color online) Dependence of extinction probability Pext on the intraspecific competition
rate p and mobility M . Blue solid line denotes the critical value pc(M) from theoretical analysis,
i.e., the theoretical boundary of the black area. Both simulation and theoretical results are obtained
by averaging over 50 random initial configurations on a lattice of size 100 × 100. Four distinct







[na(r± δr · e2, t)− na(r, t)] = ǫ
2
δr2∂2i na(r, t).
By rescaling the exchange rate ǫ with system size N and a fixed (diffusion) constant M according
to
ǫ = 2MN, (7.6)
I can get that
ǫ
2
δr2 = M, (7.7)
where δr = 1/
√
N . For other terms in the Eq. 7.5, only the zeroth-order contributions to na(r, t) in
the expansion of na(r± δr · ei, t) are important in the large system-size or the δr → 0 limit. These
considerations lead to the following set of PDEs:


∂tna(r, t) = M∆na(r, t) + µna(r, t)(1 − ρ(r, t)) − σnc(r, t)na(r, t) − p2na(r, t)na(r, t),
∂tnb(r, t) = M∆nb(r, t) + µnb(r, t)(1 − ρ(r, t)) − σna(r, t)nb(r, t)− p2nb(r, t)nb(r, t),
∂tnc(r, t) = M∆nc(r, t) + µnc(r, t)(1 − ρ(r, t)) − σnb(r, t)nc(r, t)− p2nc(r, t)nc(r, t),
(7.8)
where ρ(r, t) = na(r, t)+nb(r, t)+nc(r, t) is the local species density and 1−ρ denotes the density
of empty sites. Theoretical patterns are obtained by numerically solving Eq. (7.8) from random
initial configurations, which agree well with patterns from direct game simulations as shown in Fig.
24 and 25.
To obtain a general understanding of the combined effect of intraspecific competition and mobil-
ity on species coexistence, I examine the dependence of species coexistence and uniformity on both
the intraspecific competition rate p and mobilityM by calculating the probability of extinction Pext.
A contour plot is displayed in Fig. 26. The blue solid curve represents the theoretical prediction for
the boundary between coexistence and extinction regions by numerically solving Eq. (7.8). In the
contour plot, two distinct regions can be distinguished: (I) coexistence region and (II) extinction
region. An interesting finding is that in this region, species can coexist when p exceeds a critical
value pc, regardless of the mobility rate M . The same value of pc has been successfully predicted
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Fig. 27. (Color online) Extinction probability Pext as a function of intraspecific competition rate p
for fully connected networks of different size. Data points are direct simulation results, averaged
over 100 random initial configurations. The solid blue line indicates the phase transition position
from theoretical analysis.
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by theory. This region is in sharp contrast to that in the absence of intraspecific competition in
that species coexistence is now promoted in this region. I note that the theoretical prediction of the
boundary for intermediate values of M exhibits some difference as compared to direct simulations.
The disagreement is due to stochastic effect in simulations that are difficult to be accounted for in the
theoretical framework of nonlinear PDEs. In particular, in this regime of M values, the wavelength
of spirals approaches the system size and the evolution of the system is more sensitive to stochastic
effects than in other regimes of M . The theoretical model is thus incapable of accurately assessing
the boundary in the parameter space for intermediate values of M .
I have also considered well-mixed individuals with global interaction. In this case, individuals
can be regarded as being placed on a fully connected network. Since there is no mobility, I can
set the exchange rate to be ǫ = 0. Without loss of generality, I still set σ = µ and p + σ + µ =
2. In the absence of intraspecific competition, coexistence is unstable and extinction can occur
[116, 118]. However, when p exceeds the same critical value pc ≈ 0.7, the probability of extinction
Pext abruptly decreases from 1 to nearly zero, regardless of the system size, as shown in Fig. 27.
Removing the diffusion terms, the theory in Eq. (7.8) predicts that pc = 0.7, which agrees well with
simulation results, demonstrating that the critical intraspecific competition rate is universal for both
local and global interactions.
7.4. Conclusion
In summary, I have studied the role of intraspecific competition in coexistence in the frame-
work of spatially mobile populations under cyclic competitions. For high mobility, when the rate of
intraspecific competition exceeds a critical value, the likelihood of species coexistence can be con-
siderably enhanced as compared with that in the absence of the competition. The boundary between
these regions and the critical competition rate have been successfully predicted by a theoretical PDE
model. I have also explored the organization of spatial population patterns. Overall, the results
demonstrate that the effect of intraspecific competition can be quite complicated in mobile popula-
tions with stochastic interactions as compared with that in the underlying deterministic system. The
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study may have direct implications for experimental research on biodiversity. For instance, in the
experiment on colicinogenic E. coli [116, 117], nutrients in petri dish can be reduced to motivate
competition within species. Experimental support for the effects of competition within species can
then be possible. A limitation of the current game on lattices is the restriction of local interaction to
individuals on neighboring sites. In reality, long-range interactions are possible. Cyclic game model
incorporating both short- and long-range interactions can be studied in the framework of structured
game or in continuous space.
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8 . CASCADE OF ELIMINATION AND EMERGENCE OF PURE COOPERATION IN CO-
EVOLUTIONARY GAMES ON NETWORKS
8.1. Background
Evolutionary games have been a powerful tool to study a variety of self-organized behaviors in
natural, social, and economical systems [129–132]. For example, understanding how cooperation
emerges among selfish individuals has been a challenging problem because of the social dilemma
that disfavors cooperation [133–136]. Games such as the Prisoner’s Dilemma games (PDGs) [137],
the snowdrift games (SGs) [138], and the public goods games (PGGs) [139] have been used to
model interactions among selfish individuals and how the social dilemma can be resolved through
self-organization. A number of mechanisms have been discovered that facilitate cooperation, which
include reputation and punishment [140–145], network reciprocity [146–150], and success-driven
migration [151], etc.
So far, tolerance of individuals to elimination or death in the paradigm of games has received rel-
atively little attention. A representative example relevant to the tolerance is the bankruptcy of agents
in economical system. For any profitable agent, a lowest amount of profit should be maintained,
which comes from the interactions with other agents in a certain time period for continuous invest-
ment into the future. In ecosystems, individuals compete and cooperate for essential life-sustaining
resources to be alive. If the lowest requirement of resources cannot be gained, individuals will die.
In this regard, I incorporate an elimination mechanism into the gaming rules to better mimicking
evolution of cooperative behavior in real systems. In particular, I assign a tolerance parameter to
every individual in the network, which is the lowest payoff needed for an indiviudal to survive.
Considering diversity in social and biological systems, individuals may have their own tolerance,
determined by their own features. The number of interactions of an individual is a prominent feature
to distinguish it from others, so that can be appropriately used to define the tolerance. In the game on
networks, the death of an individual leads to the remove of its nodes together with the loss of all its
connections with others. As a result, the games and network coevolve induced by elimination with
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respect to survival tolerance. Not that the model is different from existent coevolutionary games in
which players can adaptively choose their counterparts to maximize their benefits [152–154]. While
the coevolutionary game considers the low-benefit-induced death and changes of interacting net-
works, where the death of agents is much faster than the generation of new ones in a certain time
period so that the birth process can be neglected.
The main finding is that in the presence of defectors, a cascading process of death of individuals
can occur in relatively short time, which can even spread to the whole network, leading to complete
extinction. Strikingly, I find that a complete cooperation state emerges after a cascade terminates
and the exclusive survivors are cooperators, which holds regardless of the type of games and net-
work topology. This finding strongly suggests that defectors, despite their temporary advantages,
are extremely vulnerable to the occurrence of catastrophic behavior. Cooperation becomes the op-
timal strategy to maximize benefit and avoid death for an individual, naturally resolving the social
dilemma of profit versus cooperation. The results can yield insight into the catastrophic events
in economical and ecosystems. For example, during the recent economic recession, the ceaseless
bankruptcy of profit organizations and institutes is a typical cascading process where high-risk in-
vestments as defection behavior decrease the capacity of agents to resist deficiency and trigger the
outbreak of bankruptcy cascades. The model may also related with species extinctions in a relatively
short period.
8.2. The model
I consider three typical games, PDG, SG, and PGG. The main ingredients of these games are as
follows. (i) In a PDG, both players are offered a reward R for mutual cooperation and a punishment
P for mutual defection. If one cooperates but the other defects, the defector (D) gets the highest
payoff T , while the cooperator (C) gets the lowest payoff S. The payoff rank for PDG is thus
T > R > P > S. (ii) In a SG, the payoff rank is T > R > S > P . (iii) PGG is played by a group
of players. The total reward by the sole contribution of Cs is enhanced by a factor η and equally
distributed in the group.
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At each time step, the actual payoff gained by any individual is the summation of payoffs from
all interactions. At each iteration, there are three processes.
(i) Game playing and payoffs. For PDG, I follow previous studies and use the rescaled parame-
ters R = 1, T = b (b > 1), S = P = 0 [146, 155]. For SG, I set R = 1, T = 1 + r, S = 1 − r,
P = 0, with 0 < r < 1 [148]. For PGG, in an arbitrary group formed by node x and its neighbors,
the payoffs of a D and a C are P (D) = cηn(C)/(kx + 1) and P (C) = P (D) − c, respectively,
where η is the enhancement parameter, n(C) is the number of Cs in the group and kx is the number
of neighbors of node x. c is set to be unity [150].
(ii) Failure and individual removal. At each iteration, the node that hosts individual i and all its




αPNi = αki, for PDG and SG;
αPNi = α(η − 1)(ki + 1), for PGG,
(8.1)
where PNi is the normal payoff when the system is in a healthy state in which all individuals are Cs,
0 ≤ α ≤ 1 is a tolerance parameter and ki is the number of neighbors of i. For α = 1 and α = 0,
individuals have zero tolerance and complete tolerance to breakdown, respectively.
(iii) Strategy updating. At each time step, i randomly chooses a survived neighbor j and imitates
j’s strategy with the probability [156] Wi→j = 1/(1 + exp [−(Pj − Pi)/K]), where K = 0.1
represents the uncertainties in assessing the payoffs.
In addition, all strategies are synchronously updated and external noise is absent. Since the
failure and strategy updating processes occurs in parallel, the ratio of their occurrence rates is fixed,
as in Ref. [157].
8.3. Results and discussion
I first examine the evolution of spatial patterns, as shown in Fig. 28(a-d). The general observation
is that, when defecting strategies are practiced, the occurrence of large-scale cascading processes is
common and, in order to survive, an individual needs to cooperate persistently. The size sd of dead
individuals, defined as the number of removed nodes normalized by the network size, depends on
the tolerance parameter α, the temptation to defect (b or r), and the enhancement factor η.
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Fig. 28. For PDG on a two-dimension lattice with four neighbors (2D4n), evolution of spatial
patterns for b = 1.1 at (a) t = 0, some Ds are randomly placed in the ocean of Cs; (b) t = 5, there
is an increase in the number of Ds and both Cs and Ds begin to die; (c) t = 9, large numbers of
Ds die and clusters of Cs begin to form; (d) t = 27, Ds become extinct and the lattice is shared by
C clusters and empty sites. After the extinction of Ds, the patterns become time-invariant. Similar
results have been obtained for SG and PGG. The lattice size is 50 × 50 and all sites are occupied
initially. The color coding is: red for Ds, blue for cooperators, and white for empty sites. At t = 0,
10% of the occupants are Ds (randomly distributed). For t > 27, the spatial pattern is invariant.
In general, the spreading of defection strategy and the loss of interactions induce the cascade of
death. The higher payoff of Ds can induce the imitation of neighboring Cs or the death of neighbor-
ing Cs due to insufficient cooperation, which establishes a negative feedback mechanism, leading to
the reduction of Ds’ payoffs and their eventually death. Once Cs turn to be Ds, the defection strategy
spreads and further death can follow until the emergence of C clusters, at the boundary of which, Cs
receive sufficient mutual cooperations to resist both invasion of Ds and insufficient payoffs to death.
To obtain a quantitative understanding of the cascading dynamics, I investigate the dependence
of sd, on the tolerance parameter α for three games on four types of lattices. As shown in Fig. 29,
for PDG, I observe step structures for all lattices, but different numbers of steps for different lattices.
A striking phenomenon is that the transition from a survival state to an extinction state occurs at the
critical value αc = 0.5, regardless of the lattice type, temptation to defection and the initial fraction
of Ds. Similar results have been obtained for SG with the same value of αc. For PGG, because
of the intrinsic group interactions, the behavior of sd versus α is somewhat different from those
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Fig. 29. For PDG on four types of regular networks (1D2n, 2D4n, 2D6n, 2D8n), the fraction of
failed (dead) individuals sd as a function of the tolerance parameter α. The dashed vertical lines
are theoretical predictions for various transitions between distinct states, including the extinction
transition. The network size is 100 × 100 and all data points are obtained after sd becomes a
constant. For the 1D2n lattice, αc = 1/2, which separates two steps in sd. For the 2D4n lattice,
αc = 1/4, 1/2, corresponding to 3 steps. Similarly, for the 2D6n lattice, I have αc = 1/6, 1/3, 1/2,
which separate 4 steps. For the 2D8n lattice, I have αc = 1/8, 1/4, 3/8, 1/2, so there are 5 steps.
Since all survivors are Cs, their numberNc as a function of α displays step structures as well because
of the relation Nc = N(1− sd).
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Fig. 30. For PGG, dependence of sd on tolerance parameter α for the four types of networks as
in Fig. 29. The dashed vertical lines are theoretical predictions for the extinction-transition points:
α1D2nc = 2/3, α
2D4n
c = 3/5, α
2D6n
c = 4/7, α
2D8n
c = 5/9. In the right panel, four smallest
surviving clusters in four types of lattices for α slightly below the critical value αc are shown for all
three games. These clusters determine the transition point to extinction. The nodes inside the cluster
are more stable than those at boundaries. For α > αc, nodes at boundaries die out and the clusters
disappear.
with PDG and SG. However, the phenomenon of transition to extinction persists, as shown in Fig.
30. I observe that, for PGG, except for the 1D2n lattice, there are no clear step structures and the
transition points differ for different lattices.
The structures of the “minimal” surviving clusters can be used to explain the transition to extinc-
tion, as shown schematically in Fig. 30. Their stabilities can be assessed by calculating the payoffs
of individuals in the respective clusters. For example, for the 1D2n lattice, the two Cs’ payoff is
Pi = 1 and their tolerance is Ti = αki = 2α. For α < 0.5, I have Pi > Ti so that both Cs will
survive and the cluster is stable. Similarly, all clusters in Fig. 30 are stable for α < 0.5. For α > 0.5,
there are no longer survivable structures.
The transition associated with PGG can be understood similarly. For an arbitrary surviving node
i, its payoff satisfies Pi > Ti. Combining the condition Pi < Ti and Eq. (8.1), I have Pi = (η −
1)(k′i+1) > α(η−1)(ki+1) = Ti, where ki is the original degree of i and k′i is the remaining degree
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in the aftermath of the cascading event. The transition point is then given by αc = (k′i+1)/(ki+1),
which is independent of η. Since for PGG, the smallest stable cluster has the same structure as that
for PDG, αc is also determined by the cluster structure in Fig. 30. A common property among these
minimal cluster structures is that k′i for any node is larger than or equal to kL/2, where kL is the
node degree of the original lattice. Since nodes with more remaining connections are more stable
for identical original degrees, the extinction-transition point αc is determined by the nodes at the
boundary. I then have αc = (kL + 2)/[2(kL + 1)]. These predictions are verified in Fig. 30.
I can consequently explain the presence of step structures in Fig. 29 by examining the condition
for survival: Pi = k′i > αki = Ti, or αc = k′i/ki. Because the remaining degree k′i satisfies
k′i ≤ ki, its possible values are 1, 2, · · · , ki. However, since no stable cluster exists for α > 0.5,
there is an additional constraint for k′i: k′i ≤ ki/2. All possible values of k′i determine the numbers
of steps in Fig. 29. These predictions agree with simulation results, as shown in Fig. 29.
I next study the dependence of sd and surviving strategies on two key game parameters, α and
b (r) or η for scale-free networks [30]. Figures 31(a-c) show the contour plots of sd in the two-
dimensional parameter plane for PDG, SG, and PGG, respectively. Analogous to the observation on
regular lattices, there exist two exclusive asymptotic phases: extinction for large values of α and b
(r, small values of η) and a survival phase in which only Cs can survive. Cs and Ds cannot coexist
for any parameter combinations. Different from regular networks, for complex networks, sd is more
sensitive to the variation of α and the sd-versus-α curve tends to be continuous. This is due to the
fact that complex topology provides a richer spectrum of individual tolerances due to the diversity
of node degrees. The boundary between extinction and survival depends on parameters. However,
when cooperation is facilitated by small values of b and r and large values of η, the boundary is solely
determined by the network structure, which can then be treated by a stability analysis. For example,
the death of a vast majority of nodes with smallest degree can trigger extinction. Their stability in
PGG can be written as αc = (k′min+1)/(kmin+1), where k′min is the remaining degree. For large
η, if α is reduced such that the single interaction cannot provide enough payoff for the individual
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Fig. 31. For (a) PDG, (b) SG, and (c) PGG on scale-free networks, dependence of death size sd
on tolerance parameter α and game parameters b, r, and η, respectively. The initial fraction of Ds
is 0.1 for PDG and SG, and 0.5 for PGG. There are two distinct asymptotic phases: extinction and
survival of Cs. The boundaries between the two phases are marked by the white curves. In the whole
parameter space, Ds cannot survive. (d) The dependence of extinction boundary αc on the average
degree 〈k〉 for the three games, where the initial fraction of Ds is 0.85, b = 1.01, and r = 1.01 (for
PDG and SG, respectively) or η = 10 (for PGG). The star graph is a typical survivable C cluster
when α is close to the boundary αc. The network size is 1000. Ensemble average is based on 10
network realizations and 10 independent gaming processes for each network realization.
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Fig. 32. (Color online.) For PGG, dependence of sd on tolerance parameter α for (a) different values
of initial density ρD(0) of defectors and (b) different values of noise K on the scale-free network.
In (a), K is fixed to 0.1 and in (b), ρD(0) is fixed to 0.1. The network size is 1000, 〈k〉 = 10 and
η = 10. αc is denoted by the dashed line.
to sustain, extinction will arise. Thus, k′min = 1 and αc = 2/(kmin + 1) = 4/(2 + 〈k〉), where
the average degree 〈k〉 = 2kmin a standard scale-free network [30]. Similarly, for PDG and SG,
I have αc = 2/〈k〉, which is valid in the regime of small temptation to defection and large initial
fraction of Ds. The analysis is well supported by numerical results, as shown in 31(d). The stable
cluster possesses a star-like structure, as indicated in Fig. 31(d). I also investigate the effect of noise
K and the initial density of defector ρD(0) on the fraction of failed individuals sd. Their effects
are examplified by considering PGG, as shown in Fig. 32. I see that larger ρD(0) leads to higher
values of sd, but the critical value αc at which transition to extinction occurs is regardless of ρD(0)
(Fig. 32(a)). While the noise K shows little influence to sd, as shown in Fig. 32(b).
8.4. Conclusion
In summary, I have proposed a coevolutionary game to investigate catastrophic behavior and
evolution of cooperation, and have found two generic phenomena that do not depend on details
such as the network topology and game types: (1) defection strategies for temporal high payoff can
result in large-scale failures or even the collapse of the entire system and (2) the optimal strategy
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for surviving catastrophic failures is cooperation, which are valid for a low noise level in the imita-
tion. Defection strategies can trigger a negative feedback mechanism that weakens the viability of
defectors and leads to their death ultimately. In contrast, cooperation can survive eventually in the
form of clusters that resist deficit as well as the invasion of defectors. These results suggest that in
order to sustain the normal functioning of the system and to maximize individual individuals’ gain,
cooperation is the optimal strategy. These provide insights into, for example, the phenomenon of
large-scale bankruptcy witnessed during the recent global economical recession.
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9 . TRANSIENT WEAK SYNCHRONIZABILITY IN DYNAMICALLY GROWING NET-
WORKS
9.1. Background
The occurrence of a temporally disordered state before a more ordered state is reached is a
common phenomenon in nonlinear dynamical systems. In the case of transient chaos, for example,
starting from a random initial condition a trajectory typically exhibits chaotic behavior for a finite
amount of time before settling into a regular asymptotic state such as a periodic attractor [22]. Such
behaviors occur in many physical, chemical, and biological systems [158]. In a large network,
temporal disorder can also arise when subject to sudden perturbations. Take, for example, a social
network. When a disturbance (e.g., a virus) first occurred, confusion can arise so that the network is
more likely to be in a disordered state. However, as individuals in the network get educated about
the nature, the cause, and possible consequences of the epidemic, often they can become adaptive to
it. As a result, the networked system tends to enter a more ordered (or stable) state [159].
In this chapter, I address the phenomenon of transient disorder in large networks. The ap-
proach is to consider a generic type of spreading dynamics on networks, the so-called contact
process [75, 161, 162], and define a dynamically evolving oscillator network, or simply dynamic
network, that encompasses all infected nodes at any given instant of time. Such a network is dy-
namic because, as the spreading process continues, the set of infected nodes evolves, so does the
corresponding network. To characterize the order of the network in a quantitative manner, I make
use of the concept of synchronizability [163–166] that is determined by the eigenvalue spectrum of
the coupling matrix of the network. In particular, I regard a network as more ordered if its synchro-
nizability is stronger. This approach thus allows us to map the phenomenon of transient disorder,
as in the aforementioned example of virus spreading in a social network, into a model framework
that can be analyzed quantitatively. The analysis and numerical computations reveal that transient
disorder, or weak synchronizability, is a general phenomenon in large networks, as its occurrence is
independent of the network topology.
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9.2. The Model
I consider the general contact-process model first proposed by Harris [161] and recently adopted
to complex networks [75]. The process starts from a random initial seed, i.e., a randomly selected
infected node. For convenience, I say that when a node is infected, it carries a “particle” that can
survive for a finite amount of time. Here, I assume that the lifetime of a particle is significantly larger
than the characteristic time for the whole network to get infected so that, practically, I can set the
particle lifetime to be arbitrarily large. At each time step, with probability Ps every existing particle
generates an “offspring” that can leave the “parent” node to infect one of its neighbors. Specifically,
suppose node vi carries a particle at time T . A node vj from vi’s immediate neighbor (the set of
nodes that are directly connected to vi) is chosen randomly. If vj is not infected (or empty), a
new particle is generated at vj . Otherwise, if vj is already occupied by a particle, its state remains
unchanged. For Ps > 0, eventually all nodes in the network will be infected, but the time it takes for
this to occur depends on Ps: the smaller the value of Ps, the longer it takes for the entire network to
be infected. Let this time be T0. Thus for any T < T0, there is one connected subnetwork, which
contains all the infected nodes and their links, and I can address the degree of order associated with
the collective dynamics on the subnetwork. Here I utilize the synchronizability as a measure of the
order.
The ability for a network to be synchronized is determined by the eigenvalue spectrum of the
coupling matrix. It has been known that the synchronizability can be characterized by the eigenratio
R ≡ λN/λ2, where λN and λ2 are the largest and the smallest nontrivial eigenvalues [163–166].
In general, the smaller the value of R, the more probable that the network can be synchronized.
Examining the two key eigenvalues for dynamic networks as induced by spreading can then lead to
an assessment of the evolution of the degree of synchronizability with time. In this chapter I focus
on three types of network topologies: regular, random, and scale-free.
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9.3. Regular networks
To gain insight, I consider a one-dimensional, ring-type of network, where every node is con-
nected to m nearest neighbors, and so the average degree (the number of links a node has) is
〈k〉 = m. For such a regular backbone network, a seed infection starting from a single node will
initially spread to a subnetwork that has a lattice structure: the boundaries at both ends are open,
but eventually the whole ring network will be infected so that the boundary conditions become peri-
odic. Figure 33(a) shows the evolution of the eigenratio of the dynamic network with time, for three
different values of the spreading probability Ps. The size of the backbone network that supports the
spreading dynamics is N0 = 1000 and the average degree is 〈k〉 = 100. I observe that, for all three
cases, R first increases, reaches a maximum at a particular time, then decreases and approaches a
constant value, indicating a transient phenomenon. A constant R value indicates that the dynamic
network has reached a steady state. To facilitate analysis, I observe that, the size of the infected net-
work, denoted by N , is a non-decreasing function of time. Thus, if I plot the eigenratio as a function
of the network size N , I expect to observe a local maximum for certain value of N . Since an in-
fected network of certain size can be reached in different times for different values of Ps, examining
the properties of the network with respect to its size effectively disregards any detailed information
about the timing of the infection spreading. Thus, the plot of R versus N should not depend on the
specific details of the spreading dynamics. Such a result is shown in Fig. 33(b), where I see that the
three data sets in Fig. 33(a) have collapsed into a single, universal data set in the R − N plot. The
main advantage of focusing on the R−N relation is that it can be obtained analytically for different
network topologies, yielding insights into the universal occurrence of transient disordered states in
network dynamics.
9.4. Lattice topology
In the initial phase of the spreading process, approximately, a dynamic network has a lattice
topology: it is open on both ends. It is thus useful to examine the spectral properties of the lattice-
type of regular networks. The coupling matrix G is given by Gij = −1 for |i − j| ≤ m/2 and
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Fig. 33. (Color online) For the ring backbone network of N0 = 1000 nodes and average degree
〈k〉 = 100, (a) evolution of the eigenratio as a function of time for three values of the infection
probability: Ps = 0.5 (circle), 0.8 (triangle), and 1.0 (square), (b) R versus the size of the infected
network, which is apparently independent of the value of Ps, and (c) eigenvalues λ2 and λN versus
N for the backbone network of N0 = 1000 and 〈k〉 = 20. The solid curves are analytic predictions.
The existence of the local maximum in R for large N can be explained theoretically by noting that
a crossover from the lattice to the ring behaviors necessarily occurs for dynamic networks of large
sizes (see 9.5). Here, all simulation results are obtained by averaging over 100 independent runs of
the infection dynamics. For regular networks, since the network structure is fixed for given size and
average degree, ensemble average using different network realizations is not necessary.
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i 6= j, Gij = 0 for |i − j| > m/2, and Gii = ki, where ki = m is the degree of node i. For such a
network of size N , I find numerically that the i’th component of any eigenvector e of the coupling









where i = 1, ..., N , f is the basic spatial Fourier frequency (0 ≤ f < N ), and ϕ is the phase
shift depending on the boundaries. The deviations of ei in Eq. (9.1) from the actual eigenvector
components occur mainly near the boundaries, i.e., for i ∼ 1 or i ∼ N , which can be neglected
if N is large. The eigenvector is normalized:
∑
e2i = 1. By definition, the eigenvalues satisfy the
eigen-equation λe = G · e [160]. For the eigenvalue associated with the spatial frequency f , I have

































(Ge)i ≈ {m+ 1− sin [(m+ 1)fπ/(2N)]
sin [fπ/(2N)]
} · ei, (9.3)
which gives
λ ≈ m+ 1− sin [(m+ 1)fπ/(2N)]
sin [fπ/(2N)]
. (9.4)
For λ2 and e2, the spatial frequency is f2 = 1. I obtain
λ2 ≈ m+ 1− sin [(m+ 1)π/(2N)]
sin [π/(2N)]
. (9.5)
For λN , the value of the underlying spatial frequency fN depends on network parameters. Gen-
erally, the dependence of λ on f has an attenuated wave form, and the largest value occurs at the
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Fig. 34. (Color online) For the ring backbone network of N0 = 1000 nodes and m = 10, (a) λ
versus spatial Fourier frequency f from Eq. (9.4), and (b) the left-hand side (LHS, horizontal line)
and right-hand side (RHS, dots) of Eq. (9.6). The vertical lines from left to right indicate the values
of f for which the equality (m+ 1)πf/(2N) = (j + 1/2)π holds for j = 0, 1, ...,m/2.
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Numerically, I find that this equation has multiple roots in f at the local maxima and minima of λ(f).
To obtain estimates of the roots, I note that, for m≫ 1, the period of the function tan [πf/(2N)] in
the denominator is much larger than that of the numerator tan [(m+ 1)πf/(2N)]. Thus, in a single
period of tan [(m+ 1)πf/(2N)], the denominator can be regarded as a constant. Since m ≫ 1,
Eq. (9.6) stipulates that the numerator be large. This can be achieved for
(m+ 1)πf/(2N) ≈ (j + 1/2)π,
where j is an arbitrary integer (Fig. 34). Note that f = 0 is also a solution, which corresponds to
the trivial minimum eigenvalue λ = 0. The first peak occurs for j = 1, i.e.,
(m+ 1)πf/(2N) ≈ (1 + 1/2)π,




as shown in Fig. 34(a). Moreover, since the slope of λ(f) at λN is zero, a small deviation in f will
lead to a much smaller variation in λ, indicating that the solution so obtained is stable. Substituting
fN back into Eq. (9.4), I obtain the following approximation for λN :
λN ≈ m+ 1 + [sin 3π
2(m+ 1)
]−1. (9.7)
The derivation is based on the assumption that the eigenvectors have approximately sinusoidal forms,
which neglects possible effects on the vectors from about 2m boundary nodes. Equations (9.4), (9.5),
and (9.7) are thus valid for m≪ N only. However, with numerical calculations I find that, although
there are deviations between the predictions from Eq. (9.4) and the actual eigenvalues for about 2m
eigenmodes, Eqs. (9.5) and (9.7) approximate well λ2 and λN , respectively, insofar as m < N/2.
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9.5. Ring topology
A ring network is a lattice with periodic boundary conditions. For such a network, I find numer-









for i = 1, ..., N , where f is an integer that satisfies 0 ≤ f ≤ int[(N + 1)/2], and ϕ is the phase
shift that can be different for different eigenvectors. Note that for the ring topology, there are no
boundary effects, thus Eq. (9.8) is exact. Following steps similar to those in Sec. 9.4, I arrive at
λ = m+ 1− sin [(m+ 1)fπ/N ]
sin (fπ/N)
. (9.9)
Note that λ is independent of ϕ. Also, for f = 0, ei =
√
2/N is independent of i, leading to λ = 0.
Equation (9.9) is accurate in the sense that varying f from 1 to int[(N+1)/2] yields all the non-zero
distinct eigenvalues of the coupling matrix for the ring network. In particular, λ2 is obtained by
setting f = 1:
λ2 = m+ 1− sin [(m+ 1)π/N ]
sin (π/N)
. (9.10)
For λN , following the same steps of derivation as for the lattice case, I obtain fN ≈ 3N/[2(m+1)]
and, hence, λN is given by the same formula Eq. (9.7), indicating that λN is approximately the same
for both the lattice and the ring topologies. Note that, for large N , λN is independent of N and it
depends only on m, the average degree of the network.
Equations (9.9) and (9.10) are exact. For N = m + 1 where m is even, I have sin[(m +
1)fπ/N ] = sin (fπ) = 0 for f > 0 so that Eq. (9.9) gives the eigenvalues of a fully (globally)
connected network (λ1 = 0 for f = 0, and λ2 = ... = λN = N for f > 0). For 1≪ m ≪ N , Eq.
(9.7) is a good approximation for λN .
Figure 33(c) shows, for a ring network, the eigenvalues λN and λ2 versus the size N of the
spreading network. The solid curves are analytic predictions. The value of m is used as the average
degree of the spreading network. I see that, numerically obtained values of λN agree with the












Fig. 35. (Color online) For a regular backbone network with a ring topology, (a) schematic illustra-
tion of a dynamic network in the transient phase where the infected nodes (solid circle) constitute
an open, lattice-like network, (b) illustration of a large infected network with a ring-like topology in
the steady-state phase, (c) crossover of numerically obtained values (circles) of λ2 from prediction
based on the lattice-like topology to that with the ring topology on network of N0 = 1000 and
〈k〉 = 100.
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N is small (N ≪ 〈k〉), λ2 is approximately given by the theoretical results of the ring network. This
can be understood that, since the spreading starts from a single node and propagates to its neighbors
which are interconnected with each other (N ≪ 〈k〉), the resulting network forms a fully connected
clique whose λ2 is given by Eq. (9.10). As N approaches to and exceeds 〈k〉, the two fronts of
the spreading can no longer be directly connected, thus the infected network has a lattice form with
open boundaries, as shown schematically in Fig. 35(a). Indeed, numerical results agree well with the
theoretical results of λ2 for lattice networks. When the size N of the spreading network approaches
the original network size N0, the two fronts of the spreading network meet and a ring structure
is formed again, as shown schematically in Fig. 35(b). In this case, the eigenvalue λ2 is again
determined by the formula for the ring network [Eq. (9.10)]. I thus expect to observe a crossover of
the numerical data from the lattice to the ring formula for N close to N0, as shown in Fig. 35(c).
9.6. Complex networks
9.6.1. Random networks
A random network can be generated by connecting every pair of nodes with probability p. The
backbone-network size is N0, and the average degree is 〈k〉 = pN . To calculate the relevant eigen-
values analytically, I note that, for the adjacency matrix A, where Aij = 1 if nodes i and j are
connected and Aij = 0 otherwise, the distribution of the eigenvalues λ(A)i follows the Wigner semi-


















i = 0. For the coupling matrix G, where Gij = −Aij for i 6= j and Gii = ki, I have
λ1 = 0 and Tr(G) =
∑
i ki = N
2p. The nontrivial eigenvalues are still distributed according to the
semicircle law except that the center of the semicircle is now at Np. I thus have




































Fig. 36. (Color online) For an ensemble of random networks of fixed average degree 〈k〉 = 20
and N0 = 1000 nodes, (a) evolution of the eigenratio R in time for three values of the spreading
probability: Ps = 0.3 (circle), 0.5 (triangle), and 0.8 (square), (b) R, (c) numerical eigenvalues
λ2 and λN (symbols) versus the size of the dynamic network and theoretical predictions (curves).
Circles: numerically obtained λN ; triangles: kmax+1; squares: numerically obtained λ2; diamonds:
minimum degree. The results are obtained by averaging over 300 network realizations.
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for λ2 > 0, i.e., for N > N2 = 4(1 − p)/p for fixed value of p. Since I assume that the backbone
random network is sparse, any dynamic network generated by the spreading process is also sparse.
Furthermore, the initial dynamic network can be so sparse that it can be regarded as an over-stretched
network, i.e., a random network constructed with the same parameters N and a reduced value of p
is usually not connected, which leads to a negative λ2 in Eq. (9.11). If a few (typically one or two)
edges with the largest number of shortest paths passing through them are removed [168], the network
will be disintegrated into two groups. Thus conceptually, such an over-stretched network can be
regarded as consisting of two subnetworks (or two clusters), where the numbers of nodes contained
in the clusters are approximately equal and the clusters are connected by very few edges so that the
probability of “inter-cluster” connection is small: pl & 0. An advantage of conceptualizing such
a clustered-like structure is to make use of the theory developed in the context of synchronization
in complex clustered networks [169], from which I obtain λ2 = Npl. Say the two clusters are
connected byC links, whereC ≤ 2 is a constant. I then have (N/2)2pl = C, i.e., pl ∼ 1/N2, which
gives λ2 ∼ N−1. The critical value of N below which this relation holds is N1 =
√
8/p, obtained
by setting C = 2. The range in the size N , N1 < N < N2, in fact defines the transition regime in





N−1, N ≤ N1 =
√
8/p,
transition, N1 < N ≤ N2 = 4(1− p)/p,
Np− 2
√
Np(1− p), N > N2.
(9.12)
I now consider the largest eigenvalue λN . A recent result gives that for a sparse random network,
λN ≈ kmax + 1 [170], where kmax represents the largest degree of the infected subnetwork. For
a random network, the variance σ2 of the degree variable is Np(1 − p). The degree distribution
P (k) can be approximated by a normal distribution, P (k) = (
√
2πσ2)−1 exp [−(k − 〈k〉)/(2σ2)].














− erf( kmax − 〈k〉
(Np(1 − p)) 12 )] = 1, (9.14)
where the error function is erf(x) ≡ ∫ x
0
(2π)−1/2e−y






Np(1− p) + 〈k〉. (9.15)
Figure 36(a) shows examples of the evolution of the eigenratio with time for three values of the
spreading probability Ps, where a transient weak synchronizability is observed. Changing the time
variable into the size N of the dynamic network, I see that cases with different values of Ps all
collapse into a single curve, as shown in Fig. 36(b). Figure 36(c) shows λN and λ2 versus N ,
together with the theoretical predictions for λ2. I observe that the numerical results for λN (open
circles) are matched very well by the quantity kmax+1 (open triangles), and for the regionsN < N1
andN > N2, numerical results for λ2 (open squares) agree with the predicted formula (solid curves)
reasonably well. The theory, however, does not predict the values of λ2 in the transition region
N1 < N < N2.
9.6.2. Scale-free networks
For a scale-free network, the degree distribution follows a power law [30]: P (k) = ak−γ for
k ≥ m0, where γ > 0 is the degree exponent, a is a constant, and m0 is the minimum degree of
the backbone network of size N0. The constant a can be determined by probability normalization:
∫∞
m0
P (k)dk = 1.
To estimate the eigenvalue λ2, I note that, because of the sparsity of the dynamic network at
the beginning of the spreading process, the analysis is similar to that with random networks. I have
λ2 ∼ N−1 for N ≤ N1 =
√
8/p. When N is larger than the critical point for percolation [171], as
given by
N2 = 〈k〉/(〈k2〉 − 〈k〉), (9.16)
the network becomes relatively less sparse and I found numerically that λ2 can be approximated
by the minimum degree m. Since the dynamic network is constructed randomly from the original
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Fig. 37. (Color online) For scale-free networks of fixed average degree 〈k〉 = 20 and N0 = 1000
nodes, (a) evolution of the eigenratio R in time for three values of the spreading probability: Ps =
0.5 (square), 0.8 (triangle), and 1 (circle), (b,c)R, λ2, and λN versus the size of the dynamic network
and theoretical predictions (curves). Circles: numerically obtained λN ; triangles: kmax+1; squares:
numerically obtained λ2; diamonds: minimum degree. The results are obtained by averaging over
300 network realizations.
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network, m can be approximated by m0N/N0 because, in general, a node has only N/N0 fraction




N−1, N ≤ N1 =
√
8/p,




, N > N2,
(9.17)
The largest eigenvalue λN can be approximated by kmax + 1 [170]. Similar to Eq. (9.15), kmax is
given by
kmax ≈ 〈k〉N1/(γ−1). (9.18)
Results from Eq. (9.18) agree with the simulation results when the degree distribution is algebraic.
Numerical evidence for the appearance of transient weak synchronizability is shown in Fig.
37(a). Collapse of temporal evolutions of the eigenratio R for different values of the spreading
probability into a single curve in the R − N plot is shown in Fig. 37(b). Support for theoretical
estimates of λ2 and λN is presented in Fig. 37(c). As shown in Figs. 37(b) and 37(c), when N is
small, e.g., N < 400, the algebraic characteristic of the degree distribution is not so pronounced. In
this case, there are deviations between the theoretical predictions for λN and R and the numerics.
In a dynamic environment where a large networked system is subject to sudden perturbations,
disorder can arise. Often a disordered state lasts for a finite amount of time before the system
reaches a new steady state. Examples of the appearance of such a transient disordered state abound
in different contexts including nonlinear dynamical systems that model a vast variety of physical,
chemical, and engineering phenomena, and biological and social networks. While transient chaos in
dynamical systems has been studied extensively [158], the phenomenon of transient disorder in large
networked systems presents new challenges as, a typical situation for such a disordered state to arise
is where the backbone network structure supporting the state is dynamic and evolves continuously
in time. This is equivalent to the situation where the phase-space dimension of a dynamical system
keeps increasing with time.
The contribution of this chapter is a model paradigm that allows the transient-disorder phe-
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nomenon to be addressed systematically for large networks. There are two ingredients in the model:
spreading dynamics and network synchronizability. The former determines a set of dynamically
evolving subnetworks on which disorder can arise, and the latter represents a convenient way to
characterize the degree of disorder. The model captures the essential features of the rise of tran-
sient disorder, or weak synchronizability, in large networks. I have provided physical analyses and
numerical computations to establish the universality of the phenomenon in both regular and com-
plex networks. While the focus in this chapter is on the dynamics of growing infected networks,
a systematic investigation of how disorders or the complexity of the topology [172] changes as the
infected network grows would be interesting and may deserve further efforts.
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10 . ABNORMAL ELECTRON PATHS INDUCED BY KLEIN TUNNELING IN
GRAPHENE QUANTUM POINT CONTACTS
10.1. Introduction
When a free particle enters a region where there is an external potential, which paths will the
particle follow? In classical physics, the possible paths are strictly confined to regions where the
energy of the particle is greater than the potential energy. In non-relativistic quantum mechanics,
particle paths are more likely to be found in low-potential regions, as there are propagating waves
in regions where the particle energy is greater than the potential energy, and evanescent waves in
regions otherwise. In relativistic quantum mechanics, the phenomenon of Klein tunneling [173]
renders possible for the particle to tunnel completely through a region even of higher potential,
and the strange paths depend sensitively on energy, wavevector, the potential profile, and other
parameters of the system. In this letter I find that in the transport through graphene quantum point
contacts (QPCs), the electrons follow paths associated with high potential rather than those with low
potential, and this abnormal electron behavior leads to an extreme type of conductance fluctuations,
posing a potential obstacle that must be overcome in developing graphene-based electronic devices.
QPCs have been investigated extensively since the discovery of conductance quantization at in-
teger multiples of 2e2/h [174] in the GaAs/AlGaAs heterostructure, a two-dimensional electron-gas
(2DEG) system. QPC is usually built with narrow constrictions in the 2DEG, where the opening
is adjusted by properly biased split gates. By controlling the depleting gate voltage, the number of
transmission modes through the QPC can be adjusted, enabling continuous change in the QPC con-
ductance by one quantum at a time. Fundamentally, QPCs provide a natural platform for studying
few electron phenomena. Practically, QPCs are an indispensable component in all kinds of nanode-
vices to control the number of electron transmission modes, with examples ranging from transport
in quantum dots, anomalous integer quantum Hall effects [174], single-charge [175] and individual
electron-spin [176] detection, single photon detection [177], to quantum branched flows [178] and
sensing of nanomechanical oscillations [179]. In all these situations governed by non-relativistic
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quantum mechanics, the conductance of the QPC varies smoothly with some experimentally ad-
justable parameter such as the depleting gate potential, apart from a few isolated resonance peaks in
certain experimental settings [180, 181].
Since 2004 there has been a tremendous amount of interest in graphene [24,25]. Due to its pecu-
liar honeycomb lattice structure and the resulting sp2 bonding, graphene’s transport bands arise from
the pz orbitals normal to the plane and possess a linear energy-momentum relation: E ∼ |∆k| [26].
As a result, the quasiparticles are chiral, massless Dirac fermions obeying relativistic quantum me-
chanics. A unique phenomenon in this context, which finds no counterpart in nonrelativistic quan-
tum mechanics, is Klein tunneling (or Klein paradox), where an electron can tunnel through a poten-
tial barrier of height larger than its energy with probability one. An issue of both fundamental and
practical importance concerns the manifestations of this uniquely relativistic quantum phenomenon
in graphene systems. Since a QPC is effectively a transport system subject to localized external po-
tential, graphene QPCs provide an ideal testbed for exploring the consequences of Klein tunneling.
A QPC in a graphene system can be realized by applying local side- or back-gate potentials
which deplete the electron transmission [182, 183] or by geometrical nanoconstrictions [184]. For
graphene QPC in the single-channel energy region, there exist zero-conductance Fano resonances
caused by backscattering from the inter-valley scattering as a result of the strong curvature in the
vicinity of the QPC center [183]. Here I investigate graphene QPCs formed by depleting poten-
tial gates. By comparing the transmission fluctuations and the local current flow pattern, I find
that, besides backscattering zero-conductance dips, Klein tunneling is prevalent in electron trans-
port through graphene QPCs. Particularly, in the pinch-off regime, as a parameter characterizing
the tightness of the confining potential changes, an extreme type of conductance fluctuations arises.
Note that enhanced conductance fluctuations have been observed in disordered graphene systems,
especially in the case of long-range disorders. When the disorder potential varies on the atomic
scale, due to the inter-valley scattering the conductance fluctuations are suppressed [185].
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10.2. The QPC model and numerical methods
A QPC can be modeled by an external potential applied to the nanoribbon, where the “tightness”
of the potential determines the degree of the confinement. A prototypical form of the potential
is [178]
V (x, y) = W exp (−x2/ξ2) · y2, (10.1)
where x and y denote the parallel and lateral directions of the ribbon, respectively. I choose
ξ = 10a, a being the lattice constant (a = 2.46A˚ for graphene), and the parameter W char-
acterizes the “tightness” of the potential. By adjusting W , the total number of transmission
modes through the QPC can be controlled. The reasonable range to vary W is between zero
and t, where t is the nearest-neighbor hopping energy. To calculate the electron flow paths and
the conductance of graphene QPC, I resort to the tight-binding framework. The Hamiltonian is
Hˆ = −t∑ |i〉〈j| + ∑i V (xi, yi)|i〉〈i|, where the first summation is over all pairs of nearest-
neighboring atoms, and the second term describes the depleting potential. The retarded (advanced)
Green’s function of the QPC is given by Gr(a)(E) = [E · I − H − Σr(a)S (E) − Σr(a)D (E)]−1,
where Σr(a)S(D)(E) is the retarded (advanced) self-energy due to the source (drain) of the QPC, and
the coupling matrices are: ΓS(D)(E) = i[ΣrS(D)(E) − ΣaS(D)(E)]. The transmission is given
by T (E) = Tr[ΓS(E)Gr(E)ΓD(E)Ga(E)], and the conductance is obtained via the Landauer-
Bu¨ttiker formula [186]. The local current per unit energy at the Fermi energy between two neigh-







where Cn = GrΓSGa is the electron correlation function and Hij is the corresponding matrix
element in the tight-binding Hamiltonian [186].
10.3. Results and Discussion
10.3.1. Abnormal electron paths
Figure 38 shows typical electron flow patterns through a graphene QPC as W is increased (left
column, from top to bottom). For comparison, I have included the corresponding flow patterns for a
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Jmaxx
Fig. 38. (Color online) Electron flow (x-component) patterns through graphene (left column) and
non-relativistic (right column) QPC for different values of the parameter W . In each panel the
current flow is normalized by the maximum value Jmax through the QPC. The conductance (in unit
of 2e2/h), W/t and Jmax are: (a) 3.2464, 0.05, 0.8638; (b) 3.0107, 0.02, 0.2505; (c) 1.0172, 0.26,
0.6872; (d) 1.0113, 0.16, 0.2645; (e) 0.0281, 0.64, 0.0049; and (f) 0.0111, 1, 0.0006, respectively.
The Fermi energy for all cases is the same: EF /t = 0.8. The crosses in the left panels indicate the
regions where V ∼ 2EF .
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Fig. 39. (Color online) (a) Illustration of Klein tunneling of graphene quasiparticles. (b) Simplified
potential profile, a square potential barrier of height V along the direction of the ribbon.
non-relativistic QPC (e.g., square lattice structure for conventional semiconductor quantum dots) of
the same geometry (right column). For the non-relativistic QPC, the transport tends to occur mostly
in the region where the potential is minimum, and the electron flow pattern is smooth [178]. How-
ever, for the graphene QPC, the transport appears highly non-uniform. Surprisingly, for some values
of W the electrons tend to move along paths with higher local potentials. A careful examination of
the electron flows reveals that, in such a case, the most favorable path has the potential energy that is
approximately twice of the Fermi energy, as indicated by the paths marked by the crosses in the left
column of Fig. 38. This finding strongly suggests Klein tunneling as a plausible mechanism for the
observed highly localized electron flow paths in the graphene QPC. The phenomenon is persistent
for various choices of the parameters W and ξ in the model (10.1).
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10.3.2. The origin - Klein tunneling
Why do quasiparticles in the graphene choose the particular Klein-tunneling path to travel
through the QPC? A more general question is what paths do quasiparticles take in a graphene sys-
tem consisting of regions under different external potentials? In non-relativistic quantum mechanics,
particles can tunnel through a potential barrier but the transmission probability decreases exponen-
tially with the height and/or width of the barrier. However, when a relativistic quantum particle
approaches a potential barrier, situations can occur where, for example, as the height of the barrier is
increased, the transmission probability can reach unity (corresponding to zero reflection) - the Klein
paradox [173]. The occurrence of Klein tunneling depends on a number of parameters in the system,
such as the height and the width of the potential barrier and the incident angle of the particle. For
a rectangular potential barrier, the dependence of the transmission probability on parameters can
be obtained analytically [187–189]. In the graphene QPC system, when a relativistic quasiparticle
approaches the potential region, it may not follow the the path corresponding the minimal potential
but can instead choose a path with higher potential to pass through the QPC via the mechanism of
Klein tunneling.
To gain insight, I consider a simplified model of a square potential barrier on a graphene ribbon,
as shown in Fig. 39. For fixed Fermi energy, the variation of the conductance versus the potential
height V is shown in Fig. 40. The results can be understood by considering the number of trans-
mitting modes NT in the potential region: As the potential V is increased from 0, it squeezes out
the electrons and there are fewer transmission modes, leading to decreased conductance. The con-
ductance reaches minimum at V ∼ EF as NT is small. Due to the conical spectrum of graphene,
after crossing the Dirac point, NT (now for the holes) increase again until V ∼ 2EF , where values
of NT inside (holes) and outside (electrons) the potential are equal and the conductance reaches the
maximum due to Klein tunneling. As V is increased further, the conductance tends to approximately
constant values since NT inside the potential region is still larger.
To further illustrate the peculiar electron flow pattern in graphene QPC and its consequences on
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Fig. 40. (Color online) Conductance G versus applied rectangular potential height V for the
graphene nanoribbon under different Fermi energy EF /t = 0.8, 0.5 and 0.3. The width of the
ribbon is 138a so the a maximum number of allowed transmission modes is Nmode = 160, where a
is the lattice constant. The size of the potential region is 20a.
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transport, I plot the local current flow in the graphene lattice on top of the surface of the confinement
potential in Fig. 41, as the current flowing into the dot region from the source is squeezed to the
middle. Namely, as the current flows into the central region of the QPC, it diminishes in its original
x direction and diverges to the sides: the current flows up the potential hill and reaches the region
V ∼ 2EF [189, 190]. Then it flows on the path of V ∼ 2EF . As it reaches the boundary of
the drain of the QPC, it flows down the potential hill toward the middle valley, and continues into
the drain. The electrons thus choose not to go through the region where the potential is minimum,
but instead follow the paths in regions of higher potential, as stipulated by Klein tunneling. This
uniquely relativistic quantum behavior is determined by the chiralities of the qusiparticles [188].
10.3.3. Fractal-like conductance fluctuations
Note that, due to the sensitive dependence of Klein tunneling on a number of physical factors,
the matching condition between the V ∼ 2EF and V ∼ 0 regions to form a steady flow depends
sensitively on the energy and external-potential parameters in various devices [188, 189]. As a
consequence, a small change in the potential parameter (Eq. 10.1) has a finite probability to open up
a channel for the tunneling, leading to a sudden increase in the conductance. Overall, as the potential
parameter changes, the QPC conductance exhibits extremely wild, fractal-like fluctuations, as shown
in the inset of Fig. 41. To contrast, I have also calculated the QPC conductance but for a conventional
semiconductor 2DEG system subject to the same depleting-gate potential, as shown by the dashed
smooth curve in the inset of Fig. 41.
Magnifications of some portion of the fluctuation pattern in the inset of Fig. 41 reveal qual-
itatively the same behavior, indicating fractal-like characteristics [191]. To demonstrate that the
fluctuations indeed occur on a hierarchy of scales and to quantify the fractal-like fluctuation pattern,
I use the uncertainty algorithm [192]. Specifically, I first set a small perturbation ε to the param-
eter W and calculate the conductances at W and W + ε. If |G(W + ǫ) − G(W )| > δ, where δ
is a proper threshold, this value of W is referred to as ε-uncertain as the perturbation can lead to
a significantly different value of transmission. For a large number of randomly chosen parameter
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Fig. 41. (Color online) A direct demonstration of Klein tunneling in graphene QPC: three-
dimensional view of current flow with respect to the potential profile of the QPC. The sizes of
the arrows indicate the values of the current flow. The Fermi energy is EF = 0.8. Inset: solid line is
the fractal-like conductance fluctuations of the graphene QPC as a result of Klein tunneling; dashed
line is the smooth conductance variation in the corresponding non-relativistic QPC.
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values, I determine the fraction f(ε) of the uncertain parameter values. If strong fluctuations in
the transmission occur across many scales, the fraction f(ε) scales with ε as f(ε) ∼ εα, where
0 ≤ α ≤ 1 is the uncertainty exponent [192]. For the fluctuation pattern in the inset of Fig. 41,
I observe that the algebraic scaling of f(ε) extends over two orders of magnitude and the uncer-
tainty exponent is α ≈ 0.16, suggesting the existence of fractal-like fluctuations in the transmission
of QPC over a hierarchy of scales [193]. In previous studies of fractal conductance fluctuations,
the phenomenon generally originates from the heterogeneous dynamical structures of the quantum
ballistic cavities [194], while the fractal-like fluctuations reported here are mainly due to the sensi-
tive dependence of the tunneling path on the control parameters. One implication is that the QPC
conductance in graphene-based systems can depend sensitively on the detailed physical and geo-
metric properties of the confinement, which may be undesirable in applications where stable QPC
conductances are needed.
10.4. Conclusion
In summary, I have investigated transport through graphene QPCs and obtained direct evidence
of “strange” electron paths as determined by Klein tunneling in relativistic quantum mechanics. As
a consequence, the low-temperature conductance of the graphene QPC exhibits an extreme-type of,
fractal like fluctuations. These phenomena find no counterparts in conventional 2DEG systems, and
they may have fundamental implications to the stability of future graphene-based electronic devices.
A paradigmatic system would consist of a number of quantum dots and QPCs, and control gates are
properly biased to effectively open or pinch off the conduction modes. The presence of fractal-like
conductance fluctuations may pose interesting challenges to the operation of such devices. As an
example, integrated graphene devices subject to some kind of external potential would be one such
class of systems and it will become a topic of high interest.
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11 . QUANTUM CHAOTIC SCATTERING IN GRAPHENE SYSTEMS
11.1. Background
In the last three decades, quantum chaos, an interdisciplinary field focusing on the quantum man-
ifestations of classical chaos, has received a great deal of attention [195]. In fact, the quantization of
chaotic Hamiltonian systems and the ensuing quantum signatures of classical chaos are fundamen-
tal procedure and process, respectively, in physics, having direct applications in condensed matter
physics, atomic physics, nuclear physics, optics, and acoustics. However, most existing works on
quantum chaos are concerned with nonrelativistic quantum mechanical systems described by the
Schro¨dinger equation. In this Letter, I address the fundamental issue of relativistic quantum mani-
festations of chaos using graphene systems [196] where the quasi-particles are chiral, massless Dirac
fermions [197, 198], and by carrying out similar analysis in non-relativistic quantum dot systems, I
compare the results in those both physically relevant limits.
In open Hamiltonian systems, there are two kinds of dynamically relevant chaotic scattering pro-
cesses: hyperbolic and nonhyperbolic. Both are highly relevant experimentally. In hyperbolic scat-
tering, all the periodic orbits are unstable and the particle-decay law is exponential. As a result, the
magnitude squared of the autocorrelation function of the quantum S-matrix elements is Lorentzian,
where the classical escape rate determines its half-width [199]. The Lorentzian form has been ob-
served experimentally [200]. For nonhyperbolic chaotic scattering, there are non-attracting chaotic
sets coexisting with Kolmogorov-Arnold-Moser (KAM) tori in the phase space [201], leading to an
algebraic particle-decay law. In this case, the fine-scale semiclassical quantum fluctuations of the
S-matrix elements with energy difference is enhanced as compared to the hyperbolic case [201].
To uncover the relativistic quantum manifestations of chaotic scattering, in this Letter I investi-
gate the electronic transport properties in open graphene quantum dots (GQDs) with both hyperbolic
and nonhyperbolic scattering dynamics in the classical limit. I compare the GQD analysis with the
one I carry out for non-relativistic quantum dot (NRQD) systems. A striking finding is that GQDs
generally have sharper conductance fluctuations than NRQDs [202]. Moreover, GQDs tend to sta-
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bilize unstable periodic orbits, which support the hyperbolic scattering. As a result, even in the
hyperbolic GQDs, pronounced quantum pointer states [25, 215] exist. The resonances associated
with the transmission are characterized by the Fano profiles with the width given by the imaginary
part of the eigenenergies of the dot Hamiltonian, where the effects of the leads are theoretically
described by the self-energies. The findings not only provide fundamental insights into relativistic
quantum chaotic scattering, but also are important for graphene-based device applications.
11.2. The model
To systematically investigate the quantum scattering dynamics in open graphene quantum dots,
it is desirable to focus on a class of dot systems that can generate both hyperbolic and nonhyperbolic
chaotic scattering dynamics. I choose the class of cosine billiards [204], which is defined by two
hard walls at y = 0 and y(x) = W + (M/2)[1− 2 cos(2πx/L)], respectively, for 0 ≤ x ≤ L, with
two semi-infinite leads of width W attached to the left and right openings of the billiard. By adjust-
ing the ratios W/L and M/L, the stabilities of the classical periodic orbits can be changed, allowing
the transition from nonhyperbolic to hyperbolic chaotic scattering. For example, for W/L = 0.18
and M/L = 0.11, there is nonhyperbolic scattering but for W/L = 0.36 and M/L = 0.22, the
scattering dynamics is hyperbolic [204]. I use the tight-binding approach and the Landauer-Bu¨ttiker
formalism in combination with the non-equilibrium Green’s function method to calculate the con-
ductance/transmission and the local density of states (LDS) [186, 205]. All energies are given in
units of the hopping energy t.
11.3. Transmission fluctuations
I evaluate the transmission fluctuations for the four combinations of quantum dots and
classical scattering dynamics: NRQD/hyperbolic, NRQD/nonhyperbolic, GQD/hyperbolic, and
GQD/nonhyperbolic. All the quantum dots have the same maximum number of propagating modes:
Nmode = 48, and GQDs have zigzag boundaries terminated in the horizontal direction (for NRQDs
the shape of the boundary is not an issue). Typical patterns of the transmission fluctuations are
shown in Fig. 42, where the energy ranges are chosen such that the transmissions for different cases
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Fig. 42. (Color online.) Transmission T versus energy E for open (a) non-relativistic and (b)
graphene quantum dot. Red/thin (blue/thick) lines are for nonhyperbolic (hyperbolic) scattering
dynamics in the classical limit. The quantum dots for the NRQD/nonhyperbolic, NRQD/hyperbolic,
GQD/nonhyperbolic and GQD/hyperbolic combinations consist of 16611, 8401, 28864 and 14720
atoms, respectively.
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Fig. 43. (Color online.) Autocorrelation C versus energy difference ∆E for different quantum dots
as indicated in Fig. 42.
have similar values (around 10). The results for NRQDs [Fig. 42(a)] are consistent with those from
previous works, i.e., the one with nonhyperbolic chaotic scattering in the classical limit exhibits
sharper fluctuations, while if the classical scattering dynamics is hyperbolic, the transmission varies
much more smoothly with the energy [204]. Similar behaviors have been observed for GQDs, as
shown in Fig. 42(b). However, comparing Figs. 42(b) and 42(a), I see apparently enhanced fluctu-
ations in the graphene case, for both hyperbolic and nonhyperbolic chaotic scattering. Even in the
hyperbolic case, the transmission associated with the GQD contains sharper resonances as compared
with that in the NRQD. This indicates a strong localization effect [206, 207] in the GQD.
To characterize the fluctuations, I compute the autocorrelation function from the transmission-
versus-energy curve after removing the smooth background variation. The results are shown in
Fig. 43. As expected, for the GQDs, the correlation function decays faster than those for NRQDs,
indicating stronger fluctuations of the transmission or, equivalently, a smaller energy scale over
which a large change in the transmission can occur. This is consistent with the recent result that
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GQDs tend to have enhanced conductance fluctuations in the presence of disorder, due to the absence
of back scattering [208] or to the Andreev reflection at the graphene-superconductor interface [209].
11.4. Theory
To provide a theoretical explanation for these phenomena, I examine the Fano resonances with
respect to the coupling between the eigenstates in the quantum dots and the leads. I find that the
coupling is typically much weaker in the GQD than that in the NRQD for both the hyperbolic and
nonhyperbolic cases. In particular, in the tight-binding paradigm, by considering the scattering
region as a closed system with Hamiltonian matrix Hc, the effect of the leads can be treated using
the retarded self-energy matrices, ΣR = ΣRL + ΣRR. Note that Hc is Hermitian with a set of real
eigenenergies and eigenfunctions{E0α, ψ0α|α = 1, · · · , N}, butΣR(E) is in general not Hermitian
and depends on the Fermi energyE. The effective Hamiltonian matrixHc+ΣR(E) thus has a set of
complex eigenenergies with the eigenfunctions: [Hc+ΣR(E)]ψα = Eαψα and φTα [Hc+ΣR(E)] =
E∗αφ
T
α , where Eα = E0α − ∆α − iγα. The self-energy matrix ΣR has only nonzero elements in
the subblock of the boundary atoms connecting with the leads. For most of the eigenstates it can be
treated as a perturbation, thus ∆α and γα are generally small.




For a particular eigenstate {Eα, ψα}, whenE is close toEα,GR can be rewritten asGR = GR0 (E)+
GR1 (E), whereGR0 (E) =
∑
β 6=α[ψβ(E)φβ(E)
†]/[E−Eβ(E)] varies slowly since |E−Eβ | is large
and GR1 (E) = [ψα(E)φα(E)†]/[E − Eα(E)] changes fast as E is in the vicinity of Eα. Note that
the self-energy ΣR is a slow variable, so is the coupling matrix ΓRL,R = i[ΣRL,R − (ΣRL,R)†]. Thus
in the expression of the transmission T = Tr[ΓRLGRΓRR(GR)†], only GR1 (E) is a fast variable.
All the others can be treated approximately as constants and be evaluated at an arbitrary energy
E0 close to Eα. Choosing E0 = Eα, I get the transmission in the vicinity of Eα as T (E) ≈








†])/∆T , and ε = (E − Re(Eα))/γα. I thus have



















































Fig. 44. (Color online.) The real and imaginary part of the eigen-states Eα for (a)
GQD/nonhyperbolic, (b) NRQD/nonhyperbolic, (c) GQD/hyperbolic, and (d) NRQD/hyperbolic.
The energy values E0 in (a-d) are 0.2, 1, 0.2 and 1, respectively.
This formula agrees with numerical results very well, which represents a generalized Fano reso-
nance, and is consistent with previous works on Fano resonance profiles of conductance by calcu-
lating the scattering matrix elements [207, 210]. Thus the transmission curve has a resonance at
Re(Eα), where the width is on the order of γα. Note that, since ΣR depends on the energy E, then
∆α and γα are also functions ofE. Thus the above picture is valid only for eigenstates whose values
of Re(Eα) are close to E [186].
The above analysis requires γα to be much smaller than the level spacing between the adjacent
energy levels, i.e., for separated and localized states. For large γα, the resonances are broadened and
it then becomes difficult to distinguish them from the background variations. This was the reason
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that, for NRQDs with nonhyperbolic scattering dynamics, a similar analysis can be valid only when
strong localizations on stable periodic orbits occur [207]. For GQDs, the computations have revealed
sharp conductance resonances (Figs. 42 and 43) for both hyperbolic and nonhyperbolic classical
scattering dynamics, leading to small values of γα. Figure 44 shows the eigenenergies Eα in the
complex plane in a proper energy range. The energy for which the self-energy matrix is evaluated
is E0 = 0.2t for GQDs and E0 = t for NRQDs. In principle, the plots are only accurate for the
eigenenergies where Re(Eα) is close to E0 but I find that, even if Re(Eα) is far from E0, it is still a
good approximation. I have also examined larger systems with the same shapes. For a larger system,
there are more points in the plots, but the distribution of the points remains the same. These results
verify those in Fig. 43 in that the system with smaller γα values decreases faster in the correlation
function. From Fig. 44, I see that, the four cases have the common feature that they all possess a
continuous line shape about γα ∼ 10−2t. These values contribute to the conductance variations on
energy scales of 10−2t to 10−1t and hence to the smooth conductance variations in the background.
For NRQDs, only the hyperbolic case has this part, but the nonhyperbolic case has relatively lower
values in the range 10−4t to 10−2t [Fig. 44(b)], which correspond to the localized states. The
separation between the two parts is not sharp, due to the heterogeneous, mixed phase-space structure
associated with nonhyperbolic chaotic scattering [206]. For GQDs, for both the hyperbolic and
nonhyperbolic cases, the distributions of the eigenenergies contain two parts: one with and another
without localized states. For the nonhyperbolic case, the two parts are well separated and the lower
part is several orders of magnitude smaller than that associated with the nonhyperbolic NRQD, as
shown in Fig. 44(a), indicating much sharper transmission fluctuations. Furthermore, the hyperbolic
GQD also contains such a lower part [Figs. 44(c)], providing an explanation for the observed sharp
resonances in Fig. 42(b).
Although the classical scattering dynamics are purely chaotic and the quantum manifestations
are expected of those situations where there is no strong localization, the same quantum dot filled
with graphene shows characteristically different behavior. For example, I find that relativistic quasi-
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Fig. 45. (Color online.) Quantum pointer states for (a) GQD/hyperbolic, (b) GQD/nonhyperbolic,
(c) NRQD/hyperbolic, and (d) NRQD/nonhyperbolic. Darker region means higher local density of
states (LDS). The minimum and maximum LDS values of the patterns are (2.59 × 10−3, 0.641),
(5.84× 10−4, 1.39), (8.50× 10−3, 7.35× 10−2), (1.40× 10−2, 0.284) for (a)-(d), respectively. The
color scale has been normalized for each panel for better visualization.
particles in graphene tend to stabilize themselves on the classically unstable periodic orbits. This
can be demonstrated directly from the LDS patterns. Figure 45 shows a typical pattern for each of
the four combinations. For nonhyperbolic NRQD and GQD, the LDS patterns are well localized,
but the patterns for the GQD are much sharper than those for the NRQD. For the hyperbolic cases,
again the patterns associated with the NRQD are not so sharp, as exemplified by Fig. 45(c), but for
the GQD, there are still many well pronounced pointer states, as the one shown in Fig. 45(a).
A key to understanding the distinct characteristics of the transmission in NRQDs and GQDs with
different types of chaotic scattering in the classical limit is the relation between the LDS patterns and
the width of the resonances. I have calculated the first-order approximation of γα. In the absence
of magnetic field, Hc is real symmetric, so {ψ0α|α = 1, · · · , N} forms a set of orthogonal and
complete basis. Generally, I have ψα = ψ0α− δrψαr− iδiψαi, where δr and δi are small quantities.
Substituting Eα and ψα back into the eigenequation [Hc +ΣR]ψα = Eαψα, keeping only the first-
order terms and taking into account the orthogonality of ψ0α, I have ∆α + iγα ≈ −〈ψ0α|ΣR|ψ0α〉.
Thus, γα = −〈ψ0α|Im(ΣR)|ψ0α〉. That is, the width of the transmission resonance (γα) is deter-
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mined by the imaginary part of the self-energy and the corresponding wave function of the closed
system. Since ΣR only has nonzero elements at the boundary atoms connecting with the leads, only
the values of ψ0α on the same set of atoms contribute to γα. Since the wave function is normalized,
localized states that assume a large value on a subset of atoms, say, atoms on a particular stable
orbit, will have small values on the boundary atoms, resulting in small values of γα. For dispersive
states where ψ0α takes similar values on all atoms, the value on the boundary atoms are of the or-
der of 1/
√
N . Thus γα depends mainly on ΣR. For cases of identical leads, ΣR is the same, thus
γα ∼ 1/N . Nonhyperbolic QDs have about twice the number of atoms as the hyperbolic QDs, so
γα is about half the value, which has been verified numerically. Note that this system-size caused
effect only modulates the results by a factor of 2, while the features of localization can contribute
to the difference in γα by several orders. Since the eigen-wavefunction is highly correlated with the
LDS patterns, the above discussion should also be valid for LDS patterns, or pointer states.
11.5. Conclusion
In summary, I have examined the transport fluctuations for GQDs and NRQDs that exhibit both
hyperbolic and nonhyperbolic chaotic scattering in the classical limit. For each type of QDs, the
one with classical nonhyperbolic scattering dynamics exhibits enhanced transmission fluctuations
with sharp resonances than with hyperbolic dynamics, which is consistent with previous results in
quantum chaotic scattering. However, in GQDs, the fluctuations are much stronger with smaller
energy scales as compared with NRQDs. By examining the width of the transmission resonances, I
find a theoretical explanation for the enhanced fluctuations in GQDs: scarring of quantum states in
the graphene system are more pronounced, resulting in weaker coupling with the leads as compared
with NRQDs. Computation of the LDS supports this theory. In general, I expect then the transmis-
sion (or scattering-matrix elements) to exhibit characteristically enhanced fluctuations in relativistic
than in non-relativistic quantum mechanics.
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12 . MODULATING QUANTUM TRANSPORT BY TRANSIENT CHAOS
12.1. Background
When electrons pass through a nanostructure, the conductances can depend sensitively on elec-
tronic and system parameters [186]. For example, as the Fermi energy of the conducting electron
changes, the conductance can exhibit strong fluctuations [211]. Conceivably, there are applications
in nanoscience and nanotechnology where severe conductance fluctuations are to be eliminated to
achieve stable device operation. An outstanding question is then, can practical and experimentally
feasible schemes be devised to modulate the quantum conductance fluctuations? The purpose of
this Letter is to propose, demonstrate and understand that classical transient chaos can be used to
effectively modulate quantum transport. While previous works elucidated the basic physics under-
lying the effect of chaos on quantum transport [211], the proposed scheme can be implemented
experimentally to systematically modulate quantum transport dynamics. As will be shown, the pro-
posed scheme of a Sinai-type of open billiard quantum dot, where the size of the central circular
region can be experimentally modulated in a systematic manner, is one such design. I will demon-
strate computationally for both non-relativistic (2DEG) and relativistic (graphene [212]) quantum-
dot systems that, when the radius of the central potential region is varied so that the characteristics
of the corresponding chaotic dynamics are modified, the quantum conductance-fluctuation patterns
are effectively modulated. To the knowledge, although controlling chaos [213] has been studied for
more than two decades, prior to the work there were no reports on exploiting chaos for systematic
control/modulation of quantum transport [214]. I will develop a physical theory based on the com-
plex spectrum of the device Hamiltonian, which is non-Hermitian, to understand the modulation
mechanism.
Intuitively, why classical chaos can be exploited to modulate quantum transport can be argued,
as follows. Sharp conductance fluctuations are typically caused by quantum pointer states, which
are resonant states of finite but long lifetime formed inside the nanostructure [203]. For example, for
a closed quantum-dot (QD) system whose classical dynamics is regular or contains a significantly
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regular component, there are stable periodic orbits in the classical limit. When leads are attached to
the QD, some periodic orbits can still survive, leading to quantum pointer states. As a result, narrow
resonances can form around the eigenenergy values in the corresponding closed system. When some
variation to the dot geometry is introduced so that the underlying classical dynamics becomes fully
chaotic, no stable periodic orbits can exist. While scars can still be formed around these orbits in the
closed system [216], the corresponding resonant states in the open system generally will have much
shorter lifetimes, effectively eliminating the narrow resonances in conductance fluctuations. Since
the system is open, chaos is transient, which is supported by a non-attracting chaotic set in the phase
space [217]. If the intrinsic characteristics of the set can be adjusted in an experimentally feasible
way, the corresponding quantum conductance fluctuations may be modulated.
12.2. The chaos-based method to control quantum transport
The idea is to generate a region around the center of the nanostructure with high potential so
that it prohibits classical particles from entering. Consider a rectangular QD, a prototypical model
in semiconductor-based, two-dimensional electron gas (2DEG) systems. The classical dynamics is
integrable so that extremely narrow resonances can arise in the quantum transport dynamics of the
open-dot system. Now imagine applying a gate voltage to generate a circular, classically forbidden
region around the center of the dot, which I call black region [Fig. 46(a)]. Classically, the closed
system is thus a Sinai billiard, which is fully chaotic. Quantum mechanically I thus expect to observe
progressively smooth variations in the conductance with, e.g., the Fermi energy.
12.3. Simulation results on 2DEG and graphene
I use the tight-binding paradigm and the Landauer-Bu¨ttiker formalism in combination with the
non-equilibrium Green’s function method to calculate the transmission and the local density of states
(LDS) [186]. To demonstrate the working of the modulation scheme, I consider four different QD
geometries: rectangular QD, rectangular QD with a rectangular black region, and Sinai QDs of radii
R = 0.14 µm and R = 0.28 µm, where the classical dynamics are integrable for the first two cases
and fully chaotic for the latter two cases. In all cases, I assume that the dot systems are of either
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Fig. 46. (Color online) (a) Schematic of proposed experimental setup to modulate quantum transport
through 2DEG formed at a GaAs/Al0.3Ga0.7As heterostructure, which is on n+ Si substrate (purple),
covered by 300 nm SiO2 (blue) and contacted by Au/Cr (yellow). The square quantum-dot region
has the side length of 1.0µm, and the circular potential applied at the central region of the dot has
a radius varying between 0.1µm and 0.4µm. (b) Quantum conductance versus Fermi energy for
four semiconductor 2DEG QD systems (bottom to top): rectangular QD, rectangular QD with a
rectangular black region of area 0.25µm×0.25µm, and Sinai QDs of radii R=0.14 µm and R=0.28
µm. (c) Conductance fluctuation patterns for graphene QDs of the same geometry as in (b) [218].
(d) Autocorrelation corresponding to the four cases in (b).
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semiconductor 2DEG [Fig. 46(b)] or graphene [Fig. 46(c)]. Qualitatively, I observe the appear-
ance of sharp resonances in the transmission curves for the integrable QDs, while the curves appear
smooth in the chaotic cases. This can be better seen by calculating the autocorrelation decay curves
associated with the transmission fluctuation patterns [Fig. 46(d)], which decays faster for the inte-
grable cases but slower for the chaotic cases. As the radius of the black region is increased, there is
continuous improvement in the smoothness of the fluctuation patterns. These results also illustrate
that, generating a black region in the center of the rectangular dot is not necessarily effective in
removing the narrow resonances in the quantum transmission curve (e.g., comparing the two inte-
grable cases: blue and red). It is chaos which is effective in eliminating the resonances (black and
green curves). Similar behaviors have been observed for the graphene QDs [Fig. 46(c)].
12.4. First-order approximation of transmission resonances
To develop a physical theory to understand the mechanism of chaos-based modulation of quan-
tum transport, I note that, under the tight-binding paradigm, the QD can be regarded as a closed
system of Hamiltonian matrix Hc and the leads be treated by retarded self-energy matrices ΣR.
The matrix Hc is Hermitian with a set of real eigenenergies and eigenfunctions {E0α, ψ0α}, but
ΣR(E0) in general is not Hermitian and depends on the Fermi energy E0. The effective Hamil-
tonian matrix Hc + ΣR(E0) thus has a set of complex eigenenergies with the eigenfunctions:
[Hc + Σ
R(E0)]ψα = Eαψα, where Eα = E0α − ∆α − iγα, ∆α is a shift in the eigenen-
ergy induced by ΣR, and γα characterizes the energy scale of the transmission resonance caused
by ψα [186, 219]. I then calculate the first-order approximation of ∆α + iγα, which is given by
∆α + iγα ≈ −〈ψ0α|ΣR|ψ0α〉 [219]. I obtain Eα = E0α − ∆α − iγα ≈ E0α + 〈ψ0α|ΣR|ψ0α〉
[Eq. (1)]. In general, ΣR can be expressed as [186] ΣR = −t∑L∑m∈L χm,L exp(ikma)χ†m,L,
where L is the lead index and χm,L is the transverse mode m in lead L. Since ΣR only has nonzero
elements at the boundary points of the QD connecting with the leads, only the values of ψ0α on the
same set of discrete points, ψ0α,L, contribute to γα. Since {χm,L} form a complete and orthogonal
basis, ψ0α,L can be expanded as ψ0α,L =
∑
m cmχm,L. Substituting this into Eq. (1) and taking
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Fig. 47. (Color online) (a) Conductance versus energy for one small QD of 0.2µm×0.2µm (see
text); (b) the corresponding real and imaginary parts of eigenenergy Eα of Hc + ΣR(E0) (cross),
calculated from Eq. (1) (square) and Eq. (2) (circle). The Fermi energy is E0 =2.5293 meV, as
indicated by the arrow.
into account the mirror symmetry of the system, I obtain Eα ≈ E0α−2t
∑
m |cm|2 exp(ikma) [Eq.
(2)].
For validation, I consider one small rectangular QD of 0.2µm×0.2µm. Since ΣR depends onE0,
∆α and γα are also functions ofE0. Thus the theory is precise only for eigenstates close toE0 [186].
In this example, I use E0 = 2.5293 meV. I observe a good correspondence of the positions of the
transmission resonances and their widths to the real and imaginary parts of the eigenenergies of
Hc + Σ
R(E0) (crosses), respectively, as shown in Fig. 47. The eigenstates whose values of γα are
approximately 10−1 meV contribute to the smooth, background conductance variations. However,
eigenstates whose γα values are in the range 10−3 meV to 10−2 meV correspond to localized states,
for example the four states indicated by the dash-dotted lines. A good agreement between theory
and simulation is obtained.
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Fig. 48. (Color online) Real and imaginary parts of the eigenenergies Eα for (a) rectangular QD,
(b) QD with a rectangular black region, (c) Sinai QD with R=0.14 µm, and (d) Sinai QD with
R=0.28 µm, where E0 = 2.7862 meV for all cases. The eye-guiding dashed lines indicate γα =
5× 10−4 meV. (e-h) Typical quantum pointer states for different QDs, where Fermi energies (meV)
are 0.3213, 0.9668, 0.5522, and 1.1680, respectively.
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The chaos-based modulation mechanism can then be understood, as follows. Firstly, the degree
of the conductance fluctuations can be inferred from the distribution of γα values. In particular,
smaller γα values indicate more severe (sharper) resonances. Fig. 48 shows the distribution of γα
in a proper energy range, where ΣR is evaluated at E0 = 2.7862 meV. In particular, in Fig. 48(a),
the values of γα spread out far below 5 × 10−4 meV, even to 10−6 meV, which correspond to the
localized states in the rectangular QD. However, for the chaotic Sinai QDs, most values of γα are
concentrated above 5 × 10−4 meV, as shown in Figs. 48(c) and 48(d). Note that, the integrable
QD with a central rectangular black region [Fig. 48(b)] has approximately the same number of
eigenstates as the chaotic Sinai QD with R=0.14 µm, but the distributions of γα values are different
for the two cases in that there are significantly more localized states in the integrable QDs. For the
chaotic QD, as the radius of the central black region is increased, there is a progressive disappearance
of eigenvalues with extremely small imaginary parts and hence resonances of extremely narrow
width, leading to more smooth fluctuation patterns. Secondly, since ΣR for all the QDs considered
are the same for a given energy E0, the difference in the values of γα is solely determined by
the quantity cm, which is the projection of the eigenfunction coupled to the lead, ψ0α,L, onto the
transverse modes of the lead, χm,L. For the integrable QDs, there are localized states corresponding
to the marginally stable orbits. As a result, these states couple to the leads only weakly, leading to
small cm. For the chaotic QDs with relatively large escape rates, unstable periodic orbits dominate,
so the resonant states are not as pronounced as for the regular QDs. These considerations can
be demonstrated directly from the LDS patterns, as shown in Figs. 48(e-h). For the integrable
QDs without and with central rectangular black region [Figs. 48(e) and 48(f)], the LDS patterns
associated with the resonant states are well localized, which correspond to the classical “bouncing-
ball” orbits. For the chaotic Sinai QDs, the LDS patterns are strongly affected by the central circular
black region in that they appear much less localized and relatively more uniform than those in the
integrable QDs, which results in a strong coupling to the leads.
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12.5. Conclusion
In summary, I have proposed and validated a scheme of quantum modulation based on classical
transient chaos. The key physics underlying the method is that chaos in the classical limit has a pro-
found effect on the resonant or pointer states in the corresponding quantum transport system. I have
provided a self-consistent theoretical argument to fully explain the chaos-based modulation scheme,
with strong numerical support (Fig. 48). (In contrast, in the recent work [219], I focused on Fano-
resonance formula and the comparison of features of scarring between non-relativistic quantum and
graphene systems.) The chaos-based quantum modulation scheme is conceptually appealing and ex-
perimentally feasible, and further interest and effort are warranted to explore this idea for significant
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