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Abstract— We deal with estimation of multiple dipoles
from combined MEG and EEG time–series. We use a se-
quential Monte Carlo algorithm to characterize the poste-
rior distribution of the number of dipoles and their loca-
tions. By considering three test cases, we show that using
the combined data the method can localize sources that are
not easily (or not at all) visible with either of the two in-
dividual data alone. In addition, the posterior distribution
from combined data exhibits a lower variance, i.e. lower un-
certainty, than the posterior from single device.
Keywords— Bayesian method, sequential Monte Carlo,
dipole modeling, magnetoencephalography, electroen-
cephalography.
I. INTRODUCTION
Electroencephalography (EEG) and Magnetoen-
cephalography (MEG) provide non–invasive measure-
ments of brain activity with high temporal resolution.
The spatial resolution of these techniques, however,
is partially limited by the ill–posedness of the inverse
problem. In particular, the two instruments are almost in-
sensitive to currents orientated either radially (MEG) or
tangentially (EEG). Therefore EEG and MEG recordings
provide complementary information on the underlying
neural activity [1, 2].
For this reason, in the last two decades several meth-
ods have been proposed that combine EEG and MEG
measurements using standard linear inversion [3, 4],
sparse linear inversion [5], empirical Bayes with multi-
ple sparse priors [6], maximum entropy on the mean [7],
beamformers [8]. However, most of the existing studies
that use simultaneous EEG and MEG data rely on a dis-
tributed source model, rather than on the dipolar one.
Recently we have been working on sequential Monte
Carlo methods for approximating the posterior distribu-
tion of a set of current dipoles from M/EEG time–series
[9, 10, 11, 12]. Here we consider a static multi–dipole
model, in which the number of dipoles and their locations
do not change with time. This assumption is coherent
with the neurophysiological interpretation of a current
dipole as the activity of a neural population; in addition,
it is commonly used in multi–dipole modeling of M/EEG
data. We slightly modify the Sequential Monte Carlo al-
gorithm developed in [11] in order to approximate the
posterior distribution of the unknown parameters given
simultaneous EEG and MEG recordings and show the
advantages of the use of combined MEG and EEG data.
Indeed, not only localization of purely radial/tangential
sources becomes feasible, but also the uncertainty on the
source location gets smaller.
The article is organized as follows. In Section II we
review the main features of the algorithm originally pro-
posed in [11] for MEG data, and indicate how it can be
modified to use simultaneous MEG and EEG data. In
Section III we show three examples of application to syn-
thetic time series. In Section IV we offer a brief discus-
sion and our conclusions.
II. BAYESIAN MULTI–DIPOLE MODELING
FROM SIMULTANEOUS EEG AND MEG
DATA
A. A Bayesian approach to multi–dipole modeling
Let y (E/M)1:T =
{
y (E/M)t
}
t=1,...,T be the recorded electric po-
tential (E) or magnetic field (M), sampled at discrete time
instants t. In the classic multi–dipole model of M/EEG
data, it is assumed that the recordings have been pro-
duced by a small set of point–like currents, named cur-
rent dipoles, each of which is defined by its location r and
dipole moment q. The relationship between the measured
data and the dipole parameters is given by
y (E/M)t =
N
∑
n=1
G (E/M)(rn) ·qnt + n (E/M)t (1)
where: N is the number of dipoles; G (E/M)(r), the lead-
field, is a known and non–linear function of the dipole
location; n (E/M)t is zero–mean Gaussian noise, with covari-
ance matrix Σ (E/M). We remark that in our model the num-
ber of dipoles and their location do not change with time,
while dipole moments do.
In a statistical Bayesian approach, one is interested in
characterizing the posterior distribution for the unkonwn
variables x =
{
N,r1,q11:T , . . . ,r
N ,qN1:T
}
, conditioned on
the data:
p(x|y (E/M)1:T ) =
p(y (E/M)1:T |x) p(x)
p(y (E/M)1:T )
. (2)
1
ar
X
iv
:1
70
6.
06
08
9v
1 
 [q
-b
io.
QM
]  1
9 J
un
 20
17
In (2), the likelihood function is the following Gaus-
sian
p(y (E/M)1:T |x) =∏
t
N
(
yt −
N
∑
n=1
G (E/M)(rn) ·qnt ; 0, Σ (E/M)
)
,
(3)
while the prior distribution is
p(x) = p(N)
N
∏
n=1
(
p(rn)
T
∏
t=1
p(qnt )
)
(4)
where: p(N) is chosen as a Poisson distribution with
mean value λ < 1, so as to favour low–cardinality mod-
els; p(rn) is uniform in the brain volume; p(qnt ) is Gaus-
sian. In the present case, it is useful to split the posterior
distribution as follows:
p(x|y (E/M)1:T ) = p(q1:N1:T |r1:N , N, y (E/M)1:T ) p(N, r1:N |y (E/M)1:T ) ;
(5)
indeed, under Gaussian assumptions for the prior
p(q1:N1:T ), the first bit at the right–hand side is Gaussian
and can be computed analytically, while the second one
can be approximated by means of Monte Carlo sampling.
B. Adaptive sequential Monte Carlo sampling
Sequential Monte Carlo algorithm. We use a Monte
Carlo technique to approximate the posterior distribution
for the number and location of dipoles, defined in equa-
tion (5). Specifically, we adopt a recently developed class
of algorithms known as Sequential Monte Carlo samplers
[13] that behave very efficiently in the case of complex
posteriors. The two main ideas underlying this class of
algorithms are:
• instead of trying to sample the posterior directly, they
reach the posterior distribution smoothly, through a
tempering sequence of auxiliary distributions. Here
we adopt the sequence defined as
pk(N,r1:N |y (E/M)1:T )∝ p(y (E/M)1:T |N, r1:N)α(k) p(N, r1:N ) ,
(6)
with α(1) = 0, α(K) = 1 and α(1) < α(2) < .. . <
α(K), being K the number of iterations;
• they combine Importance Sampling (IS) and Markov
Chain Monte Carlo (MCMC) [14]: first, they draw
a given number I of uniformly weighted samples
from the prior distribution; then, they let each sam-
ple evolve, at every iteration, according to a Markov
Chain Monte Carlo transition kernel (that is pk+1–
invariant), and re–weight the samples appropriately.
Such combination of IS and MCMC crucially com-
bines the benefits of IS (independent samples, global
exploration of the state–space) with those of MCMC
(correlated samples, good local exploration of the
state–space).
At each iteration, the algorithm gets a sample set that is
distributed according to pk(N,r1:N |y (E/M)1:T ); sample points
can therefore account gradually for the information
content of the data. Importantly, the sequence of values
of the exponent (and therefore the total number of
iterations) needs not to be established a priori; instead, it
can be adaptively determined at run–time, based on how
well the sample set
{
(Ni,r1:Ni )
}
i=1,...,I approximates
pk(N,r1:N |y (E/M)1:T ) .
Estimates. The approximated posterior distribution con-
tains information on multiple alternative models; there-
fore in order to produce a sensible map, we restrict our
attention to the most probable model, by first estimating
the posterior probabilities for the number of sources; i.e.
we compute the argmaxP(N |y (E/M)1:T ), with
P(N |y (E/M)1:T ) =
I
∑
i=1
wi δ (N,Ni) (7)
being wi and Ni the weight and the number of dipoles of
the i-th sample respectively. Subsequently, denoting by
Nˆ the most probable number of dipoles, for each voxel r,
we compute
P(r |y (E/M)1:T , Nˆ) =
I
∑
i=1
wiδ (Nˆ,Ni)
Ni
∑
k=1
δ (r,rki ) ; (8)
this quantity represents the posterior probability of there
being a dipole in that voxel; on the other hand, the in-
tegral of P(r |y (E/M)1:T , Nˆ) over a volume can be interpreted
as the expected number of sources in the integration vol-
ume.
C. Combining MEG and EEG data
Here we aim at characterizing the posterior distribu-
tion for the unknowns given simultaneous recordings of
the electric potential and magnetic field. In fact, there
will be no formal difference with the single–device sce-
nario. If we concatenate the data and define y (E +M)t =
(y (E)t , y
(M)
t ), and do the same for the leadfield matri-
ces G (E +M) = [G (E)G (M)] , and the noise vectors n (E +M)t =
(n (E)t ,n
(M)
t ), then we can rewrite equation (1) as:
y (E +M)t =
N
∑
n=1
G (E +M)(rn) ·qnt + n (E +M)t , (9)
where, of course, the underlying hypothesis is that the
dipoles producing the measured EEG and MEG data are
2
the same. Then one can go on with exactly the same dis-
cussion as before. The key point is to set the noise co-
variance matrix properly: in the present case, we will be
using
Γ (E+M) =
(
Γ (E) 0
0 Γ (M)
)
. (10)
III. RESULTS
We consider three exemplar test cases: two single–
dipole cases and one three–dipole case. The leadfield
matrices were generated with the BESA Research soft-
ware. The EEG leadfield contains 32 sensors, the MEG
leadfield contains 122 sensors. The source space is dis-
cretized with 18,023 voxels (possible dipole locations).
The electrical conductivity inside the head was mod-
eled as piecewise constant and homogeneous; a realistic
head geometry was used; the leadfield calculation was
performed using a boundary element method. Synthetic
MEG and EEG data were generated by choosing dipole
location(s) and orientation(s), and then assigning dipoles
a bell–shaped source time course. White Gaussian noise
was added to the synthetic data to produce a Signal–to–
Noise Ratio comparable to that of experimental data. The
MEG synthetic data generated for the three–dipole case
are shown in Figure 1.
In the two single–dipole cases, dipole orientations
were selected to make the dipole tangential, in one case,
and radial, in the other case, so as to make localization
from MEG or EEG only, respectively, particularly chal-
lenging.
For each test dataset, we applied the SMC algorithm
to the EEG data only, to the MEG data only and to the
combined EEG+MEG data. In Figures 2–4 we show the
localization results: we highlight the points having em-
pirical posterior probability, as computed by (8) above
the threshold Pth = 1/1000. Red, blue and green refer to
the results obtained from the EEG data only, from MEG
data only, and from combined EEG+MEG, respectively.
As expected, even single dipole localization is chal-
lenging, with M/EEG only, when the dipolar sources are
tangential/radial. For the tangential source (Fig. 2), the
posterior from EEG data is smeared and indicates several
possible distinct locations. For the radial source (Fig. 3),
the posterior from MEG data concentrates in a deep and
central area of the brain, confirming that the signal does
not allow proper localization of the source. However, in
both cases the posterior from the combined data is able
to localize the dipolar source. In order to quantify the im-
provement, here we compute the average distance from
the true dipole location r∗, i.e.: ∆ = EP(r|y1:T ,Nˆ)‖r− r∗‖.
We notice that this quantity contains information on both
accuracy of the reconstruction and variance of the distri-
bution. For the tangential dipole, we get ∆(E) = 28 mm,
∆(M)= 8 mm and ∆(E+M)= 0.4 mm; for the radial dipole,
we get ∆(E) = 7 mm, ∆(M) = 50 mm and ∆(E+M) = 0.4
mm, again. Remarkably, in both cases the results from
the combined measurement are better than those from the
best single–measurement case.
For the three–dipole case (Fig. 4), the EEG posterior
indicates two sources, none of which corresponds ex-
actly to one of the three true dipoles. The MEG local-
ization is quite accurate, however, also in this case the
combined localization is better, featuring a smaller un-
certainty. Quantitative evaluation of the performance is
more delicate in this case, and is left for a more thorough
study.
Fig. 1: MEG dataset.
Fig. 2: One tangential dipole. Red: EEG. Blue: MEG. Green:
EEG+MEG.
IV. DISCUSSION AND CONCLUSIONS
The preliminary results contained in this article con-
firm that the combination of EEG and MEG data can pro-
vide better localization with respect to the use of just one
device. Interestingly, the use of a Bayesian approach in
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Fig. 3: One radial dipole. Red: EEG. Blue: MEG. Green: EEG+MEG.
this context allows to characterize the performance im-
provement not only in terms of missing sources or lo-
calization error, but also in terms of uncertainty of the
estimated location, coded in the variance of the posterior
probability distribution.
From a statistical perspective, the results of this pa-
per cannot be considered as a fair comparison between
EEG, MEG and EEG+MEG, because the number of sen-
sors considered in the three cases is not the same. At the
same time, the results can be considered of practical rel-
evance, inasmuch as the comparison has been performed
using typical sensor configurations, as available in many
research centers and clinics.
Future work will be devoted to investigate this whole
problem more systematically, by extending the number
of test cases and providing quantitative measures of im-
provements.
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