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ABSTRACT
Orbit Prediction and Analysis for
Space Situational Awareness
by David J. Gondelach
The continuation of space activities is at risk due to the growing number of uncontrolled
objects, called space debris, which can collide with operational spacecraft. In addition,
debris can fall back to the Earth causing risks to the population. Therefore, space agen-
cies have started space situational awareness (SSA) programs and taken space debris
mitigation measures to reduce the risks caused by uncontrolled objects and prevent
the generation of new debris. A fundamental need for SSA is the capability to predict,
design and analyse orbits. In this work, new techniques for orbit prediction are devel-
oped that are suitable for SSA in terms of accuracy, efficiency and ability to deal with
uncertainties and are applied for re-entry prediction, end-of-life disposal, ADR mis-
sion design and long-term orbit prediction. The performance of high-order Poincaré
mapping of perturbed orbits is improved by introducing a new set of orbital elements
and the method is applied for orbit propagation and analysis of quasi-periodic orbits.
Two new Lambert problem solvers are developed to compute perturbed rendezvous
trajectories with hundreds of revolutions for the design of active debris removal mis-
sions. The computation of the effect of drag for semi-analytical propagation is speed up
by using high-order Taylor expansions to evaluate the mean element rates efficiently.
In addition, the high-order expansion of the flow through semi-analytical propagation
is enabled using differential algebra to allow efficient propagation of initial conditions.
The predictability of Galileo disposal orbits was investigated using chaos indicators and
sensitivity analysis. The study showed that the orbits are predictable and that chaos in-
dicators are not unsuitable for predictability analysis. Finally, to improve the re-entry
prediction of rocket bodies based on two-line element data, ballistic coefficient and state
estimation methods are enhanced. Using the developed approach, the re-entry predic-
tion using only a ballistic coefficient estimate was found to be as accurate as re-entry
prediction after full state estimation.
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t transverse component, i.e. component along RTN transverse direction
x component along Cartesian x direction
y component along Cartesian y direction
z component along Cartesian z direction
? related to third body
ρ component along cylindrical ρ direction
ϕ component along cylindrical ϕ direction
xx NOMENCLATURE
Superscripts
A in approximated dynamics
F in full dynamics
g guess
J2 in J2 perturbed dynamics
K in Keplerian dynamics
Other symbols
δ deviation w.r.t. reference value
[] DA variable
˙ derivative w.r.t. time t
¨ second derivative w.r.t. time t
¯ single averaged
¯ double averaged
Acronyms
3DoF 3 Degrees of Freedom
6DoF 6 Degrees of Freedom
ADR Active Debris Removal
AIDA Accurate Integrator for Debris Analysis
Ap Daily average level for geomagnetic activity
BC Ballistic Coefficient
Cart Cartesian coordinates
CEO Classical Orbital Elements
CNES Centre National d’Etudes Spaciales
CPU Central Processing Unit
Cyl Cylindrical coordinates
CylHz Cylindrical coordinates with Hz
DA Differential Algebra
DACE DA Computational Engine
DISCOS Database and Information System Characterising Objects in Space
DSST Draper Semi-analytical Satellite Theory
EccHill Eccentric Hill variables
ESA European Space Agency
ESOC European Space Operations Centre
F10.7 10.7 cm solar radio flux (index for solar activity)
FLI Fast Lyapunov Indicator
FTLE Finite Time Lyapunov Exponent
GEO Geosynchronous Earth Orbit
GTO Geostationary Transfer Orbit
GTOC9 Global Trajectory Optimisation Competition 9
HEO Highly Elliptical Orbit
Hill Hill variables
HOTM High Order Transfer Map
Ideal Ideal elements
IERS International Earth Rotation and Reference Systems Service
ITRF93 International Terrestrial Reference Frame 1993
IVP Initial Value Problem
xxi
xxii ACRONYMS
JD Julian Date
JSpOC Joint Space Operations Center
KS Kustaanheimo-Stiefel
LE Lyapunov Exponent
LEO Low Earth Orbit
LSQ Least Squares
MC Monte Carlo
MCPI Modified Chebyshev-Picard Iteration
MEE Modified Equinoctial Elements
MEO Medium Earth Orbit
MJD2000 Modified Julian Date 2000
MLE Maximum Lyapunov Exponent
MRLP Multiple Revolution Lambert Problem
MRPLP Multiple Revolution Perturbed Lambert Problem
NASA National Aeronautics and Space Administration
NORAD North American Aerospace Defense Command
OD Orbit Determination
ODE Ordinary Differential Equation
PIE Parametric Implicit Equation
PSO Particle swarm optimizer
RMS Root Mean Square
RTN Satellite coordinate system in radial, transverse and normal direction
SA Semi-Analytical
SDM Space Debris Mitigation
SDP4 Simplified Deep-space Perturbation model 4
SGP4 Simplified General Perturbations model 4
SingleTLE Pseudo-observations from single TLE
SRP Solar Radiation Pressure
SRPC Solar Radiation Pressure Coefficient
SSA Space Situational Awareness
SST Space Surveillance and Tracking
STELA Semi-analytic Tool for End of Life Analysis
TEME True Equator Mean Equinox (reference frame)
TLE Two-Line Element set
TLEepochs Pseudo-observations from multiple TLEs at TLE epochs
TOD True of Date
TPBVP Two-Point Boundary Value Problem
Uniform Pseudo-observations from multiple TLEs on uniform grid
UoS University of Southampton
USSTRATCOM United States Strategic Command
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Introduction
1.1 Space debris
Many services provided from space, such as communications, weather forecasts, remote
sensing and navigation, have become part of our daily life and are vital for economical
and scientific activities. For the continuation of these space activities, it is crucial that op-
erational satellites remain intact and undamaged, and that the services they provide are
not interrupted during their operational life time. However, with the increased appli-
cation and use of space services, not only the number of spacecraft but also the amount
of non-functional uncontrolled objects in space has grown over the last few decades.
These non-operative objects, which consist of non-functional spacecraft, rocket bodies
and products of explosions and surface deterioration, are called space debris1 and can
impact other objects. Due to their high orbital velocity, even small objects can severely
damage active satellites. This can result in reduced performance of operations or even
complete destruction of spacecraft and, moreover, generate newdebris (Klinkrad, 2010).
In a worst case scenario, a collisional cascade can occur resulting in a dense layer of de-
bris that makes space activities in that region infeasible (Kessler and Cour-Palais, 1978).
To avoid collisions with space debris, satellites need to perform collision avoidance ma-
noeuvres in case of a possible conjunction (this has the additional drawback that it re-
duces the functional time in space). For this, spacecraft and debris need to be tracked to
detect possible conjunctions. Moreover, pieces of debris cannot be controlled to avoid
collisions and therefore the amount of debris must be minimized to reduce the chance
of collisions. Furthermore, uncontrolled objects can fall back to Earth resulting in on-
ground impact risks. Therefore, for the safety of active spacecraft and the Earth’s pop-
ulation, the generation of space debris and risks caused by debris have to be mitigated.
1The Inter-Agency Space Debris Coordination Committee (2007) defines space debris as: “all manmade
objects including fragments and elements thereof, in Earth orbit or re-entering the atmosphere, that are
non functional”.
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Figure 1.1: Overview of SST activities: to detect events and predict re-entries
and conjunctions, space objects are observed and their orbits determined. The
orbital and physical property data are stored in a catalogue. New observations
are made to keep the catalogue up-to-date and space weather data are collected
to carry out accurate orbit determination and prediction.
1.2 Space situational awareness and space debris mitigation
To mitigate the consequences of space debris, spacecraft operators need to knowwhere
satellites and fragments are. Therefore, space agencies have started Space Situational
Awareness (SSA)2 programmes to gain knowledge of the near-Earth space environment
and to be able to detect and track satellites and space debris. New space surveillance and
tracking (SST) facilities are being developed and built to detect and predict the move-
ment of objects in orbit around Earth (Hack et al., 2016; ESA, 2017). In addition, the
creation and maintenance of a catalogue of artificial space objects enables carrying out
conjunction predictions and risk estimates, re-entry predictions and detection of on-
orbit events. The catalogue is regularly updated by collecting new data using radar and
optical sensors and by estimating the orbit of every object using orbit determination.
An overview of SST activities and services for SSA is shown in Figure 1.1.
In addition to SSA, space debris mitigation (SDM) is carried out to prevent the generation
of new space debris by designing, operating and disposing space systems in a man-
ner that prevents them from generating debris throughout their orbital lifetime. To this
aim, guidelines have been defined for mission planning, design, manufacture and oper-
ational (launch, mission, and disposal) phases of spacecraft and launch vehicle stages.
2The European Space Agency (ESA) describes SSA as the ability to “detect, predict and assess the risk to
life and property due to man-made space debris objects, re-entries, in-orbit explosions, in-orbit collisions,
disruption of missions and satellite-based service capabilities, potential impacts of Near-Earth Objects,
and the effects of space weather phenomena on space- and ground-based infrastructure,” see http://www.
esa.int/Our_Activities/Operations/Space_Situational_Awareness/About_SSA (Accessed 4 October
2018).
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Figure 1.2: Overview of SDM activities: to prevent the generation of new space
debris due to collisions, collision avoidance, end-of-life disposal of spacecraft
and active debris removal are needed. To carry out these tasks, orbit prediction
and design is required.
The actions resulting from the guidelines can be summarised as follows (Inter-Agency
Space Debris Coordination Committee, 2007):
• avoiding the intentional release of space debris into Earth orbit during normal
operations;
• avoiding break-ups in Earth orbit;
• removing spacecraft and launch vehicle orbital stages from protected orbital re-
gions after end of mission;
• performing the necessary actions tominimise the risk of collisionwith other space
objects.
Here the protected orbital regions are the low Earth orbit (LEO) and geosynchronous
Earth orbit (GEO) regions (Inter-Agency Space Debris Coordination Committee, 2007).
In addition to these measures, some space agencies have established laws and guide-
lines for reducing the on-ground casualty risks caused by uncontrolled re-entry (French
Space Operations Act, 2008; ESA, 2014). An overview of SDM activities that involve or-
bit prediction and design are shown in Figure 1.2.
End-of-life disposal via re-entry, although it poses threats to the Earth’s population, is
a suitable debris mitigation measure as it removes the object completely from space
(Klinkrad, 2010). Another option to take a spacecraft out of a protected region is to
put it in a disposal orbit outside the region, called a graveyard orbit, where it poses
no threat to operational satellites (Colombo et al., 2015). Spacecraft that have not been
safely disposed can be removed from space by actively changing their orbits such that
they, for example, re-enter in the Earth’s atmosphere or crash on the Moon (Armellin
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Figure 1.3: Overview of orbit prediction: to predict the orbit of a space object,
the initial state of the object and a model for the dynamics are required. The
object’s physical properties, ephemeris of perturbing bodies and space weather
data are needed together with atmospheric and force models to compute the
forces acting on the object.
et al., 2015a). This active debris removal (ADR) is an effective way to reduce the risk of col-
lisions, especially in densely populated regions where the risk of collision is high (Liou,
2011). However, ADR requires visiting the debris and is therefore a costly operation.
On the other hand, in densely populated regions, it may be possible to visit multiple
pieces of debris during a single mission, which makes ADR more cost-effective.
1.3 Orbit prediction and analysis
A fundamental task in SSA is orbit propagation, which is required for the prediction and
design of orbits, such as end-of-life disposal strategies and ADR missions. Predicting
the orbit of a space object requires the modelling of all forces acting on the object and
propagating the equations of motion. The major forces acting on a Earth-orbiting object
are the gravitational attraction by the Earth, Sun and Moon, solar radiation pressure
(SRP) and atmospheric drag. To compute these forces, information is needed about
the object’s position, velocity, attitude and physical properties (such as mass, shape,
reflectivity), the Earth’s gravitational field and atmosphere, the positions of the Sun and
Moon, and the solar and geomagnetic activity, see Figure 1.3. This data is not always
known exactly or cannot be measured directly and has to be estimated or predicted.
In particular, dedicated methods are needed to estimate an object’s state and physical
properties. For example, orbit determination (OD) is carried out to obtain accurate state
estimates for an object and can also include the estimation of object parameters related
to drag and SRP, such as the ballistic coefficient (BC).
During the tracking and orbit determination of a space object, uncertainties are intro-
duced in the object’s position and velocity, because the accuracy of observations and
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force models is limited (Montenbruck and Gill, 2000). The uncertainties in the force
model are due to simplifications or becausemodelling parameters such the atmospheric
density or the object’s mass are uncertain (Dell’Elce et al., 2014). Uncertainties in the or-
bit can result in undetected conjunctions of operational satellites with space debris or
inaccurate re-entry predictions. The impact of these uncertainties needs to be analysed
to ensure that predictions are valid for their application and to quantify the probability
of an event, such as a collision, to happen. As a consequence of these uncertainties, orbit
prediction is a statistical activity rather than a deterministic one.
Two other key aspects of orbit propagation are the accuracy and efficiency (Montenbruck
and Gill, 2000). Accuracy is the degree of closeness of a quantity to that quantity’s true
value. A quantity is said to be more accurate when the error with respect the true
value is smaller (JCGM, 2008). Algorithmic efficiency is the property that relates to
the amount of computational resources used by the algorithm (Dave and Dave, 2008).
An algorithm is said to be more efficient when it uses less computational resources for
a given accuracy.
The required accuracy of the orbit propagation varies largely between different appli-
cations. For example, for orbit design it may be sufficient to consider only the largest
perturbations (Wertz, 2001), whereas for calculating high-fidelity collision probabilities
smaller perturbations should be included as well (Hall et al., 2018). The main limitation
of the prediction accuracy is the modelling of the atmosphere needed for drag calcu-
lations (National Research Council, 2012). When drag is not important, the accuracy
is either limited by the observational data quality or limited due to unknown object
properties (shape, mass and material) and attitude.
Efficient propagation is required to predict the orbits for all tracked satellites and space
debris in reasonable time, especially because the amount of objects that is being tracked
is increasing rapidly (Hack et al., 2016). In addition, long-term propagations are needed
to model the space debris environment and the treatment of uncertainties in a statisti-
cal way requires the propagation of many different orbits. Moreover, because the dy-
namics are non-integrable, numerical integration is required. This limits the computa-
tional speed, because small integration step sizes are needed to obtain accurate results.
For example, it was shown by Hall et al. (2018) that it may take several or even tens
of days to compute high-fidelity collision probabilities using Monte Carlo (MC) sim-
ulations (when requiring 24-hours propagation per MC simulation and using 20 CPU
cores in parallel), because many millions of MC samples are needed. The efficiency of
orbit propagation can be improved by clever modelling of the dynamics through, for
example, averaging (McClain, 1977) or regularization techniques (Roa, 2017).
In the study of the long-term evolution of orbits, it is also required to consider the sta-
bility and chaoticity of orbits. It is, for example, important for graveyard orbits to be
stable, to ensure that in the future the decommissioned satellites will not interfere with
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on-going missions. Chaotic behaviour, on the other hand, needs to be analysed to make
sure that propagations are reliable, because the long-term prediction of chaotic orbits
is impossible due to exponential growth of uncertainties (Strogatz, 1994). The analysis
of stability and chaos is often carried out by propagating many neighbouring orbits to
study their future behaviour or by computing indicators of chaos, such as the fast Lya-
punov indicator and Lyapunov time (Daquin et al., 2016; Rosengren et al., 2017). This
requires the propagation of many orbits and therefore efficient propagation is desired.
The development of propagation methods that fulfil the required accuracy, efficiency
and uncertainty-handling needs for SSA applications, such as re-entry prediction, end-
of-life disposal design and sensitivity and stability analysis of orbits, is a major chal-
lenge. Two key domains of research for improving the accuracy, efficiency and ability
to handle uncertainties are the development of dynamical modelling techniques for orbit
propagation and non-linear methods for uncertainty propagation.
Over the years many different orbit propagation techniques have been developed. These
can traditionally be divided into three main types: analytical, numerical and semi-
analytical (Vallado, 2013). In the numerical approach, the equations of motion are in-
tegrated numerically. Numerical methods have the advantage that all perturbations
can be included easily which strongly benefits the accuracy. However, accurate com-
putation of the effects of all perturbations on the orbit usually requires the numerical
integration to be carried out using small time steps, which affects the orbit propagation
speed. Analytical techniques, on the other hand, use analytical approximations of the
equations ofmotion that allow analytical integration. Thesemethods are extremely fast,
however, due to the approximated dynamics they can only describe the characteristics
of the motion for a limited time span. Semi-analytical methods combine numerical and
analytical techniques by taking the best features of both to obtain a good combination of
accuracy and efficiency. For this, the full dynamics are approximated by converting the
osculating orbital elements into mean elements and integrating them using large time
steps (McClain, 1977). This makes semi-analytical methods very suitable for long-term
propagation. Especially, conservative forces can be modelled efficiently, whereas the
inclusion of non-conservative forces effects is less effective.
The dynamics of an Earth-orbiting object are highly non-linear (even in the absence of
perturbations). As a consequence, the behaviour of an orbit due to uncertainties cannot
be accurately approximated by linearisation, i.e. by first-order Taylor expansions. The
degree of non-linearity depends on the description of the dynamics, such as the choice
of coordinates, and can reduced through regularization (Junkins and Singla, 2004) or
by simplifying the dynamics, e.g. through averaging. In addition, special techniques
to deal with non-linear dynamics have been developed, e.g. by approximating the non-
linear behaviour using series expansions, such as high-order Taylor expansions or poly-
nomial chaos expansions (Luo and Yang, 2017).
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1.4 Aim and objectives of thesis
In the previous sections the urgency of SSA and the need for orbit propagation for SSA
have been discussed. In addition, the importance of accuracy, efficiency and the consid-
eration of uncertainties, stability and chaocity in orbit prediction were treated. The goal
of this work is to develop new techniques for orbit prediction that are suitable for SSA
in terms of accuracy, efficiency and ability to deal with uncertainties and to apply them
to study the orbital evolution of satellites and space debris. The main SSA applications
that are considered are re-entry prediction, end-of-life disposal, ADR mission design
and long-term orbit prediction. These aspirations lead to the following objectives for
this research project:
1. improve non-linear Poincaré mapping to extend its applicability for orbit analysis
and uncertainty propagation;
2. develop efficient perturbed Lambert solvers to enable the design of ADRmissions;
3. speed up the drag calculations in semi-analytical propagation for efficient long-
term propagation;
4. analyse and assess the stability and predictability of Galileo disposal orbits;
5. improve the re-entry prediction of spent rocket bodies in eccentric orbits based on
two-line element data.
To achieve these goals, all main types of propagation (analytical, numerical and semi-
analytical) will be applied, depending on which is more suitable, and non-linear tech-
niques will be exploited to deal efficiently with non-linear behaviour.
1.5 Contributions
An overview of the thesis and contributions is shown in Table 1.1. The results and
findings of this work have been published in different journal articles and conference
papers, and presented at several workshops. In addition, part of the work presented
in Chapter 9 has been presented to the ESA Space Debris Office in technical reports
and during progress meetings as part of the ESA project “Technology for Improving
Re-Entry Predictions of European Upper Stages through Dedicated Observations”. The
following list provides an overview of the publications and presentations originating
from this dissertation:
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Journal publications
1. D. J. Gondelach andR.Armellin (2018). Element sets for high-order Poincarémap-
ping of perturbed Keplerian motion. Celestial Mechanics and Dynamical Astronomy,
130(10):65. doi:10.1007/s10569-018-9859-z.
2. A. A. Lidtke, D. J. Gondelach and R. Armellin (2018). Optimising filtering of two-
line element sets to increase re-entry prediction accuracy for GTO objects. Ad-
vances in Space Research, 63(3):1289-1317. doi:10.1016/j.asr.2018.10.018.
3. R. Armellin, D. J. Gondelach and J. F. San Juan (2018). Multiple revolution per-
turbed Lambert problem solvers. Journal of Guidance, Control, and Dynamics, 41(9):
2019-2032. doi:10.2514/1.G003531.
4. D. J. Gondelach, R. Armellin and A. A. Lidtke (2017). Ballistic coefficient estima-
tion for reentry prediction of rocket bodies in eccentric orbits based on TLE data.
Mathematical Problems in Engineering, 2017. Article ID 7309637. doi:10.1155/2017/
7309637.
Conference papers
1. R.Armellin, D. J. Gondelach and J. F. San Juan (2018). “Multi-revolution perturbed
Lambert problem”. In Proceedings of 2018 Space Flight Mechanics Meeting, AIAA
SciTech Forum, January 8-12, 2018, Kissimmee, Florida. AIAA2018-1968. doi:10.2514/
6.2018-1968.
2. D. J. Gondelach, R. Armellin, H. G. Lewis, J. F. San Juan and A. Wittig (2017).
Semi-analytical propagation with drag computation and flow expansion using
differential algebra. In Proceedings of the 27th AAS/AIAA Space Flight Mechanics
Meeting, February 5-9, 2017, San Antonio, TX. Univelt, Inc., San Diego. AAS 17-282.
3. A. A. Lidtke, D. J. Gondelach, R. Armellin, C. Colombo, H. G. Lewis, Q. Funke and
T. Flohrer (2016). Processing two line element sets to facilitate re-entry prediction
of spent rocket bodies from the geostationary transfer orbit. In Proceedings of the
6th International Conference onAstrodynamics Tools and Techniques, March 14-17, 2016,
Darmstadt, Germany.
4. D. J. Gondelach, A. A. Lidtke, R. Armellin, C. Colombo, H. G. Lewis, Q. Funke and
T. Flohrer (2016). Re-entry prediction of spent rocket bodies in GTO. In Proceedings
of the 26th AAS/AIAA Space Flight Mechanics Meeting, February 14-18, 2016, Napa,
CA. Univelt, Inc., San Diego. AAS 16-240.
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Workshop presentations
1. D. J. Gondelach, R. Armellin and J. F. San Juan, End-of-lifeDisposal by Eccentricity
Build-up, presented at Seminars Temps-Espace held 11 June 2018 at Observatoire de
Paris in Paris, France.
2. D. J. Gondelach, R. Armellin and J. F. San Juan, Multi-Revolution Perturbed Lam-
bert Solvers, presented at Taylor Model Workshop held 8-11 May 2018 at Fields In-
stitute for Research in Mathematical Science in Toronto, Canada.
3. D. J. Gondelach and R. Armellin, High Order Uncertainty Propagation in Orbital
Dynamics, presented at Workshop on Uncertainty and Air Traffic Management held
25-26 October 2017 at Universidad Carlos III de Madrid in Madrid, Spain.
4. D. J. Gondelach, R. Armellin, H. G. Lewis, A. Wittig and J. F. San Juan, Efficient
Computation of Averaged Non-Conservative Force Effects Using Differential Al-
gebra, presented at KePASSA 2017: International Workshop on Key Topics in Orbit
Propagation Applied to Space Situational Awareness held 25-27 July 2017 at ESTEC in
Noordwijk, The Netherlands.
5. D. J. Gondelach, R.Armellin andH.G. Lewis, Re-entry PredictionBased onPublicly-
Available Orbital Data, presented at 10th Jornadas de Analisis Numerico y Aplica-
ciones held 27 November 2015 at Universidad de La Rioja in Logroño, Spain.
In addition, the following journal paper is in preparation:
• D. J. Gondelach, R. Armellin, A. Wittig (2019). On the predictability of Galileo
disposal orbits. (Manuscript submitted for publication)
1.6 Outline of thesis
The work presented in this thesis is organised as follows. First, some fundamentals of
the applied orbital dynamics are briefly discussed in Chapter 2 to introduce the math-
ematical and physical aspects of the dynamics that are important for this work. Next,
the different orbit propagation techniques used in this work are discussed in Chapter 3.
Subsequently, the automatic differentiation technique called differential algebra (DA) is
introduced in Chapter 4. This technique is used in subsequent chapters to automatically
compute high-order derivatives of functions for the treatment of non-linear dynamics.
In Chapter 5, the performance of Poincaré mapping using high-order Taylor expansions
is analysed and improved by assessing the use of different coordinates. In addition, the
high-order mapping technique is used to study orbits perturbed by J2 − J4 and drag
by computing Poincaré sections and periodic orbits. After that, the development of
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Table 1.1: Thesis overview and contributions
Chapter Topic, methodology and contributions
5
Topic: High-order Poincaré mapping of perturbed Keplerian motion for
orbit analysis and uncertainty propagation
Methodology: Numerical propagation, DA
Contributions: The impact of the use of different coordinate sets on the
accuracy of high-order Poincarémappingwas analysed. The performance
of the mappingmethod was improved by introducing a new set of orbital
elements, the eccentric Hill variables, to achieve a maximum error of only
10m for J2 and J2-J4 perturbedLEOorbits after 10,000 revolutions. When
time is not considered, also highly-elliptical orbits perturbed by J2-J4 can
be mapped extremely accurately using the new eccentric Hill elements.
6
Topic: Multiple revolution perturbed Lambert solvers for active debris
removal mission design
Methodology: Analytical propagation, DA
Contributions: Two new solvers for perturbed Lambert problems were
developed; one employing a high-order homotopy strategy on the J2 per-
turbation and the second using repeatedly finding the zeros of a Taylor
approximation of the residuals via a standard non-linear solver. The lat-
ter solver was always able to find the minimum ∆V solution even for tra-
jectories including several hundreds revolutions.
7
Topic: Semi-analytical propagation with drag computation and flow ex-
pansion using differential algebra
Methodology: Semi-analytical propagation, DA
Contributions: The semi-analytical propagation of orbits perturbed by
drag was speed-up by using high-order Taylor expansions of the mean
element rates to calculate the drag. In addition, the high-order flow ex-
pansion through semi-analytical propagation in DAwas enabled andwas
shown to be accurate for a large domain of the initial phase space.
8
Topic: Stability and predictability analysis of Galileo disposal orbits
Methodology: Sensitivity analysis, chaos indicators, semi-analytical
propagation, DA
Contributions: The predictability of Galileo disposal orbits was investi-
gated using chaos indicators and sensitivity analysis. Re-entry and grave-
yard orbits were found to be predictable until re-entry and for 200 years,
respectively, and successful re-entry disposal was shown to be feasible
under realistic disposal manoeuvre uncertainties. A key finding was that
chaos indicators are unsuitable for assessing the predictability because
they do not accurately quantify the divergence of finite deviations.
9
Topic: Re-entry prediction of GTO rocket bodies based on TLE data
Methodology: TLE filtering, object parameter and state estimation, nu-
merical propagation
Contributions: BC and state estimation methods were assessed and im-
proved for the re-entry prediction of 101 GTO rocket bodies by finding
settings that result in accurate predictions. The improvements resulted in
accurate re-entry predictions using only an estimate for the BC.
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multiple revolution perturbed Lambert solvers for ADR mission design is discussed in
Chapter 6. Two different Lambert solvers are developed to compute rendezvous tra-
jectories perturbed by J2 by combining analytical propagation with DA for the design
and optimization of multiple rendezvous trajectories. In Chapter 7, the applicability of
semi-analytical propagation is improved by applying DA to speed up the computation
of drag and to enable high-order expansion of the flow. The flow expansion is used in
Chapter 8 to analyse the stability andpredictability ofGalileo disposal orbits by comput-
ing chaos indicators and performing sensitivity analysis. Both re-entry and graveyard
disposal options are investigated to assess if the disposal is reliable in the presence of
resonances and chaos. Chapter 9 deals with the re-entry prediction of rocket bodies
in eccentric orbits based on two-line element (TLE) data. For this, the performance of
ballistic coefficient and state estimation methods for re-entry prediction are analysed
and improved. Finally, in Chapter 10, conclusions are drawn and suggestions for future
work are made.

Chapter 2
Orbital Dynamics
In this chapter the dynamics of an Earth-orbiting satellite are discussed. This motion
is dominated by the Earth’s central gravitational pull that solely results in a Keplerian
orbit around the Earth. However, also other forces act on the spacecraft and perturb the
orbit. The effects of the perturbing forces can often not be neglected and need to be taken
into account. To describe the motion, the equations of motion, reference frames and
coordinates are introduced. After that, the main perturbations and their characteristics
are discussed. For details on these topics, the reader is refered to the excellent books by
Montenbruck and Gill (2000), Chao (2005), Vallado (2013) and Wakker (2015).
2.1 Orbital motion
Keplerian motion From Newton’s law of gravitation the motion of a body about a
spherically symmetric central body can be derived. The equations of motion for this
two-body problem can be expressed as:
d2r
dt2
= − µ
r3
r (2.1)
where r is the radius vector from the central body to the orbiting object and µ the grav-
itational parameter of the central body. This type of motion, called Keplerian motion, is
well-known and can be expressed in closed form, except for Kepler’s equation.
Perturbed Keplerian motion In reality, the spherically-symmetric gravitational pull
from theEarth is not the only force acting on a spacecraft. First of all, the non-sphericality
of the Earth’s gravitational field perturbs the orbit and, close to Earth, the satellite in-
teracts with the Earth’s atmosphere causing drag. Furthermore, the orbit is perturbed
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by the gravitional pull of other bodies, as such the Moon and Sun, and by solar radia-
tion pressure. Finally, small forces like solid tides, ocean tides, relativistic effects, Earth
radiation and Earth albedo may act on a satellite (Chao, 2005). These perturbing forces
change the orbit over time. The equations of motion for perturbed Keplerian motion
can be written as:
d2r
dt2
= − µ
r3
r + aperturbed (2.2)
where the first term on the right hand side is the two-body term and aperturbed is the ac-
celeration caused by all perturbing forces. The perturbations relevant for Earth-orbiting
satellites are discussed in more detail in the Section 2.4.
Cowell’s formulation Equation (2.2) is known as Cowell’s formulation. To integrate
these second-order differential equations, they are rewritten into six first-order differ-
ential equations. This is carried out straightforwardly using the position r and velocity
v to describe the object’s state. The time derivatives of the position are then given by
the velocities and the time derivatives of the velocity are given by Eq. (2.2):
dr
dt
= v (2.3)
dv
dt
= − µ
r3
r + aperturbed (2.4)
Two alternative ways to formulate the equations of motion are to use the method of
variation of parameters or to derive them in Hamiltonian form.
Variation of parameters Using the method of variation of parameters, the perturbed
Keplerian motion is described by a set of first-order differential equations for the varia-
tion of the osculating orbital elements αwith time:
dα
dt
= f(α, t) (2.5)
Lagrange derived these element rates of change due to conservative forces using a po-
tential, known as Lagrange planetary equations of motion. The so-called Gauss’s form
of the variation-of-parameters equations, on the other hand, also applies to non-conser-
vative forces, see e.g. Eq. (3.19).
Hamiltonian form Finally, canonical coordinates, which consist of generalized coor-
dinates q and conjugate momenta p, can be used to express the equations of motion in
Hamiltonian form for conservative forces. Here, the dynamical system is described by
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the HamiltonianH and the equations of motion are given by Hamilton’s equations:
dq
dt
=
∂H
∂p
(2.6)
dp
dt
= −∂H
∂q
(2.7)
If the perturbations are conservative and independent of time, then the Hamiltonian
is the sum of the potential and kinetic energy. It can be noted that the three different
approaches to formulate the equations of motion result in the same equations if the
same orbital elements or coordinates are used.
2.2 Reference frames
Reference frames are required to express the position and velocity of a spacecraft. In
this work, we consider objects orbiting the Earth and therefore we use reference frames
that are centred at the Earth’s center of mass, called geocentric reference frames. Here,
we will distinguish four types of geocentric reference frames, namely:
1. Inertial: an inertial reference frame is fixed with respect to the stars. The inertial
geocentric frame used in this work is the J2000 frame that is defined with respect
to the Earth’s mean equator and equinox at midday on 1 January 2000. The X-axis
is alignedwith the mean equinox, the Z-axis normal to the mean equator pointing
North and the Y-axis completes the right-handed frame.
2. Mean of Date: this quasi-inertial frame is fixed with respect to the mean equinox
and mean equator that account for precession of Earth rotation axis.
3. True of Date: this quasi-inertial frame is fixedwith respect to the true equinox and
true equator that account for both precession and nutation of Earth rotation axis.
4. Earth Fixed: Earth-fixed rotating reference frames account for precession and nu-
tation of Earth rotation axis and rotation of the Earth. In this work, for accurate
calculations of the Earth’s gravitational pull, the International Terrestrial Reference
Frame 1993 (ITRF93) is used that also accounts for pole wander. It is defined with
the X and Y axes in the equatorial plane with X pointing towards the Greenwich
mean meridian, the Z-axis parallel to instantaneous Earth rotation axis pointing
North and the Y-axis is orthogonal to both of them. For the computation of the
instantaneous Earth rotation axis, Earth orientation parameters are used.
Finally, a special frame called the true equator, mean equinox (TEME) frame is used for
TLE data. The Z-axis points in the direction of the true rotation axis of the Earth, while
the X-axis points into the direction of the mean vernal equinox at the considered time.
The conversion from TEME to the J2000 reference frame can be found in Vallado (2013).
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Figure 2.1: Diagram of cylindrical coordinates.
2.3 Coordinates
The use of different coordinates, or so-called element sets, for describing themotion can
be beneficial, because it can reduce the non-linearity for a particular problem (as will
be discussed in Chapter 5) or provide more inside in the dynamics. To formulate the
equations of motion, the following coordinates are used in this work.
2.3.1 Cartesian coordinates
The Cartesian coordinates (x, y, z) are three perpendicular coordinates alignedwith the
X, Y, and Z axes. Together with their time derivatives (x˙, y˙, z˙) the coordinate set (Cart)
can be used for orbit propagation.
2.3.2 Cylindrical coordinates
The cylindrical coordinates (ρ, ϕ, z) are defined by the distance from the Z-axis ρ, the
azimuth angle ϕ and the height z, see Figure 2.1. Together with their time derivatives
(ρ˙, ϕ˙, z˙) the coordinate set (Cyl) can be used for orbit propagation.
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2.3.3 Classical orbital elements
The classical orbital elements (COE) are given by (Vallado, 2013):
(a, e, i,Ω, ω, ν), (2.8)
where a is the semi-major axis, e the eccentricity, i the inclination, Ω the right ascension
of the ascending node, ω the argument of pericenter and ν the true anomaly, see Fig-
ure 2.2. Instead of using the true anomaly as fast orbital element, the eccentric anomaly
E or mean anomaly M can be used. The set (a, e, i,Ω, ω,M) are generally called the
Keplerian orbital elements.
2.3.4 Modified equinoctial elements
The modified equinoctial elements (MEE) are defined by Walker et al. (1985) as:
p = a(1− e2), f = e cos (ω + Ω), g = e sin (ω + Ω),
h = tan (i/2) cos Ω, k = tan (i/2) sin Ω, L = Ω + ω + ν.
(2.9)
where p is the semi-latus rectum and L is the true longitude. These elements are non-
singular such that they can be used at zero eccentricity and zero inclination.
18 Chapter 2 Orbital Dynamics
2.3.5 Hill variables
TheHill variables, also knownas polar-nodal variables orWhittaker variables, are canon-
ical variables and defined as1 (Hill, 1913):
(r, u,Ω, r˙, H,Hz), (2.10)
where r is the radial distance, u = ω + ν is the argument of latitude, r˙ = dr/dt is the
radial velocity, H =
√
µa(1− e2) is the angular momentum, and Hz = H cos i is the
polar component of the angular momentum.
2.3.6 Delaunay variables
The Delaunay variables are canonical variables and are defined as2 (Vallado, 2013):
(M,ω,Ω, Ld, H,Hz), (2.11)
where Ld =
√
µa.
2.3.7 Ideal elements
The ideal elements were developed by Deprit (1975) and use the concept of Hansen’s
ideal frame (Hansen, 1857) to (partially) decouple the fast in-planemotion from the slow
rotation of the orbital plane. The orientation of the orbital plane is determined by the
ideal frame I. The ideal frame rotates slowlywith respect to its initial attitude, that is the
departure frame D, and its orientation is defined by a quaternion λ, see Figure 2.3. The
attitude of the departure frame in the inertial frame is equal to ideal frame’s orientation
at the initial time t0 and is given by the initial right ascension of the ascending node
Ω0, inclination i0 and argument of latitude u0, which define the rotation matrix M. The
ideal elements developed by Deprit (1975) are defined as:
(λ1, λ2, λ3, λ4, H,C, S, θ), (2.12)
1The Hill variables are often written as (r, θ, ν, R,Θ, N) where θ = u, ν = Ω, R = r˙, Θ = H and
N = Hz .
2The Delaunay variables are often written as (l, g, h, L,G,H) where l = M , g = ω, h = Ω, L = √µa,
H =
√
µa(1− e2) andHz =
√
µa(1− e2) cos i.
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where θ is the in-plane angle of the position vector in the ideal frame, and C and S are
related to the direction of the eccentricity vector in the ideal frame and are given by:
C =
(
H
r
− H
p
)
cos θ + r˙ sin θ, (2.13)
S =
(
H
r
− H
p
)
sin θ − r˙ cos θ. (2.14)
Finally, λi are the components of the quaternion that relate the ideal frame to the depar-
ture frame:
λ1 = sin
(
1
2 iI
)
cos
(
1
2(ΩI − σI)
)
, (2.15)
λ2 = sin
(
1
2 iI
)
sin
(
1
2(ΩI − σI)
)
, (2.16)
λ3 = cos
(
1
2 iI
)
sin
(
1
2(ΩI + σI)
)
, (2.17)
λ4 = cos
(
1
2 iI
)
cos
(
1
2(ΩI + σI)
)
, (2.18)
where ΩI , σI and iI denote the corresponding Euler angles.
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2.4 Perturbations
The major perturbations relevant for Earth-orbiting satellites and debris are due to the
Earth’s non-spherical gravitational field, attraction by the Sun and Moon, SRP and at-
mospheric drag.
2.4.1 Geopotential
The perturbing acceleration due to a non-spherical central body can be described by
an aspherical potential function (Vallado, 2013). The Earth’s gravity potential can be
expanded in spherical harmonics and written as:
U = −µ
r
∞∑
n=0
n∑
m=0
Rne
rn
Pnm(sinφ)(Cnm cos (mλ) + Snm sin (mλ)) (2.19)
where r is the radial distance from center of mass of the Earth, φ the geocentric latitude,
λ the geographic longitude, µ the Earth’s gravitational parameter, Re the Earth’s mean
equatorial radius, Pnm the associated Legendre function of order m and degree n, and
Cnm and Snm the geopotential constant coefficients. This potential includes the spher-
ical central gravity term. Generally, the Earth’s gravity field is assumed to be constant
and the geopotential coefficients Cnm and Snm are provided by a gravity model.
Instead of writing the potential function in spherical coordinates (r, φ, λ) one may ex-
press it using Keplerian orbital elements (a, e, i,Ω, ω,M ) as follows (Kaula, 2000):
U = −µ
r
−
∞∑
n=2
n∑
m=0
n∑
p=0
∞∑
q=−∞
µ
a
Rne
an
Fnmp(i)Gnpq(e)Snmpq(ω,M,Ω, θ) (2.20)
with
Snmpq(ω,M,Ω, θ) =
Cnm cos(Ψnmpq) + Snm sin(Ψnmpq) if (n−m) even−Snm cos(Ψnmpq) + Cnm sin(Ψnmpq) if (n−m) odd (2.21)
and
Ψnmpq = (n− 2p)ω + (n− 2p+ q)M +m(Ω− θ) (2.22)
where θ is the Greenwich mean sidereal time and Fnmp(i) andGnpq(e) are the so-called
inclination and eccentricity functions (Kaula, 2000). The geopotential in orbital elements
(2.20) is more complex, but provides more insight in the dynamics than Eq. (2.19).
The zonal terms (m = 0) cause the strongest perturbing effects. In addition, when the
orbital period is commensurable with the Earth’s rotation period, then Ψnmpq can be-
come nearly constant and tesseral (n 6= m 6= 0) and sectorial terms (n = m 6= 0) can
cause significant long-periodic effects.
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2.4.1.1 Zonal perturbations
Theperturbingpotential of an axially symmetric gravitational field is of the form (Wakker,
2015):
R =
µ
r
∞∑
n=2
Jn
(
Re
r
)n
Pn(sinφ), (2.23)
where Jn is the n-th zonal harmonic, Pn(sinφ) is the Legendre polynomial of degree n
in sinφ. The full potential is then given by:
U = −µ
r
{
1−
∞∑
n=2
Jn
(
Re
r
)n
Pn(sinφ)
}
= −µ
r
+R. (2.24)
The acceleration due to the gravitational potential is obtained by taking the gradient of
the potential function:
f = −∇U. (2.25)
When we consider only the second zonal harmonic, i.e. the J2 term, the Legendre poly-
nomial is:
P2(sinφ) = (3 sin
2 φ− 1)/2, (2.26)
and the perturbing potential becomes:
RJ2 =
1
2
µJ2
R2e
r3
(3 sin2 φ− 1). (2.27)
The perturbing accelerations due to J2 are computed by taking the gradient: fJ2 =
−∇RJ2 .
The J2 perturbation is the strongest perturbing force up to geosynchronous altitude
and mainly causes secular variation of the longitude of the ascending node, argument
of perigee and mean anomaly. However, because the J2 perturbation is so strong, also
coupling effects with other perturbations should be taken into account.
2.4.1.2 Tesseral resonance
When the orbital period of an object is commensurable with the rotational period of the
Earth then the gravitational effect due to tesseral terms can build up over time (Gedeon,
1969). This is, for example, the case for geosynchronous and GPS orbits that have 24-
hour and 12-hour orbital periods, respectively. One of the major effects of tesseral reso-
nance are long-term oscillations of the semi-major axis, which cause longitudinal drift.
The resonance occurs when Ψ˙nmpq = 0, see Eq. (2.22), such that the contribution of the
term builds up over time. In particular, repeat ground-track resonance occurs when
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q = 0 and (Vallado, 2013, p. 666):
(n− 2p)(ω˙ + M˙) ≈ m(θ˙ − Ω˙) (2.28)
and anomalistic resonance occurs when n− 2p = 0 and:
q(M˙) ≈ m(θ˙ + Ω˙) (2.29)
where θ˙ is the Earth’s rotation rate. If one of these resonance conditions applies, tesseral
harmonics cannot be neglected. Although, this only applies to small values of q,m and
n− 2p, because larger values correspond to high-order tesseral terms that are too small
for significant contributions.
2.4.2 Third-body perturbations
Satellite orbits are naturally perturbed by the gravity of other bodies in the solar system,
of which the two main perturbing bodies are the Sun and Moon. The so-called third-
body perturbation is computed as (Vallado, 2013):
r¨? = µ?
(
r? − r
|r? − r|3 −
r?
|r?|3
)
(2.30)
where µ? is the gravitational parameter of the third body and r? denotes the position
vector of the third body with respect to the center of the Earth.
Third-body perturbations become more significant when the satellite’s orbital altitude
and eccentricity are higher (Rossi, 2008). The effect of the perturbation depends on the
orientation of the orbital plane with respect to the orbital plane of perturbing body. If
the alignment is (near-)constant for a period of time, such as for Sun-synchronous orbits,
then resonance can occur resulting in secular change of orbital parameters.
2.4.2.1 Lunisolar resonance
The strongest lunisolar resonances occur when commensurability takes place between
the arguments of perigee and longitudes of the node of the satellite and the third body
(Hughes, 1980):
αω˙ + βΩ˙ + kΩ˙? ≈ 0 (2.31)
where α, β and k are integer values and Ω? is the right ascension of the ascending node
of the third body defined with respect to the ecliptic plane. Two important resonances
occur when ω˙ = 0 and 2ω˙ + Ω˙ = 0. If we assume that ω and Ω change secularly due to
J2 only, then (Hughes, 1980):
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• ω˙ = 0 when i = 63.4◦ or i = 116.6◦,
• 2ω˙ + Ω˙ = 0 when i = 56.1◦ or i = 111◦.
This means that at these inclinations the effect of lunisolar perturbations can be very
strong. For example, these resonances can cause large variations in the eccentricity of
an orbit (Chao, 2005; Rossi, 2008). In addition, it must be mentioned that the overlap
of lunisolar resonances can result in chaotic behaviour of the orbital evolution (Ely and
Howell, 1997; Rosengren et al., 2015). Due to chaos, the trajectory depends strongly on
the initial state which makes accurate orbit prediction more difficult.
2.4.3 Solar radiation pressure
Photons from the Sun that are reflected or absorbed by an object exchange momentum
and cause a perturbing force called solar radiation pressure (SRP). The SRPperturbation
depends on the solar pressure PS = Wc = 4.56 × 10−6 N/m2 (with W the energy flux
density of the Sun at 1 AU and c the speed of light), the reflectivity coefficient CR which
measures the momentum exchange between incoming radiation and the spacecraft, the
area-to-mass ratio of the spacecraft A/m and Sun’s position (Chao, 2005):
r¨SRP = −CRPS A
m
a2S
r3S
rS (2.32)
where aS is the semi-major axis of the Earth’s orbit around the Sun and rS denotes the
position vector of the Sun with respect to satellite (which can be approximated by the
position vector of the Sunwith respect to Earth). For most satellites, the effect of SRP on
the orbit is generally small, but for objects with high area-to-mass ratios, such as space
debris, SRP can have large effects (Anselmo and Pardini, 2010). In addition, if the orbital
plane is aligned with the direction of the Sun, the SRP effects can build-up and change
the orbit significantly.
2.4.4 Atmospheric drag
Objects that orbit below an altitude of 2000 km experience a perturbation caused by at-
mospheric drag. The perturbing acceleration due to drag, r¨drag, depends on the space-
craft’s drag coefficient Cd, area-to-mass ratio A/m, velocity with respect to the atmo-
sphere vrel, and the atmospheric density ρ (Chao, 2005):
r¨drag = −1
2
Cd
A
m
ρ|vrel|vrel (2.33)
Drag mainly affects the semi-major axis and eccentricity by decreasing the apogee alti-
tude of the orbit due to energy dissipation.
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Besides the perturbations discussed previously, there are other small perturbations such
as solid and ocean tides, relativistic effects, Earth radiation, Earth albedo, Earth and so-
lar Yarkovsky forces and planetary forces (Chao, 2005). The effect of these perturbations
is generally very small and they are therefore not considered in this work.
Chapter 3
Propagation Methods
The goal of this work is to develop accurate and efficient propagation methods and
apply them for SSA purposes. Because high accuracy generally comes at the cost of re-
duced computational speed, one needs to trade off between the two. Numerical meth-
ods generally focus on achieving accurate results, whereas analytical methods are ap-
plied when efficient computations are needed. Semi-analytical techniques, on the other
hand, try to combine efficiency and accuracy. In this chapter the propagation meth-
ods used in this work and their fundamental theories are discussed. In addition, the
semi-analytical propagator HEOSAT is improved and validated against TLE data.
3.1 Numerical propagation
In the numerical or so-called special perturbation approach, the equations of motion
are numerically integrated and depend explicitly on the initial conditions. This means
that the propagation has to be repeated if the initial conditions change. In addition, if
the perturbations cause short time-scale changes in the orbit, the step size of the inte-
gration needs to be small to ensure the propagation error remains limited (Finkleman
et al., 2014). The main advantage of numerical propagation is that no approximations
are required in the equations of motion and consequently very high accuracies can be
achieved. The most commonly used numerical propagation method is Cowell’s formu-
lation (see Section 2.1) that allows one to easily include perturbations in the equations
of motion. As a result, the application of numerical propagation is straightforward and
provides accurate results.
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3.1.1 AIDA
The numerical propagator used in this work is the Accurate Integrator for Debris Analy-
sis (AIDA), a high-precision numerical propagator tailored for the analysis of space de-
bris dynamics using up-to-date perturbation models. AIDA has been validated in mul-
tiple studies (see e.g. (Morselli, 2014)) and includes the following forcemodels (Morselli
et al., 2014):
• geopotential acceleration computed using the EGM2008model, up to an arbitrary
degree and order for the harmonics;
• atmospheric drag, modelled using the NRLMSISE-00 atmospheric density model
(Picone et al., 2002) and rotating atmosphere;
• solar radiation pressure with dual-cone model for Earth shadow;
• third body perturbations from Sun and Moon.
The orbit propagation is carried out in the J2000 reference frame and the geopoten-
tial and drag accelerations are computed in the ITRF93 frame, see Section 2.2. NASA’s
SPICE toolbox1 is used both for Moon and Sun ephemerides (DE405 kernels) and for
reference frame and time transformations (ITRF93 and J2000 reference frames and leap-
seconds kernel). Earth orientation parameters are taken from IERS2. The NRLMSISE-00
atmospheric density model uses the daily value and 81-day average of the F10.7 cm ra-
dio flux and geomagnetic index information (Ap index) to calculate the atmospheric
density. This space weather data is obtained from CelesTrak3.
In addition, a modified version of AIDA was implemented in which the NRLMSISE-00
density model was replaced by the Harris-Priester model (Harris and Priester, 1962).
This modified version is used to verify the semi-analytical HEOSAT propagator that
is discussed later in this chapter. In this work, AIDA is applied when highly accurate
propagation is required, such as for re-entry prediction.
3.2 Analytical propagation
Analytical or so-called general perturbationsmethods integrate the equations ofmotion
analytically using closed-form solutions for the orbital motion. Deriving such closed-
form solutions for perturbed motion is, however, difficult and not always possible. The
1https://naif.jpl.nasa.gov/naif/index.html (accessed 3 October 2018)
2ftp://ftp.iers.org/products/eop/rapid/standard/finals.data (accessed 3 October 2018)
3http://www.celestrak.com/SpaceData/sw19571001.txt (accessed 3 October 2018)
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equations of motion have to be simplified and approximated to obtain analytically in-
tegrable expressions. These approximations limit the attainable accuracy of analyti-
cal propagation methods (Fonte et al., 1995). Nevertheless, analytical theories are well
able to describe the main characteristics of the orbital motion. A well-known analyti-
cal propagator is the Simplified General Perturbations No. 4 (SGP4) propagator (Hoots
and Roehrich, 1980) that is used for propagating TLEs (Vallado and Cefola, 2012). In
this work, two analytical propagators are used, namely a first-order analytical solution
to the J2 problem developed by San-Juan et al. (2011) and SGP4 for use with TLE data.
3.2.1 First-order analytical solution to J2 problem
The J2 problem, or so-calledmain problem in artificial satellite theory, is non-integrable;
however, an approximate first-order closed-form analytical solution can be obtained
by applying the Lie-Deprit method. This method uses canonical transformations to
obtain at simplified Hamiltonian. In addition, the generator function of the canoni-
cal transformation can be used to compute the transformed variables. The Hamilto-
nian for the J2 problem in the artificial satellite theory is given in Delaunay’s variables
(M,ω,Ω, Ld, H,Hz) (see Section 2.3.6) by:
H = H0 + H1 (3.1)
where
H0 = − µ
2
2L2d
,
H1 = µ
r
(
Re
r
)2
P2 (s sin(ν + ω)) ,
 = J2, P2 is the Legendre polynomial of degree 2, r is the radial distance, ν is the true
anomaly and s is the sine of the inclination i.
This two-degree-of-freedom degenerate Hamiltonian is non-integrable. Now, we apply
the Lie-Deprit method to obtain an approximate first-order closed-form analytical solu-
tion. Using MathATESAT (San-Juan et al., 2011), the short-period terms, caused by the
true anomaly, are removed by applying the Lie transform ϕ : (M,ω,Ω, Ld, H,Hz) →
(M ′, ω′,Ω′, L′d, H
′, H ′z), so-called Delaunay Normalization (Deprit, 1982), which at zero
and first orders give:
K0 = H0 (3.2)
K1 = H1 − µ
2
L′3d
∂W1
∂M ′
(3.3)
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The Lie-Deprit method solves Eq. (3.3) by choosing the form of the transformed Hamil-
tonian K; the Delaunay Normalization takes the Hamiltonian as the average over the
fastest angleM ′:
K1 = 3R
2
eµ
4s′2
4L′6d η′3
− R
2
eµ
4
2L′6d η′3
(3.4)
and the corresponding generating functionW1 is computed as:
W1 = L
′3
d
µ2
∫
(H1 −K1)dM
=
R2eµ
2
2η′3L′3d
[(
3s′2
2
− 1
)
(φ′ + e′ sin ν ′)− 3
4
e′s′2 sin(ν ′ + 2ω′) (3.5)
−3
4
s′2 sin(2ν ′ + 2ω′)− 1
4
e′s′2 sin(3ν ′ + 2ω′)
]
where η′ =
√
1− e′2 and φ′ = ν ′ −M ′.
Hence, up to the first order, the transformed Hamiltonian is given by:
K = − µ
2
2L′2d
+ 
(
3R2eµ
4s′2
4L′6d η′3
− R
2
eµ
4
2L′6d η′3
)
(3.6)
This Hamiltonian only depends on the momenta L′d, H ′ and H ′z , and so the equations
of motion are obtained as:
dM ′
dt
=
∂K
∂L′d
=
µ2
L′3d
+ 
(
3R2eµ
4
2L′7d η′3
− 9R
2
eµ
4s′2
4L′7d η′3
)
dω′
dt
=
∂K
∂H ′
= 
(
3R2eµ
4
L′7d η′4
− 15R
2
eµ
4s′2
4L′7d η′4
)
(3.7)
dΩ′
dt
=
∂K
∂H ′z
= −3R
2
eµ
4c′
2L′7d η′4
dL′d
dt
=
dH ′
dt
=
dH ′z
dt
= 0
where c′ = cos i′. By integrating Eq. (3.7) we can directly obtain that the values of the
momenta L′d, H ′ and H ′z are constant, whereas the variablesM ′, ω′ and Ω′ are:
M ′ =
[
µ2
L′3d
+ 
(
3R2eµ
4
2L′7d η′3
− 9R
2
eµ
4s′2
4L′7d η′3
)]
(t− t0) +M ′0
ω′ =
[

(
3R2eµ
4
L′7d η′4
− 15R
2
eµ
4s′2
4L′7d η′4
)]
(t− t0) + ω′0 (3.8)
Ω′ =
[
−3R
2
eµ
4c′
2L′7d η′4
]
(t− t0) + Ω′0
L′d = L
′
d,0, H
′ = H ′0, H
′
z = H
′
z,0
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whereM ′0, ω′0, Ω′0, L′d,0, H ′0, H ′z,0 are the transformed initial conditionsM0, ω0, Ω0, Ld,0,
H0, Hz,0 at the epoch t0.
Finally, the transformed variables are computed using the generating function of the
transformation. Here, the generating function and transformation equations are ex-
pressed in Hill variables (r, u,Ω, r˙, H,Hz) (see Section 2.3.5) that are non-singular at
zero eccentricity (Aksnes, 1972; Lara, 2015). Using the Hill variables, Eq. (3.5) yields:
W1 = R
2
e
4p′
[(
3s′2 − 2)(H ′φ′
p′
+ r˙′
)
+ s′2H ′
(
1
2p′
+
2
r′
)
sin 2u′ + s′2r˙′ cos 2u′
]
Finally, the transformation equations are obtained from the expression
α = α′ +  {α′,W1} (3.9)
where α ∈ (r, u,Ω, r˙, H,Hz) and {α′,W1} represents a differential operator so-called
Poisson bracket. Similarly, the relations between the old and new variables are obtained
as:
α′ = α+  {α,U1} (3.10)
where U1 = −W1. These equations for transforming from osculating to transformed
variables and vice versa can be written as:
α′ = α− ∆α (3.11)
α = α′ + ∆α′ (3.12)
where ∆α = {α,W1} are the short-periodic terms given by:
∆r = R2e
[
1
2
(
3s2 − 2)(1− β
2p
+
ηr
p2
+
β
2r
)
+
s2
4p
cos 2u
]
(3.13)
∆u =
R2e
p
[
r˙
(
2(β + 5)− 3(β + 4)s2)
4H
− pβr˙
(
3s2 − 2)
4rH
− 3
(
5s2 − 4)φ
4p
+
(
2− 5s2
8p
− 2− 3s
2
2r
)
sin 2u+
r˙
(
1− 2s2)
2H
cos 2u
]
(3.14)
∆Ω = −R
2
ec
2p
[
3
(
φ
p
+
r˙
H
)
+
(
1
2p
− 2
r
)
sin 2u+
r˙
H
cos 2u
]
(3.15)
∆r˙ =
1
4
R2e r˙
(
2− 3s2)( β
r2
+
η
p2
)
− R
2
es
2H
2pr2
sin 2u (3.16)
∆H =
R2es
2
p
[
H
(
1
r
− 1
4p
)
cos 2u+
r˙
2
sin 2u
]
(3.17)
∆Hz = 0 (3.18)
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where β = 1/(1 + η), p = H2/µ and φ = ν − M . These equations (3.13)-(3.18) also
provide ∆α′ by replacing non-prime by prime variables.
This analytical model can efficiently propagate the trajectory of low-Earth objects for
tens of days while maintaining a kilometre-level accuracy, even for small eccentricities
cases.
3.2.2 SGP4
The analytical propagators used to propagate TLE data are SGP4 and SDP44 (Lane and
Cranford, 1969; Lane and Hoots, 1979; Hoots and Roehrich, 1980; Vallado et al., 2006)
that are based on Brouwer’s theory (Brouwer, 1959). These propagators take the mean
orbital elements of a TLE at the TLE epoch as input and convert them to an osculating
state at any epoch (Vallado and Cefola, 2012). The force models only include the largest
perturbations: J2 to J5 zonal harmonics and simplified drag. In SDP4 also third body
and tesseral effects are considered. In general, these methods are less accurate for HEO
orbits (Flohrer et al., 2009; Vallado et al., 2013) and orbits with high energy dissipation
rates (Hejduk et al., 2013).
3.3 Semi-analytical propagation
The term semi-analytical is used for propagation methods that combine analytical and
numerical integration techniques. To this aim, short-periodic motion is filtered out and
the remaining secular and long-period dynamics are integrated numerically with long
time steps. The advantage over numerical propagation is that large time steps can be
used for the integration. This, however, comes at the cost of not knowing the oscu-
lating states directly and possibly missing the effect of coupling between short-periodic
perturbations. Furthermore, including the effect of non-conservative forces can be cum-
bersome and may require significant approximations. The need for approximations is,
however, much less compared to analytical techniques and second- and higher-order
dynamics can be included in semi-analytical methods more easily (Danielson et al.,
1995). As a result, for many applications the attainable accuracy of semi-analytical
methods is nearly as good as fully numerical propagation (Fonte et al., 1995).
The filtering of the highest frequencies ofmotion is traditionally done via averaging pro-
cedures, either analytical or numerical. Analytic averaging can be performed directly
over the variation of parameters equations of motion using the generalised method of
averaging (Bogoliubov and Mitropolskiı˘, 1961; Cefola et al., 1974; McClain, 1977; Chao,
4The SGP4 routines can be found on: https://celestrak.com/software/vallado-sw.php (Accessed
on 10 October 2018).
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2005), or in the Hamiltonian formulation of the dynamics using canonical perturba-
tion theory (Hori, 1966; Deprit, 1969; Campbell and Jefferys, 1970; Henrard, 1970). In
contrast, averaging can be carried out numerically to avoid the need to obtain analytical
expressions first (Uphoff, 1973; Lutzky andUphoff, 1975;McClain et al., 1978; Ely, 2014).
In all three approaches the equations of motion are expanded with respect to a small
parameter and higher-order terms are neglected to simplify the equations and the aver-
aging process. The remaining terms are subsequently averaged to obtain the equations
of motion in mean elements. In addition, approximate equations can be found for the
short-periodic motion which enables one to reconstruct the osculating elements from
the mean elements (Danielson et al., 1995; Ely, 2015).
A main limitation of semi-analytical propagation is the modelling of non-conservative
forces, because in general their effect cannot be averaged analytically or only in an in-
accurate way, e.g. using simplified atmospheric models (Danielson et al., 1995). This
means that the semi-analytical modelling of non-conservative forces is either not highly
accurate or not very efficient which reduces the applicability of semi-analytical propa-
gators. Nevertheless, due to the combination of accuracy and efficiency, semi-analytical
methods are very suitable for SSA when long-term propagation of orbits is needed.
3.3.1 HEOSAT
The semi-analytical propagator used in this work is HEOSAT, which was developed by
Lara et al. (2018) to study the long-term evolution of satellites in Highly Elliptical Orbits
(HEO). The perturbation model takes into account the gravitational effects due to zonal
terms and lunisolar perturbations, solar radiation pressure (SRP) and atmospheric drag.
The gravitational terms are expressed in Hamiltonian form to obtain themean elements
equations of motion using Deprit’s perturbation algorithm (Deprit, 1969) based on Lie
transformations (see e.g. Section 3.2.1). The equations of motion due to SRP and drag
perturbations are averaged over the mean anomaly via Gauss equations. The averaging
techniques applied for developing HEOSAT are described in detail by Lara et al. (2018).
The main characteristics of the perturbation model and averaging procedures are as
follows:
• The zonal-term Hamiltonians are simplified by removing parallactic terms (via
Elimination of the parallax (Deprit, 1981; Lara et al., 2013; Lara et al., 2014)) and
short-periodic terms are eliminated by Delaunay normalization. This is carried
out up to second order of the second zonal harmonic, J2, and to first order for
J3 − J10.
• The disturbing potentials of the Sun and Moon (point-mass approximation) are
expanded using Legendre series to obtain the Hamiltonians for averaging out the
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short-periodic terms (Lara et al., 2012). Second- and sixth-order Legendre poly-
nomials are taken for the Sun and Moon potentials, respectively.
• For averaging the equations of motion due to SRP, a spherical satellite and con-
stant solar flux along the orbit (i.e. no shadow) are assumed. Kozai’s analytical
expressions for perturbations due to SRP (Kozai, 1963) are then used to analyti-
cally average Gauss equations over the mean anomaly.
• Mean element rates due to atmospheric drag are computed by numerically averag-
ing Gauss equations over the mean anomaly assuming a spherical satellite and a
rotating atmosphere. The atmospheric density is taken from the Harris-Priester
atmospheric density model (Harris and Priester, 1962).
• The averaged equations of motion due to tesseral resonance are obtained by aver-
aging the tesseral Hamiltonian terms over themean anomaly in the rotating frame
to preserve the resonant terms (Lara et al., 2011). For this, Kaula’s expansion of
the geopotential in orbital elements is used. In this work, only the 2:1 tesseral
resonance, relevant for 12-hour orbits, is considered.
The propagation is carried out in the True of Date reference system and Chapront’s ana-
lytical ephemeris is used for the Sun andMoonpositions (Chapront-Touze andChapront,
1988; Chapront, J. and Francou, G., 2003). In addition, the possibility of using the
NASA’s SPICE toolbox5 for both Moon and Sun ephemerides (DE405 kernels) and ref-
erence frame transformations (True-Of-Date and J2000 reference frames) has been im-
plemented, but is not used in this work. Finally, for this work, the HEOSAT propagator
was implemented in C++ to enable its use in DA, see Chapter 7.
Averaging atmospheric drag effects
The mean element rates due to drag are computed by averaging the drag effect over
one orbital period by numerical integration. The numerical quadrature is carried out
by keeping the orbital elements constant and integrating in mean anomaly from 0 to
2pi. At each integration point, the perturbing acceleration due to drag is computed us-
ing Eq. (2.33). The element rates due to the drag acceleration are then evaluated using
5https://naif.jpl.nasa.gov/naif/index.html
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Gauss’ equations of motion:
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where (a, e, i,Ω, ω,M) are the Keplerian orbital elements,H is the angular momentum,
p is the semi-latus rectum, r the radial distance, µ the gravitational parameter of the
Earth, ν the true anomaly, and fr, ft and fn are the components of the perturbing accel-
eration in radial, transverse and out-of-plane direction, respectively. Finally, the mean
element rates are computed by evaluating the following integral using the trapezoidal
rule:
dα
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=
1
2pi
∫ 2pi
0
dα
dt
dM (3.20)
where α ∈ (a, e, i,Ω, ω,M). Here, a fixed step size of one degree in true anomaly is used
to ensure sufficient integration points around perigee for eccentric orbits.
This model was improved in this work by adding a J2 short-periodic correction to the
radial distance r to account for the J2-drag coupling. This so-called J2 height correction
corrects the altitude that is used to determine the atmospheric density and is (Izsak,
1963):
∆r =
J2R
2
e
4(1− e2)a
[
sin2 i cos 2(ν + ω) + (3 sin2 i− 2)
(
1 +
e cos ν
1 +
√
1− e2 +
2
√
1− e2
1 + e cos ν
)]
(3.21)
This equation is equal to Eq. (3.13), which was derived in Section 3.2.1.
The numerical propagator AIDA has been used to verify the effect of the J2 height cor-
rection in the semi-analytical drag model. In Figure 3.1 an example of the effect of the
J2 height correction on the semi-major axis for a LEO orbit at 500 km is shown in com-
parison to numerical propagation with AIDA. For the comparison, the average of the
osculating orbital elements from AIDA have been computed per orbital revolution by
quadrature, similar to Eq. (3.20). The difference in semi-major axis between AIDA and
HEOSATwith andwithout the J2-drag correction after one year is 0.02 km and 0.38 km,
respectively. This shows that the correction improves the accuracy of the SA propaga-
tion and is therefore used throughout this work.
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Figure 3.1: Semi-major axis according to SA propagation with and without J2
height correction for drag computation and according to AIDA (osculating and
numerical average) (Initial condition: JD= 2451545.5, a = 6878 km, e = 0.01,
i = 30◦, Ω = ω = M = 0◦).
Validation
To validateHEOSAT, the orbit propagations of aMolniya andGalileo satellitewere com-
paredwith TLE data. For this, themean orbital elements according toHEOSAT (consid-
ering all perturbations) were compared with the osculating state according to TLE data
in the J2000 reference frame. Figure 3.2 shows the orbital elements of the Molniya 1-32
satellite according to TLE data and HEOSAT propagation and their differences over 35
years (the initial conditions are shown in Table 3.1). The root-mean-square (RMS) dif-
ferences between the orbital elements according to TLE and HEOSAT propagation are
shown in Table 3.2. The differences are very small considering the propagation time
and the change in orbital elements. The largest difference with respect to the TLE data
is a small drift in the right ascension of the ascending node Ω. To reduce this error,
the HEOSAT model was enhanced to perform the propagation in the J2000 reference
with SPICE ephemeris for the Sun and Moon while computing the zonal and tesseral
perturbations in the True-Of-Date frame. This improved the propagation accuracy, see
enhanced HEOSAT results in Figure 3.2 and Table 3.2, but requires more computational
effort.
Figure 3.3 shows the comparison between TLE data and HEOSAT propagation for a
Galileo satellite for 5.5 years (the initial conditions are shown in Table 3.1). These results
show that the HEOSAT model is also valid for small eccentricities (e ≈ 10−5). Table 3.2
shows the RMS differences between TLE and HEOSAT propagation and demonstrates
that the accuracy is again improved by applying the enhanced HEOSAT model.
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Table 3.1: Initial conditions for Molniya and Galileo validation cases.
Test case Molniya Galileo
Norad ID 8601 38858
Epoch [JD] 2444312.7484405 2456286.8804776
a [km] 26636.38700 29601.89775
e [–] 0.68959157 0.00018748
i [deg] 63.481927 55.248663
Ω [deg] 134.037182 237.312783
ω [deg] 276.094021 62.293647
M [deg] 83.818572 297.752706
A/m [m2/kg] 0.01 0.01
Cd [–] 2.2 2.2
CR [–] 1.4 1.4
Table 3.2: RMS differences between the orbital elements according to TLE and
default or enhanced HEOSAT propagation for Molniya and Galileo test cases.
RMS Molniya Galileo
difference Default Enhanced Default Enhanced
∆arms [km] 6.91 6.91 0.0618 0.0618
∆erms [-] 9.88×10−4 7.72×10−4 3.42×10−5 3.44×10−5
∆irms [deg] 0.0364 0.0330 0.0104 2.70×10−3
∆Ωrms [deg] 2.262 1.614 0.0493 8.38×10−3
∆ωrms [deg] 0.224 0.165 24.39 23.81
Concluding remarks
In this chapter, we have discussed three different propagation techniques and their char-
acteristics, and the propagators used in this work have been introduced. In addition,
the drag model of the HEOSAT propagator was improved and HEOSAT was validated
against TLE data. Depending on the application, different propagation techniques may
be preferred. In this work, we will apply all three propagation techniques for orbit pre-
diction and analysis. Moreover, in Chapter 7, the semi-analytical method is improved to
increase its applicability for SSA and space debris mitigation. In addition, in Chapter 5
a fourth propagation technique, called the high-order transfer map (HOTM) method,
will be introduced and its performance improved. This technique achieves efficient and
accurate propagation by combining numerical propagation with differential algebra.
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Figure 3.2: Comparison of HEOSAT propagation against TLE data for Molniya
1-32 satellite (NORAD ID 8601); mean orbital elements according to TLE data
and SA propagation (left) and their difference (right).
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Figure 3.3: Comparison of HEOSAT propagation against TLE data for Galileo
satellite (NORAD ID 38858); osculating orbital elements according to TLE data
and HEOSAT propagation (left) and their difference (right).

Chapter 4
Differential Algebra Techniques
TheperturbedKepleriandynamics considered in thiswork are non-integrable and closed-
form analytical solutions are generally not available. As a consequence, numerical prop-
agation has to be employed to study the orbital dynamics. This approach, however, only
provides insight for a single set of conditions and does therefore not give the general in-
sight provided by analytical functions. Moreover, the orbitalmotion is highly non-linear
and can therefore not be accurately approximated by linear equations, i.e. linearisation.
To obtain a better approximation, the motion (computed via numerical propagation)
can be expanded to higher orders. Berz developed a technique to automatically com-
pute high-order Taylor expansions of functions called Taylor Differential Algebra (DA).
In this way, instead of evaluating the non-linear function, we compute the Taylor expan-
sion of the function that approximates it close to the expansion point. The high-order
Taylor expansion provides more information than evaluating the function point wise
and can be exploited for e.g. trajectory design or uncertainty propagation.
In this chapter we give a brief introduction to the DA framework and techniques, and
its application to the automatic computation of high-order expansions of the solution
of ordinary differential equations (ODEs) and parametric implicit equations (PIEs). The
interested reader can find further details in Berz (1999) and Valli et al. (2013).
4.1 Differential algebra framework
DA enables the efficient computation of the derivatives of functions within a computer
environment. This is achieved by substituting the classical implementation of real al-
gebra with the implementation of a new algebra of Taylor polynomials. Similarly to
algorithms for floating point arithmetic, various algorithms were introduced in DA to
treat common elementary functions, to perform composition of functions, to invert them
and to solve non-linear systems explicitly (Berz, 1999). In addition to these basic alge-
braic operations, operations for differentiation and integration were introduced in the
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algebra to complete the differential algebraic structure of DA. As a result, any determin-
istic function f of v variables that is Ck+1 differentiable in the domain of interest [−1, 1]v
(these properties are assumed to hold for any function dealt with in this work) can be
expanded into its Taylor polynomial up to an arbitrary order k with limited computa-
tional effort. The main advantage of the DA-based approach is that there is no need to
write and integrate variational equations in order to obtain high order expansions of
the flow. This result is simply obtained by the substitution of operations on real num-
bers with those for DA variables, see next section. The DA technique can therefore be
applied to many different problems independent of the ODE. However, the technique
requires the dynamics to be continuous and differentiable. Therefore, it is not suitable
for problems with step functions and cannot deal well with conditional operators.
The DA used for the computations in this work was implemented by Dinamica Srl (Ra-
sotto et al., 2016) in the software DA Computational Engine (DACE), including all core
DA functionality and a C++ interface1.
4.2 High-order expansion of the flow of ODEs
An important application of DA is the automatic computation of the high-order Taylor
expansion of the solution of ODEs with respect to the initial conditions and/or any
parameter in the dynamics (Lizia et al., 2008; Valli et al., 2013). This can be achieved
by replacing the classical floating point operations of the numerical integration scheme,
including the evaluation of the right hand side of the ODE, with the corresponding
DA-based operations. In this way, starting from the DA representation of the initial
condition X0, the DA-based ODE integration supplies the Taylor expansion of the flow
in X0 at all the integration steps, up to any final time tf . Any explicit ODE integration
scheme can be adapted to work in the DA framework in a straightforward way.
For example, consider the scalar initial value problem (IVP):{
x˙ = f(x, t)
x(t0) = x0
(4.1)
Now, starting from the DA representation of the initial condition x0, differential algebra
allows us to compute the Taylor expansion of the IVPwith respect to the initial condition
at the final time tf in the following way.
First, the initial condition x0 is replaced by the DA representation of its identity function
up to order k, which is the collection of (k + 1) Taylor coefficients. The first Taylor
coefficient, the constant part, is equal to x0. The second Taylor coefficient corresponds
1The latest version of DACE can be found on: https://github.com/dacelib/dace/releases [Ac-
cessed 2 October 2018].
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Figure 4.1: Illustration of high-order expansion of the solution of an ODE, see
Equations 4.1 and 4.3.
to the first derivative and all other coefficients are zero. This DA variable, [x0], can be
written as x0 + δx0, in which x0 is the reference point for the expansion. Now, if all
the operations of the numerical integration scheme are carried out in the framework of
differential algebra, the solution xi at each fixed time step ti is not a scalar but a Taylor
expansion in x0. For the sake of clarity, consider the forward Euler’s scheme:
xi = xi−1 + f(xi−1)∆t (4.2)
and substitute the initial value with the DA identity [x0] = x0 + δx0. At the first time
step we have:
[x1] = [x0] + f([x0]) ·∆t (4.3)
If the function f is evaluated in the DA framework, the output of the first step, [x1], is
the k-th order Taylor expansion of the solution of the IVP in x0 at t = t1. Note that, as
the DA evaluation of f([x0]) may involve non-linear operations, the coefficients corre-
sponding to high-order terms may become non zero. This procedure can be repeated
for subsequent time steps, such that we finally obtain the k-th order Taylor expansion
of the solution in x0 at the final time tf . This Taylor map or polynomial approximates
the solution of the IVP for initial conditions close to x0. In the remainder of this work
this result is expressed as: xi = Txi(x0), where T indicates the Taylor map or polyno-
mial, the subscript refers to the function that is expanded, and the variables between the
round brackets indicate the variables with respect to which the function is expanded.
It should be noted that the expansion of the solution of the IVP can be easily obtained
also with respect to any parameter p that appears in the dynamical model. In this case
the parameter p is also initialized as a DA variable, i.e. [p] = p+ δp, and the solution at
time ti becomes xi = Txi(x0, p).
4.2.1 DA integrator
In this work, the numerical integrator used for computing the high-order expansion
of the flow of ODEs is a DA implementation of the 8th-order variable-stepsize Runge-
Kutta integrator (RK8(7)) by Prince and Dormand (1981) with an 8th-order solution for
propagation and 7th-order solution used for step size control. By default, an absolute
42 Chapter 4 Differential Algebra Techniques
tolerance of 10−10 is used. In addition, the floating-point number version of this inte-
grator is used for normal numerical propagation.
4.3 Map inversion
The Taylor expansion of the solution of the IVP, Txi(x0), tells us how the solution xi
changes if the initial condition x0 is changed. However, one may be more interested to
know how the initial condition x0 should be changed to obtain a specific change in xi.
For this, one can use the inverse of Txi(x0), that is Tx0(xi). This inverse can be computed
by map inversion when Txi(x0) is known. More specifically, the inverse of a nth-order
map T can be computed if its linear part is invertible (Berz, 1999, pp. 100–102). For this,
we write the map as: T = T1 + T ∗n , where T1 is the linear part and T ∗n is the purely
non-linear part of T . To compute the inverse U = T −1, we write:
In = (T1 + T ∗n ) ◦ U
= T1 ◦ U + T ∗n ◦ U
U = T −11 (In − T ∗n ◦ U) (4.4)
where T −11 is the inverse of the linear part T1 that is computed using a simple matrix
inversion, In is the identity map, and the operator ◦ refers to the composition of maps.
Equation 4.4 is a fixed-point problem that can be solved in n iterations starting with
U = In. This map inversion technique is standard included in the DACE software.
Moreover, the technique can be used to partially invert Taylormaps as described by Lizia
et al. (2008).
4.4 High-order expansion of the solution of parametric implicit
equations
Satisfying constraints, such as boundary conditions, often requires finding the solution
of an implicit equation:
c(x) = 0, (4.5)
with c : Rn → Rn. This equation can be solved numerically using established numer-
ical techniques, e.g. Newton’s method. Now, suppose the vector function c depends
explicitly on a vector of parameters p, which yields the PIE:
c(x,p) = 0. (4.6)
The solution of Eq. (4.6) is the function x = f(p) that solves the equality for any value
of p.
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DA techniques can effectively solve this problem by representing f(p) in terms of its
Taylor expansion with respect to the reference parameters p0. This result is achieved by
first computing the Taylor expansion of cwith respect to the reference values x0 and p0:
c = Tc(x,p), (4.7)
This map is then partially inverted to obtain the Taylor expansion of xwith respect to c
and p (as detailed in the work by Lizia et al. (2008)):
x = Tx(c,p), (4.8)
The solution forx that satisfies the PIE (4.6) is finally computed by evaluating expansion
(4.8) for c = 0 to obtain:
x = Tf (p), (4.9)
For any value of p, the approximate solution of (4.6) can be easily computed by evalu-
ating the Taylor polynomial (4.9). The accuracy of the approximation depends on both
the order of the Taylor expansion and the displacement of x from its reference value x0.
The capability of expanding the solution of PIEs is of key importance for this work, be-
cause it is used for computing of high-order expansions of Poincarémaps (seeChapter 5)
and for solving the perturbed Lambert problem (see Chapter 6).
4.5 Truncation error estimation
The truncation error of nth-order Taylor expansions can be estimated using a method
developed by Wittig et al. (2015). Here, the truncation error of the expansion is esti-
mated in the domain [−1, 1] for all variables. It can be observed that the magnitude of
all kth order terms in the domain [−1, 1] is always less than or equal to the sum Sk of
the absolute values of all coefficients of order k. With the assumption that the size of
the coefficients decreases exponentially with increasing order, the sum Sn+1 is a good
approximation of the truncation error due neglecting terms of orders larger than n. The
sum Sn+1 is estimated through exponential regression of the sizes Si up to order n.
More specifically, the exponential function f(i) = A · exp (B · i) is fitted through the
sizes Si with i = 1, ..., n to find the values for A and B such f(i) fits Si in least-squares
sense. Sn+1 is then estimated by evaluating f at n+ 1: Sn+1 = f(n+ 1).
4.5.1 Accuracy domain
Based on the estimated truncation error, we can compute the domain where the expan-
sion has a specific accuracy. The truncation error Sn+1 applies to the domain [−1, 1]
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for all expansion variables. Therefore, if we reduce the domain in every direction, the
truncation error in the reduced domain will be smaller as well. For example, if the do-
main is reduced to half the original size in each direction, i.e. the new domain is [−12 , 12 ],
then the estimated truncation error reduces to Sn+1 ·
(
1
2
)n+1. Therefore, if we require a
maximum error max, the domain can be reduced by a factor
(
max
Sn+1
) 1
n+1 to ensure that
the estimated trunction error is smaller or equal to max. In this way, we can estimate
the size of the domain where the expansion has a specific accuracy.
4.6 Applications
DA has been introduced in the field of orbital mechanics by Di Lizia et al. (2008) and
since then many different problems in astrodynamics have been solved using DA. The
most relevant ones in the frame of this project are:
• Non-linear uncertainty propagation (Armellin et al., 2010; Valli et al., 2013), e.g.
expansion of the flow by DA is used to perform efficient Monte Carlo simulations
or to non-linearly map the statistics.
• Solving two-point boundary value problems (Lizia et al., 2008), e.g. the inverse of
a high order expansion of the flow is used to find the initial conditions that solve
a two-point boundary value problem. This technique is discussed in more detail
in Chapter 6.
• Propagation of perturbed motion (Wittig and Armellin, 2015), e.g. high-order ex-
pansion of the solution of ordinary differential equations by DA for one orbital
revolution is used to efficiently propagate perturbed satellitemotion. Thismethod
is discussed in more detail in Chapter 5.
These approaches can be further developed for use in SSA. Indeed, in the following four
chapters, DA will be used for the design of ADR missions (Chapter 6), for the speed
up of orbit propagation (Chapters 5 and 7) and for sensitivity and stability analysis
(Chapter 8).
Chapter 5
High-order Poincaré mapping of
perturbed Keplerian motion?
5.1 Introduction
The propagation of perturbed Keplerian motion is important for many different ap-
plications in SSA and celestial mechanics, such as predicting the orbit of a near-Earth
satellite, studying the evolution of a planetary ring or designing a low-thrust trajectory.
Propagating a perturbed orbit is, however, complicated by the fact that the differential
equations of the dynamics are non-integrable and closed-form solutions cannot be ob-
tained, except for special cases. As a consequence, numerical integration is required to
propagate the perturbed motion. Numerical propagation techniques, such as Cowell’s
method, are accurate, because they do not require any approximations of the dynamics,
see Section 3.1. However, they are also computationally inefficient, because accurate cal-
culation of short-periodic effects requires the integration to be carried out using small
time steps (Finkleman et al., 2014). Numerical propagation is therefore not suitable for
long-term propagation or propagating many orbits, such as required for stability anal-
ysis.
The development of propagation methods that are both accurate and efficient is one
of the key topics in celestial mechanics and astrodynamics, see Section 1.3. In general,
efficient propagation techniques rely on simplifying the dynamics. To this end, pertur-
bation theory is applied by observing that perturbed Keplerian motion consists of pure
Keplerian motion that is fast and integrable plus slow changes of the orbital plane and
the in-planemotion caused by perturbations. These so-called general perturbation tech-
niques can be divided in analytical and semi-analytical methods, see Sections 3.2 and
?This work has been published in Celestial Mechanics and Dynamical Astronomy, see Gondelach and
Armellin (2018), and is reprinted here by permission from Springer Nature Customer Service Centre
GmbH: Springer Netherlands, Celest Mech Dyn Astr, Element sets for high-order Poincaré mapping of
perturbed Keplerian motion, Gondelach, D.J. & Armellin, R., Copyright 2018.
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3.3. Analytical methods are extremely fast; however, their accuracy is limited due to
significant approximations of the dynamics (Vallado, 2013). Semi-analytical methods,
on the other hand, can achieve a good combination of accuracy and efficiency (Fonte
et al., 1995); however, deriving the averaged equations of motion and the equations for
converting from osculating to mean elements can be a complex task.
For the study of the evolution of a perturbed orbit, the continuous dynamics may not
necessarily be of interest and a discrete dynamical system can be employed to compute
the orbit at discrete moments in time. A well-known discrete method is the Poincaré
map where the orbit state is mapped between two consecutive crossings of the orbit
with a hyperplane, called a Poincaré section. Poincarémaps are frequently used to study
the stability of quasi-periodic orbits and can elegantly show the orbital evolution of
different orbits in the domain of interest, see e.g. Borderes-Motta and Winter (2018).
An alternative to the Poincaré map is the stroboscopic map that maps the orbit over
one period of the dynamics, e.g. periapsis Poincaré maps (or so-called Keplerian maps)
have been used to study motion in the three-body problem (Ross and Scheeres, 2007;
Alessi and Sánchez Cuartielles, 2015).
Because the perturbed Keplerian dynamics are non-integrable a Poincaré or strobo-
scopic map has to be computed numerically unless simplifications are applied. Often
semi-analytical techniques are employed to obtain Poincaré or stroboscopic maps. For
example, Ely and Howell (1997) apply averaging and Lie perturbation techniques to
generate Poincaré plots for studying the stability of near-Earth orbits. Roth (1978, 1979)
uses semi-analytical techniques to stroboscopically map a perturbed orbit from peri-
centre to pericentre to achieve efficient propagation. Broucke (1994), Koon et al. (2001)
and Baresi and Scheeres (2017a), on the other hand, rely on numerical propagation for
mapping J2-perturbed orbits to study their stability (Broucke, 1994) and to find natural
bounded relative trajectories (Koon et al., 2001; Baresi and Scheeres, 2017a).
If the dynamics are approximately periodic, then consecutive points of Poincaré or stro-
boscopic mappings are close to each other. Successive evaluations of the map can there-
fore be approximated by a Taylor series expansion of the map at a preceding point.
Based on this consideration, Wittig and Armellin (2015) introduced the so-called high-
order transfer map (HOTM) method in the field of astrodynamics and applied it to per-
turbed Keplerian motion of near-Earth satellites. The HOTM is a high-order Taylor ex-
pansion of a Poincaré or stroboscopic map that is built by numerically propagating the
orbit for one orbital revolution in DA. This HOTM can be used to efficiently map the
orbit over many revolutions. It was shown that the method allows one to accurately
propagate orbits with reduced computation times compared to numerical propagation
(Wittig and Armellin, 2015; Armellin et al., 2015b). In addition, because the map is
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built using numerical integration, any kind of perturbation can straightforwardly be in-
cluded without the need for approximations. Another advantage with respect to semi-
analytical methods is that the osculating state is propagated and therefore no conver-
sion frommean to osculating elements, and vice versa, is needed. As a result, the errors
introduced by element conversions are omitted and the often complicated conversion
equations do not have to be derived. Moreover, the method can not only be used for
propagating a single trajectory, but also for mapping a set of initial conditions (Wittig
and Armellin, 2015).
The main drawback of the HOTM propagation technique is the limited validity of the
transfermap, that is, the number of revolutions forwhich themap has a certain accuracy
is limited. The map consists of high-order Taylor expansions that are only accurate
close the expansion point. Therefore, if the state that is mapped drifts away from the
expansion point, the accuracy of the HOTM degrades. This characteristic of the HOTM
also applies to changes in time in case of non-autonomous perturbations and therefore
theHOTMaccuracy reduces over time if the time dependency of the perturbations is not
explicitly taken into account. As a consequence, a HOTM can only be used for accurate
propagation for a limited number of revolutions or needs to be recomputed, which is
time-consuming.
Generally, the accuracy and efficiency of propagation methods can be improved by se-
lecting proper coordinate or orbital element sets for integration. This is achieved by
rewriting the equations of motion in different variables in order to regularize and lin-
earise the dynamics, in the sense of transforming non-linear equations into linear ones
without neglecting terms (Roa, 2017). Through the years, many different element sets
have been developed and proposed for perturbed Keplerian motion (Hintz, 2008; Roa,
2017). TheHOTMmethod has only been implemented in classical orbital elements (Wit-
tig et al., 2014) and modified equinoctial elements (Wittig and Armellin, 2015) without
considering the impact of the choice of coordinates on the HOTM’s validity.
The goal of this work is to improve the performance of the HOTMmethod to extend its
utility in orbital mechanics. To this aim, we analyse the impact that the use of different
coordinate sets has on the accuracy of the high-order mapping. The performance of the
HOTM for different coordinate sets is tested by propagating various near-Earth orbits
perturbed by the oblateness of the Earth and comparing themwith numerical propaga-
tion. The causes for poor performance are analysed and a new set of elements, called the
eccentric Hill variables, is introduced to avoid the weak points of existing coordinates.
This represents the main contribution of this chapter. The eccentric Hill variables are
then tested for higher-order zonal and drag perturbations and used to efficiently com-
pute quasi-periodic orbits1 around a fixed point.
1In this work quasi-periodic orbits refer to orbits that lie on the invariant tori that surround the periodic
orbit of the fixed point, see Broucke (1994).
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Σ
Figure 5.1: Orbits intersecting Poincaré section Σ.
This chapter is organized as follows. First, the high-order mapping method is intro-
duced and the approach for building the high-order map is explained. Then, computa-
tion of fixed points of Poincaré maps is discussed and the applied dynamical model is
introduced. After that, the different element sets and corresponding equations of mo-
tion are presented and their characteristics are briefly compared. Subsequently, the test
cases are presented and the results are discussed in detail. Finally, conclusions about
the work are drawn.
5.2 High-order mapping
The High-Order Transfer Map (HOTM) method was developed by Berz (1987) and first
applied to propagate perturbed Keplerian motion by Wittig and Armellin (2015). The
method exploits the near periodicity of perturbed orbits to efficiently map the orbital
state over many revolutions and can be explained as follows.
Consider a hyperplane in the state space, that is the Poincaré section Σ, and nearly-
periodic orbits that intersect the section, see Figure 5.1. An orbit with its initial state X0
on the section, first leaves the section and then returns to it after one revolution. The
function that maps the state of an orbit starting at Σ over one revolution back onto Σ is
the Poincaré map Φ. In other words, evaluating the map Φ for an orbital state X0 on the
Poincaré section at the initial time t0 gives the state of the orbit intersecting Σ after one
revolution, i.e. X1 = Φ(X0, t0). This evaluation is usually time-consuming, because the
dynamics are non-integrable and therefore has to be carried out numerically. However,
since the dynamics are approximately periodic, the state after one revolutionX1 is close
to the initial state X0 and in general two consecutive states Xn+1 and Xn are close to
each other. Therefore, by computing the Taylor expansion of the map around X0 and
t0 one can obtain a high-order approximation of Φ in a region close to X0 and at times
close to t0.
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The HOTM method applies this idea by using DA to automatically compute a high-
order Taylor expansion of Φ(X, t) around the point (X0, t0) (Wittig and Armellin, 2015).
This high-order map TΦ(X, t) is an accurate approximation of Φ(X, t) for states that
are close to X0 and times close to t0. Besides, if the dynamics are autonomous, i.e.
independent of time, then Φ only depends on the state, Φ = Φ(X), and so does the high-
ordermap, TΦ(X). In the following, wewill assume that the dynamics are autonomous.
Mapping an orbit using the high-order map TΦ(X) is very fast because it only requires
evaluating Taylor polynomials. In this way, the computationally expensive numerical
integration of the continuous dynamics to evaluate Φ is replaced by efficient evaluation
of the high-order map TΦ(X).
5.2.1 High-order map computation
To compute the high-order map TΦ(X) the orbit is propagated for one revolution in
DA with the state X0 initialized as a DA variable using the DA-based RK8(7) integrator
(as explained in Section 4.2) with a tolerance of 10−12. In addition, before propagating,
all variables are scaled to the same order of magnitude using the length, velocity and
time scaling factors: Re,
√
µ/Re and
√
R3e/µ, respectively, where Re is the equatorial
radius and µ the gravitational parameter of the central body. Besides, if not mentioned
otherwise, 5th-order Taylor expansions are used for the high-order mapping.
Because perturbed Keplerian dynamics are only approximately periodic, the meaning
of a revolution is ambiguous and any suitable definition of a revolution may be used.
If the revolution is defined in space as the path between two consecutive crossings of a
hyperplane, that is the Poincaré sectionΣ, then themap is a Poincarémap, see Figure 5.1.
Alternatively, a revolution can be defined as one period of a fast angular variable such
that mapping occurs with the frequency of rotation of the fast angle and the map is a
stroboscopic map.
5.2.1.1 Stroboscopic map computation
For most element sets it is convenient to use stroboscopic mapping because the element
sets contain a fast angular variable (e.g. true anomaly) such that one revolution is de-
fined as a change of 2pi in the fast variable. In other words, the state is mapped at a fixed
value of the fast angle2. To compute the map the initial state is initialized as DA vari-
able and the fast angle is used as independent variable to integrate the dynamics in the
DA framework over 2pi in the fast angle. For this purpose, the equations of motion are
2This way of stroboscopic mapping could be considered as Poincaré mapping using a Poincaré section
that moves in inertial space but is fixed at a constant value of the fast angular coordinate.
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X0
X1
X2
Σ
Figure 5.2: The Poincaré or stroboscopic map Φ is the map that maps the initial
stateX0 over one revolution toX1. The high-ordermap TΦ(X) is the high-order
Taylor expansion of Φ around the expansion point X0. TΦ(X) can be used to
accurately map X1 onto X2, and Xn onto Xn+1, as long as the state Xn is in the
domain close to the expansion point X0 where the truncation error is small.
This accuracy domain is indicated by the dashed circle (Wittig and Armellin,
2015).
multiplied by the derivative of time with respect to the fast variable dt/ds, where s indi-
cates the fast variable. One then obtains the equations of motion for the state variables
αi with respect to the fast variable and one equation for the evolution of time:
dαi
ds
=
dαi
dt
dt
ds
, (5.1)
dt
ds
=
1
ds/dt
, (5.2)
The result of the DA propagation over 2pi in the fast angle s is straightforwardly the
high-order stroboscopic map TΦ(X).
5.2.1.2 Poincaré map computation
If we prefer or if stroboscopic mapping is not possible, because the applied element set
does not contain a fast angular variable, we can use Poincaré mapping. In this work,
we perform Poincaré mapping on the equatorial plane, i.e. at z = 0. To achieve this,
the nodal period (i.e. the time between two passages through the ascending node) is
computed first and then TΦ is computed over one nodal period using time as indepen-
dent variable. Because the nodal period is not constant but depends on the state, i.e.
Tn = Tn(X), it is approximated by a high-order Taylor expansion with respect to the
initial state. The computation of the high-order Poincaré map is carried out as follows.
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First, the nodal period Tn for the initial state X0, whose z-coordinate z0 is equal to zero,
is computed numerically using the Keplerian orbital period T = 2pi
√
a3/µ as first guess,
where a is the semi-major axis and µ the gravitational parameter. Then, both the nodal
period and the initial state are initialized as DA variable and the dynamics are propa-
gated over one nodal period in the DA framework, delivering:
Xf = TXf (X, Tn). (5.3)
This state Xf must be on the equatorial plane, i.e. its z-coordinate zf must be zero, for
any initial stateX on Σ such thatX is alwaysmapped back on the Poincaré section. This
condition is satisfied if Tn is the nodal period corresponding to X. Therefore, the Taylor
approximation of the function Tn(X) is the solution of the PIE:
zf = Tzf (X, Tn) = 0, (5.4)
in which Tzf (X, Tn) is extracted from the map (5.3). This PIE, in which Tn plays the
role of the variable and X of the vector of parameters, is solved using the algorithm
presented in Section 4.4, providing:
Tn = TTn(X), (5.5)
that is the high-order Taylor approximation of the nodal periodwith respect to the initial
state.
Finally, the high-order Taylor expansion of the Poincaré map is calculated by recomput-
ing the Taylor expansion for Xf with Tn initialized as TTn(X), so we get:
TΦ(X) = TXf (X, Tn(X)) = TXf (X). (5.6)
This map can be used to map a point on the Poincaré section Σ at z = 0 onto its succes-
sive passage through the section, and the expansion for Tn (5.5) is used to keep track of
the time of the passages.
This approach of first solving for the nodal period and then building the high-order
Poincaré map can be used for any element set. However, because it requires comput-
ing two high-order maps, which is time consuming, stroboscopic mapping is generally
preferred.
5.2.2 Accuracy
TΦ(X) is an approximation of the true transfer map Φ for states close to the expansion
point X0. Therefore, the accuracy of the HOTM degrades when the state after n revo-
lutions Xn drifts away from the initial state. If the dynamics also depend on time, then
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the accuracy also reduces as time passes. In this work, we only consider autonomous
perturbations, i.e. perturbations that do not explicitly depend on time.
In case of autonomous perturbations, the validity of the HOTM depends on the rate
of change of the state and on the non-linearity of the dynamics. If the dynamics are
linear, then the HOTM is an exact approximation and is valid forever. If the dynamics
are strongly non-linear then the HOTM is only accurate for a small domain around
the expansion point. The domain where the high-order map has a specific accuracy is
the accuracy domain, see Figure 5.2. This domain can be estimated using the method
discussed in Section 4.5.1. For states inside the estimated domain the high-order map
has a truncation error that is approximately smaller than the specified error.
The size of the accuracy domain depends on how accurately the high-order map can
approximate the true transfer map Φ. This depends on the non-linearity of the dynam-
ics and is affected by the mathematical description of the system, i.e. by the choice of
coordinates (Junkins and Singla, 2004). Therefore, in this work we investigate the use of
different element sets to improve the accuracy of the HOTM.
5.3 Fixed points of Poincaré maps
The determination and the study of fixed points of Poincaré maps is an important topic
in dynamical system theory. Moreover, fixed points are of great practical importance
in astrodynamics because they provide ideal nominal orbits for space missions (Coffey
et al., 1994; Dunham and Farquhar, 2003). In particular, frozen orbits, i.e. orbits with
stable eccentricity and argument of pericentre used by engineers since the early years of
astrodynamics (Coffey et al., 1994), can be computed as fixed points of a reduced state
in the zonal problem (Broucke, 1994). More recently, the center manifold of these fixed
points has been extensively studied by researchers with the aim of designing long-term
and large amplitude relative bounded motion, suitable for formation flying missions
(Koon et al., 2001; Xu et al., 2012; Baresi and Scheeres, 2017b,a). For these reasons the
study of the motion of quasi-periodic orbits about a fixed point of the zonal problem is
offered as a further test case in Section 5.6.
5.3.1 Computation of fixed points
Once the Taylor approximation of the Poincaré map is obtained as illustrated in Sec-
tion 5.2.1, the computation of its fixed points can be framed as a constraint satisfaction
problem; i.e. find X∗ such that:
X∗ = TΦ(X∗). (5.7)
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This problem is solved here with the matlab non-linear solver fsolve. Note that, be-
cause TΦ is a polynomial, the problem is reduced to finding the solution of a set of
polynomial equations, for which all the derivatives required by the solver are readily
available. In addition, because in the zonal gravitational field the dynamics are indepen-
dent of the longitude ϕ, it follows that the z-component of the angular momentum Hz
is a constant of motion and the system can be studied in the reduced space (ρ, z, ρ˙, z˙),
where ρ, z, ρ˙ and z˙ are cylindrical coordinates, see Section 2.3.2. To compute a fixed
point in the reduced space on the equatorial plane, it is then sufficient to impose the
condition that after one revolution (ρf , ρ˙f ) = (ρ0, ρ˙0), because zf = z0 = 0 is satisfied
by construction and z˙f = z˙0 is ensured by the conservation of energy. Furthermore, the
periodic orbit is near-circular and therefore a circular orbit is a reliable initial guess for
finding a fixed point3 (Baresi and Scheeres, 2017a).
After a fixed point is computed, the behaviour of quasi-periodic orbits around it can
be simply studied by the repetitive evaluation of TΦ for the set of initial conditions of
interest, thus producing Poincaré section plots.
5.4 Dynamical model
The perturbations considered in this chapter are zonal and drag perturbations. For this,
the zonal part of the Earth’s gravitational potential (2.23) is expressed in the selected co-
ordinates and the corresponding perturbing accelerations are then computed by taking
the gradient: f = −∇R. In addition, to calculate the drag perturbation, Eq. (2.33) is
used and for density computations the axially-symmetric Harris-Priester atmospheric
density model (Harris and Priester, 1962) is applied.
5.5 Element sets
In this section, the element sets and corresponding equations of motion used for high-
order mapping are presented. In addition, the equations for computing the effect of the
J2 perturbation are provided. When possible we use equations of motion that are fully
expressed in the elements used for the propagation to avoid introducing non-linearities
by converting between different coordinates. All elements are defined with respect to
the True-of-Date Earth-centred inertial reference frame indicated by the axes X , Y and
Z. Here, the Z-axis is directed along the rotation axis of the Earth pointing north, the
X-axis lies in the equatorial plane pointing to the vernal equinox and the Y -axis com-
pletes the right-handed frame of reference, see also Section 2.2. In the following, first
3Multiple fixed points exist at inclinations close to or higher than the critical inclination (Broucke, 1994).
One corresponds to a near-circular periodic orbit, the others to high eccentricity orbits. For inclinations
not close to the critical value, the solution converges to the near-circular periodic orbit in a few iterations
when using a circular orbit as initial guess.
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the equations of motion of the well-known element sets are presented and, after that, a
new set of orbital elements, called the eccentric Hill variables, is introduced.
5.5.1 Traditional element sets
The well-known element sets used in this work are the classical orbital elements (COE),
modified equinoctial elements (MEE), Hill variables (Hill), cylindrical coordinates (Cyl)
and cylindrical coordinates withHz (CylHz) and the Ideal elements (Ideal). These coor-
dinates are discussed in Section 2.3 and here only the equations of motion are provided.
5.5.1.1 Classical orbital elements
Gauss’ formof Lagrange’s planetary equations in classical orbital elements (COE), (a, e, i,
Ω, ω, ν), are (Battin, 1999, p. 488–489):
da
dt
=
2a2√
µp
(
e sin νfr +
p
r
ft
)
, (5.8)
de
dt
=
1√
µp
[p sin νfr + {(p+ r) cos ν + e r}ft] , (5.9)
di
dt
=
r cosu√
µp
fn, (5.10)
dΩ
dt
=
r sinu√
µp sin i
fn, (5.11)
dω
dt
=
1
e
√
µp
[−p cos νfr + (p+ r) sin νft]− r cos i sinu√
µp sin i
fn, (5.12)
dν
dt
=
√
µp
r2
+
1
e
√
µp
[p cos νfr − (p+ r) sin νft] , (5.13)
where fr, ft and fn are the components of the perturbing acceleration in the radial,
transverse and normal directions4, respectively, p = a(1− e2) is the semi-latus rectum,
and the radial distance r is given by:
r =
p
1 + e cos ν
. (5.14)
The zonal perturbing forces can be computed using the perturbing potential (2.23) ex-
pressed in spherical coordinates R = R(r, u, i) and taking the gradient (Vallado, 2013,
p. 637):
4The radial direction er points along the radius vector, the transverse direction et is normal to the radial
direction in the orbital plane and the normal direction en is normal to the orbital plane along the angular
momentum vector, see Figure 2.3.
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fr = −∂R
∂r
, ft = −1
r
∂R
∂u
, fn = − 1
r sinu
∂R
∂i
. (5.15)
Considering that sinφ = sin i sinu, we obtain the J2 perturbing forces as:
fr =
3
2
µJ2
R2e
r4
(
3 sin2 i sin2 u− 1) , (5.16)
ft = −3µJ2R
2
e
r4
sin2 i sinu cosu, (5.17)
fn = −3µJ2R
2
e
r4
sin i cos i sinu. (5.18)
5.5.1.2 Modified equinoctial elements
Lagrange’s planetary equations can be written for the modified equinoctial elements
(MEE), (p, f, g, h, k, L), as follows (Walker et al., 1985; Walker, 1986):
dp
dt
=2
√
p
µ
(
−g∂R
∂f
+ f
∂R
∂g
+
∂R
∂L
)
, (5.19)
df
dt
=
1√
µp
{
2pg
∂R
∂p
− (1− f2 − g2) ∂R
∂g
− gs
2
2
(
h
∂R
∂h
+ k
∂R
∂k
)
+ [f + (1 + w) cosL]
∂R
∂L
}
, (5.20)
dg
dt
=
1√
µp
{
−2pf ∂R
∂p
+
(
1− f2 − g2) ∂R
∂f
+
fs2
2
(
h
∂R
∂h
+ k
∂R
∂k
)
+ [g + (1 + w) sinL]
∂R
∂L
}
, (5.21)
dh
dt
=
s2
2
√
µp
{
h
(
g
∂R
∂f
− f ∂R
∂g
− ∂R
∂L
)
− s
2
2
∂R
∂k
}
, (5.22)
dk
dt
=
s2
2
√
µp
{
k
(
g
∂R
∂f
− f ∂R
∂g
− ∂R
∂L
)
+
s2
2
∂R
∂h
}
, (5.23)
dL
dt
=
√
µp
(
w
p
)2
+
s2
2
√
µp
{
h
∂R
∂h
+ k
∂R
∂k
}
, (5.24)
where w = 1 + f cosL+ g sinL and s2 = 1 + h2 + k2.
If for R we take the J2 perturbing potential (2.27) and express it in MEE using r = p/w
and
sinφ =
2(h sinL− k cosL)
s2
, (5.25)
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then the partial derivatives of R can be computed as:
∂R
∂p
=
3µ
wr2
J2
(
Re
r
)2
P2(sinφ), (5.26)
∂R
∂f
=
−3µ cosL
wr
J2
(
Re
r
)2
P2(sinφ), (5.27)
∂R
∂g
=
−3µ sinL
wr
J2
(
Re
r
)2
P2(sinφ), (5.28)
∂R
∂h
=
−2µ
rs4
{
(1− h2 + k2) sinL+ 2hk cosL} J2(Re
r
)2
P ′2(sinφ), (5.29)
∂R
∂k
=
2µ
rs4
{
(1 + h2 − k2) cosL+ 2hk sinL} J2(Re
r
)2
P ′2(sinφ), (5.30)
∂R
∂L
=
−2µ
rs2
(h cosL+ k sinL) J2
(
Re
r
)2
P ′2(sinφ),
− 3µ
wr
(g cosL− f sinL) J2
(
Re
r
)2
P2(sinφ), (5.31)
with P2(sinφ) according to Eq. (2.26) and P ′2(sinφ) = dP2d(sinφ) = 3 sinφ.
The Gaussian equations of motion in terms of MEE are given by (Walker et al., 1985;
Walker, 1986):
dp
dt
=
2p
w
√
p
µ
ft, (5.32)
df
dt
=
√
p
µ
{
fr sinL+ [(w + 1) cosL+ f ]
ft
w
− (h sinL− k cosL) g
w
fn
}
, (5.33)
dg
dt
=
√
p
µ
{
−fr cosL+ [(w + 1) sinL+ g] ft
w
+ (h sinL− k cosL) f
w
fn
}
, (5.34)
dh
dt
=
√
p
µ
s2fn
2w
cosL, (5.35)
dk
dt
=
√
p
µ
s2fn
2w
sinL, (5.36)
dL
dt
=
√
µp
(
w
p
)2
+
1
w
√
p
µ
(h sinL− k cosL)fn. (5.37)
In this work, Eqs. (5.19)-(5.24) are used for high-order mapping, since they can be fully
expressed inMEE for zonal perturbations. On the other hand, Eqs. (5.32)-(5.37) are used
for numerical propagation.
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5.5.1.3 Hill variables
The Hill variables (Hill), (r, u,Ω, r˙, H,Hz), are canonical variables and therefore the
equations of motion can be obtained directly from the Hamiltonian, see Section 2.1. The
Hamiltonian for an autonomous conservative system is the sum of the potential and ki-
netic energy. Using the potential (2.24) with sinφ = sin i sinu and sin2 i = 1 −H2z /H2,
we can write the Hamiltonian in Hill variables as follows:
H = 1
2
(
r˙2 +
H2
r2
)
− µ
r
{
1− 1
2
J2
Re
2
r2
[
3 sin2 u
(
1− H
2
z
H2
)
− 1
]}
, (5.38)
where H/r is the transverse velocity.
The equations of motion (i.e. Hamilton’s equations) are then obtained as:
dr
dt
=
∂H
∂r˙
= r˙, (5.39)
du
dt
=
∂H
∂H
=
H
r2
+
3µJ2Re
2H2z sin
2 u
r3H3
, (5.40)
dΩ
dt
=
∂H
∂Hz
= −3µJ2Re
2Hz sin
2 u
r3H2
, (5.41)
dr˙
dt
= −∂H
∂r
=
H2
r3
− µ
r2
+
3
2
µJ2
R2e
r4
[
3 sin2 u
(
1− H
2
z
H2
)
− 1
]
, (5.42)
dH
dt
= −∂H
∂u
= −3µJ2 R
2
e
r3
cosu sinu
(
1− H
2
z
H2
)
, (5.43)
dHz
dt
= −∂H
∂Ω
= 0. (5.44)
The Gaussian form of the equations of motion can be written in Hill variables as follows
(Mazzini, 2015, p. 216):
dr
dt
= r˙, (5.45)
du
dt
=
H
r2
− r cos i sinu
H sin i
fn, (5.46)
dΩ
dt
=
r sinu
H sin i
fn, (5.47)
dr˙
dt
= − µ
r2
+
H2
r3
+ fr, (5.48)
dH
dt
= rft, (5.49)
dHz
dt
= r cos ift − r sin i cosufn. (5.50)
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5.5.1.4 Cylindrical coordinates
The equations of motion in terms of cylindrical coordinates (Cyl), (ρ, ϕ, z, ρ˙, ϕ˙, z˙), are:
dρ
dt
= ρ˙, (5.51)
dϕ
dt
= ϕ˙, (5.52)
dz
dt
= z˙, (5.53)
dρ˙
dt
= ρϕ˙2 + fρ, (5.54)
dϕ˙
dt
=
−2ρ˙ϕ˙
ρ
+
1
ρ
fϕ, (5.55)
dz˙
dt
= fz, (5.56)
where fρ, fϕ and fz are the forces in cylindrical radial, azimuthal and axial direction
(see Figure 2.1). These forces are computed by taking the gradient of the full potential
(2.24) expressed in cylindrical coordinates using r =
√
ρ2 + z2 and sinφ = z/r:
fρ = −∂V
∂ρ
= − µ
r3
ρ+
1
2
ρ
r7
J2µR
2
e(12z
2 − 3ρ2), (5.57)
fϕ = −1
ρ
∂V
∂ϕ
= 0, (5.58)
fz = −∂V
∂z
= − µ
r3
z +
1
2
z
r7
J2µR
2
e(6z
2 − 9ρ2). (5.59)
These forces include the Keplerian part of the gravitational attraction that is not incor-
porated in the equations of motion (5.51)-(5.56).
5.5.1.5 Cylindrical with Hz coordinates
As an alternative to the angular velocity ϕ˙, the z-component of the angular momentum
Hz can be used and the element set (CylHz) becomes (ρ, ϕ, z, ρ˙, z˙, Hz). The equations of
motion involving ϕ˙ ((5.52), (5.54) and (5.55)) are then replaced by (Deprit et al., 1994):
dϕ
dt
=
Hz
ρ2
, (5.60)
dρ˙
dt
=
H2z
ρ3
+ fρ, (5.61)
dHz
dt
= ρfϕ. (5.62)
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5.5.1.6 Ideal elements
The equations of motion in ideal elements (Ideal), (λ1, λ2, λ3, λ4, H,C, S, θ), are given
by (Lara, 2017):
λ˙1 =
r
2H
fn(λ4 cos θ − λ3 sin θ), (5.63)
λ˙2 =
r
2H
fn(λ4 sin θ + λ3 cos θ), (5.64)
λ˙3 =
r
2H
fn(λ1 sin θ − λ2 cos θ), (5.65)
λ˙4 =
r
2H
fn(−λ1 cos θ − λ2 sin θ), (5.66)
H˙ = r ft, (5.67)
C˙ =
(
1 +
r
p
)
ft cos θ + fr sin θ, (5.68)
S˙ =
(
1 +
r
p
)
ft sin θ − fr cos θ, (5.69)
θ˙ =
H
r2
, (5.70)
where p = H2/µ and:
r =
H
H
p + C cos θ + S sin θ
. (5.71)
The perturbing forces in the orbital frame (fr, ft, fn) are computed by calculating the
perturbations in the inertial frame and transforming them to the orbital frame via the
departure and ideal frames using three rotations defined by the rotation matrix M,
quaternion λ and ideal angle θ (Lara, 2017).
The J2 perturbations in the inertial x, y and z directions are obtained by writing the J2
potential (2.27) in Cartesian coordinates using r =
√
x2 + y2 + z2 and sinφ = z/r and
taking the gradient:
fx = −∂R
∂x
= −3
2
µJ2
R2e
r5
x
(
1− 5z
2
r2
)
, (5.72)
fy = −∂R
∂y
= −3
2
µJ2
R2e
r5
y
(
1− 5z
2
r2
)
, (5.73)
fz = −∂R
∂z
= −3
2
µJ2
R2e
r5
z
(
3− 5z
2
r2
)
. (5.74)
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5.5.2 Eccentric Hill variables
The eccentric Hill variables (EccHill) are closely related to the Hill variables, but use
eccentric variables instead of r and r˙. The eccentric Hill variables are defined as5:
(H,Hz, fˆ , gˆ,Ω, u), (5.75)
where fˆ and gˆ are components of the eccentricity vector:
fˆ = e cosω, (5.76)
gˆ = e sinω. (5.77)
The time derivatives of fˆ and gˆ are obtained by observing that:
dfˆ
dt
=
de
dt
cosω − e sinωdω
dt
, (5.78)
dgˆ
dt
=
de
dt
sinω + e cosω
dω
dt
, (5.79)
and taking de/dt and dω/dt from the COE equations (5.9) and (5.12).
The equations of motion in terms of eccentric Hill variables are then obtained as6:
dH
dt
= rft, (5.80)
dHz
dt
=
r
H
(Hzft −G cosufn) , (5.81)
dfˆ
dt
=
r
H
{
wˆ sinufr +
[
(wˆ + 1) cosu+ fˆ
]
ft +
gˆ Hz sinu
G
fn
}
, (5.82)
dgˆ
dt
=
r
H
{
−wˆ cosufr + [(wˆ + 1) sinu+ gˆ] ft − fˆ Hz sinu
G
fn
}
, (5.83)
dΩ
dt
=
r sinu
G
fn, (5.84)
du
dt
=
H
r2
− rHz sinu
HG
fn, (5.85)
where G =
√
H2 −H2z = H sin i, wˆ = 1 + fˆ cosu + gˆ sinu, r = H2/(µwˆ) and fr, ft
and fn are the components of the perturbing acceleration in the radial, transverse and
normal directions, respectively.
The J2 perturbation can be computed in EccHill variables using Eqs. (5.16)-(5.18) with
cos i = Hz/H and sin i = G/H . For calculating the drag, the components of the velocity
5It can be noticed that this set of parameters is very similar to the elements used by Deprit and Rom
(1970) to obtain an analytical solution for the main problem in satellite theory: (√µa,Hz, fˆ , gˆ,Ω,M + ω)
and the set used by Broucke (1991) to investigate the effects of the J3-harmonic on orbits: (H, fˆ , gˆ, u), where
Broucke purposely ignores Ω andHz .
6The equations of motion forH ,Hz , Ω and u can also be found in Mazzini (2015, p. 216) and for fˆ and
gˆ in Broucke (1991).
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vector v in the orbital frame (see Battin (1999, p. 128)) can be expressed in eccentric Hill
variables as follows:
vr =
µ
H
e sin ν =
µ
H
(fˆ sinu− gˆ cosu),
vt =
µ
H
(1 + e cos ν) =
µ
H
(1 + fˆ cosu+ gˆ sinu), (5.86)
vn = 0.
The atmosphere is assumed to rotate with the Earth about its z-axis with an angular
velocity ωe. The velocity with respect to the atmosphere vrel in the orbital frame is then
obtained by subtracting the local velocity of atmosphere (Vallado, 2013, p. 552):
vrel = v − ωe × r =

µ
H (fˆ sinu− gˆ cosu)
µ
H (1 + fˆ cosu+ gˆ sinu)− r ωe cos i
r ωe sin i cosu
 (5.87)
5.5.3 Comparison
The intrinsic properties of element sets make different coordinates more suitable for
propagation than others depending on the orbit and the dynamics. Particularly, the use
of specific element sets may result in singularities in the equations of motion. If the ec-
centricity is zero, the argument of perigeeω is not defined and theCOEbecome singular.
Similarly, when the inclination is zero, the longitude of the node Ω is undefined and the
COE, Hill and EccHill variables become singular. The cylindrical coordinates, on the
other hand, contain a singularity at the poles, i.e. when i = 90◦, where the azimuth an-
gleϕ is not defined and the distance ρ is zero. The CylHz coordinatesmay, nevertheless,
be used at i = 90◦ because ρ only vanishes when Hz also vanishes, thus cancelling the
singularity in the equations of motion. Note that none of the coordinate sets contains
a singularity at the critical inclination, i = 63.4◦, which sometimes causes issues in an-
alytical solutions for perturbed Keplerian motion (Brouwer, 1959). An overview of the
singularities is shown in Table 5.1. In addition, for zonal perturbations the dynamics
do not depend on the longitude, Ω and ϕ, and consequently the polar component of the
angular momentum Hz is constant.
Finally, stroboscopic mapping is used for the COE, MEE, Hill, Ideal and EccHill ele-
ment sets, which contain a fast angular variable. On the other hand, for the cylindrical
coordinates Cyl and CylHz, whose the quasi-fast variable ϕ is not defined at the poles,
Poincaré mapping on the equatorial plane is used. The independent variables used for
mapping are shown in Table 5.1 (recall that for stroboscopic mapping time is not the
independent variable but a dependent variable, see Eq. (5.2)). Besides, note that using
the argument of latitude u as independent variable enables Poincaré mapping on the
equatorial plane, that is at u = 0.
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Table 5.1: Overview of the element sets, their singularities and the element used
as independent variable for propagation.
Element set Elements Independent Singularities
variable
COE a, e, i,Ω, ω, ν ν e = 0, i = 0◦, 180◦
MEE p, f, g, h, k, L L −
Cyl ρ, ϕ, z, ρ˙, ϕ˙, z˙ t i = 90◦
CylHz ρ, ϕ, z, ρ˙,Hz, z˙ t i = 90◦
Hill r, u,Ω, r˙, H,Hz u i = 0◦, 180◦
EccHill H,Hz, fˆ , gˆ,Ω, u u i = 0◦, 180◦
Ideal λ1, λ2, λ3, λ4, H,C, S, θ θ −
5.6 Test cases
The goal of this chapter is to find coordinates that result in accurate high-order map-
ping. The performance of different coordinate sets is therefore tested by comparing
the mapped states with numerically propagated states for various types of orbits. We
consider zonal and drag perturbations and particularly address themain problem in ar-
tificial satellite theory, that is the J2 perturbation only. The J2 perturbation is the main
perturbation in the low Earth orbit (LEO) region above 400 km, where other perturba-
tions such as drag and third-body attraction are of second order (Wakker, 2015). This
upper LEO region is the typical location for Earth observation satellites that often fly
in ground-repeating and sun-synchronous orbits (Wakker, 2015). Therefore, we test the
high-order mapping for orbits at 500 and 800 km altitude.
The effect of the Earth’s oblateness is characterized by secular changes in Ω, ω and M
and short periodic changes in all orbital elements. The secular changes depend strongly
on the inclination. Therefore, to investigate the characteristics of the use of different
element sets, the mapping is carried out for orbits at different inclinations, namely i
is 0◦, 30◦, 63.4◦ (i.e. the critical inclination) and 90◦. The rates of change of ω and Ω
are maximum when the inclination is equal to zero and near zero, respectively. On the
other hand, at the critical inclination the argument of perigee is frozen and at i = 90◦ the
ascending node does not precess. Furthermore, the mapping performance is analysed
for highly elliptical orbits (HEOs) by looking at aMolniya-like orbit with an eccentricity
of 0.74 at i = 30◦ and i = 63.4◦.
In addition to the J2 perturbation, the orbital evolution of LEO orbits is mainly affected
by higher-order zonal and drag perturbations. These perturbations affect the orbital
period and the orientation of the orbital plane that are important for e.g. repeat ground
track and sun-synchronous orbits. Therefore, the best-performing coordinate set is also
tested for J3, J4 and drag perturbations.
The performances of the different element sets are tested by analysing the position error
resulting from the high-order mapping. The position error can be computed by either
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Table 5.2: Overview of test cases and initial osculating orbital elements. The
initial state is always on the equatorial plane.
# Test case a [km] e [-] i [◦] Ω [◦] ω [◦] ν [◦]
1 LEO, J2 only 6878.1363 0.01 30 30 30 330
2 LEO, J2 only 6878.1363 0.01 0.0 30 30 330
3 LEO, J2 only 6878.1363 0.01 63.4499 30 30 330
4 LEO, J2 only 6878.1363 0.01 90 30 30 330
5 HEO, J2 only 26561.7438 0.7411188 30 30 270 90
6 HEO, J2 only 26561.7438 0.7411188 63.4428 30 270 90
7 LEO, J2-J4 7178.1363 0.001 30 30 30 330
8 LEO, J2-J4, drag 6878.1363 0.01 30 30 30 330
9 Fixed point, J2-J4 6878.1363 0.0 97.42 0.0 0.0 0.0
Table 5.3: Values of constants and parameters used in the dynamical model.
Parameter Value
µ 398600.4415 km3 s−2
Re 6378.1363 km
J2 0.001082626
J3 −2.532411× 10−6
J4 −1.619898× 10−6
Cd 2.2
A/m 0.0094736 m2 kg−1
including or excluding the time of the mapped state. Time is not an independent vari-
able in case of stroboscopic mapping and is approximated using a Taylor expansion for
Poincaré mapping, see Eq. (5.5). Therefore, the time corresponding to the mapped state
is not exact. The position error including time is computed by comparing the mapped
state with a numerically computed state that is propagated in MEE (which is free of
singularities) to the epoch according to the mapped state. On the other hand, the er-
ror in position excluding time is calculated by comparing the mapped state with a state
that is computed using numerical propagation in the same coordinates and over the
same change in independent variable as the mapped state. For the Cyl and CylHz co-
ordinates, which use time as independent variable, the position error excluding time
is obtained by numerically computing the states that intersect the Poincaré section and
comparing them with the mapped states.
Finally, to demonstrate the potential of the method, we use high-order mapping to in-
vestigate the quasi-periodic orbits around a fixed point under J2-J4 perturbations by
first computing the fixed point and subsequently mapping the orbits around it.
The initial conditions for all test cases and the initial guess for the fixed point are shown
in Table 5.2. Notice that all orbits start on the equatorial plane. The values of gravita-
tional coefficients of the Earth and the drag parameters used for propagation are given
in Table 5.3.
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5.7 Results
In this section, the results of high-order mapping using different element sets are pre-
sented and discussed.
5.7.1 J2 perturbation only
5.7.1.1 Low Earth orbit
In the following, the accuracy of high-order mapping of LEO orbits at different incli-
nations is analysed. For test case 1, first the performances and causes for error growth
using the traditional element sets are analysed and based on that the novel element set
is discussed.
Figure 5.3 shows Poincaré plots for test case 1 generated using 10,000 points on the (r, r˙)
phase plane. Each subfigure shows the Poincaré plot computed with high-order map-
ping and numerical propagation using a different element set. Note that the Poincaré
surface of section Σ differs depending on the element set. The high-order Poincaré
mapping using COE, MEE and Ideal elements quickly becomes inaccurate after sev-
eral revolutions. The plots computed with high-order mapping using Cyl, CylHz and
Hill elements, on the other hand, seem indistinguishable from the plots computed us-
ing numerical propagation for 10,000 revolutions. Besides, the Poincaré plots are closed
curves in the (r, r˙) plane7 when the Poincaré surface of section is at z = 0, which is
expected for low-eccentricity orbits perturbed by J2 only (Broucke, 1994).
The position error (including time) of high-order mapping using different element sets
for test case 1 (i = 30◦) for 500 revolutions is shown in Figure 5.4. The plot shows that the
COE, Ideal and MEE sets perform worst and result in a position error larger than 1 km
within 100 mappings. The CylHz and Hill sets, on the other hand, do not exceed a 10 m
error within 500 revolutions. This shows the large impact that the choice of coordinates
has on the accuracy of the high-order mapping. Also, note that the MEE set originally
used by Wittig and Armellin (2015) is not the best choice.
To determine the cause for the differences in performance, we analysed which specific
coordinate in the different element sets caused the error to grow most. For this, the
accuracy domain in which the high-order map has a truncation error less than 10−9
was computed, see Section 5.2.2. If the variables remain inside this accuracy domain,
then the Taylor expansion truncation error is very small (approximately less than 10−9).
If, however, a variable drifts outsides the domain the accuracy of the high-order Tay-
lor map decreases and the position error grows. The element that is first to leave the
accuracy domain is thus the main cause of large errors in the mapping.
7Note that (r, r˙) = (ρ, ρ˙) when z = 0.
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(a) COE: Σ at ν = 330◦ (200 HOTMmappings shown) (b) MEE: Σ at L = 30◦
(c) Ideal: Σ at θ = 0 (1030 HOTMmappings shown) (d) Cyl: Σ at z = 0
(e) CylHz: Σ at z = 0 (f) Hill: Σ at z = 0 (g) EccHill: Σ at z = 0
Figure 5.3: Poincaré plots for test case 1 (LEO, i = 30◦, J2 only) computed by
high-order mapping and numerically using different element sets for 10,000
revolutions (655 days). For COE and Ideal elements a different number of map-
pings are shown. The Poincaré surface of section Σ depends on the used ele-
ment set.
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Figure 5.4: Position error for different element sets for test case 1 (LEO, i = 30◦,
J2 only) for 500 revolutions (33 days).
Table 5.4 shows the number of mappings after which an element drifted outside the
accuracy domain andwhich element itwas for the different sets. These results show that
the error indeed grows fastest for the COE, Ideal and MEE sets, because the estimated
truncation error exceeds 10−9 after 17 or less mappings. This decrease in accuracy is
caused by the secular drift in Ω and ω due to J2.
For the COE set, ω appears in the equations of motion in sine and cosine terms via
the argument of latitude u (see Eqs. (5.10)-(5.12)). The Taylor series of sine and cosine
functions are only accurate in a small domain, because low-order polynomials cannot
accurately approximate these functions. As a result, the accuracy of the expansions
reduces quickly when the state drifts away from the expansion point.
For the Ideal and MEE sets, on the other hand, it is the secular change in Ω that causes
the rapid decrease in accuracy. The J2 perturbation does not depend on Ω; however, the
variation inΩ affects the components of the Ideal quaternionλ and theMEE parameters
h and k. In these elements, Ω appears together with the inclination. The J2 perturbation
depends strongly on the inclination and therefore the high-order maps are sensitive to
changes in h and k, and λ. Consequently, as Ω changes secularly, the accuracy of the
maps in MEE and Ideal elements reduces quickly.
The high-order maps in Hill, Cyl and CylHz elements, on the other hand, are not af-
fected by the change in Ω, because Ω and ϕ, respectively, do not appear in the equations
of motion. However, the drift in ω causes changes in the values of ϕ˙, ρ and r at the
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Table 5.4: Number of mappings after which the specified element drifts out of
the accuracy domain, which is the domain where the high-order map has an
estimated truncation error less than 10−9, for test case 1 (LEO) and test case 5
(HEO).
Element LEO HEO
set # of # of
mappings Element mappings Element
COE 2 ω 14 ω
Ideal 6 λ2 3 C
MEE 17 k 6 f
Cyl 18 ϕ˙ 2 ρ
CylHz 40 ρ 2 ρ
Hill 57 r 2 r
EccHill 126 fˆ 3 fˆ
Poincaré section that reduce the accuracy of the mappings in Cyl, CylHz and Hill el-
ements, respectively, see Table 5.4. Besides, because the CylHz element set does not
contain ϕ˙ as variable but instead Hz , which is constant under zonal perturbations, the
accuracy reduces less quickly compared to mapping in Cyl coordinates.
Based on these considerations we introduced the eccentric Hill variables. This set is a
modification of the Hill variables using the elements H , Hz , Ω and u and replacing r
and r˙ by fˆ and gˆ, see Section 5.5.2. The element r is the main cause of error growth in
the Hill variables mapping. The new elements fˆ and gˆ, on the other hand, are similar
to f and g in the MEE set that cause less error growth. The elements Hz , Ω and u were
kept on purpose, because zonal perturbations do not depend on Ω and do not change
the value ofHz such that the accuracy of the high-ordermap is not affected byΩ andHz .
In addition, the element u enables both stroboscopic mapping in general and Poincaré
mapping on the equatorial plane. The drawback of using the element Ω is that it causes
singularities at i = 0◦ and i = 180◦. However, eliminating this singularity requires
coupling of i and Ω, like in the MEE set, which strongly reduces the accuracy of the
mapping.
Figure 5.5 shows the position errors for different inclinations using different element
sets for 10,000 revolutions. Overall, the EccHill variables perform best with a maximum
position error of only 10 m for all tested inclinations. All other element sets exceed
1 km accuracy in at least one of the test cases, except for the Hill variables. Besides,
the accuracy achieved using EccHill elements is similar to the accuracy of a 4th-order
analytical solution to the J2 problem based on Lie transforms, see Armellin et al. (2015b,
Figure 4).
Furthermore, the results for different inclinations in Figure 5.5 confirm the previous
findings for the causes of error growth. At zero inclination (see Figure 5.5(b)) the COE
set performs verywell, because the drift in ω does not affect themapping accuracy since
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(a) i = 30◦ (test case 1).
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(b) i = 0◦ (test case 2).
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(c) i = 63.4◦ (test case 3).
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(d) i = 90◦ (test case 4).
Figure 5.5: Position error for different element sets for LEO orbit at different
inclinations (J2 only) for 10,000 revolutions (655 days).
ω is a longitudinal angle at i = 0◦ and J2 does not depend on the longitude. The MEE,
Ideal and EccHill elements perform equally well at i = 0◦, because the MEE elements
h and k, the Ideal quaternion λ and EccHill variables H and Hz are constant and the
other accuracy-affecting elements f and g (MEE), C and S (Ideal) and fˆ and gˆ (EccHill)
evolve essentially the same at zero inclination. The Hill variables and CylHz set also
perform alike because r and r˙, and ρ and ρ˙, respectively, vary similarly when i = 0◦. On
the other hand, at critical inclination (i = 63.4◦, see Figure 5.5(c)) the COE, Cyl and Hill
sets achieve better accuracies compared with i = 30◦, because ω is fixed. Finally, in case
of polar orbits (i = 90◦, see Figure 5.5(d)) the MEE and Ideal elements sets perform as
well as the EccHill variables, because Ω is constant and does thus not affect the accuracy.
Note, that the Cyl coordinates cannot be used at i = 90◦, because they are singular at
the poles. On the other hand, the COE, Hill and EccHill elements can be used at i = 0◦,
because the singularity in the equations of motion cancels out when only even zonal
harmonics are considered.
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Overall, the LEO orbit results have shown that the choice of coordinates has a strong
effect on the accuracy and that the newly introduced elements, the eccentric Hill vari-
ables, perform best with a maximum position error of only 10 m for 10,000 revolutions.
Only the COE set performed better for the special cases of zero and critical inclination.
In addition, the main causes of error growth were found to be the drift in ω, Ω and r.
5.7.1.2 Highly elliptical orbit
The dynamics of HEO orbits is more non-linear than the motion of near-circular LEO
satellites because the variation of the perturbing forces and coordinates, such as r, over
one orbital revolution is much larger. Therefore, we test the performance for an orbit
with a high eccentricity, namely a Molniya type of orbit. The initial orbital elements for
the HEO test cases are given in Table 5.2.
The Poincaré plots for a J2-perturbed Molniya-like orbit (test case 5) computed using
different element sets are shown in Figure 5.6. Clearly, accurate high-order Poincaré
mapping is only achieved using EccHill elements. The Cyl, CylHz and Hill elements,
which provided correct Poincaré plots for the LEO case, do not give accurate results for
this high eccentricity orbit. Besides, it can be noted that the Poincaré plots located at
z = 0 are closed curves, which indicates that the orbit is quasi-periodic.
Figure 5.7 shows the position errors for test cases 5 and 6 (Molniya-like orbit at i = 30◦
and i = 63.4◦) for 250 and 10,000 revolutions, respectively. At critical inclination the ar-
gument of pericentre is fixed and the performance of the different element sets is similar
to the LEO orbit case at critical inclination (compare Figures 5.5(c) and 5.7(b)). However,
at i = 30◦ the performance of the high-order mapping reduces strongly compared with
a near-circular orbit (compare Figures 5.4 and 5.7(a)). The position error using Cyl,
CylHz, Hill and EccHill elements grows larger than 1 km within 22 mappings. The
COE, MEE and Ideal perform best, which is completely opposite to the LEO case. The
mapping in COE is most accurate and performs better than in the LEO case because
ω precesses slower due to the larger semi-major axis. These results are supported by
Table 5.4 that shows the amount of mappings after which the state drifts outside the
accuracy domain. The table indicates the large decrease in accuracy as the number of
mappings after which the truncation becomes larger than 10−9 is much lower than in
the LEO case for all element sets except for the COE set. Finally, these results show that
depending on the orbital regime different element sets can be used, although for most
common orbits the EccHill variables perform best.
5.7.2 Position error excluding time
So far, all presented results have shown the position error that includes time. These
errors can be decomposed into an error in the mapped state variables and an error in
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(a) COE: Σ at ν = 330◦ (1180 HOTM map-
pings shown)
(b) MEE: Σ at L = 30◦ (5400 HOTM map-
pings shown)
(c) Ideal: Σ at θ = 0 (1900 HOTM mappings
shown)
(d) Cyl and CylHz: Σ at z = 0 (84 HOTM
mappings shown for Cyl)
(e) Hill: Σ at z = 0 (f) EccHill: Σ at z = 0
Figure 5.6: Poincaré plots for test case 5 (HEO, i = 30◦, J2 only) computed
by high-order mapping and numerically using different element sets for 10,000
revolutions (13.6 years). For COE,MEE, Ideal andCyl elements a different num-
ber of mappings are shown. The Poincaré surface of section Σ depends on the
used element set.
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(a) i = 30◦ (test case 5) for 250 revolutions (125 days).
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(b) i = 63.4◦ (test case 6) for 10,000 revolutions (13.6
years).
Figure 5.7: Position error for different element sets for HEO orbit with e = 0.74
at different inclinations (J2 only).
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(a) LEO (test case 1) for 655 days.
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(b) HEO (test case 5) for 13.6 years.
Figure 5.8: Position error excluding time for different element sets for test case
1 (LEO) and 5 (HEO) for 10,000 revolutions (i = 30◦, J2 only).
mapped time, since time is computed using a Taylor expansion (see Eqs. (5.2) and (5.5)).
For studying the evolution of an orbit the exact time of the mapping is not always of
interest and only the elements need to be computed accurately. Figure 5.8 shows the
position error for a LEO and HEO orbit at i = 30◦ when the time of the mappings is
not considered. The errors are much smaller compared with Figures 5.5(a) and 5.7(a)
which indicates that the time-included position error is for most part due to an error
in time. Especially for the high eccentricity case, the accuracy is much higher and the
number of revolutions before the position error grows larger than 1 km is more than
250 revolutions (125 days) for all element sets except the cylindrical coordinates.
In addition, the EccHill element set performs extremely well with a position error less
than 3 cm for both the LEO and HEO case. Actually, the mapping of EccHill elements
is so accurate that even using 3th-order Taylor expansions the time-excluded position
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error is less than 1 km for 10,000 revolutions, see Figure 5.8(b). These accuracies are
very high considering that mapping the Molniya orbit for 10,000 revolutions means
propagating the osculating elements for more than 13 years (4980 days). Moreover, this
result remarkably means that the HOTM method allows us to accurately propagate a
perturbed osculating orbit for thousands of revolutions using a single set of polynomi-
als.
Furthermore, because the EccHill elements are mapped almost exactly at 5th order, the
time-included position error can be contributed entirely to the expansion for time. This
conclusion corresponds with the finding of Junkins and Singla (2004) that several reg-
ularized coordinate sets (whose independent variable is not time) appear to be more
non-linear when time is included because “the time equation is usually ‘more nonlin-
ear’ than the state variables (Junkins and Singla, 2004)” in the regularized formulation.
For example, the relation between time and true anomaly is highly non-linear especially
for high eccentricities. Accurately approximating the non-linear behaviour of time us-
ing Taylor expansions requires very high expansion orders. The non-linear variation of
the state variables, on the other hand, can apparently be approximated accurately using
only 3rd or 5th-order Taylor polynomials. We computed the accuracy domains of the
expansions of the individual state variables and time and indeed found that the accu-
racy domain of the time expansion is an order of magnitude smaller than for the state
variables for EccHill elements.
5.7.3 Computation time
Finally, a key feature of the high-order map is that computationally expensive numer-
ical propagation can be replaced by efficient evaluation of the map. Tables 5.5 and 5.6
show the CPU times required for mapping the LEO and HEO orbit of test cases 1 and 5
using a high-order map and using numerical propagation. In addition, the CPU times
for building the high-order map and for the actual mapping by evaluating the Taylor
expansions are shown. Both the numerical andHOTMmethod have been coded in C++
and the computations were carried out with an Intel Core i5-430M processor (3.20 GHz)
on a 64-bit Windows platform.
First of all, it is clear that high-ordermapping (including building themap) is an order of
magnitude faster than numerical propagation for all element sets. Secondly, computing
the high-order map requires much more time than mapping the orbit by evaluating the
Taylor map 10,000 times. This means that once a high-order map has been calculated,
an orbit can be propagated very quickly for thousands of revolutions. In the HEO case,
the CPU times are about two times higher compared to the LEO case, however, evalu-
ating the high-order map requires the same amount of time and is about three orders
of magnitude faster than numerical propagation.
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Table 5.5: CPU times in milliseconds for high-order mapping (building the
map, mapping and total using 5th-order Taylor expansions) and numerical
propagation of a LEO orbit (test case 1) for 10,000 revolutions. ∗Includes com-
puting additional high-order map to solve for Poincaré map condition, see Sec-
tion 5.2.1.2.
Element set High-order mapping [ms] Numerical [ms]
Build map Mapping Total
COE 765 16 781 18299
MEE 983 16 999 9812
Hill 140 16 156 5741
EccHill 266 15 281 6162
Cyl 1376∗ 31 1407 10561
CylHz 1154∗ 31 1185 9812
Ideal 1919 93 2012 14321
Table 5.6: CPU times in milliseconds for high-order mapping (building the
map, mapping and total using 5th-order Taylor expansions) and numerical
propagation of a HEO orbit (test case 5) for 10,000 revolutions. ∗Includes com-
puting additional high-order map to solve for Poincaré map condition.
Element set High-order mapping [ms] Numerical [ms]
Build map Mapping Total
COE 1061 16 1077 56784
MEE 2340 16 2356 51293
Hill 484 15 499 21294
EccHill 624 16 640 33213
Cyl 2590∗ 31 2621 20671
CylHz 2278∗ 31 2309 20982
Ideal 3666 93 3759 25740
Furthermore, the different element sets require different propagation times due to the
formulation of their equations of motion, which may be fast to evaluate or result in few
required integration steps. Besides, using Cyl, CylHz or Ideal elements formapping de-
mands the most computational effort, because Cyl and CylHz coordinates require the
calculation of two high-order maps to carry out Poincaré mapping (see Section 5.2.1.2)
and in the Ideal elements’ dynamics many transformations between the Ideal and iner-
tial frame are needed (see Section 5.5.1.6), which affects the computation time.
The results for the LEO and HEO orbits have shown that the EccHill elements perform
best in terms of accuracy. In the next section, the high-order mapping using EccHill
elements is tested for other perturbations in addition to J2.
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5.7.4 Higher-order zonal and drag perturbations
In this section, we test the eccentric Hill variables for orbits perturbed by J2, J3, J4 and
drag. These perturbations can be computed using the expressions in Sections 2.4.1.1 and
2.4.4. In addition, the equations for calculating the velocity relative to the atmosphere
in EccHill elements are given in Section 5.5.2. The LEO orbits considered here have an
eccentricity of 0.01 and 0.001 and altitudes around 500 and 800 km, which are typical
for Earth observation orbits.
5.7.4.1 J2-J4 zonal perturbations
Figure 5.9 shows the position errors for LEO orbits when considering zonal perturba-
tions up to J4 for 10,000 revolutions. The errors are similar to the J2 only case (compare
with Figure 5.5(a)) which means that the higher-order zonal perturbations do not affect
the accuracy of the mapping. Besides, one can see that the mapping accuracy is higher
for lower eccentricities, because the variation in the EccHill elements fˆ and gˆ is smaller
and time behaves less non-linear.
5.7.4.2 J2-J4 and drag
The accuracy of the mapping when drag is included is shown in Figure 5.10(a). The
drag strongly affects the accuracy, because the angular momentaH andHz now change
secularly instead of being constant (on average). Nevertheless, for the orbits with e =
0.001 at 500 and 800 km altitude, the position error is less than 1 km for 60.6 days (926
revs) and 244.5 days (3501 revs), respectively. When the eccentricity is 0.01, the effect of
drag is stronger and the mapping has an accuracy better than 1 km for 6.3 and 14.9 days
at 500 and 800 km altitude, respectively. This means that the high-order map could be
useful for fast on-board orbit prediction for several days or weeks, e.g. for guidance and
navigation. Moreover, if the error in time is not considered, see Figure 5.10(b), then the
results including drag are much more accurate and the error remains below 1 km for
extended periods of time especially when e = 0.001 (note the different scales of Figures
5.10(a) and 5.10(b)).
5.7.5 Fixed point
This test case aims to illustrate how the HOTM technique can be used to find a fixed
point close to an initial guess and to study its center manifold. We use as a first guess
a circular sun-synchronous orbit at 500 km altitude (orbital elements are provided in
Table 5.2) and we build a HOTM centred at this orbit in EccHill variables. Then we
apply the approach introduced in Section 5.3 to compute the nearby periodic orbit in the
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Figure 5.9: Position error including time using eccentric Hill variables for test
case 7 (LEO, i = 30◦, J2 − J4) for 10,000 revolutions at 500 km (655 days) and
800 km (698 days) altitude with e = 0.001 and e = 0.01.
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(a) Position error including time
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(b) Position error excluding time
Figure 5.10: Position error using eccentric Hill variables for test case 8 (LEO,
i = 30◦, J2−J4 and drag) for 5000 revolutions at 500 km (326 days) and 800 km
(349 days) altitude with e = 0.001 and e = 0.01.
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J2-J4 zonal problem. Note that in EccHill elements, a fixed point in (ρ, ρ˙) is equivalent
to equal values of fˆ and gˆ when passing through the ascending node. Starting with the
initial guess fˆ0 = gˆ0 = 0, the numerical solver (fsolve) converges to the solution fˆ0 =
4.8222×10−4 and gˆ0 = 1.0805×10−3 (corresponding to e = 0.001183 and ω = 65.9489◦)
in just four iterations.
Next, using the same high-order map we compute the invariant curves surrounding
the periodic orbit parametrized in eccentricity, while keeping the semi-major axis and
Hz fixed. Figures 5.11(a) and 5.11(b) show the Poincaré surface of section in the (ρ, ρ˙)
space computed using numerical propagation and using the high-order map, respec-
tively. The Poincaré plots were built using 2000 mappings of the periodic orbit (fixed
point in the center of the section) and quasi-periodic orbits (the invariant curves) with
eccentricities increasing in steps of 0.1 up to 0.7.
Noticeably, a single high-order map was used to compute the fixed point and construct
the Poincaré surface of section. The difference between the Poincaré plots computed
numerically andusing theHOTM is only visible for e ≥ 0.6. The accuracy of themapped
elements decreases with changing eccentricity because e affects the value of H . As a
consequence, the high-order mapping of the quasi-periodic orbit with e = 0.7 does not
result in a closed curve. Nevertheless, the error in the high-order mapped elements
(excluding time) is at most 2.9 × 10−7 km for e = 0.1 and less than 5 km up to e = 0.4
for 2000 revolutions. The combined error in position and time does not exceed 1 km up
to e = 0.04. Besides, using other element sets to compute the Poincaré plot results in
position errors (excluding time) that are at least an order of magnitude larger compared
with using EccHill variables. This demonstrates that due to the use of the eccentric Hill
variables we can accurately map orbits with significantly different eccentricities using a
single high-order map.
Figure 5.12 shows the Poincaré sectionwhen also drag is consideredwith an eccentricity
up to 0.010183. One can see that the orbit contracts and circularizes as the radial distance
and velocity decrease due to drag. In addition, as one would expect, a fixed point no
longer exists due to the decay in altitude. In this case, the use of a single high-order
map to create the plot resulted in a maximum error of 0.73 km in position and 422 s in
time after 2,000 mappings (131 days).
In summary, the proposed approach provides a tool for the efficient computation of
Poincaré sections about stable fixed points. This enables qualitative dynamical system
studies and has potential to be applied in challenging problems in astrodynamics such
as the design and control of relative boundedmotion, e.g. for formation flyingmissions.
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(a) Poincaré plot computed using numerical propagation
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(b) Poincaré plot computed using high-order mapping
Figure 5.11: Poincaré section of radial distance and velocity (ρ, ρ˙) at z = 0 for or-
bits with a = 6878.13 km, Hz = −0.13411
√
µRe and e = 0.001183 (fixed point)
and e = [0.1, 0.7] perturbed by J2 − J4 computed using numerical propagation
(left) and high-order mapping (right) for 2,000 revolutions (131 days).
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Figure 5.12: Poincaré section of radial distance and velocity (ρ, ρ˙) at z = 0 for or-
bits with a0 = 6878.13 km,Hz,0 = −0.13411
√
µRe and e0 = [0.001183, 0.010183]
perturbed by J2 − J4 and drag for 2,000 revolutions (131 days).
5.7.6 Additional remarks
The results presented previously were computed using 5th-order Taylor expansions.
This expansion order provides a good trade-off between accuracy of the results and
speed of the calculations. However, higher or lower expansion orders may be selected
for improved accuracy or efficiency. Figure 5.13 shows the position error for test case 1
with EccHill elements using different expansion orders, namely 3rd, 5th and 7th order.
As expected, the error reduces with increasing expansion order. On the other hand,
the computation time increases from 63 ms to 281 ms and 1092 ms for 3rd, 5th and 7th
order, respectively.
In addition, the accuracy of the results can be improved by cleverly choosing the expan-
sion point. For example, for the eccentric Hill variables fˆ and gˆ the variation is known to
be in the domain [−e, e]. Therefore, the maximum deviation from the expansion point
is smallest when the expansion point is centred in the domain, i.e. at zero. Figure 5.13
shows the position error when fˆ and gˆ are expanded around zero using different ex-
pansion orders. For the first dozens of revolutions, the position error when expanding
around zero is larger compared to expanding around the initial values fˆ0 and gˆ0. The
error is initially larger because the deviation from the expansion point is initially larger.
However, on the long term the position error is about one order magnitude smaller.
This improvement in accuracy comes without any cost in computation time.
In Figure 5.13 one can see that the 5th-order map (with fˆ and gˆ expanded around zero)
is more accurate than the 7th-ordermap after 8500 revolutions. The position error using
the 5th-order map reduces after 6000 revolutions, which indicates that the truncation
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Figure 5.13: Position error including time using eccentric Hill variables with
different expansion orders (3rd, 5th and 7th order) and by expanding fˆ and gˆ
around their initial values (i.e. fˆ0 and gˆ0) or around zero for test case 1 (LEO,
i = 30◦, J2 only) for 10,000 revolutions (655 days).
error of the 5th-order map accidentally reduces the error in position. This can happen
locally, but in general the position error increases and higher-order expansions aremore
accurate.
5.8 Conclusions
The choice of coordinates has a strong effect on the accuracy of the HOTM; 1-km ac-
curate mapping of an osculating state under J2 perturbation can be achieved for either
thousands or only tens of revolutions depending on the selected element set. The main
causes of error growth are the drift in ω and r, and the variation in Ω when coupled
with the inclination. Furthermore, the position error is mainly due to the expansion of
time that is an inaccurate approximation of the non-linear variation of time.
A newly introduced set of orbital elements, the eccentric Hill variables, performs best
overall with a maximum error of only 10 m for J2 and J2-J4 perturbed LEO orbits after
10,000 revolutions. Moreover, when time is not considered, also highly-elliptical orbits
perturbed by J2 can be mapped extremely accurately using the new EccHill elements.
This is a remarkable result because it means that we are able to accurately propagate a
perturbed osculating orbit for thousands of revolutions using only a single set of poly-
nomials.
80 Chapter 5 High-order Poincaré Mapping of Perturbed Keplerian Motion
Besides, high-order mapping is an order of magnitude faster than numerically propa-
gating an orbit for 10,000 revolutions and three orders of magnitude more efficient if
the map is precomputed.
As an example application, we used the HOTMmethod to compute a fixed point under
J2-J4 perturbations and investigate the quasi-periodic orbits in a large domain around
the fixed point (including drag). This was achieved using a single high-order map in
EccHill elements for computing both the fixed point and Poincaré surface of section.
High-order mapping can thus not only be used to propagate a single trajectory, but also
to accurately propagate an entire domain of orbits using a single HOTM.
The high-order mapping technique could be applied to various problems in celestial
mechanics that require Poincaré mapping or allow propagation by discrete mapping of
orbits, e.g. investigating the stability of orbits using Poincaré maps or designing rela-
tive bounded motion. In addition, because the method allows accurate propagation of
a set of nearby orbits, it can be used for cloud or uncertainty propagation. In future
work, to further improve the applicability of the method, it should be extended to other
perturbations, such as third-body and tesseral perturbations.
Chapter 6
Multiple Revolution Perturbed
Lambert Solvers?
An effective way to reduce the risk of collisions with space debris is to remove debris
from space. One approach to active debris removal (ADR) is to visit the debris and at-
tach a mechanism to it that causes it to re-enter in the Earth’s atmosphere. However,
visiting a piece of debris is costly, because it requires the launch of a module into orbit.
Therefore, it is more cost-effective to visit and remove multiple debris in a single ADR
mission. For this, the design of rendezvous trajectories between different debris objects
is required, which involves solving Lambert’s problem when using impulsive manoeu-
vres. This trajectory optimization is very complex due to perturbations. In this chapter,
two Lambert solvers are developed to enable the fast optimization of a multiple debris
removal mission.
The methods presented in this chapter were developed in one month during the 9th
Global TrajectoryOptimization Competition (GTOC9) inApril 2017 and are the result of
several brainstorms and a close collaboration between D. J. Gondelach and R. Armellin.
Both D. J. Gondelach and R. Armellin carried out the implementation, discussed and
analysed the results and worked on the chapter. D. J. Gondelach’s contribution focused
mainly on the implementation of the dynamics in DA to compute the high-order Taylor
maps and the analysis of the convergence performance of the solvers.
6.1 Introduction
The Lambert problem is one of themost extensively studied problems in astrodynamics
as its solution is a building block for many problems, including interplanetary transfer
?This work has been presented at the 2018 Space Flight Mechanics Meeting in Kissimmee, Florida, see
Armellin et al. (2018a), and published in the Journal of Guidance, Control, and Dynamics, see Armellin
et al. (2018b).
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optimization, rendezvous mission design, collision avoidance manoeuvre design, and
orbit determination. Although this problemwas solvedmore than 200 years ago (Gauss,
1857), many researchers are still working on devising robust and efficient solution pro-
cedures (Gooding, 1990; Arora and Russell, 2014), including analytical approximations
(Bombardelli et al., 2018). In particular, when the transfer time is long, Lambert’s prob-
lem becomes a multiple revolution Lambert’s problem (MRLP), which has the addi-
tional difficulty of admitting many solutions associated with different numbers of rev-
olutions. More specifically, there exist 2Nmax + 1 solutions to a MRLP, in which Nmax
is the maximum number of revolutions compatible with the time-of-flight of interest
(Prussing, 2000).
The original formulation of Lambert’s problem is based on two-body dynamics. How-
ever, when the MRLP is applied to design missions around a planetary body or for
orbit determination and data association problems, the effect of perturbations cannot
be neglected. The perturbations, e.g. J2 or atmospheric drag, can cause large viola-
tions of the terminal constraints, up to the point that classical Lambert’s solutions fail
to provide a good initial guess for the multiple revolution perturbed Lambert problem
(MRPLP). Differentmethods have been proposed over the years to solve perturbedLam-
bert’s problems. Engels and Junkins (1981) proposed a variation-of-parameter approach
combined with Kustaanheimo-Stiefel (KS) transformation to algebraically solve the J2
perturbed problem. Bai and Junkins (2011) proposed a modified Chebyshev-Picard it-
eration (MCPI) method for the solution of two-point boundary value problems, which
was later regularized by Woollands et al. (2015) using the KS time transformation and
applied to high-fidelity dynamics. Der (2011) developed a Lambert solver that can be
modified to include the effect of J2 − J4 via a targeting technique based on Vinti’s ap-
proximation. However, these approaches are not suitable for cases with many revolu-
tions, due to the fact that the initial Keplerian guess for the velocity is not close to the
perturbed one.
More recently, Yang et al. (2015) developed a homotopic approach suitable for solving
the MRPLP, which they applied to the design of rendezvous missions around Mars.
This approach employs a homotopy on the residuals. For each of the multiple solutions
of the MRLP, a sequence of MRPLP is solved for decreasing values of the homotopic
parameter. Only when this parameter reaches zero the MRPLP is fully solved. Re-
markably, transfers withmore than one thousand revolutions were presented, although
limited details on how to define the continuation path were provided. Another solver
suitable for MRPLP was published recently by Woollands et al. (2017). This method
combines the MCPI method with the method of particular solutions (Miele, 1968) and
has the favourable property of not requiring the computation of the state transition ma-
trix, which is particularly advantageous for the high-fidelity dynamicalmodels that they
considered. However, its performance was assessed with transfers with a limited num-
ber of revolutions.
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In this chapter, two MRPLP solvers based on the high-order expansion of the flow en-
abled by DA are presented. The first solver is suitable for solving a MRPLP when a
Keplerian solution is available and is based on the application of homotopy on the per-
turbation. When the homotopic parameter  is zero, the problem is Keplerian, for which
a solution is available. DA is used to expand the residuals at high order with respect to
, and a continuation path is defined such that when  = 1 the MRPLP is solved. Using
high-order Taylor expansions brings the advantage that a) the continuation path can be
defined in an automatic way based on an estimate of the truncation error of the Taylor
expansion (Wittig et al., 2015) and b) the number of required continuation steps is lim-
ited. The main limitation of this approach is that the first guess must be a solution to
the Keplerian problem, because there are cases in which using a Keplerian guess results
in solutions with high ∆v. This is particularly a drawback for cases in which the pertur-
bations could be effectively used to reduce the mission ∆v. A second approach solves
this issue. Here, DA is exploited to expand to high order the residuals with respect to
the initial velocity. A non-linear solver is then used to compute the zeros of the polyno-
mial representation of the residuals, and the process is repeated until the polynomial
representation is accurate enough to deliver low residuals for the MRPLP.
In both the proposed approaches, the first-order analytical solution of the J2 problem
presented in Section 3.2.1 is used to reduce the computation time. This analytical so-
lution typically provides kilometre-level accuracy for solutions involving up to several
hundred revolutions. For cases in which higher accuracy is demanded, a single high-
order DA-based shooting iteration is applied to refine the solution using numerical
propagation. Remarkably, this refinement step can be exploited to include other rel-
evant perturbations previously neglected, e.g. higher order geopotential harmonics.
In the following, the two novel Lambert solvers are introduced as well as the refinement
technique and after that the solvers are tested for different MRPLPs.
6.2 Dynamics
The full dynamical model considered in this work for trajectory refinement includes the
J2-J4 zonal perturbations and is described by:
x˙ = vx, y˙ = vy, z˙ = vz
v˙x = −µxr3 + 3µJ2R
2
e
2r5
(5z
2
r2
− 1)x+ 5µJ3R3exz
2r7
(7z
2
r2
− 3) + 15µJ4R4cx
8r7
(1− 14z2
r2
+ 21z
4
r4
)
v˙y = −µyr3 + 3µJ2R
2
e
2r5
(5z
2
r2
− 1)y + 5µJ3R3eyz
2r7
(7z
2
r2
− 3) + 15µJ4R4ey
8r7
(1− 14z2
r2
+ 21z
4
r4
)
v˙z = −µzr3 + 3µJ2R
2
e
2r5
(5z
2
r2
− 3)z + 5µJ3R3e
2r5
(35 − 6z
2
r2
+ 7z
4
r4
) + 15µJ4R
4
ez
8r7
(5− 70z2
3r2
+ 21z
4
r4
)
(6.1)
in which r = [x, y, z]T and v = [vx, vy, vz]T are the spacecraft position and velocity
vectors; µ, Re, and Ji are the gravitational parameter, the mean equatorial radius, and
the i-th zonal harmonic coefficient of the Earth. The numerical integration of Eq. (6.1)
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is time consuming when long transfer times are considered, thus its use for finding
the solution of the MRPLP is impractical. For this reason, in the proposed solvers, the
numerical propagation of Eq. (6.1) is replaced by an analytical solution of the J2 prob-
lem, described in Section 3.2.1. The solution obtained with the analytical propagator
is then refined numerically by exploiting DA tools for expanding the flow of ODE (see
Section 6.3). Note that, because for the Earth the contribution due to J2 is an order of
magnitude larger than that of other harmonics, the numerical refinement of the solu-
tion will not require iterations. In addition, it is worth underlining that the approach
described here is valid for any perturbed dynamical model in which J2 is the dominant
perturbation, and therefore we are not restricted to the dynamical system described in
Eq. (6.1). To support this statement, some of the solutions presented here are refined
with AIDA, which includes accurate geopotential acceleration, atmospheric drag, solar
radiation pressure, and third body perturbations, as discussed in Section 3.1.1.
6.3 Solution of multiple revolution perturbed Lambert prob-
lem
In Lambert’s problem, the initial position ri, the final position rf , and the time-of-flight
∆t = tf − ti between the two positions are given. Solving Lambert’s problem defines
the orbit that connects the two position vectors in the specified time-of-flight, allowing
the calculation of the velocities at the initial and final positions of the connecting orbit,
referred to as vi and vf . The Lambert problem is frequently used in trajectory design
to compute the transfer arc between a departing and arrival orbit, associated with a de-
parting and an arrival body (e.g. two celestial bodies for interplanetary transfers or two
spacecraft for Earth orbiting missions). In these cases, r1 and v1 are the position and
velocity vectors of the first body at ti, and r2 and v2 are the position and velocity vec-
tors of the second body at tf , see Figure 6.1. The total cost of the transfer is the impulse
to inject the spacecraft into the transfer arc ∆v1 = ||vi − v1|| plus the impulse for the
rendezvous ∆v2 = ||v2 − vf ||. The classical formulation of the Lambert problem con-
siders Keplerian motion. In such case, there is no need to numerically propagate the
transfer trajectory and the problem reduces to the numerical solution of a non-linear
equation. When the time-of-flight is sufficiently long, multiple solutions appear asso-
ciated with different number of revolutions. The maximum number of revolutions is
Nmax = floor
(
∆t
2pi
√
µ
a3m
)
, in which am = 14 (r1 + r2 + ||r1 − r2||) is the semi-major axis
of theminimum energy ellipse that connects r1 and r2 (see Battin (1999, Chap. 6 and 7)).
There are two solutions for each revolution number, thus there exists 2Nmax+1 number
of solutions to a MRLP.
When perturbations are included, Lambert’s problem becomes more difficult to solve
for two main reasons. Firstly, for long time-of-flight the solution to the MRLP may not
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Figure 6.1: Schematic drawing of perturbed Lambert problem.
provide a good guess for the perturbed problem. In particular, the perturbation due
to J2 is the largest for most of the orbital regimes around the Earth. The effect of the
J2 perturbation can be strong and, as a result, the solution of the MRLP may produce
high residuals and shooting methods may diverge. Secondly, exact analytical solutions
are not available for perturbed dynamics and thus one needs to either use approximate
solutions or time-consuming numerical propagations. The first problem is the most
challenging one, as it requires the implementation of ad hoc strategies to assure con-
vergence. Two different solvers are proposed to deal with this problem, one based on
a homotopy approach on the perturbation (see Section 6.3.1) and one on the repetitive
solution of a surrogate problem (see Section 6.3.2). The second issue is solved by substi-
tuting the numerical integration of Eq. (6.1) by the analytical solution of the J2 problem
described in Section 3.2.1. The approximate solution is then refined numerically in the
full dynamical model taking advantage of the high-order expansion of the flow enabled
by DA, as described in Section 6.3.3.
6.3.1 J2-homotopy solver
Suppose that vKi is the solution of theMRLP, i.e. the initial velocity that solves the Lam-
bert problem with Keplerian dynamics. Using vKi as initial velocity in the perturbed
problem results in a final residual ∆r2 = rJ2f − r2 6= 0 (see Figure 6.1). The objective is
to find vJ2i , the solution of the J2 Lambert problem, i.e. the velocity vector that connects
r1 to r2 in ∆twhen the J2 harmonic is accounted for.
In the following, we present a homotopic approach to robustly solve this problem. Dif-
ferently from a previously proposed approach (Yang et al., 2015), the homotopy is not
applied to the residuals, but to the perturbation itself as typically done in perturbation
theory.
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Consider the perturbed dynamics:{
r˙ = v
v˙ = fK(r,v, t) + fJ2(r,v, t)
(6.2)
inwhich the homotopic parameter  is aDAvariable. The forward integration of Eq. (6.2)
with initial velocity vi initialized as a DA vector about the Keplerian solution vKi pro-
vides the Taylor map of the final position:
rJ2f = Trf (vi, ) (6.3)
Here, we use the analytical solution of the J2 problem for the propagation to compute
the Taylor map efficiently. The Taylor representation of the residuals is readily available
by:
∆r2 = r
J2
f − r2 = T∆r2(vi, ) (6.4)
This polynomial map tells us how the final residuals change when the initial velocity
and the homotopic parameter are changed. Themap is partially inverted usingDA tools
to obtain the Taylor expansion that maps ∆r2 and  to the initial velocity:
vi = Tvi(∆r2, ) (6.5)
The polynomial inversion algorithm used in this work is based on fixed point iterations
and, provided that the linear part of the map is invertible, it computes the k-th order
Taylor representation of the inverse function in k steps at floating point accuracy, as
discussed in Section 4.3.
When evaluated in ∆r2 = 0, map (6.5) provides the initial velocity vector that solves
the MRPLP for different values of . For  = 1 the correction for the full J2 problem is
achieved:
vJ2i = Tvi(∆r2 = 0,  = 1) (6.6)
However, computing vJ2i directly using Eq. (6.6) may result in large residuals for long
time-of-flight due to truncation errors of the Taylor approximation. Therefore, the initial
velocity vector is evaluated for increasing values of  ∈ [0, 1], i.e. for a dynamical system
that progressively approaches the full J2 problem.
The determination of the proper continuation path, i.e. the proper increase of , is one of
the main difficulties in homotopy approaches. In our approach, the continuation path
is computed automatically by estimating the truncation error of Eq. (6.5) with respect
to , and by selecting its increase such that a demanded accuracy on the velocity vector
is met. An accuracy of 10−6 km/s was chosen for the test cases presented in this work.
It is worth observing that, in the determination of the continuation steps, it is allowed
to neglect the dependence of Eq. (6.5) on the residuals ∆r2 because these are zero at the
first step (as we start with a Keplerian guess and  = 0) and are always small during the
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subsequent iterations, thanks to the careful selection of . Due to the non-linearities of
the dynamics, the truncation error of map (6.5), and consequently the required number
continuation steps, will grow with the time-of-flight. As a final remark, it should be
noted that the final iteration of the method is performed at  = 1 (as can be noticed in
Figure 6.6) with the aim of ensuring that the final residual is less than 10−3 km.
6.3.2 J2-map solver
The continuation method described in the previous section uses a Keplerian solution as
first guess. However, when long flight times are considered, the Keplerian solutionmay
not be a good guess for the J2 Lambert problem (i.e. the guess does not converge in few
iterations). In these cases, a better first guess may be available, e.g. the velocity of the
departing body, which is however not the solution of two-body Lambert’s problem. In
such conditions, the homotopic approach described in the previous section may fail to
converge due to the high initial values of the residuals. The following solver is proposed
to deal with such cases.
The algorithm starts by initializing the departure velocity as a DA variable about an
initial guess vgi . The forward propagation of the DA initial state using the J2 analytical
solution provides the Taylor expansion of final state at tf :
rJ2f = Trf (vi) (6.7)
The residuals of the J2 Lambert problem are then expressed as a high-order Taylor map
by:
∆r2 = r
J2
f − r2 = T∆r2(vi) (6.8)
A non-linear solver (e.g. the fzero function of matlab (Coleman et al., 1999)) is then
used to compute the velocity vector vji for which the Taylor representation of the resid-
ual function (Eq. (6.8)) is zero, that is:
T∆r2(vji ) = 0 (6.9)
It should be noted, however, that vji is the solution of an approximated problem (i.e.
the Taylor expansion of the residuals) and, for large initial residuals, will not provide
an accurate solution. The accuracy of the solution can be checked by computing the
new defects using vji as new guess, and if they do not meet the prescribed accuracy,
the procedure is repeated and a new departure velocity is computed. The iterations
stop when the computed initial velocity produce residuals lower than 10−3 km, thus
delivering vJ2i .
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It is important to notice that this approach is practical from a computational standpoint
because 1) the analytical solution of the J2 problem is used and 2) each iteration consists
only of finding the numerical solution of three polynomial equations. Furthermore, it is
worth observing that the J2-map Lambert solver can also be used when the first guess
is the solution of the MRLP and that, in this case, a continuation in the perturbation (as
described in Section 6.3.1) could be adopted to improve robustness.
6.3.3 Iteration-less refinement
Both the J2-homotopy and the J2-map Lambert solvers use the analytical solution of the
J2 problem to limit the computational time. As a consequence, if the full dynamics given
by Eq. (6.1) are propagated numerically with the computed approximated solution, the
residuals on the final position will not be zero (they are typically of few kilometres for
transfer times of several days). Thus, an algorithm to refine the solution in the full
dynamical model is needed.
For the sake of generality, consider the case in which vAi , an approximate solution of the
perturbed Lambert problem, is available. The objective is to solve Lambert’s problem
for the full dynamical model: {
r˙ = v
v˙ = fF (r,v, t)
(6.10)
in which fF (r,v, t) can include additional perturbations not considered when comput-
ing the approximate solution. The goal is then to compute the initial velocity vFi such
that the forward propagation of the full dynamics for ∆t results in rFf = r2 within a
given tolerance.
The forward propagation of Eq. (6.10) with initial conditions (r1,vAi ) results in a resid-
ual ∆r2 = rFf − r2 6= 0. However, if the additional perturbations are small and/or
∆t is short, the residual ∆r2 will be small. In that case, high-order Taylor expansions
provided by DA can be used to compute the correction to the initial velocity such that
∆r2 = 0 without the need for iterations. The procedure can be summarized as follows.
The initial velocity is initialized as a DA vector about vAi and the dynamics, Eq. (6.10),
are numerically propagated forward for ∆t using the DA-based propagator (see Sec-
tion 4.2.1), delivering the final state expanded with respect to the initial velocity vector:
rFf = TrFf (vi) (6.11)
Here, TrFf (vi) is a high-order Taylor polynomial that maps a variation in the initial ve-
locity to the final time in the full dynamical model. The Taylor representation of the
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residual is computed by subtracting r2 from Eq. (6.11):
∆r2 = r
F
f − r2 = T∆r2(vi). (6.12)
Equation (6.12) is then inverted with DA tools, delivering:
vi = Tvi(∆r2) (6.13)
An approximated solution of the problem for the full dynamical model is finally ob-
tained by evaluating map (6.13) in ∆r2 = 0:
vFi = Tvi(∆r2 = 0) (6.14)
The described procedure is nothing else than a high-order implementation of a shoot-
ing method (Lizia et al., 2008). When vAi is sufficiently close to vFi then the velocity
correction can be obtained with a single iteration. This is the case when, for example,
the approximate dynamical model already includes the J2 perturbation and when the
effect of other perturbations included in fF is small. The accuracy of the solution can
be checked by computing the residuals with a forward numerical propagation of the
updated initial condition (6.14).
6.4 Test cases
The algorithms presented in this workwere applied to design bi-impulsive transfers be-
tween space debris whose ephemerides were distributed in the frame of GTOC9. While
the motion of the spacecraft is described by the full J2 problem, the motion of the space
debris is affected by J2 only in an average way, i.e. the precession rates of the argument
of perigee, ω, and right ascension of the ascending node, Ω, are given by:
ω˙ =
3
4
J2n
(
Re
a
)2 5 cos2 i− 1
(1− e2)2
Ω˙ = −3
2
J2n
(
Re
a
)2 cos i
(1− e2)2
(6.15)
in which a, e, i, n are the semi-major axis, eccentricity, inclination, and mean motion,
which are all constant. All debris are in near-circular orbits between 600 and 900 km al-
titude with an inclination between 96 and 101 deg. The ephemeris file of the objects can
be downloaded from theGTOC9website1. In Section 6.4.1, the properties of theMRPLP
solvers are analysed in detail by selecting scenarios inwhich the Keplerian solution pro-
vides poor ∆v estimates. In all simulations the expansion order is fixed to four, a value
1https://kelvins.esa.int/gtoc9-kessler-run/data/
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Figure 6.2: Evolution of Ω for the selected objects and the (approximate) initial
and final Ω for the considered test cases.
that proved to be a good compromise between accuracy and computational time. An
accuracy requirement of 10−3 km was used as convergence criterion in all test cases.
6.4.1 Illustrative examples
We consider a set of transfers between objects with ID 115 and 70, and object 115 and
82 in the time windows [23765, 23786] MJD2000. These objects and the reference time
window were selected such that the solutions of the MRLP provide poor first guesses
for the MRPLP. We have analysed four transfers with increasing time-of-flight between
objects 115 and 70 (labeled A, B, C, and D) and four between objects 115 and 82 (labeled
E, F, G, and H). Note that the objects have similar inclinations such that the differences
in orbital plane are mainly due to differences in Ω. Figure 6.2 reports the values of Ω
for the selected objects and test cases, whereas in Tables 6.1, 6.2 and 6.3 the initial and
final states are provided for all the tested transfers. From Figure 6.2, it can be noticed
that, when the time-of-flight approaches 20 days for a transfer between object 115 and
70 (Case D), the initial and final Ω are almost the same. If we assume that the transfer
takes place in Keplerian dynamics, then a small ∆v is needed for the transfer. However,
in perturbed dynamics the transfer would require a high ∆v to compensate for the drift
in Ω due to J2 during the transfer. On the other hand, the difference in Ω for a trans-
fer between object 115 and 82 (cases E,F,G,H) increases significantly with the transfer
time. For transfers in Keplerian dynamics, this requires a progressive increase of the
∆v to achieve the change in Ω. However, in the perturbed dynamics, the transfers with
increasing time-of-flight require almost the same ∆v due to the natural precession of Ω.
For each test case theminimumandmaximumnumber of revolutions compatiblewith a
minimumperigee radius of 6,600 km and amaximum apogee of 8,600 km are computed
(referred as practical solution in the remainder of the section), following the procedure
presented by Yang et al. (2015). For each number of revolutions, the two solutions of
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Table 6.1: Constant orbital elements of three test objects
Object ID 70 82 115
a [km] 7048.023 7166.722 7128.573
e [-] 9.301·10−3 7.285·10−3 6.938·10−3
i [deg] 98.006 98.082 98.472
Table 6.2: Initial and final states for 115-70 transfer test cases
Case A Case B Case C Case D
ID 115 70 115 70 115 70 115 70
∆t, s 462755.572 883170.540 1318124.651 1761946.199
rx [km] 2202.554 -1652.264 3670.370 -3370.636 -4670.751 -4385.691 -5112.475 -4558.716
ry [km] -244.538 -1139.901 82.072 -1209.113 -54.822 -1209.597 266.038 -1195.943
rz [km] -6771.582 -6815.826 -6108.787 -6125.802 5383.985 -5434.420 4957.194 -5291.520
vx [km/s] -6.6160 -7.2048 -6.0960 -6.5074 5.4807 -5.7931 5.1625 -5.6438
vy [km/s] -2.8310 -0.5031 -2.2760 -0.1444 1.7457 0.0853 1.2675 0.1386
vz [km/s] -2.0460 1.8659 -3.6875 3.6644 4.7793 4.7287 5.2627 4.9067
Table 6.3: Initial and final states for 115-82 transfer test cases
Case E Case F Case G Case H
ID 115 82 115 82 115 82 115 82
∆t, s 466610.402 885997.564 1268835.270 1705048.602
rx [km] -1252.574 6281.889 -3173.912 6306.807 -5445.754 6311.917 -5581.127 6443.817
ry [km] -1565.459 3249.127 -1863.359 3249.391 -1727.589 3209.448 83.276 3050.986
rz [km] -6835.810 983.753 -6099.312 794.065 -4255.043 923.051 4429.668 -259.528
vx [km/s] -6.8805 1.3533 -6.3755 1.1771 -4.6033 1.2927 4.5842 0.1685
vy [km/s] -2.3295 -0.4963 -1.2686 -0.5850 -0.0182 -0.5332 1.3387 -1.0864
vz [km/s] 1.7955 -7.3450 3.7063 -7.3704 5.8994 -7.3529 5.7577 -7.4104
the MRLP are computed and used as first guesses for both the J2-homotopy and the
J2-map solver.
Figure 6.3 shows the performance of the two algorithms for test cases A, B, C, andD. For
each number of revolutions, only the solution with minimum ∆v is reported and the
solution is marked as practical (in green) only if the transfer satisfies the constraints on
minimum perigee and maximum apogee. It can be noticed that both the J2-homotopy
and J2-map solvers converge and find the same solution for any given Keplerian guess
(there is both a square and cross maker for any considered value of the revolution num-
ber). However, the difference in ∆v between the Keplerian and perturbed solutions for
the same number of revolutions increaseswith time-of-flight (note the different scales of
the plots) and somepractical Keplerian solutions becomeunpractical (highlighted in red
in the figures) when J2 is considered. Unpractical Keplerian solutions can also become
practical when J2 is included, but this is not shown here. As expected, the transfer ∆v is
significantly higher when J2 is included, and the Keplerian ∆v becomes very small for
a transfer time close to 20 days, as this corresponds to a situation in which the departing
and arrival states have a similar Ω. It is worth noting that the number of revolutions that
92 Chapter 6 Multiple Revolution Perturbed Lambert Solvers
corresponds to the minimum ∆v is different for Keplerian and perturbed model. There
is thus no a priori best Keplerian guess. In general, the J2-homotopy method converges
in a lower number of iterations. Besides, in Figure 6.3, a blue square indicates a solution
that is obtained using the velocity of the departing body, v1, as first guess. Note that this
initial condition can only be used with the J2-map solver (the J2-homotopy requires a
Keplerian solution as guess) and typically converges in less iterations compared to us-
ing Keplerian guesses. This shows that a Keplerian solution is not required to solve the
MRPLP when the number of revolutions is not prescribed. In this case, the obtained
solution does not correspond to the minimum ∆v, but is not far from it.
Figure 6.4 shows the performance of the solvers for test cases E, F, G, and H. In contrast
with the previous test case, the Keplerian solution always overestimates the required
∆v as it does not take advantage of the precession of Ω due to J2. The problem becomes
significantlymore difficultwith increasing transfer time, as the first guesses provided by
theMRPLgetworse. This is reflected by a significant increase in the number of iterations
required for reaching convergence (note the different scales of the plots), as well as the
appearance of more unpractical solutions. The J2-homotopy method still converges in
less iterations; however, in case G, this method converges to solutions with very high
∆v. While in both methods there is currently no means to avoid converging to a non-
optimal solution (i.e. controlling the solution branch to which the solver converges),
the J2-map solver calculated the solution with minimum ∆v in all cases. In addition, in
case G and H, the J2-homotopy method fails to converge (either stalls or produces an
error in the J2 analytical routine) when the number of revolutions is greater than 211
and 284, respectively.
Regarding computation time, one iteration of the J2-homotopy method takes on aver-
age 7.5 ms on an iMac with a 2.8 GHz Intel Core i5 processor and 16 GB memory. One
iteration of the J2-mapmethod takes on average 13ms on the samemachine. The higher
computational cost of the J2-mapmethod is due to themultiple polynomial evaluations
required in fsolve (Coleman et al., 1999), which were carried out in matlab by evaluat-
ing the maps produced by DACE (the optimized implementation of polynomial evalua-
tion in DACE is 2 orders ofmagnitude faster). In Figure 6.5, we analyse the ratio τ = t
k
DA
tFP
between the runtime for the computation of a k-th order Taylor polynomial tkDA (either
map (6.3) or (6.7)) and its floating point counterpart tFP . The black markers show the
ratio when we force the floating point operations to be executed by the DACE library
(polynomials with only constant part), whereas the blue markers are relative to com-
piled C++ floating point operations using default optimization options. It is found that
calling the DACE library produces a slowdown of approximately 23 times compared to
floating point calculations. The figure also shows how the computational cost typically
increases with the expansion order and the number of DA variables, which is four for
map (6.3) and three for map (6.7). Similar results are obtained when the dynamics are
propagated numerically instead of analytically.
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Figure 6.3: Analysis of ∆v and convergence for the 115-70 transfer with long
time-of-flight. Green markers indicate practical solutions, red markers unprac-
tical ones and blue squares solutions that started using the departing body’s
velocity as first guess.
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Based on the analysed test cases, it can be concluded that the J2-homotopy outper-
forms the J2-map solver in terms of efficiency, because of the lower number of itera-
tions needed to converge and reduced time per iteration. On the other hand, the J2-map
proved to bemore robust as it never failed and always computed theminimum∆v trans-
fer. This is probably due to the fact that the J2-map solver does not use high-order map
inversion and thus, in general, it applies smaller corrections to the velocity. Besides, for
test cases A, B, C and D, using the velocity of the departing body as first guess for the
J2-map solver reduces the number of iterations significantly. This is also the case for test
cases E, F, G, and H and, moreover, it results here in finding the minimum ∆v solution.
Thus, this option represents a good compromise between optimality of the results and
efficiency, a property that was exploited during the GTOC9 competition.
Figure 6.6 shows, for all test cases, the path for the continuation parameter  for the
minimum ∆v transfers. The path is computed automatically by the algorithm by se-
lecting the value of  for which the estimated truncation error of the Taylor map (6.5) is
less than 10−6 km/s. From this figure we can conclude that: 1) transfers with shorter
durations require less homotopy steps; 2) transfers between ID 115 and 82 are more dif-
ficult to solve; and 3) due to the use of high-order expansions the number of homotopy
steps is limited even for transfers withmore than one hundred revolutions. The order of
magnitude of the maximum residual achieved along the continuation path is 10−2 km,
whereas the maximum residual at convergence is always less than 10−8 km. This low
value of the final residuals is achieved due to the introduction of additional iteration
when  = 1, clearly visible in Figure 6.6.
Both the J2-homotopy and J2-map solvers are based on the analytical approximation
of the J2 problem described in Section 3.2.1. If the computed solutions are numerically
propagated in the dynamical model given by Eq. (6.1), the resulting residuals do not
meet the accuracy requirements (i.e. errors below 10−3 km) due to both the approxi-
mation introduced by the analytical model and the neglected contribution of J3 and J4.
The violations of the final position constraints are labelled as ∆ra2 in Tables 6.4 and 6.5,
in which only the data corresponding to the minimum ∆v solutions are reported. The
residuals remain limited to few kilometres for all cases, thus proving the good accu-
racy of the adopted analytical model. The application of the iteration-less refinement to
the dynamical model of Eq. (6.1) produces changes in the initial velocity of only a few
m/s. This refinement is sufficient to reduce the residuals, labelled as ∆rb2, well below
the required tolerance even for the longest transfers.
Finally, to support the claim that the approach can be applied to any arbitrary dynamics,
the solutions were refined using AIDA (order and degree were set to five in the geopo-
tential model). The variations in the ∆v are larger when AIDA is used, in particular for
the arrival impulse. For the considered cases, this was mainly due to differences in the
dynamical model parameters and the introduced transformation between Earth inertial
and Earth fixed reference frames, rather than the effect of the additional perturbations
Chapter 6 Multiple Revolution Perturbed Lambert Solvers 95
66 68 70 72 74 76 78 80 82
Revolution #
0
0.5
1
1.5
2
∆
v
 [
k
m
/
s]
Keplerian
J
2
-homotopy
J
2
-map
(a) Case E: ∆v
66 68 70 72 74 76 78 80 82
Revolution #
0
5
10
15
20
25
30
35
40
It
er
at
io
n
 #
J
2
-homotopy
J
2
-map
(b) Case E: number of iterations
125 130 135 140 145 150 155 160
Revolution #
0
0.5
1
1.5
2
2.5
3
3.5
∆
v
 [
k
m
/
s]
Keplerian
J
2
-homotopy
J
2
-map
(c) Case F: ∆v
125 130 135 140 145 150 155 160
Revolution #
0
10
20
30
40
50
60
It
er
at
io
n
 #
J
2
-homotopy
J
2
-map
(d) Case F: number of iterations
180 190 200 210 220
Revolution #
0
5
10
15
20
∆
v
 [
k
m
/
s]
Keplerian
J
2
-homotopy
J
2
-map
(e) Case G: ∆v
180 190 200 210 220
Revolution #
0
10
20
30
40
50
60
70
It
er
at
io
n
 #
J
2
-homotopy
J
2
-map
(f) Case G: number of iterations
240 250 260 270 280 290 300
Revolution #
0
1
2
3
4
5
6
7
8
∆
v
 [
k
m
/
s]
Keplerian
J
2
-homotopy
J
2
-map
(g) Case H: ∆v
240 250 260 270 280 290 300
Revolution #
0
10
20
30
40
50
60
70
80
90
100
It
er
at
io
n
 #
J
2
-homotopy
J
2
-map
(h) Case H: number of iterations
Figure 6.4: Analysis of ∆v and convergence for the 115-82 transfer with long
time-of-flights. Greenmarkers indicate practical solutions, redmarkers unprac-
tical ones and blue squares solutions that started using the departing body’s
velocity as first guess.
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Figure 6.6: Profile of the continuation parameter  for solutions with minimum
∆v.
included in AIDA (note that the transfer orbits have altitudes above 700 km, thus the
effect of drag is weak). The residuals achieved with a single correction, labelled as ∆rc2,
are relatively small even for long time-of-flight and large initial residuals (not reported
in the tables) up to hundreds of kilometres.
The J2-map solver was used to solve the problem posed by 9th Global Trajectory Opti-
misation Competition (GTOC9)2 to design multiple J2-perturbed rendezvous missions
to 123 space debris to remove the debris from orbit. Details about the application of the
J2-map solver and the trajectory and mission design and optimization for GTOC9 can
be found in Armellin et al. (2018b).
2https://sophia.estec.esa.int/gtoc_portal/?page_id=814
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Table 6.4: Initial and final ∆v and residuals for the 115–70 transfer
Analytic J2 Numeric J2 − J4 AIDA
∆v1 ∆v2 ∆r
a
2 ∆v1 ∆v2 ∆r
b
2 ∆v1 ∆v2 ∆r
c
2
[m/s] [m/s] [km] [m/s] [m/s] [km] [m/s] [m/s] [km]
Case A
N = 75
x -431.5 -92.1 -1.370 -431.7 -91.7 -3.9e-8 -431.6 -86.9. 6.2e-6
y 1190.1 1173.5 -0.088 1189.6 1173.1 -9.3e-9 1188.7 1177.3 1.5e-6
z -89.4 -90.1 -0.469 -88.3 -89.0 1.1e-9 -88.1. -68.8 -1.7e-6
Case B
N = 146
x -285.0 -71.6 -8.468 -286.4 -70.0 1.7e-7 -286.6. -41.6. -6.8e-6
y 1108.9 1048.8 -0.919 1108.1 1048.5 3.2e-8 1108.0 1058.9 -1.3e-6
z -67.9 -54.7 1.348 -65.2 -51.0 -9.9e-8 -64.8 -0.4. 3.9e-6
Case C
N = 210
x 105.6 -26.5 -12.533 100.9 -22.2 -8.2e-8 100.5 -1.1 8.1e-5
y -933.9 881.0 -0.749 -933.1 881.3 -1.1e-8 -933.0 887.1 9.3e-6
z 279.9 -191.8 3.539 285.0 -186.7 6.8e-8 285.5 -161.3 -6.8e-5
Case D
N = 273
x 35.7 67.1 -2.671 26.8 74.9 1.3e-6 26.0 115.1 2.2e-3
y -741.2 743.2 1.105 -739.7 744.1 1.4e-7 -739.2 755.0 2.3e-3
z 337.2 -221.6 -6.935 345.3 -212.8 -1.2e-6 346.1. -166.6 -1.2e-2
Table 6.5: Initial and final ∆v and residuals for the 115–82 transfer
Analytic J2 Numeric J2 − J4 AIDA
∆v1 ∆v2 ∆r
a
2 ∆v1 ∆v2 ∆r
b
2 ∆v1 ∆v2 ∆r
c
2
[m/s] [m/s] [km] [m/s] [m/s] [km] [m/s] [m/s] [km]
Case E
N = 77
x -0.5 -47.9 -1.505 0.8 -47.8 4.0e-9 -0.2 -6.5 3.3e-4
y -1.2 29.0 -2.429 -3.1 28.4 -1.6e-9 -0.1 50.9 -1.3e-4
z -5.3 -22.8 2.712 -2.8 -22.7 -2.1e-8 -3.0 -16.7 -1.7e-3
Case F
N = 147
x -0.5 -50.6 -1.452 6.1 -47.7 3.9e-8 1.4 59.8 4.1e-3
y -1.4 27.1 -5.152 -16.8 18.9 -1.9e-8 0.0 84.3 -2.1e-3
z -3.1 -24.4 -2.073 3.0 -23.2 -2.4e-7 0.7 -11.9 -2.5e-2
Case G
N = 211
x -0.1 -54.5 2.780 3.1 -59.5 -2.0e-6 4.4 -0.1 4.4e-4
y 0.7 26.6 -9.286 8.5 29.9 8.1e-7 4.2 56.4 -1.8e-4
z 1.5 -27.4 -28.931 4.0 -28.6 1.1e-5 5.0 -20.5 -2.4e-3
Case H
N = 284
x -3.5 -48.8 -2.707 9.3 -67.5 -3.8e-5 10.6 -121.9 -3.6e-4
y 3.6 32.5 -8.127 6.5 26.3 1.8e-4 5.1 -0.8 1.7e-3
z 2.4 -22.1 6.639 -8.5 -21.8 9.8e-4 -9.3 -20.2 1.1e-2
6.5 Conclusions
Two new solvers for perturbed Lambert problems with several hundreds revolutions
were presented. The first solver employs a high-order homotopy strategy on the J2
perturbation, where the homotopy path is automatically computed based on an estima-
tion of the truncation error of the Taylor representation of the residuals. Through the
test cases, it was shown that the J2-homotopy method converges in few steps when a
Keplerian solution is provided. However, convergence to the minimum ∆v is not guar-
anteed, as the method can converge to a solution branch characterized by high ∆v. The
second approach, the J2-map solver, is based on repeatedly finding the zeros of a Tay-
lor approximation of the residuals via a standard non-linear solver. This solver tends to
converge in more iterations compared to the J2-homotopy and typically requires more
computation time. However, it has the advantage of not requiring a Keplerian solu-
tion as first guess. Both solvers are based on high-order Taylor expansions and exploit
the analytical solution of the J2 problem to reduce the computation time. Finally, an
iterative-less algorithm to refine J2 approximated solutions was presented that enables
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meeting stringent accuracy requirements in a full J2 − J4 dynamical model, even for
transfers with more than 200 revolutions.
The developed methods were applied to design ADR missions, but have the potential
to be applied to many other applications, such as e.g. orbit determination and collision
avoidance manoeuvre design. In addition, the analytical propagator could be extended
by including other perturbations to improve the accuracy of the approximate solutions.
Chapter 7
Semi-Analytical Propagation with
Differential Algebra?
7.1 Introduction
SSA activities require propagation methods that take all major perturbations into ac-
count. For example, the coupling between different perturbations is of major impor-
tance for re-entry prediction and study of the long-term evolution of orbits (Hughes,
1980; King-Hele, 1981; Lamy et al., 2012). Furthermore, the long-term propagation of
uncertainties has gained interest in recent years due to the discovery of instabilities and
chaos inMEO orbits due to lunisolar perturbations (Ely andHowell, 1997; Daquin et al.,
2016). As discussed in Chapter 3, semi-analytical propagators are able to take all main
perturbations into account and are especially well suited for modelling conservative
force effects. The efficient modelling of non-conservative forces, however, represents a
main limitation for semi-analytical techniques. In this chapter, the semi-analytical prop-
agator HEOSAT is improved by applying DA to compute the effect of drag and to en-
able high-order expansion of the flow. These improvements allow efficient computation
of drag and efficient propagation of uncertainties. In the next chapter, the high-order
expansion of the flow will be used to study the stability and predictability of Galileo
disposal orbits.
?Parts of this work have been presented at the 27th AAS/AIAA Space Flight Mechanics Meeting held 5–9
February 2017 in San Antonio, TX, see Gondelach et al. (2017a).
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7.2 Drag modelling using DA
To compute the average effect of drag during SA propagation the quadrature in (3.20)
must be computed numerically at each integration point. This process is time consum-
ing and therefore reduces the efficiency of the semi-analytical propagation. In this sec-
tion we use DA to develop a new technique to efficiently compute the mean element
rates due to drag. This method is based on the philosophy of the HOTM to use high-
order Taylor expansions to efficiently propagate the orbit. However, instead of building
a transfer map that relates an initial state to a final state, we construct a Taylor expansion
of themean element rates due to dragwith respect to the initial mean elements. As long
as the mean elements change little, this expansion can be used to accurately compute
mean element rates due to drag without evaluating numerical quadratures. In addi-
tion, to ensure accurate results, we estimate the accuracy domain of the expansion and
automatically recompute the expansion when the truncation error becomes too large.
7.2.1 Method
The expansion of the mean element rates due to drag is computed by initializing the
initial mean orbital elements, α0 = [a0, e0, i0,Ω0, ω0], as DA variables (except for M ,
which is the independent variable in the quadrature) and evaluating the quadrature
(3.20) numerically in the DA framework. The result is a Taylor expansion T of the mean
element rates dαdt with respect to the initial mean elements:
dα
dt
= T dα
dt
(a0, e0, i0,Ω0, ω0) (7.1)
Once the expansion is computed, it is used in subsequent integration steps to efficiently
compute the mean element rates by evaluating T dα
dt
for the current mean elements α.
This method provides accurate mean element rates as long as the mean elements α are
close to the reference valuesα0. Because the mean orbital elements change over time, at
some point the expansion needs to be recomputed to ensure sufficiently accurate results.
To detect when the expansion needs to be recomputed, we compute the radius of the
domain where the estimated truncation error of the expansion is smaller than a certain
threshold (the threshold used here is 5 × 10−9), as explained in Section 4.5.1. If one of
the mean elements drift out of the accuracy domain, the mean element rates expansion
is automatically recomputed using the current orbital state.
To minimize the number of recomputations, which are time-consuming, the radius of
the accuracy domain should be as large as possible. As for the HOTM (see Chapter 5),
the accuracy domain can be enlarged by cleverly selecting the expansion variables. For
this, we look for variables that change little or whose change has little effect on the
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expansion accuracy. As a starting point we use the orbital elements a, e, i,Ω, ω as ex-
pansion variables. Now, we consider each of these elements in the context of drag to
see if the use of other variables is more suitable. The semi-major axis and eccentricity
decrease due to drag, whereas Ω and ω change secularly due to J2. In addition, the
eccentricity changes due to lunisolar perturbations and oscillates due to J2. The mean
element rates due to drag depend strongly on atmospheric density and therefore on the
perigee altitude and atmospheric density model. As a consequence, the effect of drag
changes quickly with changing semi-major axis and eccentricity. In addition, because
of the Earth’s oblateness, the orbital altitude with respect to the Earth’s surface depends
on the latitude and therefore the perigee altitude depends on the inclination and argu-
ment of perigee. As a result, the mean element rates due to drag depend on a, e, i and
ω and secular changes in a, e, Ω and ω due to perturbations are expected. Based on
this insight, the use of the perigee and apogee radii rp = a(1 − e) and ra = a(1 + e) as
expansion variables instead of using a and emay be more suitable. Both a and e change
due to drag, whereas rp is little affected by drag. In addition, drag depends strongly
on rp and less on ra in case of eccentric orbits. Therefore changes in ra can have little
effect on the drag, while this corresponds to variations in a and e, which have a strong
effect on drag. So, by expanding with respect to rp and ra instead of a and e, changes in
the apogee radius possibly affect the accuracy of the expansion less. In addition, due to
the Earth flattening, the perigee altitude depends on ω, which changes secularly. There-
fore, expanding with respect to sinω and cosω instead of ω may increase the accuracy
of the expansion, since Taylor expansions of sin and cos functions are only accurate on
a small domain. In the following, we will compare expanding the mean element rates
with respect to :
1) a, e, i,Ω and ω;
2) a, e, i,Ω, sinω and cosω;
3) rp, ra, i,Ω, sinω and cosω.
Note that the last two options require six instead of five expansion variables, which
makes the computation of the Taylor expansion more computationally expensive.
7.2.2 Test cases
To analyse the performance of computing the mean element rates due to drag using
Taylor expansions, three test cases were selected:
• LEO orbit at 500 km altitude,
• LEO orbit at 750 km altitude,
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• GTO orbit with perigee at 120 km.
These test cases represent the two important orbit classes for which the computation of
drag is important. The initial orbital elements are shown in Table 7.1. For propagation,
all major perturbations are considered: zonal, lunisolar, SRP and drag, see Section 3.3.1.
Table 7.1: DA drag test case definitions.
Test Case LEO - 500 km LEO - 750 km GTO
Epoch [JD] 2451545.5 2451545.5 2444312.7484
a [km] 6878.0 7128.0 24385.6363
e [–] 0.01 0.01 0.73353
i [deg] 30.0 30.0 60.0
Ω [deg] 0.0 0.0 10.0
ω [deg] 0.0 0.0 10.0
M [deg] 0.0 0.0 −20.0
A/m [m2/kg] 0.001 0.01 0.01
Cd [–] 2.2 2.2 2.2
CR [–] 1.3 1.3 1.3
Thedefault atmospheric densitymodel inHEOSAT is theHarris-Priester densitymodel,
see Section 3.3.1. This model uses exponential interpolations of the density for different
altitude layers. The density changes continuously between layers, but the first deriva-
tives are not continuous. The Harris-Priester density model used in this chapter does
not include the diurnal bulge such that the density model does not depend on time nor
on longitude. Next to the Harris-Priester model, we apply a simple exponential atmo-
spheric model that is continuous and defined by:
ρ(h) = α exp(c0 + c1h+ c2h
2 + c3h
3 + c4h
4) (7.2)
where c0 = −15.91, c1 = −0.03884, c2 = 4.33 × 10−5, c3 = −4.097 × 10−8 and c4 =
1.858× 10−11 according to Wittig and Armellin (2015). Here, with the altitude h in km,
the density ρ is provided in kg/m3. In addition, α is set equal to 2.1, so the exponen-
tial and Harris-Priester model give the same amount of decay for the LEO orbit at 500
km altitude for 5000 days, see Figure 7.1. By comparing the use of the two different
density models, we can analyse if the results are affected by the discontinuities in the
Harris-Priester model, since Taylor series cannot accurately approximate discontinuous
functions.
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Figure 7.1: Perigee and apogee altitude evolution for the LEO orbit at 500 km
altitude (see Table 7.1) using the Harris-Priester and exponential density model
for 5000 days.
7.2.3 Results
7.2.3.1 Expansion variables
First, we analyse which expansion variables provide most accurate results. Here, a sin-
gle 6th-order expansion is used, i.e. the expansion is not recomputed when the trunca-
tion error becomes large. Figure 7.2 shows the semi-major axis a and error in a for the
LEO orbit at 500 km altitude when expanding the element rates with respect to either
ω (option 1) or sinω and cosω (option 2). After one year, the errors in semi-major axis
using ω or sinω and cosω as expansion variables are 92 m and 0.25 m, respectively. The
expansion with respect to ω is computed around ω0 = 0 and consequently the expan-
sion is least accurate when ω = 180◦, i.e. when ω is furthest away from ω0. Figures 7.2(b)
and 7.2(c) indeed show that the error in a increases most when ω is close to 180◦. The
expansions using sinω and cosω, on the other hand, are calculated around sinω = 0
and cosω = 0 to achieve the highest accuracy over the domain [−1, 1]. The error in a
when expanding with respect to sinω = 0 and cosω = 0 grows continuously but very
little compared to using ω, see Figure 7.2(d). The only drawback of using sinω, cosω is
that it requires one more DA variable and therefore the computation of the expansion
takes about 15% longer.
Figure 7.3 shows the semi-major axis and perigee radius of the GTO case until re-entry
propagated using numerical and DA drag with a single DA expansion. The mean el-
ement rates due to drag were expanded with respect to either a and e (option 2) or rp
and ra (option 3). None of the two expansion options is able to accurately approximate
the drag effect until re-entry. However, the expansion with respect to rp and ra is more
accurate and the resulting trajectory follows the numerically-computed one for a much
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Figure 7.2: Semi-major axis (a), argument of perigee (b) using numerical and
DA drag computations and error in semi-major axis when expanding w.r.t. ω
(c) or sinω and cosω (d) for the LEO orbit at 500 km altitude for 1 year.
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Figure 7.3: Semi-major axis (a) and perigee radius (b) according to numerical
and DA drag computations and expanding w.r.t. a and e or rp and ra without
recomputing the DA expansion for the GTO case until re-entry.
longer time compared to expanding with respect a and e. For a GTO orbit the effect of
drag is mainly determined by the perigee radius and little by the apogee radius. Be-
cause the semi-major axis and eccentricity change strongly due to drag the expansion
with respect to a and e becomes inaccurate. On the other hand, the expansion with re-
spect to rp and ra is accurate for a longer time, since the perigee radius changes little,
see Figure 7.3(b).
The previous two test cases indicate that expanding themean element rateswith respect
to rp, ra, i,Ω, sinω and cosω (option 3) gives the most accurate results. Therefore, these
expansion variables will be used in the following.
7.2.3.2 Accuracy and computational speed
In this section, the accuracy and efficiency of the DA drag method is compared with
numerically computing the mean elements rates due to drag for the LEO test cases.
Moreover, the performance of using 4th and 6th-order Taylor expansions is analysed
and compared with numerical results with different tolerances for the variable step-
size integrator to speed-up propagation. The expansion is automatically recomputed
as soon as the estimated truncation error of the expansion of da/dt or de/dt becomes
larger than 5.0 × 10−9. The computations were carried out using an Intel Core i5-6500
processor running at 3.20 GHz on a Windows computer with 16 GB of RAM.
The computation times for propagating the LEO orbit at 500 km altitude for 5000 days
using numerical and DA drag with different integration tolerances and expansion or-
ders and using either the Harris-Priester or exponential density model are shown in
Table 7.2. The table shows that computing the drag using DA is faster than numerically
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Table 7.2: Required computation times in seconds for propagating the LEO or-
bit at 500 km altitude (see Table 7.1) for 5000 days using numerical and DAdrag
with different integration tolerances and expansion orders using the Harris-
Priester and exponential density model.
Drag Integration Harris-Priester Exponential
method tolerance CPU time [s] CPU time [s]
Numerical
10−6 17.1 16.4
10−7 22.5 21.9
10−8 31.5 29.3
10−10 85.2 51.3
DA - 4th order
10−6 10.5 17.8
10−7 10.8 19.7
10−8 11.5 17.1
10−10 12.0 19.8
DA - 6th order
10−6 23.6 23.6
10−7 24.0 28.3
10−8 24.1 30.9
10−10 30.7 32.4
computing the drag when a tolerance of 10−8 or 10−10 is used for integration (except
for one case). However, if the integration tolerance is increased to 10−7 or 10−6, the
propagation using numerical drag is faster than DA drag with 6th-order expansions.
For numerical drag, the propagation speeds up significantly when using larger integra-
tion tolerances, because increasing the tolerance results in larger step sizes. The time
required for propagating using DA drag is, on the other hand, mainly determined by
the time needed to calculate the Taylor expansions. Increasing the integration tolerance
does not reduce the number of times that the expansions need to be recomputed to en-
sure accurate results. Therefore, the computation time decreases little with increasing
tolerance. Finally, the computation times of DA drag are longer when the exponential
model is used instead of the Harris-Priester model, because more recomputations were
required.
Now, the accuracy of propagating using DA drag with a tolerance of 10−8, which for
these test cases provides good accuracies, is compared with the accuracy of propagat-
ing with numerical drag using different tolerances. Figure 7.4 shows the errors in semi-
major axis and argument of perigee, which are representative for errors in all orbital
elements, for the different propagation approaches and the two different density mod-
els. All errors are with respect to propagation with numerical drag using a tolerance
of 10−12. First of all, for both density models, the DA drag results are less accurate
than the numerical drag results when both use an integration tolerance of 10−8. On
the other hand, the DA drag using 6th-order expansions with tol=10−8 is more accurate
than the numerical drag with tol=10−6 for the exponential model, see Figures 7.4(a) and
7.4(b). However, using the Harris-Priester model, the DA drag results are always less
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Figure 7.4: Propagation errors in semi-major axis and argument of perigee for
the LEO orbit at 500 km altitude using numerical and DA drag computations
using different integration tolerances and expansion orders compared to prop-
agating with numerical drag and a tolerance of 10−12.
accurate than the numerical drag results. In addition, the DA drag results for the ex-
ponential model are an order of magnitude more accurate than for the Harris-Priester
model even though the amount of decay is the same, see Figure 7.1. The poor accuracy
for the Harris-Priester model is probably due to the fact that this model is discontinu-
ous. Taylor expansions are not able to accurately approximate discontinuous functions
and the estimation of the truncation error cannot detect errors due to discontinuities.
Overall, for this test case, the DA drag approach is never both faster and more accurate
than the numerical drag approach.
To show that the method can speed up the orbit propagation, it was applied to a LEO
orbit at 750 km that experiences less orbital decay due to drag; the decay of this orbit
using the exponential density model is only 15 km in semi-major axis after 5000 days.
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Table 7.3: Required computation times in seconds for propagating the LEO or-
bit at 750 km altitude (see Table 7.1) for 5000 days using numerical and DAdrag
with different integration tolerances and expansion orders using the Harris-
Priester, exponential and 2.1 exponential density model.
Drag Integration Exponential
method tolerance CPU time [s]
Numerical
10−6 13.2
10−7 18.5
10−8 24.1
DA - 6th order 10−8 4.0
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Figure 7.5: Propagation errors in semi-major axis and argument of perigee for
the LEO orbit at 750 km altitude using numerical and DA drag computations
using different integration tolerances compared to propagating with numerical
drag and a tolerance of 10−12.
Table 7.3 and Figure 7.5 show the computation time and accuracy of the orbit propaga-
tion using numerical and DA drag. The DA drag approach with 6th-order expansions
and a tolerance of 10−8 is both faster and more accurate than numerical drag with a tol-
erance of 10−6. In addition, the maximum errors in a and ω are only 1.8× 10−5 km and
4.3× 10−4 deg, respectively. Finally, for this case the DA drag approach is fast, because
the DA expansion of the mean element rates was only recomputed once.
The results in this section have shown that the computation of drag for SA propagation
can be speed-up using DA when a continuous density model is used and when the
orbital changes are small such that few recomputations of the Taylor expansions are
required. To achieve this, the mean elements rates due to drag were expanded with
respect to rp, ra, i,Ω, sinω and cosω to reduce the number of recomputations required
to obtain accurate results.
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7.3 High-order expansion of semi-analytical propagation
The speed-up of drag computations is important for propagating orbits with their peri-
gee inside the atmosphere, e.g. for de-orbiting strategies. However, orbits that require
stability analysis, such as graveyard orbits, are often not subject to atmospheric drag.
Traditionally, stability analysis involves the propagation of many different initial con-
ditions to find the conditions that are stable or unstable (Deleflie et al., 2011; Daquin
et al., 2016). To carry out the propagation of different initial conditions efficiently, the
HEOSAT propagator has been fully implemented in the DA framework to enable high-
order expansions of the flow. In literature, various DA implementations of numerical
propagators can be found (see e.g. Morselli et al. (2014); Wittig and Armellin (2015)),
but this is not the case for semi-analytical propagators; STELA-TDA is one of the few SA
propagators implemented in DA (Morand et al., 2016). The possible advantage of using
semi-analytical instead of numerical propagation for expanding the flow is that the mo-
tion is smoother, i.e. less non-linear, due to the absence of short-periodic behaviour. As
a result, semi-analytically computed Taylor maps may have a larger accuracy domain,
i.e. the map is accurate for a larger range of initial conditions.
7.3.1 Test cases
To test the accuracy of the expansion of the flow using HEOSAT in DA, two possible
disposal orbits for Galileo satellites were selected. One orbit is a graveyard orbit that
was designed to keep a safe-distance from the operational altitude for 100 years. The
other trajectory is a re-entry disposal orbit whose eccentricity increases due to lunisolar
resonances until atmospheric re-entry takes place after 100 years. The corresponding
initial orbital elements are shown in Table 7.4 and the orbital evolution of the two orbits
is shown in Figures 7.6 and 7.7.
Table 7.4: HEOSAT-DA flow expansion test case definitions.
Test Case Galileo graveyard disposal Galileo re-entry disposal
Epoch [JD] 2457273.2217497 2457517.8988735
a [km] 29702.84053 31086.32620
e [–] 0.00039542 0.04791349
i [deg] 54.987634 57.182786
Ω [deg] 210.020223 323.136565
ω [deg] 293.465394 333.904269
M [deg] 99.847413 −0.369105
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Figure 7.6: Orbital evolution of Galileo graveyard disposal orbit for 200 years,
see Table 7.4 for initial conditions.
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Figure 7.7: Orbital evolution of Galileo re-entry disposal orbit until re-entry, see
Table 7.4 for initial conditions.
7.3.2 Results
The Galileo graveyard and re-entry disposal orbits were propagated for 100 and 200
years, respectively, with HEOSAT in DA and the flow was expanded up to 5th order
with respect to the initial orbital elements a, e, i, Ω and ω (the flow is not expandedwith
respect toM , because the averaged dynamics do not depend onM ). For the propaga-
tion, only zonal and lunisolar perturbations were considered, i.e. SRP and drag were
neglected.
Figure 7.8 shows the values of e, i, Ω and ω for the graveyard orbit case after 200 years
for different initial Ω and ω as well as the error of the 5th-order expansion compared
with pointwise propagation. The accuracy of the flow expansion for e, i and Ω is better
than 10−6 for a large domain of initial Ω and ω; the accuracy domain has a diameter
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of approximately 14◦. On the other hand, the expansion for ω is less accurate. A par-
ticular feature in these plots is the separatrix in the behaviour of ω, see bottom plot of
Figure 7.8(a). The value of ω after 200 years is either close to 110◦ or 290◦ depending on
which side of the separatrix the orbit starts. This behaviour of ω is related to the growth
in eccentricity, see top plot of Figure 7.8(a). The error plots show that the DA expansions
for e and ω are only able to accurately approximate the behaviour of e and ω on the side
of the separatrix where the expansion point is located and are not accurate on the other
side of the separatrix, see top and bottom plot of Figure 7.8(b).
The eccentricity and inclination after 100 years for the re-entry orbit for different initial
e, i, Ω and ω are shown in Figure 7.9 together with the accuracy of the 5th-order DA
expansion of e and i compared with pointwise propagation. The accuracy plots show
that the flow expansion is less accurate compared to the graveyard case. This is probably
due to the stronger non-linear behaviour of the re-entry orbit; for example, the growth
in eccentricity is about 0.7 for the re-entry orbit compared to only 0.015 for the graveyard
orbit. Nevertheless, the accuracy of the expansion is better than 10−5 for initial changes
of approximately 0.001 in e, 0.2◦ in i, 1.5◦ in Ω, and 4.5◦ in ω, which are significant
variations in the initial orbital state.
Finally, the numerical propagation of the disposal orbits for 100 years takes approxi-
mately 10 s. The computation of the 5th-order expansion of the flow for 100 years, on the
other hand, requires approximately 185 or 2000 times as long as numerical propagation
when using two or five expansion variables, respectively. The high-order expansion of
the flow can therefore be used to speed up the propagation of different initial conditions
when many samples are needed. For example, carrying out a sensitivity study using 20
samples for each variable and considering two or five variables requires the propaga-
tion of 400 or 3,200,000 samples, respectively. In such cases, the DA-based sampling is
significantly faster than numerical sampling.
These results show that high-order Taylor expansions of the flow can be used to accu-
rately compute the orbital state after 100 and 200 years for a large domain of the initial
phase space. These expansions can be used to efficiently compute the orbital evolution
when subject to initial uncertainties. The flow expansions are more accurate when the
orbit changes less over time; however, the behaviour of orbits across a separatrix in the
phase space cannot be accurately approximated.
7.4 Conclusions
In this chapter, the applicability of semi-analytical propagation was improved by:
• computing the mean element rates due to drag in DA arithmetic, resulting in in-
creased computational speed for LEO orbit propagation;
112 Chapter 7 Semi-Analytical Propagation with Differential Algebra
(a) Final states of numerical results. (b) Errors w.r.t. numerical results.
Figure 7.8: Final orbital elements (left) and error of 5th-order DA map with re-
spect to numerical result (right) for different initial e and i (top), and different
Ω and ω (bottom) for Galileo graveyard disposal orbit after 200 years (see Ta-
ble 7.4). The color scale of error plots shows log10 of the absolute error.
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(a) Final e and i for different initial e and i. (b) Errors w.r.t. numerical results.
(c) Final e and i for different initial Ω and ω. (d) Errors w.r.t. numerical results.
Figure 7.9: Final orbital elements (left) and error of 5th-order DA map with
respect to numerical result (right) for different initial e and i (top), and Ω and ω
(bottom) for Galileo re-entry disposal orbit after 100 years (see Table 7.4). The
color scale of error plots shows log10 of the absolute error.
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• computing high-order expansions of the flow through semi-analytical propaga-
tion, resulting in a Taylor map that is accurate for a large range of initial condi-
tions.
As a result, SA propagation using DA for drag calculations can be used to speed-up
long-term propagation, e.g. for the end-of-life de-orbiting analysis of LEO satellites.
The SA propagator implemented in DA can, on the other hand, be used to speed up the
propagation of many different initial conditions, e.g. for the stability analysis of grave-
yard orbits to avoid interference of decommissioned satellites with on-going missions.
In the future, the efficiency of SA propagation could be further improved by apply-
ing DA to speed up the computation of tesseral perturbations. This could improve the
approach proposed by Morand et al. (2014) who only used a second-order Taylor ex-
pansion to speed up the evaluation of eccentricity functions in the geopotential needed
to compute tesseral effects.
Chapter 8
On the predictability of Galileo
disposal orbits
8.1 Introduction
Most satellites of the four main global satellite navigation systems (GPS, GLONASS,
Galileo and BeiDou) are located in the Medium Earth orbit (MEO) region between
19,100 and 23,222 km altitude and with inclinations between 54.8◦ and 64.8◦ (Radtke
et al., 2015). After their operational lifetime, it is important to put these satellites in
stable graveyard orbits or to dispose them into the atmosphere to avoid collisions with
operational spacecraft or between themselves, which would generate space debris.
The MEO region is also a location where lunisolar resonances occur, which mainly de-
pend on the orbit inclination (Cook, 1962; Hughes, 1980; Ely and Howell, 1997). These
resonances can cause the eccentricity to grow secularly and as a result an initially near-
circular MEO orbit can re-enter in the atmosphere within 200 years (Chao and Gick,
2004; Rossi, 2008; Deleflie et al., 2011). On the one hand, this instability in eccentricity is
undesirable for safe disposal in graveyard orbits, because disposed satellites must keep
a safe distance from the operational spacecraft. On the other hand, the instability can be
exploited to lower the perigee and dispose satellites by re-entering in the Earth’s atmo-
sphere, removing them completely from space (Radtke et al., 2015; Sanchez et al., 2015;
Alessi et al., 2016). So, depending on the type of disposal, we are looking for either min-
imum change in eccentricity for graveyard orbits or maximum change in eccentricity for
re-entry disposal orbits.
In addition, due to the overlap of different lunisolar resonances, chaos can occurs in the
MEO region (Ely and Howell, 1997; Rosengren et al., 2015; Daquin et al., 2016; Gkolias
et al., 2016). This means that the evolution of MEO orbits can be very sensitive to the
initial conditions and a tiny perturbation of the initial state may cause the evolution of
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the orbit to be completely different. This makes it impossible to reliably predict the orbit
and has lead to concern about the predictability of orbits in the MEO region (Daquin
et al., 2016; Rosengren et al., 2017).
Unwanted orbital changes can be corrected byperforming orbitalmanoeuvres, however,
disposed satellites do not have this option. Therefore, all possible orbital evolutions
due to uncertainties must be considered beforehand. In case of disposal orbits, we are
especially interested in the evolution of the eccentricity that determines the perigee and
apogee altitude of the disposal orbit, and thus dictates the flight domain of a graveyard
orbit and whether a spacecraft will re-entry (since the semi-major axis remains almost
constant in the absence of drag, only varying due to tesseral resonances).
Besides, when designing a disposal orbit, we have to consider the practical aspects of
carrying out a disposal. For example, we need to take into account the amount of fuel
available tomanoeuvre the spacecraft into the disposal orbit. During the design, consid-
ering an extensive portion of the phase space as possible disposal options is not useful,
because large parts of the phase space cannot be reached with a limited fuel budget. In
addition, from an operational point of view, it is not feasible to delay a disposalmanoeu-
vre for a long time, e.g. towait until a favourable configurationwith respect to theMoon
is established (as suggested by e.g. Rosengren et al. (2017)), because the spacecraft may
fail to operate.
Recently, Mistry and Armellin (2016) and Armellin and San-Juan (2018) approached
the design of graveyard and re-entry disposal orbits for Galileo satellites by optimizing
the orbits regarding the amount of ∆V required for the disposal manoeuvre. In this
way, they found practically feasible disposal options in terms of required propellant.
However, these designs did not take into consideration the predictability of the disposal
orbits, that is, the orbital evolution of the disposal options due to uncertainties was not
considered.
The predictability of Galileo disposal orbitswas addressed by Rosengren et al. (2017). In
their work they analysed the chaos and stability of orbits by studying the dynamics and
computing the Fast Lyapunov indicator (FLI) and Lyapunov time for different orbits in
the initial phase space. They concluded that many orbits that seems stable within 200
years are actually unstable in 500 years and the Lyapunov time is generallymuch shorter
than the propagation time. However, as noted by Rosengren et al. (2017), the correlation
between the Lyapunov time and the effective predictability time horizon is not always
clear or can be hard to establish (see e.g. Milani andNobili (1992) and Siegert and Kantz
(2016)) and was left open for future work. In addition, Rosengren et al. (2017) suggests
that the orbital evolution of chaotic orbits must be studied in statistical terms (see for
example Laskar and Gastineau (2009)), because a single trajectory is not representative
and one must look at the evolution of ensembles of trajectories. This raises the question
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howwe should study the predictability of orbits? And howwe can determine if an orbit
is predictable on the time scale of interest?
In this chapter we study the predictability of Galileo disposal orbits using different ap-
proaches to investigate which method works well to analyse the predictability of orbits
and to determine if Galileo disposal options are reliable or not. Here, with reliable we
mean that the uncertainty in eccentricity remains small enough such that re-entry of
the satellite is guaranteed (re-entry disposal) or the satellite keeps a safe distance from
operational orbits (graveyard disposal). We investigate the use of sensitivity analysis
and chaos indicators to analyse the predictability of disposal orbits. The sensitivity
analysis is performed numerically and using DA. We compare the results of the differ-
ent approaches to address the practicality of using chaos indicators and to discuss the
predictability and reliability of the studied disposal orbits.
The aims of this work are:
1. investigate the reliability of low ∆V disposal options;
2. assess the practicality of chaos indicators and sensitivity analysis for analysing the
predictability of disposal orbits.
We focus on four Galileo disposal orbits that were found by optimizing the disposal
manoeuvre. Three of these orbits dispose the spacecraft via re-entry (Armellin and
San-Juan, 2018) and the other is a graveyard orbit (Mistry and Armellin, 2016). We
investigate if these orbits are chaotic on the time scale of interest and if we should be
concerned about their predictability.
The chapter is set up as follows. First, we clearly define the terms stable and chaotic
and introduce the theory of chaos indicators. After that, the methods used to compute
chaos indicators and perform sensitivity analysis are discussed. We briefly describe the
dynamical models used in this work and introduce the test cases. Then the results of
the analyses are presented and discussed in detail. Finally, conclusions are drawn about
the practicality of chaos indicators and sensitivity analysis and about the reliability of
the investigated disposal orbits.
8.2 Theory
The twomain aspects of Galileo disposal orbits that we are interested in are their stabil-
ity and chaoticity. Both features are related to the orbital evolution, however, by stability
we refer to the amount of change of the orbital elements while by chaoticity we refer to
the sensitivity of the orbit to the initial conditions.
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8.2.1 Reference time scale
To more clearly define what we mean by stable and chaotic, we shall first define a ref-
erence time scale. On this time scale we will investigate the stability and chaoticity of
orbits. Anything that happens beyond the reference time period is not considered in this
study. For re-entry disposal the reference time scale is simply the time to re-entry. For
a graveyard orbit the reference time scale depends on the viewpoint of the investigator.
An astronomermay be interested in the orbital evolution for thousands or evenmillions
of years, whereas an engineer may only be interested in a few hundreds of years. In this
work, we set the reference time period for a graveyard orbit to 200 years. For a re-entry
orbit we consider a reference time of 100 years, which is the time to re-entry for our test
cases.
8.2.2 Stability
We say that an orbit is stable if it does not change significantly (e.g. not more than a cer-
tain threshold) in the reference period of time1. More specifically, in case of near-Earth
orbits, we are mainly interested in the change in semi-major axis a, eccentricity e and
inclination i, since the right ascension of the ascending node Ω, argument of perigee
ω and mean anomaly M change secularly anyway due the Earth’s oblateness and Ke-
plerian motion. An orbit is therefore considered stable if the variation in a, e and i
is limited. The threshold on the variation is here defined by the requirements for the
graveyard orbit; the variation in a, e and i must be small enough for the orbit not to
interfere with other operational orbits. For the re-entry scenario, on the other hand,
we seek orbits that are unstable such that their eccentricity grows and the perigee is
lowered until they reach re-entry altitude.
8.2.3 Chaoticity
We say that an orbit is chaotic if its divergence from sufficiently close neighbouring orbits
during the reference time is exponentially fast2. If an orbit is chaotic, then any generic
tiny deviation in the initial state grows exponentially fast and results in a potentially
completely different orbital evolution over time. Because in practice the initial state is
1This interpretation of stability corresponds with Deleflie et al. (2011) who uses the word stable to refer
to “keeping as low as possible the collision risk with operational orbits”.
2Gilmore and Lefranc (2012) define chaos as “motion that is deterministic, bounded, nonperiodic and
sensitive to initial conditions”. Here, the requirement of being nonperiodic excludes trajectories that settle
down to fixed points and periodic orbits. Sensitive dependence on initial conditions means that nearby
trajectories separate exponentially fast. In this work, for the considered dynamics, themotionwas found to
be bounded according to numerical observation (we found a is constant, e ∈ [0, 1) and i,Ω, ω,M ∈ [0, 2pi])
and no periodic orbits were found (if they exist they are expected to be isolated). Hence, only the sensitivity
to initial conditions is considered here.
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never known exactly, chaos makes it impossible to accurately predict the future evolu-
tion of an orbit for all time. On the other hand, if an orbit is regular, then a tiny deviation
in the initial state will not result in a completely different orbital evolution and a single
orbit prediction is representative for the evolution of neighbouring orbits.
To recap, in this work stability relates to the amount of change in orbital elements of a
single orbit over time, whereas chaoticity relates to the predictability of the orbit.
We remark that chaoticity is a local property: an orbit can exhibit chaotic behaviour
in some small neighborhood around it, while globally the deviation of nearby orbits
from the reference orbit remains bounded. Intuitively, nearby orbits behave chaotically
within a tube around the reference orbit. This observation already hints at an important
requirement for using chaoticity as a measure of predictability that will become more
clear later: chaoticity must be established over a sufficiently large region of phase space
to be a relevant measure in practice.
Since large-scale chaos is often observed to result in large transport of the orbital ele-
ments, researchers frequently investigate the chaotic behaviour of orbits when actually
searching for stable orbits. In some cases, this may be a useful approach, but it is not
based on sound theory as we can have chaotic orbits that are stable (i.e. chaotic orbits
that show no significant long term change in orbital elements, see e.g. Milani andNobili
(1992)) and regular orbits that are unstable.
In case of disposal orbits, we aremainly interested in the stability and chaotic behaviour
of the eccentricity of the orbit. We want the eccentricity to either remain small, and thus
stable, as in case of a graveyard orbit, or to grow, and thus be unstable, to let the space-
craft re-enter in the atmosphere. On the other hand, in both cases, we want the orbit to
be predictable, so we can be sure that initial uncertainties do not cause the spacecraft to
fail to re-enter (for re-entry disposal) or cause the orbit to become unstable (for grave-
yard disposal). Therefore, we always want the orbit to behave regularly on the reference
time scale.
8.2.4 Chaos indicators
A common approach to analyse whether an orbit is regular or chaotic is to compute
chaos indicators for different orbits in the domain of interest (Skokos et al., 2016). These
chaos indicators generally relate to a measure of the divergence between infinitely close
neighbouring orbits. If the divergence is exponential then the trajectory is said to be
chaotic, else the orbit is regular. The larger the divergence, the stronger is the chaos, so
we can also distinguish between strongly chaotic and weakly chaotic orbits.
To study the divergence between neighbouring orbits, we start from the dynamics of the
spacecraft. These can be written as a time-dependent system of first-order differential
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equations:
x˙(t,x0) = f(x(t,x0), t) (8.1)
with
x(t0,x0) = x0 (8.2)
The solutions of the system (8.1) evolve or flow along their trajectories in the phase
space. The map that takes a point x0 in the initial domain at t0 to its location at time t
is the flow map:
φt(x0) = x(t,x0) (8.3)
Now consider the distance |δx(t)| between two neighbouring orbits starting at x0 and
x0 + δx0. This distance will change over time and its evolution can be approximated by
a linearization of the ODE around the reference orbit as:
|δx(t)| ≈ eµt|δx0| (8.4)
where µ is one of the Lyapunov exponents (LE). This LE depends on the orientation of
the initial δx0. If δx0 is in the direction of maximum growth then the corresponding
µ is the maximum Lyapunov exponent (MLE). The MLE can be computed as (Skokos
et al., 2016):
µ = lim
t→∞ limδx0→0
1
t
ln
|δx(t)|
|δx0| (8.5)
If theMLE is positive then neighbouring trajectories separate exponentially fast and the
trajectory is said to be chaotic3.
8.2.4.1 Finite Time Lyapunov Exponent
Since it is in general not possible to propagate a trajectory for infinite time (as required
to compute the MLE using Eq. 8.5), we can approximate the MLE in finite time. If the
chosen finite time is sufficiently large, and all the limits in Eq. (8.5) exist, this proce-
dure yields a good approximation of the MLE. In this work, we use the finite-time Lya-
punov exponent (FTLE)4. The FTLE is a scalar value which characterizes the amount of
stretching about the trajectory of point x0 after time t (Shadden et al., 2005). The FTLE
is computed as follows.
First, we compute the (right) Cauchy-Green deformation tensor ∆ by multiplying the
gradient of the flow dφ
t
dx0
, i.e., the Jacobian of the flow map with respect to the initial
3Strictly, a positiveMLEmeans exponential instability, but does not define chaos. For chaos, the motion
also needs to be deterministic, bounded and nonperiodic (Gilmore and Lefranc, 2012), which is the case
for the motion considered in this work according to observations.
4A good introduction to the FTLE and its use can be found online at http://shaddenlab.berkeley.
edu/uploads/LCS-tutorial/contents.html (accessed 1 November 2018).
Chapter 8 On the predictability of Galileo disposal orbits 121
condition, by its transpose:
∆ =
dφt
dx0
T
dφt
dx0
(8.6)
where T indicates that we take that transpose. This tensor provides a measure of the
square of local change in distances due to expansion or contraction.
The maximum stretching is given by the square root of the maximum eigenvalue λmax
of ∆ and therefore the FTLE is defined as:
FTLE(t,x0) =
1
t
ln
√
λmax(∆) (8.7)
8.2.4.2 Fast Lyapunov Indicator
Another commonly used numerical chaos indicator in celestial mechanics is the Fast
Lyapunov Indicator (FLI)5 that measures the maximum stretching of a tangent vector
v0 (Froeschlé et al., 1997). The FLI is defined as:
FLI(t,x0,v0) = sup
τ≤t
ln
|v(τ)|
|v0| (8.8)
The value of the FLI depends on the orientation of the initial deviation vector v0. There-
fore, different initial deviation vectors should to be integrated over time to find the
largest stretching (Lega et al., 2016). The FLI has the advantage that it is numerically
easy to integrate as it does not rely on an explicit representation of the gradient of the
flow. It also measures the largest expansion of the tangent vector anywhere along the
trajectory, not just at the final point. The FTLE has the advantage that it does not use an
initial deviation vector, but by definition uses the direction ofmaximumgrowth derived
from the gradient of the flow.
8.2.4.3 Lyapunov Time
The inverse of the MLE is the Lyapunov time TL, which is the average time in which
two nearby trajectories diverge by a factor e:
TL(t,x0) =
1
MLE
≈ 1
FTLE(t,x0)
=
t
ln
√
λmax(∆)
(8.9)
This timescale is often interpreted as a limit of the predictability of the trajectory. This
interpretation, however, is rather arbitrary and not always correct in practice as will be
shown later. In particular, when approximating the MLE by the FTLE, additional com-
plications arise due to the choice of t: during the finite time before the FTLE converges
to the MLE, also the approximate Lyapunov time can vary greatly.
5A thorough introduction to the FLI and its use can be found in Lega et al. (2016).
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8.2.5 Sensitivity
The chaos indicators FTLE and FLI provide an estimate of the sensitivity of an orbit
with respect to infinitesimally small initial uncertainties. These indicators are based
on linearised dynamics and do not take into account non-linear behaviour. In practice,
however, the uncertainties are not infinitesimal. If these finite uncertainties in the initial
conditions are known, or can be estimated, we can study the orbital evolution of a set of
orbits starting in the initial uncertainty domain to analyse the impact of the uncertain-
ties on the orbit including non-linear effects. In this way, we can analyse if the disposal
requirements are satisfied in case of initial state errors or compute the probability of dis-
posal success based on initial uncertainties. In addition, such a sensitivity analysis can
reveal possible chaotic behaviour of the orbit. Our approach to carry out this sensitivity
analysis is discussed in Section 8.3.2.
8.2.6 Coordinate dependence
When applied to practical engineering problems, the question of the coordinates and
units used becomes relevant. In the case of astrodynamics, orbits are typically repre-
sented in either Cartesian coordinates or a set of orbital elements describing the geom-
etry of the orbit.
TheMLE, by definition, is independent of the choice of (time-independent) coordinates.
This is because in Eq. (8.4) any change in the magnitude of δx0 and δx(t) due to the co-
ordinate transformation is bounded independent of time. Since the MLE is the average
exponential growth factor over time, any influence of the coordinate transformation dis-
appears as t→∞.
The FTLE, and to a somewhat lesser degree the FLI, on the other hand, depend on the
choice of coordinates. In particular a non-linear change of coordinates, such as from
Cartesian to orbital elements, can change the value of these indicators significantly.
For the FTLE in particular, we find that the Jacobian can either be calculated in one set
of coordinates X directly, or it can be transformed from another set of coordinates x
a posteriori. The a-posteriori coordinate transformation is achieved by multiplying the
Jacobian of the flow by the Jacobian of the forward coordinate transformation at the
initial point, and the Jacobian of the inverse transformation at the final point as follows:
dφt
dX0
=
[
dXf
dX0
]
=
[
dXf
dxf
] [
dxf
dx0
] [
dx0
dX0
]
(8.10)
Simple scaling of units can be handled in the same way.
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8.3 Methods
The methods used to compute chaos indicators and to perform sensitivity analysis are
discussed in the following.
8.3.1 DA computation of chaos indicators
For the computation of FTLE, we require the Jacobian of the flow map dφ
t
dx0
. With the
use of DA, this Jacobian can be computed straightforwardly using the first-order Taylor
expansion of the flowwith respect to the initial state without the need towrite the varia-
tional equations. The values of the partial derivatives are simply given by the first-order
coefficients of the Taylor polynomial. Once the Jacobian of the flow map is computed
using DA, the FTLE is obtained via Eqs. (8.6) and (8.7).
As mentioned in Section 8.2.6, The FTLE can be computed using different coordinates
and due to its finite time nature its value changes. In this work, we investigate the use
of two different element sets, namely:
1. Classical Keplerian orbital elements (CEO): (a, e, i,Ω, ω,M), see Section 2.3.3.
2. Modified equinoctial elements (MEE): (p, f, g, h, k, L), see Section 2.3.4.
Here, unless otherwise mentioned, we use the following units in this work: radian for
i, Ω, ω and M , the semi-major axis a is scaled by its initial value (a/a0) such that it is
unitless and equal to 1 and the eccentricity is dimensionless by default.
The coordinate transformation is carried out according to (8.10). The Jacobian of the
coordinate transformation is obtained by computing the first-order Taylor expansion of
the state in transformed coordinates X with respect to the state in old coordinates x
using DA.
An important remark regarding the computation of chaos indicators is that we only
consider the first five orbital elements and neglect the behaviour of the fast angular
variable (i.e. we do not consider the divergence in mean anomaly and true longitude).
The averaged dynamics do not depend on the fast angle and the long-term behaviour of
the fast angle is not of interest. In addition, the evolution of the fast angle is sensitive to
changes in the orbit size and therefore the amount of stretching between neighbouring
orbits can be dominated by stretching in the fast angle while the difference in in-orbit
position is not important.
Wewill also compute the FTLE considering only stretching in a single or just two orbital
elements to determine the divergence in these elements. For this, only the rows of the
Jacobian corresponding to changes in a single or two elements of interest are considered
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and consequently we obtain one or two non-zero eigenvalues, respectively, of which the
largest is used to compute an FTLE. For example, if we consider only the divergence in
e, then we take the row of the Jacobian containing the partial derivatives of e, multiply
this rowwith its transpose and compute the eigenvalue to obtain an FTLE that considers
only e.
Finally, besides using the Jacobian to compute the FTLE, it can also be used to calculate
the FLI by mapping an initial deviation vector over time (without the need to integrate
the variational equations) as follows:
v(t) =
dφt
dx0
v0 (8.11)
8.3.2 Sensitivity analysis
To analyse the evolution of the orbit under initial uncertainties, we perform a sensitivity
analysis. This analysis can be performed either numerically or using DA.
The numerical sensitivity analysis is carried out by numerically computing the orbital
evolution for many different initial conditions in the initial uncertainty domain. The
extremes of the propagated orbits are assumed to indicate the bounds of the uncertainty
domain over time. This is equivalent to aMonte Carlo simulation except for the fact that
in this work the points in the uncertainty domain are selected on a grid and not picked
randomly. A drawback of this technique is that to carry out a reliable analysis many
initial conditions need to be propagated, which can be time consuming.
Alternatively, we can estimate the bounds of the uncertainty domain over time using a
single high-order Taylor expansion Tφ of the flow φ. For this, the flow about the nominal
initial condition is expandedwith respect to the initial uncertainties usingDA. The high-
order expansion is computed such that the initial uncertainty domain corresponds with
the domain [-1,1] in the Taylor polynomial space (by scaling the expansion variables).
An outer bound of the range of the Taylor expansion at different times is then estimated
by applying interval arithmetic (Moore et al., 2009). More specifically, the bound is
computed by noting that if x ∈ [−1, 1] then xn ∈ [0, 1] if n is even, and xn ∈ [−1, 1] if n is
odd. So, for a polynomial whose variables are all in [−1, 1], any product of the variables,
e.g. xn11 · xn22 , is either in [−1, 1] if any of the powers is odd, or in [0, 1] if all powers are
even. Thus, each monomial a ·∑j xnjj has a lower bound of −|a| and an upper bound
of |a| if any power nj is odd; otherwise it depends on the sign of a and the lower bound
is min(a, 0) and the upper bound is max(a, 0). The total bound of the polynomial is
then the sum of all individual monomial lower and upper bounds plus the constant
part. In this way, the estimated range is guaranteed to include all possible values of the
polynomial, which, however, not necessarily includes all values of the function that is
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approximated. Hence, we obtain the bounds of the domain of possible trajectories due
to initial uncertainties.
The estimation of the bounds using interval arithmetic is efficient, but the drawback
is that the computed bounds overestimate the true range of the Taylor polynomial. In
addition, the Taylor expansion needs to be accurate in the whole uncertainty domain
to ensure that the estimated bounds are accurate. This can be checked heuristically by
estimating the truncation error of the Taylor polynomial in the uncertainty domain.
In this work, we assume that the uncertainties in the initial state are due to manoeuvre
errors, that is, errors in the magnitude and direction of the applied ∆V . Therefore, we
expand the flow with respect to the disposal manoeuvre magnitude ∆V and direction
angles α and δ (see also Section 8.5), so we get: Tφ = Tφ(∆V, α, δ). In this way, we can
directly compute the orbital evolution of the disposal orbit due to manoeuvre errors.
Moreover, the Taylor expansion has only three expansion variables, which reduces the
computational effort compared to expanding with respect to six state variables.
Besides using the high-order expansion of the flow to compute bounds, we can also
use it to accurately estimate the evolution of individual orbits in the uncertainty do-
main. This is computationally more efficient than numerically propagating the orbit if
the flow expansion has already been computed, especially when many orbits need to
be propagated (Gondelach et al., 2017a). This technique could therefore be applied to
perform sensitivity analysis instead of using the numerical approach.
8.4 Dynamical model
The dynamical model used in this work is the one implemented in HEOSAT, a semi-
analytical propagator developed to study the long-term evolution of satellites in highly
elliptical orbits (Lara et al., 2018). Details of the HEOSAT propagator and its validation
for MEO and HEO orbits can be found in Section 3.3.1. In this work, we will only con-
sider the effects due to the Earth, Sun and Moon gravitation and SRP, whereas drag is
neglected because it only acts on the spacecraft for a short period of time before re-entry.
In particular, based on the full HEOSAT dynamics, three different models are used:
1. Simple gravitational model: includes only first-order J2 and second-order Legen-
dre polynomials for both Sun and Moon potentials;
2. Full gravitational model: includes second order J2 and first order J3 − J10, and
second- and sixth-order Legendre polynomials for the Sun and Moon potentials,
respectively;
3. Complete model: Full gravitational model plus SRP;
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According to Daquin et al. (2016), a single-averaged dynamical model considering only
the second-order Legendre polynomial terms in the expansions of both the geopotential
and lunisolar perturbations, i.e. the simple gravitational model, is sufficient to “capture
nearly all of the qualitative and quantitative features of more complicated and realistic
models (Daquin et al., 2016)”, such as the full gravitational model. Therefore, we will
use the simplemodel to compute chaos indicators when studying the chaotic behaviour
of many orbits in the phase space to reduce the required computational effort. On the
other hand, when focusing on a specific disposal orbit, we will use the full gravitational
model that was also used to find the optimal disposal orbits (Armellin and San-Juan,
2018). Finally, to analyse the impact of model uncertainties, we use the complete model
for comparison.
The average computation times for propagating an orbit for 100 years using the simple
and full gravitational model numerically and in DA is shown in Table 8.1. The simu-
lations were run on a computer with an Intel Core i5-6500 processor running at 3.20
GHz using 16 GB of RAM. We either compute a 1st-order DA expansion w.r.t. the ini-
tial orbital elements (a, e, i,Ω, ω) to compute chaos indicators or compute a 5th-order
Taylor expansion w.r.t. the disposal manoeuvre parameters (∆V, α, δ). Due to the sin-
gularity at zero eccentricity in the dynamical model, propagations take longer when
the eccentricity becomes very small (e < 10−5) as the stepsize decreases strongly to
ensure accurate results. When propagating in the DA framework, the simple model is
approximately 18 times faster than the full model. Finally, the complete model that also
includes SRP requires about 2% more computation time than the full model.
Table 8.1: Average computation time for propagating an orbit for 100 years us-
ing the simple or full model numerically or in DA.
Average computation time [s]
Model Numerical 1st-order DA, 5th-order DA,
5 DA variables 3 DA variables
Simple gravitational model 1.82 25.5 275
Full gravitational model 9.75 460 5140
8.5 Test cases
The test cases are three re-entry disposal orbits and one graveyard orbit for the Galileo
satellites with NORAD IDs 37846, 40890 and 41175, and 38858, respectively. The ini-
tial conditions of the disposal orbits were obtained through optimization by minimiz-
ing the required ∆V for the disposal manoeuvre while ensuring a re-entry within 100
years (Armellin and San-Juan, 2018) or a minimum distance of 100 km from the Galileo
constellation for 100 years (Mistry and Armellin, 2016) for the re-entry and graveyard
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disposal, respectively. The disposal manoeuvres are characterized by changes in semi-
major axis, eccentricity and argument of perigee while leaving the inclination and as-
cending node almost unchanged, since plane changes are costly in terms of ∆V . The
orbital states before and after the disposal manoeuvre are shown in Table 8.2. This ta-
ble also shows the appliedmanoeuvre ∆V and its direction indicated by α and δ, which
are the in-plane and out-of-plane angles of the thrust vector with respect to the velocity
vector, and the manoeuvre date. Note that, the disposal into a graveyard orbit actually
requires two manoeuvres; one that increases the semi-major axis and one that inserts
the spacecraft into the near-circular graveyard orbit. In Table 8.2 only the second ma-
noeuvre is shown. For details about the optimization of the disposal orbits see Mistry
and Armellin (2016) regarding the graveyard orbit (38858) and Armellin and San-Juan
(2018) for the re-entry disposal orbits (37846, 40890 and 40890).
To investigate the predictability of the orbits using sensitivity analysis, we consider un-
certainties in the disposal manoeuvre execution; we assume 1% uncertainty in the mag-
nitude of the applied ∆V and 1◦ uncertainty in the applied thrust directions, α and
δ, which are typical manoeuvre uncertainties (Feldhacker, 2016). Table 8.2 shows the
maximum absolute error in the initial orbital elements due to manoeuvre errors. The
largest errors can be found in e and ω and, noticeably, the errors in a and e increase with
applied ∆V .
Table 8.2: Manoeuvre magnitude and direction, orbital state before and after
manoeuvre, and maximum error in state after manoeuvre assuming manoeu-
vre execution uncertainties of 1% in ∆V and 1◦ in α and δ. JD means Julian
date.
Object a [km] e [-] i [deg] Ω [deg] ω [deg] M [deg]
Manoeuvre: ∆V = 3.44 m/s, α = 5.23◦, δ = 17.67◦, JD = 2457273.22175
38858 Before ∆V 29650.06 0.001869 54.974 210.010 221.901 171.430
graveyard After ∆V 29702.84 0.000395 54.988 210.020 293.465 99.847
Max error 0.92 2.54E-5 1.17E-3 9.40E-4 4.466 4.465
Manoeuvre: ∆V = 86.7 m/s, α = 1.87◦, δ = −3.0◦, JD = 2457517.89887
40890 Before ∆V 29601.77 0.000426 57.256 323.093 40.862 292.704
re-entry After ∆V 31086.33 0.047913 57.183 323.137 333.904 -0.369
Max error 18.49 0.000566 0.030 0.018 0.709 0.372
Manoeuvre: ∆V = 128.5 m/s, α = 3.83◦, δ = −18.75◦, JD = 2457535.41865
41175 Before ∆V 29598.90 0.000163 54.943 202.432 270.326 288.351
re-entry After ∆V 31737.42 0.067472 55.529 202.672 196.333 1.908
Max error 39.77 0.001179 0.046 0.019 0.699 0.607
Manoeuvre: ∆V = 173.3 m/s, α = −23.87◦, δ = −1.13◦, JD = 2457540.57102
37846 Before ∆V 29601.79 0.000526 55.560 82.396 1.597 314.777
re-entry After ∆V 32479.72 0.089906 56.074 81.807 307.488 7.635
Max error 57.77 0.001573 0.050 0.057 0.807 0.692
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8.6 Results
8.6.1 FTLE analysis
To investigate if the disposal orbits are chaotic, we first compute the FTLE of different or-
bits in the initial phase space to see if the disposal orbits are located in a chaotic region of
the phase space. For this, different sections of the phase space are investigated by vary-
ing the initial e, i, Ω or ω to generate FTLE plots, also called stability maps. In addition,
the FTLE is computed at different times and using different coordinates to analyse if and
how the FTLE depends on time and coordinates. The results are compared with the be-
haviour of the eccentricity, which is the key orbital parameter for successful re-entry or
graveyard disposal.
8.6.1.1 Re-entry
Figure 8.1 shows the FTLE computed using COE orMEE and themaximum eccentricity
after 100 and 200 years for different initial eccentricity and inclination for re-entry case
40890. The red cross indicates the initial condition of the disposal orbit and the black
dots indicate orbits that have entered the Earth, such that the dynamics are not valid
any more. Note that all the plots have different colour scales, so yellow, green and blue
indicate different FLTE values in different plots.
First of all, as expected the re-entry orbit is located in a region of large eccentricity
growth that results in re-entry, see Figures 8.1(e) and 8.1(f). In addition, independent
of the choice of coordinates, the FTLE plots show chaotic regions that correspond to
large eccentricity growth. However, the FTLE plot for COE after 100 years also shows
some regions with increased FTLE (green regions at i = 52.5◦ and i = 61◦) where the
eccentricity change is small (compare the FTLE in Figure 8.1(a) with the maximum ec-
centricity after 100 and 200 years in Figures 8.1(e) and 8.1(f)). These green regions are
not visible when the FLTE is computed using MEE elements.
To determine the origin of the high FTLE values, we plotted the FTLE that only consider
the divergence in a single orbital element, namely in e, i, Ω, ω orM6, in Figure 8.2. Here
the colour scales in all plots are the same to facilitate comparison (note that the colour
scales are truncated to improve the visibility of dynamical structures in the plots). Fig-
ure 8.2(a) indicates that the green regions in Figure 8.1(a) are caused by the behaviour of
ω. TheMEE coordinates do not explicitly contain the argument of perigee and therefore
the divergence in ω is not visible whenMEE are used to compute the FTLE. In addition,
Figure 8.2 shows that the value of the FTLE considering all elements, i.e. (a, e, i,Ω, ω),
is completely determined by the divergence in Ω and ω, since the divergence in e and
6Note that because a is constant there is no divergence in a, so the evolution of a does not contribute to
the value of the FTLE.
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(a) FTLE using COE after 100 years
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(b) FTLE using COE after 200 years
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(c) FTLE using MEE after 100 years
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(d) FTLE using MEE after 200 years52 54 56 58 60 62
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(e) Maximum eccentricity after 100 years
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(f) Maximum eccentricity after 200 years
Figure 8.1: FTLE computed using COE and MEE and considering only e and i,
and maximum eccentricity for different initial i and e for case 40890 after 100
(left) and 200 years (right).
i is very small compared to the divergence in Ω and ω. Furthermore, the FTLE plot
considering only the mean anomalyM justifies thatM should not be considered when
computing the FTLE, because the divergence in M would dominate the value of the
FTLE and make the behaviour of the more relevant orbital elements invisible.
Regarding the dependence of the FTLE on time, we can see that both the structures in
the phase space and the values of the FTLE depend on time. On the other hand, after
200 years the FTLE plots for COE and MEE coordinates look more similar (compare
Figures 8.1(b) and 8.1(d)) than after 100 years, which suggests convergence of the FTLE.
In addition, the FTLE plots considering only e, i, Ω, ω look more similar after 200 years,
even though the FTLE values are different, see Figure 8.2(b).
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(a) FTLE after 100 years
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(b) FTLE after 200 years
Figure 8.2: FTLE computed using COE considering (a, e, i,Ω, ω) or only e, i,
Ω, ω or M for different initial i and e for case 40890 after 100 (left) and 200
years (right). The range of the FTLE color scale has been limited to improve
the visibility of dynamical structures in the phase space. (Note that the plots
considering a, e, i,Ω, ω are the same as Figures 8.1(a) and 8.1(b) but using a
different colour scale.)
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The FTLE computed for different initial Ω and ω for case 40890 are shown in Figure 8.3.
Again, we see increased FTLEvalues in the regionwhere the eccentricity growth is small
when COE are used (see the yellow and green dots in Figure 8.3(a) where ω ∈ [40, 120]◦
and ω ∈ [220, 300]◦). These high FTLE values are again caused by divergence in the ar-
gument of perigee and are therefore not present whenMEE are used (see Figure 8.3(c)).
On the other hand, the FTLE plots computed using COE and MEE after 200 years look
similar (compare Figures 8.3(b) and 8.3(d)). The values of the FTLE are again dominated
by divergence in Ω and ω, since the FTLE values considering only e and i, see Figures
8.3(e) and 8.3(f), are smaller than the FTLE considering all elements.
The previous results show that the FTLE depends on the choice of coordinates and on
time. We can also compute the FTLE using different units for the orbital elements, e.g.
degrees instead of radians. Figure 8.4 shows the FTLE computed using different units
for the semi-major axis a and angles i, Ω and ω (here Figures 8.4(a) and 8.4(b) are equal
to Figures 8.3(a) and 8.3(b)). The results show that also the choice of units has an impact
of the values of the FTLEs and consequently changes the look of the FTLE plot.
From Figures 8.3(a) and 8.3(c) it is clear that the re-entry disposal orbit is located in a
chaotic region with high FTLE values after 100 years. Figure 8.5(a) shows the Lyapunov
time for different initial Ω and ω for object 40890 after 100 years computed using MEE.
The re-entry orbit is located in a region with very short Lyapunov times and the Lya-
punov time of the re-entry orbit is only 16.7 years whereas we are propagating for 100
years. This suggests that we are propagating the orbit beyond its limit of predictability.
On the other hand, Figures 8.1(e) and 8.3(g) show that the behaviour of the eccentricity
until 100 years is very smooth. All neighbouring orbits have similar values ofmaximum
eccentricity, which suggests that the evolution of the eccentricity is not very sensitive to
changes in the initial conditions until 100 years. In addition, all neighbouring orbits
have re-entered after 200 years, see Figures 8.1(f) and 8.3(h).
For re-entry cases 37846 and 41175 we find similar results. The Lyapunov times com-
puted using MEE for different initial Ω and ω for these two test cases are shown in Fig-
ures 8.5(b) and 8.5(c). The Lyapunov time of the disposal orbits is much smaller than
100 years, namely 19.4 and 17.9 years7 for the orbits of 37846 and 41175, respectively.
Figure 8.2 has shown that the value of the FTLE is mainly determined by divergence
in Ω and ω. In addition, structures in the phase space visible after 100 years due to the
behaviour of ω are not visible any more after 200 years. Also, the strong divergence in ω
is not visible when MEE instead of COE coordinates are used to compute the FTLE. Fi-
nally, the re-entry orbits are located in chaotic regions and have a Lyapunov time smaller
than 20 years, whereas 100-year propagations are required.
7The Lyapunov time of the re-entry orbits of objects 37846, 40890 and 41175 are 16.5, 15.6 and 15.5 years,
respectively, when computed using COE.
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(a) FTLE using COE after 100 years
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(b) FTLE using COE after 200 years
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(c) FTLE using MEE after 100 years
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(d) FTLE using MEE after 200 years
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(e) FTLE for only e and i after 100 years
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(f) FTLE for only e and i after 200 years
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(g) Maximum eccentricity after 100 years
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(h) Maximum eccentricity after 200 years
Figure 8.3: FTLE computed using COE and MEE and considering only e and i,
and maximum eccentricity for different initial Ω and ω for case 40890 after 100
(a) and 200 years (b).
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(a) i, Ω and ω in radians and a unitless
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(b) i, Ω and ω in radians and a unitless
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(c) i, Ω and ω in degrees and a unitless
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Figure 8.4: FTLE for different initial Ω and ω for case 40890 computed using
different units for a, i, Ω and ω after 100 (left) and 200 years (right). The unit
used for i, Ω and ω is either radian or degree and for a the unit is km or it is
unitless, that is a/a0.
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Figure 8.5: Lyapunov time computed using MEE for different initial Ω and ω
for cases 40890, 37846 and 41175 after 100 years.
8.6.1.2 Graveyard
Figure 8.6 shows the FTLE computed using COE and MEE and considering only e and
i, and the maximum eccentricity after 100 and 200 years for different initial e and ω for
the graveyard orbit scenario. The actual graveyard orbit is indicated by the red cross.
Note that all the plots have different colour scales, so yellow, green and blue colours
indicate different FLTE values in different plots.
As expected the graveyard orbit is located in a region of low eccentricity growth. How-
ever, according to the FTLE plot computed using COE after 100 years, the orbit is posi-
tioned close to a chaotic region at ω = 300◦, see Figure 8.6(a). On the other hand, after
200 years this region of increased FTLE at ω = 300◦ has disappeared, see Figure 8.6(b),
and instead has become a region of low FTLE that corresponds to the region of low ec-
centricity growth, see Figure 8.6(h). Whenwe compute the FTLE usingMEE, the region
of increased FTLE at ω is 120◦ and 300◦ is not present after 100 years, see Figure 8.6(c),
and the values of the FTLE and the maximum eccentricity seem to be correlated, com-
pare Figures 8.6(d) and 8.6(h).
The increased FTLE values computed using COE after 100 years are caused by the be-
haviour of the argument of perigee ω. The system contains separatrices located close to
ω equal to 120◦ and 300◦ that separate regions of different behaviour of the argument of
perigee. Neighbouring orbits starting close to the separatrix can diverge strongly, hence
the increased FTLE values. The mechanics behind this behaviour of the argument of
perigee will be investigated in future work. As in the 40890 test case, the strong diver-
gence in the argument of perigee ω corresponds to minimum growth and divergence in
the eccentricity.
Figure 8.7 shows the FTLE and maximum eccentricity for different initial Ω and ω for
the graveyard orbit. The graveyard orbit’s initial Ω of 210◦ results in large eccentricity
growth for most initial values of the argument of perigee except in two narrow blue
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Figure 8.6: FTLE computed using COE and MEE and considering only e and i,
and maximum eccentricity for different initial e and ω for case 38858 after 100
(left) and 200 years (right).
valleys at ω = 120◦, 300◦, see Figures 8.7(g) and 8.7(h). This means that a small pertur-
bation in the initial argument of perigee will result in a significantly larger eccentricity
on the long term. This sensitivity of the eccentricity to changes in the initial ω is unde-
sirable, because the error in initial ω due to manoeuvre uncertainties may be as large as
4.5◦, see Table 8.2. The sensitivity of the eccentricity to the initial ω can be reduced by
changing the initial i or Ω, e.g. changing Ω to 150◦ (see Figure 8.7(h)). This is, however,
impractical in terms of required ∆V or waiting time needed for Ω to change sufficiently
due to natural precession8.
Furthermore, we again find high FTLE values computed using COE in the regionwhere
the eccentricity growth is low as a result of divergence in the argument of perigee, see
Figures 8.7(a) and 8.7(b). Besides, opposite to previous results using MEE, the rela-
tion between the FTLE computed usingMEE after 100 years and maximum eccentricity
seems absent, compare Figures 8.7(c) and 8.7(g). Only after 200 years, we see high FLTE
8It takes approximately 6 years for Ω to change from 210◦ to 150◦ by natural precession.
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Figure 8.7: FTLE computed using COE and MEE and considering only e and i,
and maximum eccentricity for different initial Ω and ω for case 38858 after 100
(left) and 200 years (right).
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Figure 8.8: Lyapunov time computed using COE (left) and MEE (right) for dif-
ferent initial Ω and ω for case 38858 after 200 years.
values in the range of initial Ω that corresponds to large eccentricity growth, compare
Figures 8.7(d) and 8.7(h). On the other hand, if we compute the FTLE considering only
e and i then the correlation between FTLE and eccentricity growth seems clear, see Fig-
ures 8.7(e) and 8.7(f). Note that after 100 years, we find orbits whose FTLE considering
only e and i is negative, see Figure 8.7(e), which means that the eccentricity and incli-
nation of neighbouring orbits do not diverge exponentially fast.
Finally, Figures 8.6 and 8.7 show that all FTLE in the investigated domain of the phase
space are larger than zero. This indicates that all orbits are chaotic, which is undesirable
for a graveyard orbit. Figure 8.8 shows the Lyapunov time computed using COE and
MEE for different initial Ω and ω for the graveyard orbit scenario after 200 years. Ac-
cording to the plot computed using COE, the graveyard orbit is located in a region with
the longest Lyapunov times in the domain, see Figure 8.8(a), whereas the plot using
MEE indicates that the graveyard orbit is in a region with the shortest Lyapunov times,
see Figure 8.8(b). The Lyapunov time of the graveyard orbit computed using COE and
MEE after 200 years is 54.6 and 35.5 years, respectively, which means that the Lyapunov
time computed at finite time depends significantly of the choice of coordinates. More-
over, both Lyapunov times suggests that we are propagating the orbit beyond the limits
of predictability.
To summarise, the FTLE plots for different initial e and ω and different initial Ω and ω
have shown that the results of the FTLE analysis depend on the choice of coordinates.
In addition, dynamical structures (e.g. regions of high FTLE) that are appear after 100
years are not visible after 200 years (the regions disappeared or their volume shrunk
such that they are not visible any more). Furthermore, there is not always a clear corre-
lation between the FTLE and the growth in eccentricity. Finally, the Lyapunov time of
the graveyard orbit is much smaller than the required propagation time of 200 years.
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8.6.2 Sensitivity analysis
To determine if the disposal orbits satisfy the disposal requirementswhen subject toma-
noeuvre uncertainties, we investigate the effect of manoeuvre errors on the evolution of
the disposal orbits using sensitivity analysis. This also allows us to see if the orbits dis-
play chaotic behaviour and to explicitly compute the divergence between orbits due to
manoeuvre errors. For this, 225 different manoeuvre errors are sampled (by combining
nine different ∆V errors ∈ [−1, 1]% and five different errors ∈ [−1, 1]◦ in both α and δ)
and the resulting initial conditions are propagated for 110 years for re-entry orbits and
for 200 years for the graveyard orbit.
8.6.2.1 Re-entry
Figure 8.9 shows the orbital evolution of 225 orbits (black curves) that start in the initial
uncertainty domain due to manoeuvre uncertainties for reentry case 37846 over 110
years. The green curves indicate the bounds of the uncertainty set computed using a
5th-order DA expansion and the red curve is the nominal orbit. The dashed blue line
shows the re-entry altitude of 120 km. All orbits in the uncertainty set are within the
bounds computed using the 5th-order DA expansion. The bounds overestimate the
domain of the uncertainty set, but are a good estimate of size of the domain. A close-
up of the perigee altitude around 100 years shows that not all orbits in the uncertainty
domain reach the re-entry altitude of 120 km, see Figure 8.10. This re-entry orbit is
therefore not reliable in case ofmanoeuvring errors. The 5th-order DA bounds correctly
indicate that part of the uncertainty set does not reach a 120 km altitude.
Figures 8.11 and 8.12 show close-ups of the perigee height around 100 years for the sen-
sitivity analyses for objects 40890 and 41175. In these cases all orbits in the uncertainty
set re-enter within 101 years. Therefore, these orbits are reliable disposal options con-
sidering realistic manoeuvre uncertainties. Furthermore, Figures 8.9 to 8.12 show that
neighbouring orbits diverge from the nominal trajectory and that the distance between
orbits grow faster over time. However, up to re-entry the behaviour seems regular, since
all orbits in the uncertainty domain evolve similarly to the nominal orbit.
8.6.2.2 Graveyard
The evolution of the uncertainty domain for the graveyard disposal orbit of object 38858
is shown in Figure 8.13. The dashed blue line indicates the limit of the protected GNSS
region, that is 100 km above the Galileo operational altitude. A close-up of the perigee
radius for the first 110 years is shown in Figure 8.14. As expected, the nominal orbit
remains above the limit altitude for 100 years, since that was the requirement during
design. However, some orbits in the uncertainty set cross the limit altitude before 100
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Figure 8.9: 200-year evolution of 225 different orbits (black lines) in the uncer-
tainty domain of object 37846. The red curve is the nominal orbit and the green
curves are the bounds of the uncertainty domain computed using a 5th-order
DA expansion. The blue dashed line is the re-entry altitude.
Figure 8.10: Evolution of perigee altitude of 225 different orbits (black lines)
due to manoeuvre uncertainties for object 37846 around the nominal re-entry
epoch.
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Figure 8.11: Evolution of perigee altitude of 225 different orbits (black lines)
due to manoeuvre uncertainties for object 40890 around the nominal re-entry
epoch.
Figure 8.12: Evolution of perigee altitude of 225 different orbits due tomanoeu-
vre uncertainties for object 41175 around the nominal re-entry epoch.
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Figure 8.13: 200-year evolution of 225 different orbits (black lines) due to ma-
noeuvre uncertainties for object 38858. The red curve is the nominal orbit and
the green curves are the bounds of the uncertainty domain computed using
a 5th-order DA expansion. The blue dashed line is the limit altitude for safe
disposal.
years. This means that the graveyard orbit is not reliable and could be improved such
that all orbits in the uncertainty domain remain above the safe-distance altitude for at
least 100 years.
It can be noted that all orbits in the initial domain arewithin the bounds computed using
the DA expansion. Only when the eccentricity becomes very small around 70 years the
bounds underestimate the range of ω, see Figure 8.13. This can be contributed to strong
non-linearities close to the singularity in the dynamical model at zero eccentricity. For
the other orbital elements, the limits of the uncertainty set were estimated accurately
over time using the bounds computed via a single propagation in DA.
To check the accuracy of the DA expansions, the estimated truncation errors of the 5th-
order Taylor expansions of the eccentricity for the four disposal orbits are shown in
Figure 8.15(a). The truncation error is at most 10−4 in the entire uncertainty set for all
disposal orbits for the first 100 years. In addition, for all re-entry orbits the truncation
error is less than 10−5 for at least the first 93 years, whereas for the graveyard orbit
the error is never larger than 10−5. Considering that the semi-major axes of the orbits
are constant and equal to approximately 30,000 km, an error in the eccentricity of 10−4
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Figure 8.14: 110-year evolution of perigee altitude of 225 different orbits (in
black) due to manoeuvre uncertainties for object 38858.
results a 3 km error in perigee altitude. Furthermore, the size of the domain where the
estimated truncation error of the eccentricity expansion is smaller than 10−5 is shown in
Figure 8.15(b). For the graveyard orbit, the size of this domain is always larger than the
uncertainty domain. These results show that Taylor expansions computed usingDA can
be used to accurately compute the evolution of orbits in the entire uncertainty domain
due tomanoeuvre errors. In addition, the small truncation errors indicate that the orbits
do not behave chaotically on the reference time scale. Strong exponential divergence
of neighbouring orbits would result in large high-order coefficients and would thus
strongly increase the truncation error of the Taylor expansion. Still, although a small
truncation error indicates that the orbit behaves regularly, it is no proof that all orbits in
the uncertainty domain are regular.
To summarise, the sensitivity analysis results of the four disposal orbits have shown that
the four disposal orbits do not exhibit chaotic behaviour on the reference time scale. The
orbits starting in the uncertainty domain diverge over time but this seems to happen
smoothly until re-entry for re-entry orbits and for 200 years for the graveyard orbit. In
addition, the results showed that the evolution of the uncertainty set due to orbit inser-
tion errors can be estimated accurately using a DA expansion by computing the bounds
of the set. Furthermore, two of the three re-entry disposal options were found to be
reliable in the sense that the satellite will re-enter even under manoeuvre uncertainties.
The other re-entry orbit and the graveyard orbit do not satisfy the disposal constraints
in case of manoeuvre errors.
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Figure 8.15: Estimated truncation error (left) and radius of domain where es-
timated truncation error ≤ 10−5 (right) for 5th-order expansion of eccentricity
with respect to initial manoeuvre uncertainties.
8.6.3 Sensitivity to dynamical model
In the previous sections, the FTLE and Lyapunov time have been computed using the
simple gravitationalmodel, whereas for the sensitivity analysis we used the full gravita-
tional model, see Section 8.4. To verify that the simple model is sufficiently accurate for
investigating the predictability of Galileo disposal orbits and to analyse the sensitivity of
model uncertainties, two sensitivity analyses were repeated using different dynamical
models.
First, the sensitivity analysis for the re-entry orbit 41175 was carried out using the sim-
ple, full and complete model. Figure 8.16(a) shows the evolution of the perigee altitude
according to the three different dynamical models over 110 years for 45 orbits in the ini-
tial uncertainty domain. At 100 years, the maximum difference between the sets is 157
km in perigee altitude. This difference is significant regarding the strict re-entry altitude
of 120 km and in comparison with the effect of manoeuvre uncertainties. On the other
hand, the difference is small compared to the total change in perigee altitude, which
is more than 23,000 km. Also, the divergence in perigee altitude due to uncertainties
is similar for all models. The simple model can therefore be used to both qualitatively
and quantitatively study the orbit (which is in agreement with (Daquin et al., 2016)) if
highly accurate results are not required.
However, for graveyard orbits the effect of SRP is more significant and should not be ne-
glected. Figure 8.17 shows the evolution of the perigee radius for 225 orbits in the initial
uncertainty domain of the graveyard orbit according to the full gravitational model and
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(a) Perigee radius. (b) Perigee radius around 100 years.
Figure 8.16: Evolution of the perigee radius according to different dynami-
cal models: simple gravitational model, full gravitational model and complete
model, for object 41175.
the complete model that also includes SRP. When SRP is included the nominal grave-
yard orbit crosses the safe-distance altitude after just 16.8 years due to oscillations in
the eccentricity caused by SRP. This shows that for accurate predictions the effects of
SRP and higher-order gravitational perturbations due to the Earth andMoon cannot be
neglected and should at least be considered as an additional uncertainty in the orbit’s
evolution.
A more dramatic example of the influence of the dynamical model is shown in Fig-
ure 8.18. The graveyard orbit in this example is very stable in the full model; it stays
58 km above the safe distance for 200 years and the eccentricity remains smaller than
0.00046. In addition, in case ofmanoeuvre errors the safe-distance altitude is not crossed
for 146 years. However, when SRP is included in the model, the safe-distance require-
ment is violated by the nominal orbit after only 81 years and the eccentricity grows to
0.05 in 200 years. This large difference in orbital evolution is related to behaviour of
the argument of perigee. The SRP perturbs the orbit and due to the sensitivity of ω, ω
diverges strongly from the evolution it followed in the full gravitational model. As a
consequence of the different evolution of ω, the growth in eccentricity is much larger.
This also happens when the simple model instead of the full model is used, but the
effect on the eccentricity growth is smaller. This means that in the full gravitational
model the orbit is stable in the sense of eccentricity change, but due to the sensitivity
of the argument of perigee the orbital evolution is very sensitive to perturbations, such
as SRP. Indeed, in Figures 8.6(h) and 8.7(h), we have seen that the region of low ec-
centricity growth can be very small and a small perturbation can therefore move the
orbit into a region of large eccentricity growth. For that reason, a large region of low
eccentricity growth is required to ensure that a graveyard remains stable when subject
to uncertainties in the dynamical model.
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Figure 8.17: 110-year evolution of perigee radius of 225 different orbits in the
uncertainty domain of object 38858 computedusing the full gravitationalmodel
(black lines) and complete model (orange lines). The blue dashed line is the
limit altitude.
Figure 8.18: 200-year evolution of perigee radius computed using simple
(green) and full gravitationalmodel (red) and completemodel (pink) starting at
initial conditions: a = 29749.52 km, e = 0.0002656, i = 54.9752◦,Ω = 210.6650◦,
ω = 116.6427◦, M = −69.6767◦ and JD = 2457250.5345. Black lines show
perigee of 225 orbits due tomanoeuvre uncertainties in full gravitational model
and blue lines indicates the limit altitude.
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8.7 Discussion
8.7.1 FTLE analysis versus sensitivity analysis
The FTLE analyses showed that all investigated disposal orbits are located in chaotic
regions in the initial phase space (i.e. in regions where the FTLE is larger than zero)
and that the Lyapunov time of the orbits is much shorter than the required prediction
time. This suggests that the orbits behave chaotically and that predicting the orbits
for 100 years or more is beyond the limit of predictability. However, the sensitivity
analyses showed that the uncertainty domains due to manoeuvre errors grow over time
but the evolutions of orbits in the uncertainty sets show no signs of chaotic behaviour.
So, based on the FTLE and sensitivity analyses we can draw different conclusions about
the predictability of the orbits on the time scale of interest.
Four features of the FTLE can explain the difference in conclusions:
1. The FTLE is computed in finite time, whereas LEs should be studied in infinite
time;
2. The FTLE is based on linearised dynamics, whereas finite deviations behave non-
linearly;
3. The FTLE looks at the direction of maximum growth, whereas in finite time a
finite deviation in another direction may grow more in absolute terms;
4. The FTLE considers all orbital elements, whereas only the behaviour of the eccen-
tricity is of interest.
From various examples in literature, it is known that chaos indicators provide proper
information about the chaotic behaviour of orbits in infinite time, but can showdifferent
results in finite time, see e.g. the discussion in Lega et al. (2016, p. 40-42) . Indeed, we
saw that FTLE plots tend to look very different after 100 and 200 years. In addition,
FTLEplots computed using different coordinates often look different after 100 years, but
tend to look similar on the long term (200 years). Moreover, it should be noted that the
value of an FTLE after finite time does not provide conclusive information about chaotic
behaviour, because we may find a positive Lyapunov exponent even if the growth is
linear in time due to the assumed exponential relationship, Eq. (8.4). Therefore, to be
sure that the growth is exponential we should propagate for infinite time. However, in
general, the FTLE is expected to converge to a constant value after a sufficiently long
finite time.
To check if the FTLE of the disposal orbits have converged, we computed their evolution
over time. Figure 8.19 shows the evolution of the FTLE for the four disposal orbit com-
puted using COE and MEE. From these plots it is clear that the FTLEs computed using
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Figure 8.19: Evolution of FLTE over time for four disposal orbits computed us-
ing COE and MEE coordinates.
COE and MEE converge to the same value on the long term. In addition, the FTLEs for
the re-entry disposal orbits (37846, 40890 and 41175) seem to have already converged
after 100 years, whereas the FTLE of the graveyard orbit keeps decreasing for the first
500 years. The figures also contain a plot of the inverse of the time T−1 that indicates the
boundary between exponential divergence and slower divergence or contraction. The
FTLEs of all orbits is larger 1/T except for the first few years, so all orbits are supposedly
chaotic. Furthermore, the FTLE of the graveyard orbit is smaller than the FTLEs of the
re-entry orbits, which suggests that the graveyard orbit behaves less chaotic than the
re-entry orbits. Because the FTLE for the re-entry disposal orbits has already converged
after 100 years, the finite time property of the FTLE does not fully explain the difference
between the sensitivity and FTLE analysis.
The FTLE is based on linearised dynamics that are only valid for infinitesimal devia-
tions. This approximation is sufficient to determine whether an orbit behaves chaoti-
cally or not. However, in reality we deal with finite uncertainties and therefore non-
linear terms cannot be neglected. This means that the growth of a finite deviation can
be larger or smaller than computed by the FTLE.
In addition to this, the fact that the FTLE considers the direction of maximum growth
could explain the difference in conclusions. The FTLE and Lyapunov time are based
on the maximum stretching between neighbouring orbits, which is computed via the
maximum eigenvalue of the Cauchy-Green deformation tensor. The eigenvector that
corresponds to the maximum eigenvalue is the direction of maximum expansion. This
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means that an initial deviation will grow most (relative to its initial size) when it points
in the direction of maximum growth. Deviations that are not aligned with the direction
of maximum expansion will grow slower or may even shrink over time.
Deviations from the nominal initial state due tomanoeuvre uncertaintiesmay only have
a small component in the direction of themaximumgrowth. On the long term, this com-
ponent in the direction of the maximum growth will become the largest component of
the deviation, because it grows fastest. However, in finite time this component does
not necessarily become the largest component of the deviation vector. Instead, another
component of the deviation vector that grows relatively slower but is initially larger can
increase more in absolute size. Moreover, the FTLE computed in this work considers
growth in all orbital elements (except the fast angle), whereas we are mainly interested
in the deviation in eccentricity. Therefore, we can find a high FTLE due to strong diver-
gence in one of the state variables while the deviation in eccentricity only grows little.
This was indeed the case for the FTLEs of both re-entry and graveyard orbits whose
value was dominated by the deviation in Ω and ω (see e.g. Figures 8.2 and 8.7).
To compare the maximum growth with the growth of finite deviations, let us consider
the FTLE computed using COE for the re-entry orbit of object 40890 after 100 years. The
value of the FTLE is 0.064, which corresponds to a growth factor of 603.3 (computed
using the simple model). The Jacobian of the flow map corresponding to this FTLE is:
dφt
dx0
=

∂aa ∂ea ∂ia ∂Ωa ∂ωa
∂ae ∂ee ∂ie ∂Ωe ∂ωe
∂ai ∂ei ∂ii ∂Ωi ∂ωi
∂aΩ ∂eΩ ∂iΩ ∂ΩΩ ∂ωΩ
∂aω ∂eω ∂iω ∂Ωω ∂ωω
 =

1 0 0 0 0
2.50 2.01 −0.52 0.07 0.02
0.84 9.66 0.21 −0.05 0.07
−104.80 −534.80 16.21 −0.84 −4.02
88.00 214.17 −37.99 3.65 1.62

(8.12)
Here, the angles i, Ω and ω are in radian and the semi-major axis is scaled by its nom-
inal value anom = 31086 km. The Jacobian shows that the largest growth in deviation
occurs in Ω and ω (see values in the fourth and fifth row). Consequently, the value of the
FTLE after 100 years is dominated by divergence in Ω and ω. The corresponding direc-
tion of maximum expansion, that is, the eigenvector u corresponding to the maximum
eigenvalue λmax of ∆, is:
uλmax = [0.206190, 0.977595,−0.041636, 0.002684, 0.007248] (8.13)
The largest possible deviation due to manoeuvre errors for object 40890 (see Table 8.2)
that is aligned with the direction of maximum expansion is:
∆xu = [0.0001193anom, 0.0005658,−2.410×10−5 rad, 1.553×10−6 rad, 4.195×10−6 rad]
(8.14)
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According to the Jacobian (8.12) this deviation vector grows by a factor 603.3 and the
magnitude of the deviation in e grows to 0.001762 after 100 years. If, however, we apply
this deviation to the nominal initial state and propagate the orbit for 100 years using the
simple model, then the deviation grows by a factor 608 and causes a divergence from
the nominal orbit of 3.7 km in a and 0.000853 in e after 100 years, which is equivalent to
a deviation of 25.8 km in perigee altitude.
On the other hand, the error in the disposal manoeuvre that causes the largest change
in eccentricity after 100 years is an error of −1% in ∆V and −1◦ in α and δ, which
corresponds to a deviation ∆xe in the initial orbital state of the disposal orbit of:
∆xe = [−0.0005389anom,−0.0005139,−7.737×10−5 rad, 4.591×10−5 rad,−0.01219 rad]
(8.15)
This deviation grows by a factor of only 34, but causes a change in a and e of 16.8 km
and 0.00426, respectively, resulting in a deviation in perigee altitude of 129 km after 100
years according to propagation in the simple model. Although the deviation is clearly
not aligned with the maximum expansion direction and has only a small component
in the direction of maximum expansion, it causes a larger change in eccentricity and
perigee altitude. In addition, it can be noted that according to the Jacobian (8.12), the
divergence in e due to this initial perturbation ∆xe is only 0.00287, which shows that
non-linear terms cannot be neglected.
This example demonstrates that large deviations due to manoeuvre uncertainties are
generally not aligned with the direction of maximum growth. In addition, because the
FTLE does not consider non-linear terms, the growth of the deviation in eccentricity
according to FTLE is not accurate. Moreover, the largest divergence takes place in Ω
and ω that are of little interest for re-entry and graveyard disposal orbits.
On the other hand, in the sensitivity analyses we did not look at the maximum possible
growth of a deviation, but considered the growth of the whole uncertainty domain and
focused on the uncertainty in eccentricity. The advantage is that here non-linear effects
are taken into account and the magnitude of the actual divergence due to initial uncer-
tainties is computed directly. So, instead of having an estimate of the divergence and
chaotic behaviour, we directly calculate the effect of initial uncertainties on the disposal
orbit.
8.7.2 Practicality of chaos indicators
We have just shown that the FTLE is not a suitable tool to estimate the divergence in
orbital elements that are relevant for investigating the predictability of disposal orbits.
In addition, some other drawbacks of the chaos indicators FTLE and Lyapunov time
are:
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1. The values of the FTLE and Lyapunov time depend on the choice of coordinates
and units;
2. Chaos indicators only give information about a single orbit and not about nearby
orbits, so a domain of orbits must be investigated;
3. FTLE plots do not include any information about the required ∆V for the disposal
manoeuvre;
4. The FTLE does not provide information about the sensitivity to uncertainties in
dynamical model;
5. It is not clear how to interpret the values of FTLE and Lyapunov time as measure
of predictability of orbit.
Because the values of the FTLE and Lyapunov time depend on the choice of coordinates
and units, it cannot be used as an absolute measure for predictability. Instead, it should
always be compared with the FTLE and Lyapunov time of other orbits in the phase
space. This means that multiple orbits must be investigated and therefore there is no
advantage with respect to a sensitivity analysis regarding computation time.
The strongest divergence observed in the work was found in the evolution of the ar-
gument of perigee. This behaviour was correctly detected by FTLE analysis, however,
only by FTLE that explicitly considers ω (compare e.g. the FTLE computed using COE
and MEE in Figures 8.6(a) and 8.6(c), respectively). Moreover, the FTLE plots do not
clearly show the divergence in ω after long periods of time, but only for short times (see
Figure 8.6(b)). Therefore, the strong divergence in ω is only detected in finite time and
if ω is a state variable. Knowledge of the behaviour of ω is important, because ω affects
the eccentricity evolution due to lunisolar resonances and thus chaotic behaviour of ω
is undesirable for safe graveyard disposal, see e.g. Figure 8.18. Fortunately, the effect of
the behaviour of ω on the eccentricity is also visible by simply looking at the eccentricity
evolution of different orbits, since a long-term small eccentricity is only possible in very
narrow region of initial ω, see Figure 8.6(h).
FTLE plots may be used for finding suitable graveyard orbits, because orbits that do not
sensitively depend on the initial conditions are favourable candidates for safe disposal.
However, FTLE plots do not provide any information about required ∆V to achieve a
certain initial condition. Therefore, pruning the phase space by optimising the disposal
manoeuvrewhile satisfying specified disposal requirements seems to be amore efficient
approach for obtaining suitable disposal orbits.
Some researchers have argued that there exists a relation between the Lyapunov time
and the timeuntil strong event happens, e.g. an escape or a close encounterwith another
body (Morbidelli and Froeschlé, 1995). It has not been investigated if such a relationship
exists between the Lyapunov time and time to re-entry forMEO orbits. However, even if
Chapter 8 On the predictability of Galileo disposal orbits 151
such a relation is found, then the correlation is likely to be too weak to draw conclusions
for individual orbits.
We have mentioned several drawbacks of the use of FTLE for analysing the predictabil-
ity of orbits. Nevertheless, it must be stressed that chaos indicators are very useful tools,
because they enable the detection of dynamical structures in the phase space, which is
not possible by simply propagating orbits.
8.7.3 DA-based sensitivity analysis
As an alternative for point-wise propagation we have used a high-order Taylor expan-
sion of the flow. The truncation error of a 5th-order DA expansion was estimated to
result in a 3 km error in perigee altitude after 100 years. This error is small compared to
the 157 kmdifference in perigee altitude as result of the use of different dynamical mod-
els. Furthermore, the estimated bounds of the Taylor polynomials contained the entire
set of orbits due to initial uncertainties. However, the DA boundswere also found to sig-
nificantly overestimate the uncertainty domain. On the other hand, the fact that we can
accurately estimate the evolution of orbits in the uncertainty domain using a 5th-order
Taylor expansion gives confidence that the orbit does not behave chaotically. If the flow
would be strongly chaotic then the truncation error of Taylor expansion would grow
rapidly because strong exponential divergence cannot be approximated accurately us-
ing polynomial expansions. This was, however, not the case for all tested re-entry orbits
until re-entry and for the graveyard orbit for 200 years.
8.7.4 Reliability of disposal orbits
The results have shown that reliable disposal via re-entry is possible. In two of the three
considered re-entry cases, the disposal resulted in re-entry for all considered initial con-
ditions due to manoeuvre uncertainties. On the other hand, for test case 37846, re-entry
under manoeuvre uncertainties was not guaranteed. Therefore, this orbit should be
modified to ensure re-entry. In addition, it was found that uncertainties in the dynam-
ical model have little effect on the orbital evolution of the re-entry orbits. Therefore,
there is no reason for concern about the predictability of these orbits.
For the investigated graveyard orbit, we found that there is only a very narrow range
of initial argument of perigee that results in safe disposal for 100 years. Manoeuvre
errors can cause deviations in the initial argument of perigee of several degrees that
result in increased eccentricity growth and violation of the safe disposal requirements.
In addition, it was shown that neglected perturbations in the dynamical model may
cause the orbit to evolve differently and cross the safe-distance altitude much earlier
than required. Therefore, reliable disposal in graveyard orbits is not always feasible
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with a limited ∆V budget. To guarantee safe disposal, a higher ∆V budget is needed
to move the satellite further away from the operational altitude or to change the initial
inclination or longitude of the node to reduce the sensitivity to initial ω.
8.8 Conclusions
We have studied the predictability of Galileo disposal orbits by computing their FTLE
and Lyapunov time and analysing the sensitivity of the orbital evolution due to ma-
noeuvre uncertainties using both a numerical and DA approach. The results showed
that the studied Galileo disposal orbits are chaotic according to FTLE. However, accord-
ing to sensitivity analysis the orbits are predictable on the reference time scale and no
chaotic behaviour is exhibited. In addition, two of the three studied re-entry disposal
orbits re-enter for all considered errors in the disposal manoeuvre. The studied grave-
yard orbit is not a reliable disposal option, because it may not keep the required safe
distance from the Galileo constellation due to uncertainties in the disposal manoeuvre
and dynamical model.
We argue that sensitivity analysis is the proper way to study the predictability of dis-
posal orbits. Chaos indicators such as the FTLE and Lyapunov time do not provide
good indications of the limits of predictability and tend to indicate chaotic behaviour
long before it manifests. Another drawback of the FTLE and Lyapunov time is their
dependence on choice of coordinates and units in finite time which implies that the
value of the FTLE and Lyapunov time cannot be taken as absolute measure of chaos
and should be compared against other values in the phase space. In addition, the FTLE
and Lyapunov time indicate chaos in all orbital elements while we aremainly interested
in the behaviour of the eccentricity. Furthermore, the FTLE and Lyapunov time do not
consider the uncertainties in the initial orbital manoeuvre, but assume any perturba-
tion or uncertainty to be equally likely, which is not the case in practice. Moreover, us-
ing sensitivity analysis we can quantify the growth in uncertainties, which is what we
are interested in, whereas FTLE only provide a linear approximation of their relative
growth.
These results show that chaos indicators should be used for qualitative analysis, such
as detecting the dynamical structures in the phase space, but do not provide sufficient
information for determining whether or not an orbit behaves chaotically on a specific
finite time scale. Orbits have to be propagated for times longer than the reference time
scales considered in this work for the FTLE to converge and provide useful information.
When searching for stable graveyard orbits or feasible re-entry disposal orbits it may be
more efficient to prune the phase space using an optimization algorithm than to analyse
the full phase space using FTLE plots.
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Finally, because the disposal orbits were shown to be predictable, there seems to be no
reason for concern about the predictability of orbits during disposal orbit design. Re-
entry disposal of Galileo satellites can therefore be considered a reliable and feasible
option for end-of-life disposal.

Chapter 9
Re-entry Prediction of Rocket
Bodies in Eccentric Orbits Based on
TLE Data?
In this chapter, the re-entry prediction of spent rocket bodies in eccentric orbits based
on TLE data is improved. This work was partly carried out within a project for the Eu-
ropean SpaceAgency entitled “Technology for Improving Re-Entry Predictions of Euro-
peanUpper Stages throughDedicatedObservations” (project ITTAO/1-8155/15/D/SR).
9.1 Introduction
Rocket bodies in geostationary transfer orbits (GTOs) have their apogee near geosyn-
chronous altitude and their perigee within the Earth’s atmosphere. The atmospheric
drag reduces the orbital energy of the rocket bodies and lowers the orbit until re-entry
occurs. Lunisolar perturbations speed up or slow down this process by changing the
eccentricity of the orbit and raising or lowering the perigee altitude, which in extreme
cases results in direct re-entrywithout drag-induced decay. The re-entry of spent rocket
bodies is desirable because the de-orbiting of these uncontrolled bodies prevents colli-
sionswith functional spacecraft and potential generation of new space debris. However,
the re-entry poses a risk to the Earth’s population because rocket bodies consist of com-
ponents likely to survive the re-entry and impact the Earth’s surface (such as propellant
tanks) (Klinkrad, 2010). Therefore, to be able to mitigate any risks due to de-orbiting,
the re-entry of rocket bodies needs to be predicted.
?Parts of this work have been presented at the 26th AAS/AIAA Space Flight Mechanics Meeting held 14–18
February 2016 in Napa, CA, see Gondelach et al. (2016), and published in Mathematical Problems in Engi-
neering, volume 2017, see Gondelach et al. (2017b).
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Themajor source of error in orbit prediction is the computation of the atmospheric drag
(National Research Council, 2012). The perturbing acceleration due to drag, r¨drag, de-
pends on the spacecraft’s drag coefficient, Cd, area-to-mass ratio, A/m, velocity with
respect to the atmosphere, vrel, and the atmospheric density, ρ (see Section 2.4.4):
r¨drag = −1
2
Cd
A
m
ρ|vrel|vrel
The drag coefficient and the effective area-to-mass ratio depend on the object’s attitude,
which is generally uncertain. The local atmospheric density, on the other hand, depends
on the solar and geomagnetic activity, for which future values are unknown (Woodburn
and Lynch, 2005; Naasz et al., 2007). In addition, the drag calculation is subject to inac-
curacies in the atmospheric density model and possible mismodelling of the drag coef-
ficient (Pardini and Anselmo, 2001). Finally, the velocity with respect to the atmosphere
is uncertain, because the local wind speed is unknown.
For state-of-the-art re-entry prediction, the accuracy of atmospheric density calculations
can be improved by calibrating the densitymodels using near real-time satellite tracking
data (Cefola et al., 2004; Storz et al., 2005; Yurasov et al., 2005). In addition, the effective
area can be computed by performing six degrees-of-freedom (6DoF) propagation to cal-
culate the attitude of the rocket body (Koppenwallner et al., 2005). Moreover, using the
attitude and a physical model of the rocket body the drag coefficient can be computed
(Koppenwallner et al., 2005; Geul et al., 2017). Furthermore, a wind model can be used
to compute the horizontal wind speeds in the atmosphere (Drob et al., 2008).
When density correction models and 6DoF propagation techniques are not available
(e.g. because the object details are unknown or the measurements necessary for density
corrections are unavailable), the drag coefficient Cd and area-to-mass ratio A/m can be
combined into one parameter called the ballistic coefficient (BC = CdA/m) that can be
estimated from orbital data. Such an estimated BC depends on the actual Cd and area-
to-mass ratio, but also soaks up atmospheric density model errors and possibly other
errors, e.g. orbital data inaccuracies. More accurate orbital data and dynamical models
therefore result in estimated BCs that are closer to the true BC (Storz et al., 2005).
The application of highly-accurate models and orbital data is required for accurately
predicting the impact point of re-entering objects. Sufficiently accurate orbital data is,
however, often not available and Two-Line Element sets (TLEs) provided by the United
States Strategic Command are the only available data to perform re-entry prediction.
The accuracy of TLE data is, however, limited due to the application of simplified per-
turbationmodels (SGP4 and SDP4, see Section 3.2.2) (Hoots and Roehrich, 1980; Vallado
et al., 2006), especially for objects in GTOs (Flohrer et al., 2009; Vallado et al., 2013) and
in orbits with high energy-dissipation rates (Hejduk et al., 2013).
In this chapter, the re-entry prediction of rocket bodies in eccentric orbits based on only
TLE data is improved and assessed. Because attitude and density correction data are
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not directly available fromTLEs, the predictions are carried out using 3DoFpropagation
and a standard empirical atmospheric density model. Different methods have been de-
veloped in the past to improveTLE-based re-entry prediction bypreprocessingTLEdata
and by estimating the BC, solar radiation pressure coefficient (SRPC), object state vec-
tor or a combination of these. In this work, re-entry predictions using estimates for the
BC, SRPC and state are investigated. This approach can be used to obtain a first-order
estimate of the re-entry date severalweeks ormonths before re-entrywhen accurate pre-
diction of the impact point is not feasible due to uncertainties in future space weather
predictions. In addition, re-entry predictions using BC, SRPC and state estimates can be
automated to perform daily predictions for many objects. Within this assumption (only
BC, SRPC and state estimation), the goal of this work is to provide guidelines on how
to estimate the BC, SRPC and state to obtain the most accurate re-entry predictions.
Two-line element sets A two-line element set is a list of orbital elements of an Earth-
orbiting object for a specific epoch. These orbital data are provided by US Air Force
Space Command in the form of two lines of data and are available to the general public.
The orbital elements and other parameters provided by a TLE can be used to compute
the state of the object (position and velocity) at any epoch using the SGP4/SDP4models
(see Section 3.2.2). More specifically, a TLE contains the following ten elements that are
used to compute the state (Vallado, 2013):
n¯ =
√
µ
a¯3
e i Ω ω M
n˙
2
n¨
6 B
∗ UTC
(9.1)
Here n¯ is the “mean” mean motion and a¯ the mean semi-major axis, n˙ the mean motion
rate, n¨ the mean motion acceleration, B∗ is a drag-like parameter (see next paragraph)
and UTC is the epoch. The first six elements are similar to the Keplerian orbital ele-
ments, while the mean motion rate, mean motion acceleration and B∗ are used to de-
scribe the effect of perturbations on the satellite motion (note that SGP4/SDP4 models
only use the B∗ and not the mean motion rates of change).
The exact process for generating a TLE is not well known, but essentially a TLE is com-
puted by collecting observations and conducting orbit determination (OD) on the ob-
servations using SGP4/SDP4. Around the year 2013, the TLE generation process was
changed by first fitting observations using a higher-order orbital model and then use
the fit to perform OD on and produce a TLE (Hejduk et al., 2013). The accuracy of a
TLE depends on the quality and number of observations available for the OD. In ad-
dition, the orbit fitting does not account for possible orbital manoeuvres in the fitting
period. Therefore, orbital manoeuvres and a limited number of observations are major
sources of errors in TLE data. In addition, observations of other objectsmay be included
in the orbit fit, resulting in wrong TLEs being associated to an object. In addition, in the
SGP4/SDP4 model only the largest perturbations are modelled and higher-order and
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short-periodic effects and a dynamic atmosphere are not accounted for, which limit the
accuracy of TLEdata. More details about TLEdata, the SGP4 and SDP4models and how
to use them can be found in Hoots and Roehrich (1980), Vallado et al. (2006), Vallado
and Cefola (2012) and Vallado (2013, Sec. 2.4.2 and 9.7.4).
Ballistic coefficient estimation TLEs do not provide information on object parame-
ters, but do include a B∗ parameter that is an SGP4 drag-like coefficient (Vallado et al.,
2006). A true BC can be recovered from the B∗ term: BC = 12.741621B∗ (Vallado,
2013). However, because of the simplified force modelling1, a B∗ parameter can soak
up force model errors during TLE generation (Vallado et al., 2006) and, in addition, it
corresponds to the atmospheric model used in SGP4 which may not be the same as the
one used for re-entry prediction. Consequently, the B∗ term does generally not pro-
vide a representative value for the true BC or an accurate value for propagation using
another atmospheric model. Therefore, one needs to estimate the BC.
For estimating the BC based on TLE data severalmethods have been developed (Sharma
et al., 2006; Saunders et al., 2012; Sang et al., 2013; Dolado-Perez et al., 2014; Gupta and
Anilkumar, 2015). Saunders et al. (2012) and Sang et al. (2013) estimate the BC by com-
paring the change in semi-major axis according to TLE data with the change in semi-
major axis due to drag computed by propagation using an initial state from TLEs. This
method is straightforward and uses semi-major axis data fromTLEswhich are generally
accurate. Themethods by Saunders and Sang are almost equivalent, themain difference
is that Sang computes a single BC estimate directly, where Saunders finds improved es-
timates by iteration. Gupta andAnilkumar (2015), on the other hand, estimate the BC by
minimizing the difference between apogee and perigee altitudes according to TLEs and
propagation. This method is said to performwell for re-entry prediction during the last
phase of orbital decay. It is, however, more complex and requires the use of the eccen-
tricity from TLEs which is generally less accurate than semi-major axis data. A method
for estimating both the BC and initial eccentricity was developed by Sharma et al. (2006)
to improve re-entry prediction of upper stages in GTO (Mutyalarao and Sharma, 2010,
2011; Jeyakodi David and Sharma, 2014). Here the eccentricity and BC are estimated
by fitting the apogee altitude according to propagation to TLE apogee data using the
response surface methodology. Finally, Dolado-Perez et al. (2014) developed a method
for estimating the BC and SRPC simultaneously. This is carried out by comparing the
rate of change of the semi-major axis and eccentricity according to TLE data and prop-
agation. The method assumes that the change in semi-major axis is due to both drag
and SRP, which should improve the BC estimate. However, again less accurate eccen-
tricity data from TLEs are used for the estimation. In addition, because the eccentricity
is strongly affected by lunisolar perturbations, the changes in eccentricity due to drag
1The SGP4 model only includes low-order gravitational terms and a truncated drag formulae and does
not account for some perturbations such as solar radiation pressure (Picone et al., 2005).
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and SRP are hard to observe. Finally, the methods by Sharma et al. (2006) and Gupta
and Anilkumar (2015) estimate a single BC that is used for the purpose of re-entry pre-
diction. Saunders, Sang and Dolado-Perez, on the other hand, estimate multiple BCs
and subsequently take a statistical measure of the set as final estimate.
It should be noted that all thesemethods estimate a single, i.e. fixed, ballistic coefficient.
In reality, the BC however varies over time due to e.g. rotation of the object or changes
in Cd due to altering atmospheric conditions. Efforts can be made to predict the future
variation of the BC (Russell et al., 2012) or assume a relation between the drag coefficient
and the orbital regime (Moe and Moe, 2005), but this is beyond the scope of this work.
State estimation The initial state required for re-entry prediction can be obtained from
TLE by converting the mean TLE elements to an osculating state at the desired epoch
using SGP4. However, such states correspond to the SGP4 force model and may not be
accurate for propagation using another force model, which is needed for accurate pre-
dictions. For example, many short-periodic effects are unaccounted for in SGP4 (Val-
lado and Cefola, 2012), but are included in the force model used for re-entry prediction.
Therefore, to carry out accurate re-entry predictions, a better estimate for the initial
state is required that does correspond to the force model used for re-entry prediction
(Dolado-Perez et al., 2014). State estimation based on TLE is carried out by orbit deter-
mination using pseudo-observations derived from TLE data. This approach is widely
used and is described by Levit and Marshall (2011), Vallado et al. (2013) and Dolado-
Perez et al. (2014). These authors also investigated how to perform accurate orbit deter-
mination based on TLE. However, their analysis considers all types of orbits and does
not focus on objects in GTO or only considers a small set of GTO objects. Furthermore,
the investigations consider only a limited set of settings of the OD algorithm. Therefore,
improved settings for state estimation for re-entry prediction may be found when the
analysis is extended.
TLE preprocessing TLE data is used for estimating the BC and state of an object, how-
ever, the quality of TLEs associated with an object is not homogeneous: sometimes low
quality or even wrong TLEs are distributed. For this reason, preprocessing of TLEs is
needed to identify outliers and TLEs of poor quality (Lidtke et al., 2019).
TLE-based re-entry prediction approach The goal of this work is to obtain accurate
re-entry predictions of decaying GTO rocket bodies using only BC, SRPC and state esti-
mation based on TLE data irrespective of TLE quality and availability. This is achieved
by TLE preprocessing (see Lidtke et al. (2016) and Lidtke et al. (2019)) and enhancing the
BC and state estimation for the purpose of re-entry prediction. The main contributions
of this work are:
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• The estimation of the BC is tailored for re-entry predictions by comparing the
decay of the mean semi-major axis according to TLE data and according to a high-
fidelity propagator considering all perturbations.
• The impact of the initial state used for BC estimation on the re-entry prediction is
shown.
• Settings for state estimation using OD that result in accurate re-entry predictions
are identified.
• The performances of the methods are assessed and improved based on predicting
the re-entry dates of 101 upper stages in highly-eccentric orbits (all initially in
GTO) and the sources of inaccurate predictions are analysed.
• The good performance of using a single BC estimate versus the use of a median
BC estimate and versus BC and state estimation is shown.
• The sensitivity of re-entry predictions to the use of spaceweather forecasts instead
of observed space weather data is analysed.
Because the considered rocket bodies are in highly-eccentric orbits, all relevant pertur-
bations (geopotential, lunisolar, drag and SRP) are always considered during orbit prop-
agation.
The methods used in this approach are discussed in the following section. After that
the BC, SRPC and state estimation results are discussed and re-entry predictions using
a single and multiple BC estimates and using full state estimation are compared.
9.2 Methods
The orbital propagator andBC, SRPC and state estimation andTLEpreprocessingmeth-
ods used for TLE-based re-entry prediction are discussed in the following.
9.2.1 Propagation method
The orbital propagator used in this study is AIDA, see Section 3.1.1, which uses the
NRLMSISE-00 atmospheric densitymodel. Awindmodel is not used, because the effect
of wind generally cancels out over one orbital revolution (Doornbos and Fritsche, 2016)
and the impact of neglecting wind is small compared to the effect of inaccuracies in
atmospheric density modelling.
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9.2.2 Ballistic coefficient estimation method
The approach used for the estimation of the BC is based on the method for deriving
accurate satellite BCs from TLEs proposed by Saunders et al. (2012). Several modifica-
tions were made to improve the method for the re-entry prediction purpose. The BC
estimation algorithm uses the data of two TLEs. The BC is estimated by comparing the
change in semi-major axis according to two TLEs to the change in semi-major axis due
to drag computed by accurate orbit propagation using an initial state derived from the
first TLE2. Since short-periodic changes are removed fromTLE data, the change in semi-
major axis according to TLEs can be assumed to be purely the secular change caused by
atmospheric drag3. Therefore, any difference between the change in semi-major axis
according to TLE data and due to drag computed by orbit propagation can be assumed
to be caused by a wrong guess for the BC. The BC that gives the correct change in semi-
major axis is obtained as follows:
1. Compute the change in semi-major axis between the two TLEs, ∆aTLE, using the
“mean” mean motion, n¯, available in a TLE:
aTLE =
(
µ · 864002
4pi2n¯2
)1/3
(9.2)
∆aTLE = aTLE2 − aTLE1 (9.3)
2. Take guess for value of the BC;
3. Propagate the orbit with the full dynamical model between the two TLE epochs
and simultaneously compute the semi-major axis rate of change due to drag:
da
dt
∣∣∣∣
drag
= 2
a2√
µp
[
frdrage sin ν + ftdrag
p
r
]
(9.4)
where frdrag and ftdrag the acceleration due to drag in radial and transverse direc-
tion, respectively.
4. Integrate dadt
∣∣
drag
over time to obtain the change in semi-major axis due to drag
only, ∆aPROP:
∆aPROP =
∫ TLE2
TLE1
da
dt
∣∣∣∣
drag
dt (9.5)
5. Update the BC estimate value using the Secant method:
BCn = BCn−1 −∆aDIFF(BCn−1) BCn−1 − BCn−2
∆aDIFF(BCn−1)−∆aDIFF(BCn−2) (9.6)
2If not stated otherwise, states are obtained from TLEs using SGP4 to convert the TLE to an osculating
state at the desired epoch and subsequently converting the state from the TEME to J2000 reference frame.
3Long-periodic variation of semi-major axis due to gravitational terms and SRPmay be included in TLE
data, but are generally small compared to changes due to drag (Picone et al., 2005).
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where BCn is the nth BC estimate and ∆aDIFF = ∆aTLE −∆aPROP
6. Repeat steps 3 to 5 until convergence is reached.
The first guess, BC1, for this method is taken from the B∗ of the first TLE by converting
the B∗ to a BC value using: BC = 12.741621 · B∗ (Vallado, 2013). The second guess,
BC2, needed for the Secant method is computed by performing one propagation using
the first guess and assuming a linear relation between the BC and ∆aPROP:
BC2 =
∆aTLE
∆aPROP(BC1)
BC1 (9.7)
The convergence criterion is met when ∆aDIFF is less than 10−4 km.
Several changes were made to the original method by Saunders. First, backward prop-
agation was implemented for BC estimation, i.e. taking the state at the latest TLE and
propagating it back until the epoch of the earlier TLE. By propagating backward one
prevents the occurrence of unexpected re-entry during propagation. This is especially
useful when estimating the BC close to re-entrywhere an inaccurate BC guess can easily
cause unexpected re-entry.
By default backward propagation is applied, but if forward propagation is preferred
for BC estimation, then it may happen that the object unexpectedly re-enters during
propagation. Such a re-entry is generally the result of a too-high estimate for the BC.
Therefore, the propagation is then repeated assuming a smaller value for BC; namely
90% of the initial value. This prevents failure of BC estimation due to re-entry, but may
require several iterations to sufficiently reduce the BC value.
Furthermore, the change in semi-major axis due to drag (Eq. (9.4)) is computed con-
sidering all perturbations during propagation. This is important because the effect of
coupling between different perturbations cannot be neglected.
Finally, to compare the change in semi-major axiswith TLE data, the average semi-major
axis is computed fromosculating data fromAIDA. This improves the estimation because
the osculating data includes short-periodic variations whereas the mean TLE data does
not (Picone et al., 2005). Figure 9.1 shows that using the osculating semi-major axis
results in a BC estimate that gives the wrong change (i.e. slope) in mean semi-major
axis (left plot) whereas using the mean semi-major axis results in a BC that gives the
correct change (right plot).
The average semi-major axis is computed by fitting a polynomial through the average
values of the semi-major axis per orbital period as follows. First, the semi-major axis due
to drag is computed in the BC estimation period using AIDA. After that, for each orbital
period between two consecutive apogee passages, the average values of the semi-major
axis and time are computed numerically. Subsequently, second-order polynomials are
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Figure 9.1: Semi-major axis due to drag after BC estimation using the osculating
semi-major axis (red) and mean semi-major axis (blue), respectively.
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Figure 9.2: Second-order polynomials are fitted through first seven and last
seven average semi-major axis per orbital revolution to compute change in
mean semi-major axis.
fitted through the first seven and last seven average values and then used to calculate
the mean semi-major axis at the start and end epoch of the estimation period, as shown
in Figure 9.2. Only seven instead of all points are used for the polynomial fitting in
order to obtain locally accurate fits. The polynomials are fitted using least-squares. This
procedure provides a BC estimate that gives the correct change inmean semi-major axis
in the estimation period according to two TLEs and takes into account the full osculating
dynamics.
9.2.3 SRP coefficient estimation method
In addition to the BC, also the SRPC can be estimated. Dolado-Perez et al. (2014) de-
veloped a method where the BC and SRPC are estimated simultaneously by compar-
ing semi-major axis and eccentricity data from TLE with the change in semi-major axis
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and eccentricity due to drag, SRP and conservative forces. The method uses the time-
derivatives of the semi-major axis and eccentricity for comparison such that any biases
in the TLE data have no effect on the results. The change in semi-major axis is assumed
to be the result of drag and SRP only, whereas the eccentricity is affected by drag, SRP
and conservative forces. If, in addition, the difference between the time derivatives of
the semi-major axis and eccentricity according to TLE and according to propagation are
assumed to be the result of incorrect BC and SRPC guesses, one canwrite (Dolado-Perez
et al., 2014):
da
dt
∣∣∣∣
TLE
= K1
da
dt
∣∣∣∣
drag
+K2
da
dt
∣∣∣∣
SRP
(9.8)
de
dt
∣∣∣∣
TLE
= K1
de
dt
∣∣∣∣
drag
+K2
de
dt
∣∣∣∣
SRP
+
de
dt
∣∣∣∣
cons
(9.9)
where the subscript TLE refers to the time derivative according to TLE data, the sub-
scripts drag, SRP and cons refer to the time derivative due to drag, SRP and conserva-
tive forces only, andK1 andK2 are correction factors for the BC and SRPC, respectively.
By solving the system of equations forK1 andK2 one obtains estimates for the BC and
SRPC:
BCestim = K1 · BCguess (9.10)
SRPCestim = K2 · SRPCguess (9.11)
Because the differences between the time derivatives according to TLE data and propa-
gation are assumed to be due to incorrect BC and SRPC values only, one can write:
da
dt
∣∣∣∣
TLE
− da
dt
∣∣∣∣
prop
= (K1 − 1) da
dt
∣∣∣∣
drag
+ (K2 − 1) da
dt
∣∣∣∣
SRP
(9.12)
de
dt
∣∣∣∣
TLE
− de
dt
∣∣∣∣
prop
= (K1 − 1) de
dt
∣∣∣∣
drag
+ (K2 − 1) de
dt
∣∣∣∣
SRP
(9.13)
where the subscript prop refers to the time derivative according to propagation includ-
ing all perturbations and using BCguess and SRPCguess to compute the drag and SRP.
In this way, the effect of conservative forces does not need to be computed separately.
The time derivatives are obtained by fitting polynomials throughmean semi-major axis
and eccentricity data taken from TLEs and obtained by propagation. Here, the fitting is
carried out in the same way as for BC estimation (see Section 9.2.2). The average time
derivatives of the semi-major axis and eccentricity computed using the polynomial fits
are substituted in Eqs. (9.12) and (9.13) to obtain K1 and K2. Finally, the BC and SRPC
estimates are computed using Eqs. (9.10) and (9.11).
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Figure 9.3: Least-squares orbit determination: pseudo-observations derived
from TLE, XTLEj , are compared with propagated states, XPROPj , starting from
the initial state, XS , to obtain the residuals, ∆Xj , at the observation epochs, tj ,
in the observation period, ∆t.
9.2.4 State estimation method
An orbit determination (OD) method has been implemented to estimate the initial state
of a rocket body. The approach to perform OD based on TLEs is described by e.g. Levit
and Marshall (2011), Vallado et al. (2013) and Dolado-Perez et al. (2014). In these ap-
proaches, TLEs are used to generate pseudo-observations and the initial state is esti-
mated by fitting accurate orbit propagation states to the pseudo-observations by means
of least-squares (LSQ) optimization. This approach has also been adopted here and is
described in the following together with the different possible settings for the OD algo-
rithm.
Orbit determination process The OD is carried out by fitting orbit propagation states
to pseudo-observations using non-linear least-squares, which is a consolidated method
widely used for off-line (ground-based) OD (Montenbruck and Gill, 2000). As a first
step, the observation period is set. The most recent TLE defines the end of the observa-
tion window, tf , and the start of the window, t0, is defined by the chosen length of the
window, ∆t, as: t0 = tf −∆t, see Figure 9.3. In this window, a number ofN observation
epochs, tj with j = 1, 2, ..., N , is set and at each epoch a pseudo-observation, XTLEj , is
generated from the nearest TLE using SGP4. These pseudo-observations are used to
determine the orbit that is defined by the initial state, XS . This initial state is located in
the observation window at the solution epoch, tS , that can be chosen. In addition to the
initial state, also the BC and SRPC can be estimated during OD. The OD solution vector
S then becomes: S = [XTS BC SRPC]T. To obtain the residuals for LSQ optimization,
the orbit is propagated from tS to t0 and tf using the initial state, BC and SRPC guesses.
The propagated states at the observations epochs, XPROPj , are then compared with the
pseudo-observations to obtain the residuals: ∆Xj = XTLEj −XPROPj . These residuals
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are minimized by minimizing their weighted square:
J =
N∑
j=1
k∑
i=1
(
∆Xj,i
wi
)2
(9.14)
where k is the number of components of the state vector and wi are the weights for the
different state components. The minimization of the weighted square, J , is performed
using a non-linear LSQ algorithm (lsqnonlin in matlab (Coleman et al., 1999)) to find
the OD solution, S∗. At each iteration step of the LSQ, the OD solution is updated using
the partial derivatives of the residuals with respect to the solution components, i.e. the
Jacobian of the residuals:
H =
dXPROP
dS
=
[
∂XPROP
∂S1
· · · ∂X
PROP
∂Sm
]
(9.15)
where m is the number of components of the OD solution vector S and XPROP is a
vector of length nN containing the propagated states at all observation epochs. Using
the Jacobian that is computed using finite differences, the solution S∗ that minimises J
is found iteratively. The LSQ optimization is terminated when either the solution S or
the weighted square J has converged or the maximum number of allowed iterations is
reached.
Settings The result of the orbit determinationmainly depends on two elements, namely
the residuals and the Jacobian of the residuals. The Jacobian contains the partial deriva-
tives of the residuals with respect to state components (see Eq. 9.15) and is required to
steer the solution of the LSQ problem. The residuals, on the other hand, determine the
objective function value J which is minimized by the LSQ algorithm (see Eq. 9.14). The
values of the residuals therefore directly affect the solution of the LSQ problem. Finally,
the guesses for the initial state and object parameters are important, because they affect
the convergence and the final solution. There are various options for implementing the
OD algorithm. The different options that were implemented are briefly discussed next.
Observation period From literature it is known that the length of the observation period
and number of TLEs and pseudo-observations used can affect the prediction accuracy
after OD (Vallado et al., 2013). For this reason, three different period lengths were se-
lected, namely 5, 10 and 20 days. The number of TLEs used for generating pseudo-
observations is simply the number of available TLEs in the observation period (after
TLE preprocessing) and the number of generated pseudo-observations was chosen to
be either 11 or 21.
Pseudo-observation generationPseudo-observations can be generated in the followingways:
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(a) Pseudo-observations generated from single TLE: tj = tf −∆t(N − j)/(N − 1)
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(b) Pseudo-observations generated from multiple TLEs at TLE epochs: tj = tTLEj
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(c) Pseudo-observations generated from multiple TLEs on uniform grid: tj = tf −
∆t(N − j)/(N − 1). The nearest TLE is used to generate the pseudo-observation.
Figure 9.4: Pseudo-observations generated using single TLE (a), or using mul-
tiple TLEs at TLE epochs (b) or on uniform grid (c).
1. Single TLE [SingleTLE]: all observations are generated from one TLE and equally
spread in time (see Figure 9.4(a));
2. Multiple TLEs at TLE epochs [TLEepochs]: each observation is generated using a
different TLE at the epoch of the TLE (see Figure 9.4(b));
3. Multiple TLEs on uniform grid [Uniform]: the observations are generated on a
uniform grid, where the TLE closest to the observation epoch is used to generate
the observation (see Figure 9.4(c)).
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As the accuracy of SGP4 reduces with propagation time (Kelso, 2007), the observations
are generated at most two days away from the TLE to avoid inaccurate observations.
Besides, the approaches TLEepochs and Uniform are less susceptible to TLEs of poor
quality, because the impact of a single poor TLE on the OD solution is reduced.
Residual coordinates A proper choice of the residual coordinates may simplify the LSQ
problem by simplifying the relation between the initial state and the residuals andmak-
ing weighting of the residuals easier (Vallado and Crawford, 2008). The following coor-
dinates have been implemented:
1. Cartesian coordinates aligned with the inertial reference frame [Cart] (see Sec-
tion 2.3.1);
2. Cartesian coordinates aligned with satellite coordinate system in radial, trans-
verse, normal directions [RTN];
3. Classical orbital elements [COE] (see Section 2.3.3);
4. Modified equinoctial elements [MEE] (see Section 2.3.4).
Among the Cartesian coordinates, the ones in RTN directions are more suitable to dis-
tinguish the sources of errors. This is even easier when orbital elements are used, be-
cause for example the shape (a, e), orientation (i,Ω, ω) and the position in orbit (ν) can
be distinguished. On the other hand, short-periodic motion is clearly visible in posi-
tion and velocity whereas long-term changes are better described by orbital elements.
Besides, the residuals in COE at TLE epochs were computed using mean elements in-
stead of osculating elements. This special case was implemented to avoid the use of
SGP4 for generating observations by extracting the mean values of the orbital elements
directly from TLEs (except for the mean anomaly). In this case, for the computation
of the residuals, the mean orbital elements according to propagation are derived from
the osculating ones provided by AIDA by fitting second-order polynomials through the
average values per orbital revolution as described in Section 9.2.2.
Residual weighting In LSQoptimisation theweights used for the residuals are key factors,
as they determine the optimality. Improper weighting may give too much weight to
certain residuals which causes the solution to converge to an inaccurate state estimate.
Therefore, for each component of the residual vector, ∆Xj,i, a different weight, wi, is
used.
Solution epoch The epoch of the solution tS can be set at the start (tS = t0), at the end
(tS = tf ) or at the midpoint (tS = (tf − t0)/2) of the observation period, see Figure 9.5.
The TLE closest to tS is used to compute the initial state guess XS .
Solution coordinates A proper choice of the coordinates of the state solution, XS , may
improve the convergence of the LSQ solution. The same coordinates as for the residuals
have been implemented, but in all cases osculating values were used.
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Figure 9.5: The solution epoch tS can be set at the start, end or midpoint of the
observation period. The TLE closest to tS is used to obtain the guess for XS .
Solution vector Next to the initial state the BC and SRPC can also be estimated. This
gives three options for the OD solution vector: only the state: S = [XS ], including BC:
S = [XTS BC]
T, and including BC and SRPC: S = [XTS BC SRPC]T.
Solution vector scaling In numerical optimization it is in general useful to work with op-
timization variables with the same order of magnitude (Betts, 1998) and therefore the
solution vector may need to be scaled. The scaled solution vector, Sˆ, is obtained by
dividing the solution by the scaling vector, Γ:
Sˆi =
Si
Γi
for i = 1, 2, ...,m (9.16)
Jacobian Computing the Jacobian can be time consuming and therefore one may choose
to compute the Jacobian only once, and use this “fixed” Jacobian throughout the pro-
cess. This approach works well as long as the initial guess is close to the optimal solu-
tion.
9.2.5 TLE preprocessing
The TLEs have to be filtered because incorrect, outlying TLEs and entire sequences
thereof could be present in the data from Space-Track, and using such aberrant TLEs
in subsequent analyses would deteriorate the accuracy of the results. Filtering out aber-
rant, or incorrect, TLEs consists of a number of stages (Lidtke et al., 2016), namely:
1. Filter out TLEs that were published but subsequently corrected.
2. Find large time gaps between TLEs because they hinder proper checking of TLE
consistency.
3. Identify single TLEs with inconsistent mean motion, as well as entire sequences
thereof, using a sliding window approach.
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4. Filter out TLEs outlying in perigee radius.
5. Filter out TLEs outlying in inclination.
6. Filter out TLEs with negative B∗ as they cause incorrect SGP4 propagation.
TLEs with negativeB∗ are filtered out, because they produce SGP4 propagations where
the semi-major axis increases, which is not realistic for decaying orbits. More details on
the applied filteringmethods and results are discussed by Lidtke et al. (2016) and Lidtke
et al. (2019).
Figure 9.6 shows the flow diagram of the re-entry prediction approach. First, the TLEs
are filtered and subsequently they are used to estimate the BC, generate pseudo-observations
and obtain an initial state guess. Then, the state estimate is refined using orbit deter-
mination and, finally, the state and BC estimate are used to predict the re-entry date.
As an alternative, re-entry prediction can be performed without state estimation using
only an estimate for BC or by also estimating the SRPC.
9.3 Test cases
To determine the quality of the BC estimates, the estimates were compared with BC
values derived from B∗ in TLEs and with real object data. In addition, to measure the
accuracy of the re-entry predictions, the error between the predicted and actual re-entry
date is computed. This error with respect to the time to re-entry is calculated as follows:
%Error =
∣∣∣∣ tpredicted − tactualtactual − tlastTLE
∣∣∣∣× 100 (9.17)
where tpredicted is the predicted re-entry date, tactual the actual re-entry date and tlastTLE
the epoch of the last TLE used for the prediction.
To test the re-entry prediction performance, a set of 101 rocket bodies that re-entered
in the past 50 years was selected, see Appendix A. This makes it possible to compare
the predicted re-entry date with the real one. The re-entry dates were taken from satel-
lite decay messages from the Space-Track.org website4 that provides the decay date of
space objects. It is worth mentioning that the exact re-entry time is not known, because
all decay times are at midnight, i.e. tactual has an uncertainty of 1 day (this can produce
a bias in the calculated re-entry prediction error when predictions are made close to
the actual re-entry). All upper stages were initially in GTOs, but their re-entry dates,
lifetimes, inclinations and area-to-mass ratios differ significantly. To give an indication,
the perigee altitude 180 days before re-entry lies between 131 and 259 km and the eccen-
tricity between 0.1 and 0.73, see Figure 9.7. The number of TLEs available in the last 180
4https://www.space-track.org
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Figure 9.6: Flow diagram of re-entry prediction approach.
days before re-entry varies from 45 to 543 and the area-to-mass ratio according to object
data lies between 0.002 and 0.03 m2/kg (see also Figure 9.10). A subset of 25 objects was
selected to perform extensive testing to find the best settings for the ODmethod. These
objects are indicated in Appendix A.
In addition, all objects have been used to predict the re-entry 10, 20, 30, 60, 90 and 180
days before the actual re-entry date. Some of the 101 objectswere not suitable for several
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Figure 9.7: Eccentricity and perigee height of tested rocket bodies 10 and 180
days before re-entry.
re-entry prediction tests, because they had no TLEs within a specific number of days
before the re-entry (e.g. last TLE is 90 days before re-entry).
In real re-entry prediction cases, the actual re-entry date of the object is, of course, not
known. Analysing the results has therefore not only the goal to examine the quality of
the re-entry predictions but also to define guidelines for real re-entry prediction scenar-
ios.
9.4 Results
In this section, the results of the BC, SRPC and state estimation methods and re-entry
predictions using different approaches are discussed.
9.4.1 Ballistic coefficient estimation
Figure 9.8 shows BC estimates and BCs from B∗ for object 28452 together with the
perigee radius according to TLE data in the 180 days before re-entry. For the left plots
TLEs filtered on mean motion were used, whereas for the right plots the TLEs were fil-
tered on mean motion and perigee radius. First of all, there is a significant difference
between the values of the BC estimates and the values of the BC from B∗. This proves
that a BC estimate is required to perform re-entry prediction with a dynamical model
different from SGP4/SDP4.
Besides, there is a clear relation between outliers in TLE perigee radius and estimated
BC; an outlier in perigee radius results in an outlier in the BC estimates. More precisely,
of the two TLEs that are used for BC estimation, the outlying TLE that is used to obtain
the initial state for propagation results in an outlier in BC estimate. The other TLE is
only used to compute the change in semi-major axis according to the TLEs and does not
have such a strong effect. Therefore, it can be concluded that the BC estimate strongly
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Figure 9.8: BC estimates and BC from B∗ from TLE data (upper plots) and the
mean perigee radius according to TLEs (lower plots) for object 28452 in the 180
days before re-entry. In left plots the TLEs have been filtered on mean motion
only and in right plots on mean motion and perigee radius.
depends on the initial state used in the estimation. Because the atmospheric drag de-
pends largely on altitude, an incorrect value of the initial state, which translates in an
aberrant perigee height, results in a poor BC estimate. The BC estimate compensates
for the incorrect initial state such that the state and BC together give the correct decay
in the estimation period. The B∗ is strongly correlated to the perigee height and thus
both the BC estimate and B∗ depend on the initial state. This may explain why the BC
estimate and B∗ in Figure 9.8 follow the same trend.
The plots on the right in Figure 9.8 show the BC estimates and perigee radius after
filtering the TLEs on outliers in perigee radius. The BC estimates improve, because
outliers in BC estimate disappear when TLE outliers in perigee radius are removed.
Nevertheless, there are still outliers in the BC estimates, which may be removed when
also smaller outliers in perigee radius are filtered out.
To have a closer look at the dependency of the BC estimate on the perigee radius, the
BC estimates are plotted against perigee radius according to TLE data for object 27808
in Figure 9.9, where the color indicates the epoch of the BC estimate. In the lower plot
one can observe a correlation between the BC estimates and perigee radii for estimates
at similar epochs. For a set of BC estimates with similar epochs, the BC varies almost
linearly with changing perigee radius. The upper two plots show that this relation is
mainly due to noise in the perigee radius that is compensated by the BC estimates. If
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Figure 9.9: BC estimates (upper plot), the osculating perigee radius according
to TLE data (middle plot) and BC estimates against perigee radius for object
27808 in the 180 days before re-entry.
the TLE data were more accurate then the BC estimates would not vary as much and
would be closer to the real BC.
This proves that to obtain a good single BC estimate the TLEs should be filtered on
perigee radius, or on both semi-major axis and eccentricity. Another option to reduce
the impact of outliers on the estimate is to compute multiple BC estimates and take the
median of the estimates as the final BC estimate. The re-entry prediction results using
a single and a median BC estimate are discussed in Section 9.4.4.
In addition, different epoch separations between the two TLEs used for BC estimation
have been tested, namely 2, 5, 10 and 20 days. A TLE separation of 10 days was found
to be least sensitive to outliers and short-period effects, because the difference between
mean and median of the estimates was smallest and the dispersion in terms of stan-
dard deviation and median absolute deviation was small as well. Therefore, 10-days
separation is used for BC estimation, which is in agreement with Saunders et al. (2012).
Finally, BCs were estimated for the 101 test objects in the 180 days before re-entry. It
was found that 80% of the medians of the BC estimates was within the range of possible
area-to-mass ratio (assuming Cd = 2.2) according to physical object data taken from
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Figure 9.10: Median of the BC estimates and the minimum and maximum BC
according to object data (assuming Cd = 2.2) for all 101 objects. Median BC
estimates outside the BC range according to data are indicated with an orange
dot. (Objects are sorted on increasing average area-to-mass ratio.)
European Space Agency’s DISCOS database5, see Figure 9.10. This gives confidence
that the estimation method provides good results.
9.4.2 SRP coefficient estimation
The BC and SRPC estimation method (see Section 9.2.3) was implemented and tested,
but was found to give aberrant results. In all test cases, the orbit has a low perigee
altitude (hp < 259 km) and therefore the effect of SRP was always at least an order of
magnitude smaller than the effect of drag. This resulted in an ill-conditioned system
of equations (Eqs. 9.12 and 9.13) and consequently gave aberrant results for the SRPC.
For example, Figure 9.11 shows the area-to-mass ratio estimates corresponding to drag
and SRP for object 25051 when it is in a highly eccentric orbit. Here, the SRPC was
estimated only until 130 days before re-entry, because after that the effect of SRP on
the eccentricity is more than 100 times smaller than the effect of drag. The estimated
A/mdrag is between 0.5 and 2 times the average A/m according to object data, whereas
the estimated A/mSRP is negative or 2 to 18 times higher than the average A/m. These
A/mSRP estimates are not realistic and therefore not useful for orbit prediction. For this
reason, SRPC estimation was omitted and known area-to-mass ratio data was used to
compute the SRPC assuming the typical reflectivity coefficient value of CR = 1.4.
5https://discosweb.esoc.esa.int
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Figure 9.11: Estimated area-to-mass ratio for drag (top) and SRP (middle) rela-
tive to average area-to-mass ratio according object data and the eccentricity of
the orbit (bottom) for object 25051.
9.4.3 Full state estimation
Best settings identification
The state estimation method was first tested to identify good settings and after that the
accuracy of the method was analysed by performing re-entry predictions. An overview
of the tested OD settings and the selection process is shown in Figure 9.12. The best
settings have been identified by first discarding options that resulted in inaccurate re-
entry predictions and finally extensively testing the remaining setting combinations.
First of all, the BC estimation results showed that the BC estimate depends strongly
on the initial state and therefore it was chosen to always include the BC in the solution
vector. In addition, the state that is used for BC estimation is also used as initial guess for
the state estimation, such that the state together with the BC estimate provide a good
initial guess for the full state estimation. Therefore, the solution epoch tS is always
located at the epoch of a TLE. In case the solution is chosen to be at the end or at the
midpoint of the observation window, it is set at the nearest TLE epoch. This has the
additional advantage that states derived from TLE are more accurate close to the TLE
epoch.
Initial re-entry prediction tests were run to obtain good scaling and weighting factors
for the initial state and residuals. After that, predictions were carried out using all im-
plemented options for pseudo-observation generation, initial state location and residual
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Figure 9.12: Diagram of OD algorithm settings and their selection.
coordinates with observation windows of 5, 10 and 20 days and with 11 or 21 observa-
tions. These tests showed that pseudo-observations generated using only a single TLE
is most robust (no failures occurred during OD), but gives on average less accurate pre-
dictions and therefore this option was discarded. In addition, observation windows of
10 or 20 days did not give better results than a 5-days window. Therefore, a 5-day win-
dowwas selected to reduce computational times. Also, the number of observations was
set to 21, because this gave better predictions compared to using 11 observations.
Furthermore, it was found that expressing the initial state in MEE elements gives best
results regarding both the number of iterations required by the LSQ algorithm and the
obtained average position residuals independent of the residual coordinates. Moreover,
the option of inertial Cartesian coordinates for residuals was discarded, because it is
similar to the RTN Cartesian coordinates, but the RTN option performed better. Also,
locating the initial state at the start of the observation period t0 was dropped as an
option, since it is similar to placing the initial state at the end of the window tf , but
results in a longer prediction period. The discarded settings are indicated in Figure 9.12.
To determine the best settings for the location of the initial state (midpoint or end of
observation period), the coordinates of the residuals (RTN, MEE or COE) and observa-
tion epochs (TLEepochs or Uniform), re-entry predictions were carried out for the 25
selected objects 30 days before re-entry. Table 9.1 shows the average re-entry prediction
error and number of failures obtained using different settings6. Here, failuremeans that
6Note that Table 9.1 is different from Table 1 in Gondelach et al. (2016) because for the results shown
here the same state was used for BC and state estimation, which was not the case for the results presented
in Gondelach et al. (2016)
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Table 9.1: Average andmedian re-entry prediction error and number of failures
for different settings based on re-entry prediction of 25 objects; failed predic-
tionswere given an error of 50%, †pseudo-observations are raworbital elements
from TLE.
Backward Midpoint
Average Median # of Average Median # of
error [%] error [%] failures error [%] error [%] failures
RTN 12.2 9.6 1 14.0 9.1 1
TLEepochs MEE 11.7 7.1 1 13.4 7.3 1
COE† 12.1 8.8 0 14.9 7.7 2
RTN 10.5 6.2 0 11.0 7.3 0
Uniform MEE 19.7 14.2 0 11.4 7.5 0
COE 16.9 10.3 0 11.3 6.9 0
Table 9.2: Best settings for OD algorithm; ∗a0 is semi-major axis of initial state
guess, †Vc,0 is circular velocity at a0; all units in km, s and rad, only BC in kg/m2.
Option Best setting
Solution vector MEE and BC: S = [p, f, g, h, k, L,BC]
Solution vector scaling Γ = [a0, 1, 1, 1, 1, 2pi, 0.5]∗
Solution location End: tS = tf
Residual coordinates RTN: ∆X = [r, t, n, Vr, Vt, Vn]
Residual weighting w = [a0, a0, a0, Vc,0, Vc,0, Vc,0]†
Pseudo-observations N = 21, ∆t = 5 days, Uniform
the OD did not find a solution and the average and median prediction errors are com-
puted assuming a prediction error of 50% in case of failure. Applying observations on
an uniform grid is most robust as it does not result failures during the OD. Moreover,
without considering the residual coordinates, the pseudo-observations on a uniform
grid with the solution located at the midpoint performs best. However, the best pre-
dictions (i.e. lowest average and median error) were obtained with the observations
equally spaced in time together with residuals in RTN coordinates and the initial state
at the end of the observation window. The best combination of settings is reported in
Table 9.2.
The advantage of using observations on an uniform grid compared to observations at
TLE epochs is that there aremore observations and that the observations are distributed
uniformly. On the other hand, generating the observations at the TLE epoch has the ben-
efit that the impact on the solution is equal for each TLE, because for each TLE the same
number of pseudo-observations are generated. In addition, when generating observa-
tions at the TLE epochs, SGP4 propagation is only used at the TLE epoch which can
be advantageous, e.g. when the B∗ value is poor. However, when only few TLEs are
available in the observation window, the number of pseudo-observations is very low
and the OD fails to find a solution. The fact that locating the initial state in the middle
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Figure 9.13: Change in re-entry prediction error when applying OD (for the
state and BC) with updated instead of fixed Jacobian for 25 objects 30 days be-
fore re-entry. The objects are sorted from left to right on increasing prediction
error when the Jacobian is fixed. Note that a negative change corresponds to an
improved prediction due to updating the Jacobian during OD.
of the observation period works best on average is related to propagation error growth
with time; residuals located further away from the initial state will generally be larger.
By locating the initial state in the middle this effect is balanced. Indeed, this approach
resulted in the lowest residuals (not shown here), but not in the lowest prediction errors.
Fixed vs updated Jacobian
In addition to the settings shown in Table 9.2, one can choose to either fix the Jacobian
during the OD or update it at every iteration step. To investigate the effect of fixing the
Jacobian, the re-entries of the 25 test objectswere predicted 30 days before re-entry. Here
the number of iterations for the LSQ algorithmwas limited to 50. Figure 9.13 shows the
change in the re-entry prediction error when using an updated instead of fixed Jacobian
during OD. For 17 of the 25 cases, the re-entry prediction error improved when the
Jacobian is updated and on average the improvement is 0.6%. On the other hand, in only
four cases the improvement was larger than 1% and in two cases the accuracy reduced
by more than 1% using an updated Jacobian. The largest improvements was found for
test cases that have large prediction errors when using a fixed Jacobian (these objects
are shown on the right side in Figure 9.13). However, in practice one cannot determine
which these cases are, because the re-entry date is unknown. Finally, the improvements
come at the cost of computational speed. Each LSQ iteration step is eight times slower
compared to using a fixed Jacobian, because finite differences is used for computing the
Jacobian.
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Figure 9.14: Change in re-entry prediction error when using OD to estimate the
state, BC and SRPC instead of only estimating the state and BC for 25 objects
30 days before re-entry. The objects are sorted from left to right on increasing
prediction error after OD with state and BC only. Note that a negative change
corresponds to an improved prediction due to also estimating the SRPC during
OD.
Including SRPC during OD
The previously discussed results were obtained by estimating the state and BC using
OD. However, one may also estimate the SRPC during OD in order to model the SRP
perturbation more accurately. Figure 9.14 shows the change in the re-entry prediction
error when estimation of the SRPC is included during OD. In 9 of the 25 cases, the re-
entry prediction error improved and in five cases the improvement was larger than 1%.
On the other hand, in three cases the error increased by more than 1% and in one of
these cases (object 22906) the error increment was 7.6%. As a result, on average the er-
ror increased by 0.1%. Interestingly, for 16 of the 25 cases, the average position residual
was reduced due to including the SRPC during OD; however, in 12 of these cases this
did not result in improved re-entry predictions. Therefore, it was chosen to only esti-
mate the state and BC during OD and not to include the SRPC.
Concluding, good settings for state estimation have been found (see Table 9.2) and pre-
dictions may be improved by updating the Jacobian during OD. In the following, the
re-entry prediction results using only BC estimation or with full state estimation for dif-
ferent number of days before re-entry are compared and discussed. Because updating
the Jacobian requires considerable computational effort with only small re-entry pre-
diction improvements, it was chosen to carry out re-entry predictions with the Jacobian
fixed.
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9.4.4 Re-entry prediction
9.4.4.1 Re-entry prediction using single BC estimate
The objective of this section is to show that, for re-entry prediction using only a BC
estimate, it is of fundamental importance to run the re-entry predictions using the same
state that is used for BC estimation.
As described in Section 9.2.2, two TLEs are needed for estimating the BC; thus to run
the subsequent re-entry prediction one can use the state of either one of the two TLEs.
Now, consider the test case of predicting the re-entry for 91 rocket bodies 30 days before
re-entry, i.e. all re-entry predictions start from the state of the TLE at 30 days (TLEstart).
In one case, TLEstart and an older TLE (TLEolder) are used for BC estimation. The BC is
estimated by propagating from the state of TLEstart backward to TLEolder and the state of
TLEstart is also used for the re-entry prediction. This case is labelled “Older TLE, same
state”. In the second case, the BC estimation is performed using TLEstart and a newer
TLE (TLEnewer) by propagating backward from TLEnewer to TLEstart. Here the state (of
TLEnewer) that is used for BC estimation and is not equal to the state (of TLEstart) that is
used for the re-entry prediction. This case is called “Newer TLE, different state”. Fig-
ure 9.15 shows the cumulative distributions of the re-entry prediction errors and their
90%-confidence regions7 for both cases. One can see that although newer information
is used in the second case, the first case, which uses an older TLE but the same state,
results in more accurate re-entry predictions. The difference between the prediction
results of the two cases is significant, because the corresponding 90%-confidence in-
tervals only overlap for small prediction errors. The use of the newer TLE only gives
more accurate re-entry predictions if the same state is used for BC estimation and re-
entry prediction, see case “Newer TLE, same state” in Figure 9.15. For completeness,
Figure 9.15 also shows the case “Older TLE, different state” that results in less accurate
predictions compared to using the “same state”.
Using the same state for BC estimation and re-entry prediction gives better results, be-
cause the BC estimate is computed such that together with the state it gives the correct
decay rate of the semi-major axis in the estimation period. Using that BC estimate with
another state will generally not result in the correct decay rate and the re-entry pre-
diction is thus more likely to be less accurate. Therefore, the same initial state for BC
estimation and re-entry prediction should be applied.
The re-entry predictions using a single BC estimate that are presented in the following
sections are computed using the “Older TLE, same state” approach such that the latest
available TLE is used for the initial state.
7The 90%-confidence regions are the interval where the true cumulative distribution is located with
90% probability. The width of the interval depends on the number of samples and is computed using the
Dvoretzky-Kiefer-Wolfowitz inequality (Dvoretzky et al., 1956).
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Figure 9.15: Re-entry predictions 30 days before re-entry using an older or
newer TLE for BC estimation and the same or a different state for BC estimation
and re-entry prediction. All re-entry predictions start from the TLE at 30 days
before re-entry. BC estimation starts from the same TLE (orange and blue lines),
or ends there and starts at a different TLE (yellow and green lines). The other
TLE used of BC estimation is either an older or newer TLE with respect to the
TLE at 30 days. (The colors of the plots in (a) and the arrows in (b) correspond.)
9.4.4.2 Re-entry prediction using multiple BC estimates
Instead of using a single estimate, one can compute multiple estimates and take the
mean or median of the set that may better represent the average BC behaviour. This
approach was tested by estimating the BC for every TLE between 90 and 30 days and
from 180 to 60 before re-entry and use the median of the estimates for re-entry predic-
tion at 30 and 60 days before re-entry, respectively. The prediction errors are shown in
Figure 9.16. Compared with the predictions based on a single BC the results are signif-
icantly worse; the majority of the median-BC predictions is outside the 90%-confidence
interval of the single-BC error distribution. On average, the re-entry predictions are 8%
and 6% less accurate at 30 and 60 days before re-entry, respectively.
It was found that especially for orbits with a high eccentricity and low inclination the
predictions with median BC are less accurate. Figure 9.17 shows the prediction error
against eccentricity with different markers for different inclinations at 60 days before
re-entry (similar results were found for 30 days). The results with median BC show a
correlation between increasing eccentricity and increasing error, whereas with a single
BC estimate this correlation is less strong. In addition, the majority of the inaccurate
predictions with median BC at lower eccentricity corresponds to low inclination orbits
(i < 12 deg). A possible cause for this is the TLE accuracy, because the accuracy of TLEs
Chapter 9 Re-entry Prediction of Rocket Bodies Based on TLE Data 183
0 10 20 30 40 50
Re-entry prediction error [%]
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
CD
F 
of
 re
-e
nt
ry
 p
re
di
ct
io
n 
er
ro
r [
-]
Single BC (CDF)
Single BC (Confidence region)
Median BC (CDF)
Median BC (Confidence region)
(a) 30 days before re-entry; median taken from
BC estimates between 90 and 30 days before re-
entry.
0 10 20 30 40 50
Re-entry prediction error [%]
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
CD
F 
of
 re
-e
nt
ry
 p
re
di
ct
io
n 
er
ro
r [
-]
Single BC (CDF)
Single BC (Confidence region)
Median BC (CDF)
Median BC (Confidence region)
(b) 60 days before re-entry; median taken from
BC estimates between 120 and 60 days before re-
entry.
Figure 9.16: Cumulative distribution and 90%-confidence region of re-entry
prediction error using a single BC estimate (orange) or the median BC (blue)
for (a) 91 objects 30 days before re-entry and (b) 93 objects 60 days before re-
entry.
for objects in HEO, GTO and orbits with low inclination is less than for other objects
(Flohrer et al., 2008). This is also shown in Figure 9.18 that shows the dispersion of the
mean perigee data (that is the median absolute deviation of de-trended perigee data8)
against eccentricity. The dispersion of the perigee data, i.e. the noise, increases with
increasing eccentricity. A single BC estimate can compensate for such inaccuracies by
soaking up the error. However, when using a median BC the individual TLE errors are
averaged out and not compensated for, except for possible biases.
These results suggest that estimation of the perigee altitude or eccentricity is required
in order to improve the perigee data and thus the BC estimation and re-entry predic-
tion. Indeed, Sharma et al. (2006) developed a method for estimating both the BC and
eccentricity with good re-entry prediction results for upper stages in GTO.
9.4.4.3 Only BC vs full state estimation
The re-entry predictions using only BC estimates are comparedwith those after full state
estimation using OD. Figure 9.19(a) shows the re-entry prediction results for 30 days
before re-entry after only BC estimation (orange) and after full state estimation (blue).
Surprisingly, the results obtained after OD are not better than the predictions using only
an estimate for the BC. The BC-only predictions are on average 0.6% better, however
this difference is not significant for the number of samples (notice that the cumulative
distributions are well within each others 90%-confidence intervals). This outcome is
8The perigee radius data was de-trended by subtracting the moving median from the data series, see
Lidtke et al. (2016).
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Figure 9.17: Re-entry prediction error 60 days before re-entry using a single BC
(orange) ormedian BC (blue) plotted against eccentricitywith differentmarkers
for different inclination ranges.
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Figure 9.18: Median absolute deviation (MAD) of de-trended mean perigee ra-
dius data in 180 days before re-entry against eccentricity at 60 days before re-
entry.
opposite to what one would expect, because a state estimated using OD is supposed
to be a better starting point for accurate orbit propagation than a state taken directly
from TLE data using SGP4. To check if state estimation improves re-entry predictions
at all, a test was performedwhere after the state estimation the BC is re-estimated using
the new state estimate. The results are shown in Figure 9.19(b) and they are on average
0.4% better than using only an estimate for the BC; however, again this difference is not
significant for the number of samples used. This indicates that state estimation has less
impact on the re-entry prediction accuracy than BC estimation.
To assess whether an accurate state and BC estimate result in an accurate re-entry pre-
diction, the six objects with the lowest position residuals after state and BC estimation
using OD at 30 days before re-entry were analysed. Table 9.3 shows their mean posi-
tion residuals and re-entry prediction errors before OD (i.e. only BC estimation) and
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Figure 9.19: Cumulative distributions and 90%-confidence regions of re-entry
prediction error of 91 objects 30 days before re-entry using only an estimate for
BC and (a) after OD to estimate state and BC and (b) subsequently re-estimate
the BC.
Table 9.3: Mean position residuals and re-entry prediction errors before OD
(only BC estimation) and after OD (see Section 9.4.3 for OD settings) for six
objects with lowest residuals after OD at 30 days before re-entry.
NORAD e [-] Mean position residual [km] Prediction error [%]
ID Before OD After OD Before OD After OD
19332 0.153 660.0 9.9 2.3 1.4
7252 0.070 662.3 7.8 2.2 4.8
7794 0.050 105.5 3.0 6.3 6.1
9017 0.084 513.2 7.3 7.7 6.4
25240 0.087 422.6 6.7 8.2 9.7
25372 0.046 303.3 7.9 11.9 16.5
after OD. The residuals after OD are all two orders of magnitude smaller than before
OD. The state estimation thus improved the accuracy of the orbit in the 5-days obser-
vation period significantly with respect to only estimating the BC. However, just half
of the corresponding re-entry predictions improved and the highest prediction error is
still 16.6%. This shows that a state and BC that give an accurate orbit in the past do not
necessarily give an accurate re-entry prediction.
This outcome may be the consequence of taking a fixed BC for prediction. Figures 9.8
and 9.9 show that the BC changes over time (possibly due to object attitude variation,
changing drag coefficient (Moe and Moe, 2005) and atmospheric density modelling er-
rors (Storz et al., 2005)). These variations in the BC are not accounted for during re-entry
prediction and therefore, even if the initial state is very accurate, the prediction may not
be accurate.
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Figure 9.20: Cumulative distributions of re-entry prediction error 10, 20, 30, 60,
90 and 180 days before re-entry and all prediction errors together with 90%-
confidence region using only an estimate for BC.
9.4.4.4 10 to 180 days before re-entry
The re-entry prediction results for 10, 20, 30, 60, 90 and 180 days before re-entry using
single BC estimates are shown in Figure 9.20 together with the cumulative distribution
and 90%-confidence interval of all predictions. The predictions at 60 days before re-
entry are on average most accurate. The predictions at 10 and 20 days before re-entry,
on the other hand, are significantly less accurate than the overall result. It should, how-
ever, be noticed here that the given re-entry epochs have an 1-day uncertainty (as they
are given at midnight) which can result in a 10% re-entry prediction error 10 days be-
fore re-entry even if the prediction is perfect. The fact that the short-term predictions
are less accurate is possibly due to the fast-changing dynamics close to re-entry. The
local atmosphere changes strongly and the BC can vary quickly at lower altitudes, see
e.g. Figure 9.8. Assuming a constant value for the BC may therefore not be a good
approximation and accurate computation of the atmospheric drag becomes difficult.
Overall, with 90% confidence, 62 to 72% of the predictions is within 10% error and 85
to 95% within 20% error. Using a single BC estimate one can thus obtain a first-order
estimate of the re-entry date irrespective of TLE quality and availability. More sophis-
ticated methods, such as 6DoF propagation and density corrections, should be applied
to accurately estimate the impact point of the re-entering object.
Space weather sensitivity
The results reported in the previous sections were obtained by making use of observed
historical space weather data. In practice, re-entry predictions are performed for the
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Table 9.4: Objects used for space weather sensitivity analysis and the observed
space weather 180 days before re-entry and at the re-entry date.
180 days before re-entry Re-entry date
Object a e Average Magnetic Average Magnetic
ID [km] [-] F10.7 index (Ap) F10.7 index (Ap)
21990 11893 0.45 218 2 165 6
22906 24568 0.73 96 8 83 100
22997 7907 0.17 79 12 81 9
25776 7766 0.15 148 4 146 14
32764 23402 0.72 68 2 68 4
37211 16150 0.60 111 2 133 20
Table 9.5: Comparison of re-entry prediction errors using observed and pre-
dicted space weather for different objects and different number of days before
re-entry in absolute difference in relative prediction error.
Difference in prediction error [%]
Object ID 10 days 20 days 30 days 60 days 90 days 180 days
21990 3.3 2.7 3.1 2.1 2.2 1.0
22906 2.1 1.3 0.1 0.5 0.1 0.0
22997 0.6 3.4 3.4 2.5 1.0 0.1
25776 1.5 1.0 0.1 2.5 3.1 0.2
32764 0.6 0.5 3.4 2.5 1.7 3.6
37211 2.3 2.4 0.8 0.5 0.8 2.7
future and one can only make use of predictions of the space weather. To analyse the
sensitivity of the re-entry predictions to space weather, the re-entry dates for six objects
were estimated using space weather predictions. The predicted space weather consists
of monthly solar and geomagnetic activity data (average F10.7 and Ap index) that were
predicted at the start date of the re-entry prediction. The six test objects were selected
because they span the range from low to high initial eccentricity and low to high solar
activity, see Table 9.4, and their re-entry dates were predicted well 30 days before re-
entry using observed weather data.
The difference in re-entry prediction error using observed and predicted space weather
data is shown in Table 9.5. For individual cases, it was found that the use of predicted
instead of observed spaceweather data can result in both improved or reduced accuracy
of the re-entry prediction. Overall, the average re-entry prediction error increased by
only 0.1% (from 8.1% to 8.2%) when predicted instead of observed space weather data
was used. The largest difference in re-entry prediction error due to using predicted
instead of observed data is 3.6% (6.5 days difference in predicted re-entry date 182 days
before re-entry) and on average the difference is 1.7%. This suggests that the impact
of using predicted space weather data instead of observed data is small for re-entry
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predictions less than 180 days before re-entry. Still, these uncertainty are additional to
the prediction errors presented in the previous sections.
9.5 Conclusion
The estimation of the BC was tailored for re-entry prediction by comparing the decay
of the mean semi-major axis according to TLE data with the decay of the average semi-
major axis due to drag according to a high-fidelity propagator considering all pertur-
bations. In addition, an extensive analysis was carried out to determine the settings for
orbit determination that result in accurate re-entry predictions. To assess and improve
the performance of the estimation methods, the re-entry dates of 101 upper stages in
eccentric orbits (all initially in GTO) were predicted and the sources of inaccurate pre-
dictions were analysed.
The BC estimation results showed that the estimated BC depends strongly on the ini-
tial state, because TLE outliers and noise in the perigee radius resulted in outliers and
noise in BC estimates. Therefore, filtering TLEs on eccentricity or perigee radius is im-
portant. In addition, we showed that, because of the dependency on the initial state,
it is important to use the same initial state for BC estimation and re-entry prediction
as inaccuracy in the state is absorbed by a single BC estimate such that together they
provide the correct decay of the semi-major axis. Taking the median of multiple BC
estimates for predicting the re-entry did not give good results, because the median BC
is not related to the initial state. The accuracy of re-entry predictions after state and
BC estimation using OD were not significantly different from using only a single BC
estimate. Moreover, we showed that an accurate initial state and BC do not necessarily
give accurate re-entry predictions. Overall, using a single BC estimate, 62 to 72% of the
re-entry predictions were within 10% error (with 90% confidence). These conclusions
are based on re-entry predictions using TLE data and are thus subject to their accuracy
and availability that vary largely for different objects and dates. Finally, the use of space
weather predictions instead of observed data was found to have a small effect on the
accuracy of re-entry predictions. A maximum difference of 3.6% in re-entry prediction
error was found 180 days before re-entry.
The re-entry predictions could be further improved by usingmore accurate orbital data.
In addition, the fixed-BC approach can be improved by using more accurate atmo-
spheric density models and by applying a wind model to increase the accuracy of den-
sity and velocity calculations during both BC estimation and re-entry prediction. Fur-
thermore, if the accuracy of the orbital data is very low, estimation of the eccentricity or
perigee radius could improve the prediction accuracy, because they strongly affect the
BC estimate and re-entry prediction. However, if the drag coefficient or frontal area of
the object change over time, then the achievable accuracy using a fixed BC is limited.
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Knowledge of the object’s attitude and 6DoF propagation or a forecasting model for the
BC could significantly reduce the re-entry prediction error.

Chapter 10
Conclusions
The goal of this thesis was to develop orbit prediction and analysis techniques and ap-
ply them for SSA and SDM. In the previous chapters, this was achieved by combining
different propagation techniques with DA and by estimating the parameters and state
of rocket bodies to predict, design and analyse orbits. The methods were applied for
re-entry prediction, ADR, end-of-life disposal and long-term orbit prediction. In this
chapter, the main conclusions of the thesis are summarised and the plans for future
work are discussed.
10.1 Conclusions
The performance of Poincarémapping for perturbed orbit propagation and analysiswas
improved in Chapter 5. The Poincaré maps of orbits perturbed by J2-J4 and drag were
approximated by their high-order Taylor expansions to enable efficient propagation by
repetitively evaluating the high-order map. In previous work, this method had been
implemented in classical orbital elements andmodified equinoctial elements. Here, the
impact of choice of coordinates for writing the equations of motion on the accuracy and
efficiency of the method was assessed. Six traditional element sets were tested and a
new set of elements, called the eccentric Hill variables, was introduced. The accuracy
of high-order mapping was found to depend strongly on the choice of coordinates, be-
cause the coordinates affect the non-linearity of the dynamics. The highest accuracies
were achieved using the new eccentric Hill variables, resulting in a maximum error in
position of only 10 mwhenmapping J2-J4 perturbed LEO orbits for 10,000 revolutions.
In addition, when only the state is of interest and time is not considered, also highly-
eccentric orbits can be mapped extremely accurately using the eccentric Hill variables.
Finally, the high-order mapping with eccentric Hill variables was used to compute J2-
J4 perturbed periodic and quasi-periodic orbits. Remarkably, a single high-order map
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was used here to accurately compute the evolution of orbits with significantly different
eccentricities.
To enable the efficient design of activemulti-debris removal missions, two newmultiple
revolution perturbed Lambert solvers were developed in Chapter 6. For this, high-order
Taylor expansionswere used to find trajectories perturbed by J2 that solve the two-point
boundary value problem (TPBVP). One solver, called the J2-homotopy solver, starts
from the Keplerian solution of TPBVP and applies a homotopy on the J2 perturbation
to solve the TPBVP for increasing values of the perturbation until the fully perturbed
problem is solved. The second solver, called the J2-map solver, can start from any initial
guess and uses the high-order expansion of the final position residuals to find the initial
velocity that reduces the residuals to zero in an iterative way. Both solvers used an an-
alytical solution of the J2 problem to propagate trajectories very quickly. This enabled
the solvers to compute J2-perturbed rendezvous trajectories including hundreds of rev-
olutions with short computation times. The J2-homotopy solver was generally faster,
because it required less iterations. On the other hand, the J2-map solver was more ro-
bust, since it was always able to find the minimum ∆V solution. Because of the use of
the analytical propagator, the solutions differ from fully numerical solutions. This error
was corrected using a single refinement computed with a high-order Taylor expansion
of the approximate solution in the full dynamics.
The use of semi-analytical propagators for SSA has great potential because of their com-
bination of accuracy and speed. However, the inclusion of non-conservative force ef-
fects is difficult, because analytical averaging of non-conservative effects is only pos-
sible when the dynamics are simplified and numerical averaging of the effects is time-
consuming. In this work, the semi-analytical HEOSAT propagator was improved by en-
hancing the drag, geopotential and lunisolar perturbationmodels and validated against
TLE data in Chapter 3. In addition, in Chapter 7, the computation of drag was speed-
up by using high-order Taylor expansions to compute the mean element rates due to
drag instead of computing the drag effect via numerical averaging. To ensure accurate
results, the expansions were automatically recomputed when the estimated truncation
error became too large. Moreover, to minimize the number of recalculations, suitable
expansion variables were selected to improve the expansion accuracy. Improving the
computation speed without reducing the propagation accuracy was found to be possi-
blewhen the applied densitymodel is smooth and the effect of drag is small. If the effect
of drag is strong and the orbit changes quickly, the expansions have to be recomputed
frequently to ensure accurate results, which reduces the efficiency of the method. In ad-
dition, if the density model is not smooth then the Taylor expansions cannot accurately
approximate the drag if the orbit changes. Finally, HEOSAT was fully implemented in
DA to enable high-order expansion of the flow that was used in Chapter 8 to compute
chaos indicators and perform sensitivity analysis.
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The predictability of Galileo disposal orbits was investigated using chaos indicators and
sensitivity analysis in Chapter 8. The orbital evolution of three re-entry and one grave-
yard disposal orbit due to disposal manoeuvre uncertainties was studied and semi-
analytical propagation in DA was used to compute the FTLE and Lyapunov time of
different orbits in the initial phase space. The computed FTLE and Lyapunov time sug-
gested that all four disposal orbits are chaotic. However, the evolution of the orbits due
to disposal manoeuvre uncertainties did not exhibit chaotic behaviour. Moreover, two
of the three re-entry disposal options resulted in re-entry evenwhen subject to manoeu-
vre errors. The graveyard orbit did not fulfil the disposal requirements for 200 years as
a result of eccentricity growth. In addition, the evolution of the graveyard orbit was es-
pecially sensitive to uncertainties in the force model, but the evolution was predictable.
The difference in conclusions based on the FTLE and sensitivity analyses can be ex-
plained by the fact that: 1) the FTLE is computed in finite time, whereas LEs should
be studied in infinite time; 2) the FTLE is based on linearised dynamics, whereas finite
deviations behave non-linearly; 3) the FTLE looks at the direction of maximum growth,
whereas in finite time a finite deviation in another direction may growmore in absolute
terms; and 4) the FTLE considers all orbital elements, whereas mainly the behaviour
of the eccentricity is of interest. For these reasons, it was shown that the FTLE is not a
suitable tool for investigating the predictability of disposal orbits on a finite time scale
and sensitivity analysis is preferred instead. The shortcomings of chaos indicators are
often overlooked by researchers during end-of-life disposal studies. Therefore, an im-
portant contribution of this work is that it has shown that the practical use of chaos
indicators for end-of-life disposal studies is limited and that one must be very careful
with drawing conclusions based on chaos indicator analyses.
Finally, the re-entry prediction of spent GTO rocket bodies based on TLE data was im-
proved in Chapter 9. This was achieved by analysing and enhancing the estimation of
the BC and state used for re-entry prediction. The BC estimationwas improved by using
the mean semi-major axis for comparing the orbit decay with TLE data and applying
backward propagation. Furthermore, good settings for state estimation using OD were
obtained by comparing the re-entry prediction accuracy using different coordinates and
epochs for the OD solution and residuals. The methods were tested by predicting the
re-entry dates of more than 100 upper stages in eccentric orbits (all initially in GTO) and
the sources of inaccurate predictions were analysed. A key finding was that the initial
state used for BC estimation should also be used for the subsequent re-entry prediction
to obtain most-accurate predictions. This is a consequence of the fact that the BC esti-
mate depends strongly on the state used for estimation and only the BC together with
the used state give the correct decay. For this reason, the use of a single BC estimate
resulted in more accurate predictions than using a BC based onmultiple estimates with
different states. Estimating the state usingODdid not significantly improve the re-entry
predictions compared to only using a estimate for the BC. Therefore, accurate orbit fits
in the fitting window do not guarantee accurate re-entry predictions. Finally, the effect
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of space weather was analysed by using predicted instead of historical space weather
data and a maximum difference of 3.6% in the prediction error was found.
The research presented here has contributed to the field of SSA and SDM by the de-
velopment of orbit prediction techniques and the analysis of orbital motion. Moreover,
the methods have been applied to both conceptual studies (ADR mission design) and
real-world cases (the re-entry of GTO rocket bodies and disposal of Galileo satellites).
Furthermore, the study has shown that both analytical and numerical techniques have
practical use for the design and study of orbits and that their application together with
non-linear methods, such as DA, provides new possibilities for orbit prediction and
analysis. Finally, another important contribution of this work is that it further high-
lights the fact that there does not exist a single best method for orbit prediction and
analysis. Instead, it is critical to select and develop suitable models for the considered
problem and to use appropriate techniques to perform the analysis.
10.2 Limitations
Besides the achievements summarised in the previous section, some limitations of the
developed methods and performed analyses can be identified.
Perturbations The J2 perturbation is the dominant perturbation formost orbits below
geostationary altitude. Therefore, considering only the J2 perturbation (and neglecting
all other perturbations) can be used as a first-order approximation. This is, however, not
a good approximation when the effect of other perturbations is strong, e.g. when the
atmospheric drag is strong or when small perturbations build up due to resonance. For
these cases, the solutions provided by the perturbed Lambert solvers in Chapter 6 may
not be good guesses for further refinement in the full dynamical model because only
the J2 perturbation was considered. A more advanced analytical propagator, such as
SGP4, or a semi-analytical propagator, such as HEOSAT, could be used to improve the
dynamics considered by the Lambert solvers. Furthermore, the high-order Poincaré
mapping in Chapter 5 only considered zonal and drag perturbations. Therefore, the
high-order mapping method using different coordinates should also be analysed when
additional perturbations are included.
Re-entry prediction accuracy The accuracy of re-entry predictions carried out in this
work was limited by the quality of the orbital data and atmospheric and drag model.
The availability and accuracy of TLE data is limited; in particular, the accuracy de-
creases with increasing eccentricity, see Figure 9.18. Therefore, dedicated observations
Chapter 10 Conclusions 195
are needed to improve the state estimation, especially for objects in HEO orbits. In addi-
tion, the applied atmospheric density model (NRLMSISE-00) is known to provide den-
sity data that can differ significantly from actual densities (Picone et al., 2005). There-
fore, the BC can only be estimated accurately when the quality of the observations and
atmospheric model are improved first. Moreover, the applied drag model assumes a
constant BC, whereas in reality the BC may change due to attitude changes of the ob-
ject or changing atmospheric conditions that affect the drag coefficient. Therefore, the
attitude dynamics and variation of the drag coefficient should be considered as well to
achieve accurate re-entry predictions.
Numerical integration method The type of numerical integration method that is ap-
plied can have a large effect on the computational speed of orbit propagation (Mon-
tenbruck and Gill, 2000). In this work, only one numerical integrator has been used,
namely the eighth-order Dormand-Prince RK8(7) integration scheme. Therefore, the
presented computation times for numerical and semi-analytical orbit propagation may
be improved by selecting another numerical integrator. The effect of the choice of inte-
grator on the efficiency and accuracy is worth investigating in the future.
Object type The focus of this work has been on the orbit prediction and analysis of
known objects, such as satellites and rocket bodies. For these objects, accurate data or
good estimates of the object properties, such as mass and size, are available, e.g. in the
DISCOS database maintained by ESA. However, for space debris, which mostly consist
of fragments, these properties are often unknown. In addition, the area-to-mass ratio
of space debris can be very high. As a consequence, the SRP perturbation cannot be
neglected and estimation of the SRP coefficient is important. In Chapters 8 and 9, the
effect of SRP on the orbital evolution was assumed to be small. Therefore, the conclu-
sions regarding the best approach for re-entry prediction and regarding the stability
and predictability of MEO orbits drawn in these chapters may not fully apply to objects
with different properties, such as those with high area-to-mass ratio.
10.3 Future work
To improve the applicability of the HEOSAT propagator, a more accurate atmospheric
densitymodel needs to be implemented that accounts for density variations due to solar
and geomagnetic activity. In addition, the Earth’s shadow should be taken into account
when computing the effect of SRP. These accuracy improvements may reduce the com-
putation speed, but will allow the propagator to be applied to tasks that require high
accuracies, such as re-entry prediction. Furthermore, it would be interesting to compare
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the performance of HEOSAT with other widely-used SA propagators such as STELA1
and DSST2.
In this work, numerical (Chapter 5), analytical (Chapter 6) and semi-analytical (Chap-
ter 7) propagators were implemented in DA to allow high-order expansion of the flow.
This enables the propagation of uncertainties and therefore opens the door to many
applications of these propagators for uncertainty propagation. For example, the high-
order expansions of the disposal orbits computed in Chapter 7 can be used to calculate
the probability of successful disposal under manoeuvre uncertainties and high-order
mapping can be used to propagate clouds of space debris that originate from e.g. satel-
lite explosions or collisions.
The eccentric Hill variables introduced in Chapter 5 have demonstrated to exhibit little
non-linear behaviour for the considered dynamics. This enabled the accurate propaga-
tion of perturbed orbits using a single set of Taylor expansions. Many other applications
in astrodynamics benefit from reduced non-linearity, such as uncertainty propagation,
low-thrust trajectory design or initial orbit determination. The eccentric Hill variables
should therefore be applied to others problems in astrodynamics to analyse if their use
can also simplify or improve finding the solution to those problems.
The analysis of Galileo disposal orbits has shown that for the tested orbits there is no
need for concern regarding the predictability of the orbits on the considered time scales.
Still, it is known that the evolution of MEO and HEO orbits can depend sensitively on
the initial conditions. Therefore, the analysis should be extended to other orbits inMEO
region to understand if predictability is a valid concern for operational and disposal or-
bits or if this concern only applies to orbits that currently have no use for space flight.
Moreover, by locating the regions in the phase space where the orbital evolution is un-
predictable, space operators can decide to avoid these regions or take appropriate mea-
sures. For this, a deeper understanding of the dynamics is needed to accurately locate
the regions were chaotic behaviour exhibits on the time scale of interest. In this regard,
it is also worth to investigate the relation between chaos and large variations in orbital
elements, sometimes called drift or transport. Chaos and large transport are often said
to be associated with each other and to be both caused by lunisolar resonances. There-
fore, it is interesting to study how they result from the dynamics. In particular, there is
a need to understand the mechanisms behind lunisolar resonances. These resonances
can be explainedwell in amathematical way, but there is a lack of physical explanations.
Finally, the derivation of the equations of motion for semi-analytical propagation is
complex, which limits the ease of developing and applying semi-analytical methods.
In the Hamiltonian approach, the derivation and integration of the Hamiltonian and
generating function is required to obtain the equations requires for propagation. These
1https://logiciels.cnes.fr/en/content/stela (Accessed 12 November 2018)
2DSST is part of OREKIT: https://www.orekit.org (Accessed 12 November 2018)
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operations could be simplified by applying DA as an automatic differentiation and inte-
gration tool. As a result, it may be possible to derive averaged equations of motion and
equations for short-periodic terms in a straightforward way.

Appendix A
Test Objects
Rocket bodies with the following NORAD catalog numbers were used for re-entry pre-
diction:
625∗, 2609, 7252∗, 7794∗, 8479, 9017, 9787, 9859, 10983, 11072∗, 11718, 11719, 12562,
12810∗, 13025, 13087, 13098, 13136∗, 13294, 13447, 13599, 13684, 13940, 14130, 14168,
14287, 14332, 14369, 14423, 14787, 14989, 15157, 15165∗, 15679, 16600, 18352, 18923,
19218, 19332, 19877, 20042, 20123, 20254, 20778, 20920, 21057, 21141, 21654, 21766, 21895,
21990∗, 22118, 22254∗, 22906∗, 22928, 22932, 22997∗, 23315, 23416∗, 23572, 23797, 23916,
24314, 24666, 24770, 24799, 24847∗, 25051, 25129∗, 25154, 25240, 25313, 25372∗, 25496,
25776∗, 26560, 26576, 26579, 26641∗, 27514, 27719, 27808∗, 28185, 28239, 28253, 28418,
28452∗, 28623∗, 28703, 29497∗, 32764∗, 36829, 37211∗, 37239∗, 37257, 37482, 37764, 37805,
37949∗, 39499, 40142
The objects indicated with ∗ are the 25 rocket bodies that were used to find the best
settings for orbit determination.
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