Statistical matching of multiple sources: A look through coherence  by Vantaggi, Barbara
International Journal of Approximate Reasoning 49 (2008) 701–711Contents lists available at ScienceDirect
International Journal of Approximate Reasoning
journal homepage: www.elsevier .com/locate / i jarStatistical matching of multiple sources: A look through coherence
Barbara Vantaggi *
Dip. Me.Mo.Mat, Univ. ‘‘La Sapienza”, Roma, via Scarpa 16, 00161 Rome, Italya r t i c l e i n f o
Article history:
Received 30 April 2008
Received in revised form 18 July 2008
Accepted 23 July 2008
Available online 3 August 2008
Keywords:
Data fusion
Statistical matching
Conditional probability
Coherence
Inference
Logical constraints0888-613X/$ - see front matter  2008 Elsevier Inc
doi:10.1016/j.ijar.2008.07.005
* Tel.: +39 06 49766635.
E-mail address: vantaggi@dmmm.uniroma1.ita b s t r a c t
In several applications there is the need to consider different data sources and to integrate
information: a speciﬁc case is the so-called statistical matching, where data sources have
just a set of common variables and inference is required on the other variables. The tradi-
tional way to cope with such situations is to combine the available data with assumptions
strong enough to identify pointwise the joint probability. Such assumptions cannot always
be justiﬁed and inference should take into account all the set of compatible probabilities. In
this paper, we show how statistical matching problems can be managed by means of
coherent conditional probability: coherence allows us to combine the knowledge coming
from different multiple sources, included those given from ﬁeld experts, without necessar-
ily assuming further hypothesis. Moreover, inferences and decisions can be dealt with by
taking in consideration also logical constraints among the variables, which arise naturally
in the applications. An example showing advantages and drawbacks of the proposed
method is given.
 2008 Elsevier Inc. All rights reserved.1. Introduction
The problem of integrating knowledge coming from several separate micro data bases, which have some variables in com-
mon as well as some variables recorded only in one data base, occurs in several economic applications. Some examples are in
the ﬁeld of marketing research [20] and of microsimulation modelling (e.g. from economic and administrative sources for
public policy and social research) [26–28,46]. Among the others, relevant applications are those related to integrated anal-
ysis of economic variables as consumer’s expenditures and income [8], and those in the area of tax and beneﬁt modelling
[2,26].
Statistical matching can be represented by the following simple situation: there are two different sources, A and B, with
some overlapping variables and some variables separately collected only in one source. Let X represent the set of common
variables, Y that of the variables collected only in A, and Z that of those only in B. The data consist of a ﬁrst sample ðX;YÞ and a
second one ðX; ZÞ. In this context data are missing by design, since they have been already collected separately, and to get
joint data on Y and Z would be expensive and time-consuming.
Traditionally, to cope with these problems, the available data are combined with assumptions strong enough to identify
pointwise the joint probability distribution: for example, by using conditional independence assumption, i.e. the variables Y
and Z are independent conditionally on X. In several situations, the independence assumption may not be adequate, as ﬁrst
raised in [37]. There is the need to incorporate auxiliary information about relationships between Y and Z to avoid or to relax
conditional independence assumption [28,32,33,38]. Although the use of auxiliary information is an important case, this ap-
proach is not always feasible because the required external knowledge may not be available.. All rights reserved.
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ðX; ZÞ, it is too restrictive to consider just one of the compatible distributions, obtained perhaps by taking a speciﬁc assump-
tion (as already noted in [8,9,23,19,35], and for missing data problem see also [11,22,40]).
This aspect is here faced through coherence [12,7,45]. Coherence allows to check the compatibility of partial conditional
assessments and to manage further available knowledge, for example coming from ﬁeld experts. Moreover, it allows to draw
inferences by considering all the compatible distributions. A further remarkable advantage of using this approach is that it
allows to handle statistical matching (i.e. multiple integration) of m data sources, that is important for real applications, for
instance see [39].
We describe how data contained in m different sources can be used to evaluate conditional probability assessments by
encompassing marginalization problems [18,41] in the particular case of statistical matching. Furthermore, we manage log-
ical constraints (called also structural zeros) characterizing the relevant links among variables describing the phenomenon.
Often logical constraints are ignored, but actually they have a fundamental role from both a practical and a theoretical point
of view. By ignoring logical constraints one can obtain misleading evaluations. In particular, we show that when there is no
logical constraint among the variables, coherence of the conditional assessment is always satisﬁed also when conditional
independence is required. Then the latter assumption is legitimate from a syntactical point of view (even if it is useful to
look for all compatible coherent extensions).
Furthermore, we show that when logical constraints are present global coherence of partial assessment (drawn from the
different sources) is not necessarily satisﬁed, and so it is necessary to check it. When coherence does not hold, we need to
detect where incoherencies are localized by looking for the ‘‘minimal” incoherent assessments and to remove them in order
to reset coherence. This problem is faced by properly using some distances or scoring rules.
We show that once coherence is proved, this approach allows to draw inference: for each (conditional) event, we aim at
building directly the interval of all coherent probability values without the achievement of a preliminary complete (artiﬁcial)
data base containing all the variables of interest. It is important to remark that the extremes of the interval are analytically
computed. Actually, our aim is in the same line of those based on multiple imputation [35] and its extension [29], and of
those based on maximum likelihood approach [8,9], which aim at approximating lower and upper bounds through iterative
algorithms.
In Section 2, some preliminaries on coherent conditional probability are given. In Section 3 we analyze, ﬁrst, the simple
case of integration of two sources and then the general case of multiple integration. Moreover, in Section 3.3 the problem of
resetting coherence is studied. In Section 4 we introduce an example built from data taken from [9] to better show advan-
tages and drawbacks of the proposed method.
2. Preliminaries
The main aim of this section is to give an outline on how to deal with partial conditional probability assessments. Let us
recall the axioms of conditional probabilities due to de Finetti [13]:
Deﬁnition 1. Given a Boolean algebra B and an additive set H (closed under ﬁnite unions) such that H  B and ; R H, a
conditional probability on BH is a function PðjÞ into [0,1], which satisﬁes the following conditions:
(i) PðHjHÞ ¼ 1 for every H 2 H,
(ii) PðjHÞ is a ﬁnitely additive probability on B for any H 2 H,
(iii) PðE ^ AjHÞ ¼ PðEjHÞPðAjE ^ HÞ, for E;A 2 B and H; E ^ H 2 H.
From the above deﬁnition it comes out that a (conditional) probability is deﬁned on a set with an algebraic structure
(algebra or product of an algebra and an additive set). So to cope with the problem of partial assessments, we rely upon
the following:
Deﬁnition 2. Given an arbitrary set of conditional events F, a real function P on F is a coherent conditional probability
assessment if there exists O  F with O ¼ BH (where B is an algebra, and H is an additive set with H  B and ; R H) such
that there exists a conditional probability P0ðjÞ on O extending P (i.e. P0jF ¼ P).
A characterization of coherence for coherent conditional probabilities has been given e.g. in [7]. We recall this result only
in the ﬁnite case, for the general case we refer to the quoted book. First of all, we recall that, given an arbitrary ﬁnite family of
events fE1; . . . ; Eng, the family of atoms generated by this set is composed by the possible events of the form E1 ^ . . . ^ En,
where Ei stands for either Ei or E
c
i .
Theorem 1. Let F ¼ fE1jH1; . . . ; EnjHng be an arbitrary ﬁnite family of conditional events. Denote by B and C the algebra and the
set of atoms generated by UF ¼ fE1;H1; . . . ; En;Hng. For a real function P on F the following statements are equivalent:
(i) P is a coherent conditional probability on F;
(ii) there exists a family of probabilities P ¼ fP0; . . . ; Pkg, each probability being deﬁned on a suitable subset Aa#B (with A0 ¼ B
and Aa ¼ fE 2 Aa1 : Pa1ðEÞ ¼ 0g), for a ¼ 1; . . . ; k, such that for any EijHi 2 F there exists a unique Pa with PaðHiÞ > 0 and
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Cr #Ei^Hi
zar ¼ PðEijHiÞ
P
Cr #Hi
zar ; if
P
Cr #Hi
za1r ¼ 0
P
Cr #Ha0
zar ¼ 1
zar P 0;
8>>><
>>>:where za (with r-th component zar ) is the solution of the system Sa, and z
1
r ¼ 0 for any Cr; moreover, Ha0 denotes the union of
the conditioning event Hi such that
P
Cr #Hi
za1r ¼ 0.Condition (ii) gives a characterization in terms of a class of unconditional coherent probabilities fP0; . . . ; Pkg and it allows
a ‘‘local” representation of a conditional probability as a ‘‘ratio” of suitable unconditional probabilities of the above class.
Note that in general the family of probabilities in (ii) is not unique, while condition (iii) gives an operative tool to check
coherence by solving a sequence of linear systems where the unknowns are probabilities of the atoms.
The problem of checking coherence shows computational difﬁculties related to the number of atoms and so to the con-
struction of matrix of atoms (the problem is NP-complete, see [1]), hence some strategies have been given to circumvent
these computational difﬁculties: in [3] conditions allowing to split the coherence problem in subproblems have been given
to avoid building the whole matrix, while in [16,17] a generation column technique, which considers only suitable sub-
matrices, is proposed.
Another important feature is the possibility of extending a coherent conditional probability assessment on F to new (con-
ditional) events [7,30], or in other words to make inference on any event.
Theorem 2. If P is an assessment on a family of conditional events F, then there exists a (possibly not unique) coherent extension of
P to an arbitrary family F0 of conditional events, with F0  F, if and only if P is coherent on F.
In particular, assuming that P on F is coherent, if F0 ¼ fEjHg [ F, the coherent values p ¼ PðEjHÞ are all the values of a suit-
able closed interval ½p; p	# ½0;1	, with p 6 p (see e.g. [7]), which coincides essentially with the natural extension [45]. We
recall here how to compute the bounds only for the case of events E ^ H and H logically dependent on UF (i.e. they are union
of some atoms generated by UF): the problem is to ﬁnd the minimum and maximum value ofPðEjHÞ ¼ PaðE ^ HÞ
PaðHÞ ;with a such that PaðHÞ > 0, for every class P agreeing with P (in the sense of condition (ii) of Theorem 1). Actually, the prob-
lem can be solved by adding to systems Sa (with aP 0) the constraint
P
Cr #Hz
a
r ¼ 0 until the system is compatible. If for a
the system Sa with the above constraint has no solution, then all possible solutions of system Sa give positive probability to
H. Then, the minimum and maximum coherent value for PðEjHÞ coincides withmin =max
X
Cr # E^H
yar ;under S0a that is
P
Cr #Ei^Hi
yar ¼ PðEijHiÞ
P
Cr #Hi
yar if Pa  1ðHiÞ ¼ 0
P
Cr #H
yar ¼ 1
yar P 0 Cr#H
a
0:
8>>><
>>>:Note that the unknowns zar and y
a
r are linked by a normalization constant,zar ¼
yarP
Cr #H
a
0
yar :Algorithms to draw inference in a coherent setting have been studied in [3,4,6] and one of their features is that also logical
constraints among events can be managed.
Notice that the extension values are obtained without requiring other assumptions. Moreover, one can include other
judgements coming from a ﬁeld expert or other sources: for example, conditional independence judgements among some
events [10,42] or preferences expressing the idea ‘‘not more probable than” [5].
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We introduce the problem of integration of sources in a coherent conditional probability setting starting from the case of
two sources with categorical random variables (see also [43]) and then we generalize the approach in a way to deal with m
sources.
3.1. Integration of two sources
Let us denote by ðX1;Y1Þ; . . . ; ðXnA ;YnA Þ and ðXnAþ1; ZnAþ1Þ; . . . ; ðXnAþnB ; ZnAþnB Þ two random samples related to two sources A
and B. We suppose that the two samples are related to the same population of interest and are drawn according to the same
sampling scheme. Under the above conditions we can regard ðX1;Y1Þ; . . . ; ðXnA ;YnA Þ (analogously ðXnAþ1; ZnAþ1Þ; . . . ;
ðXnAþnB ; ZnAþnB Þ) exchangeable, as well as the sequence X1; . . . ;XnA ;XnAþ1; . . . ;XnAþnB .
We can evaluate from the two ﬁles the relevant probability values: from ﬁle A the conditional probabilities PY jðX¼xiÞðyjÞ,
that the next unit has Y ¼ yj on the hypothesis that ðX ¼ xiÞ (for any xi taken by X), and analogously from ﬁle B the condi-
tional probability values PZjðX¼xiÞðzkÞ. In the following we denote, if no misunderstanding occurs, the above conditional prob-
abilities by pjji and pkji, respectively. Moreover, from data on both ﬁles we can evaluate pi ¼ PðX ¼ xiÞ.
Notice that the values pjji; pkji; pi can be evaluated according to different paradigms, but we do not want to stress which
evaluation is ‘‘better”, while we focus on the relevant aspects arising after this choice. For example, we could consider the
maximum likelihood estimates by assuming that ðX;Y; ZÞ have multinomial distribution with parameters pijk ¼ PðX ¼
xi; Y ¼ yj; Z ¼ zkÞ, so pjji ¼ n
ij
A
ni
A
(if niA > 0), pkji ¼
nikB
niB
(if niB > 0), and pi ¼
niA þniB
nAþnB , where nA;n
ij
A ;n
i
A denote, respectively, the number
of observations in ﬁle A, those taking the value ðxi; yjÞ and those having xi (the quantities related to ﬁle B are deﬁned anal-
ogously). Note that the above relevant quantities pjji; pkji are well-deﬁned if niA and n
i
B , respectively, are greater than 0, while,
when e.g. niA ¼ 0 (that means there is no observation in ﬁle A taking value xi), then the value of pjji cannot be assessed
through frequencies, but it could be given by a ﬁeld expert or deduced from auxiliary knowledge (even it is not required
to assess pjji for any xi).
Given pjji; pkji; pi, for any i; j; k, one needs to check coherence of the whole assessment.
Proposition 1. Let X;Y be two ﬁnite random vectors. If for any value xi of X the assessment fPYjX¼xi ðyjÞgyj is coherent, then the
whole assessmentfPY jX¼xi ðyjÞ : for any xi; yig;
is coherent if ffPXðxiÞgxi is coherent.
Proof. If fPY jX¼xi ðyjÞgyj is coherent for a given xi, then the corresponding system S0 admits a solution zoi with components zoij
(related to the possible events ðX ¼ xi;Y ¼ yjÞ). Then, since the events ðX ¼ xiÞ are pairwise incompatible, the coherence of
the whole assessment fPYjX¼xi ðyjÞ : forany xi; yjg follows again from Theorem 1: in fact, the relevant system S0 has some
equations (related to a given xi) independent from the others, in the sense that the unknowns present in the equations
related to xi are not in those related to xj, for j–i. The vector yi ¼ z
o
i
pi
, with pi ¼ PXðxiÞ, is solution of the equations related
to xi. Then, a solution of system S0 is given from the vector y with sub-vectors yi; in fact also the last equality of system
is satisﬁed if and only if fPXðxiÞgxi is coherent.
If for xi the value pi > 0, the coherence follows from the compatibility of system S0, otherwise we can build system S1 and
a solution for it can be built as done for S0. h
Now, one needs to check coherence of the global assessmentfPY jX¼xi ðyjÞ; PZjX¼xi ðzkÞ; PXðxiÞ : for any yj; zk; xig:
When the partitions EX ;EY ;EZ associated to the variables are logically independent (i.e. for any
A 2 EX ;B 2 EY ; C 2 EZ ;A ^ B ^ C–;), coherence is assured, as proved by the following result. Actually, we prove the result
in a more general case when EY ;EZ are logically independent with respect to EX , which means that, for any value xi; yj; zk,
the event ðX ¼ xi;Y ¼ yj; Z ¼ zkÞ is possible whenever ðX ¼ xi;Y ¼ yjÞ and ðX ¼ xi; Z ¼ zkÞ are possible.
Theorem 3. Let X;Y ; Z be three random vectors with ﬁnite range. Given the three coherent assessments fPXðxiÞgxi ; fPYjX¼xi ðyjÞgyj
and fPZjX¼xi ðzkÞgzk , if the partitions EY ;EZ are logically independent with respect to EX, then the whole assessmentfPY jX¼xi ðyjÞ; PZjX¼xi ðzkÞ; PXðxiÞ : for any yj; zk; xig;
is coherent.
Proof. From Theorem 1 an assessment is coherent if f there exists a sequence of compatible systems Sa. First, since
fPY jX¼xi ðyjÞgyj is coherent, for any xi and yj with ðX ¼ xi;Y ¼ yjÞ ¼ ;, it follows PY jX¼xi ðyjÞ ¼ 0 (and no atom included in it exists).
Then, by considering the atom Cijk ¼ ðX ¼ xiÞ ^ ðY ¼ yjÞ ^ ðZ ¼ zkÞ (which exists by hypothesis if
ðX ¼ xi;Y ¼ yjÞ–;–ðX ¼ xi; Z ¼ zkÞ) and the associated unknown (i.e. probability of atom) by zijk, the system S0 is
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k
zijk ¼ PY jX¼xi ðyjÞ
P
k;j
zijk for any yj and xi
P
j
zijk ¼ PZjX¼xi ðzkÞ
P
k;j
zijk for any zk and xi
P
j;k
zijk ¼ PXðxiÞ
P
i;k;j
zijk for any xi
P
i;k;j
zijk ¼ 1
zijk P 0:
8>>>>>>><
>>>>>>>:For any atom Cijk one can take e.g. zijk ¼ PY jX¼xi ðyjÞPZjX¼xi ðzkÞPXðxiÞ, in fact the ﬁrst block (analogously the second one) of equa-
tions, related to yj (related to zk), is satisﬁed, since one has
P
kzijk ¼ PYjX¼xi ðyjÞPXðxiÞ and
P
k;jzijk ¼ PXðxiÞ. The last equation
holds since the assessment PXðxiÞ is coherent. Some equations of the ﬁrst system could be satisﬁed trivially, it means that
the solution associated to the conditioning events is 0, so in this case one should check the compatibility of the system
S1, which again has solution, that is of the same form of that given for S0. h
Remark 1. The solution found in the proof of Theorem 3 is such that Y and Z are independent conditionally on X, so when
there is no constraint involving the variables Y and Z the assessment is coherent, and the conditional independence assump-
tion, used by many authors in the integration problem, is legitimate from coherence in the sense that it is compatible from a
syntactical point of view. However, as noted in several papers [28,32,33,37,38] this assumption could be not adequate and
we must look for all the solutions.
Remark 2. Note that in such kind of problems to avoid the so-called marginal problem (see e.g. [18,41,44]) it is essential to
take into account conditional evaluations (i.e. PYjðX¼xiÞðÞ and PZjðX¼xiÞðÞ) instead of PðX;YÞðÞ and PðX;ZÞðÞ.
On the other hand, when there are some logical constraints among the variables Y and Z, the whole coherence is not as-
sured by coherence of the single assessments. Notice that the need of managing logical constraints arises from practical
applications.
Example 1. A population of N persons, has two municipalities. A ﬁle A contains the variable municipality (M1 andM2 denote
respectively that a person lives in the ﬁrst or second municipality) and the variable age Y, which has two categories: < 18
andP 18. While data in ﬁle B are related to possession of a driving licence (event D) and to municipality variable. Since in
some countries (as e.g. in Italy) one cannot have driving licence if his/her age is less than 18, then, a logical constraint
between the variables collected in different ﬁles is present: ðY < 18Þ ^ D ¼ ; (or equivalently D# ðY P 18Þ). This logical
constraint should not be confused with a logical dependence, that is a more stringent notion and would be e.g. ðY P 18Þ ¼ D.
In fact, in this situation we are forced to manage just a simple logical constraints since there are persons older than 18
without a driving licence.
Consider the following conditional assessments: that one evaluated from ﬁle APððY < 18ÞjM1Þ ¼ 722 ; PððY < 18ÞjM2Þ ¼
9
29
;that from ﬁle BPðDjM1Þ ¼ 34 ; PðDjM2Þ ¼
11
16
:The assessment computed from ﬁle A (analogously that obtained from ﬁle B) is coherent, but it is easy to check that the
whole assessment with p1 ¼ PðM1Þ is not coherent: the atoms are the following ones Ci12 ¼ Mi ^ ðY < 18Þ^
Dc;Ci21 ¼ Mi ^ ðY P 18Þ ^ D;Ci22 ¼ Mi ^ ðY P 18Þ ^ Dc , with i ¼ 1;2 and S0 admits no solution since the sub-system (related
to PððY < 18ÞjM1Þ; PðDjM1Þ and p1 ¼ PðM1Þ)z112 ¼ 722 ðz112 þ z121 þ z122Þ
z121 ¼ 34 ðz112 þ z121 þ z122Þ
z112 þ z121 þ z122 ¼ p1
zijk P 0;
8>><
>>:has no solution. This shows that when there are logical constraints among variables Y and Z related to different assessments
it is necessary to check coherence.3.2. Integration of multiple sources
Consider m different sources with some overlapping variables X, and variables Yj (with j ¼ 1; . . . ;m) recorded only in the
jth source. This implies that all the pairs of sources have the same common variables X.
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in particular, from the jth source the conditional probabilities pjkji ¼ PYj jðX¼xiÞðy
j
kÞ is computed, while we can evaluate
pi ¼ PðX ¼ xiÞ from all the observations in the m data sources.
Given pjkji and pi, for any i; k and j ¼ 1; . . . ;m coherence of the whole assessment needs to be tested. Actually, note that
coherence of the assessment fpjkji; pigkj ;i is actually assured by Proposition 1.
The following result concerning the coherence of the global assessment, is a generalization of Theorem 3. First of all, we
recall that the partitions EYj , for j ¼ 1; . . . ;m, are logically independent with respect to EX if ðX ¼ xi;Y1 ¼ y1k ; . . . ;Ym ¼ ymk Þ is
possible for any xi and y
j
k such that ðX ¼ xi;Yj ¼ yjkÞ–; for j ¼ 1; . . . ;m.
Theorem 4. Let X;Y1; . . . ;Ym be ﬁnite random vectors and let EX ;EY1 ; . . . ;EYm be the partitions generated from the random
variables X;Y1; . . . ;Ym, respectively. Given the following coherent conditional probability assessments fPXðxiÞgxi ;
fPY1jX¼xi ðy1kÞgy1k ; . . . ; fPYm jX¼xi ðy
m
k Þgymk , if the partitions EYj (with j ¼ 1; . . . ;m) are logically independent with respect to EX, then
the whole assessmentfPYj jX¼xi ðy
j
kÞ; PXðxiÞ : for any yjk; xig;is coherent.
Proof. Since fPYj jX¼xi ðy
j
kÞgyj
k
is coherent, for any xi and yj with ðX ¼ xi;Yj ¼ yjkÞ ¼ ;, it follows PYj jX¼xi ðy
j
kÞ ¼ 0 (and no atom
included in it exists, obviously). From the fact that the mþ 1 assessments are coherent, one has that for any j and any
yjk; PYj jX¼xi ðy
j
kÞP 0 and
P
yj
k
PY jX¼xi ðyjkÞ ¼ 1.
Let K ¼ k1; . . . ; km, and K1 ¼ k2; . . . ; km (analogously Km ¼ k1; . . . ; km1), moreover, for j ¼ 2; . . . ;
m 1Kj ¼ k1; . . . ; kj1; kjþ1; . . . ; km. Then, by denoting the atoms CiK ¼ ðX ¼ xiÞ ^
Vm
j¼1ðYj ¼ yjkÞ (which exists by hypothesis
if ðX ¼ xi;Yj ¼ yjkÞ–;) and the associated unknown by zi;K , the system S0 isP
K1
zi;K ¼ PY1 jX¼xi ðy1kÞ
P
K
zi;K for any y1k and xi
..
.
P
Kj
zi;K ¼ PYj jX¼xi ðy
j
kÞ
P
K
zi;K for any y
j
k and xi
..
.
P
Km
zi;K ¼ PYm jX¼xi ðymk Þ
P
K
zi;K for any ymk and xi
P
K
zi;K ¼ PXðxiÞ
P
i;K
zi;K for any xi
P
i;K
zi;K ¼ 1
zi;K P 0;
8>>>>>>>>>>>>><
>>>>>>>>>>>>>:For any atom Ci;K , let us consider zi;K ¼ ð
Qm
j¼1PYj jX¼xi ðy
j
kÞÞPXðxiÞ, then the vector zwith components zi;K is a solution of S0, in fact
the ﬁrst block of equations related to y1k (analogously those associated to y
j
k with j ¼ 2; . . . ;m) is satisﬁed (see the last two
equalities). Note that the validity of the last equation follows from coherence of PXðÞ. Some equations of the ﬁrst system
could be satisﬁed trivially, it means that the solution associated to the conditioning events is 0, so in this case one should
check the compatibility of the system S1, which again has solution, that is of the same form of that given for S0. From The-
orem 1 the conclusion follows. h
Notice that the solution found in the proof of Theorem 4 is such that Yjs are conditionally independent on X, so when
there is no constraint involving the variables Y and Z the assessment is coherent and the independence assumption is com-
patible from a syntactical point of view also in the case of m sources.
3.3. Removing inconsistencies and inference
When the global assessment is not coherent, then inconsistencies must be localized in order to reset coherence. This
problem has already been studied (e.g. see [21,15]) in combining assessments given by different experts: the approach to
the identiﬁcation and reconciliation of incoherence uses an external observator equipped with a prior distribution and like-
lihood functions. Actually, this approach does not seem suitable in the context of statistical matching because of the lack of
information on the variables not jointly observed, so that prior distribution cannot be updated and the likelihood has a ﬂat
ridge (as already noted in [34]).
In the coherent setting in order to reset coherence we ﬁrstly ﬁnd the minimal restriction of the whole assessment, which
is not coherent.
From Theorem 4 it follows that the subset of random variables, where incoherence is localized, is uniquely deﬁned and it
must be found among the conditional variables:
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involved in a logical constraint. This set is uniquely deﬁned. Moreover, Theorem 4 allows to split the problem of coherence in
subproblems, in fact it shows that in the case of statistical matching, it is enough to check coherence ‘‘locally” for any given
xi, so the number of atoms to compute each time decreases. In fact, if for any xi, the assessment on (1) is coherent, then also
global coherence follows.
Thus, starting from the whole assessment on the set of conditional events F, i.e.fðX ¼ xiÞ; ðY1 ¼ y1kÞjðX ¼ xiÞ; . . . ; ðYm ¼ ymk ÞjðX ¼ xiÞgi;k1 ;...;km ;
we need to remove the minimal set E of events (associated to the above subset of random variables) from F such that a
restriction on G#F n E is coherent.
Given the coherent restriction on G, by means of the inference procedure described in Section 2, we can ﬁnd the interval
of coherent values for the removed conditional events in order to reset coherence. Inside these intervals we would like to
choose the values (on the set of removed conditional events) according to a given criterion. For example, by looking for
the minimal change from the evaluations obtained from data, according to any given scoring rule or distance. This criterion
corresponds to the minimal change (with respect to the chosen distance) from data. An analysis on some methods to reset
coherence by means of some probabilistic metric has been carried out also in [24,25] by considering unconditional
probabilities.
In this context conditional probabilities are involved, however Theorem 4 assures that incoherences are related to con-
ditional events with the same conditioning, so like in the unconditional case classical distances for coherent probabilities can
be applied.
In general this problem has non-linear objective function that needs to be minimized under a set of linear constraints.
Another criterion for reset coherence could be based onmaximum likelihood criterion: when the evaluations are obtained
through the maximum likelihood criterion, we can maximize the ‘‘partial likelihood function” on the set of events E under
the system of coherence restricted to the family of events G. Also in this situation we have an optimization problem with a
non-linear objective function and a set of linear constraints.
Let E be the set of removed conditional events and let PjG be the ‘‘maximal” coherent restriction of the initial assessment
on F, obtained just by deleting the assessments PYj jX¼xi ðÞ such that the event Y
j ¼ yjkjX ¼ xi belongs to E for at least one yjk. We
denote by K the subset of index j (of f1; . . . ;mg) related to the above deleted assessments PYj jX¼xi ð
Þ.
Now, by considering the minimal change according to a distance D, for example L1 norm, we need for resetting the coher-
ence on all the set F, to ﬁnd the solution z of S0 related to PjG , which minimizes Dðz; pÞ, where p is the partial function de-
ﬁned on the events ðYj ¼ yjk;X ¼ xiÞ as pYj jX¼xi ðy
j
kÞpXðxiÞ for ðYj ¼ yjkjX ¼ xiÞ 2 E, e.g.X
i
Xm
j2K
X
kj
X
Kj
zi;K  pYj jX¼xi ðy
j
kÞpXðxiÞ


0
@
1
A;and so the (closest) extension (to the starting value) on the conditional events Yj ¼ yjkjX ¼ xi 2 F n G is obtained by the ratio
between
P
Kjzi;K and the value pXðxiÞ for pXðxiÞ > 0.
Notice that if there are some xi such that pXðxiÞ ¼ 0, all evaluations with conditioning event ðX ¼ xiÞ do not make a con-
straint in the minimization problem under S0 (see Section 2), and the optimization problem related to such conditional
events can be solved by minimizing D on z1 and e.g.X
i
Xm
j2K
X
kj
X
Kj
z1i;K  pYj jX¼xi ðy
j
kÞ


0
@
1
A;under the system S1 and the constraint
P
i;Kz
1
i;K ¼ 1.
Then, if the assessment is globally coherent (or coherence is reset by the above procedure) we make inference on any
(conditional) event of interest (as again shown in Section 2) by solving suitable linear programming problems. For example
to ﬁnd the coherent values for ðX ¼ xi; Y1 ¼ y1k ;Y2 ¼ y2kÞ we should compute the minimum and the maximum of
P
k3 ;...;kmziK
under the system S0. Analogously, for ðY2 ¼ y2kÞjðY1 ¼ y1kÞ we need to add the constraint
P
K1zi;K ¼ 0 to the sequence of sys-
tems Sa until the obtained system is compatible. Then, when Sa with the additional constraint is not compatible, we remove
the additional constraint and we add to the system Sa the constraint
P
K1zi;K ¼ 1 with the aim of ﬁnding the minimum and
maximum values of
P
K1zi;k3 ;...;km .
The approach introduced in this section will be applied in Section 4.
This puts in evidence the relevance and novelty of de Finetti proposal in probability theory, as stressed also in other recent
papers, see for example [14,31,36].
4. Example
In order to show our proposal we develop an example with data taken from [9] and studied also in [43]. The data are a
subset of 2313 employees (people at least 15 years old) extracted from 2000 pilot survey of the Italian Population and
Table 1
Contingency table for age and professional status in ﬁle A
Prof. status
Age S1 S2 S3 Tot.
A1 – – 9 9
A2 – 5 17 22
A3 179 443 486 1108
A4 6 1 2 9
Tot. 185 449 514 1148
Table 2
Contingency table for age and educational level in ﬁle B
Educ. level
Age E1 E2 E3 E4 Tot.
A1 6 0 – – 6
A2 14 6 13 – 33
A3 387 102 464 158 1111
A4 10 0 3 2 15
Tot. 417 108 480 160 1165
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containing 1148 units, the variables age and professional status are observed, while ﬁle B, consisting of 1165 observations,
the variables age and educational level are considered. The variables are grouped in homogeneous response categories as
follows: A1 = 15–17 years old, A2 = 18–22 years old, A3 = 23–64 years old, A4 = more than 65; E1 = None or compulsory school,
E2 = Vocational school, E3 = Secondary school, E4 = Degree; S1 = Manager, S2 = Clerk, S3 = Worker.
Logical constraints between the variables age and educational level (age and professional status) are denoted by the sym-
bol ‘‘–” (to be distinguished from the zero frequencies) in Table 1 (Table 2): for example, in Italy a 17 years old person cannot
have a University degree. Tables 1 and 2 show, respectively, the distribution of age and professional status in ﬁle A, and in ﬁle
B that related to age and educational level. Additional logical constraints involving both the variables professional status and
educational level are the following ones:S1 ^ ðE1 _ E2Þ ¼ ; and S2 ^ E1 ¼ ;:
By considering the frequencies as evaluation of the relevant conditional probabilities, we get the assessment for the variable
age.pðA1Þ ¼ 152313 ; pðA2Þ ¼
55
2313
;
pðA3Þ ¼ 22192313 ; pðA4Þ ¼
24
2313
;for the professional status given the agepðS2jA2Þ ¼ 522 ; pðS3jA2Þ ¼
17
22
;
pðS1jA3Þ ¼ 1791108 ; pðS2jA3Þ ¼
443
1108
; pðS3jA3Þ ¼ 4861108 ;
pðS1jA4Þ ¼ 23 ; pðS2jA4Þ ¼
1
9
; pðS3jA4Þ ¼ 29 ;for the educational level given the agepðE1jA1Þ ¼ 1; pðE2jA1Þ ¼ 0; pðE1jA2Þ ¼ 1433 ;
pðE2jA2Þ ¼ 633 ; pðE3jA2Þ ¼
13
33
; pðE1jA3Þ ¼ 3871111 ;
pðE2jA3Þ ¼ 1021111 ; pðE3jA3Þ ¼
464
1111
; pðE4jA3Þ ¼ 1581111 ;
Table 3
Atoms a
Atom
C113
C123
C213
C222
C223
C232
C233
C313
C322
C323
C331
C332
C333
Table 4
Coheren
Educ. le
Prof. st
S1
S2
S3
Prof. st
S1
S2
S3
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pðE3jA4Þ ¼ 15 ; pðE4jA4Þ ¼
2
15
:The above assessment is not coherent, in fact the system S0 admits no solution, so the incoherencies need to be identiﬁed as
described in previous section (see also [3]). It comes out that the following restriction of the previous assessmentpðE1jA4Þ ¼ 23 ; pðS1jA4Þ ¼
2
3
; pðS3jA4Þ ¼ 29 ;is not coherent since from logical constraints between educational level and professional status it follows E1 ^ S1 ¼ ; and
E1# S3, respectively.
Then, identiﬁed the minimal set of conditional eventsE ¼ fE1jA4; S1jA4; S3jA4g;
involved in incoherencies, we remove this set from the initial one F, and it is easy to check that the restriction of p to
G ¼ F n E is coherent.
Now, we need to reset coherence on the conditional events in E, so ﬁrst of all we ﬁnd the coherent extensions for the
conditional events in E. Actually, for E1jA4 there is only one value coherent (implied from the restriction of pðEijA4Þ for
i ¼ 2;3;4), which is obviously 23. While the interval of coherent values for S1jA4 is 0; 29
 
and that of S3jA4 is 23 ; 89
 
.
Then, by looking for the extensions closer, with respect to the norm L1, to the evaluations arising from the frequencies
(since the aim is to change the initial assessment as little as possible), we get thatpðE1jA4Þ ¼ 23 ; pðS1jA4Þ ¼
2
9
; pðS3jA4Þ ¼ 23 :Note that by considering the maximum likelihood criterion, instead of a distance, for resetting coherence by modifying the
evaluation just on E it is easy to check that we obtain the same above values.
Once coherence has been reset on the family F, we are able to make inferences on the relevant (unconditional or condi-
tional) events as shown in Section 2. Note that the number of atoms is 25, this reduction is due to the above logical con-
straints. The atoms Cijk ¼ Ai ^ Ej ^ Sk, generated by the variables age, educational level and professional status, and their
coherent values are given in Table 3.nd their coherent values
Probab. Atom Probab.
[0.0065,0.0065] C341 [0,0.1363]
[0,0] C342 [0,0.1364]
[0.0101,0.0101] C343 [0,0.0866]
[0,0.0043] C413 [0.0069,0.0069]
[0,0.0043] C422 [0,0]
[0.0011,0.0054] C423 [0,0]
[0.0040,0.0083] C431 [0.0009,0.0011]
[0.3342,0.3342] C432 [0,0.0011]
[0.0014,0.0881] C433 [0,0]
[0,0.0866] C441 [0.0002,0.0014]
[0.0186,0.1550] C442 [0,0.0011]
[0.1591,0.3821] C443 [0,0]
[0,0.0866]
t values for the joint distribution of educational level and professional status
vel
atus E1 E2
– –
– [0.00145,0.09240]
0.35767 [0,0.09095]
atus E3 E4
[0.01947,0.15706] [0.00023,0.13782]
[0.16014,0.38867] [0,0.13759]
[0.00396,0.09491] [0,0.08662]
710 B. Vantaggi / International Journal of Approximate Reasoning 49 (2008) 701–711While the coherent values of the joint distribution of educational level and professional status are represented in Table 4.
Since the unconditional values yield intervals, it is not possible to get conditional probabilities directly from them, but we
get coherent conditional probabilities by means of the procedure shown in Section 2 and deeply described in [3]. For exam-
ple, the probability values of age given that a person is a manager and his/her educational level is secondary school are the
following: PðAijS1 ^ E3Þ ¼ 0, for i ¼ 1;2, comes out from logical constraints, while PðA3jS1 ^ E3Þ 2 ½0:89939;0:99408	 and
PðA4jS1 ^ E3Þ 2 ½0:00591;0:10060	.5. Conclusions
Multiple integration of differentm sources, having the same variables in common, has been studied in a conditional prob-
ability setting: coherence allows to deal with conditional evaluations coming from different sources with some variables in
common and some variables observed only in one data set. Moreover, coherence allows to draw inferences taking into ac-
count all the possible compatible distributions. We have shown that is necessary to check coherence when there are logical
constraints linking the variables observed in different ﬁles, moreover logical constraints must be managed since they arise
naturally from applications. On the other hand, when no logical constraint is present the assessments, which arise from dif-
ferent ﬁles, are always coherent.
The presence of logical constraints brings sometime to inconsistencies and then the problem of resetting coherence has
been faced by considering different criteria.
This paper in evidence the relevance and novelty of de Finetti proposal in probability theory, as stressed also in other re-
cent papers, see for example [14,31,36].
In this paper we consider the case where the evaluations come from the same population by the same sample scheme,
then a future inspection will be devoted to the general cases where samples are drawn from different populations and
according to different sampling schemes.References
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