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ABSTRACT 
Let A and B be Hermitian matrices and P = XA + pB where (X, p) E R’. Using 
parametric dependence of the eigenvalues, we study the inertia of P under variation 
of (h, p) and under small Hermitian perturbations. In particular, we give semicontinu- 
ous dependence results for the set of (X, CL) where inertia of P is discontinuous. 
1. INTRODUCTION 
The homogeneous M X M Hermitean matrix pencil 
~A+/.LB, (k4E~2, (1.1) 
arises in various contexts, and it is our purpose to examine how the inertia of 
(1.1) behaves under a general class of perturbations. 
As a first example, it is convenient for various purposes to study the 
generalized eigenvalue problem Bx = - A Ax in the homogenous form 
Perturbation questions can then be studied via the pencil 
hA(&)+pB(&). (1.2) 
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Again, the two parameter eigenvalue problem 
(AlA + h,B + C)x = 0 =r’= x 0.3) 
can be studied for large X = (Xi, X,) via a perturbation 
XA+@+&, (1.4) 
with (A, p) = EX, E = ]/Xl] ~ ‘, For example [I] contains a variational treatment 
of asymptotics for the eigencurves [sets of X satisfying (l-3)] under the 
condition 
O~co{(x*Ax,x*Bx):0+x} GIR2, (I.51 
co denoting convex hull. In [2] it is shown how such asymptotics are also 
crucial to the study of two equations of the form (1.3) linked by X. Elsewhere 
we shall show how the results here can be applied to such problems in the 
absence of (1.5). Incidentally the results here are valid for real or complex 
scalars. 
A (congruence) canonical form for (1.1) has been given by Thompson [9], 
and our results will show how some of the information contained in this 
canonical form behaves under perturbations. In the context of self-adjoint 
matrices in indefinite inner product spaces, an equivalent canonical form has 
been given by Gohberg, Lancaster, and Rodman for the case where B is 
invertible [4,6]. Certain spectral questions are considered in [6] for perturba- 
tions which correspond to pencils of the form (1.2). We shall compare our 
results with those of [6] in more detail below, but we note the following now. 
Our perturbations are general enough to include both (1.2) and (1.4), and our 
methods apply when neither A nor B is invertible. On the other hand, we do 
not pursue the root subspace decompositions used in the canonical forms 
mentioned above, and these are needed for a complete spectral perturbation 
theory. 
We base our analysis on real parametric dependence of the eigenvalues of 
a Hermitian matrix. Continuous dependence results for the eigenvalues of 
(1.1) hold for several parameters, and are used heavily in [ 1,2]. Analytic 
dependence, however, requires one parameter in general [8, p. 371. Thus we 
use polar coordinates (r, 0) for (X, cl) to reduce (1.1) to 
P(B) = Acosd + Bsin0, 0.6) 
since the inertia In P( 0) of P( 0) equals that of (1.1) except for the trivial case 
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h = p = 0. The eigenvalues of (1.6) depend locally analytically on 8 [8, p. 331 
and it easily follows (in Section 2) that In P(0) is discontinuous for 0 
belonging to a finite set A [each element generating a ray in the (h, p) plane 
for (l.l)] and constant on the intermediate 0 intervals [each generating a 
sector for (l.l)]. A different application of analytic dependence in the 
multiparameter context can be found in [3]. 
We embed P(8) in a family P(0, F) of Hermitian matrices, continuous in 
the real variable e, periodic in 8, and satisfying 
P(B,O) = P(B). (1.7) 
We shall study how In P(8, E) behaves near E = 0. In particular, we shall 
prove the following. We say that P is regular if det P(0) is not identically 
zero. 
COROLLARY 2.3. Zf P is regular and t’, @ A (i.e. In P(B) is continuous in 
6’ at 0,) then P(&,, E) is continuous in E at E = 0. 
We shall also study the analogue A(E) of A for P( 8, E). In particular, if 
(1.5) holds, then for small E, A(E) consists of 2M points e,{(E), each of which 
can be taken continuous in E at E = 0. In general, however, no such continu- 
ous branches need exist through e,, E A, and even if they do, In P need not be 
continuous along them. Alternatively, one may have continuous branches 
e,(( e) E A( E) for E # 0, with e,,(O) g A(0) = A, so Corollary 2.3 does not extend 
to joint continuity in (0, E) at (0,,0) in general. We shall give conditions 
ruling out such behavior, including perturbation bounds in the form of moduli 
of semicontinuity. 
2. BASIC PERTURBATION RESULTS 
Let P( 8, E) be an M x M Hermitian matrix, continuous in E at E = 0 for 
each 0, and satisfying (1.6),(1.7). Since 8 measures polar angle, it is defined 
only mod 271, so P(8, E) is 2r-periodic (but is otherwise arbitrary) in 8 for 
each E # 0 and 
p(e,o) = - p(e + T,o>. (2.1) 
We write N+ (8, E) for the number of positive eigenvalues of P(6, E), and 
similarly for N-(0,~). Then S = N+ - N- and N = M - Nt - Np are the 




In P= {W,N,N+}. 
For each E, we define I(E) as the 8 set where In P(0, E) is continuous, with 
A(E) as the complement of I(E). The set A = A(0) will play a prominent role 
in what follows, and we shall use suppression of E to denote E = 0 where 
confusion cannot arise. 
The identically zero eigenvalues of P(B) will be labeled h;(8), 1~ 2 < Z, 
while h,(B), 1 < n < M - Z, represent the non-identically-zero eigenvalues. 
Given 0,, the indexing may be chosen so that the A,(B) are analytic in a 
neighborhood of 0,. The following result is the key to the dependence of 
In P(0) on 8. 
LEMMA 2.1. r={e:N(e)=Z}, so B~AifandonEyif X,(d)=0 for 
some n. 
Proof. If N(8,) = Z, then the h,(8) remain nonzero, and hence retain 
their signs, for 0 near 0,. Conversely, suppose h,(6),) = 0 for some n. Then 
A,(t9,) # 0 for all n for 6’ arbitrarily near 0,, by local analyticity of the h,. 
For such 0, 
so &EA. n 
We make three preliminary remarks on this result. First, if P is regular 
(i.e. Z = 0), then A is the 0 set where P(B) is singular. Second, regardless of 
regularity, local analyticity of the A,1 shows that A is a finite set, whose 
elements may be denoted by 0,, 16 d 6 20, where 
- IHe,< ... <egD<7T. (2.2) 
It follows from (2.1) that A (viewed as a subset of the unit circle) is symmetric 
about the origin, so B(!+n = 0, + r. Third, any one of N-(8), N+(B), and 
S(0) determines In P(B) for 19 E I, since 
N-(0)+N+(B)=M-Z (2.3) 
follows from Lemma 2.1. 
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We shall now label the eigenvalues A,,,( 8, e) of P( 19, E) in accordance with 
the case e = 0. Specifically, for each 8 E l? we may use the minimax principle 
to construct h,,,(0, e), continuous at E = 0 and satisfying 
with the index set split into 1~ n < M - 2, 1~ z < 2 exactly as for E = 0. 
When 8 E A we may still construct X,,,( 8, E), but it may not be possible to 
distinguish indices n from x. 
We are now ready for a basic result on perturbations of N + (8). 
THEOREM 2.2. For each 19 there exists E( t9) > 0 such that, if A,( 0) f 0, 
then h,(e,E) has the sign of A,(e) whenever I&( <E(e). For such E, 
0 < N *(e, E) - N k(e) < N(B). 
Proof. For each 8, continuity of the h,(8, E) in E yields E(o) > 0 
satisfying the first contention, and the second follows because between zero 
and N( 0) eigenvalues can become nonzero as E becomes nonzero. n 
In particular, N * (8, E) are (numerically) lower semicontinuous at E = 0. 
If Z = 0 and I3 E I, then N(B) = 0 by Lemma 2.1, so N * (6, E) are continu- 
ous at E = 0, and we have the following result mentioned in the introduction. 
COROLLARY 2.3. Zf P is regular (i.e. Z = 0), then In P(B, E) = In P(B) 
for 0 E r, jE[ < E(6). 
We emphasize the weak hypotheses here: for fixed E = 0 we demand only 
periodicity of P(0, E) in 8. In the following sections we shall discuss the 
dependence of e(0) on 0, and we shall also obtain more information for 
8 E A. 
Let us close this section with some remarks on signature differences of the 
form 
S,,=S(cp)-S(rc/) (2.4) 
where Q, and $ belong to polar intervals of I adjacent to t9,, (2.2) specifically 
with appropriate modifications for d = 1 and d = 20. First, we claim that Sd, 
1 d d G D, determine In P(B) for any 8 E I, assuming Z is known. This 
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follows because 
S(m+8)=S(8)+ c s,, 
e<e,,ie+T 
while (2.1) yields s( 7~ + 0) = - S(B), so 
2.5(e)= - c s,, 
ecO,,cein 
which can indeed be expressed in terms of S,, 1~ d d D, again via (2.1). As 
we noted at (2.3), S(e) and 2 suffice to determine In P(8). 
Second, the S,, are related to signatures Sd of P on root subspaces 
corresponding to 0,, as employed in [6, Theorem II. 2.11. We shall not detail 
the root subspace construction, but it can be shown by direct calculation that 
The first half of the cited result from [6] essentially shows that S,, is constant 
for pencils of the form (1.2) for small E, at least when Z = 0 and B is 
invertible. This follows from (2.5) and Corollary 2.3, since S(cp, E) - S( 4, E) is 
constant for ]E] < min{ e(q), s( 4)). 
3. UPPER SEMICONTINUITY OF A 
By definition, A(E) is upper semicontinuous (USC) at E = 0 if, given ej -+ 0 
and Sj E A(ej) satisfying ej + 8 as j + co, it follows that 0 E A. At various 
points in the sequel we shall use an orthonormal basis e,,,(8), 1~ m < M, of 
right eigenvectors for P(B), corresponding to A,(8) and with the same 
smoothness properties as the latter. 
EXAMPLE 3.1. Suppose Z > 0, and let e,(e) correspond to some h=(8), 
analytic in a neighborhood of e, E F. Let 
p(e, &) = p(e)+ .ssin(B-e,)e,(B)e,(8)*. 
Then the eigenvalues of P(B, E) equal those of P(8), except that h;(B) = 0 
has been replaced by hz(B, E) = esin(B - 6’,). Since 0, E I, the other M - 1 
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eigenvalues of P(B, E) remain constant in sign (or remain zero) near 0,, for 
1~1 < .s(0,). Since hZ(8, E) changes sign at 0,, we have 0, E A( E)\ A for 
0 # 1.~1 < ~(0,), and A(e) is not USC at E = 0. 
The above example forces us to consider regular pencils (for which 2 = 0) 
to obtain A(E) USC at E = 0. Even then, however, some caution is needed. 
EXAMPLE 3.2. Let M = 1 and P(B, E) = [sin p(B, E)] with p(0, E) = 0 
except for 1~/2 - E < 0 < r/2, where p(0, E) is piecewise linear in r9 and 
satisfies p(+( r - E), E) = 0. Then g(r - E) E A(E) for small E > 0 but 5 @ A. 
Here, P(8, E) is continuous in 0 for each E, and the problem is one of 
uniformity. Indeed, we have the following positive result. 
THEOREM 3.3. lf P is regular and jointly continuous in (e, E) in a 
neighborhood of E = 0, then A( E) is USC at E = 0. 
Proof. Since P is jointly continuous, we may choose its eigenvalues to 
have the same property. If sj -+ 0 and ej E A(&,), then either N+(8, .sj) or 
N-(8, .sj) is discontinuous at 8 = Bj. Since P(f3, F~) is continuous in 8 by 
assumption, at least one eigenvalue of P(ej, cj) must be zero. But then joint 
continuity of P, together with the condition 0, + 8, forces P(0) to be 
singular, so 0 E A by Lemma 2.1, since 2 = 0. n 
COROLLARY 3.4. Under the conditions of Theorem 3.3, e(i?) of Corollary 
2.3 may be chosen uniformly on compact subsets C of I’. In particular, 
In P( e, E) is continuous in E at F = 0, uniformly on Z. 
Proof. If the maximal choice of .s( 0) satisfies e(0,) + 0, 8. -+ 0 as j + co, 
then as above, h,(ej, e(ej)) = 0, whence e E A. Since ej E Z I orces 0 E I, we 
have a contradiction, so e(B) must be positively bounded below on 8. n 
We shall conclude this section with a quantitative version, which will in a 
sense amalgamate Theorem 3.3 with the s(e) bound (which we assume is 
maximal) in Corollary 2.3. We need more notation. Recall (2.2) let h,( e,,) = 0, 
and let the Taylor expansion of h .( 0) about 6, start 
h,(e, + e) = ynde”nff + . . . , Ynd + 0, (3.1) 
for small 161. By definition, v,,~ 2 1, since for X,(0,) # 0, we do not define 
ynd, v,,~. Let y = minn,d(yndl, v = max,,d vnd and let S(6) be the angular 
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distance from I3 to A, i.e. min,,d]‘p - e,] for 9, = 8 mod 2~. Assuming 
continuity as in Theorem 3.3, we may choose a modulus of continuity p(]e]), 
strictly increasing and continuous in ]E] near E = 0, and dominating the 
spectral radius of P(f?, E) - P(B) for each 8. 
COROLLARY 3.5. Under the conditions of Theorem 3.3, the following 
hold in the above notation: 
(i) For any e,c A(e), limsup,,,G(~,)“/p(l~l)~l/v. 
(ii) If&e)- 0 then liminf[e(e)- p-‘(y&e)“)] 2 0. 
Proof. (i): Theorem 3.3 gives 6( 0,) + 0 as E + 0. From (3.1) we have 
Ix,(e,>I~s(e,)“[x+o(i)] as &+o. 
On the other hand, 
I L(% 4 - L(%) I G P(l4 
SO A,(e,, E)= 0 gives 
and the result follows. 
(ii): Let .se be the smallest E (in modulus) satisfying A,(B, se) = 0 for some 
n. As in (3.2), we have 
~(4 a w)“h + 4>1 as s(e)-0, 
so 
E(6)~ee3~-l(~6(e)")+0(i) as 6(e) -0, 
since p -i is continuous. n 
4. PERSISTENCE OF ZEROS 
We say that a zero persists at 8, if there are m, q, > 0, and 0, such that 
h,(e,, 4 = 0 whenever ]e] < ~a (4.1) 
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and 
In other words, 0, admits a continuous branch of zeros of det P. We say that 
all (or k) zeros persist at fl, if N(0,) (or k) such continuous branches (not 
necessarily distinct) can be found. We remark that by definition A(E) is lower 
semicontinuous at E = 0 if and only if there are .si > 0 and f?Je) E A( E) 
whenever 1~ d < 2 D and I&( < ei, such that 
In other words, a zero persists at each f?, E A(2.2). 
Let us start with some examples of nonpersistence. If Z > 0, then Exam- 
ple 3.1, with sin( 8 - 0,) deleted, shows that zeros corresponding to Xz need 
not persist. In general, persistence of zeros at 0, E A depends on the ynri and 
V*d of (3.1). 
EUMPLE 4.1. Let vnd be even, and choose an orthonormal eigenvector 
basis e,,,(e) for P(e), analytic in a neighborhood of 0,. With 
p(e, 4 = P(e)+E(sgny,,,)e,(e)e,(e)* (4.2) 
we see that h,(B,) = 0 < X,(0, E) for small (0 - 0,l and E # 0, 8 f e,,. Thus at 
least one zero cannot persist at e,. 
EXAMPLE 4.2. Let v,(, and v,,~ be odd, with yldynd < 0. Then the 
restriction of 
p(e, E) = P(B)+&e,(e)e,(8)* + Ee,(t?)e,(e)* (4.3) 
to the span of e!(0) and e,(e) has matrix 
[ 
w> E 
E 1 ue> * 
Since this has negative determinant for small 16 - e,) and E # 0, 0 # e,, we 
see that at least two zeros cannot persist at 0,. 
By combining terms as in the above examples, we arrive at the following 
general conditions for persistence. 
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THEOREM 4.3. In order that k zeros must persist for jointly continuous 
perturbations at 0, E A, it is necessary and sufficient that the number of 
positive ynd should differ from the number of negative ynd (counting only 
odd Vet in each case) by k, or equivalently that the signature jump S, of 
(2.4) should satisfy IS,1 = 2k. 
Proof. Suppose the h,, with odd v,,(~ are matched in pairs of oppositely 
signed ynd as far as possible, leaving u such unmatched h,, whose Y,,~ all 
have the same sign. A simple calculation gives IS,] = 2u (cf.[4, Theorem 3.8]), 
and combining Examples 4.1 and 4.2, we easily obtain the necessity of u > k. 
Conversely, for q and 1c/ as in (2.4), we have u eigenvalues A,($, E) of 
the same sign as ynd for ]E] < e(q), by Theorem 2.2. Similarly A,(q, .s)ynrl < 0 
for ]E] < E(T), so h,(B, E) changes sign (and hence vanishes) as 8 traverses the 
interval [cp, $1, since h, may be assumed continuous (cf. Theorem 3.3). Thus 
at least u zeros persist at 0,, whence u < k. n 
One can interpret the second part of [6, Theorem II. 2.11 in terms of the 
persistence of at least $]S,] zeros for perturbations of the form (1.2) in the 
case Z = 0, B invertible. As we noted earlier, the cited result is expressed in 
terms of Sdr but given (2.5), our sufficiency statement implies that in [6]. Our 
examples (4.2), (4.3) are not of the form (1.2), however, so they do not apply 
to [6]. 
Specializing Theorem 4.3 to k > 1, we obtain 
COROLLARY 4.4. At least one zero must persist at Od if and only if 
s, f 0. 
This includes a classical result about persistence of odd-order zeros (cf. [7, 
Theorem 12]), since if 
Vd = c ‘nd (4.4) 
X,,(B,f) =c 
is odd, then at least one A, with odd v,,~ goes unmatched, so S, # 0. The 
complementary situation, when Sd = 0 for each 0,, has been studied in [5], via 
the equivalent condition that all X, with odd vnd can be matched in pairs [5, 
Lemma 61. 
Specializing Theorem 4.3 to k = N(tid), we have 
COROLLARY 4.5. All zeros must persist at t& if and only if z = 0, all v,,~~ 
are odd, and all ynd have the same sign. 
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This has some connection with [6, Theorem III. 1.11, which, although 
stated in terms of diagonability on root subspaces, can be interpreted in terms 
of persistence of the order of zeros. It is easily seen that (4.2) reduces a zero of 
A, of odd order v,,~ > 1 when F = 0 to order one when E # 0. Thus the 
necessary and sufficient condition for persistence of the orders of all zeros is 
as in Corollary 4.5 but with each v,,~ equal to one, and this is the stable 
diagonability condition of [6, p. 7361. 
An important special case is (l-5), which we shall now analyse briefly. 
Since the origin is separated from 
{ (x*Ax, x*Bx) : llxjl= 1) 
by a line with normal (cos B,,sin ti,), say, we see that P(&) is definite, so 
Z = 0. Moreover (2.1) shows that all M eigenvalues X,( 0) change sign (in the 
same direction) as fl traverses the interval [&, fl, + a]. An easy calculation 
shows that det( Ah + BP), which is a polynomial of degree M in h and 1-1, has 
a linear factor vanishing at 8, to order at least ~~(4.4). Thus 
c vd=M, 
0, < s,, < $0 + 77 
so each v,,~ equals one, and each Y,,d has the same sign. In particular, there 
are M continuous branches of zeros of the X, for jointly continuous perturba- 
tions. Also, the stable diagonability condition of [6] holds for perturbations of 
the form (1.2)-such stability is to be expected, since P(e,, E) remains 
definite for small E. 
REMARK. The convex hull operation, unnecessary in (1.5) for complex 
scalars by the Toeplitz-Hausdorff theorem, is needed for the above conclu- 
sions if M = 2 and the scalars are real. This can be seen with 
which lead to A = 0, i.e. Cud = 0, not M. 
Let us conclude with a result of interest in the two parameter eigenvalues 
context, cf. [1,95], [2, #4,5], occurring for perturbations of the form (1.4) 
with C semidefinite. 
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COROLLARY 4.6. 
(i) At least one zero must persist at 9, for nonnegative definite P(c9, E) - 
P(B), jointly continuous in a neighborhood of (0,,0), * if all v,,~~ are even 
then at least one ynd is positive. 
(ii) All zeros must persist at t9, a Z = 0 and ynd is positive whenever 
vnd is even. 
Proof. Suppose A,,(@,) = 0. If v,,~ is even and ynd < 0, or if vnrl is odd, 
then 
min{A.(cp), &(#)I <O 
in the notation of (2.4). If follows from Theorem 2.2 that 
for I&l < min{ s(q), e(q)}, an d moreover h,(B,, F) >, 0 by the semidefiniteness 
of the perturbation. Thus the zero associated with h, persists, and the rest 
follows as for Theorem 4.3, necessity coming from Example 4.1. n 
I thank my coauthors of [2] for discussions during early work on this 
project. 1 also thank the authors of [6] f or a preprint and for various seminars 
which provided an impetus to compare the two approaches. 
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