We consider the problem of energy-mass transfer from scattering to bound states for a one body quantum system subject to the action of a time dependent point interaction in 3-D. Under suitable assumptions on the initial state of the particle, we prove a result of local controllability of this process. Our proof exploits the finite time asymptotic analysis of fractional integral equations and the rank theorem for maps denned on Banach spaces.
Introduction
A perturbation of the Laplacian supported by a finite set of points fy i g n i¼1 in R d , with d 3, defines a special case of singular perturbation referred to as point interaction. At a formal level, the associated Schro¨dinger operator can be written as
These operators appeared first in theoretical physics during the 30s. They were introduced in order to realize a model for the interaction of nucleons at low energy (Fermi 1936) . After, they became a natural tool to describe short range forces or ''small'' obstacles for scattering of waves and particles. From the point of view of applications, the main reason of interest of this subject rests upon the fact that point interactions often lead to models which are explicitly solvable. It turns out that the spectral characteristics (eigenvalues and eigenfunctions) of operators (1), and then all the physical relevant quantities related to, can be explicitly computed (Albeverio et al. 1988) . This circumstance motivates an increasing attention on the application of point interaction models in various sciences, e.g., in physics, chemistry, biology, and in technology.
In this work we build up a point interaction model of a time dependent Schrodinger operator; this interaction will be used as a control for the energy transfer between continuous and discrete spectrum of a one body quantum system. We will investigate the possibility of finding a time dependence profile such that a prescribed part of the energy of a particle, initially placed in a scattering state, moves on a bound state in finite time.
The subject we treat has its natural collocation in the framework of quantum systems control theory. Our analysis may find applications in those contexts where short range quantum potentials can be used as control tools.
Point interaction model for quantum control potentials and the main result
The rigorous definition of point interactions in quantum mechanics, due to Berezin and Fadeev (1961) , rests upon the theory of selfadjoint extensions of symmetric operators. The Hamiltonians describing point interactions in the origin of R 3 are defined by the selfadjoint extensions of the symmetric operator In Albeverio et al. (1988) it has been shown that these extensions, denoted in the following with H , are parametrized by a real y for any fixed l 2 R þ , the operator H can be represented asz
where G l is the Green function of (À Á þ l)
As follows from (2), every function in D(H ) is composed of a regular part l 2 H 2 plus a singular term G l . It is worthwhile noting that this representation is not unique, but depends on the choice of l. In particular, for < 0, we can fix: l ¼ (4||) 2 obtaining a null boundary condition l ð0Þ ¼ qð þ ffiffi ffi l p =4Þ ¼ 0. In this case the operator domain is written as
where is the normalized Green function
This representation, holding for negative values of the parameter , will be extensively used in this work. We recall the spectral properties of H : the absolute continuous spectrum coincides, for any 2 R, with the set ð0, þ1Þ; the point spectrum is empty for ! 0, or it contains a single eigenvalue: l ¼ À16 2 2 , for < 0. The related eigenstate is , defined in (5).
A time dependent point interaction Hamiltonian H (t) is defined by fixing a real valued function, (t), which characterizes the time dependence profile. The Schro¨dinger equation
describes the quantum dynamics generated by H (t) . In (Yafaev 1984 ) D.R. Yafaev has provided an explicit expression for the time propagator associated to H (t) (equation (2.6) in the cited paper)
Uðt À s, xÞqðsÞ ds
Uðt, y À xÞ ð yÞ dy;
Uðt, xÞ ¼ 1
Given 2 L 1 loc ð0, 1Þ, the map (7), acting on the initial state 0 , is unitary in L 2 ðR 3 Þ and defines, in the weak sense, the solution of (6) at time t (see (Yafaev, 1984) and references therein) (1984, and references therein). The auxiliary variable q(t), solution of the second equation in (7), is usually referred to as the charge associated to the particle. It expresses the coefficient of the singular part of the state ðx, tÞ. We refer to Appendix A for a study of the charge equation.
Let us fix, from now on, " < 0. We assume, at t ¼ 0, the particle to be placed in a scattering state of the Hamiltonian H "
Our purpose is to find a suitable (t) in the space of control functions (the boundary conditions on being chosen in order to guarantee that at the initial and final times the Hamiltonian is
such that the control interaction, H ðtÞþ " , is able to steer the system (7) from 0 to a state, (T ), whose projection ð ðTÞ, " Þ has a previously fixed value in a neighbourhood of the origin of C.
Replacing with þ " in (7) and projecting along " , we get a complex valued map
yFrom the physical point of view, the parameter is linked to the inverse scattering length of H (Albeverio et al. 1988) . zFor the definitions and the properties concerning point interactions operators, we refer to the book (Albeverio et al. 1988) .
Controls for energy transfer in 3-D quantum systems
For ¼ 0, the system evolves under the action of H " . In this case we have
The condition for the solvability of our problem results to be the local surjectivity of the map
around the point ¼ 0, i.e., we aim to prove that there exists a neighbourhood of the origin in C, I 0 , and a C 1 -class map g:
The main goal of this work is to demonstrate the following result.
Theorem 1: Let be a scattering state of the Hamiltonian H " fulfilling the condition
being SðR 3 Þ the space of functions of rapid decrease, (see, e.g., Reed and Simon (2002) ). Then the functional F : H 1 0 ð0, TÞ ! C, defined by (11), (10), is a locally surjective map around the point ¼ 0.
Remark 1: The inverse problem related to (11), i.e., find a control a such that F() has a fixed value in C, is connected with the investigation of the energy exchanges in non-autonomous quantum systems. Although physical intuition suggests that the time dependence of the Hamiltonian can force energy exchanges between the point and the continuous spectrum, the dynamics describing these energy transfers is, in general, rather complex (see, for instance, the study of the ionization problem driven by time periodic delta interactions in (Correggi et al. 2005) - (Costin et al. 2001) . In particular, we would like to stress that the local controllability of these phenomena is not a simple consequence of the time dependence of the Hamiltonian, but it depends on the specific structure of the interaction considered.
We will adopt here a standard procedure in the analysis of nonlinear systems. First we study the regularity properties of the map F : H 1 0 ð0, TÞ ! C and prove that F 2 C 1 (Lemma 5). Then we investigate the surjectivity of the linearized map d 0 F. To this aim we will study a non-controllability condition for the linearized system (x 4); it will be shown that, under the hypothesis (14) on the initial state, this condition is never satisfied, obtaining, in this way, a controllability result (xx 5-7). Then we conclude using a Rank Theorem for functionals defined on Banach spaces (x 8).
The non-linear system
In this section we investigate the differentiability properties of the functional F(). We shall denote with X and Y two Banach spaces, U an open subset of X, d F and d G F respectively the Fre´chet and the Gaˆteaux derivatives of the map F : U ! Y evaluated in the point . A differentiable functional F : U ! Y is said to be of class C 1 if the map
is continuous. Next we recall a standard result in the theory of differential calculus in Banach spaces (Theorem 1.9 in (Ambrosetti and Prodi 1995) ).
Fre´chet-differentiable at * and its Fre´chet derivative evaluated in * gives
with f 2 Cð0, T Þ. From the estimate (62), in Lemma 10, we have the following bound for the
where À(, T ) is a positive finite constant depending on and T.
Proof: First we prove that V is continuous; let , 2 H 1 0 ð0, T Þ and consider the difference VðÞðtÞÀ VðÞðtÞ. This solves the equation
which is of type (16). From the estimate (17) we obtain
Moreover, the Sobolev inequality
From (65), it follows that À(, T ) is a continuous function, Cð0, T Þ ! R þ . Therefore, À(, T) is uniformly bounded for close to in H 1 -norm. The previous remark and the estimate (20) 
This is a linear map, H 1 0 ð0, T Þ ! Cð0, T Þ. Making use, once more, of the estimate (62), we have
In order to prove the statement of the Lemma we need to show that (15), is continuous. From Theorem (3), it is sufficient to prove that the map
This equation is still of the type (16); from the estimates (17) and (19) we get
Vkj can be bounded as follows:
As already noticed, À(, T ) is uniformly bounded when is close to in H 1 (0, T)-norm. Then, the continuity of the map V allows us to conclude that
oe Our next task is the study of the regularity properties of the map defined in (11) whose explicit expression is recalled here:
VðÞ ¼ qðtÞ Proof: First we show that F is a continuous map. By inverting space and time integrals in (22), the scalar product ði
UðT À s, xÞ " ðxÞd 3 xVðÞðsÞ ds The continuity of F then follows directly from Lemma 1. Moreover, from Theorem 2 and definition (15) it follows that F is of C 1 class if the map
The Gaˆteaux derivative of F evaluated in the point and acting on u is
By inverting space and time integrals, we obtain
The continuity of the map F 0 G easily follows from the continuity of the map V 0 G . oe
The linearized system
We consider the map
where d 0 F is the Frechet derivative of functional F evaluated in ¼ 0. Our aim is to prove the following result.
Theorem 3: Under the assumptions of Theorem 1, the map defined by (26) is surjective.
The proof of Theorem 3 will be given in xx 4-7 following an ad absurdum procedure. First we write the functional (26) into an explicit form
Here the dependence of d 0 F(u) from V(0)(t) may be emphasized by making use of the relation (77) (in Appendix A), plus the Fubini Theorem (in order to exchange time and space integrations in (27)). Proceeding in this way, we get 
ð0ÞGðs À tÞ ds ¼ 0
Making use of (80), in Appendix A, we get 
According to our hypothesis on the initial state, (14), and to definition (11), the function V (0) is the solution of the equation
therefore, thanks to (76), it may be represented in the form
Its small time behavior is connected to the limiting behavior of G(t) and U t ð0Þ for t ! 0. In order to study this problem we need the following Lemmas.
Lemma 3: Let ¼ ðjxjÞ be a radial function belonging to the space of functions of rapid decrease SðR 3 Þ; (see e.g., Reed and Simon (2002) ). If we assume that
is a non-empty set, then the function U t ð0Þ admits the power expansion
where F denotes the Fourier transform, m ¼ min D 0 and OðtÞ 2 C 1 ½0, þ1Þ.
Proof: The Fourier transform operator, F , is an homeomorphism of the space SðRÞ 3 in itself. It acts on U t ð0Þ as follows:
Then, using F À1 , we can represent U t ð0Þ in the form
From the regularity assumptions on , we have F ðkÞ 2 SðRÞ 3 and U t ð0Þ 2 C 1 ½0, þ1Þ. Setting m ¼ min D 0 , the Taylor's expansion of U t ð0Þ up to order m in a right neighbourhood of the origin is
with OðtÞ 2 C 1 ½0, þ1Þ. The coefficient a m is different from zero, due to the hypothesis (34), and explicitly given by ð1=mÞðd m =dt m ÞU t ð0Þj t¼0 ; from (37), this quantity is Lemma 4: Let G(t) be given by (75); then it admits the following representation
where OðtÞ 2 C 1 ½0, þ1Þ.
Proof: The proof easily follows from the analytic properties of the er f c(t) function (Abramowitz and Stegun 1972, relation 7.1.5, p. 297).
We will use these results to get an expansion in power of t 1/2 for the charge (33). If we assume condition (34) to hold, Lemma 3 may be applied to our case, with the only restriction m 6 ¼ 0 due to the fact that the boundary condition ð0Þ ¼ 0 implies U t ð0Þ ¼ 0 for t ¼ 0. By substitution of (35) and (38) into (33) we obtain
An explicit calculation of the first terms in this expression leads us to the following expansion
where A m and B m are strictly positive real constants. By definition (32), it exists C such that jOðs k Þj Cjs k j Controls for energy transfer in 3-D quantum systemsCjt k j for any |s| |t|. Using this estimate, the following relations are easily obtained
and the small time asymptotic representation for V(0) can be rewritten as
6. The non controllability condition in the limit t ! 0
Here we study condition (30) in a neighbourhood [0, ) of the origin with <T. Let us first set the condition (30) in the equivalent form
where arg z is defined modulus 2. Making use of (33), we see that arg Vð0ÞðtÞe
Then, condition (44) implies 9K 2 ½0, 2Þ : arg 4 ffi ffi i
In order to analyze (45), we need the following Lemma:
Lemma 5: Let a m and b 0 be defined by (36) and (38) respectively. Under the assumptions of Lemma 3 and 4, the function arg r ffi ffi i
ÀiðTÀtÞl "
admits the small time expansion
with c ¼ ðB m =A m Þjb 0 j.
Proof: Set z 1 ¼ 1 e i' 1 and z 2 ¼ 2 e i' 2 the first order Taylor expansion of arg(z 1 þ z 2 ) w.r.t. the ratio " ¼ 2 / 1 about the point " ¼ 0 is
Using (33) and (43) we have arg 4 ffi ffi i
Using (twice) relation (47), the right hand side of (48) can be expanded as
Equation (46) is a straightforward consequence of (48) and (49). oe
Lemma 5 leads us to an asymptotic formulation of the non-controllability condition for small time. From relations (45) and (46), indeed, we have
where the explicit value b 0 ¼ 4 " ffi ffi i p has been taken into account. Recalling that c 6 ¼ 0, relation (50) is an evident contradiction we obtained supposing the system (26) to be non-surjective. This concludes the proof of Theorem 3 for all choices of initial states satisfying condition (34) of Lemma 3.
In the next section we will study an extension of the proof to those cases in which Lemma 3 does not applies.
Finite time asymptotic for the charge and proof of Theorem 3
If condition (34) does not hold, we may still recover our results by changing the point in which we perform the expansions of expressions (33) and (44).
To this concern, we consider a radial function ¼ (jxj) in the space SðR 3 Þ. From (37) in Lemma 3, it follows that, U t ð0Þ is a C 1 -class function represented by
Setting k 2 ¼ y in the integral (51), we can express U t (0) as the Fourier transform of f U t ð0Þ ¼fðtÞ ¼
Making use of relation (53), it is possible to extend U t (0) to the complex plane as follows
It is well known that, for any f 2 L 2 ð0, þ1Þ, equation (54) defines an holomorphic function in the lower complex half plane s < 0 (Rudin, 1974, x19.1) . In order to study the limit of U z (0) as z approaches the real axis, we notice that this function can be expressed as the Fourier transform of the product of f(y) times e jyjs 2 L 2 ðÀ1, þ1Þ, 
Taking into account the continuity of U t (0), it can be shown that U z (0) is continuous in the set s 0. So far we obtained that U tþis ð0Þ is holomorphic in ft 2 R; s < 0g and continuous in the closure ft 2 R; s 0g. For 6 ¼ 0, this implies that the zeroes of function U t (0) have to be isolated points. If belongs to the domain (14), the origin of the real axis is a zero of U t (0); therefore a time t 0 > 0, arbitrarily near to the origin, exists such that: U t0 ð0Þ 6 ¼ 0. Proceeding as in Lemma 3, it is possible to obtain for the function U t (0) the following power expansion around t 0
with a 0 ¼ U to ð0Þ and OðtÞ 2 C 1 ½0, 1Þ. Next, we observe that a simple change of variable
and the use of (76), provide us with an equation for the charge when the initial time t ¼ t 0 is assigned
Using (38) and (57), we get the power expansion of the non-controllability condition in a right neighbourhood of the point t ¼ t 0
with c 6 ¼ 0. As in the previous case, this relation constitutes a contradiction obtained supposing the system (26) to be non-surjective. This concludes the proof of Theorem 3.
Proof of the main result and final remarks
So far, we succeeded in proving that the functional F(), defined by (11)- (14), belongs to C 1 ðH 1 0 ð0, T Þ, CÞ and its derivative, evaluated in ¼ 0, is surjective. The rank theorem (see, e.g. in Sontag (1998, Theorem 34, p. 336) , then, applied to our case, implies the existence of a neighbourhood of the origin in C, I 0 , and a C 1 -class map g : I 0 ! H 1 0 ð0, T Þ such that
This concludes the proof of Theorem 1. Our main remark is about the assumptions (14) on the initial state. By considering functions with radial symmetry, we are taking into account only those scattering states which have a null projection along all spherical harmonics excepting the first one. In this choice there is no loss of generality. Indeed, those scattering functions whose expansion in spherical harmonics is ðr, #, 'Þ X þ1 Then it follows from definition (7), and the uniqueness of solution of the charge equation, that a particle, initially placed in such a scattering state, , and subject to the action of any Hamiltonian of type H (t) , results to have a null charge and to evolve under the action of the free propagator; in other words, starting from this initial condition, the particle does not feel the interaction at all.
In this case any transfer of energy is physically impossible. On the other hand our model can be applied to a realistic situation in which an incoming particle, described by a wave function of type: ¼ ðrÞfð#, 'Þ with fð#, 'Þ null outside a cone, is partially trapped into the attractive potential described by H " . In conclusion, we have proved the local controllability of a process of energy-mass transfer, from scattering to bound states, for a one body quantum system under the action of a time dependent point interaction.
Further development of this study may concern the global controllability of the same process, as well as the inverse problem of finite time ionization.
