For a set A of positive integers and any positive integer n, let R 1 (A, n), R 2 (A, n) and R 3 (A, n) denote the number of solutions of a + a = n with the additional restriction a, a ∈ A; a, a ∈ A, a < a and a, a ∈ A, a ≤ a respectively. In this paper, we specially focus on the monotonicity of R 3 (A, n). Moreover, we show that there does not exist any set A ⊂ N such that R 2 (A, n) or R 3 (A, n) is eventually strictly increasing.
Introduction
Let N denote the set of all the positive integers, let A ⊂ N be an infinite set. For a set A, define A(m, n) = {a : m ≤ a ≤ n, a ∈ A} and A(n) = |A(1, n)|. For n = 0, 1, 2, . . ., let R 1 (n) = R 1 (A, n), R 2 (n) = R 2 (A, n), R 3 (n) = R 3 (A, n) denote the number of solutions of a + a = n, a, a ∈ A, a + a = n, a, a ∈ A, a < a a + a = n, a, a ∈ A, a ≤ a , respectively.
Erdős, Sárközy and Sós [3] [4] [5] [6] and Balasubramanian [1] studied the monotonicity properties of the functions R 1 (n), R 2 (n) and R 3 (n). In an interesting way, the monotonicity properties of the three representation functions behave completely differently.
In [3] Erdős, Sárközy and Sós proved that:
Theorem A. The function R 1 (A, n) is eventually increasing, i.e., there exists an integer n 0 with R 1 (A, n + 1) ≥ R 1 (A, n) for n ≥ n 0 if and only if N \ A is finite, i.e., there exists an integer n 1 with A ∩ {n 1 , n 1 + 1, n 1 + 2, . . .} = {n 1 , n 1 + 1, n 1 + 2, . . .}.
then the function R 2 (A, n) cannot be eventually increasing. On the other hand, there is an infinite set A such that n − A(n) n 1/3 and R 2 (A, n) is eventually increasing.
In [4] Erdős, Sárközy and Sós proved that:
In [7] , we generalized Theorem C and gave a quantitative form of it. As a corollary, we have
By Theorem D, if A is infinite and R 3 (A, n) is eventually increasing, writing B = {b 1 < b 2 < · · ·} = N \ A, then there exists a constant c > 0 such that B(n) ≤ c log n for all large n. Thus,
That is, there is a C (= C (B)) > 1 so that b n > C n for all large n.
In [2] , Sárközy, Sós and the authors of this paper obtained the following result.
It is remarked in [2] that if all sufficiently large b ∈ B have the same parity, then R 3 (n) = R 3 (A, n) is not eventually increasing. In this paper we prove the following results.
Theorem 1. Assume that B = {b 1 < b 2 < · · ·} ⊂ N is an infinite sequence and define A by A = N \ B. For any positive integer m ≥ 2, if all large enough b (1) 
, then R 3 (A, n) cannot be eventually increasing.
It follows immediately that
Corollary. Assume that B = {b 1 < b 2 < · · ·} ⊂ N is an infinite sequence and define A by A = N \ B. For any positive integer m ≥ 2, if all sufficiently large b ∈ B are in the same residue classes modulo m, then R 3 (A, n) cannot be eventually increasing.
Moreover, we study the strictly monotonicity properties of the three representation functions R 1 (n), R 2 (n) and R 3 (n). By Theorem A, we can easily verify that for large enough n, the function R 1 (n) can be eventually strictly increasing if and only if A(N ) = N + O(1). As for R 2 (n) and R 3 (n), we obtain the following results: Theorem 2. There does not exist any set A ⊂ N such that R 2 (A, n) is eventually strictly increasing.
Theorem 3. There does not exist any set A ⊂ N such that R 3 (A, n) is eventually strictly increasing.
Proofs
The following lemma is contained in the proof of [2, Theorem 2]. To make this paper self-contained, we formulate it here.
Lemma ( [2] ). Assume that A = {a 1 < a 2 < · · ·} ⊂ N is an infinite sequence and define B by B = N \ A. If there exists an integer n 0 with
Then
Proof. Write
and
Hence,
It follows from (1) and (2) that
This completes the proof of the lemma.
Proof of Theorem 1. Assume that
holds for all large b(≥ T 0 ) and
Then by the lemma we have
Let
Since B is an infinite set, we have at least one of B 0 and B 1 is an infinite set. Let
By Theorem D, there exists a constant C = C(A) such that B(n) ≤ C log n for all large n. By the bipartite method, there are infinitely many positive integers n with |B(n, 2n)| ≤ 2C.
For such an integer n (≥ b 1 ), let b u be the largest b ∈ B with b ≤ n. Then
Thus, there are infinitely many b u ∈ B with (5) . Let b u be such a one with b u > max{n 0 , T 0 , T 1 }, and let
By the definition of T 1 we have
And
Noting thatb j ≡ b u (mod 2), we have 2 | b u +b j , j = 1, 2, . . . , x. By b u +b j > 2n 0 and (4), we have
and b u > T 0 ,b j ≥ T 0 , j = 1, 2, . . . , x. By (3) and (7) we have b s j < T 0 . Since b s j < T 0 andb j ≥ T 0 , j = 1, 2, . . . , x, by (7) we have b t j > b u and
By (6) the number of elements in the left-hand side of (7) is x → ∞ as u → ∞. By (8) and (5) and b s j < T 0 , the number of elements in the right-hand side of (7) < T 0 (2C + 1) , a contradiction. This completes the proof of Theorem 1.
Proof of Theorem 2. Suppose that there exists a set A such that R 2 (A, n) is eventually strictly increasing. Let δ(n) be an arithmetic function such that δ(n) = 1 if n = 2a for some a ∈ A, otherwise, δ(n) = 0. Then R 1 (n) = 2R 2 (n) + δ(n).
For large enough n, if R 2 (n + 1) > R 2 (n), then we have
By the fact that the function R 1 (n) can be eventually strictly increasing if and only if A(n) = n + O(1), we have A(n) = n + O(1). Let
Then for large enough n, we have R 2 (2n − 1) = R 2 (2n) = n − 1 − t, a contradiction. This completes the proof of Theorem 2.
Proof of Theorem 3. Suppose that there exists a set A such that R 3 (A, n) is eventually strictly increasing. Let δ(n) be an arithmetic function such that δ(n) = 1 if n = 2a for some a ∈ A, otherwise, δ(n) = 0. Then R 1 (n) = 2R 3 (n) − δ(n).
For large enough n, if R 3 (n + 1) > R 3 (n), then we have R 1 (n + 1) − R 1 (n) = 2(R 3 (n + 1) − R 3 (n)) + δ(n) − δ(n + 1) ≥ 2 − 1 = 1.
Then for large enough n, we have R 3 (2n) = R 3 (2n + 1) = n − t, a contradiction. This completes the proof of Theorem 3.
