Abstract. This paper presents a proposal for the integration of information structure in a unification-based grammar of Danish. Three information structure features -topic, focus and background -are defined, and it is shown how they are instantiated in a number of different grammar constructions. Prosodic, syntactic and information structure constraints characterising the various constructions are represented as typed features following Headdriven Phrase Structure Grammar (HPSG), and the constructions themselves are ordered in a type hierarchy. The proposed approach modifies and extends earlier HPSG-based accounts by i. defining a new interface between information structure and semantics, and ii. integrating information structure as a dimension of phrasal and clausal grammar constructions.
Introduction
In previous works [1] [2] I have described some of the peculiarities of Danish with respect to the way in which focality or topicality are expressed. The most notable features of this language in this respect are the lack of sentence accent, and the role played by word order and by syntactically marked constructions such as clefting and topicalisation. In this paper I will not focus much on these aspects, and instead address the issue of how information structure can be represented in a formal, unification-based grammar of the language within the framework of HPSG [3] . I propose a model in which information structure is formalised as a dimension in a hierarchy of constructions where it interacts with prosodic, syntactic and semantic properties of phrasal and clausal types.
The model is based on three fundamental features. The first is focus, which corresponds to the sentence elements that indicate a modification of the pragmatic information built by the overall discourse. The part of the sentence which is not in focus is the background, which can be considered peripheral to the construction of the discourse, and serves the purpose of specifying or restricting the way in which the focal information must contribute to it. Finally, the third feature is the topic, which can be characterised as the entity which the sentence expresses pertinent information about, thereby increasing the hearer's knowledge of it. As we will see, not all three categories are necessarily present in every sentence, although the focus always is. Depending on which of the category is instantiated, different information structure types can be defined, and their relation to grammar constructions formalised as structure sharing patterns between focus, topic and background on the one hand, and features pertaining to the other dimensions of the sign on the other.
In Sect. (2) the feature structure corresponding to the information structure of a sentence is introduced, and its relation to the semantics is discussed. I argue here that my approach extends earlier HPSG-based accounts by defining a new interface between information structure and semantics. In Sect. (3) a formal account of the four basic information structure types is given, followed by a description of local features in Sect. (4) and an explanation of the principles that govern the instantiation of information structure features in a syntactic derivation in Sect. (5) . In Sect. (6) an account of the interaction between information structure types and grammar constructions is provided, and finally Sect. (7) contains the conclusions.
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In HPSG the basic unit of linguistic representation is the sign, which is represented as a complex feature structure conflating all its phonological, syntactic, semantic and pragmatic properties.
This representational style makes HPSG, and more in general grammar formalisms based on typed feature structures, attractive frameworks in which to capture the interaction between information structure and other aspects of the grammar. In such a framework, the contribution made by the various words to the information structure of a sentence is represented by means of features belonging to the pragmatic description of the sign, while the necessary links between these pragmatic features and attributes pertaining to the other linguistic dimensions are ensured by structure sharing.
To represent information structure, I will introduce the attribute INFOSTR as part of the context (CTXT) of the linguistic sign. The value of INFOSTR is a feature structure with the three attributes TOPIC, FOCUS and BG. Each of them takes as value a list of semantic indices By means of the semantic indices we can let the information structure features refer to the elements that make up the semantic representation of the sentence, for which I rely on Minimal Recursion Semantics (MRS) [4] [5] . In MRS, the two main components of the semantics of a sentence are i. an unordered bag of relations, where each relation can be referred to by a label and can in turn refer to a number of argument variables (or indices), and ii. a number of scope assignments over pairs of relations. One of the strengths of MRS is the fact that the semantic representations may be underspecified in case of scope ambiguity, for example when several quantifiers are present. I will not, however, go into detail with this property here. In addition to the relation bag and the scope assignments, an MRS representation also contains an LTOP handle referring to the relation with the highest scope, and an instance or event INDEX introduced by the semantic head, analogous to lambda. For example, let us consider the following Danish sentence:
Man-the saw child-the 2 . 'The man saw the child.' An MRS representation of this sentence will be: In this representation, the label (LBL) value of the message relation at the bottom of the relation list (RELS) is also the top handle (LTOP) of the sentence, whilst its argument (MARG) is equalled to the label of the relation introduced by the main verb via the qeq ('equality modulo quantifiers') constraint in the HCONS list. Furthermore, the verbal relation has three arguments referring to an event and to the instances associated with the relations barn (child) and mand (man), respectively.
The most obvious reading of this sentence in information structure terms is as a topic-comment construction, where the VP constitutes the comment to the topical subject. An alternative term well-known from the generative tradition is wide focus:
On this reading, I suggest that the information structure part of the sign should look as follows:
The values of the information structure features coincide with indices in the MRS representation. The TOPIC coincides with the index associated with the subject, whilst the FOCUS is a list of two indices corresponding to the event introduced by the main verb and the instance corresponding to the object. The BG is an empty list. I believe this is a simple and elegant way of expressing the relation between information structure and content which I haven't seen attempted before. Its novelty lies not only in its use of MRS, but also in the fact that it solves a fundamental problem associated with the interpretation of wide focus.
To discuss this issue, let us look at how information structure has been represented in earlier works within the HPSG framework. In [6] , information structure features are structure-shared with feature sorts containing syntactic, phonological and semantic information. For instance, the FOCUS feature of an accented sign is structure-shared with the sign itself, thereby producing a cyclic structure as shown below:
(Engdahl and Vallduví 1996:11)
The same approach is also followed more recently by [7] . However, Engdahl and Vallduví argue themselves for a modification of their proposal where information structure features are structureshared with content features rather than the whole sygn. In [8] , Engdahl has in fact adopted this new approach, and the feature structure for an accented English word has become:
In Fig. (1) , the representation proposed by the author for the wide VP focus interpretation of the sentence "John plays rugby" is shown in a slightly simplified version. Note that this English sentence displays the same information structure as the Danish example in (4), except for the fact that the subject is labelled LINK instead of TOPIC. The representation proposed in the figure is similar to mine in the sense that information structure features are structure-shared with content features. However, whereas in my approach the contents of verb and complement are simply collected in a list of indices, in Engdahl's proposal the focus is directly identified with the content of the VP node, and the verb does not make any contribution to information structure: its information structure features are left unspecified. The question now is, what does the content of the VP consist of? Is it different from just a list of the contents of the daughters of the VP node?
Engdahl's proposal is in fact problematic because in HPSG the content of the VP cannot be distinguished from the content of the whole sentence: the HPSG semantics principle set forth in [3] states in fact that in head-complement phrases, the content of a mother is token-identical with the content of the daughter. This principle is adhered to in versions of HPSG making use of MRS [9] as I do here. The consequence this strategy has for the treatment of wide focus, is that if the focus is structure-shared with VP content, it will always include the subject of the sentence. In other words, VP focus cannot be distinguished from S focus.
The problem is noted by Cooper [10] , who in fact uses it as an argument for proposing a more elaborate linguistic representation (based on record types rather than feature types) that includes functions in its formal apparatus, thus building on the Montagovian tradition (e.g. [11] ), where the content of a VP is a function of the content of the arguments. This is certainly an interesting avenue to pursue. In this study, however, I will stay with the basic MRS language, which can be considered a kind of standard in the HPSG community. Therefore, VP focus will be represented by letting the focus domain span over a collection of semantic indices corresponding to the verb and its complements. In [2] , I have argued that sentence accent cannot be used in Danish to find the focus, and that non-pronominal complements and adjuncts in the focus domain must generally be accented. Also on this ground, then, it seems reasonable to represent focus as a collection of semantic indices corresponding to independently accented constituents.
In Fig. (2) the syntactic tree corresponding to the analysis of example (4) Having established the relation between the information structure features and the content expressed in the MRS representations, let us now discuss the mechanisms that account for this relationship in the grammar. In summary, four different kinds of constructs are relevant and will be described below. They are:
-information structure types; -topic, focus and background local features; -inheritance principles; -construction types.
Information structure types
Given the fact that a sentence always has a focus, whilst topic and background may or may not be present, we can posit four different types of information structure, which can be instantiated in grammar constructions in different ways. Below are examples in which the same event -the fact that a known group of children have eaten icecream -is reported by means of the four possible information structures: (8) Working with typed feature structures gives us the possibility of structuring linguistic knowledge into type hierarchies. This applies also to the information structure types: they can be organised in a hierarchy defining the constraints that apply to each type as shown in Fig. (3) . Of course, the relation between information structure types and the grammar constructions in which they come into play is not a one-to-one mapping. For example, a topic-focus information structure can be instantiated in Danish by an ordinary declarative clause or a topicalised sentence: Him will child-the not speak with. 'The child will not speak with him.'
In fact, the realisation of information structure types in sentence constructions is the result of the application of both local constraints and more general information structure principles which will be described in the next sections.
Topic, focus and background features
In order to be able to express constraints on the information structure value of words and phrases, let us start by defining local features relevant for topic, focus and background signs. For instance in the local features for focus, the index value is structure-shared with an element of the FOCUS list, while TOPIC and BG lists are empty:
Topic and background, on the other hand, share the property of an empty FOCUS list, and are thus subtypes of a more general configuration of local features called non-focus-loc, from which they inherit the empty FOCUS list as shown below.
The local types are used in phrasal signs for topical, focused and background constituents. For example, a focused phrase will be defined as a phrase with local features of type focus-loc, with the additional constraint that it should bear main stress 3 :
(12) focus-phrase
Let us now turn to non-focused constituents, starting with the topic. It is generally accepted that definiteness is an important characteristic of the topic, so it should be a constraint on a topic constituent:
The type topic-phrase unifies with definite phrases, in other words definite nominal phrases as well as pronouns. Note that definiteness may be a necessary condition for a linguistic phrase to be considered a topic, but it is obviously not a sufficient condition. In other words, whilst the topic-phrase type is used in topic-comment constructions to ensure that the topic is definite, this does not mean that definite phrases are automatically analysed as topics.
Finally, different types of background constituents can be accounted for, for instance:
The type bg-adv-phrase applies to adverbials and prepositional phrases 4 , and analyses them as background phrases. There is no constraint on the STRESS value of the adverbial since, depending on its position in the sentence, a background adverbial may or may not bear an accent. 'The other day, the phone rang several times at night.'
When it is postponed to the focus, as in (15a), a background adverbial is unstressed, whilst it is stressed when placed sentence-initially as in (15b). Therefore, the requirement on accentuation cannot be directly associated with a generic bg-adv-phrase type, but must be expressed at a different level in the constituent structure of the sentence. I will return to this point. To complete this short account of the information structure of sentence adverbials, the following sentence is an example of a stressed final adverb which will unify with (12) above to yield focus interpretation. The approach presented here simplifies the issue of how focusing works for adverbials in several respects. Particularly, it does not account for the fact that semantic content also seems to contribute to the information structure function that an adverbial is perceived to have. For example, attitudinal disjuncts such as måske, desvaerre 'perhaps, unfortunately' are not focused in the normal case, while manner adverbials usually are [12] . The issue will be left open here.
Information structure principles
It is often assumed that the instantiation of the information structure of the main sentence is achieved by the combination of two general principles called inheritance and projection. Engdahl and Vallduví express these principles informally in the following way:
INFO-STRUCT instantiation principles for English: Either (i) if a DAUGHTER's INFO-STRUCT is instantiated, then the mother inherits this instantiation (for narrow foci, links and tails), or (ii) if the most oblique DAUGHTER's FOCUS is instantiated, then the FOCUS of the mother is the sign itself (wide focus) (Engdahl and Vallduví 1996:12) The former principle corresponds to inheritance, the latter to focus projection. The focus projection principle, in particular, predicts a wide focus structure in cases where sentence accent falls on the most oblique verbal complement. I have already noted, however, that there is no sentence accent in Danish 5 , and that each verbal complement or adjunct in the focus domain is accented. Therefore, it is not clear that the focus projection principle should play a role in Danish, and here I will only give a formal account of information structure inheritance. What we need to express is the fact that for each information structure feature, the value of the mother node is a list consisting of the corresponding values of the two daughters. Engdahl and Vallduví argue convincingly that such an approach, in which information structure values are collected from the daughters of a node without reference to syntactic constituency, is an advantage in that it can deal with cases in which there is no direct correspondance between these different aspects of a linguistic sign. Consider the following Danish example: The focused part of the sentence does not form a syntactic constituent, however it is a unit from an information structure point of view. This is not a problem for an approach where focus values are simply collected from daughters to mother node. Information structure inheritance is expressed here by means of a number of specific inheritance principles. The principle of focus-inheritance is shown below:
The principle states that in a binary projection in which the non-head daughter is a focused constituent, the focus value of the non-head is appended to the focus value of the head daughter (which may or may not contain additional focused elements), and the resulting list is the FOCUS value of the mother. TOPIC and BG values are copied from head to mother node. This ensures the accumulation of focus values on the top node of the syntactic tree as well as inheritance of the other information status features. The application of focus, topic and background inheritance is shown in Fig. (4) 6 . The background and topic inheritance principles are very similar to focus inheritance: they ensure that either the background or the topic value of a non-head daughter is appended to the background value of the head, while the remaining information structure features are simply passed on from head daughter to mother.
The figure shows the analysis of the following sentence:
(19) Hun ringede igen forleden. 'She called again the other day.'
In the most obvious reading, this is a topic-comment construction. The initial pronoun is the topic, and unifies with the topic type in that it is a personal pronoun and therefore definite. Both the verb and the adverb adjacent to the verb are stressed, and therefore compatible with a focus analysis, whilst the unstressed final adverbial must be outside of the focus domain. For each binary projection, it is indicated in the feature structure type which principle has applied.
