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Abstract
Using the fact that the Parikh matrix mapping is not an injective mapping, the paper investigates some properties of the set
of words with the same Parikh matrix; these words are called “amiable”. The presented results extend the results obtained in
[A. Atanasiu, Binary amiable words, Int. J. Found. Comput. Sci. 18 (2) (2007) 387–400] for the binary case. In particular it is shown
that all the words having the same Parikh matrix can be obtained one from another by applying only two types of transformations.
Moreover, the mirrors of two amiable words are also amiable (thus forming a symmetrical class of words).
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The Parikh matrix mapping (introduced in [7]) is an extension of the Parikh mapping [8]. The extension is based on
a special type of matrices, where the classical Parikh vector appears as the second diagonal. By the second diagonal
of an (s + 1)× (s + 1) matrix M we mean the diagonal of length s immediately above the main diagonal.
We start with some basic notations and definitions. Let Σ be a finite alphabet. The set of all words over Σ is Σ ∗;
if λ is the empty word, then the set of nonempty sequences is Σ+ = Σ ∗ \ {λ}. For α ∈ Σ ∗, |α| denotes the length of
α. Besides, for any finite set A we denote |A| the number of elements contained by A.
The mirror image of a word α ∈ Σ ∗, denoted mi(α), is defined as: mi(λ) = λ, mi(x1x2 . . . xn) = xn . . . x2x1,
where xi ∈ Σ , 1 ≤ i ≤ n. A word α is a palindrome if and only if α = mi(α).
The alphabet used in this paper is Σ = {a1, a2, . . . , as} where an order relation < is defined. Without loss of
generality, we consider ai < ai+1 for all 1 ≤ i ≤ s − 1. In general we shall work only when s ≥ 3; for s = 2 we will
follow the results obtained in [1]. For all 1 ≤ i ≤ j ≤ s we denote ai, j = aiai+1 . . . a j .
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The number of occurrences of a letter a ∈ Σ in a word α ∈ Σ ∗ is denoted by |α|a . If u, v ∈ Σ ∗, then the word
u is a scattered subword of v if u = β1β2 . . . βr and v = γ0β1γ1 . . . γr−1βrγr , for some r ≥ 1 and βi , γ j ∈ Σ ∗. We
denote by |α|u the number of occurrences of u in α as a scattered subword. For instance, for Σ = {a1, a2}, we have
|a1a2a1a2|a1a2 = 3.
For a ∈ Σ , α ∈ Σ ∗, if |α|a = n, say α = u0au1 . . . aun , for some ui ∈ Σ ∗, then we can say that the words ui ,
0 ≤ i ≤ n, are the a-intervals of α. We say that ui and ui+1 are adjacent a-intervals for all 0 ≤ i ≤ n − 1.
Definition 1. Let Σ = {a1, a2, . . . , as} be an ordered alphabet andMs+1 be the multiplicative monoid of (s + 1)-
dimensional upper-triangular matrices with nonnegative integral entries and unit diagonal. The Parikh matrix mapping,
denoted Ψs , is the morphism
Ψs : Σ ∗ −→Ms+1
defined by condition: if k = 1, . . . , s and Ψs(ak) = (mi, j )1≤i, j≤s+1, then for each 1 ≤ i ≤ s + 1, mi,i = 1,
mk,k+1 = 1, all other elements of the matrix Ψs(ak) being 0.
If |Σ | = s is fixed, we will denote Ψs(α) also by Mα .
A matrix M ∈Ms+1 such that M = Mα for a particular word α ∈ Σ ∗ is called a Parikh matrix.
In [7] some basic properties of Parikh matrices are proven. The following result will be needed in the sequel.
Theorem 2 ([7]). Consider Σ = {a1, a2, . . . , as} and α ∈ Σ ∗. The matrix Mα = Ψs(α) = (mi, j )1≤i, j≤s+1 has the
following properties
• mi, j = 0 for all 1 ≤ j < i ≤ s + 1,
• mi,i = 1 for all 1 ≤ i ≤ s + 1,
• mi, j+1 = |α|ai, j for all 1 ≤ i ≤ j ≤ s.
Note that Theorem 2 tells in particular that the second diagonal of the Parikh matrix of α gives the Parikh vector
of α:
Ψ(α) = (|α|a1 , |α|a2 , . . . , |α|as ).
Example 3. For the alphabet Σ = {a, b, c, d}, Theorem 2 implies that
M =

1 |α|a |α|ab |α|abc |α|abcd
0 1 |α|b |α|bc |α|bcd
0 0 1 |α|c |α|cd
0 0 0 1 |α|d
0 0 0 0 1
 .
Definition 4. Two words α, β ∈ Σ ∗ are called amiable, denoted α ∼a β, if and only if Mα = Mβ .2
The relation ∼a is obviously an equivalence relation (in [5] a congruence relation ≡2 very close to ∼a is defined).
For further notions and results on Parikh matrix mapping, as well as for language-theoretical considerations not
detailed here, the reader is referred to [1–3,5,6,9,10] and references given therein.
2. Properties of the classes of amiable words
Lemma 5. ∼a is left/right invariant.
Proof. Since the Parikh matrices are triangular, they are invertible (albeit the inverse may have negative integer
entries.) It then follows easily that for all α, β, γ ∈ Σ ∗, γα ∼a γβ if and only if α ∼a β, if and only if αγ ∼a βγ . 
Lemma 6. (1) aia j ∼a a jai , |i − j | ≥ 2, (1 ≤ i, j ≤ s);
(2) aiai+1xai+1ai ∼a ai+1ai xaiai+1,∀x ∈ (Σ \ {ai−1, ai+2})∗ (1 ≤ i ≤ s − 1), where we consider ak = λ for any
k > s or k < 1.
2 In [6] the term “ambiguous words” is used.
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Proof. (1) For |i − j | ≥ 2 we have Maia j = Ma jai = (mk,r )1≤k,r≤s where mr,r = 1, mi,i+1 = m j, j+1 = 1, and
mk,r = 0 otherwise.
(2) By denoting α = aiai+1xai+1ai , β = ai+1ai xaiai+1 we obtain
|α|aiai+1 = |β|aiai+1;
|α|ai−1aiai+1 = |β|ai−1aiai+1 = 0 (because |x |ai−1 = 0);
|α|aiai+1ai+2 = |β|aiai+1ai+2 = 0 (because |x |ai+2 = 0).
Hence Mα = Mβ , that is α ∼a β. 
Corollary 7. (1) If Σ = {a1, a2} then a1a2xa2a1 ∼a a2a1xa1a2, for all x ∈ Σ ∗;
(2) ai1 . . . aik ∼a api(i1) . . . api(ik ) where pi is a permutation of (i1 . . . , ik) (not necessarily distinct), and |ir − it | 6= 1,
(1 ≤ r, t ≤ k).
Definition 8. Let α, β ∈ Σ ∗.
(1) We say that α transforms into β using a type (1) transformation if
α = xaia j y, β = xa jai y,
where x, y ∈ Σ ∗, ai , a j ∈ Σ , |i − j | ≥ 2;
(2) We say that α transforms into β using a type (2) transformation if
α = xaiai+1yai+1ai z, β = xai+1ai yaiai+1z, or
α = xai+1ai yaiai+1z, β = xaiai+1yai+1ai z,
where ai , ai+1 ∈ Σ , x, y, z ∈ Σ ∗, |y|ai−1 = |y|ai+2 = 0.
Remark 9. (1) If α transforms into β, then obviously β transforms into α as well (no matter the transformation
type). We will denote by α
(i)←→ β the fact that words α and β transforms one from each other using a type (i)
transformation (i ∈ {1, 2}).
(2) If |Σ | = 2, then only transformations of type (2) are possible.
Lemma 10. If α
(i)←→ β (i = 1, 2), then α ∼a β.
Let us consider the extended alphabet Σ ′ = {a1, a2, . . . , as, as+1} and the (erasing) morphism h : Σ ′ −→ Σ
defined by h(a) = a, if a ∈ Σ , h(as+1) = λ.
Theorem 11. Let α, β ∈ Σ ′ be two amiable words (α 6= β) with h(α) = h(β). Then there exists a sequence of
transformations
(i)←→ (i ∈ {1, 2}) transforming α into β:
α
(i1)←→ · · · (in)←→ β, where i1, . . . , in ∈ {1, 2}.
Proof. Consider the occurrences of as in α: α = x1asx2as . . . xnasxn+1, where xk are the as-intervals of α for all k. It
follows from rule (i) that as+1 commutes with all letters in xk , for all k, yielding words that are amiable with α. Thus,
we may assume without loss of generality that
α = x ′1ais+1asx2as . . . xnasa js+1x ′n+1,
where x ′1 and x ′n+1 are as+1-intervals of α. By applying rule (ii), we obtain a word amiable with α of the form
x ′1a
i−1
s+1asas+1x2as . . . xnas+1asa
j−1
s+1 x ′n+1. By iterating the procedure, we get a word α′ that has all occurrences of
as+1 within at most two adjacent as-intervals. Note that α′ is amiable with α and h(α′) = h(α). A similar construction
may be done for β to yield β ′ such that h(β ′) = h(β) and all occurrences of as+1 in β ′ are within at most two adjacent
as-intervals. Since h(β) = h(β ′), we may cancel the common prefixes and suffixes of α′ and β ′ to get the amiable
words δ = ai0s+1asai1s+1 and η = asa j1s+1. It follows then that i0 + i1 = j1 and i1 = j1, i.e., δ = η, concluding the
proof. 
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Theorem 12. Let α, β ∈ (Σ ′)∗ be two amiable words, such as
h(α) 6= h(β) and h(α) (i)←→ h(β),
for i ∈ {1, 2}. Then there exists a sequence of transformations i1, i2, . . . , in ∈ {1, 2} yielding β from α.
Proof. There are two possible situations, depending on the type of the transformation used.
In case i = 1, we obtain h(α) = h(γ1)aka jh(γ2), h(β) = h(γ ′1)a jakh(γ ′2), where j, k ≤ s, | j − k| ≥ 2,
h(γ1) = h(γ ′1), h(γ2) = h(γ ′2).
If we denote by [as+1] = as+1 . . . as+1 a (possibly empty) sequence of as+1, then α = γ1ak[as+1]a jγ2,
β = γ ′1a j [as+1]akγ ′2.
From a j 6= ak , we deduce that at least one of the characters a j , ak is different from as . Let us presume that ak 6= as
(the other case is similar).
Then, by applying successive type (1) transformations, α will be rewritten in α1 = γ1[as+1]aka jγ2 and β in
β ′ = γ ′1a jak[as+1]γ ′2. By denoting β1 = γ ′1aka j [as+1]γ ′2, we will obtain β ′ ∼a β1, h(α1) = h(β1). Following the
construction, it results that
α
(1)←→ · · · (1)←→ α1 (1)←→ · · · (1)←→ β1 (1)←→ β ′ (1)←→ · · · (1)←→ β,
the pass from α1 to β1 being solved by Theorem 11.
In case i = 2, we obtain
h(α) = h(γ1)a ja j+1h(γ2)a j+1a jh(γ3),
h(β) = h(γ ′1)a j+1a jh(γ ′2)a ja j+1h(γ ′3),
where j < s, h(γr ) = h(γ ′r ) (r = 1, 2, 3), |γ2|a j−1 = |γ2|a j+2 = 0. Then α = γ1a j [as+1]a j+1γ2a j+1[as+1]a jγ3,
β = γ ′1a j+1[as+1]a jγ ′2a j [as+1]a j+1γ ′3. Since j < s (for j = s, a j+1 6∈ Σ ), we can rewrite α in
α1 = γ1[as+1]a ja j+1γ2a j+1a j [as+1]γ3
using only type (1) transformations. Consequently, it follows that α1
(2)←→ β1 where β1 = γ1[as+1]a j+1a jγ2a ja j+1
[as+1]γ3.
We thus have β1 ∼a β and h(β1) = h(β), so the hypotheses of Theorem 11 are fulfilled. 
Based on the previous two theorems, the following result can be proved.
Theorem 13 (The Characterization Theorem). Let α, β ∈ Σ ∗. Then α ∼a β if and only if there exists a sequence of
transformations i1, . . . , in ∈ {1, 2} so that
α
(i1)←→ · · · (in)←→ β.
Proof. The direct implication was already stated in Lemma 10. We prove the reverse implication by induction on
s = |Σ |.
For s = 2, the claim is an immediate consequence of Theorem 5 from [1]. (Note that Theorem 22 obtained in the
next section has the same form and generalizes the result of [1]).
Let us assume that the statement is true for an alphabet Σ = {a1, . . . , as}, s ≥ 2, and consider an alphabet
Σ ′ = {a1, . . . , as, as+1}. Let α, β ∈ Σ ′∗ so that α ∼a β and h : Σ ′∗ −→ Σ ∗ be the erasing homomorphism
previously defined. As Mh(α) is a submatrix of the Parikh matrix Mα , it follows that h(α) ∼a h(β). Based on the
induction hypothesis, there exists a sequence of transformations between h(α) and h(β). For each transformation
from this sequence, Theorem 12 is applied, thus proving the claim. 
3. Applications of the characterization theorem
3.1. Classes of mirror words
We begin with an immediate consequence of the previous section.
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Lemma 14. For all u, v ∈ Σ ∗ and all i ∈ {1, 2}, u (i)←→ v if and only if mi(u) (i)←→ mi(v).
We may state now the main result of this subsection.
Theorem 15. Let α, β ∈ Σ ∗. Then α ∼a β if and only if mi(α) ∼a mi(β).
Proof. Because mi(mi(α)) = α, one implication is sufficient to be proved.
Let α ∼a β (so α, β ∈ C for a class C of amiable words). Based on Theorem 13, there exists α0, α1, . . . , αk ∈ C
so that:
(a) α0 = α, αk = β;
(b) α j
(i)←→ α j+1, i ∈ {1, 2}, 0 ≤ j ≤ k − 1.
From Lemma 14 it follows that there exist β0, β1, . . . , βk (k > 0) so that
(c) β j = mi(α j ) (0 ≤ j ≤ k); particularly β0 = mi(α), βk = mi(β).
(d) β j
(i)←→ β j+1, i ∈ {1, 2}, 0 ≤ j ≤ k − 1.
Given the fact that a class of amiable words is closed for type (i) transformations, it follows that mi(α) ∼a mi(β). 
Definition 16. A class C of amiable words over Σ is maximal if C = Cα , for all α ∈ C , where Cα = {β | β ∼a α}.
It is obvious that a class C is maximal if and only if C is closed to transformations of type (1) and (2).
Corollary 17. Let C be a maximal class of amiable words over Σ and α, β ∈ C. Then |α|a1...ai = |β|a1...ai if and only
if |α|ai ...a1 = |β|ai ...a1 , for all 1 ≤ i ≤ s.
Corollary 18. If Cα contains a palindrome, then Cα = Cmi(α).
Example 19. Let us consider Σ = {a, b, c}. The set
X = {α | α ∈ Σ ∗,Ψ(α) = (2, 3, 2)}
contains 210 sequences distributed in 70 classes of amiable words. 68 classes can be associated in pairs
(
Cα,Cmi(α)
)
with Cα
⋂
Cmi(α) = ∅. The last two classes have the property Cα = Cmi(α). They are C1 = {bacbacb, bacbcab,
bcabacb, bcabcab}, with 2 palindromes, and C2 = {abcbcba, acbbcac, acbbbca, cabbbac, cabbbca, cbababc},
with 4 palindromes.
The inverse statement of Corollary 18 holds for binary alphabets, as shown in the next result.
Theorem 20. For a binary alphabet Σ = {a, b} and α ∈ Σ ∗, if Cα = Cmi(α), then Cα contains at least one
palindrome. Moreover, all palindromes with the same Parikh vector as α are in Cα .
Proof. If |α|a = n, n ≥ 0, then α = u0au1a . . . aun , for some ui ∈ b∗, 0 ≤ i ≤ n. Let xi = |ui |, 0 ≤ i ≤ n.
Now, Cα = Cmi(α) is equivalent with α and mi(α) being amiable, which is equivalent with∑nk=0 kxk =∑nk=0 kxn−k ,
i.e.,
∑n
k=0 kxk = n/2
∑n
k=0 xk . The main observation is that by applying rules
(2)←→ in the form ubavabw (2)←→
uabvbaw, we will eventually obtain a word β amiable with α to which no such rule may be further applied. Let
β = v0av1a . . . avn , where vi ∈ b∗, and let yi = |vi |, for all 0 ≤ i ≤ n. Then β has the following property: yk = 0,
for all k 6∈ {k0, k0+ 1}, for some k0. Indeed, if there were at least two non-empty non-adjacent a-intervals, then a rule
(2)←→ may still be applied to β. Note now that β is amiable with mi(β) (a property of all words in the class of α) and
so, as above, we obtain
∑n
k=0 kyk = n/2
∑n
k=0 yk . We consider now two cases:
(a) If n is even, say n = 2m, then in case k0 = m we obtain yk0+1 = 0, i.e. β is a palindrome, while cases k0+1 ≤ m,
k0 + 1 ≥ m lead to contradictions.
(b) If n is odd, say n = 2m + 1, then in case k0 = m we obtain yk0 = yk0+1, i.e. β is a palindrome, while cases
k0 + 1 ≤ m and k0 ≥ m + 1 lead to contradictions.
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The second part of the claim follows now easily: all other palindromes with the same Parikh vector as β (and α)
are in Cα . Indeed, they may all be obtained from β by “diffusing” b-s from the centre of β symmetrically towards the
ends of β by applying repeatedly rules
(2)←→ in the form uabvbaw (2)←→ ubavabw. 
Remark 21. Note that Theorem 20 does not hold for larger alphabets. For instance, if α = ac, then Cα = Cmi(α), but
there is no palindrome in Cα . The same holds for α′ = bacb and α′′ = abacba.
3.2. Graph representation of classes of amiable words
Let C be a maximal class over Σ . Similarly to the construction described in [1], Section 3, we can attach to C a
nondirected graph ΓC = (C, E) defined as follows: (u, v) ∈ E if and only if u (i)←→ v, for some i ∈ {1, 2}. We can
divide the set E of edges in two classes E = E1 ∪ E2, where
(u, v) ∈ Ei if and only if [u (i)←→ v].
An edge is of type (i) if and only if it is in the set Ei (i = 1, 2).
Theorem 22. For any maximal class C of amiable words, ΓC is connected.
Proof. It follows from Theorem 13 that for any two nodes α, β, there exists a path between them using edges from
E1 and E2. 
Example 23. Let Σ = {a, b, c} and the Parikh matrix:
M =

1 2 0 0
0 1 2 4
0 0 1 3
0 0 0 1
 .
The set of amiable words that have the Parikh matrix mapping M is:
C = {x1 = bccbaac, x2 = bccbaca, x3 = bccbcaa, x4 = cbbaacc, x5 = cbbacac,
x6 = cbbacca, x7 = cbbcaac, x8 = cbbcaca, x9 = cbbccaa}.
The graph ΓC associated to the class C is:


















x4 x5
x7
x1
x6
x8
x2
x9
x3
We recall that two graphs Γ = (V, E), Γ ′ = (V ′, E ′) are isomorphic if there is a one-to-one mapping
φ : V −→ V ′ such that (u, v) ∈ E if and only if (φ(u), φ(v)) ∈ E ′.
The following result can be obtained from Theorem 15.
Theorem 24. For α ∈ Σ ∗ let us denote by C and mi(C) the sets of amiable words having the Parikh matrix mappings
Mα and respectively Mmi(α). Then the graphs ΓC and Γmi(C) are isomorphic. Moreover, if α is a palindrome, then the
two graphs are identical.
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3.3. Classes of amiable words and the rank distance
In [4] the rank distance dR over an alphabet Σ was defined. A restricted version of it is the following:
Let α, β ∈ Σ ∗ be two words with the same Parikh vector. Equivalently, β can be obtained from α through a
shuffling of its letters. Formally, there exists a permutation pi over {1, 2, . . . , n} such that
• α = a1a2 . . . an , ai ∈ Σ , 1 ≤ i ≤ n,
• β = a′pi(1)a′pi(2) . . . a′pi(n), a′j ∈ Σ , 1 ≤ j ≤ n, and
• for all 1 ≤ i ≤ n, if ai is the kth occurrence (from left to right) of a ∈ Σ in α, then a′pi(i) is the kth occurrence of a
in β.
In this case, we define the rank distance between α and β as
dR(α, β) =
n∑
i=1
|i − pi(i)|.
Example 25. (i) dR(a1a2a2a1, a2a1a1a2) = 4;
(ii) dR(a2a1a2a1a1a2a1a2, a1a1a2a2a2a2a1a1) = 12.
Note that the rank distance is a totally defined binary relation on a class C of amiable words since any two words from
C have the same Parikh vector.
Theorem 26. Let C be a maximal class of amiable words, having the Parikh matrix mapping M, and α, β ∈ C. Then:
(1) dR(α, β) is an even integer;
(2) dR(α, β) = 2 if and only if α (1)←→ β;
(3) dR(α, β) = 4 if and only if α (2)←→ β, or α (1)←→ γ (1)←→ β, or α (1)←→ γ (1)←→ γ ′ (1)←→ β, for some γ, γ ′ ∈ C.
Proof. Claim (1) follows from the ‘pigeon hole principle’. Indeed, for any i such that i and pi(i) have different parity,
there must be j 6= i such that j and pi( j) have different parity.
For claim (2), the reverse implication is immediate using Lemma 6(1) and the definition of the rank distance.
For the direct implication, note that if dR(α, β) = 2, then there exists ai , a j ∈ Σ (i 6= j) such as α = uaia jv,
β = ua jaiv. But, since α ∼a β, it follows that MuMaia j Mv = MuMa jai Mv , i.e., Maia j = Ma jai . It follows then
from the definition of the Parikh matrix that |i − j | ≥ 2 and so, α (1)←→ β.
For claim (3), the reverse implication is again immediate using Lemma 6 and the definition of the rank distance.
For the direct implication, based on the definition of the rank distance as a sum of nonnegative integers, we have four
possibilities:
(i) four letters are translocated from α to β, each with one position (4 = 1+ 1+ 1+ 1);
(ii) three letters are translocated from α to β, one with two positions and two with one position each (4 = 2+ 1+ 1);
(iii) two letters are translocated from α to β, each with two positions (4 = 2+ 2);
(iv) two letters are translocated from α to β, one with three positions, one with one position (4 = 3+ 1).
It is not difficult to see that case (iv) is impossible, so that leads us to the following three possibilities:
(a) α = uaiaka jv, β = ua jakaiv, k 6= i, j ;
(b) α = uaiaia jv, β = ua jaiaiv,
(c) α = uaia jvakalw, β = ua jaivalakw,
with u, v, w ∈ Σ ∗, 1 ≤ i, j, k, l ≤ s, i, j, k, l pairwise distinct.
In case (a), if k = i−1, then β has one more scattered occurrence of ai−1ai than α. The cases k ∈ {i+1, j−1, j+1}
and j ∈ {i − 1, i + 1} can be dismissed through similar arguments. Thus, α (1)←→ uaia jakv (1)←→ ua jaiakv (1)←→ β.
Case (b) can be proved similarly as case (a).
In case (c), if |i − j | ≥ 2 and |k − l| ≥ 2, then α (1)←→ ua jaivakalw (1)←→ β. Assume now that |i − j | = 1; the
case |k − l| = 1 is completely similar. We also assume that j = i + 1, since the case j = i − 1 is symmetrical. Thus,
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α = uaiai+1vakalw and β = uai+1aivalakw. It follows then that since |α|aiai+1 = |β|aiai+1 , we must have k = i+1,
l = i and so, α (2)←→ β. 
The following two examples explore the possible relationship between dR and the graph representation of the
classes of amiable words.
Example 27. Consider C the class of amiable words defined in Example 23. Then dR(x1, x5) = 6, dR(x1, x7) = 4,
and dR(x7, x5) = 2. On the other hand, dR(x5, x4) = 2, but dR(x1, x4) = 8.
Example 28. Let be Σ = {a, b, c} and the Parikh matrix:
M =

1 2 4 4
0 1 3 4
0 0 1 2
0 0 0 1
 .
The set of amiable words having this Parikh matrix is
C = {abbaccb, abbcacb, abbccab, baabccb, baacbbc, bacabbc, bcaabbc}.
Let y1 = abbaccb, y2 = bacabbc, y3 = baacbbc, then dR(y2, y3) = 2 and dR(y1, y2) = dR(y1, y3) = 8.
4. Conclusions
This paper presents some results referring to the classes of amiable words (words that are defined by having the
same corresponding Parikh matrix mapping). They extend the results obtained in [1] for the binary case. The main
result is summarized in Theorem 13, which shows that all the words from a maximal set of amiable words can be
obtained one from each other only using transformations of type (1) and (2). The relationship between the rank
distance and the graph representation of classes of amiable words remains open. One idea here was that for amiable
words α, β in the maximal class C , we have dR(α, β) = 2m + 4n, where m is the number of edges from E1, and n is
the number of edges from E2 that forms the shortest path in ΓC between α and vertex β; this result would be a natural
extension of Theorem 6 from [1]. However, Example 28 invalidates this approach.
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