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Abstract
In this paper a class of combinatorial optimization problems is discussed. It is assumed
that a feasible solution can be constructed in two stages. In the first stage the objective
function costs are known while in the second stage they are uncertain and belong to
an interval uncertainty set. In order to choose a solution, the minmax regret criterion is
used. Some general properties of the problem are established and results for two particular
problems, namely the shortest path and the selection problem, are shown.
Keywords: robust optimization; combinatorial optimization; minmax regret; two-stage op-
timization; complexity
1 Introduction
Consider the following deterministic single-stage combinatorial optimization problem:
optP(c) = min
x∈X
cTx, (P)
where X ⊆ {0, 1}n is a set of feasible solutions and c ∈ Rn+ is a vector of nonnegative
objective function costs. Typically, X is described by a system of linear constraints involving
binary variables xi, i ∈ [n] (we will use the notation [n] = {1, . . . , n}), which leads to a 0-1
programming problem. Solution x ∈ X can be interpreted as a characteristic vector of some
finite element set E. For example, E can be a set of edges of a graph G = (V,E) and x
describes some objects in G such as paths, trees, matchings etc.
In many practical applications the vector of objective function costs c is uncertain and it
is only known to belong to an uncertainty set U . There are various methods of defining U
which depend on the application and the information available. Among the easiest and most
common is the interval uncertainty representation (see, e.g., [24]), in which ci ∈ [ci, ci] for
each i ∈ [n] and U = ∏i∈[n][ci, ci] ⊆ Rn+. In order to choose a solution, for a specified U , one
can apply a robust decision criterion, which takes into account the worst cost realizations.
Under the interval uncertainty representation, the minmax regret criterion (also called Savage
criterion [28]) has attracted a considerable attention in the literature. The regret of a given
solution x ∈ X under a cost scenario c ∈ U is the quantity cTx − optP(c). It expresses a
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deviation of solution x from the optimum and can be interpreted as the maximal opportunity
loss after x is implemented. In the single-stage minmax regret version of P we seek a solution
minimizing the maximum regret, i.e. we study the following problem:
min
x∈X
max
c∈U
(cTx − optP(c)). (SStR P)
The SStR P problem has been discussed in a number of papers, for example when P
is the minimum spanning tree [29], the shortest path [16], the minimum s-t cut [2], the
minimum assignment [1, 26], or the selection [5, 10] problem (in this case X = {x ∈ {0, 1}n :
x1 + · · ·+ xn = p} for some fixed p ∈ [n]). Surveys of known results in this area can be found
in [3, 21]. Unfortunately, SStR P turned out to be NP-hard for all previously mentioned
problems [4, 7, 31, 19], with a notable exception when P is the selection problem, for which
polynomial algorithms were established in [5, 10]. The SStR P problem has some well known
general properties. There is a nice characterization of scenario c ∈ U maximizing the regret
of a given solution x (called a worst-case scenario for x), namely, ci = ci if xi = 1 and ci = ci
if xi = 0 for each i ∈ [n]. Notice that this scenario depends only on x and the problem of
computing the maximum regret of a given solution has the same complexity as P. Also, there
is a general 2-approximation algorithm known for SStR P, under the assumption that P is
polynomially solvable [18, 11, 9]. We get a 2-approximate solution by solving P under the so-
called midpoint scenario cm ∈ U such that cmi = (ci + ci)/2 for each i ∈ [n]. Exact algorithms
for solving SStR P are based on compact mixed-integer programming (MIP) formulations
(see, e.g., [29]), when P has a special structure, or constraint generation technique in general
(see, e.g., [27]).
In some applications a solution from X can be constructed in two stages. Namely, a partial
solution is chosen now (in the first stage) and is completed in the future (in the second stage).
The current, first-stage costs are known while the future second-stage costs are uncertain and
belong to an uncertainty set U . However, the partial solution can be completed after a second-
stage cost scenario is revealed. The problem consists in computing a best first-stage solution,
which corresponds to the decision which must be made now. The two-stage approach has a
long tradition in stochastic optimization (see, e.g., [15]). When a probability distribution in U
is unknown, then a robust two-stage version of P can be considered. First such a model was
discussed in [23] for the assignment problem. This approach was also applied to the minimum
spanning tree [20] and the selection problems [8]. In these papers the robust minmax criterion
has been applied, i.e. a first-stage solution is determined minimizing the largest total first
and second-stage cost.
In this paper we wish to investigate the two-stage version of problem P under the interval
uncertainty representation. Namely, for each second-stage cost an interval of its possible val-
ues is provided. We use the minmax regret criterion to choose a solution. The interpretation
of this problem is the same as in the case of SStR P. We seek a first-stage solution, which
minimizes the maximum regret, i.e. the maximum distance to a best first-stage solution.
We will show that this problem has different properties than its single-stage counterpart. In
particular, there is no easy characterization of a worst-case scenario of a given first-stage
solution, although there is still a worst-case scenario which is extreme (the second-stage costs
take their upper or lower bounds under this scenario). In fact, the problem of computing
the maximum regret can be NP-hard, even if P is solvable in polynomial time. Also, the
midpoint heuristic does not guarantee any approximation ratio in general. We will show a
general method of solving the problem, which is based on a MIP formulation. We then study
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two special cases, when P is the shortest path and the selection problem.
This paper is organized as follows. In Section 2 we state the problem. We also consider
three inner problems, in particular the problem of computing the maximum regret of a given
first-stage solution. In Section 3, we construct MIP formulations, which can be used to
compute exact or approximate solutions. Section 4 is devoted to the two-stage version of the
shortest path problem. We proceed with the study of two variants of this problem, which
have different computational properties. We show that both computing an optimal first-stage
solution and the maximum regret of a given first-stage solution are NP-hard. In Section 5 we
discuss the selection problem. We show that for this problem the maximum regret of a given
first-stage solution can be computed in polynomial time and the optimal first-stage solution
can by determined by using a compact MIP formulation. We also propose a greedy heuristic
for this problem. Finally, the paper is concluded and further research questions are pointed
out in Section 6.
2 Problem formulation
In this paper we assume that a solution from X can be built in two-stages. Given a vector
x ∈ {0, 1}n, let
R(x) = {y ∈ {0, 1}n : x + y ∈ X} (1)
be the set of recourse actions for x. Vector y ∈ R(x) is a completion of the partial solution
x to a feasible one. Let
X ′ = {x ∈ {0, 1}n : R(x) 6= ∅}
be the set of feasible first-stage solutions. Define Z = {(x,y) ∈ {0, 1}2n : x ∈ X ′, y ∈ R(x)} as
the set of all possible combinations between partial first-stage solutions and recourse actions.
Given a first-stage cost vector C ∈ Rn+ and a second-stage cost vector c ∈ Rn+, we consider
the following two-stage problem:
Opt(c) = min
(x,y)∈Z
(CTx + cTy). (TSt P)
Given x ∈ X ′ and c ∈ Rn+, we will also examine the following incremental problem:
Inc(x,c) = CTx + min
y∈R(x)
cTy (Inc P)
in which we seek a best recourse action for x ∈ X ′ and c. The quantity Inc(x,c)−Opt(c) is
called the regret of x under c. Suppose that the second-stage costs are uncertain and we only
know that ci ∈ [ci, ci] for each i ∈ [n]. We thus consider the interval uncertainty representation
U = ∏i∈[n][ci, ci]. Each possible second-stage cost vector c ∈ U is called a scenario. Let us
define the maximum regret of a given first-stage solution x ∈ X ′ as follows:
Z(x) = max
c∈U
(Inc(x,c)−Opt(c)) . (2)
A scenario which maximizes the right hand side of (2) is called a worst-case scenario for x.
In this paper we study the following two-stage minmax regret problem:
min
x∈X ′
Z(x) = min
x∈X ′
max
c∈U
min
y∈R(x)
(
CTx + cTy −Opt(c)) . (TStR P)
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1, [0, 2]
0, [0, 1]
6, [0, 6]
6, [0, 10]
0, [0, 0]s t
1
2
b, [0, b]
a− ǫ, [a, a]
s t
a) b)
xs1
xs2
x12
x1t
x2t
x1
x2
Ci, [ci, ci]
Figure 1: Two instances of TStR Shortest Path. In the instance b) we assume that
b 2a ε > 0.
Let us illustrate TStR P when P is the Shortest Path problem shown in Figure 1 a.
In this case, X is the set of characteristic vectors of the simple s− t paths in a given network
G = (V,A).
Let x = (xs1, xs2, x12, x1t, x2t)
T ∈ X ′ denote a first-stage solution to the instance a). A
candidate solution is x′ = (1, 0, 0, 0, 0)T , in which the arc (s, 1) is selected in the first stage.
Under scenario c = (0, 0, 0, 0, 0)T , this partial solution can be completed to a path by choosing
arc (1, t) with total costs 1 + 0 = 1. As Opt(c) = 0, the maximum regret of x′ is at least 1.
It can be verified that there is no other scenario that results in a higher regret. As a second
example, the first-stage solution (0, 1, 0, 0, 0)T has the maximum regret equal to 10. Indeed
in a worst scenario c′ the cost of (2, t) is set to 10 and the costs of the remaining arcs are set
to 0. The arcs (2, t) must be selected in the second stage and opt(c′) = 0, which results in
the regret of 10. Notice also that solution (0, 0, 0, 0, 0)T , when no arc is selected in the first
stage, has the maximum regret equal to 2, achieved by using scenario c. A full enumeration
reveals that x′ is in fact optimal.
The instance in Figure 1 b demonstrates that the mid-point heuristic does not guarantee
the approximation ratio of 2 for TStR P. Indeed, if we solve the TSt Shortest Path
problem for the second-stage midpoint scenario cm = (b/2, a)T , then we get solution xm =
(0, 1)T with Z(xm) = a− . But the optimal first-stage solution is x = (0, 0)T with Z(x) = .
Hence the ratio Z(xm)/Z(x) = (a− )/ can be arbitrarily large.
3 Mixed integer programming formulations
In this section we construct mixed integer programming formulations for computing the max-
imum regret Z(x) of a given first-stage solution x ∈ X ′ and solving the TStR P problem.
In particular, we will show that for each x ∈ X ′, there exists a worst-case scenario which is
extreme, i.e. which belongs to
∏
i∈[n]{ci, ci}. In the following, we will use c to denote the
scenario (c1, . . . , cn)
T . Fix (u,v) ∈ Z and define
Z(u,v)(x) = C
Tx −CTu + max
c∈U
min
y∈R(x)
cT (y − v).
It is easy to verify that
Z(x) = max
(u,v)∈Z
Z(u,v)(x). (3)
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Proposition 1. It holds that
Z(u,v)(x) = C
Tx −CTu − cTv + min
y∈R(x)
cTv y, (4)
where scenario cv ∈ U is such that cvi = ci if vi = 1 and cvi = ci if vi = 0.
Proof. Write Z(u,v)(x) = C
Tx − CTu + t∗, where t∗ is computed by solving the following
problem:
max t (5)
s.t. t ≤ cT (y − v) ∀y ∈ R(x) (6)
ci ∈ [ci, ci] ∀i ∈ [n] (7)
An optimal solution to (5)-(7) can be determined as follows: for each i ∈ [n], if vi = 1, then
ci = ci (because yi − vi ≤ 0) and if vi = 0, then ci = ci (because yi − vi ≥ 0). This yields
the scenario cv . Observe also that c
T
v (y − v) = −cTv + miny∈R(x) cTv y, which completes the
proof.
Proposition 1 implies the following corollary:
Corollary 1. For each x ∈ X ′, there is a worst-case extreme scenario c ∈∏i∈[n]{ci, ci}.
The result stated in Corollary 1 is analogous to the known result for the single-stage
SStR P problem (see, e.g., [3]). However, in the two-stage model the worst-case scenario for
x ∈ X ′ is not completely characterized by x. In order to compute Z(x) one needs to find
(u,v) ∈ Z maximizing the right-hand side of (3). In Section 4 we will show that the problem
of computing Z(x) is NP-hard, when P is the Shortest Path problem. Using equality (4)
from Proposition 1, we can compute the maximum regret of x in the following way:
Z(x) = max CTx −CTu − cTv + z
s.t. z ≤ cTv y ∀y ∈ R(x)
(u,v) ∈ Z
which, by using the definition of cv , can be stated equivalently as
max CTx −CTu − cTv + z (8)
s.t. z ≤
∑
i∈[n]
(civi + ci(1− vi))yi ∀y ∈ R(x) (9)
(u,v) ∈ Z (10)
The number of constraints in (8)-(10) can be exponential in n. This problem can be solved by
standard row generation techniques. If the problem of optimizing a linear objective function
over R(x) can be written as a linear program, then it is also possible to find a compact
reformulation of constraints (9) using primal-dual relationships (see, e.g., [25]). One such a
case will be demonstrated in Section 5. Let us now turn to the TStR P problem. Again,
using equality (3) we can express this problem as the following program:
min z (11)
s.t. z ≥ Z(u,v)(x) ∀(u,v) ∈ Z (12)
x ∈ X ′ (13)
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Using Proposition 1, we can convert this model to
min CTx + z
s.t. z ≥ cTv yv −CTu − cTv ∀(u,v) ∈ Z
yv ∈ R(x) ∀(u,v) ∈ Z
x ∈ X ′
Finally, making use of the definition of cv and R(x), we get the following MIP formulation
for TStR P:
min CTx + z (14)
s.t. z ≥
∑
i∈[n]
(civi + ci(1− vi))yvi −CTu − cTv ∀(u,v) ∈ Z (15)
yv ∈ R(x) ∀(u,v) ∈ Z (16)
x ∈ X ′ (17)
The model (14)-(17) has an exponential number of variables and constraints. One can solve
or approximate it by using a row and column generation technique (see, e.g., [30]). The idea
is to solve (14)-(17) for some subset Z ′ ⊆ Z obtaining a solution x′ ∈ X ′, together with a
lower bound on the optimal objective value. The upper bound and the cut (u′, v ′) ∈ Z, which
can be added to Z ′, can by computed by solving the formulation (8)-(10) for x′. Adding the
cuts iteratively we can compute an exact or approximate solution to TStR P. The efficiency
of this method can depend on the structure of X and should be verified experimentally for
each particular case.
4 The shortest path problem
In this section we deal with the case of TStR P, in which P is the Shortest Path problem.
Let G = (V,A) be a given network with two distinguished nodes s ∈ V and t ∈ V . We will
discuss two variants of the problem. In the first one, XP contains the characteristic vectors
of all simple s− t paths in G. In the second case, XP contains all subsets of the arcs in which
s and t are connected. Observe that XP ⊆ XP and in the deterministic case the problems
with both sets are equivalent. To see that the situation is different in the two-stage model,
consider the sample instance shown in Figure 2. In the problem with set XP the maximum
0, [0,M ]
0, [0,M ]
M, [0,M ]
M, [0,M ]
s t
1
2
xs1
xs2
x1t
x2t
Ci, [ci, ci]
Figure 2: An instance of TStR Shortest Path, where M is a sufficiently large number.
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regret of each first-stage solution equals M . On the other hand, for the set XP we can choose
x = (1, 1, 0, 0), i.e. we can select the arcs (s, 1) and (s, 2) in the first stage. Then, depending
on the second-stage scenario we can complete this solution by choosing (1, t) or (2, t). The
maximum regret of x is then 0. The example demonstrates that it can be profitable to select
more arcs in the first stage, even if some of them are not ultimately used. The next theorem
describes the computational complexity of TStR Shortest Path.
Theorem 1. The TStR Shortest Path problem with both XP and XP is NP-hard.
Proof. Consider the NP-hard Partition problem defined as follows [14]. We are given a
collection a1, . . . , an of positive integers, such that
∑
i∈[n] ai = 2b. We ask if there is a subset
I ⊆ [n] such that ∑i∈I ai = b. Given an instance of Partition we build the graph shown
in Figure 3. For each arc we specify the first-stage cost and the second-stage cost interval,
where M > 2nb+ 2b is a sufficiently large constant (see Figure 3). We show that the answer
to Partition is yes if and only if there is a first-stage solution x with the maximum regret
at most 32b. We first focus on the set XP . To this end, we prove the following three claims:
2b, [M,M ]
M, [2nb+ b,M ]
M, [a1, a1]
M, [0, 3
2
a1]
M, [a2, a2] M, [an, an]
M, [0, 3
2
a2] M, [0,
3
2
an]
s t
p1
q1
p2
q2
pn
qn
p
′
1
q
′
1
p
′
2
q
′
2
p
′
n
q
′
n
r
Figure 3: The instance of TStR Shortest Path from the proof of Theorem 1.
1. There is an optimal first-stage solution with the maximum regret at most 2b. Let x be
the first-stage solution in which all arcs q1, . . . , qn are selected. Under any scenario, the
optimal recourse action for x selects the arcs q′1, . . . , q′n. In the worst-case scenario c the
second-stage costs of all arcs are set to their lower bounds. We get Inc(x,c) = 2nb+ 2b,
Opt(c) = 2nb and Z(x) = 2b.
2. The first-stage solution x, in which no arc is chosen in the first stage or at least one
of the arcs among r, p′i, q
′
i, i ∈ [n], is chosen in the first stage is not optimal. Define
scenario c1 in which the second-stage cost of arc r is M and the second-stage costs of the
arcs p′1, . . . , p′n are 0. Observe that Opt(c1) = 2nb. It is easy to see that Inc(x,c1) ≥M .
Hence Z(x) ≥M − 2nb > 2b and x is not optimal, according to point 1.
3. Any optimal first-stage solution x selects exactly one of pi or qi for each i ∈ [n]. Ac-
cording to point 2. at least one of the arcs among pi, qi, i ∈ [n], must be selected by
x. Assume there is k ∈ [n] such that both pk and qk are not selected in x. Conse-
quently, we must choose pk or qk in the second stage which implies Inc(x,c) ≥M . Since
Opt(c) = 2nb, we get Z(x) ≥M − 2nb > 2b and x is not optimal, according to point 1.
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Let I ⊆ [n] be the set of indices of the arcs pi selected in the first stage. Notice that [n]\ I
is the set of indices of the arcs qi selected in the first stage. If arc pi is chosen in the first stage,
then p′i must be chosen in the second state (the same is true for arcs qi). In the worst-case
scenario c we fix the cost of r to 2nb+ b and the cost of p′i to
3
2ai if i ∈ I and to 0, otherwise.
We get Inc(x,c) = 2nb +
∑
i∈I
3
2ai +
∑
i∈[n]\I ai and Opt(c) = 2nb + min{b,
∑
i∈I ai}. The
maximum regret of the formed path x is then
Z(x) = max
 ∑
i∈[n]\I
ai +
∑
i∈I
3
2
ai −
∑
i∈I
ai,
∑
i∈[n]\I
ai +
∑
i∈I
3
2
ai − b

= max
{
2b− 1
2
∑
i∈I
ai, b+
1
2
∑
i∈I
ai
}
.
We now can see that the maximum regret of the formed path is at most 32b if and only if
1
2
∑
i∈I ai =
1
2b, i.e. the answer to Partition is yes.
Let us now turn to the case of XP . Because XP ⊆ XP the positive answer to the
Partition problem implies that there is a first-stage solution x ∈ XP such that Z(x) ≤ 32b.
It remains to show the converse implication, i.e. if there is a first-stage solution x ∈ XP such
that Z(x) ≤ 32b, then the answer to Partition is yes. In the case of XP any subset of arcs
in the formed network G is allowed to be selected in the first-stage. Similarly to the previous
case, selecting any arc among r, p′i, q
′
i, i ∈ [n], in the first stage yields a solution x such that
Z(x) > 2b. Hence, it may only be profitable to choose more than n arcs among pi, qi, i ∈ [n]
in the first stage. Let x be any such a solution. Under scenario c, we get Inc(x,c) ≥ 2nb+ 2b,
while Opt(c) = 2nb. Hence Z(x) ≥ 2b, a contradiction with the assumption that Z(x) ≤ 32b.
Theorem 2. Computing the maximum regret Z(x) for a given x ∈ X ′ is NP-hard for both
XP and XP .
Proof. Given again an instance of the Partition problem (see the proof of Theorem 1). We
construct a network G = (V,A) consisting of two disjoint paths from s to t, P1 and P2, each
with with n arcs. The network G with the corresponding first-stage costs and the second-
stage cost intervals is shown in Figure 4. Set x = 0, so no arc is allowed to be selected in the
first stage. We will show that the answer Partition is yes if and only if Z(x) ≥ b.
s t
a1, [0, 2a1]
a2, [0, 2a2] a3, [0, 2a3]
an, [0, 2an]
M, [a1, a1]
M, [a2, a2] M, [a3, a3]
M, [an, an]
P1
P2
Figure 4: The instance of TStR Shortest Path from the proof of Theorem 2.
Let c be a worst-scenario for x. According to Corollary 1, we can assume that c is an
extreme scenario. Let I be the set of indices of the arcs in P1 whose second-stage costs are
8
set to the upper bounds. The value of Inc(x,c) is the minimum of
∑
i∈[n] ai (path P2 is used
as the best recourse action) and
∑
i∈I 2ai (path P1 is used as the best recourse action). On
the other hand Opt(c) =
∑
i∈I ai, because the optimal two-stage path is P1, where the arcs
with indices in I are selected in the first-stage. Hence
Z(x) = min
∑
i∈[n]
ai,
∑
i∈I
2ai
−∑
i∈I
ai = min
 ∑
i∈[n]\I
ai,
∑
i∈[n]
ai
 .
Therefore, Z(x) ≥ b if and only if the answer to Partition problem is yes.
In the following we analyze the computational complexity of the incremental and two-stage
variants of the problem.
Observation 1. The Inc Shortest Path problem with XP can be solved in polynomial
time.
Proof. Given network G = (V,A), a first-stage solution x and a second-stage cost scenario c,
consider a deterministic Shortest Path problem in the same network G, in which the costs
of the arcs selected in x are 0 and the costs of the remaining arcs are determined according to
c. We seek a shortest s− t path in G. The optimal recourse action y ∈ R(x) selects the arcs
on the path computed, which are not selected by x. Notice that x + y needs not to describe
a simple s− t path in G.
Observation 2. The TSt Shortest Path problem with both XP and XP can be solved in
polynomial time.
Proof. Given a network G = (V,A) in which Ci is the first-stage cost and ci is the second-
stage cost of the arc ai ∈ A, consider a deterministic Shortest Path problem in the same
network G, in which the cost of the arc ai is cˆi = min{Ci, ci}. Let P be the shortest s − t
path in G with the arc costs cˆi. We form solution (x,y) ∈ Z as follows: for each ai ∈ P , if
cˆi = Ci, then xi = 1; if cˆi < Ci, then yi = 1; for each ai /∈ P , xi = yi = 0. One can easily
verify that (x,y) is an optimal solution to TSt Shortest Path regardless of which set XP
or XP is used.
The next result shows a difference between the two problem variants using XP and XP .
Theorem 3. The Inc Shortest Path problem with XP is strongly NP-hard and not at all
approximable if P 6=NP.
Proof. Consider the following strongly NP-complete Hamiltonian Path problem [14]. We
are given a directed graph G = (V,A) with two distinguished nodes v1, vn ∈ V . We ask if it
is possible to find a directed path from v1 to vn that visits each node in V exactly once. We
build a graph G′ = (V ′, A′) as follows. For each vi ∈ V , the node set V ′ contains two nodes
vi and v
′
i. The set of arcs A
′ contains the forward arcs (vi, v′i) for all vi ∈ V , and backward
arcs (v′i, vj) for all (vi, vj) ∈ A. Finally, there are dummy arcs (v′i, vi+1) for all i ∈ [n − 1].
The first stage costs of all arcs in A′ are 0. Under the second-stage scenario c, the costs of all
forward and backward arcs are 0 and the costs of all dummy arcs are 1. We set s = v1 and
t = vn. Figure 5 shows a sample reduction.
The presence of dummy arcs ensures that x is feasible, as we can complete x to a simple
path by using all dummy arcs. Now it is easy to see that there is an optimal recourse action
9
v1 v2
v3v4
s = v1
v
′
1
v2 v
′
2
v3 v
′
3
t = v4 v
′
4
Figure 5: A sample reduction in the proof of Theorem 3. Arcs with zero costs are solid.
Dashed forward arcs were chosen in the first stage.
y ∈ R(x), which selects only the backward arcs if and only if there is a Hamiltonian path in G.
In other words, there is y ∈ R(x) such that Inc(x,c) = 0 if and only if G has a Hamiltonian
path, which proves the theorem.
5 The selection problem
In this section we discuss the TStR Selection problem, in which XS = {x ∈ {0, 1}n :
x1 + · · ·+ xn = p} for some fixed p ∈ [n]. We can interpret x ∈ XS as a characteristic vector
of a selection of exactly p items out of n available. The set of feasible first-stage solutions
is then X ′S = {x ∈ {0, 1}n : x1 + · · · + xn ≤ p}. The deterministic Selection problem
can be solved in O(n) time. We first find in O(n) time the pth smallest item cost c (see,
e.g., [12]) and select p items with the costs at most c. It is easy to see that the corresponding
TSt Selection and Inc Selection problems are solvable in O(n) time as well. Various
robust versions of Selection have been discussed in the literature. In particular, the single-
stage minmax and minmax regret models were investigated in [6, 10, 13, 17] and the robust
two-stage models, with the minmax criterion, were discussed in [8, 22].
5.1 Computing the maximum regret
In this section we show that the value of Z(x) for a given x ∈ X ′S can be computed in
polynomial time. Consider the subproblem miny∈R(x) cTv y from Proposition 1, which can be
represented as the following linear programming problem:
min cTv y (18)
s.t.
∑
i∈[n]
yi ≥ p−
∑
i∈[n]
xi (19)
yi ≤ 1− xi ∀i ∈ [n] (20)
yi ≥ 0 ∀i ∈ [n] (21)
Observe that we have relaxed the constraints yi ∈ {0, 1}, i ∈ [n], without changing the optimal
objective function value, because the problem (18)-(21) has an integral optimal solution, which
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is due to total unimodularity of the constraint matrix (19)-(20). Using the definition of cv
(see Proposition 1), we can write the dual to (18)-(21), which is another linear programming
problem of the form:
max (p−
∑
i∈[n]
xi)α+
∑
i∈[n]
(xi − 1)βi
s.t. α− βi ≤ civi + ci(1− vi) ∀i ∈ [n]
α, βi ≥ 0 ∀i ∈ [n]
Using Proposition 1 and equality (3), we can build the following compact mixed integer
programming formulation for computing the maximum regret of a given first-stage solution
x ∈ X ′S :
Z(x) = max CTx −CTu − cTv + (p−
∑
i∈[n]
xi)α+
∑
i∈[n]
(xi − 1)βi (22)
s.t. α− βi ≤ civi + ci(1− vi) ∀i ∈ [n] (23)∑
i∈[n]
(ui + vi) = p (24)
ui + vi ≤ 1 ∀i ∈ [n] (25)
ui, vi ∈ {0, 1} ∀i ∈ [n] (26)
α, βi ≥ 0 ∀i ∈ [n] (27)
The constraints (24)-(26) represent a feasible pair (u,v) ∈ Z. Define X = {i ∈ [n] : xi = 1}
and let X = {i ∈ [n] : xi = 0} be the complement of X. Observe that in an optimal solution
to (22)-(27) we can fix βi = [α − civi − ci(1 − vi)]+ for each i ∈ [n] (we use the notation
[t]+ = max{0, t}). As vi ∈ {0, 1}, we can set:∑
i∈[n]
(xi − 1)βi = −
∑
i∈X
([α− ci]+ − [α− ci]+)vi −
∑
i∈X
[α− ci]+. (28)
Denote c∗i (α) = [α− ci]+ − [α− ci]+ and, using (28), rewrite (22)-(27) as
Z(x) = max CTx −CTu − cTv + (p− |X|)α−
∑
i∈X
c∗i (α)vi −
∑
i∈X
[α− ci]+ (29)
s.t.
∑
i∈[n]
(ui + vi) = p (30)
ui + vi ≤ 1 ∀i ∈ [n] (31)
ui, vi ∈ {0, 1} ∀i ∈ [n] (32)
α ≥ 0 (33)
Define C = {c1, . . . , cn} ∪ {c1, . . . , cn}.
Lemma 1. There is an optimal solution to (29)-(33) in which α ∈ C.
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Proof. Fix any (u,v) ∈ Z to (29)-(33). The optimal value of α ≥ 0 can be then found by
solving the following problem:
max
α≥0
(p− |X|)α−∑
i∈X
[α− cˆi]+
 , (34)
where cˆi = ci if vi = 1 and cˆi = ci, otherwise. Since |X| ≥ p− |X|, the problem (34) attains
a maximum at some α ≥ 0. As the objective function of this problem is piecewise linear, the
optimal value of α is at some cˆk, k ∈ X. Since cˆk ∈ C, the lemma follows.
Theorem 4. The value of Z(x) for a given x ∈ X ′S can be computed in O(n2) time.
Proof. Fix α ∈ C in (29)-(33). The remaining optimization problem is then
min CTu + cˆTv (35)
s.t.
∑
i∈[n]
(ui + vi) = p (36)
ui + vi ≤ 1 ∀i ∈ [n] (37)
ui, vi ∈ {0, 1} ∀i ∈ [n], (38)
where cˆi = ci if i /∈ X and cˆi = ci+[α−ci]+− [α−ci]+, otherwise. Observe that (35)-(38) is a
TSt Selection problem with the first-stage costs C and the second-stage costs cˆ, which can
be solved in O(n) time. By Lemma 1 it is enough to try at most 2n values of α in C to find
an optimal solution to (29)-(33). Therefore, one can solve this problem and thus compute
Z(x) in O(n2) time.
5.2 Compact MIP formulations
Fix α ∈ C in (29)-(33). One can easily check that the constraint matrix (30)-(31) is totally
unimodular. Hence we can relax the constraints ui, vi ∈ {0, 1} with ui, vi ≥ 0 and write the
following dual to the relaxed (29)-(33):
min CTx + (p− |X|)α−
∑
i∈[n]
[α− ci]+(1− xi) + ppi(α) +
∑
i∈[n]
ρi(α)
s.t. pi(α) + ρi(α) ≥ −Ci ∀i ∈ [n]
pi(α) + ρi(α) ≥ −ci − c∗i (α)(1− xi) ∀i ∈ [n]
ρi(α) ≥ 0 ∀i ∈ [n]
which can be rewritten as:
min CTx + (p−
∑
i∈[n]
xi)α+
∑
i∈[n]
[α− ci]+(xi − 1)− ppi(α) +
∑
i∈[n]
ρi(α)
s.t. pi(α)− ρi(α) ≤ Ci ∀i ∈ [n]
pi(α)− ρi(α) ≤ ci + c∗i (α)(1− xi) ∀i ∈ [n]
ρi(α) ≥ 0 ∀i ∈ [n]
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We can thus construct the following MIP formulation for TStR Selection:
min CTx + z (39)
s.t. z ≥ (p−
∑
i∈[n]
xi)α+
∑
i∈[n]
[α− ci]+(xi − 1)− ppi(α) +
∑
i∈[n]
ρi(α) α ∈ C (40)
pi(α)− ρi(α) ≤ Ci ∀i ∈ [n], α ∈ C (41)
pi(α)− ρi(α) ≤ ci + c∗i (α)(1− xi) ∀i ∈ [n], α ∈ C (42)∑
i∈[n]
xi ≤ p (43)
ρi(α) ≥ 0 ∀i ∈ [n], α ∈ C (44)
xi ∈ {0, 1} i ∈ [n] (45)
In the following we will show how to decompose (39)-(45) into a family of problems of smaller
size. The key idea will be to show that it is enough to try at most O(n2) cases for the vector
of variables pi = (pi(α))α∈C .
Lemma 2. There exist cˆk ∈ A = {C1, . . . , Cn} ∪ {c1, . . . , cn} and cˆl ∈ B = {C1, . . . , Cn} ∪
{c1, . . . , cn} ∪ {c1, . . . , cn}, cˆk ≤ cˆl such that
pi(α) = max{cˆk,min{α, cˆl}} =

cˆk if α ≤ cˆk
α if cˆk < α < cˆl
cˆl if cˆl ≤ α
, α ∈ C
are optimal to (39)-(45).
Proof. Let us fix x and α in (39)-(45), and define ri(α, xi) = min{Ci, ci + c∗i (α)(1 − xi)} =
min{Ci, ci + ([α− ci]+ − [α− ci]+)(1− xi)}. The values of pi(α) and ρi(α) can be then found
by solving the following linear programming problem:
max ppi(α)−
∑
i∈[n]
ρi(α)
s.t. pi(α)− ρi(α) ≤ ri(α, xi) ∀i ∈ [n]
ρi(α) ≥ 0 ∀i ∈ [n]
By using linear programming duality, one can check that in an optimal solution to this
problem, we can set pi(α) to the pth smallest value among ri(α, xi), i ∈ [n]. We now consider
all possible shapes of ri(α, xi).
1. ri(α, 1) = min{Ci, ci},
2. If Ci ≤ ci ≤ ci, then ri(α, 0) = Ci.
3. If ci ≤ Ci ≤ ci, then
ri(α, 0) =

ci if α ≤ ci
α if ci < α < Ci
Ci if Ci ≤ α
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4. If ci ≤ ci ≤ Ci, then
ri(α, 0) =

ci if α ≤ ci
α if ci < α < ci
ci if ci ≤ u
The three cases for ri(α, 0) are visualized in Figure 6. All possible shapes have in common
that they have a constant value in {Ci, ci} up to the diagonal. They then follow the diagonal
to leave at another constant value in {Ci, ci, ci}. This means that the function representing
the pth smallest value over all ri(u, xi) is also of this shape, which gives the possibilities for
pi(α) as claimed.
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(b) Case ci < Ci = 5 < ci
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(c) Case ci < Ci = 8
Figure 6: Shape of ri(α, 0) with ci = 3, ci = 7.
Using Lemma 2 we can enumerate all vectors pi = (pi(α))α∈C and denote the set of these
vectors by Π. Notice that |Π| is O(n2). For a fixed pi = (pi(α))α∈C ∈ Π, we can rewrite the
problem (39)-(45) as follows:
P(pi) = min z
s.t. z ≥ νpi(α) +
∑
i∈[n]
ωpii (α)xi ∀α ∈ C∑
i∈[n]
xi ≤ p
xi ∈ {0, 1} ∀i ∈ [n]
where
νpi(α) = pα−
∑
i∈[n]
[α− ci]+ − ppi(α) +
∑
i∈[n]
ρpi
i
(α)
ωpii (α) = Ci − α+ [α− ci]+ + ρpii (α)− ρpii (α)
and
ρpi
i
(α) = max{0, pi(α)− Ci, pi(α)− ci − [α− ci]+ + [α− ci]+}
ρpii (α) = max{0, pi(α)− Ci, pi(α)− ci}
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are constant values. We therefore find that
min
x∈X ′
Z(x) = min
pi∈Π
P(pi). (46)
According to Lemma 2 we enumerate O(n2) many candidate vectors pi ∈ Π. We then solve
the resulting problem with n binary variables and O(n) constraints, which is substantially
smaller than the MIP formulation (39)-(45). In the next section we will propose a heuristic
greedy algorithm, which is based on the decomposition (46).
The computational complexity of the general TStR Selection problem remains open.
In the following we will identify some of its special cases which can be solved in polynomial
time.
Proposition 2. If p = n, then TStR Selection can be solved in polynomial time.
Proof. For each x ∈ X ′ and y ∈ R(x), we get x + y = n. Hence for each i ∈ [n], if xi = 1,
then the contribution of i to the maximum regret is Ci −min{Ci, ci} and if xi = 0, then the
contribution is ci−min{Ci, ci}. Hence we set xi = 1 if Ci−min{Ci, ci} ≤ ci−min{Ci, ci} for
every i ∈ [n].
Proposition 3. The TStR Selection problem can be solved in polynomial time if two out
of the following three conditions hold:
(1) The set {Ci : i ∈ [n]} is of constant size.
(2) The set {ci : i ∈ [n]} is of constant size.
(3) The set {ci : i ∈ [n]} is of constant size.
Proof. We first consider the case in which the conditions (1) and (2) hold. Let the sets Tj ,
j ∈ [`], consist of all i ∈ [n] with the same values Ci and ci. Due to (1) and (2), ` is constant
as well. Let (l1, . . . , l`) be a vector of nonnegative integers such that l1 + · · · + l` = p. This
vector defines a decomposition into subproblems where we pick lj many items out of each set
Tj . These items i ∈ Tj only differ with respect to their upper bounds ci. An optimal solution
is hence to pick those lj many items i in the first stage that have the highest second-stage
costs ci. The number of the vectors l enumerated is O(n
`) so it remains polynomial. The
cases that assumptions (1) and (3) as well as assumptions (2) and (3) hold can be treated in
the same way.
5.3 Greedy algorithm
In this section we propose a heuristic algorithm for computing a solution to TStR Selection,
which can be applied to larger instances. The first idea consists in applying the mid-point
scenario heuristic, i.e. to solve TSt Selection under scenario cm such that cmi = (ci + ci)/2
for each i ∈ [n]. Unfortunately, the approximation ratio of this algorithm is unbounded, which
can be easily demonstrated by using an instance analogous to that in Figure 1 b. Observe
that the TStR Shortest Path instance in this figure can be seen as an instance of TStR
Selection with n = 2 and p = 1. We will now propose a more complex heuristic for the
problem, which is based on equation (46). Given X ⊆ [n], let us define
Fpi(X) = max
α∈C
(
νpi(α) +
∑
i∈X
ωpii (α)
)
.
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Using (46), we get
min
x∈X ′
Z(x) = min
pi∈Π
min
{X:X⊆[n],|X|≤p}
Fpi(X).
Theorem 5. Function Fpi is supermodular, i.e. for each X ⊆ Y ⊆ [n] and j ∈ [n] \ Y the
inequality Fpi(Y ∪ {j})− Fpi(Y ) ≥ Fpi(X ∪ {j})− Fpi(X) holds.
Proof. See the Appendix.
The greedy algorithm considers all possible pi ∈ Π. For each fixed pi we start with X = ∅
and greedily add the elements i ∈ [n] \ X to X as long as an improvement is possible, i.e.
if there is i ∈ [n] \ X such that Fpi(X ∪ {i}) < Fpi(X). For a fixed choice of pi, the greedy
algorithm thus evaluates the objective Fpi O(np) many times. In total, there are therefore
O(n3p) calls to Fpi .
Theorem 5 allows us to reduce the search space of the algorithm. Namely if adding j to
X does not decrease the value of Fpi at some step, then adding j to the current solution in
the subsequent steps also cannot improve the current solution. Hence j can be removed from
the further considerations.
Algorithm 1: A greedy algorithm for RTsR Selection.
1 val∗ ←∞, X∗ ← ∅;
2 foreach {(cˆk, cˆl) ∈ A× B : cˆk ≤ cˆl} do
3 foreach α ∈ C do pi(α)← max{cˆk,min{α, cˆl}};
4 X ← ∅, bestval← Fpi(X), bestX ← X, improve← true;
5 while improve = true and |X| < p do
6 improve← false;
7 foreach i ∈ [n] \X do
8 Y ← X ∪ {i};
9 if Fpi(Y ) ≤ bestval then
10 bestX ← Y ;
11 bestval← Fpi(Y );
12 improve← true;
13 X ← bestX;
14 if bestval ≤ val∗ then
15 val∗ ← bestval;
16 X∗ ← bestX;
17 return X∗
In order to illustrate the algorithm consider an instance of the problem shown in Table 1.
We get A = {1, 2, 4, 6, 9, 12}, B = {1, 2, 4, 6, 9, 12, 13} and C = {1, 2, 4, 6, 9, 12, 13}. For cˆk = 2
and cˆl = 6, we get pi(1) = 2, pi(2) = 2, pi(4) = 4, pi(6) = 6, pi(9) = 6, pi(12) = 6, and pi(13) = 6.
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Table 1: Example problem for the greedy algorithm with n = 4 and p = 3.
i Ci ci ci
1 6 9 13
2 1 1 4
3 4 2 12
4 12 2 6
For this vector pi we compute P(pi) by solving the following problem:
P(pi) = min z
s.t. z ≥ −2 + 5x1 + 0x2 + 3x3 + 11x4
z ≥ 1 + 4x1 − 1x2 + 2x3 + 10x4
z ≥ 3 + 2x1 − 3x2 + 2x3 + 10x4
z ≥ 5 + 0x1 − 3x2 + 0x3 + 10x4
z ≥ 8− 3x1 − 3x2 − 3x3 + 10x4
z ≥ 11− 6x1 − 3x2 − 6x3 + 10x4
z ≥ 11− 7x1 − 3x2 − 6x3 + 10x4
x1 + x2 + x3 + x4 ≤ 3
x1, x2, x3, x4 ∈ {0, 1}
An optimal solution to this problem is x = (0, 1, 1, 0) with P(pi) = 2. In fact, this is an
optimal first-stage solution to the sample instance with Z(x) = 2. Figure 7 shows the search
space of the greedy algorithm for the fixed pi. If 1 is chosen in the first step, then the best
achievable regret value is 4 by using the first-stage solution X = {1, 2}. However, the optimal
regret value is 2 by using the first-stage solution X = {2, 3}. So, the example demonstrates
that the approximation ratio of the greedy algorithm is at least 2. We conjecture that the
algorithm is indeed a 2-approximation, so the example presented is a worst one. The search
space can be reduced by applying Theorem 5. For example, 4 need only be considered in
the first step, because Fpi(∅) < Fpi({4}). So adding 4 in the next steps cannot decrease the
value of the current solution and 4 can be removed from further considerations. Also we need
not to consider adding 3 to {1, 2}, because by Theorem 5, Fpi({1, 2} ∪ {3}) − Fpi({1, 2}) ≥
Fpi({1} ∪ {3})− Fpi({1}) > 0.
The example suggest an improvement of the greedy algorithm. Observe, that we can
achieve the optimal solution by adding 3 instead of 1 to X = ∅. So it may be advantageous to
start from all possible subsets of [n] with up to L items. For a small constant L, the algorithm
remains polynomial.
6 Conclusions
In this paper we have discussed a class of two-stage combinatorial optimization problems under
interval uncertainty representation. We have used the maximum regret criterion to choose the
best first-stage solution. The problem has different properties than the corresponding minmax
regret single-stage counterpart. In particular, there is no easy characterization of a worst-case
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Figure 7: Greedy search space for the sample problem.
scenario for a given first-stage solution and computing its maximum regret can be NP-hard
even if the deterministic problem is polynomially solvable. We have proposed a general
procedure for solving the problem, which is based on a standard row and column generation
technique. This method can be used to compute optimal solutions for the problems with
reasonable size. Furthermore, we have provided a characterization of the problem complexity
for two variants of TStR shortest Path and proposed compact MIP formulations for
TStR Selection. There is a number of open problems concerning the considered approach.
The computational complexity of TStR Selection is open. It is also interesting to explore
the complexity of more general class of matroidal problems, for which Selection is a special
case (another important special case is the Minimum Spanning Tree problem). Finally,
no approximation algorithm is known for TStR P. We have showed that the mid-point
heuristic, used in the single-stage problems, does not guarantee any approximation ratio.
We conjecture that the greedy algorithm proposed may be indeed a 2-approximation one
for TStR Selection. Proving this (or showing a counterexample) is an interesting open
problem.
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Appendix
To prove Theorem 5, we first derive two lemmas.
Lemma 3. The coefficients ωpii (α), i ∈ [n], are nonincreasing in α.
Proof. Recall that
ωpii (α) = Ci − α+ [α− ci]+ + ρpii (α)− ρpii (α)
where
ρpi
i
(α) = max{0, pi(α)− Ci, pi(α)− ci − [α− ci]+ + [α− ci]+}
ρpii (α) = max{0, pi(α)− Ci, pi(α)− ci}
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and
pi(α) = max{cˆk,min{α, cˆl}}
for some fixed cˆk ∈ A and cˆl ∈ B, cˆk ≤ cˆl. We consider the following cases:
1. α ≤ cˆk: In this case pi(α) = cˆk and ρpii (α) = ρpii is constant. Hence
ωpii (α) =

Ci − α+ ρpii −max{0, cˆk − Ci, cˆk − ci} if α ≤ ci
Ci − α+ ρpii −max{0, cˆk − Ci, cˆk − α} if ci < α < ci
Ci − ci + ρpii −max{0, cˆk − Ci, cˆk − ci} if ci ≤ α
and ωpii (α) is nonincreasing in [0, cˆk]
2. α ≥ cˆl: This case is analogous to the case 1 with pi(α) = cˆl and constant ρpi(α), so
ωpii (α) is nonincreasing in [cˆl,∞)
3. cˆk ≤ α ≤ cˆl: Then pi(α) = α and we distinguish further:
(a) Ci ≤ ci ≤ ci: Then
ρpii (α)− ρpii (α) = [α− Ci]+ − [α− Ci]+ = 0
and ωpii (α) = Ci − α+ [α− ci]+ is nonincreasing in [cˆk, cˆl].
(b) ci ≤ Ci ≤ ci: Then
ρpii (α)− ρpii (α) = [α− ci]+ − [α− Ci]+
and therefore
ωpii (α) = Ci − α+ [α− ci]+ + [α− ci]+ − [α− Ci]+
=

Ci − α if α ≤ ci
Ci − ci if ci < α ≤ Ci
Ci − ci − α+ Ci if Ci < α ≤ ci
Ci − ci − ci + Ci if ci < α
and ωpii (α) is nonincreasing in [cˆk, cˆl].
(c) ci ≤ ci ≤ Ci: Then
ωpii (α) = Ci − α+ [α− ci]+ + [α− ci]+ − [α− ci − [α− ci]+ + [α− ci]+]+
=

Ci − α if α ≤ ci
Ci − ci if ci < α < ci
Ci + ci if ci ≤ α
and ωpii (α) is nonincreasing in [cˆk, cˆl].
Lemma 4. For any functions f, g, h : [a, b]→ R, attaining a maximum in [a, b], where g and
h are nonincreasing in [a, b], it holds that
max
u
(
f(u) + g(u)
)
+ max
u
(
f(u) + h(u)
)
≤ max
u
f(u) + max
u
(
f(u) + g(u) + h(u)
)
.
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Proof. Let u1, u2, u3 and u4 be such that
max
u
(
f(u) + g(u)
)
= f(u1) + g(u1)
max
u
(
f(u) + h(u)
)
= f(u2) + h(u2)
max
u
(
f(u)
)
= f(u3)
max
u
(
f(u) + g(u) + h(u)
)
= f(u4) + g(u4) + h(u4).
We can assume without loss of generality that u2 ≤ u1 (otherwise, we exchange h and g).
Then g(u2) ≥ g(u1) by the monotonicity of g, f(u1) ≤ f(u3), because u3 maximizes f and
f(u1)+g(u1)+f(u2)+h(u2) ≤ f(u3)+g(u2)+f(u2)+h(u2) ≤ f(u3)+g(u4)+f(u4)+h(u4).
We are now in the position to prove that Fpi is indeed supermodular.
Proof of Theorem 5. Let any X ⊆ Y ⊆ [n] and j ∈ [n] \ Y be given such that |Y | + 1 ≤ p.
We need to show that Fpi(X ∪ {j})−Fpi(X) ≤ Fpi(Y ∪ {j})−Fpi(Y ). This is the case if and
only if
max
α
(
νpi(α) +
∑
i∈X
ωpii (α) + ω
pi
j (α)
)
−max
α
(
νpi(α) +
∑
i∈X
ωpii (α)
)
≤max
α
(
νpi(α) +
∑
i∈Y
ωpii (α) + ω
pi
j (α)
)
−max
α
(
νpi(α) +
∑
i∈Y
ωpii (α)
)
.
Fix f(α) = νpi(α) +
∑
i∈X ω
pi
i (α), g(α) = ω
pi
j (α) and h(α) =
∑
i∈Y \X ω
pi
i (α). The inequality
can be rewritten equivalently as
max
α
(f(α) + g(α))−max
α
f(α) ≤ max
α
(f(α) + h(α) + g(α))−max
α
(f(α) + h(α)).
According to Lemma 3, the functions g(α) and h(α) are nonincreasing. Applying Lemma 4,
the theorem thus follows.
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