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Potential distribution models are generated by retrieving the
environmental conditions where a species is known to be present
or absent and then providing these data as input to a modelling
algorithm. This process allows to better understand the inﬂuence
and relationship of environmental conditions in the distribution
of species.
Among the ecological analysis currently carried out with the
use of potential distribution models, it is possible to mention:
 Indicating priority areas for environmental conservation
(Araújo, Williams, & Reginster, 2000; Loiselle, 2003; Ortega-
Huerta & Peterson, 2004);
 Evaluating the risk of harmful proliferation of invasive species
(Higgins, Richardson, Cowling, & Trinder-Smith, 1999; Peterson,
2003; Peterson, Papes, & Kluza, 2003; Thuiller et al., 2005; Wil-
liams, Hahs, & Morgan, 2008);
 Studying the impact of environmental changes in biodiversity
(Pearson, Dawson, Berry, & Harrison, 2002; Peterson, Benz, &
Papes, 2007; Peterson, Lash, Carroll, & Johnson, 2006; Peterson
et al., 2002);Lorena), luis.jacintho@ufabc.
evier OA license. Indicating the course of diseases spreading (Berry, 2002;
Hannah et al., 2007; Hannah, Midgley, Hughes, & Bomhard,
2005).
Machine learning (ML) is a research area with roots in Artiﬁcial
Intelligence and Statistics concerned with the development of
techniques that can extract knowledge from datasets (Mitchell,
1997). This knowledge is represented in the form of a model, pro-
viding a compact description of the given data and allowing predic-
tions for new data. ML algorithms are pointed as promising tools in
modelling and prediction of species distribution (Elith et al., 2006).
This paper compares different supervised ML techniques by
modelling the potential distribution of 35 Latin American plant
species. This study aimed to evaluate the accuracy performance
of a set of ML classiﬁers for possible future inclusion of their corre-
sponding algorithms in openModeller,1 an open source framework
for potential distribution modelling. The techniques were statisti-
cally compared in a controlled set of experiments using diverse
datasets.
This paper is organized as follows: Section 2 presents related
work in potential distribution modelling. Section 3 presents the
ML techniques employed in the experiments. Section 4 describes
the datasets used. Section 5 shows and discusses the results ob-
tained. Finally, Section 6 concludes this paper and presents future
research directions.1 http://openModeller.cria.org.br.
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Potential distribution modelling has proven valuable for gener-
ating biogeographical information that can be applied in a broad
range of ﬁelds, including conservation biology, ecology and evolu-
tionary biology (Pearson, 2007). Lately, it became an important
component of conservation planning, and a wide variety of model-
ling techniques have been developed for this purpose (Guisan &
Thuiller, 2005). Some common uses of species’ distribution models
in conservation biology are: guiding ﬁeld surveys to ﬁnd popula-
tions of known species (Bourg, McShea, & Gill, 2005; Guisan
et al., 2006); species’ delimitation (Raxworthy, Ingram, Rabibosa,
& Pearson, 2007); predicting species invasion (Higgins et al.,
1999; Peterson, 2003; Peterson et al., 2003; Thuiller et al., 2005;
Williams et al., 2008); exploring speciation mechanisms (Graham,
Ron, Santos, Schneider, & Moritz, 2004; Kozak &Wiens, 2006); sup-
porting conservation prioritization and reserve selection (Araújo
et al., 2000; Ferrier, 2002; Leathwick, 2005; Loiselle, 2003;
Ortega-Huerta & Peterson, 2004); testing ecological theory
(Anderson, Laverde, & Peterson, 2002; Graham, Moritz, & Williams,
2006; Hugall, 2002; Peterson, Sobern, & Sanchez-Cordero, 1999);
comparing paleodistributions and phylogeography (Hugall, 2002);
reintroduction of endangered species (Pearce & Lindenmayer,
1998); detecting high species density (hot spots) important for con-
servation (Nelson & Boots, 2008); assessing disease risks (Peterson
et al., 2007; Peterson et al., 2006); projecting potential impacts of
climate change (Berry, 2002; Hannah et al., 2007; Hannah et al.,
2005; Pearson et al., 2002; Peterson et al., 2002) and others.
Models to predict species’ potential distributions are built by
combining two kinds of data: species occurrence data and environ-
mental data. Occurrence data are coordinates (pairs of longitude
and latitude in a certain reference system) where the species was
observed or collected. Environmental data is provided as a set of
georeferrenced rasters associated with variables that are known
to inﬂuence the species distribution. The set of rasters is previously
selected by a species expert or by generic pre-analysis tools. The
main idea is that the spatial distribution of suitable environments
for the species can be estimated from a selected ‘‘region of study’’
(Pearson, 2007).
In general, species occurrence data are signiﬁcantly unbalanced
in terms of the proportion of presence and absence data (Elith
et al., 2006). In fact, it is common to have no examples of the ab-
sence class in these datasets – that is the case of the datasets em-
ployed in this paper. This happens because it is easier and more
usual for specialists to record the presence of a species, resulting
in few or no absence data. A strategy frequently used to overcome
this limitation is to generate ‘‘pseudo-absence’’ points (Stockwell &
Peters, 1999). In this paper the pseudo-absence points were gener-
ated using an algorithm which minimizes the risk of generating
pseudo-absences in regions that are suitable for the species (de-
scribed in Section 4).
The ﬁrst step in the modelling process is to ﬁnd the correspond-
ing environmental conditions associated with each species occur-
rence point. The result from this step is a set of vector data
which can used as input to a modelling algorithm. The algorithm
tries to identify environmental conditions that are suitable for
the species to survive and maintain populations.
Historically, a number of modelling algorithms have been ap-
plied to express the probability of a species to survive as a function
of a set of environmental variables. The task is to identify poten-
tially complex non-linear relationships in a multi-dimensional
environmental space (Pearson, 2007). For a further conceptual dis-
cussion of these approaches see Sobern (2007).
Various studies have demonstrated that different modelling ap-
proaches have the potential to yield substantially different predic-
tions (Brotons, 2004; Elith et al., 2006; Pearson et al., 2006;Segurado & Araújo, 2004; Thuiller, 2003; Thuiller et al., 2004).
The most comprehensive model comparison of several modelling
algorithms was provided by Elith et al. (2006). The present work
focus on the comparison of the predictive behavior of nine ML clas-
siﬁcation techniques.3. Machine learning techniques
Machine Learning (ML) techniques employ an inference princi-
ple named induction, in which general conclusions are obtained
from a particular set of examples. One of the main approaches
for induction is supervised learning. In supervised learning, the
knowledge about the problem being modelled is presented by
datasets composed of pairs in the form: input, desired output
(Mitchell, 1997). The ML algorithm extracts the knowledge repre-
sentation from these examples so that it can produce correct out-
puts for new inputs.
Therefore, given a dataset with n examples in the form (xi,yi), in
which xi represents an input and yi denotes its label, a classiﬁer,
also named model, predictor or hypothesis, will be produced in a
process named training. The obtained classiﬁer can be regarded
as a function f, which receives an input x and provides an output
prediction y. This model also provides a compact description of
the training data.
Next sections present a brief introduction to the ML techniques
used in this work. Each technique employs a different approach or
bias in the extraction of concepts from data and their choice was
oriented toward promising representatives of different learning
paradigms.
3.1. RIPPER
Repeated Incremental Pruning to Produce Error Reduction (RIP-
PER) is a propositional rule learner (Cohen, 1995) based on the
Incremental Reduced Error Pruning (IREP) algorithm (Furnkranz
& Widmer, 1994). It produces a set of rules, one at a time, through
two steps: growth and pruning.
In the growth phase, the rules are initially empty and conditions
are added to the rules in order to maximize their coverage of the
training data. To prevent the produced rules from overﬁtting, situ-
ation where they become too speciﬁc for the training data, the
pruning step eliminates conditions from the rules that do not harm
their classiﬁcation accuracy. Substitution and reviewed rules are
also created for each original rule of the training set. The best accu-
racy rules are maintained. This process is repeated until all classes
are covered by the algorithm.
RIPPER models have the advantage of being easily interpretable,
since the knowledge extracted from data is explicitly represented
by a set of symbolic rules. Besides, they are ﬂexible and incremen-
tal. New rules can be added or modiﬁed easily for new data.
3.2. GARP
Genetic Algorithm for Rule Set Production (GARP) (Stockwell &
Peters, 1999) is an algorithm that was speciﬁcally developed in the
context of ecological niche modelling. A GARP model consists of a
set of mathematical rules based on environment conditions. Given
a speciﬁc environment condition, if all rules are satisﬁed, the mod-
el predicts presence of the species. Four types of rules are possible:
atomic, logistic regression, bioclimatic envelope, and negated bio-
climatic envelope.
Each set of rules is an individual of a population in the typical
context of a genetic algorithm (Mitchell, 1999). GARP generates
an initial population which is evaluated in each iteration to check
if the problem converged to a solution. Genetic operators (join,
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iteration on the best individuals from previous steps, producing a
new population of solutions.
GARP is therefore a non-deterministic algorithm that produces
boolean responses (present/absent) for each different environment
condition. This experiment used the GARP Best Subsets technique,
which selects the 10 best GARP models out of 100 models. By
aggregating 10 GARP models, a GARP Best Subsets model produces
more outputs than just a boolean response. The probability of pres-
ence in a speciﬁc condition is proportional to the number of GARP
models that predicts presence for the species.
3.3. Decision trees
Decision trees (DTs) organize the knowledge extracted from
data in a recursive hierarchical structure composed of nodes and
branches (Quinlan, 1986). Each internal node represents an attri-
bute and is associated to a test relevant for data classiﬁcation. Leaf
nodes of the tree correspond to classes. Branches represent each of
the possible results of the applied tests. A new example can be
classiﬁed following the nodes and branches accordingly until a leaf
node is reached.
The DT induction process aims to maximize the correct classiﬁ-
cation of all training data. To avoid overﬁtting, a pruning phase is
usually applied to the trained tree. It prunes ramiﬁcations with
low expressive power according to some criterion, like the ex-
pected error rate (Quilan, 1988).
One advantage of DTs is the comprehensibility of the classiﬁca-
tion structures generated. For each new data, it is possible to verify
which attributes determined the ﬁnal classiﬁcation. DTs may be,
nevertheless, not robust to inputs with high dimensions (with a
large number of attributes).
3.4. Random trees
Random Forests (RFs) are combinations of tree predictors
(Breiman, 2001). Each tree votes for its preferred class and the
most voted class gives the ﬁnal prediction.
Let T be a training dataset with n data items and where each
item has m attributes. For each tree, a new training dataset T0 is
built by sampling T at random with replacement (bootstrap sam-
pling). To determine a node split in the tree, a subset m0 m of
the attributes is chosen at random. The best split of these selected
attributes is then used. The trees are grown in order to classify all
data items from T0 correctly and there is no pruning. The value m0
can be chosen based on an out-of-bag error rate estimate.
RFs have been successful in a wide range of applications and are
fast to train. Breiman (2001) also showed that RFs do not overﬁt,
despite the number of trees employed in the combination.
3.5. k-Nearest neighbor
The k-Nearest Neighbor (kNN) algorithm is the simplest repre-
sentative of instance-based ML techniques. It stores all training
data and classiﬁes a new data point according to the class of the
majority of its k nearest neighbors in the given dataset. To obtain
the nearest neighbors for each data, kNN uses a measure to com-
pute the distance between pairs of data items. In general, the mea-
sure employed is the Euclidean distance.
kNN is able to build local approximations of the objective func-
tion, different for each new data point being classiﬁed. This charac-
teristic may be advantageous when the objective function is
complex, but may be described by several local approximations
of low complexity. Another advantage of kNN is its simplicity. Nev-
ertheless, prediction times are usually costly, since all training data
must be revisited.3.6. Naïve–Bayes
Naïve Bayes (NB) are probabilistic classiﬁers based on the Bayes
theorem for conditional probabilities.
It builds a function, to be optimized, using a narrow (naïve)
assumption that all attributes in a dataset are independent. There-
fore, it assumes that the presence/absence of a characteristic
describing a certain class is unrelated to the presence/absence of
any other characteristic, which is not true for the majority of clas-
siﬁcation tasks. NB training is usually performed through the use of
maximum likelihood algorithms.
Despite its simplicity, NB have been successful in complex prac-
tical applications, specially in text mining (McCallum & Nigam,
1998). It also shows low train and prediction times.
3.7. Logistic regression
Logistic Regression (LR) classiﬁers are statistical models in
which a logistic curve is ﬁtted to the dataset (Kleinbaum & Klein,
2005), modelling the probability of occurrence of a class. LR classi-
ﬁers are also known as: logistic model, logit model and maximum-
entropy classiﬁers.
The ﬁrst step in LR consists of building a logit variable, contain-
ing the natural log of the odds of the class occurring or not. A max-
imum likelihood estimation algorithm is then applied to estimate
the probabilities.
LR models are largely employed in Statistics and have demon-
strated success in several real-world problems.
3.8. Support vector machines
Support Vector Machines (SVMs) are based on concepts from
the Statistical Learning Theory (Vapnik, 1995). Given a dataset T
composed of n pairs (xi,yi), in which xi 2 Rm and yi 2 {1,+1},
SVMs seek for a hyper plane w U(x) + b = 0 able to separate the
data in T with minimum error maximizing the margin of separa-
tion between the classes. In this equation,U represents a mapping
function that maps the data in T to a space of higher dimension,
such that the classes become linearly separable.
In SVM training and predictions, the mapping function appears
as dot products in the form U(xi) U(xj), which can be efﬁciently
computed by Kernel functions, usually simpler than the mapping
function. Some of the most used Kernel functions are the Gaussian
or RBF (Radial-Basis Function) functions.
SVMs have good generalization ability. Besides, SVMs also stand
out for their robustness to high dimensional data. Their main deﬁ-
ciency concerns the difﬁculty of interpreting the generated model
and their sensibility to a proper parameter tuning.
3.9. Artiﬁcial neural networks
Artiﬁcial Neural Networks (ANNs) are computational systems
based on the structure, processing method and learning ability of
brain (Haykin, 1998). They are composed of simple processing
units, which simulate the biological neurons. These artiﬁcial neu-
rons, also named nodes, are disposed in one or more layers. Each
node is connected to one or more nodes through weighted connec-
tions, which simulate the biological synapses. In this work Multi-
layer Perceptron (MLP) ANNs were employed.
The representation and knowledge about data is acquired and
stored in an ANN by adjusting connections’ weights. There are sev-
eral algorithms for ANN training. They usually try to adjust the
ANN weights to approximate the outputs of the ANN to the desired
outputs known for training data. The algorithm named back-
propagation is based on this error correcting concept.
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to noisy data and their ability to represent linear and non-linear
functions of various forms and complexities. Disadvantages in-
clude the need of parameter tuning and the difﬁculty in interpret-
ing the concepts learned by the ANN, which are codiﬁed in the
weights.4. Biotic and abiotic data
Nine environmental layers were used in this study, all continu-
ous-valued attributes, four of them were climatic variables and the
other ﬁve topographic. The climatic variables were: mean temper-
ature of wettest quarter, mean temperature of driest quarter, pre-
cipitation of wettest quarter, and precipitation of driest quarter.
These datasets came from Worldclim (Hijmans, 2005), a set of glo-
bal climate layers (climate grids) generated through the interpola-
tion of average monthly climate data fromweather stations on a 30
arc-second resolution. The topographic layers used were: eleva-
tion, slope, aspect and ﬂow water direction and accumulation.
These data came from HYDRO1k, a geographic database developed
to provide comprehensive and consistent global coverage of topo-
graphically derived data from the USGS 30 arc-second digital ele-
vation model of the world (Verdin & Greenlee, 1996).
Regarding biotic data, 35 plant species (Bignoniaceae), totalizing
3507 spatial points, were used in the modelling process (Fig. 1). All
records came from specimens deposited in herbaria and were part
of a recent taxonomic revision. Most records were georeferenced at
municipality level based on location data from specimen labels. ForFig. 1. Datasetsthis reason, all layers were resampled on a 10 min spatial resolu-
tion (18.6  18.6 = 344 km2 at the equator). Fig. 1(a) shows a table
with the datasets used in the experiments, along with the number
of points available for each species (]Data column) and a ‘‘Number’’
column by which the each of the datasets will be further referred
in the paper. Fig. 1(b) plots some points where the species data
were sampled.
Since the algorithms employed in this paper required presence
and absence data, pseudo-absences were generated in the same
number of presences for each species. To minimize the risk of gen-
erating pseudo-absences in regions that are suitable for the spe-
cies, they were randomly generated outside the inner Bioclim
(Nix, 1986) envelope. Therefore, a Bioclim model was generated
for each species based on all corresponding presence points. As
can be seen on Fig. 2(a), Bioclim divides the environmental space
in three regions: Suitable (inner envelope), Marginal and Unsuit-
able. In this work, suitable envelopes were calculated using a
0.95 cutoff. Therefore, pseudo-absences were always generated in
marginal or unsuitable areas. Fig. 2(b) illustrates pseudo-absences
generated outside the inner Bioclim envelope in a bidimensional
space.
Therefore, each dataset described in Fig. 1 has additional pseu-
do-absence data, generated in the same number as the presence
data, in order to avoid a class unbalance which could harm the
ML induction algorithms. In total, each dataset has the double of
data items from those presented in Fig. 1(a), 50% from class pres-
ence and 50% from class absence for each species.
It must be noticed that Latin America has a vast biodiversity dis-
tributed inwide areas. As consequence, ecologicalmonitoringatten-employed.
Fig. 2. Generating pseudo-absence data.
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cult. The resulting large data gaps can clearly beneﬁt from the use of
modelling techniques, which can help monitoring, preserving and
developing strategies for the sustainable use of natural resources.
5. Experiments
The ML techniques from Section 3 were compared in a con-
trolled set of experiments aiming to investigate their effectiveness
in potential distribution modelling. This comparison will also guide
future inclusion of new modelling algorithms in the openModeller
framework. Only two of the ML algorithms tested in this paper
are already available in openModeller: GARP and SVMs.
5.1. Experimental protocol
In order to improve performance estimate of the algorithms
used in this paper, the datasets described in Section 4 were divided
with the 10-fold stratiﬁed cross-validation methodology. Accord-
ingly, each dataset was divided into 10 subsets of approximately
equal size, with 50% of presence data and 50% of absence data.
For each ML technique, the examples from 9 folds were then used
to train a classiﬁer, which was evaluated in the remaining fold. This
process was repeated 10 times, using at each cycle a different fold
for test. The performance of each classiﬁer was given by the aver-
age of the performances observed in the test folds. The AUC (Area
Under the ROC Curve) was used to evaluate the classiﬁers effec-
tiveness in the classiﬁcation of presence/absence data.
Experiments with SVMs were performed with the LibSVM tool
(Chang & Lin, 2004) currently available from openModeller. GARP
models were generated with the new GARP Best Subsets imple-
mentation available in openModeller. All other ML classiﬁers tested
were induced with the Weka tool (Witten & Frank, 2005), which is
a free collection of ML algorithms. For all techniques employed, de-
fault parameter values were used to allow a fair comparison of the
different techniques.
After calculating AUC performances for each ML technique in
the 35 datasets, a comparison approach suggested in Demsar
(2006) was followed. This comparison considers the performance
of the different techniques in multiple datasets as a whole. In this
approach, a ranking matrix is built containing the datasets as rows
and the techniques as columns. In this matrix, an element rij repre-
sents the rank of technique j performance in dataset i. Row by row,
a rank of the algorithms performance is made. The highest AUC
technique receives the ﬁrst place in the rank, the second higher
AUC technique receives the second place and so on. If a tie occurs,
the authors looked for the standard deviation values. This approachis not followed originally in Demsar (2006), but it can be consid-
ered adequate since lower standard deviation values indicate more
stability of the algorithm regarding different partitions of the data-
set. Therefore, to solve the average AUC tie in a given rank position,
the lower standard deviation technique is chosen and the other
technique is given the next rank position. If the tie remains, an
average ranking is computed. For example, if there is a tie between
two techniques in position three, they are given the rank 3.5 (the
mean of the third and fourth positions). After all rankings have
been computed, the averages of the techniques ranks are calcu-
lated. If a technique receives, for example, an average rank of 1.3,
this means that, in average, it was in this rank in all datasets.
The authors also stored the standard-deviation of these ranks to
verify the stability of the rank performance of the algorithms.
A statistical test for multiple comparisons is applied to verify at
95% of conﬁdence which technique(s) outperformed their counter-
parts considering their average ranks. This test is based on the
Friedman test (Friedman, 1937; Iman & Davenport, 1980) with
the Nemenyi post-test (Nemenyi, 1963). Details of this test can
be consulted in Demsar (2006).
5.2. Results
The mean and standard deviation AUC values of each classiﬁca-
tion technique on the 35 datasets were recorded and are presented
in Table 1. They correspond to the mean of the AUC measures ob-
tained following the 10-fold cross-validation methodology. Their
standard-deviation rates are indicated in parenthesis. The best
AUC obtained for each dataset is highlighted in boldface and the
worst in italics. The last row of this table shows the average and
standard deviation of the ranks of the techniques performance in
all datasets.
The statistical comparison of the techniques is summarized in
Fig. 3. This ﬁgure presents a scale of the techniques ranking. Best
performing techniques lay in the right of the scale, while worst
performing techniques are in the left of the scale. CD corresponds
to the critical difference interval of the test. If the ranks of two
techniques differ by at most CD, their results can be considered sta-
tistically similar at 95% of conﬁdence. Those techniques with sim-
ilar statistical results are joined in Fig. 3 by a thick horizontal line.
Therefore, the overall results of SVMs and RFs, for example, can be
considered statistically similar, while all other techniques were
outperformed by RF.
5.3. Discussion
It is worth noting from Fig. 3 that RF was the best performing
technique, statistically outperforming all other ML techniques, ex-
cept SVMs. SVMs results were also comparable to those of ANNs.
kNN, RIPPER, DTs and NB were the worst performing classiﬁers.
ANNs, GARP and LR had an average performance, although nothing
can be really said about them from the statistical test performed.
In fact, RF had a remarkable performance in all datasets. Its AUC
was the best in 29 out of the 35 datasets employed. Even in data-
sets where its AUC was not the highest, it was close to the best
ones. There were also datasets for which the results of RF were
quite superior to those of other techniques, as in datasets 2 and
10, where there was a 10% AUC improvement of RF over the second
best performing techniques. The low standard deviation value of
RF ranking support the observation that this technique was con-
stantly in the best performing positions in the comparisons made.
On the other hand, the results of other ML techniques were not
so stable. This was more remarkable for LR, which was the best
performing technique in three datasets, but also the worst per-
forming technique in six datasets. This shows that the LR results
were not stable along different datasets.
Table 1
AUC results.
Dataset SVM GARP DT RIPPER KNN Logistic ANN NaiveBayes RandomForest
1 0.94 (0.03) 0.85 (0.04) 0.88 (0.08) 0.89 (0.06) 0.88 (0.06) 0.93 (0.04) 0.92(0.05) 0.90(0.04) 0.95 (0.03)
2 0.86 (0.07) 0.81 (0.05) 0.85 (0.12) 0.86 (0.10) 0.81 (0.11) 0.79 (0.08) 0.86 (0.08) 0.82 (0.06) 0.96 (0.06)
3 0.79 (0.10) 0.80 (0.10) 0.85 (0.05) 0.81 (0.11) 0.85 (0.06) 0.80 (0.10) 0.78 (0.09) 0.79 (0.11) 0.92 (0.06)
4 0.90 (0.08) 0.84 (0.10) 0.82 (0.09) 0.83 (0.08) 0.83 (0.06) 0.91 (0.06) 0.90 (0.08) 0.92 (0.07) 0.93 (0.06)
5 0.88 (0.06) 0.86 (0.07) 0.79 (0.15) 0.87 (0.11) 0.83 (0.07) 0.90 (0.09) 0.90 (0.07) 0.87 (0.10) 0.89 (0.05)
6 0.91 (0.07) 0.89 (0.06) 0.90 (0.08) 0.84 (0.10) 0.88 (0.09) 0.89 (0.09) 0.96 (0.07) 0.86 (0.11) 0.96 (0.05)
7 0.89 (0.06) 0.79 (0.06) 0.81 (0.12) 0.77 (0.11) 0.82 (0.07) 0.89 (0.03) 0.90 (0.06) 0.83 (0.09) 0.91 (0.06)
8 0.90 (0.04) 0.87 (0.07) 0.84 (0.08) 0.84 (0.07) 0.79 (0.07) 0.88 (0.05) 0.85 (0.06) 0.88 (0.07) 0.91 (0.05)
9 0.94 (0.06) 0.94 (0.05) 0.89 (0.08) 0.88 (0.09) 0.86 (0.09) 0.90 (0.06) 0.95(0.05) 0.93(0.06) 0.96 (0.03)
10 0.81 (0.07) 0.82 (0.09) 0.79 (0.11) 0.77 (0.11) 0.70 (0.12) 0.65 (0.10) 0.80 (0.11) 0.76 (0.06) 0.92 (0.08)
11 0.84 (0.09) 0.86 (0.08) 0.81 (0.06) 0.75 (0.08) 0.77 (0.06) 0.79 (0.10) 0.82 (0.07) 0.84 (0.09) 0.90 (0.09)
12 0.86 (0.07) 0.80 (0.06) 0.81 (0.08) 0.74 (0.11) 0.81 (0.09) 0.82 (0.07) 0.82 (0.09) 0.83 (0.08) 0.85 (0.09)
13 0.91 (0.08) 0.93 (0.05) 0.87 (0.08) 0.77 (0.16) 0.86 (0.09) 0.80 (0.07) 0.95 (0.05) 0.87 (0.08) 0.94 (0.06)
14 0.98 (0.03) 0.94 (0.05) 0.96 (0.04) 0.93 (0.05) 0.94 (0.06) 0.98 (0.02) 0.96 (0.05) 0.98 (0.03) 0.98 (0.03)
15 0.79 (0.07) 0.81 (0.05) 0.76 (0.10) 0.78 (0.07) 0.70 (0.08) 0.80 (0.12) 0.79 (0.11) 0.83 (0.09) 0.86 (0.09)
16 0.90 (0.03) 0.85 (0.06) 0.85 (0.07) 0.81 (0.09) 0.81 (0.07) 0.87 (0.06) 0.86 (0.07) 0.90 (0.05) 0.93 (0.05)
17 0.89 (0.12) 0.85 (0.08) 0.84 (0.14) 0.87 (0.10) 0.86 (0.09) 0.87 (0.12) 0.93 (0.09) 0.86 (0.12) 0.93 (0.10)
18 0.85 (0.11) 0.83 (0.07) 0.76 (0.11) 0.82 (0.06) 0.73 (0.12) 0.79 (0.12) 0.84 (0.14) 0.75 (0.12) 0.91 (0.08)
19 0.83 (0.07) 0.83 (0.06) 0.82 (0.11) 0.76 (0.09) 0.76 (0.10) 0.83 (0.08) 0.80 (0.09) 0.83 (0.08) 0.90 (0.07)
20 0.89 (0.05) 0.82 (0.07) 0.80 (0.09) 0.84 (0.05) 0.84 (0.06) 0.84 (0.06) 0.88 (0.08) 0.86 (0.08) 0.94 (0.03)
21 0.90 (0.07) 0.87 (0.10) 0.83 (0.08) 0.83 (0.07) 0.84 (0.07) 0.91 (0.07) 0.90 (0.07) 0.88 (0.10) 0.88 (0.06)
22 0.87 (0.05) 0.83 (0.05) 0.79 (0.08) 0.81 (0.07) 0.85 (0.05) 0.84 (0.04) 0.87 (0.06) 0.85 (0.06) 0.92 (0.04)
23 0.93 (0.06) 0.90 (0.09) 0.87 (0.10) 0.86 (0.08) 0.79 (0.12) 0.75 (0.13) 0.92 (0.05) 0.84 (0.07) 0.95 (0.06)
24 0.86 (0.10) 0.85 (0.14) 0.79 (0.11) 0.67 (0.10) 0.85 (0.06) 0.75 (0.13) 0.86 (0.09) 0.83 (0.12) 0.92 (0.04)
25 0.90 (0.08) 0.82 (0.10) 0.81 (0.10) 0.78 (0.11) 0.81 (0.09) 0.86 (0.10) 0.89 (0.06) 0.84 (0.09) 0.91 (0.06)
26 0.91 (0.05) 0.82 (0.08) 0.85 (0.08) 0.79 (0.07) 0.80 (0.09) 0.92 (0.04) 0.88 (0.05) 0.84 (0.06) 0.92 (0.04)
27 0.93 (0.07) 0.83 (0.07) 0.82 (0.12) 0.83 (0.11) 0.88 (0.08) 0.91 (0.07) 0.90(0.05) 0.90 (0.06) 0.93 (0.06)
28 0.81 (0.05) 0.82 (0.08) 0.80 (0.09) 0.73 (0.08) 0.70 (0.08) 0.68 (0.08) 0.78 (0.09) 0.74 (0.06) 0.88 (0.04)
29 0.81 (0.07) 0.81 (0.08) 0.79 (0.10) 0.81 (0.07) 0.73 (0.09) 0.72 (0.06) 0.79 (0.08) 0.76 (0.08) 0.88 (0.07)
30 0.89 (0.07) 0.82 (0.08) 0.84 (0.11) 0.84 (0.09) 0.82 (0.08) 0.90 (0.07) 0.90 (0.10) 0.88 (0.07) 0.94 (0.04)
31 0.88 (0.07) 0.78 (0.07) 0.79 (0.06) 0.82 (0.08) 0.75 (0.08) 0.76 (0.09) 0.90 (0.06) 0.74 (0.10) 0.92 (0.07)
32 0.82 (0.06) 0.78 (0.09) 0.81 (0.08) 0.77 (0.09) 0.77 (0.05) 0.86 (0.06) 0.85 (0.06) 0.80 (0.08) 0.91 (0.05)
33 0.82 (0.11) 0.81 (0.08) 0.77 (0.12) 0.75 (0.08) 0.76 (0.13) 0.64 (0.17) 0.82 (0.10) 0.79 (0.11) 0.83 (0.11)
34 0.89 (0.11) 0.92 (0.07) 0.87 (0.16) 0.76 (0.12) 0.81 (0.09) 0.74 (0.14) 0.92 (0.08) 0.90 (0.10) 0.94 (0.09)
35 0.75 (0.15) 0.72 (0.14) 0.73 (0.09) 0.69 (0.12) 0.72 (0.09) 0.68 (0.13) 0.67 (0.10) 0.75 (0.15) 0.82 (0.10)
Rank 3.1 (1.2) 5.4 (2.1) 6.4 (1.8) 7.2 (1.9) 7.3 (1.5) 5.3 (2.7) 3.8 (2.0) 5.8 (3.7) 1.3 (0.7)
Fig. 3. Results of statistical comparison of techniques.
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distribution modelling, being specially developed for this particu-
lar task. Nevertheless, RF clearly outperformed GARP in all datasets
analyzed.
The low performance of DTs and RIPPER can be attributed to the
difﬁculty of symbolic techniques in dealing with continuous-val-
ued attributes. However, the comprehensiveness of the models
generated by these techniques can be a good argument toward
their consideration in ecological analysis. Symbolic models can
be examined by ecologists and support known or new knowledge
about data, as performed in Lorena, Siqueira, Giovanni, Carvalho,
and Prati (2008).
NB disappointing results may be attributed to its independence
assumptions, clearly not real for the datasets investigated. For
example, the attributes elevation and slope are clearly related toﬂow water direction and accumulation. Other similar relationships
can be easily drawn from the other attributes employed in this
work.
kNN showed the worst overall results. It would be interesting to
verify if the use of other distance measures between data items
would alter theses results, although a clear disadvantage of kNN
in relation to the other techniques is its lack of an explicit model,
which also results in a high computational cost for making
predictions.
From the conducted studies, the authors were able to detect the
effectiveness of three ML techniques in potential distribution mod-
elling: RF, SVMs and ANNs, with a special emphasis to RF outstand-
ing performance. For ANNs and SVMs, in particular, a careful
parameter tuning could improve the results achieved, since these
techniques are more inﬂuenced by a proper parameter adjustment,
and default parameter values were used in the experiments.
Since SVMs are already implemented in the openModeller tool,
the authors will work in the inclusion of RF and ANNs to this tool.
DTs will also be included, due to their model comprehensiveness
advantage, which shall be more explored in future works of the
authors.6. Conclusion
This work presented an experimental study comparing the use
of nine ML techniques to model the potential distribution of 35
Latin American plant species: Repeated Incremental Pruning to
Produce Error Reduction (RIPPER), Genetic Algorithm for Rule Set
5274 A.C. Lorena et al. / Expert Systems with Applications 38 (2011) 5268–5275Production (GARP), Decision Trees (DTs), Random Forests (RF), k-
Nearest Neighbors (kNN), Naïve Bayes (NB), Logistic Regression
(LR), Support Vector Machines (SVMs) and Artiﬁcial Neural Net-
works (ANNs).
Although GARP is one of the most used algorithms in biogeo-
graphical studies, results indicate RF as a promising modelling
technique, due to its high performance in all datasets. SVMs and
ANNs, with proper parameter settings, are also good candidates
for potential distribution modelling. Although not explored in this
paper, the comprehensiveness of symbolic ML models as DTs also
includes them as a good modelling techniques.
In the present study, a boolean presence/absence prediction
was considered. As future work, it would be worth considering
the probability of predictions. Related to that, the use of fuzzy-
based prediction techniques could be an interesting direction.
Besides, although the use of pseudo-absence data is quite usual
in potential distribution modelling, it would be interesting to
investigate the use of one-class classiﬁcation approaches in this
domain (Tax, 2001).
Numerous environmental layers could be used as attributes in
the datasets. The choice adopted in this work was based on litera-
ture and ecological expertise. Since the same datasets were used in
the induction of all classiﬁers, this fact does not invalidate the
comparisons performed. Nevertheless, automatic feature-selection
techniques (Siedlecki & Sklansky, 1993) can help the proper choice
of environmental layers for prediction.
A wider comparative study should also include other tech-
niques commonly used in potential distribution modelling, in addi-
tion to ML techniques, exploring the advantages/disadvantages of
each approach. Other comparison measures can also be included
in future works, such as time spent in model generation and pre-
diction calculation.Acknowledgments
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