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Abstract
“Efficient curves” in the sense of the best rate of multivariate polynomial approximation to contrac-
tive functions on these curves, were first introduced by D.J. Newman and L. Raymon in 1969. They
proved that algebraic curves are efficient, but claimed that the exponential curve γ := {(t, et ): 0 
t  1} is not. We prove to the contrary that this exponential curve and its generalization to higher
dimensions are indeed efficient. We also investigate helical curves in Rd and show that they too are
efficient. Transcendental curves of the form {(t, tλ): δ  t  1} are shown to be efficient for δ > 0,
contradicting another claim of Newman and Raymon.
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256 A. Kroó, E.B. Saff / J. Math. Anal. Appl. 301 (2005) 255–264Let γ (t), t ∈ [a, b], be a continuous curve of finite length in Rd , d  2, and denote by
Cγ the space of continuous real-valued functions f on γ ([a, b]) endowed with the usual
supremum norm ‖f ‖γ . Consider the set Kγ ⊂ Cγ of all contractions on γ given by
Kγ :=
{
f ∈ Cγ :
∣∣f (γ (u))− f (γ (v))∣∣ |u − v|, u, v ∈ [a, b]}.
In this paper we shall study the rate of approximation of functions in Kγ by elements
of Pdn , the space of real algebraic polynomials of d variables and degree  n in each
variable. Denote by Pdn |γ := {p ◦ γ : p ∈ Pdn } the restriction of Pdn to γ , and rn(γ ) :=
dimPdn |γ . Then our goal is to estimate the error in best approximation of contractions
given by
En(γ ) := sup
f∈Kγ
inf
p∈Pdn
‖f − p‖γ .
According to a general result of Lorentz [6] the optimal rate of approximation of con-
tractions that can possibly be attained is 1/rn(γ ), i.e., En(γ )  c/rn(γ ) for some c > 0
independent of n. Therefore we shall say that the curve γ is “efficient” if
En(γ ) = O
(
1/rn(γ )
)
as n → ∞.
Thus efficiency of a curve means that optimal rate of polynomial approximation is achieved
on the curve.
Efficient curves were first studied by Newman and Raymon [7,8]. In particular, they
show in [7] that algebraic curves in R2 are efficient. Note that rn(γ )  n when d = 2 and
γ is algebraic. (In what follows we write an  bn if there exist positive constants c1, c2 so
that c2bn  an  c1bn for all n large.) In [8] an example of a nonalgebraic efficient curve
in R2 is given. However, this curve is “almost” algebraic in the sense that it is given by a
parametric representation {(t,∑∞k=0 aktk): 0 t  1} with ak → 0 extremely rapidly.
In addition, Newman and Raymon [7] studied the exponential curve γ ∗ := {(t, et ): 0
t  1} in R2. For the corresponding quantities in the L2 setting, it is claimed in [7] and
[10] that En(γ ∗)L2  n−3/2. Note that rn(γ ∗) = (n + 1)2, i.e., this estimate seems to in-
dicate that the exponential curve is inefficient. However, the proof of the lower bound for
En(γ
∗)L2 given in [7] is not correct (see Remark 2 at the end of this paper). We shall show
in this paper that any general exponential curve in Rd is, in fact, efficient. Newman and
Raymon [7] also make a similar mistake while considering the curve {(t, tα): δ  t  1}
in R2 (δ > 0, α irrational), claiming that it, too, is inefficient. It turns out that curves of this
form are efficient on [δ,1], δ > 0, and inefficient on [0,1].
Now we introduce the basic curves we shall investigate in this paper. Let λ =
(λ1, . . . , λd−1) ∈ Rd−1, and denote by Sλ the maximal number of algebraically indepen-
dent λj ’s, 1 j  d − 1. (Recall that algebraic independence means linear independence
over the rationals.) Consider the general exponential curve in Rd given by
eλ :=
{
(t, eλ1t , . . . , eλd−1t ): 0 t  1
}
. (1)
Similarly, a general trigonometric curve in R2d−1 is given by
hλ :=
{
(t, sinλ1t, cosλ1t, . . . , sinλd−1t, cosλd−1t): 0 t  1
}
. (2)
(In R3 this curve is usually called a “helix”.)
We shall prove
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rn(eλ)  nSλ+1, rn(hλ)  nSλ+1,
and
En(eλ)  n−(Sλ+1), En(hλ)  n−(Sλ+1). (3)
In particular, for γ ∗ = {(t, et ): 0 t  1}, we have En(γ ∗)  n−2 (Sλ = 1). Also, for
the helix h∗ := {(t, sin t, cos t): 0 t  1} in R3 we obtain En(h∗)  n−2.
Consider now the curve
qλ,δ :=
{
(tλ1, . . . , tλd ): δ  t  1
}
, (4)
where λ= (λ1, . . . , λd) ∈ Rd and δ  0.
Theorem 2. Let λ= (1, λ2, . . . , λd) ∈ Rd and δ > 0. Then the curve qλ,δ ⊂ Rd is efficient,
and
En(qλ,δ)  n−Sλ  1/rn(qλ,δ). (5)
Moreover, if λ ∈ Rd+, then
En(qλ,0)  n−(Sλ+1)/2, rn(qλ,0)  nSλ . (6)
Hence the curve qλ,0 is inefficient if Sλ > 1.
In the special case d = Sλ = 2, estimate (6) for the L2-norm appears in Passow and
Raymon [9]. Note that (5) yields in this case En(qλ,δ)  n−2, contrary to the erroneous
claim En(qλ,δ)  n−3/2 given in [7] and [10].
Observe that all the above examples of efficient curves (algebraic and “almost” algebraic
curves, exponential and trigonometric curves, “polynomial” curves (4) with δ > 0) are
locally analytic, while the only inefficient curve qλ,0 is not analytic. This leads to the
following open problem: is every locally analytic curve γ (t) ⊂ Rd (a  t  b) efficient?
In order to verify our results we shall need some Markov and Nikolskii-type inequalities
for the exponential polynomials of the form
p(z) =
m−1∑
j=0
n−1∑
l=0
Cj,lz
j eλlz, (7)
where Cj,l ∈ C, λ= (λ0, . . . , λn−1) ∈ Cn. Markov-type inequalities for these functions are
studied in [2] and [5]. The main tool in verifying Markov-type inequalities for polynomials
of the form (7) is a result of Tijdeman (see [1, proof of Lemma 1, p. 120]) stating that for
any p(z) of the form (7) we have
max
|z|R
∣∣p(z)∣∣ Cmn+Λn max
|z|r
∣∣p(z)∣∣, (8)
where 0 < r < R, Λn = max0ln−1 |λl |, and C > 1 is independent of m, n and λ. In
particular, using (8) it is shown in [5] that for any exponential polynomial p of the form
(7) we have
max
∣∣p′(x)∣∣ C1(mn+ Λn)2 max ∣∣p(x)∣∣ (9)0x1 0x1
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λl ’s it extends to the case of complex λl ’s as well, since Tijdeman’s inequality (8) holds
for complex exponents. A standard application of Markov-type inequalities leads to the
estimate
‖p‖C[0,1]  C0(mn+ Λn)‖p‖L2[0,1], (10)
where p is of the form (7), and C0 > 0 is an absolute constant (see, e.g., [3, p. 281] for
details). We shall use estimate (10) in order to obtain upper bounds in Theorems 1 and 2.
We begin with the following key lemma.
Lemma 1. Let a,n,m ∈ N, b > 0, {µj } be an + 1 distinct complex numbers with
|µj | bmn for 1 j  an and |µan+1|mn. Then there exist univariate complex-valued
polynomials pj of degreem − 1 for 1 j  an such that∥∥∥∥∥eµan+1x −
an∑
j=1
pj (x)e
µj x
∥∥∥∥∥
C[0,1]
 C∗e(2b+4−a)mn,
where C∗ = C0(a + b + 2) and C0 is the constant in (10).
Proof. Set r = 12 (e + 1)(b + 1), N := anm+ 1,
Λ = {λ1, . . . , λN }
:=
{
rmn+ µj , . . . , rmn+ µj︸ ︷︷ ︸
m
, 1 j  an, rmn+ µan+1
}
, (11)
i.e., each number rnm + µj (1  j  an) appears in Λ with multiplicity m, and
λN = rmn+ µan+1. Consider now the so-called Müntz–Legendre polynomials for Λ (see
[3, p. 126]),
LΛ(t) := 12πi
∫
Γ
N−1∏
j=1
z + λ¯j + 1
z − λj
tz
z − λN dz, t > 0,
where Γ is a positively oriented simple closed contour surrounding all poles of the inte-
grand. Then, by (11) and the residue theorem,
LΛ(t) = 12πi
∫
Γ
(
an∏
j=1
z + µ¯j + rmn+ 1
z − µj − rmn
)m
tz
z − µan+1 − rmn dz
= Atµan+1+rmn +
an∑
j=1
p˜j (log t)tµj+rmn, (12)
where p˜j are univariate complex polynomials of degreem − 1, and
A :=
(
an∏ µan+1 + µ¯j + 2rmn+ 1
µan+1 − µj
)m
. (13)j=1
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‖LΛ‖L2[0,1] =
(
1 + 2Re(rmn+ µan+1)
)−1/2  (1 + 2rmn− 2mn)−1/2
 (2r − 1)−1/2  1√
e
. (14)
Furthermore, by (13) using that |µj | bmn (1 j  an) and |µan+1|mn, we obtain
|A| =
an∏
j=1
∣∣∣∣µan+1 + µ¯j + 2rmn+ 1µan+1 − µj
∣∣∣∣m  an∏
j=1
(
2mnr + 1 − mn− bmn
mn+ bmn
)m

(
2r
b + 1 − 1
)amn
= eamn. (15)
Now set t = ex−1 in (12), and define
Q(x) := 1
A
eµan+1−rmn(x−1)LΛ(ex−1) = eµan+1 +
an∑
j=1
pj (x)e
µjx, (16)
where pj (x) := 1Aeµan+1−µj p˜j (x) (1 j  an). Then by (14)–(16) we have
1
√
e ‖LΛ ‖L2[0,1] 
√
e ‖LΛ‖L2[e−1,1] 
∥∥LΛ(ex−1)∥∥L2[0,1]
= |Ae−rmn−µan+1 |∥∥ermnxQ(x)∥∥
L2[0,1]  e
mn(a−r−1)‖Q‖L2[0,1].
This and the Nikolskii-type inequality (10) applied to Q of the form (16) yield
‖Q‖C[0,1]  C0
(
(an+ 1)m+ mn+ bmn)‖Q‖L2[0,1]
 C0
(
a + 1
n
+ 1 + b
)
mne(r+1−a)mn
 C0(a + b + 2)e(2b+4−a)mn. 
Lemma 2. Let b > 0, N,m,a(b) ∈ N and n := N/a(b), where a(b) will be specified
below, f ∈ C[0,1], and let 0 = µ0, . . . ,µN ∈ C satisfy |µj |  bN for j = 0,N , with
µj ’s distinct. Then there exist univariate complex polynomials p∗j of degree m − 1 for
m a(b) such that∥∥∥∥∥f (x)−
N∑
j=0
p∗j (x)eµjx
∥∥∥∥∥
C[0,1]
 C∗(b)ω
(
f,
1
mN
)
. (17)
In addition, if |µj | bn for j = 0,N , then there exist bj ∈ R for j = 0,N , such that∥∥∥∥∥f (x)−
N∑
j=0
bje
µj x
∥∥∥∥∥
C[0,1]
C∗∗(b)ω
(
f,
1
N
)
. (18)
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mation of Jackson’s theorem yields that there exist ak ∈ R, k = 0,mn, such that with
q(x) :=∑mnk=0 akekx we have for some absolute constant C > 0,
‖f − q‖C[0,1] Cω
(
f,
1
mn
)
. (19)
Clearly, ‖q‖C[0,1]  C1ω(f,1). Therefore, by a well-known estimate for the coeffi-
cients ak of q , we have
|ak| ω(f,1)eAmn, k = 0,mn, (20)
where A > 0 is an absolute constant. Set a(b) := 2(A+ 2b+ 4)+ 1. Applying Lemma 1
(with a(b) replacing a and assuming that m a(b)), we obtain that for every 0 k mn
there exist univariate polynomials pj,k of degreem − 1 so that∥∥∥∥∥ekx −
N∑
j=0
pj,k(x)e
µjx
∥∥∥∥∥
C[0,1]
 C∗ exp
{(
2b + 4
a(b)
− 1
)
mN
}
. (21)
Hence setting p∗j (x) :=
∑mn
k=0 akpj,k(x), 0 j N , we have by (19)–(21),
∥∥∥∥∥f (x)−
N∑
j=0
p∗j eµj x
∥∥∥∥∥
C[0,1]
 Cω
(
f,
1
mn
)
+
∥∥∥∥∥
mn∑
k=0
ak
(
ekx −
N∑
j=0
pj,k(x)e
µj x
)∥∥∥∥∥
C[0,1]
 Cω
(
f,
1
mn
)
+ C∗
mn∑
k=0
ω(f,1)eAmne
( 2b+4
a(b)
−1)mN
 C1(b)ω
(
f,
1
mn
)
+C∗ω(f,1)(mN)e
(A+2b+4
a(b)
−1)mN
 C1(b)ω
(
f,
1
mn
)
+C∗(b)ω
(
f,
1
mn
)
(mN)2e−
mN
2  C∗(b)ω
(
f,
1
mn
)
.
For the second case one should use all previous arguments with m = 1, taking to the
account that the condition m  a(b) is not necessary any more, since |µj |  bn. So, we
have ∥∥∥∥∥f (x)−
N∑
j=0
bje
µj x
∥∥∥∥∥
C[0,1]
C∗∗(b)ω
(
f,
1
N
)
,
for some real numbers bj , j = 0,N . 
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the curves eλ and hλ are given by (1) and (2), respectively. Any p ∈ Pdn restricted to the
exponential curve eλ appears in the form
p(t) =
Nλ∑
j=1
pj (t)e
ξj t ,
where the pj ’s are real univariate polynomials of degree n,
Λ := {ξ1, . . . , ξNλ } :=
{
d−1∑
j=1
λjkj : kj ∈ Z, 0 kj  n
}
,
and Nλ := #Λ, the cardinality of Λ.
Without loss of generality we may assume that λj , 1  j  Sλ, are algebraically in-
dependent, and any λj with Sλ + 1  j  d − 1 is a rational linear combination of λj ,
1 j  Sλ. Then it is easy to see that there exists q ∈ N such that
ξj = 1
q
Sλ∑
k=1
pk,jλk,
where pk,j ∈ N satisfy pk,j Mn, 1  k, j  Sλ, for some M ∈ N depending only on
λ1, . . . , λd−1. Hence
(n + 1)Sλ Nλ = #Λ (Mn+ 1)Sλ,
i.e.,
rn(eλ) = (n+ 1)Nλ ∼ nSλ+1.
The lower estimate for En(eλ) now follows from Lorentz’s result quoted in the intro-
duction. Furthermore, set
Λ∗ :=
{
Sλ∑
j=1
λjkj : 0 kj  n
}
= {µ0, . . . ,µN−1},
where N := #Λ∗ = (n+ 1)Sλ . Consider the space of exponential polynomials
Pλ,n :=
{
N−1∑
j=0
pj (t)e
tµj : pj ∈ P 1n
}
.
Clearly, Pdn |eλ ⊃ Pλ,n. Hence by Lemma 2 (with N − 1 = n and m = n) we have
En(eλ) C/nN  C1/nSλ+1.
Thus En(eλ)  n−(Sλ+1).
Next we consider the curve hλ ⊂ R2d−1. Any p ∈ P 2d−1n on hλ can be written as
p(t) =
Nλ∑
pj (t)e
itµj ,j=0
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µj ∈ Λ1 :=
{
d−1∑
j=1
λj kj : −n kj  n, 1 j  d − 1
}
,
Nλ := #Λ1, and pj ’s are univariate complex polynomials of degree n. As above,
(2n+ 1)Sλ Nλ CnSλ
for some C > 0 depending only on λ. Hence
rn(hλ) = (n+ 1)Nλ ∼ nSλ+1. (22)
Clearly, for any λ∗ ∈ R,
span
{
(sinλ∗t)r (cosλ∗t)k : 0 r, k  n
}⊃ span{sinλ∗kt, cosλ∗kt: 0 k  n}.
Therefore, for any 0 k, e1, . . . , ed−1  n,
Re tkeit (e1λ1+···+ed−1λd−1) ∈ P 2d−1n
∣∣
hλ
. (23)
Assuming again that λj , 1 j  Sλ, are algebraically independent, set
Λ2 :=
{
Sλ∑
j=1
λj kj : 0 kj  n, 1 j  Sλ
}
= {η1, . . . , ηN },
N := #Λ2 = (n+ 1)Sλ .
Then by (23),
Re tkeitηj ∈ P 2d−1n
∣∣
hλ
, 0 k  n, 1 j N.
This and Lemma 2 yield that
En(hλ)
C
nN
 C1n−Sλ−1.
A similar lower estimate follows from (22) and Lorentz’s result. This completes the proof
of Theorem 1. 
Proof of Theorem 2. Consider first the curve qλ,δ ⊂ Rd given by (4) for 1 > δ > 0. Then
Pdn
∣∣
qλ,δ
= span{tµj , 1 j N}, t ∈ [δ,1],
where {µ1, . . . ,µN } = {λ1e1 + · · · + λNeN : 0  j  N}. As in the proof of Theorem 1
we can show that N  nSλ , where Sλ is the number of algebraically independent λj ’s,
1 j  d . Substituting t = e(1−x) logδ yields with µ′j := −µj log δ,
Pdn
∣∣
qλ,δ
= span{eµ′j x, 1 j N}, x ∈ [0,1].
Hence by Lemma 2 (with m = 1) in the case when Sλ > 1,
En(qλ,δ) C/N  C1n−Sλ .
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N  nSλ we again obtain the corresponding lower bound by Lorentz’s result.
Let us verify now estimation (6) in Theorem 2. Let λ= (λ1, . . . , λd) ∈ Rd+ and λ1 = 1.
As above, it follows that rn(qλ,0)  nSλ . Furthermore, let us assume again that λj , 1 
j  Sλ, are algebraically independent, and set
Ω0 := {η1, . . . , ηN } :=
{
Sλ∑
j=1
λjkj : 0 kj  n, 1 j  Sλ
}
.
Clearly, N = (n+ 1)Sλ . Then
Pdn
∣∣
qλ,0
⊃ span{tηj , 1 j N}.
Set now M := max1jd λj , n1 := n/MSλ,
Ω1 :=
{
η∗1, . . . , η∗N∗
} :=
{
Sλ∑
j=1
λj kj : 0 kj  n1, 1 j  Sλ
}
.
Clearly, N∗ = (n1 + 1)Sλ , and
η∗k  n1SλM  n, 1 k N∗. (24)
Consider now the set Ω2 := Ω0∩[0, n]. By (24), Ω1 ⊂ Ω2. Moreover, recalling that λ1 = 1
we have k ∈ Ω2, 0 k  n. This implies that for any two consecutive elements µ1 < µ2 ∈
Ω2 (i.e., (µ1,µ2)∩Ω2 = ∅) we have µ2 −µ1  1. Then by a result from [4, Theorem 4.1,
p. 360] for any contraction f on [0,1],
min
aβ∈R
∥∥∥∥∥f (t)− ∑
β∈Ω2
aβt
β
∥∥∥∥∥
C[0,1]
 C/
√
S, (25)
where S =∑β∈Ω2 β . Since Ω1 ⊂ Ω2 we obtain that
S =
∑
β∈Ω2
β 
∑
β∈Ω1
β  C1nSλ+1. (26)
Moreover, using that Ω2 ⊂ Ω0, i.e.,
Pdn
∣∣
qλ,0
⊃ span{tβ : β ∈ Ω0} ⊃ span{tβ : β ∈ Ω2},
we obtain from (25) and (26) that
En(qλ,0) C2n−(Sλ+1)/2.
In addition, by [4, Theorems 3.1 and 4.1], estimate (25) is sharp in the class of all con-
tractions in C[0,1], i.e., for some contractions f the inequality (25) can be reversed (with
another absolute constant). Since
S =
∑
β∈Ω2
β 
∑
β∈Ω0
β  C3nSλ+1,
the desired lower bound for En(qλ,0) also follows. 
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bound of Theorem 5 in [5]. However, the proof of it given in [5] has a gap. Lemma 1 above
gives a correct version of the estimate needed to complete the lower bound of Theorem 5
in [5].
Remark 2. The mistakes by Newman and Raymon in Theorems 2 and 5 of [7] and repeated
by Raymon in Theorem 2 of [10] can be traced to the lower bound estimate in [7, p. 254].
There a choice for G(z) is made which is not possible, since G must be entire and so
cannot have any poles.
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