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美智子
多次元データ中の変量間で観測される連関性を解釈する一つの手段として，
各観測変量に相互に関連する更に次元の低い概念的，仮説な変量（潜在因子）を
想定したモデルが使用されることがある。この種のモデルは，潜在構造モデル
と総称され， 提唱の起源は， 社会学者 Lazarsfeld(1950)にさかのぽる。な
かでも，社会学における潜在クラスモデル，心理学におげる因子分析モテル，
教育効果・能力測定の分野での潜在特性モデル等がとくに代表的で， 歴史的
にも多くの研究がなされてきた。 しかし， 一般に， モデル中に含まれる潜在
パラメータの推定法の確立や推定値の妥当性の確立が困難であること，また，
モデルが同定可能であるための条件の吟味が不充分であることなど， 実践分
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野での需要の大きさとは裏腹に， 依然， 解決すべき多くの問題が残されてい
る。
本稿の目的は，各々の潜在構造モデルに対してこれまで個別に研究されてき
たパラメータの推定法に関し， Dempster, AP., Laird, N. W. and Rubin, 
D. B. (1977)による EMアルゴリズムの観点から推定法を統一的に取り扱う
視点を与え，潜在クラス，潜在距離，潜在特性，因子分析各モデルヘの具体的
な適用を通じて，潜在構造モデルにおけるEMアルゴリズムの有用性を示すこ
とにある。
2. 潜在構造モデル
一般に，多次元データは，変鼠ベクトル X=(功，知，…， Xp) に対する対象
集団の応答により構成される。 X をその応答が実際に観測されるという意味で
顕在変量とよぶ。いま，対象集団中の各個人は， 顕在変量 X とは別に， 変量
ベクトル y=(y1,Y2, …，ヵ）に対しても応答値をもつとする。但し， yは，そ
の応答が実際には観測されない潜在変量である。潜在変量は，顕在変量への応
答に関して共通に関与する抽象的な概念や因子等に対応し， その次元 qは顕
在変量の次元Pより小さいことが望まれる。顕在変羅 X と潜在変量 yは，次
式により関係付けられる：
J(x, r) =)冗(x[y,a)¢(Y, {i)dy, 
Q(y) 
(2-1) 
ここに， J(x,r) と ¢(Y,ft)は，各々，顕在変羅 X と潜在変量 yの確率密度
関数を表し，冗(x[y,a)は，潜在変量 yが与えられた下での顕在変量 Xの条
件付密度関数を表す。 a,ftと rは各々の密度関数を規定するパラメータで，
とくに， a,/3, を潜在パラメータ， rを顕在パラメータとよぶ。 Q(y)は，潜在
変量 y に関する標本空間を示している。
また，潜在構造モデルでは， 条件付密度関数訊xJy,a)に関して，局所独
立の仮定 (theassumption of local independence) : 
80 
潜在構造モデルと推定法（渡辺）
p 
冗(xlu,a) =lT巧（かY,a), 
j=l 
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(2-2) 
がおかれている。この仮定は，顕在変量間に現れる述関は，共通の潜在変量ヘ
の依存関係によって生じる見掛け上のものであり， 潜在変量が与えられた下
でその連関は完全に消失すること，つまり，顕在変量の連関は潜在変量間によ
って完全に説明されることを意味する。冗;(X;IY, a)は，とくに，項目別性関
数とよばれている。
一般に，潜在構造分折法は，冗j, ¢, fに適当な形状を与えた下で，顕在変量
X に関する応答データから， 潜在変量 yに係わる潜在パラメータ a,ftを推
定する分析手法をいう。 x,Y, 冗j, ¢, fの特性別に各々具体的なモデルが定ま
る。表 1において，代表的な潜在構造モデルとその特徴を与えている。
各潜在構造モデルに対して潜在パラメータの推定法が従来個別に研究されて
きたが，その大部分は， (2-1)式に基づいて得られる顕在パラメータ rと潜在
パラメータ a,/3の間の関係式（説明方程式）を代数的に解く方向，もしくは，
顕在変量に関するデータの直接尤度に， Newton-Raphson型や Felttcher-
表1 潜在構造モデル
モデル名 I 顕在変最 X 潜在変蘊 y I特性関数
潜在クラスモデ 多(P)次元2値型または 1次元 T値型離散変批 I{P(xilY)} 
ル 多値型（ら値）離散変量 巧口1,2, …，りCi J-1, 2, .. 
y=l, 2, ・，
潜在距離モデル 多(P)次元2値型または 1次元(P+l)値離散変址 {(aj, bj)) 
多値型(Cj値）， )I厠芋 (1次元連続変量の近似） J= 1,2, …(P+l) 
尺度型離散変最 階段関数
潜在特性モデル I多(P)次元2値型または 1次元連続変菌 単調増加連続関
多値型(Ci値），順序 数
尺度型離散変祉
潜在フ゜ ロフィル 1多CP)次元連続変歓 I(離散変試 I連続関数
モデル
連続変輩
（因子分析）
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Powell型の反復法を適用し最尤解を求める方向で展開されてきた。 しかし，
その場合，解の不定性，不適解の発生等，解決すべき問題が多く残されている。
一方，潜在パラメータの推定は，一般に，被験者集団の潜在変量に対する応
答がもし観測されていたとすれば，通常用いられる卑近な推定問題に容易に帰
着することができる。また，この場合，モデルの構造自身が想定しているデー
タに基づく推定ができるということで，不適解発生の問題を回避できることも
ある。この観点から，潜在構造モデルの推定問題を潜在変量に関するデータが
欠測したとして，、不完全データに基づくパラメータの推定問題におきかえ，そ
こで最尤解等出に有効なEMアルゴリズムを適用する方向が考えられる。 EM
アルゴリズムにおいて，欠測値は一旦その暫定的な推定値でおきかえられ，目
的であるパラメークの推定値が反復的に更新される。従って，上述の利点が生
かされることが期待できる。
次節で， EMア）レゴリズムの概略を与え，第 3節で，潜在構造モデルにおい
てのその具体的な推定法を構築する。
3. EMアルゴリズム
3-1. EMアルゴリズム
Yを確率変数ベクトル， f(yj(})をその密度関数とし， 目的を，空間 9 内
で定義される K次元パラメータペクトル 0の最尤推定値の導出とする。通常
は Y に対応する標本空間 !J(y)上の点リが銀測されるが，ここでは，リが観
測される代わりに， !J(y)上で定義されるある可測関数の点 yでの値 X(y)=x
のみが観測されるとする。ここで， uは観測が望まれる理想的な完全データ，
X はリを経由して実際に観測される不完全データである。不完全データに基
づく対数尤度関数を入*(xlO),完全データに基づく対数尤度関数を ,l(yj(})と
する。つまり，
,l(y I 0)=log{J(y I 0)}, (3-1) 
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,i*(xl fJ) =log{) /(YI fJ)dμ(y)}, 
R(x) 
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(3-2) 
ここに， R(x)= {y I x(y) =x}, μ(y)は， y上のドミネート測度を表す。
EMア）レゴリズムは' (Jの最尤推定値の導出に際し，不完全デーク X の直
接的尤度入＊の評価を回避して，・完全データ yの尤度入の経過的な期待値の
最大化：
maximize EfJ<kl[l(YJfJ) I YER], 
(JE@ 
(3-3) 
を通して，目的であるだの最大化を達成する反復手法である。ここに， ()Ck)
は，第 K回目の f)の更新された推定値である。 (3-3)式は， 次の 2段階，
E-step, M-stepに分解される：
E-step (Expectation Step) : E [A(YlfJ)IYER; fJCり］の計算，
M-step (Maximization Step) : E-stepで求めた尤度の期待値を最大化する
(Jを求め，それを ()Ck+!)として， 0の推定値
を更新する。
もし， f(yJfJ)が指数分布族の範躊であれば，上記の尤度の条件付期待値
を， f)の充分統計量， t=t(y)の条件付期待値で置き換えることができ， 上の
2つの段階は，次のように更に簡略になる：、
E-step (Expectation Step) : tCk+tl=E [t(Y)J YER; fJCkl]の計算
M-step (Maximization Step) : E [t(Y) JfJ]=tCk+1Jをみたす f)を求め，
炉 +1) として， f)の推定を更新する。
ここに， E[t(Y) I fJ= t(k+!)は， t(k+l)を実際に完全データから得た観測
値だと見倣せば， 通常の指数分布族での尤度方程式であり， また， E[t(Y) I 
YER; fJ]=E [t(Y) lfJ]は， 不完全データ xにもとづく尤度方程式となっ
ている。
E-stepと M-stepの繰り返しは，その反復の各過程において，不完全デー
タ X の直接尤度え＊を増加（正確には，非減少）させる。一般的な収束のための
条件等は， Boyle(1983),wu(1983)に詳しい。
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3-2. 情報量の評価
不完全データの尤度え＊を直接意識しないという EMア）レゴリズムのメリッ
トを保持したもとで， 経験情報量 (observedinformation)を評価する手法が
Louis, T. A. (1982)により与えられている。 S(u,0), S*(x, 0)を各々 ，え，
.:I.*の 1階偏導関数ベクトル， B(y,0), B*(x, 0)を2偏導関数行列の負値と
する。また， 0を 0の最尤度推定値とするとき，適当な正則案件の下で，以下
が成立する：
S*(x, tJ)=E [S(Y, fJ) I YER; fJ], 
S*(x, fJ) =O, 
B*(x, fJ)=E [B(Y, 8)1 YER; fJ 
-E [S(Y, fJ)•ST(Y, fJ)I YER;fJJ 
+S*(x, 8)・S*T(x, 8), 
(3-4) 
(3-5) 
(3-6) 
Efron & Hinkley (1978)は， 経験情報量として， lx=B*(x,tJ)を採用
し，多くの場合， Fisherの情報量基準より適切であるとして， その使用を推
奨している。前節で示したEMアルゴリズムの反復の最終段階で， (3-6)式を
評価すれば経験情報量を得ることができる。
3-3. EMアルゴリズムの問題点
EMアルゴリズムの欠点として， Newton-Raphson法等の 2階偏禅関数を
利用するその他の反復手法に比べ，その収束が遅いこと，及び，推定値の漸近
分散の評価を与えないことの 2点があげられる。逆に，利点として，収束に至
るまでの安定性，反復の各段階における 2階偏導関数行列に関しての逆行列操
作の回避， M-stepが卑近な従来法に帰着できるためプログラミングが容易で
あること，適用モデルの範囲がかなり広いこと等があげられている。
欠点である収束の遅さは，収束に要する反復回数を基準として見たものであ
る。従って，もしも，全体的な CPU-timeを基準に採れば，各反復における
高次元の逆行列演算の回避を考慮するとき， Newton-Raphson法等との実際
84 
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的な収束の速さに関する優劣は一概には定まらない。また，前節の結果との併
用を考えれば，後者の欠点も本質的なものではないといえる。
EMア）レゴリズムが対象としている不完全データの尤度は，一般に複雑な形
状をしている場合が多く，単峰性か多峰性か，対称か非対称か等仮に局所的に
限定したとしてもその形状の特性を知ることは難しい。 EMアルゴリズムは，
初期値から収束値まで一本の単調非減少な尤度の軌跡を保障する。この特徴を
生かし，できるだけ広範に分布する多くの初期値を試みることで，形状に対し
ての幾らかの知見を得ることが可能である。
EMアルゴリズムの最も大きな魅力は，広範なモデルに対して，比較的容易
に具体的な最尤推定手法を構築できることである。とくに，パラメータ間の制
約条件に対しても，柔軟に対応できる。このことは，先述の潜在構造モデルの
ように，他の代替的推定法が確定的でない場合，また，モデルに関して同定可
能性を保障するために何等かのパラメータ間の制約条件が必要とされる場合に
とくに有用に作用する。潜在構造モデルヘの具体的な適用はその顕著な例とな
る。
4. 潜在構造モデルとパラメータの推定法
本節では，潜在構造モデルの適合を試みるデータを仮に観測されるべき潜在
変量に対応する部分が欠測した不完全デークと見倣し，前節のEMアルゴリズ
ムを幾つかの代表的なモデルに対して適用し，パラメータの最尤推定法を各々
構築する。ここでは，とくに欠測値の存在を潜在変量に限定せず，顕在変量に
関する部分にもその存在を許容した場合も考察する。この拡張により推定法自
身は若干複雑になるが，使用可能なデークをより実践的なものにできる利点が
ある。
4-1. 潜在クラスモデル
本モデルで，顕在変量功，ダ2,…， Xpは，各々 G個 (i=l,…, p)のカテゴ
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リーをもつ P個の多肢変量， 潜在変量 yは， カテゴリー数 Tをもつ一つの
多肢変量とする。前者は対象被験者集団に施される P個の質問項目，後者は，
集団を構成する互いに異質な T個の潜在クラスに対応する。潜在クラス分析
の目的は， p個の質問項目に関して対象集団が示す同時応答パターン別頻度
n(s), s=(s1, ・ ·s;• ・,Sp), l~s溢C;, から，潜在クラスの構成率 {P(y=t)},
l~t~T, および，各クラス内での項目別応答確率 {P(x;=s;ly=t)}を， 局所
独立の制約：
T p 
P(x=s) =:E P(y=t) [lf P(x;=s;Jy=t)], 
t=l i=l 
(4-1) 
の下に推定することである。
EMアルゴリズムは， 顕在変量と潜在変量 (x,y)への同時応答パターン
(s, t)に対応する潜在頻度 n*(s,t)の推定を媒介に， この目的を達成する。
E-stepと M-stepは，以下の操作に対応する：
E-step: 潜在頻度が(s,t)の推定，
;*(s, t) =E [n*(s, t) I n(s); {P(y=t)}, {P(x;=s;ly=t)}] 
=n(s)。P(s, t)/P(x=s), (4-2) 
ここに， P(s, t)は (4-1)式をみたす。
M-step: 推定された潜在頻度 n*(s,t)にもとづく最尤法，
＾ P(y=t) =I: n*(s, t)/N, 8 
＾ P(x;=sdy=t)= ら C、-1 C;+1 Cp ,._ 
(4-3) 
エ・・~ ~ ・エが(s1,・s;-1,s;,s;+1, •sp, t)/N・P(y=t), (4-4) 
•1=1•;-1=1 s、+1=1Sp=l 
p個の質問項目への応答カテゴリーに欠測指標＊が含まれる場合の応答パタ
ーンを s*で表す。つまり， s*の各要素 s1*は， 1から G までのカテゴリ
ーに加えて欠測指標＊をとりえる。このとき， E-stepのみが以下のように変
更される：
E-step: 
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n*(s, t) =P(s, t) [~o(s, s*) n(s*)/:E :E P (s, t)] (4-5) 
ヽ•• ;a,{s*の欠測部分｝
ここに， o(s, s*)は， 2つの応答バターン S と s*が欠測指標以外の部分，
つまり，観測部分についてそのカテゴリーが全て一致したときに， 1, それ以
外のとき， 0をとる変数である。
適当な初期値から始まる E-stepと M-stepの反復操作により， 目的であ
る潜在パラメータの最尤推定値を得ることができる。推定された推定値にもと
づくモデルと観測データとの適合度検定の方法および推定値の漸近分散に関し
ての評価法は，渡辺(1987)に譲る。
4-2. 潜在距離モデル
潜在距離モデルは， 当初， ガットマンの完全尺度モデルに応答の確率誤差
を許容した拡張型モデルとして提唱された。一方，このモデルは，前述の潜在
クラスモデルの特殊型と見なすこともできる。ここで，クラス数は（項目数+1)
に限定され，また，クラス内の項目別応答確率間に，ガットマン完全尺度モデ
ル中の 0と1に対応する形で等式制約および不等式制約が課されている。従っ
て，ここでの推定問題は，潜在クラスモデルにおける条件に新たにパラメータ
間の制約条件が追加されたものと考えることができる。
前節の記法をそのままいかし， クラス内応答確率のみ p個の質問項目別に
定まる 2つの確率 (a,bi), a溢函， (i=l,…， p)に置き換える。ここに， s,=
1, 0とするとき，
t-1 P 
P(s, t) =P(y=t) [lf b;''(l-b;)1-••] [『 a;'ヽ (l-a;)1-•、] (4-6) 
=ヽl i=t 
となる。
E-stepは，欠測標子の有無に関わらず，潜在クラスモデルでの結果を踏襲
できる。 M-stepのみ，等式，不等式制約を考慮して次式を得る：
M-step 
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＾ P(y=t) =Z: n*(s, t)/N, (4-7) s 
- -
(a,'b,)~1 
(a;, b;), aぷかのとき，
Cc;, c;), 上記以外のとき，
(4-8) 
2 4 
ここに， a;=N(i,1)/;.: N(i, j), b;=N(l, 3)/;.: N(i, j), 
j=l j=3 
正 [N(i, 1) + N (i, 3) ]/ N, 
T 
N(i, 1) =;.:: ;.: ・.;.: ;.: ・;.:n*Cs1, ・ •s;-1, 1, s;+1, ・ ・,Sp, t) 
1=1 S1 Si-1 Si+l Sp 
T 
N(i, 2) =;.:: ;.: ・.;.: ;.: ・;.:n*Cs1, ・ ・s;-1, 0, s;+1, ・ ・,Sp, t) 
l=l S1 Si-1 Si+l Sp 
T 
N(i, 3) =;.:: ;.: ・;.:I: . . ;.:叫 S1, •·S;-1, 1, Si+!, ·•, Sp, f) 
l=l S1 Si-1 Si+l Sp 
T 
N(i, 4) =;.:: ;.: ・.;.: ;.: ・;.:n*(S1, • "Si-1, 0, Si+! • •, Sp, t). 
1=1 S1 Si-1 Si+l Sp 
E-stepと M-stepの反復操作により，潜在距離モデルのパラメータの最尤
推定を行うことができる。この推定法の数値評価に関しては， Watanabe, M. 
(1984)を参照して頂きたい。
4-3. 潜在特性モデル
顕在変蘊，功， X2,…， Xpは，すべて 2値型離散変量とし，潜在変翼 yは，
1次元の連続変量とする。 このとき， yが与えられた下での第 i番目の項目
の正応答確率を， Raschモデルでは次のロジスチック曲線で規定している：
P (x; =1 Jy) =exp(y+a;)/[l +exp(y+a;)]. 
ここで， m は，項目 iの難易度パラメータで， 一般には未知である。 しか
し，潜在変量 yと独立に推定が可能なため〔Andersen& Madsen (1977)参
照〕，暫定的に既知として取り扱うことができる。推定の目的は，変量 yに関
する潜在分布関数のパラメータの規定である。いま，仮に，正規分布型を仮定
し， そのパラメータである平均μ と分散 a2 の最尤推定法をEMア）レゴリズ
ムの枠内で示す。
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s*を欠測指標を含む応答パターンとするとき，
E-step: 平均μ と分散 (12の充分統計量の推定
C沖(μ,a2)・h(yjs*)dy 
-00 
Us* =E[yj炉；μ,司＝
(cf>(μ, G2)・h(yls*)dy 
-oo 
Cyゆ(μ,o2)・h(yls*)dy 
-oo 
Va•=E [y2ls*; μ, o2] 
(cp(μ, (Jり・h(yls*)dy
-oo 
ここに，
h(yls*) =exp{r(s*)・y} /T [1 +e砂.(y+a;)],
iE {観測項目｝
r(s*)は，パターン s*中の正応答の数を表す。'
M-step: 推定された充分統計量に基づく最尤法，
＾ µ=エ n(s*)u。•IN,が‘
＾ ＾ a2=:E n(s*)v.•/N-µ. a* 
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(4-9) 
(4-10) 
(4-11) 
(4-12) 
E-stepと M-stepの反復収束の結果， 目的バラメータの最尤推定値を得
る。推定の漸近分散の評価法に関しては，渡辺(1985)に詳細を譲る。
4-4. 因子分析モデル
因子分析モデルは，＇潜在プロフィルモデルの一つと考えられ，一般に，以下
で示される：
Y;=a+pZ, け・s;, i=l, 2, …， n, ・(4-12) 
ここに， Y,(pxl)は観測変量ベクトル， a(pxl)は平均ベクトル， p(p 
Xq)は因子負荷行列， Z;(q X, 1)は共通因子ベクト）レ， S;(pXl)は特殊因子
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ベクトルであり，また， Z;~Nq (O, R), e;~ Nq (0, 7JT), 阿=diag.(免，…，,frp) 
が仮定されている。
この因子分析モデルは，同時に次のようなふに関する多変量正規モデルと
見なすこともできる：
X戸 (Y/,Z/)'~Np+q(μ, I:;), 
ここに， μ=(a',0)', :E= f,Rf,'+'fJJ'f,R ・［邸1 R ]. 
(4-13) 
この場合，共通因子に対応する変量の一部は観測不可能である。従って，因
子分析モデルでの推定問題は，欠測値を含む多変量正規データからのパラメー
タの推定問題と同じ取扱いができる。 X;での観測部を X/0l,欠測部を x;<m)
で表せば， X炉は，観測変量 Y;の実際の観測部 Y/•l に対応し，欠測部
X炉は， Y; の欠測部 Y炉と Z;の結合ベクトルに対応する。 EMア）レゴ
リズムではふ上でのμ とこの充分統計量の推定を媒介に， 因子分析モデ
）レのパラメータの最尤推定を行う：
E-step: 
X;=[Y. 臼，炉）',公］，
x内:x=~Y/0) Y/0l'Y;'•) Y;'"')' 
 ＾:E1 + Y;'m) Y/m)I 
――?
??
??
? ??
ゥ
? ? ? ?
??
? ?? ?
ュ
。
?
? 、? ?
(4-14) 
(4-15) 
ここに，
＾ Y/ml = /3<mlQ*[ Y/•l -a<•l], 
＾ z;=Q*[Y/•l-aC•lJ, l:1 =fi(m) (R-R*)f3Cm)'+7JJ'(m), 
:E2=炉m)(R-R*), 
~=R-R*, 
Q=7JJ'(O)→ [J-p<•l (R-.i+p<•l' 哲(o)-113(•))方9co)1 7jJ'C•l-1J 
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Q*=RpC•)'Q 
R* =RfjC•)'QpC•) R. 
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全標本に関して (4-14.)式と (4-15) 式を計算し， その和をとることで，
目的であるパラメータμ,工の充分統計量の期待値が各々以下で与えられる：
ム N " " X=エふIN司[Y',Z'J', 
i=l 
Cxx棗x、-~.x:、"[CIT ご］
(4-16) 
(4-17) 
 ＾この Y,Z, Cyy, Cyz, Czzをもとに，
この際，
バラメータの最尤定値を求めるM-
stepが構築される。これは， (4-13) による尤度の最大化によって得られる。
a, /J, R, 7JI'間に付される制約の状態によって推定法が異なってくる
が， かなり一般的な制約の形式に対して， HuDekun(1985)は，統一的な計算
式を導出している。詳細は，原著に譲る。
5. 
? ?
本稿では，潜在構造モデル一般における推定問題を不完全データの問題の範
疇でとらえ，統一的なパラメータ推定のためのアルゴリズムが存在することを
指摘した。また， その特性と問題点を論議し，代表的なモデル毎に， その際尤
推定法を具体化した。潜在構造モデルに関しては，今後も適用されるデータの
形式や背景また実証される専門分野に合わせて，各々特徴的なモデルが提唱さ
れうるが，多くの場合，本稿の結果の適用により，
なる。
その推定法の構築が容易と
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