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Abstract 
The transformation of total graph structures has been studied from the algebraic point of view 
for more than two decades now, and it has motivated the development of the so-called double- 
pushout and single-pushout approaches to graph transformation. In this article we extend the 
double-pushout approach to the algebraic transformation of partial many-sorted unary algebras. 
Such a generalization has been motivated by the need to model the transformation of struc- 
tures which are richer and more complex than acyclic graphs and hypergraphs. The main result 
presented in this article is an algebraic characterization of the double-pushout transformation in 
the categories of all homomorphisms and all closed homomorphisms of unary partial algebras 
over a given signature, together with a corresponding operational characterization which may 
serve as a basis for implementation. 
Moreover, both categories are shown to satisfy the strongest of the HLR (high level repluce- 
ment) conditions with respect to closed monomorphisms. HLR conditions are fundamental to 
rewriting because they guarantee the satisfaction of many rewriting theorems concerning conflu- 
ence, parallelism and concurrency. 
1. Introduction 
This is the first of a series of articles where we study the algebraic transforma- 
tion of partial many-sorted unary algebras, both under the double and single-pushout 
approaches. As its title claims, this first article is devoted to the double-pushout 
approach. The second article [4] deals with the single-pushout approach, and we plan 
at least a third article devoted to the application of this theory to the transformation 
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of hypergraphs (and generalizations; see Examples 3 and 4). A summary of some of 
the main results of this series of papers appears in [l]. 
The algebraic theory of graph transformation [6] has evolved over the last two 
decades as the convergence of two research directions: the generalization of string 
grammars to the rewriting of multi-dimensional structures, on the one hand; and on 
the other hand, the generalization of term rewriting, as used in the design and imple- 
mentation of modem functional and logic programming languages, to the rewriting of 
graph structures. 
The operational ideas behind the application of a graph transformation rule, which 
consists of a left-hand side graph, a context graph and a right-hand side graph, to 
a given graph have been to first find the pattern of the left-hand side as a substructure 
in the given graph, and then to replace it by the right-hand side, where so-called gZuing 
conditions guarantee that the result of the rewrite step is indeed a graph (i.e., it has 
no dangling arcs) and that it is unique (up to isomorphism). 
From the very beginning, these operational ideas of graph transformation have been 
modeled by a direct derivation defined by two pushouts, which in turn define the gluing 
conditions in an abstract setting. Double-pushout derivations have been widely used 
and even generalized to more abstract settings, the so-called high-level replacement 
systems [7, 1 I]. 
In recent years a new approach based on single-pushout derivations [9] has been 
proposed and thoroughly studied, and has also been extended to high-level replacement 
systems [7]. Single-pushout derivations relax the gluing conditions of double-pushout 
derivations in order to achieve a wider transformation effect, known as deletion in 
unknown contexts, while retaining uniqueness (up to isomorphism) of the result. 
During the last years, a good deal of work on the algebraic approach to graph 
transformation, both in the double and single-pushout approaches, has been based on 
the understanding of graphs as total many-sorted unary algebras. Such an approach has 
been generalized to the study of transformations of general total many-sorted unary 
algebras [9] or relational structures [8]. Even a first attempt of generalization of single- 
pushout transformation to partial algebras has been carried out in [16]; we shall return 
on this work, and its relation to our approach, in [4]. 
The aim of this series of articles is to extend systematically the algebraic transfor- 
mation to partial many-sorted unary algebras. The first motivation for it was that, to 
our taste, the understanding of graphs as total algebras (with source and target unary 
operations), that works quite smoothly for graphs and hypergraphs, is not so suitable 
for dealing with higher-order hypergraphs (which were the main tool used in [ 15]), 
where the presence of the abstraction mappings makes to consider a too large and 
involved set of sorts and a too messy overloading, while it seems natural, and easier, 
to understand them as partial two-sorted unary algebras; see Example 3 below. 
A second motivation was that, in some sense, the theory of partial algebras is richer 
in concepts than the one of total algebras: for instance, it furnishes several different (and 
well-behaved) notions of subalgebras and (total and partial) homomorphisms, which in 
applications can be used to model mappings that forget or add information [l]. And 
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perhaps some of these new concepts imported from the theory of partial algebras could 
be of some use for graph transformation practitioners. 
It is in this sense that one of the main purposes of this series of articles is to introduce 
the basic language of partial algebras in the graph transformation context, as well as 
some results on partial algebras relevant to the double and single-pushout approaches 
to algebraic transformation. In particular we introduce two different types of double- 
pushout transformation of unary partial algebras (in this article) and three different 
types of single-pushout transformation (in [4]). When we translate these concepts to the 
hypergraphs setting, we obtain the well-known double and single-pushout approaches 
to graph transformation developed by the so-called Berlin school, as well as new types 
of transformation, which we plan to study in a mture article of this series; see in the 
meantime the survey [ 11. 
Contents. Let us focus now on the contents of the present paper. We first of all 
recall the main definitions related to the double-pushout approach to transformation in 
a category %. 
A (double-pushout) production rule in a category %? is a pair of morphisms 
P=(LLK:R) 
One may eventually require I and Y to belong to a distinguished subclass J% of 
morphisms, calling it then an &-rule. 
Such a production rule P = (L +f- K 2 R) in V can be applied to an object G when 
there exist a morphism m:L --) G and a diagram 
G-D-H 
I’ r ’ 
such that both squares in it are pushout squares (we shall henceforth refer to such 
a diagram as a double-pushout diagram). In other words, when there exists a pushout 
complement D for I and m (i.e., an object D and two morphisms g : K + D and 
I’ : D + G such that G, together with m and I’, is the pushout of 1 and g), and then 
a pushout of r and the pushout complement homomorphism g : K -+ D. 
We say then that H is derived from G by the application of rule P through morphism 
m : L + G, and it is denoted by G & H, whereas a derivation sequence is a sequence 
of derivations of the form 
that is, where each rule 9 (i > 1) is applied to the object derived by the previous 
derivation. 
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In order to use double-pushout transformations in a category V which has (binary) 
pushouts, one has to find a necessary and sufficient condition for the existence of 
a pushout complement for the left-hand side morphism 1 : K + L of rule P and 
the morphism m : L -+ G. One usually refers to such a necessary and sufficient 
condition as gluing condition, because in the case of graphs (and, as we shall see, 
in the case of unary partial algebras too) it essentially imposes some restrictions on 
G - m(L - Z(K)), which is the “gluing part” of G, i.e., the part to be preserved by the 
transformation. 
Moreover, the object derived from G by rule P through morphism m in princi- 
ple need not be unique, even up to isomorphism. Therefore, it is interesting either 
to find sufficient conditions on P and m that guarantee such uniqueness up to isomor- 
phism, or to distinguish and characterize (again up to isomorphism) one such derived 
object, that can be constructed following an explicit recipe, among all derived objects. 
Let now r = ($52,~) be a graph structure, i.e., a signature with all its opera- 
tions unary (see Appendix A for all concepts on partial algebras used herein). Let 
Algr be the category with objects all partial r-algebras and with morphisms the usual 
homomorphisms of partial algebras, and let C-Algr be the category with objects again 
all partial r-algebras and with morphisms only the closed homomorphisms of partial 
algebras. 
In Sections 2 and 3 below 
l we recall that both Algr and C-Algr have binary pushouts, by giving an explicit 
construction of such pushouts, based on the descriptions of coproducts and coequal- 
izers in these categories given in [2,5]; 
l we give in both cases a gluing condition, and we give an explicit description of 
a pushout complement of two morphisms satisfying it; and 
l we study the uniqueness of such a pushout complement. In particular, we show that it 
is unique (up to isomorphism) in both cases, provided that the “top” homomorphism 
be closed and injective, i.e., a regular monomorphism in any of these categories 
[5, Theorem 51. 
Therefore, given a production rule P = (L 6- K 5 R) in Algr or C-Algr, and 
a homomorphism m:L -+ G satisfying the corresponding gluing condition w.r.t. I, we 
can compute first a pushout complement D of 1 and m following the recipe we give, 
and then the pushout H of Y and the homomorphism K + D obtained before (again 
following an explicit recipe). In this way we obtain “the” result of applying rule P 
to G through m. 
Furthermore, both in Algr and in C-Algr we can conclude that if 1 is a closed 
monomorphism then the partial r-algebra H obtained in this way is unique up to 
isomorphism, in the sense that if we take another pushout complement of 1 and m and 
if we construct the final pushout using a different recipe than the one used here, then we 
obtain a partial algebra isomorphic to H. In the general case, we can only “distinguish” 
by means of a universal property the derived partial algebra H that we describe. 
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We also prove that, for any production rule P = (L k- K 5 R) in Algr or C-Algr, 
there exists a production rule PC = (L k K, 3 R,) in the same category with 1, 
closed and injective and such that the results of applying rules P and PC to a partial 
f-algebra G through a homomorphism m are the same up to isomorphism. Therefore, 
one can restrict oneself to production rules with left-hand side homomorphism closed 
and injective, without any loss of computational power. 
The application of a production rule P in Algr or in C-Algr to an algebra G 
through a suitable homomorphism m has in both cases the usual effect of removing 
some elements of G and adding some elements to the result. In the case of production 
rules in C-Algr, we can only add new points and operations defined on these points, 
but no operation defined on the “old” ones, while in the case of production rules in 
Algr we can moreover add operations in the part preserved by the application of P, 
i.e., in the part coming from G. And in both cases, we can only remove points from 
G and operations involving these removed points, but we cannot remove an operation 
q’(a) = b without removing a or b. 
In Section 4 of this article we determine which high-level replacement (HLR) con- 
ditions are satisfied by each one of the categories studied here, w.r.t. different classes 
~2 of homomorphisms. HLR conditions are sets of simple conditions on a category V 
and a class of morphisms &? that guarantee that double-pushout transformation in 
V using &-rules satisfies specific properties. So, the knowledge of the HLR condi- 
tions satisfied by a pair (%7, &) gives a first approach to the kind of properties one 
should expect for double-pushout transformation in %? using Jlil-rules. See Appendix B 
below for the statement of the main HLR conditions, and [ 1 l] for a recent survey on 
HLR conditions and the properties entailed by them. 
For instance, our results entail that double-pushout transformation both in Algr and 
C-Algr using production rules with both morphisms 1 and r closed and injective satis- 
fies the highest HLR conditions introduced so far, and therefore it has in both cases the 
same good properties as for instance double-pushout labeled graph transformation using 
production rules with both morphisms injective: local Church-Rosser theorems, paral- 
lelism theorems, canonical dependency relation, concurrency theorem, existence and 
uniqueness of canonical derivations, static and dynamic parallel derivation theorems, 
embedding theorems, distributed parallelism theorem, fusion compatibility theorem, etc; 
see [ 1 l] for informal descriptions of these results, and the references therein for their 
exact formulation. On the other hand, double-pushout transformation in Algr using 
production rules with both morphisms 1 and r injective (even full, but not necessarily 
closed) only satisfies one of the lowest HLR conditions, so in principle it only satisfies 
the static and dynamic parallel derivation theorems. 
These results add up to partial algebrists’ belief, based on [5, lo], that, for unary 
partial algebras, closed homomorphisms are better than plain homomorphisms. 
For the sake of the reader’s convenience we include two Appendices at the end of 
this article, the first one devoted to give a brief summary of the language of partial 
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algebras used in this article (and in its sequels) and the second one to recall the HLR 
conditions that appear in Section 4. 
Examples. Let us recall several categories that can be interpreted as classes of unary 
partial algebras closed under closed subalgebras (and therefore under the pushout com- 
plements we describe in Proposition 10) and pushout objects, and therefore where it 
is possible to apply the different approaches to double-pushout transformation that we 
introduce in this paper. In the first four examples, this interpretation corresponds to an 
isomorphism of categories. We shall not develop these applications here; in the case 
of hypergraphs and higher-order hypergraphs, we plan to devote a paper to them in 
this series. 
Example 1 (Total unary algebras). For any graph structure r, a total r-algebra is, 
of course, a special type of partial r-algebra, and any plain or closed homomorphism 
between two total r-algebras is a homomorphism in the sense of the theory of total 
algebras. Therefore the usual category TAlgr of total r-algebras is a full subcategory 
of both Algr and C-Algr. 
Moreover, a closed subalgebra of a total algebra is again total, and if K, A and B 
are total r-algebras then the pushout object of two (plain or closed) homomorphisms 
f : K --) A and g : K --) B is also a total r-algebra, and it is equal to their pushout 
object w.r.t. homomorphisms of total algebras. 
For different examples of total unary algebras relevant in computer science, see for 
instance [9, Section 3.11. 
Example 2 (Partial graphs). A partial graph (cf. [14]) is a structure G = ({GY, GE}, 
sG, tG) where GV and Gs are two finite sets (of nodes and arcs, respectively) and sG, tG: 
GE + Gv are partial mappings, called the source and target mappings, respectively. 
Therefore, a partial graph is nothing but a partial algebra of type Co = ({ V,E}, {s, t}, q) 
with v](s) = q(t) = (E, V). 
A morphism of partial graphs f : G + G’ is defined as a pair f = (fv, fE) of 
total mappings fv : Gv + Gb and fE : GE + GL such that fv o sG = sG’ o fE and 
fV o tG = tG’ o fE; i.e., as a closed homomorphism of partial CG-algebras. 
Using the language of the theory of partial algebras, we can define a weak morphism 
of partial graphs f : G -+ G’ as a plain homomorphism of Co-algebras; i.e., as a 
pair f = (fv, fE) of total mappings fv : GV + Gb and fE : GE + Gb such that 
fv osGQG’ OfE and fvotGctG’ofE. 
Example 3 (Higher-order hypergruphs). A higher-order hypergruph [ 151 is a 
structure G = (Gv, GE,sG,tG,uG) where GV and GE are two finite sets (of nodes 
and arcs, respectively) and sG : GE + GF, tG : GE -+ GF and uG : GE + GE* 
are total mappings, called the source, target and abstraction mappings, 
respectively. 
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Such a higher-order hypergraph can be understood as a partial algebra in the following 
way. Let us consider the graph structure CH = ({ P,E}, QH, ‘1) with 
!&f = {si 1 i E i?‘} u {ti 1 i E z’} u {ui 1 i E z’} 
and the arity function q defined by a = n(ti) = (I$ V) and ?(a?) = (E,E) for every 
i E h+. Then we can understand a higher-order hypergraph as a partial Cu-algebra 
G = ({Gv, GE}, ($, ti”, ’ ai )iEZ+ ) satisfying the following conditions: 
l dams:, & domsc, dom tz, _ C dom tf and doma%, & dom a? for all i E Z+ (with 
the language of ECE-equations introduced in Appendix A, Section A.9, these inclu- 
sions are equivalent to the satisfaction of the ECE-equations 
e e 
Si+l = Si+l * Si = Siy ti+l A ti+l * tj 4 ti, 
e e 
Ui+l = Ui+l * Uj = Ui 
for every i E if+), 
l Gv and GE are finite, and there exists some n(G) E Z+ such that dom,s& = 
dom t&, = dom a$.) = 0. 
Let 2 be the class of partial CH-algebras satisfying these conditions. 
The connection between higher-order hypergraphs and partial Co-algebras belonging 
to X comes as follows: for every e E GE, if e E domsf - domsF+, then s’(e) = 
s?(e). . .sz(e), while if e @ dams? then s’(e) = 1, and similar definitions for tc(e) 
and &e). 
Using this interpretation of the source, target and abstraction mappings in terms of 
the unary operations in QH, given two higher-order hypergraphs G = (Gv, GE,s~, tG) 
and G’ = (G’,, G&s G’, t”), and a pair of total mappings f = (fv, SE), fv : GV -+ 
GL and fE : GE + G& we have the following translations of both types of ho- 
momorphisms of partial algebras studied in this paper (see [ 1, Proposition 2.1; 13, 
Proposition 121): 
l f is a (plain) homomorphism from G to G’ iff for every e E GE there exist some 
w,,w,,w, E GF such that s”(fE(e)) = f,*(s'(e)) . IV,, t”(fE(e)) = fF(t'(e)) . wt 
and uG’(fE(e)) = f,*(uG(e)) + w,. 
l f is a closed homomorphism from G to G’ iff sG’(fE(e)) = f,*(s’(e)), t”(f&e)) = 
f;(t’(e)) and u”(fE(e)) = f$(uG(e)) for every eEGE. 
It turns out that Y? is closed under closed ZH-subalgebras and pushout objects w.r.t. 
homomorphisms and closed homomorphisms (see [ 13, Proposition 9; 1, Theorem 2.11). 
Actually, as we mentioned, the first condition defining X is equivalent to a set of ECE- 
equations, and then this yields a complete and cocomplete full subcategory of Algr 
(see the end of Appendix A, Section A.9), while the second condition is a higher-order 
property that yields a finitely complete and finitely cocomplete full subcategory of the 
class of partial r-algebras defined by these ECE-equations. 
Example 4 (Hypergruphs). A hypergruph is a structure G = (Gv, GE,s~, t’) where 
Gv and GE are two finite sets (of nodes and arcs, respectively) and sG : GE -+ G:, 
tG : GE + GF are total mappings, called the source and target mappings, respectively. 
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Then, hypergraphs can be interpreted as ({ V, E}, {Si, ti ( i E Z’}, q)-reducts of partial 
CH-algebras in 2. Everything that has been said on higher-order hypergraphs in the 
previous example can be translated to hypergraphs, by simply forgetting the abstraction 
mapping aG and the unary operations a?. 
Notice in particular that a closed homomorphism between two hypergraphs consid- 
ered as partial algebras is nothing but a usual morphism of hypergraphs. 
Example 5 (Relational systems). ’ A relational system of type p is a structure A = 
(A, (R*)R~~) where A is a set and R* & ApcR) for every R E A. Given two relational 
systems A = (A, (R*)R~A) and B = (B, (RB)~En) of type p, a morphism of relational 
systems f : A--+B is a mapping f :A -+ B such that (m)(R*) c RB for every 
R E A. We say that this morphism f : A -+ B is closed when for every R E A and 
(al , . . . ,qR)) E ApcR), if (f(al), . . . ,f(qR))) E RB then (al,. . . ,a,(~)) E R*. Let .%?5$ 
denote the category of relational systems with usual morphisms. 
One can model relational systems by means of unary partial algebras in the following 
way. Given a type p of relational systems, consider the graph structure C, = (S,, s;io, r) 
with & = AU{*}(* 4 A), 
51, = {PR,i IRE 4 1 Qi<p(R)} 
and, for every p&i E a,, q(m,i) = (R, *). G iven a relational system A = (A,(RA)REn) 
of We P, let a = ((A~)stSp2(P~i)pn,t E Q, ) be a partial &-algebra with carrier given by 
A* = A and AR = ApcR) for every R E A, and 
being the partial ith projection with domain R*, for every R E A and i = 1,. . . , p(R). 
Such a partial &-algebra _& satisfies the equalities 
dom pi1 = f . . = dom &@) (1) 
for every REA. (Again, these equalities are equivalent to the satisfaction of the ECE- 
equations 
f?R,i ’ PR,i * PR,j ’ PR,J 
for every REA and i,jg{l,..., p(R)}.) 
Let %?zz$ be the class of all partial &-algebras satisfying condition (1 ), and consider 
it also as a full subcategory of AlgrP. 
1 In order to simplify the notations, we only consider one-sorted relational systems, although it is clear that 
many-sorted relational systems allow the same treatment. So, a type of relational systems is a pair (A,p) 
with A a set of relation symbols and p : A + Z+ the arity mapping; we shall refer to such a type (A,p) 
simply by p. 
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Conversely, we can associate to any partial C,-algebra A = ((A,),Es,, (&;)pR+ieofl) 
in &?&, a relational system A* = (A*, (R** ) R~/I) of type p, with universe A* and 
relations 
R** = {(&(x),..., &&&))I~~dom &> 
for every R E A. 
Any morphism f : A --f B of relational systems of type p gives rise to a homo- 
morphism f”: A -+ B of partial ,X,-algebras, and if f is closed then f” is also closed. 
This yields a functor F: W$ --t 92dp. Conversely, any homomorphism g: A -+ B of 
partial &-algebras in LJ?&$ induces a morphism g* :A* + B* of relational systems of 
type p (but, in this case, if g is closed then g* need not be closed), and this yields a 
functor G : 6Ji?dp -+ 9E$. It is clear that G o F = Ids6 . 
Moreover, .!%?Jx$ is closed in Algq under closed subalgebras and pushout objects 
(cf. the end of Section A.9). 
2. Double-pushout transformation in Algr 
It is well-known (see [2, Sect. 4.31) that Algz, for any signature C, has arbitrary 
coproducts and pushouts. 
All along this section we shall assume that f = (8, Q, q) is a graph structure, since 
this is the case we are interested in. In the following proposition we recall from [5] a 
description of the pushout of two homomorphisms of partial r-algebras. 
Proposition 6. Let A=(A, (c~*)~~a) nd B = (B, (~~&,~a) be two partial r-algebras. 
Let A + B = (A u B, (cP*+~)~~Q) be the partial r-algebra dejined in the following 
way: 
. AUB = (A, uB,)SEs where, for every s ES, A, u B, stands for the disjoint union qf 
A, and B,. 
l For every cp~C2, 40 A+B = cp* U qB, in the sense that dom qA+B = dom q* U dom qB 
and if a E dom q* (respectively, b E dom qB)* then cpA+B(a) = q*(a) (respectively, 
cpA+B(b) = cpB(b)). 
(i) The algebra A + B, together with the obvious monomorphisms iA :A -+ A + B 
and iB : B -+ A + B, is a coproduct of A and B in Algr. 
Let now f : K t A and g : K -+ B be two homomorphisms of partial r-algebras. 
Let 8(K) be the least congruence on A + B containing 
({(.Mx),g&))EA, x B, C(A, uB,)* lx=,})s~s 
(ii) The quotient (A + B)/@(K), together with the homomorphisms 
f’ = natO(K) 0 iB : B -+ (A + B)/B(K), g’ = n%(K) 0 iA : A --) (A + B)/Q~K) 
is a pushout off and g in Algr. 
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Remark. It is worth noticing that the monomorphisms iA and in are always closed. 
According to the previous footnote, this allows us to understand henceforth A and B 
as closed subalgebras of their coproduct. 
In the following lemma we collect some elementary properties of pushouts in Algr 
that shall be used in later proofs. 
Lemma 7. Let 
f 
K-A 
B-D 
f’ 
be a pushout square in Algr. Then 
(i) f’ and g’ are jointly surjective: f’(B) U g’(A) = D. 
(ii) For every s ES, a E A, and b E B,, if g:(a) = f,(b) then a E c.(f(K))s and 
b E CB(@)),. 
(iii) For every s E S and a, a’ E A,, if&a) = &a’) and a # a’ then a, a’ E CA(f(K))$. 
A similur property holds for f’. 
(iv) f’ and g’ are jointly full: for every s ES and for every operation cp E Q with 
w(q) = s, if x E dom (Pi then there exists either some a E dom (Pi with g:(a) = x or 
some b E dom cpB with f,‘(b) = x. 
Proof. Since the pushout of two homomorphisms is unique up to isomorphism 
(over the codomains of the homomorphisms), we may assume without any loss of 
generality that D = (A + B)/Q(K) and that f’ and g’ are the restrictions to B and A 
(considered as subalgebras of A + B) of nats(K). 
In this case points (i) and (iv) are clear, since they already hold for the coproduct 
and nats(K) is a full and surjective homomorphism. 
As to points (ii) and (iii), notice that if g:(a) = f,‘(b) (respectively, g:(u) = &a’)) 
then (a, b) E 8(K), (respectively, (a, a’) E O(K),). Both points are then a consequence 
of the inclusions 
W), s(cA(f (K)>s u CB(@)),)* u ~A,UB,T SEs 
which hold because the relation 
((G(f (K))s u cB(g(K))s)* u &JBskS 
is clearly a congruence on A + B containing ({(f&),g&)) JxEK,})~~s. 0 
2 In order to simplify the notations, we shall identify any set with its image into its disjoint union with any 
other set. 
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Once we know that Algr has all binary pushouts, we look for the gluing condition 
for homomorphisms, a necessary and sufficient condition for the existence of a pushout 
complement for two homomorphisms f :K -+ A and m : A+ D. This condition is given 
by the following definition. 
Definition 8. Let f : K -+ A and m : A + D be two homomorphisms of partial r- 
algebras. 
(i) We say that m satisfies the identijcation condition w.r.t. f when m(CA(f(K))) 
n m(A - C*(f(K))) = 0 and the restriction of m to A - C*(f(K)) is injective; it 
is equivalent to say that for every s E S, if a E A, and a’ E A, - c~(f(K))~ and 
m,(a) = m,(a’) then a = a’. 
(ii) We say that m satisfies the dangling condition w.r. t. f when m(A-CA( f (K))) is 
an initial segment of D; in other words, when for every rp E s2, say with n( cp) = (si, s), 
and x E dom rpD, if qD(x) E m,(A, - CA( f (K)),) then x E m,, (A,, - CA( f (K)),, ). 
(iii) We say that m satisfies the relative closedness condition w.r. t. f when for every 
cp E s2, say with w(q) = s, and x E dom (Pi, if x = m,(a) with a E A, - CA( f (K))S 
then a E dom (Pi. 
(iv) We say that m satisfies the gluing condition w. r. t. f when it satisfies simulta- 
neously the dangling, identification and relative closedness conditions. 
Notice for instance that if A = CA(f (K)) then any homomorphism m with origin A 
satisfies the gluing condition, w.r.t. f. On the other hand, recall that if f is closed then 
CA( f (K)) = f(K), and therefore, in this case, the formulation of the gluing condition 
can be simplified by replacing everywhere cA(f (K)) by f(K). 
Let us prove now that such gluing condition of m w.r.t. f is indeed a necessary and 
sufficient condition for the existence of a pushout complement for f and m. 
Proposition 9. Lel 
f 
K----+A 
$7 
i I m 
J- 
L-D 
d 
be a pushout square in Algr. Then m satisfies the gluing condition w. r. t. f. 
Proof. Notice first that Lemma 7(iii) implies the identification condition. 
Let us prove now the dangling condition. Let cp E Q, say with I = (si,s), and 
let x E dom (Pi with cpD(x) E ms(A, - CA( f (K)),). Then there exists some a EA,- 
CA( f (K))S such that cpD(x) = m,(a). 
If x $! m,, (A,, ) then, by Lemma 7(i) and (iv), there exists some b E B,, such that 
x = 4, (b) and b E dom cpB. Then 
4(cpB(b)) = cpD(x) = m,(a) 
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which entails, by Lemma 7(ii), that a E c~(f(K))~. This contradicts the assumption 
that a $ CA(f(K))s. 
Therefore x cm,, (A,, ), say x = m,, (al ) with ai EA,, . There are now two possibilities: 
l If x B: d,, (B,,) then we can choose ai E dom rpA, so that 
ms(qA(al )> = cpD(x) = m,(a) 
and in this case the identification condition, which we already know to hold, implies 
that a = cpA(ui). Then al $CA(f(K)),, (b ecause otherwise a = cpA(ui) E CA(f(K))s 
too), and therefore x E m,, (A,, - &(f(K)& ). 
l If x E d,,(B,,), say x = d,,(b) with b E B,, , then Lemma 7(ii) implies that ai E 
c~(f(K))~, and b~Cn(g(K))~,. Moreover, Lemma 7(iv) entails that we can choose 
these ai and b in such a way that either al E dom pA or b E dom cpB. 
If al E dom (Pi then the equality ms(cpA(ul)) = cpD(x) = m,(u) would contradict 
the identification condition, because cpA(ui) E c~(f(K))~ and a E A, - CA(S(K)),, 
while if b E dom (Pi then dS(rpB(b)) = cpD(x) = m,(u) again yields a contradiction (by 
Lemma 7(ii)) with the assumption that a 6 c~(f(K))~. 
Therefore, the only possibility is x E m,, (A,, - c~(f(K))~,). This finishes the proof 
of the dangling condition. 
Finally, let us prove the relative closedness condition. Let cp E s2 with w(q) = s and 
let x E dom (Pi such that x = m,(u) with a E A, - c~(f(K))~. By the identification 
condition, such a is the only pre-image of x by m,, and x 6 d,(B,) by Lemma 7(ii). 
Therefore by Lemma 7(iv) we have that a E dom rpA. 0 
Proposition 10. Let f : K + A and m : A + D be two homomorphisms of partial 
r-algebras such that m satisfies the gluing condition w.r.t. f. 
Let B be the relative subalgebra of D supported on B = (D-m(A))Um(CA(f (K))). 
Then B, together with the embedding d : B --) D and the homomorphism g :K -+ B con- 
sisting of mo f considered us a homomorphism from K to B, is a pushout complement 
for f and m in Algr. 
Proof. The identification condition for m w.r.t. f implies that 
B = D - m(A - CA( f (K))) 
and the dangling condition implies then that B is a closed subset of D, because it is 
the complement of an initial segment. Let B be the relative subalgebra of D supported 
on B. Since B is closed, B is a closed subalgebra and therefore the inclusion d: B 4 D 
is a closed homomorphism. In order to simplify the notations, we shall identify in the 
sequel the elements of B and their images in D under the inclusion d. On the other 
hand, since B is a closed subalgebra of D, m o f : K -+ D factors through B. Let 
g : K-+B be m o f considered as a homomorphism from K to B. 
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We shall prove that 
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s 
K-A 
is a pushout square. 
It is clear that, by construction, this square is commutative. Now, let E be any 
partial r-algebra, and let p : A + E and q : B + E be two homomorphisms such that 
p o f = q o g. We have to find a (unique) homomorphism h : D + E such that ho m = p 
and h o d = q. 
Let us consider the mapping h: D + E given for every s ES by 
if xEB,, 
if x = m,(u), with QEA, - &(f(K)).. 
The identification condition of m w.r.t. f implies that h is well-defined, because any 
element of ms(A, - CA(f(K))s) has a unique pre-image. 
By definition we have that h o d = q. Let us prove that h,(m,(a)) - ps(a) for every 
a&4,, SES. If a $ c~(f(K))~ then this equality holds by definition. If UE CA(f(K))s 
then there exists some term t(xs,, 1) and some ye&, such that a = tA(fs,(y)). Then 
m,(u) E B, and 
m,(a) = ms(tA(fs,(y))) = fD(m,, G(v))) = tB(gs, (v)) 
from where we get 
h&,(a)) = h,(tB(gs, (y))) = qs(tB(gs, (y))) = tE(q,, (ss, (v))) 
= tE(Ps,(MY))) = Ps(tA(MY))) = Ps(u). 
So, we have that horn = p and hod = q. Moreover, it is clear that such h is the only 
mapping from D to E satisfying these equalities. It remains to prove that h is indeed 
a homomorphism h : D + E. So, let cp E Sz with I = (s,s’) and let x E dom (Pi. 
We have to consider two possibilities: 
l Assume that x E B,. Then x E dom (Pi and h,(x) = qs(x) E dom rpE. Moreover 
cpE(k(x)) = cpE(qs(x)) = q4cpB(x)) = k(cpD(x)). 
Q Assume now x 4: B,, so that x = m,(u) for some a E A, - c~(f(K))~ (and by the 
idenitification condition such a is the only preimage of x by m,). Since x E dom (Pi 
we have a E dom (Pi (because of the relative closedness condition) and h,(x) = 
ps(u) E dom cpE. Moreover 
(pE(k(x)) = cpE(ps(a)> = psdcpA(~>) = Mw(cpA(a))) = McpD(x)). 
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This ends the proof that D, together with m : A -+ D and d: B + D, is the pushout 
off:K+A andg:K-+B. 0 
Unfortunately, the uniqueness up to isomotphism of the pushout complement is not 
guaranteed in general, as the following two examples show. 
Example 11. Let r be a graph structure with a single sort (which we shall omit as a 
subscript in practice) and a single unary operation cp. 
(a) Let K be a discrete r-algebra with carrier K = {u}. Let A be a partial r-algebra 
with carrier A = {a,b}, and with (P* given by q*(a) = b. Let f : K -+ A be the 
inclusion as a relative subalgebra. 
Then both squares 
f 
K-A 
f 
K-A 
hi I I IdA 
K-A 
f 
are pushout squares. 
(b) Let now K’ be a discrete two-elements algebra, A’ a discrete one-element algebra 
and f' : K’ --t A’ the trivial mapping. Then both squares 
f’ 
K/-A’ 
f’ 
K’------,A’ 
K’-A’ 
f’ 
AI-A’ 
Id,, 
are pushout squares. 
Notice that, in the previous examples, f is fnll and injective and f' is closed but 
not injective. We shall prove now that if f is closed and injective then the pushout 
complement is indeed unique up to isomorphism. To prove it, we need first two lemmas 
that have some interest in themselves (see Propositions 29 and 30). 
Lemma 12. With the notations of Proposition 6, if f :K+A and g :K+B are two 
homomorphisms and f is closed and injective, then for every SES 
‘4Q = {(X4x), ss(-x>) Ix =s) u {b(x), fs(x)) I x E&I 
u {(fS(X)TfS(~‘)) I x,x’ EKs, ss(x) = ss<x’>) u ~JE,. 
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Proof. Let 
‘XKX = {(_fXx)> ss(x)) I x WI u {(s&), f&)) I x l I
u wx4A~‘)) I X,X’=,, s&l = sdx’)) u 44,~~s. 
It is clear from the general description of the least congruence containing a set of 
ordered pairs given in Proposition A.1 (Appendix A, Section A.7) that 8(K): C 0(K), 
for every SES. Moreover, it is straightforward to check that e(K)” = (e(K),O),E~ is an 
equivalence relation on A U B (the injectivity of f is used to prove transitivity). Let 
us prove now that e(K)0 is a congruence on A + B. 
Let LEO, say with r](q) = (s,sI), and let Yl,YZEdom(pA+B with (yl,yz)Ee(K),O. 
There are essentially two non-trivial cases to be considered: 
If there exists some x E KS such that Y1 = fs(x) and Y2 = g8(x) then, since f is 
closed, x E dom (P” and (~J~+~(Y) ), ~J~+~(Yz)) = (fs, <cp”(x)), ss, (cpKtx))) E e(K):, . 
If there exist x1,x2 E KS such that gs(xl) = gs(xz) and &(x1) = Yl, f&x2) = yz 
then, again since f is closed, x1,x2 E dom (Pi and 
(VA+B(Y1),SDA+B(Y*)) = (fs,(cpKfX*)Xf,,f~K(X2))) 
which belongs to e(K),“, because gs, ( (pK(xI )) = gs, ( (pK(x2)). 
This proves that e(K)o is a congruence on A + B contained in 8(K) and containing 
({CW),ss(x))Ix E Ksl)s,s. Since 8(K) is the least such congruence, it implies that 
8(K) = B(K)“. 0 
This lemma is the main ingredient in the proof of the following one. 
Lemma 13. Let 
f 
K-A 
9 1 ! m 
B-D 
d 
be a pushout square 
monomorphism. 
Proof. As in Lemma 7, without any loss of generality we can assume that this is the 
pushout square described in Proposition 6 and in particular that D = (A + B)/f?(K). 
From the description of 0(K) given in the previous lemma it follows, on one hand, 
that it does not identify any pair of different elements coming from B, which entails 
that d is injective. On the other hand that d is closed, because if d,(b) E dom (Pi 
for some cp E 52 with w(q) = s, and b 6 dom (Pi then (by Lemma 7) there would 
in Alg,. If f is a closed monomorphism then d is a closed 
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exist some x E K, such that b = gS(x) and f&) E dom cp*, which would entail that 
x E dom qK and a fortiori that b E dom cpB. 0 
It is clear that if we drop the injectivity hypothesis on f then d need not be injective; 
see Examples 11. In Proposition 28 we provide an example showing that if f is 
injective (and even full) but not closed then d need not be injective, either. 
Proposition 14. Let f : K -+ A and m : A ---f D be two homomorphisms of partial 
I-algebras such that m satisfies the gluing condition w.r. t. f. 
If f is a closed monomorphism then the pushout complement off : K + A and 
m : A + D is unique up to isomorphism, in the sense that if B, with homomorphisms 
g : K --+ B and d: B -+ D, is the pushout complement of f and m described in 
Proposition 10, and if E, with homomorphisms g’: K 4 E and d’ : E --) D, is another 
pushout complement of f and m then there exists a unique isomorphism h : E + B 
such that d o h = d’ and h o g’ = g. 
Proof. Lemma 7(ii) and the identification condition entail that d’(E) rl m(A-CA(f (K))) 
= 0 and therefore that d’(E) &B. Let us prove now that d’(E) = B. To do that, assume 
that there exists some b E B,, for some s E S, such that b 4 dL(E,). Since D is the 
pushout of f and g’, there exists some a E A, such that b = m,(a). By the defini- 
tion of B, such a has to belong to CA(f (K)),, so that there exists some term t with 
w(t) = s’ and some y E K,I such that a = t*(f$r(y)). Since m is a homomorphism, 
it implies that di,(g$(y)) = m,/( fS/(y)) E dom tD and therefore, since d’ is closed by 
the previous lemma, g:,(y) E dom tE. Moreover, we have that 
b = mdt*G(y))) = tDh4My>)> = dXtE(sXr>)> E 46%) 
contradicting the assumption b $! d:(E,). 
So, d’ can be understood as a closed and surjective homomorphism from E to B, and 
since by the previous lemma it is also injective, we conclude that it is an isomorphism 
between E and B. Furthermore, it is clear that it satisfies the commutation properties 
in the statement. 0 
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Now we can give the following definition. 
Definition 15. Let 
P=(LL-KLR) 
be a production rule in Algr and let m : L + G be a homomorphism of partial r- 
algebras satisfying the gluing condition w.r.t. I (Definition 8). Let D, together with 
homomorphisms d : D + G and g : K -+ D, be the pushout complement of I and m 
described in Proposition 10; we shall call it the context algebra of the application of 
rule P to G through m. 
Let now H, together with homomorphisms g’ : R + H and r’ : D + H be the 
pushout of r : K --+ R and g : K -+ D described in Proposition 6. 
G-D-H 
d r ’ 
We shall say then that H is the derived partial r-algebra of G by the application 
of rule P through morphism m. 
This derived partial r-algebra H is obtained in the following way: 
1. Remove from G,, s E S, all elements that are images under m, of elements of 
L,, except those which are images of elements of the form tL(Zsl(z)), for t E Tr(%), 
with w(t) = s’ and z E KS,. 
The gluing condition guarantees that this yields a closed subalgebra D of G con- 
taining m(l(K)). Such D is the context algebra in the application of P to G. 
2. Add R to D, by first forming the coproduct D + R (which in this case is nothing 
but a “disjoint union” of these algebras) and then identifying in it all pairs of images 
of elements of K by r and m o 1 (by means of the least congruence containing all pairs 
(rs(z), m,( Z,(z))), for every s E S and z E KS). 
Example 16. Let r be a graph structure with a single sort and a single unary operation 
cp. We look for a production rule P in Algr by means of which one can identify in any 
partial r-algebra A any given triple of elements a, a’, b such that q*(a) = ‘p*(a’) = b 
(yielding an element with a “q~loop” on it). 
Such a rule could be P = (LLK LRR) with the r-algebra L given by L = 
{al,az,b} and qL(al) = qL(a2) = b, the algebra K being the relative subalgebra of 
L supported on K = {al, az} and 1 being the corresponding embedding, R being a 
total r-algebra supported on a singleton, i.e., R = {a} and rpR(a) = a, and r being the 
trivial homomorphism given by r(at ) = r(a2) = a. 
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Since CL(Z(K)) = L, the production rule P can be applied through any homomor- 
phism m : L -+ G with origin L, and its application has exactly the desired effect. 
Indeed, in this case the context object is G again, and then the derived algebra is the 
pushout object of r and rn\K : K + G, that is obtained by making the quotient of G 
by the least congruence containing the pairs (m(q),m(a2)) and (m(al), cp*(m(al))) = 
(m(al), m(b)). 
Notice also that P could be replaced by P, = (L k K, 3 R,) with L as before, 
K, = L and 1, the identity, R, = R and r, being the trivial homomorphism given by 
r,(ai) = r,(az) = r,(b) = u. This is an example of the following result. 
Proposition 17. Given any production rule P = (L L KA R) in Alg,, there is a 
production rule P, = (L k K, 2 R,) in A&r, with I, the embedding of K, into L 
us a closed subalgebra, such that for every homomorphism  : L -+ G, the derived 
partial r-algebras of G by the application of P and P, through m are the same (up 
to isomorphism). 
Proof. Let K, be the closed subalgebra of L supported on K, = CL(Z(K)), let 1’ : K --) 
K, be the homomorphism I considered as a homomorphism to K,, and let I, : K, -+ 
L be the corresponding closed embedding, so that I = I, o I’. Let D, together with 
homomorphisms g : K + D (m o 1, considered as a homomorphism from K to D) 
and d : D + G (the embedding as a closed subalgebra), be the pushout complement 
of 1 and m described in Proposition 10. It is clear that D, together with gc : K, --) 
D (the restriction of m to K,, considered as a homomorphism to D) and d: D --) 
G, is the pushout complement of I, and m given by Proposition 10. Moreover, 
g = gc 0 I’. 
Let us consider now the following commutative diagram 
G-D-H d r, 
where (l), (2) and (3) are pushout squares, and set P, = (L k K, 2 R,). 
Since (1) and (3) are pushout squares, H is (isomorphic to) the derived partial r- 
algebra of G by the application of P, through m. On the other hand, since (2) and (3) 
are pushout squares, (2)+(3) is a pushout square and therefore H is also (isomorphic 
to) the derived partial r-algebra of G by the application of P through m. 0 
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This proposition states that any production rule P = (L L K L R) in Algr is 
equivalent to a production rule PC = (L k K, 2 R,) with its left-hand side homo- 
morphism I, the embedding of a closed subalgebra, in the sense that the derived 
algebras (in the sense of Definition 15) of a given algebra G by the application of 
both production rules P and PC through the same homomorphism m : L + G are 
isomorphic. 
Notice that in this case the context algebra of the application of rule PC to G through 
m : L -+ G is simply the closed subalgebra of G supported on G - m(L - K,); i.e., 
we must simply remove from G the images under m of the elements of L not in 
KY 
Furthermore, the production rules with left-hand side homomorphism 1 closed and 
injective are important, because from Proposition 14 we obtain for them the following 
uniqueness property. 
Corollary 18. Let 
P=(Lcf-K:R) 
be a production rule in Algr with 1 closed and injective and let m : L + G be a 
homomorphism of partial r-algebras satisfying the gluing condition w.r. t. 1. Let ES 
be a partial r-algebra for which there exists a double-pushout diagram 
I r 
L-K-R 
4 fl If. 
Gc---- D’----+H’ 
d’ r” 
Then H’ is isomorphic to the derived partial r-algebra H of G by P through m. 0 
Remark. If f is not closed and injective then the “uniqueness up to isomorphism” 
in Proposition 14 and Corollary 18 need not hold any longer. Actually, the best 
we can obtain in the general case, using an argument similar to the one in the 
proof of Proposition 14 and the universal property of pushouts, is the 
following: 
(a) Let I : K + L and m : L --) G be two homomorphisms of partial r-algebras such 
that m satisfies the gluing condition w.r.t. 1, and let D be the pushout complement of 
1 and m described in Proposition 10, together with the homomorphism g : K -+ D and 
the inclusion as closed subalgebra d : D -+ G. 
Let now D’, together with homomorphisms f : K + D’ and d’ : D’ -+ G, be another 
pushout complement of I and m. Then there exists a (unique) homomorphism h : D’ + 
D such that d o h = d’ and h o f = g. Moreover, h is an epimorphism. 
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(b) Let 
P = (LLKl,R) 
be a production rule in Algr, let m : L + G be a homomorphism of partial r-algebras 
satisfying the gluing condition w.r.t 1 and let H be the derived partial r-algebra of G 
by the application of P through m, as in Definition 15. 
For every partial r-algebra H’ for which there exists a double-pushout diagram in 
Algr 
1 r 
Lc-----K-R 
I I I 
G-D/-H’ 
d’ r” 
there exists a homomorphism h’ : H’ -+ H such that h’orl’o f = r’ og and h’o f’ = g’. 
Moreover, such h’ is an epimorphism, and it is the unique homomorphism such that, 
if h : D’ -+ D is the unique homomorphism obtained in point (a) then h’ or” = r’ oh. 
We can consider then such derived partial r-algebra as a terminal object in a certain 
category of “results” of the application of rule P to G through morphism m, and 
therefore it is distinguished up to isomorphism among them. 
3. Double-p&out transformation in C-Algr 
It turns out that C-Algr is closed under the coproducts and pushouts in Algr. Again, 
all along this section we shall assume that r is a graph structure. 
Proposition 19. Let A and B be two partial P-algebras. Let A + B, together with 
the embeddings iA : A -t A + B and iI3 : B -+ A + B, be the coproduct of A and B in 
Algr described in Proposition 6. Then it is also their coproduct in C-Algr. 
Let now f : K -+ A and g : K --+ B be two closed homomorphisms of partial 
T-algebras, and let 
f 
K-A 
9 I I 9’ 
B-D 
f’ 
be their pushout in Alg, described in Proposition 6, with D = (A + B)/Q(K,. Then it 
is also their pushout in C-Alg,. 
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For a proof, see [5, Theorems 2d and 4d]. Actually, in the case of closed homo- 
morphisms we have a simpler description of the congruence e(K) (see[5, Lemma I]): 
Lemma 20. Let f:K-+A andg:K -+ B be two closed homomorphisms of partial 
r-algebras. Then the least congruence 8(K) on A + B containing 
({(f&)lg&)) lx E Q),ES 
coincides with the least equivalence relation on A U B containing it. 
Remark. As we mentioned after Defintion 8, if f : A -+ B is a closed homomorphism 
then f(A) is a closed subset of B, and therefore C,(f(A)) = f(A). This fact wil be 
crucial in most agruments in this section. 
If we translate to closed homomorphisms the gluing condition given in Definition 8, 
having the previous remark in mind, we obtain the following definition. 
Definition 21. Let f : K + A and m : A + D be two closed homomorphisms of partial 
r-algebras. 
(i) We say that m satisfies the identijcation condition w.r. t. f when m(f (K)) fl 
m(A - f(K)) = 0 and the restriction of m to A - f(K) is injective. 
(ii) We say that m satisfies the dangling condition w. r. t. f when m(A - f(K)) is 
an initial segment of D. 
(iii) We say that m satisfies the gluing condition w.r. t f when it satisfies both the 
dangling and the identification conditions. 
Notice that if m is a closed homomorphism then it always satisfies the relative 
closedness condition (Definition 8(iii)) w.r.t any homomorphism f, so it makes no 
sense to include it in the gluing condition for closed homomorphisms. 
Corollary 22. (a) Let 
f 
K-A 
9 
I I 
m 
B-D 
d 
be a pushout square in C-Algr. Then m satisjes the gluing condition w.r. t. f 
(b) Let f : K + A and m : A --) D be two closed homomorphisms of partial r- 
algebras such that m satisfies the gluing conditon w.r. t. f Let B be the relative 
subalgebra of D supported on B = (D - m(A)) U m( f (K)). Then B, together with 
the embedding d : B -+ D and the homomorphism g : K -+ B consisting of m o f 
considered as a homomorphism from K to B, is a pushout complement for f and m 
in C-Algr. 
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Proof. Point (a) is a direct consequence of Propositions 9 and 19. As to point (b), we 
have seen in Proposition 10 that the gluing condition for m w.r.t. f implies that 
f 
K-A 
9 ! ! m 
B------tD 
d 
is a pushout square in Algr. In this square, f and m are closed by hypothesis, d is 
closed because B is a closed subalgebra of D, and since f and m are closed, m o f 
is also closed and therefore g too. Thus, by Proposition 19 it is also a pushout square 
in C-Algr. 0 
As in the plain case, in general, this pushout complement of f and m need not 
be unique (cf. Example 11(b)), but from Proposition 14 we obtain the following 
result. 
Corollary 23. Let f : K+A and m : A-+D be two closed homomorphisms of partial 
r-algebras such that m satisjies the gluing condition W.I. t. f. If f is a mono- 
morphism then the pushout complement of f : K 4 A and m : A 4 D is unique 
up to isomorphism, in the sense of Proposition 14. 
We can give now the following definition 
Definition 24. Let 
P=(L&K1,R) 
be a production rule C-Alg, and let m : L + G be a closed homomorphism of partial 
r-algebras satisfying the gluing condition w.r.t. 1 (Definition 21). Let D, together with 
homomorphisms d: D + G and g:K -+ D, be the pushout complement of 1 and m 
described in Proposition 22(b); we shall call it the context algebra of the application 
of rule P to G through m. 
Let now H, together with homomorphisms g’ : R + H and Y’ : D -+ H be the pushout 
of r:K+R and g:K+D. 
I r 
L-K-R 
-1 1 1 
G+----D-H 
d r’ 
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We shall say that H is the derived partial r-algebra of G by the application of 
rule P through m. 
In this case, the derived partial r-algebra H is obtained in the following way: 
1. Remove from G,, s E S, all elements that are images under m, of elements y 
of L, that do not belong to Z,(K,). 
The gluing condition guarantees that this yields a closed subalgebra D of G con- 
taining m(l(K)). Such D is the context algebra in the application of P to G. 
2. Add R to D, by forming first the coproduct D + R and then identifying in this 
coproduct all images of elements of K by r and m o 2 (actually, by means of the least 
equivalence relation containing all pairs (r,(z), m,( Z,(z))), for every s E S and z E KS). 
Remark. From Propositions 19 and 22(b) we deduce that if P is a production rule 
in C-Alg, that can be applied to G through a closed homomorphism m, then the 
corresponding derived partial r-algebras in C-Alg, and in Alg, (understanding P as a 
production rule in Alg,) are the same. 
Rephrasing Proposition 17 and Corollary 18 we obtain now: 
Corollary 25. Given any production rule P = (L L K I, R) in C-Alg,, there is 
a production rule PC = (L k K, 2 R,) in C-Alg,, with I, the embedding of K, 
into L as a closed subalgebra, such that for every closed homomorphism m : L + G, 
the derived partial P-algebras of G by the application of P and PC through m are the 
same. 
Corollary 26. Let 
P=(Lef-K:R) 
be a production rule in C-Alg,. with I injective and let m : L + G be a closed homo- 
morphism of partial P-algebras satisfying the gluing condition w.r. t. 1. Let H’ be a 
partial P-algebra for which there exists a double-pushout diagram 
1 r 
L-K-R 
G-D/-H’ 
d’ r” 
Then H’ is isomorphic to the derived partial P-algebra H of G by P through m. 
Remark. Rephrasing the remark after Corollary 18, we obtain the following fact about 
the derived partial r-algebra H defined in Definition 24: 
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(a) Let I : K -+ L and m : L -+ G be two closed homomorphisms of partial r-algebras 
such that m satisfies the gluing condition w.r.t. 1, and let D be the pushout complement 
of I and m described in Proposition 22(b), together with the closed homomorphism 
g : K + D and the inclusion as closed subalgebra d : D --f G. 
Let D’, together with homomorphisms f : K + D’ and d’ : D’ + G, be another pushout 
complement of I and m. Then there exists a (unique) closed homomorphism h : D’ -+ D 
such that d o h = d’ and h o f = g, and such h is stujective. 
(b) Let 
P=(LkK:R) 
be a production rule in C-Alg,, let m : L + G be a closed homomorphism of partial 
r-algebras satisfying the gluing condition w.r.t. 1 and let H be the derived partial 
r-algebra of G by the application of P through m, as in Definition 24. 
For every partial r-algebra H’ for which there exists a double-pushout diagram in 
C-Alg, 
1 r 
L-K-R 
G +----D/-H’ 
d’ r” 
there exists a closed and sutjective homomorphism h’ : H’ + H such that h’ or” of = 
r’ o g and h’ o f’ = g’, 
Moreover, such h’ is the unique closed homomorphism such that, if h : D’ + D is 
the unique closed homomorphism obtained in point (a) then h’ o r” = r’ o h. 
So, in general we can consider such derived partial r-algebra in C-Alg, as the least 
possible result of the application of rule P to G through morphism m. 
4. HLR conditions 
A system of double-pushout production A-rules may (or may not) satisfy several 
properties, depending on the category where the transformation takes place and on the 
class Jz’ of morphisms. In order to guarantee some properties, as for example local 
Church-Rosser theorems or concurrency theorems, certain simpler technical sufficient 
conditions, known generically as HLR conditions have been introduced in the literature. 
For the convenience of the reader, in Appendix B we recall these HLR conditions; 
see [ 1 l] for a recent survey on this topic. 
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In this section we investigate which HLR conditions are satisfied by both double- 
pushout transformation systems of unary partial algebras introduced in this article, 
relative to different classes of homomorphisms. 
All along this section we shall assume, once again, that r = (S,Q, q) is a graph 
structure with B # 0. 
Let us consider first the case of the general double-pushout production rules systems 
in Alg, and C-Alg,, with no restriction on the homomorphisms used. Let &‘ and %Z 
denote respectively the classes of all homomorphisms and of all closed homomorphisms 
of partial r-algebras. 
Proposition 27. All pairs (Algr, X), (Alg,, ‘G&Y?) and (C-Alg,, %s?) satisfy condi- 
tions HLRO.5 and HLRP but they do not satisfy conditions either HLRO.S* or 
HLR1 or HLRE 
Proof. We know from [5] that both Alg, and C-Alg, are complete and co-complete, 
and therefore both (Alg,,X) and (C-Alg,,G2%) satisfy HLRP and HLROS (it is clear 
that they satisfy the “Inheritance of A-morphisms under pushouts” property). 
On the other hand, all three pairs clearly do not satisfy the “Monomorphism prop- 
erty”, and therefore they do not satisfy condition HLRO.S* either. Let us show by means 
of an example that they do not satisfy the “A-pushout-pullback decomposition” prop- 
erty, and therefore that they do not satisfy conditions HLRl and HLRE, either. The 
example actually only concerns sets and mappings among them, to be understood later 
as discrete r-algebras, for any graph structure, r, and (closed) homomorphisms among 
them. 
Let 
a’!! = {xl,~Z,x3}, B = {Yl,Y2>Y3,Y4), C = D = {q,z2}, 
E = {tl,tz)r F = {u) 
and consider the diagram 
f h 
A-B-E 
C-D-F 
f’ h’ 
with mappings given by 
ml 1 = Yl> j-(x2) = y2, “0x3) = Y3 
4~1) = My21 = tl, KY~) = h(y4) = t2 
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S(Xl) = Zl, g(x2) = g(x3 ) = z2 
S’(Y1) = g’(y4) = Zl, g’(y2) = g’(y3) = z2 
f’ = Id{,,,+ g”(Q) = g”(t2) = u, h’(z,) = h’(Z2) = u 
It is not difficult to check that (1) + (2) is a pushout square (in the category of 
sets with usual total mappings) and (2) is a pullback square, while (1) is not a 
pushout square (actually, the pushout object of f and g should have three 
elements). 
Now, and as we have mentioned, although this diagram only involves sets and 
mappings of sets, and the pushouts and pullbacks are taken in the usual category of 
sets, we can consider it as involving discrete r-algebras and closed homomorphisms 
among them, and it turns out that the pushouts and pullbacks as sets are also pushouts 
and pullbacks in Alg, as well as in C-Alg,. 0 
Let us consider now the cases of JZ being different classes of monomorphisms. 
Let A,,,, Af and J& denote, respectively, the classes of plain, full and closed mono- 
morphisms (roughly, the classes of embeddings of weak subalgebras, relative sub- 
algebras and closed subalgebras, respectively). 
Proposition 28. Neither (Alg,,&‘,,,) nor (Alg,,JCC’) satisfy HLROS. 
Proof. We give an example showing that the pair (Alg,, A_) does not satisfy the 
“inheritance of &‘-morphisms under pushouts” property. The same example will also 
work for (Alg,,&). 
Let r be a graph structure and let cp E Q with I = (s,s’). Let K be a discrete 
r-algebra with carrier K given by KS = {x0,x1} and Kt = 0 if t # s. Let A be 
a partial r-algebra with carrier A given by A, = {ao,ai}, A,/ = (~2) (if s = S’ then 
A, = {ao,al,a2}) and At = 8 if t # s,s’, and with all operations in s2 discrete except 
q*, which is given by cp*(ao) = cp*(ui) = ~2. 
Let B be a partial r-algebra with carrier B given by B, = {bo, bl}, B,I = (b2, b3) 
(again, ifs = s’ then B, = {bo, bl, b2, b3)) and B, = 0 if t # s,s’, and with all operations 
in s2 discrete except cpB, which is given by cpB(bo) = b2 and qB(bl) = b3. 
Let f :K-+A and g:K-+B be given by 
x0 b-b a0 xo ++ h 
Xl H a1 x1 ++ bl 
Both f and g are full and injective homomorphisms. Let now D, together with homo- 
morphisms f’ : B + D and g’ : A -+ D, be the pushout of f and g. A direct computation 
shows that fi,(bz) = fi,(b3), and therefore f’ is not injective. 0 
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Since the condition HLRP only depends on the category, and not on the class &Z, 
both (Alg,, A,+,) and (Alg,, _&“) satisfy HLRP (cf. the previous proposition). 
Proposition 29. Both (Alg,,&) and (C-Alg,,&) satisfy condition HLR2* 
Proof. Since the pushouts (respectively, pullbacks) in Alg, of closed homomorphisms 
are also pushouts (respectively, pullbacks) in C-Alg,, it is enough to prove that 
(Alg,, J%$) satisfies condition HLR2*. 
We know that Algr is complete and co-complete, and, by Lemma 13 and Proposi- 
tion 14, (Alg,, J.&) satisfies the “inheritance of A-morphisms under pushouts” and the 
“uniqueness of pushout complement” properties. Moreover, the composition of closed 
and injective homomorphisms is again closed and injective. Furthermore, [2, 4.2.4.(ii)J 
states essentially that this pair satisfies the “inheritance of A-morphisms under pull- 
backs” property. 
Therefore, in order to prove that (Alg,, J&) satisfies HRL2*, it remains to prove 
that it satisfies the following properties: 
l A-pushouts are pullbacks 
l ,,&!-pushout-pullback decomposition 
l Twisted-triple-pushout property 
l Cube-pushout-pullback lemma 
The proofs of these properties are quite similar: to prove that some square is a 
pushout (respectively, a pullback), we prove that the universal homomorphism from 
the actual pushout object (respectively, to the actual pullback object) to the object-to-be- 
pushout (respectively, from the object-to-be-pullback) is an isomorphism, by performing 
some elementary diagram chasing and using explicit descriptions of the objects that 
we know are pushouts or pullbacks by hypothesis. In the sequel we prove in detail the 
first three properties, and we leave the fourth one to the reader. 
l (Alg,, J&) satisJies the “A’-pushouts are pullbacks” property. 
Let 
f 
K-A 
B-D 
f ’ 
be a pushout square in Alg,, with f and g closed monomorphisms. By Lemma 13 
both f’ and g’ are closed monomorphisms. Without any loss of generality we may 
assume that D = (A + B)/Q(K), and by Lemma 12 we have that, f and g being closed 
monomorphisms, 
e(K), = {(fs(x),&)) Ix=,) U {(g,(x),.!&)) IxE&} U &,uB,, SE,% 
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Now let P, together with the (closed) homomorphisms f~ : P + A and gl : P -+ B, be 
the pullback of f’ and g’ in Alg,, which is the same as the pullback in C-Alg,. The 
pullback object P can be taken to be the closed subalgebra of A x B supported on 
P, = {(a,b)EA, x 4 I s;(a) = f,‘(b)), sES 
and from the previous description of B(K) we deduce that 
P, = {(fs(x),ss(~))~& x & lx~&I, SEX 
Then the closed homomorphism 
(f,s)s:&+P, 
x H US(X)? s&r)) 
(f, g) : K -+ P given by 
which exists because of the universal property of pullbacks in C-Alg,, is surjective, 
and it is clearly injective because both f and g are injective. Therefore, it is an 
isomorphism, which entails that the pushout square is also a pullback square. 
l (Alg,, J&) satisfies the “.A-pushout-pullback decomposition” property. 
Let 
f h 
A-P-B 
C-D------tE 
f ’ h’ 
be a commutative diagram in Alg, such that (1) + (2) is a pushout square, (2) is a 
pullback square and g, g’, g”, h, h’ are closed monomorphisms. We must prove that (1) 
is a pushout square. 
Without any loss of generality we may assume that E = (B + C)/~(A), with 
‘%A), = {(hs(fs(a)), ss(a)) I a ~41 u {(da>, WXa))) I a l L) 
u {kIda), ss@>) I a,a’~& h(.tXa)) = Mfs@‘))) u &,uc,, SES 
by Lemma 12. 
Let now F = (P + C)/~(A), be the pushout object of f and g, where 
Q(A): = {Ma), gs(a)) I a l &I u {@s(a), _Ma)) I a E&I 
u {bIdah ss(a’)) I &a’-&, ./i(e) = Ma’)} u &gJc,, SES 
again by Lemma 12. The universal property of pushouts implies the existence of a 
homomorphism 
r : (P + C>/,,,,, --f D 
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given by 
rs(x) = 
i 
g;(P) if x = [P]QAQ for some pGPS 
f,‘(c) if x = [C]Q(AX, for some cEC, 
It is enough to show now that such r is an isomorphism. 
Let us prove first of all that it is injective. Roughly, if one considers P as a sub- 
algebra of B and D then the non-trivial parts of B(A), and B(A): become the same, 
showing that r has to be injective. More in detail, let X,X/E& = (PS + CS)/s(~jl such 
that rS(x) = rS(x’). We must distinguish three cases. 
_ If x = [pls(~); and x’ = [p’le(a);, for some p, p’ E P, then g:(p) = gi(p’) and 
this implies that p = p’ (and a fortiori that x = x’) because g’ is injective by 
hypothesis. 
- If x = [C]@(A); and x’ = [c’]o(A~, for some c,c’ E C, then f,‘(c) = &‘(c’) and 
then hi(&‘(c)) = h:(f,‘(c’)); therefore, (c,c’) E B(A),. From the description of 
B(A), we deduce that either c = c’ (and therefore x = x’) or there exist some 
a,a’ EA, with hs(fs(a)) = /~~(_&(a’)) and c = g$(a), c’ = gs(a’). But in this case, 
since h is injective by hypothesis, we have that fs(u) = fs(u’) and therefore that 
(c, c’) E B(A):, i.e., x = n’ too. 
- If x = [C]@(A); and x’ = [p]s(~);, for some c E C, and p E P, then x(c) = 
g:(p) and then h:(f,‘(c)) = h&7:(p)) = g:@,(p)); therefore (c,~(P>>E &A),. 
The description of B(A), implies that there exists some u&4, such that c = gJu) 
and h,(p) = h,(fS(u)). But since h is injective by hypothesis, this implies that 
p = fs(u) and then (c, p) E O(A):, i.e., x = x’. 
Let us prove now that r is surjective. Let d ED,, s E S, and consider h:(d) E E,. 
Since g” and h’ o f’ are jointly surjective, there is either some b E B, such that 
h:(d) = g:(b) or some c E C, such that h:(d) = hi(f,‘(c)). In the first case, since 
(2) is a pullback square and from the special construction of pullbacks, and since we 
have hi(d) = g:(b), there is some p EP, such that b = h,(p) and d = g:(p), so that 
d = r,([p]e(Aj;). In the second case, the injectivity of h’ implies that d = f,‘(c), and 
therefore d = rs([c]@(A);). 
Let us prove finally that r is closed. Let cp E Q with w( cp) = s and let x E F, such that 
r,(n) E dom 4oD. If x = [ple(~);, for some p EP,, then g:(p) ~dom qD and, since g’ is 
closed, p E dom (pp and a fortiori x E dom cpF. And if x = [c]s(~);, for some c E C,, then 
f,‘(c) E dom (Pi and then hi( x(c)) E dom cp E. By Lemma 7(iv), this implies that there 
exists either some c’ E dom (pc such that hi( f;(c)) = h:( &‘(c’)) or some b E dom (Pi 
such that hi(f,‘(c)) = g:(b). 
In the first case f;(c) = fi(c’) and therefore rS(x) = rs([c’]Q(A);), and since r is 
injective, x = [c’]Q(A); E dom qF. In the second case, by Lemma 7(ii) (and recalling 
that h is a closed monomorphism) there is some p E dom qp such that b = h,(p) and 
therefore h:(f,‘(c)) = gz(h,(p)) = h:(gi(p)), which implies that f,‘(c) = g:(p), i.e., 
rS(x) = rS([p]&A);). Then the injectivity of r implies again that x = [P]@(A); Edom qF. 
a (Alg,, AC) satisfies the “Twisted-triple-pushout property”. 
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C---+D-C’ 
f’ 
I 1 
h’ 
P (2) PI 
E-F 
f” 
be a commutative diagram in 
(1) + (2) is a pushout square, 
the diagram 
h 
A’-B 
Alg, such that f, f ', f" are closed monomorphisms, 
(2) is a pullback square, (3) is a pushout square and 
C’---+F 
p’oh’ 
is a pullback square. We must prove that (1) is a pushout square. Notice that this, 
together with (1) + (2) being also a pushout square, entails that (2) is a pushout 
square too. 
Let P = (B + C)/Q,,J, be the pushout object of f and g, where 
@A): = {(fs(a)> gs(a)) I a ~4) u {(ss(a>,fs(a)) I a ~41 
{u-i(~>~ _fa’>> I a,a’E& ss(a) = s,(d) u &,uc,, SEX 
The universal property of pushouts implies the existence of a homomorphism 
r:P=(B+C)/ecAj, -+D 
given by 
rs(x) = 
i 
g:(b) if x = [b]e(~);, for some bE B, 
S;(c) if x = [c]e(~);. for some c E C, 
It is enough to show now that such r is an isomorphism. 
Let us first prove that r is injective. Let x,x’ E P, = (Bs + C,)/~(A); such that 
r&x) = r&x’). We must distinguish three cases. 
- If x = [c]~(A); and x’ = [c']Q(A); with c,c’ E C, then f;(c) = fi(c’) and therefore 
c = c’, and a fortiori x = 2, because f’ is injective. 
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- If x = [b]o(~); and x’ = [b’]e(a); with b, b’ E B, then g:(b) = g:(b’) and then 
p&$(b)) = p:(g:(b’)). This means that [b]o(Ajy = [b’]o(A),, where B(A) is the 
congruence on B + E given by 
@AIs = {(fs(a>, p&s(a))) I a%) u {(pdgs(~)),.M~)) Ia~Azl 
~(.f+>di@‘)) 1 &a’E& P&Ida)) = Pdgs(a’))) u AB,UE, 
Therefore, if b # b’ then there exist some a,~’ E A, such that b = fs(u), b’ = 
fs(u’) and p,(g,(u)) = ps(gs(u’)). Then we have that f,(gs(u)) = fs’(gs(u’)) which 
implies, because of the injectivity of f’, that gs(u) = gs(u’) and, by the description 
Of B(A)‘, that x = [b]o(A); = [b’]e(A); = x’. 
- If x = [b]s(A); and x’ = [c]~(A); with bE B, and c E C, then g;(b) = f;(c) and then 
&i(b)) = pi(f,‘(c)) = f,“(p$(c)). This means that [No(A), = his,, and 
therefore that there exists some a E A, such that b = &(a) and ps(c) = p,(g,(a)). 
But then f;(c) = g:(b) = f,‘(gJu)) and the injectivity of f’ entails that c = gs(u), 
and therefore that x = [b]o(Aj; = [c]Q(A); = x’. 
Let us prove now that r is surjective. To do that, notice that since (3) is a pushout 
square, D = (B + C’)/Q,A~, where @A’) is the least congruence on B + C’ containing 
({(&(a’),g!(a’)) I a’EA:))sES. So let d E 0,. There are two cases to be considered. 
- If d = [b]e(A/), for some bGB, then d = g;(b) = r,([b]e(A);). 
- If d = [c’]~(A!), for some c’ E Ci then pi(d) = pi(hi(c’)) E F, = B, + E3/@(A), and 
there are again two cases to be considered. 
* If pi(hi(c’)) = pi(gi(b)), for some b E B,, then there is some a’ EA: such that 
b = h,(u’) and c’ = gF(u’) (because A’, together with h : A’ -+ B and g”: A’ -+ C’ 
is the pullback of p’ o g’ and p’ oh’) and therefore (b, c’) E &A’),, which implies 
that d = hi(c’) = g:(b) = rs([b]ecA);). 
* If pi(d) = pi(h:(c’)) = f,“(e) for some eEE, then, since (2) is a pullback square, 
there is some CEC, such that d = f,‘(c) and e = ps(c), and then d = rs([c]q~y). 
Finally, let us prove that r is closed. Let q E Q with w(q) = s and let XEP, such that 
rs(x) E dom (Pi. We have to consider two cases. 
- If x = [c]Q(A); with c E C,, so that rs(x) = f;(c), then, since f’ is closed, c E dom (pc 
and therefore x E dom cpp. 
- If x = [b]e(A); with b E B,, so that r$(x) = g:(b), then &g:(b)) E dom (Pi and by 
Lemma 7(iv) there exists either some e E dom (Pi such that pi(gi(b)) = f,‘(e) or 
some b’cdom vB such that &g;(b)) = pi(gi(b’)). 
In the first case, there is some c E C, such that f;(c) = g:(b) and ps(c) = e, and 
since f’ is closed we have that c E dom cp ‘. Moreover, since r, is bijective (as we 
have already proved), x = [c]e(A); and therefore x E dom cpp. 
In the second case, there are some a,~’ E A, such that fs(u) = b, fs(u’) = 6’ 
and p,(g,(a)) = p,(g,(a’)). In particular, f,‘(gs(a)) = g;(b) and this implies on the 
one hand that gs(u) E dom qpc (because f’ is closed) and on the other hand that 
x = [gs(a)]B(A’), (because r is bijective), from which we deduce that x E dom cp’. 
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This ends the proof that Y is an isomorphism, and therefore that (1) is a push- 
out. 0 
Proposition 30. Both (Alg,, &&) and (C-Alg,,&) satisfy condition HLRI W.Y. t. 
0 = Z& and Co = 922, respectively. 
Proof. It is enough to prove it for (Alg,,&) w.r.t. Co = .X 
Let d : B -+ D be a homomorphism of partial r-algebras. Let us recall first of all 
that if 
9 
A-C 
i 
I I 
.i (*) 
B-D 
d 
is a pushout square in Alg, with iE A$ then jE&$ too, by Lemma 13. Moreover, we 
know from the gluing condition, which holds by Proposition 9, that for IA = B - i(A), 
which is an initial segment of B, one has 
(Gl) d(l, is injective. 
(G2) d(ZA)nd(B-IA)=‘& 
(G3) d(IA) is an initial segment of D. 
(G4) If by (1~)~ and d,(b)Edom (Pi then bedom cpB, for any PE Q with w(q) = s. 
We know from Proposition 14 that C is, up to isomorphism, the closed subalgebra 
of D supported on D - d(ZA), j is the closed monomorphism corresponding to the 
embedding of this subalgebra and g is d o i, considered with codomain C. 
Let now $ be the set of all initial segments of B satisfying (Gl )-(G4). Such f is 
non-empty, because 0 E 2. Let Ia = UrEY I. Since initial segments are closed under 
union, we have that Za is an initial segment, and it is straightforward to prove that Zc 
satisfies (Gl)-(G4). 
Let then A0 = B -lo, which is a closed subset of B, let & be the closed subalgebra 
of B supported on it and let io : A0 -+ B be the corresponding embedding. Let CO = 
D - d(Io), which is also a closed subset of D, let CO be the closed subalgebra of 
D supported on it and let jo : CO + D be the corresponding embedding. Let finally 
go : A0 -+ CO be the restriction of d to A 0, considered as a homomorphism from A0 
to CO. By Proposition 10 and (Gl)-(G4) we know that 
Ao 
90 ----co 
i0 I I io (**I 
B-D 
d 
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is a pushout square in Alg,, with ia E MC. We claim that it is initial w.r.t. pushouts 
(*) over d : B + C with left-hand side vertical homomorphism in AC. 
So consider again the generic pushout (*) over d given above, with iE Jll,. Without 
any loss of generality, we may assume that i and j are the embeddings of A and C 
into B and D, respectively, as closed subalgebras, and therefore A G B and C &D. 
Since by construction IA GZa and d(ZA) & d(Zo), we have closed embeddings 
iA : A0 -+ A and jA : CO L) C, and these are clearly the only homomorphisms such 
that io = i o iA and ja = j o jA. It remains to check that 
90 ! I 9 
co--+ c 
j.4 
(***I 
is a pushout square in Alg,. To do that, it is enough to check that g satisfies the gluing 
condition w.r.t. iA and that CO, together with go and jA, is the pushout complement of 
iA and g described in Proposition 10. 
Notice first of all that A - A0 = ZO - ZA (where IA = B - A) and that, because of 
properties (Gl) and (G2) for ZA 
g(A - Ao) = d(Zo - ZA) = d(Zo) - d(ZA). 
Now, it is clear that g satisfies the identification condition w.r.t. iA, because on the 
one hand the injectivity of dJI, implies the injectivity of &_A0 = dj~,_~, and on the 
other hand 
On the other hand, g satisfies the dangling condition w.r.t. iA, because if c E C, 
is such that c E dom (pc and cpc(c) E ~,,((ZO)~,) - ~,,((ZA)~, ), for some cp E s2 with 
?(cp) = (&sI), then cEd,((Za),) n C, = &((ZoL) - d,((ZA),). 
Finally, g satisfies the relative closedness condition w.r.t. iA, because if a E A, - (Ao)~ 
is such that gs(a) E dom (pc, for some cp E Q with w(q) = s, then a EZO and d,(i,(a)) E 
dom (Pi and therefore a E dom cpB, and since A is a closed subalgebra of B, we have 
a fortiori that a E dom rp*. 
We have then that g satisfies the gluing condition w.r.t. iA. Since jA is the closed 
embedding of CO into C, since go is the restriction of d, and therefore of g, to A0 and 
is considered as a homomorphism into CO, and since one has the equality 
(C - g(A)) U g(Ao) = C - g(A - Ao) = C - (4Zo) - d(ZA)) 
= (D - d(ZA)) - (d(Zo) - d(ZA)) = D - d(Zo) = Co, 
we conclude by Proposition 10 that (* * *) is indeed a pushout square. 
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This finishes the proof that (w) is an initial pushout w.r.t. pushouts (*) over 
d : B A D with i E A%‘~ and thus, since d was any homomorphism, that (Alg,, =I&,> 
satisfies condition HLRI w.r.t. 0 = X. 0 
Remark. The same argument can be used to prove that the category of labeled graphs, 
taking J& to be the class of all injective graph morphisms, satisfies condition HLRI 
w.r.t. the class Co of all graph morphisms. This generalizes [12, 7.21, where it is proved 
taking 0 only as the class of injective graph morphisms. 
Remark. Since condition HLRI has been used so far only in connection with condi- 
tion HLR2*, we do not consider here this property for the other pairs dealt with in 
Propositions 27 and 28. Anyway, it is not difficult to check that no one of them satisfies 
it, even w.r.t. 6 = & 
5. Conclusions 
The double-pushout approach to graph transformation is extended in this article to 
the algebraic transformation of partial many-sorted unary algebras; i.e., for r any graph 
structure. The algebraic characterization is developed in the category Alg,, which has 
all partial r-algebras as objects and all homomorphisms of partial r-algebras as mor- 
phisms, and in the category C-Alg,, which has all partial r-algebras as objects but 
only closed homomorphisms of partial r-algebras as morphisms. Such an algebraic 
characterization is accompanied by an operational characterization, which may serve as 
a basis for implementation, 
These categories of partial many-sorted unary algebras are also classified with re- 
spect to satisfaction of HLR conditions, where different classes J& of morphisms are 
considered. The classification is summarized in the following table, where a + entry 
means that the category W satisfies the HLR condition with respect to the class of 
morphisms & and a - entry means that it does not. 
v A 0 0.5 os* 1 1.5 1’ 2 2* E I P 
Ak, Homomorphism Plain + + - - - - - - - - + 
Closed + + - - - - - - - - + 
Monomorphism Plain + _ _ _ _ _ _ _ _ _ + 
Full +- ---___-_+ 
Closed + + + + + + + + + + + 
C-A& Homomorphism Closed + + - - - - - - - - + 
Monomorphism Closed + + + + + + + + + + + 
The HLR conditions satisfied by a pair (Q?, J%‘) entail the satisfaction of differ- 
ent rewriting theorems concerning confluence, parallelism and concurrency by double- 
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pushout transformation systems in %? formed by production rules P = (L cf_K 5 R) 
with both morphisms I and r in J&. This entailment is globally summarized in [l 1, 
Table 3.11. 
According to it, double-pushout transformation in Alg, and C-Alg, using production 
rules with both I and r closed and injective homomorphisms satisfies the same good 
properties as double-pushout graph transformation using rules with both morphisms 
injective: local Church-Rosser theorems I and II, parallelism theorems, canonical de- 
pendency relation lemma, concurrency theorem, existence and uniqueness of canoni- 
cal derivations, static and dynamic parallel derivation theorems, embedding theorems 
I, II and III, distributed parallelism theorem, fusion compatibility theorem, etc., while 
double-pushout transformation in Alg, and C-Alg, using general production rules (i.e., 
without any further assumption on I and r) satisfies at least the static and dynamic 
parallel derivation theorems. See [ 1 I] and the references therein for the formulations 
of these results. 
Let us finally mention that our results (especially Proposition 17 and Corollary 25) 
motivate the study of HLR conditions for “mixed” production rules, with left-hand side 
morphism in a class Jti! of monomorphisms and general right-hand side morphism. To 
our knowledge, this has not been considered yet in the HLR literature. 
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Appendix A. A partial algebras primer 
Our main target readership are people interested primarily in graph grammars, in 
principle without any previous good knowledge of partial algebras theory. In order to 
help them read this article, we devote this appendix to introduce some of the basic 
notations and definitions about partial algebras we shall use in this article and its 
sequels (the concepts specifically related to partial homomorphisms of partial algebras 
shall be introduced in the second part [4]). 
Although in these articles we shall be concerned only with unary partial alge- 
bras (i.e., whose operations are applied to single elements), for pedagogical reasons 
we deal in this appendix with finitary partial algebras (i.e., whose operations are 
applied to finite tuples of elements), although perhaps with infinitely many 
operations. 
Except for some notations and conventions, the material included here is standard. 
In this way, the knowledgeable reader may skip perfectly this appendix, looking it up 
only when needed. On the other hand, the reader interested in further information on 
the concepts introduced herein, or in other important concepts not considered here, may 
look up [2], or the same author’s recent survey [3]. 
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A. 1. Signatures 
The notion of signature in partial algebras theory is the same as the corresponding 
notion in total algebras theory. 
A signature (or type of algebras) will be a triple C = (S, 52, q) where 
l S is a non-empty set, whose elements are called sorts; we shall always assume S 
totally ordered (only to the effect of defining unambiguously some words in S*, the 
set of finite words over S). 
l D is a set, whose elements are called operation symbols, or simply operations. 
l 9 : D + S* x S is a mapping, called the arity mapping, satisfying the following 
condition: for every cp E CC?, q(q) = (w(q), a(q)) ES* x S, with w(q) either 1 (the 
empty word) or of the form w(q) = sy’ . . . $ with p > 1, st < . . . < sp, and ni > 0 
for all i = 1 , . . . , p. We shall call a(q) the sort of cp. 
Throughout this article, whenever we consider a word in S* of the form ~1’ . . .s? 
we shall understand implicitly that st < . . . < sp, and n1, . . . , nP > 0. 
We shall say that an operation cp is ndary when w(q) = il. We shall say that an 
operation cp is unary when w(q) = s, for some s ES. 
A signature C is said to be a graph structure (cf. [9]) when all operations in it are 
unary. 
A.2. S-sets 
Let C = (S, Q, r) be a signature. By an S-set we understand an S-indexed family of 
sets A = (As)sEs, i.e., an element of the slice category of sets Sets/S. We shall call 
each A, the carrier of A of sort s. 
An S-set A = (A,)sEs is said to be jinite when lJsES A, is finite. 
A mapping of S-sets from an S-set A = (As)sEs to an S-set B = (B,)sEs is an 
S-indexed family of mappings fs : A, + B,, s ES. 
Given an S-set A = (A,)sEs and a word w E S*, let 
AW = 
{ 
I’] if w = ,? (the empty word) 
A,, x ... x A,” if w =st . ..s. 
Let us fix for the rest of this article an S-set 5? = (?&))sEs of variables, disjoint with 
52, and with ,C& = {qn 1 n > 1) countably infinite for every s E S. 
We shall call an initial segment of X any (S-)subset Y & E such that for every s E S, 
the set Ys is an initial segment of Z-S w.r.t. the order on .?& given by the subscripts 
(i.e., if x~,~ EYE then x,,i EYE for every i Gn). 
Let Y be a finite initial segment of 3, i.e., such that either YX = 0 for each s ES 
or there exist st,...,s,ES, with s1 <... <sP, such that Ys = 0 ifs $ {st,...,+,} and 
Ys, = {%L,l,...A.,), Iii > 0 
for i = l,..., p. In the first case, set w(Y) = 2, and in the second case set w(Y) = 
s’fl . ..sT. 
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A.3. Partial algebras 
Let C = (S, s2, q) be a signature. A partial C-algebra A will be a structure A = 
(A,((P*),EQ), where 
l A = (A,)sEs is an S-set, called the carrier of the algebra; for every s ES, the set 
A, is called the carrier of sort s of the algebra. Some of these carriers (even all of 
them) may be empty. 
l For every q~ E 52, qA : A”‘(Q) -+ A,(,) is a partial mapping, usually called the realiza- 
tion on A of the operation rp. In this article, and in order to simplify the notations, 
we shall usually talk about “operations on A” rather than about “realizations on A 
of operations”. 
We shall denote by dom (P* C A”‘(q) the domain of the partial mapping cp*. 
An operation (P* on a partial algebra A is said to be discrete when its domain is 
empty, and total when it is a total mapping. A partial C-algebra is said to be discrete 
(respectively, total) when all operations on it are discrete (respectively, tota13). We 
shall generically refer by a unary partial algebra to a partial r-algebra, for r any 
graph structure. 
Given a nullary operation cp E s2 and an element a E AOcqp), for simplicity we shall 
write (P* = a to denote that (P* is dejined, i.e., that dom (P* = {0}, and q*(0) = a E 
A c(cp). 
Given a partial algebra denoted by a capital letter in boldface type (A, B, etc.), 
we shall always denote, unless otherwise stated, its carrier (S-set) by the same capital 
letter, but in slanted type (A,B, etc.), and its carrier of a given sort by the same capital 
letter in slanted type, but with the sort as a subscript (A,,&, etc.). 
A.4. Terms 
Given any S-set ?Y = (9%)lsE~ 
of C-terms with variables in +Y 
l If YE?% then YE rr(%)s. 
of variables, we define by recurrence the S-set Tz(CV) 
as follows: 
l If qo~Q with q(q) = (1,s) then ~ET~(CQ. 
l If cp E Q with a = (~1’. . $‘,s) and if, for every i = 1,. . . , p, we have C-terms 
t ,,,l,...,ts,,n,ETZ(~),i then cp(ts,,l,...,ts,,,,,...,ts,,l,...,ts,,,)ET~(~),. 
We shall call the Z-terms t in Tr(CQ terms of sort s, and we shall denote it by 
writing o(t) = s. 
For the purposes of this article, we shall restrict ourselves in the sequel to the case 
when Y is an initial segment of the set % fixed in Section A.2, so that by a set of 
variables we shall understand henceforth such an initial segment. 
Given a term t E Tz(?P), we define its S-set of variables, var(t), by recurrence in 
the following way: 
l Ift=x,,,E’%Y,E, thevar(t),={x,,i,...,x,,,} andvar(t),, =0 foranys’#s. 
l If t = cp, with cp E Q nullary, then var(t), = 0 for each s ES. 
3 Of course, a total partial C-algebra is a total Z-algebra in the usual sense. 
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l Ift = (P(ts,,l,...,fS,,n,,...,ts,,l, . . . , fsp,n,) for some cp E s2 with r](q) = (~7’ . , . s?) 
and if h,,l,..., t s,,n, E Tz(Y)~~ for every i = 1,. . . , p, then 
var(t)s = U v~(~S,,j)S, sgs 
i = l,...,p 
j=l,_.,na 
The S-set var(t) is a finite initial segment of 3. We want to point out that var(t) 
is not the set of all variables “really occurring” in t, but the least initial segment of ?.X 
containing it. We shall usually denote w(var(t)) by simply w(t) (see end of Section 
A.2). 
Given a term t E Tz(Y),, for some set Y of variables, and a partial Z-algebra A, 
we define by recurrence a (partial) term function tArg :A”‘@‘) ---) A, as follows: 
l If t = Xs,i E YS C Z& then dom tA,g = k”(g) and tApq(a) = u,,i (the ith component 
of sort s of ~2) for any aEA”tg). 
l If t = q, for some cp E 52 with q(q) = (2, s) then 
dom tATg = 
Awcg) if (P* is defined 
0 if q* is not defined 
and if a~dorn tA,g then tA,g(a) = q* CA,. 
l If t = rp(t,,,, ,..., ts,,n ,,..., tsp,l ,..., t,,,) for some cp~s2 with V(P) = (s~‘...$‘,s) 
and, for every i = 1,. . . , p, ts,, 1 , . . . , &,, E TdWs, then 
. n dom f$t 
and (t:::(a), . . . , t$,t (a)) E dam (P* 
and if EE dom tA,g then tA,g(a) = cp*(t,4’?(&. . . , $::(a)). 
When the set Y of variables is clear or ‘irrelevant, we shall not indicate it in the 
superscript. Notice moreover that, independently of the set of variables Y, the partial 
mapping tA,g only operates on the argument’s entries corresponding to var(t), or even 
to a subset of it. 
Given a set Y of variables, we can define on Tz(Y) a structure of (total) C-algebra 
T&Y) in the following way: 
l if cp is a nullary operation of sort s then qTz(g) = cp~Tz(Y)~. 
l if cp is an operation of arity g(q) = (s:’ . . . sp, s) and 
(ts,,,,...,fs,,n,,...,fs,,l,...,fSp,np)ET~(Y)W((P) 
then 
cp c(g)(t,,,l,. . . , t s,,n,,..., Sp,l’...‘fS,,ilp) t 
= cp(ts,,l,...,t,,,,,,...,5,l,...,fsp,np)ET~(Y),(~) 
A. 5. Subalgebras 
For partial algebras, there are three main different types of subalgebras. 
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Let C = (S,Q, q) be a signature, and let A = (II,(~*),~Q) and B = (B,(~I~),~Q) 
be two partial C-algebras, with B, GA, for every SES. 
B is a weak subalgebra of A when it satisfies the following condition: if b E dom (Pi 
then b E dom (P* and cpB(&) = p*(b), for every cp E s1. 
B is a relative subalgebra of A when it is a weak subalgebra and it satisfies the 
following further condition: if &E dom (P* fl B”‘(q) and p*(b) E Bacrp) then b E dom cpB, 
for every cpES2. 
B is a closed subalgebra of A when it is a weak subalgebra and it satisfies the 
following further condition: if by dom (P* fl B”‘(p) then by dom cpB, for every cp E Q. 
In particular, if cp is a nullary operation with (P* = a then 
l If B is a weak subalgebra of A and aE B then (Pi may or may not be defined, but 
if it is defined then (Pi = a. 
l If B is a relative subalgebra of A and a E B then (Pi must be defined and qB = a. 
l If B is a closed subalgebra then (Pi must be defined and qB = a (and in particular 
a must belong to B). 
We shall say that a subset C c A is a closed subset of A when for every cp E a, if 
c E dom qA n C”‘(‘p) then V*(C) E CacQp). 
Notice that on every subset B of the carrier A of a partial algebra A we can define 
one, and only one, structure of partial algebra B such that it is a relative subalgebra 
of A (by taking (Pi = q* n (B’+‘(q) x B,(,)) for all rp E 51), while (in principle) we can 
define a lot of weak subalgebras of A with carrier B. On the other hand, on B we 
can define a structure of closed subalgebra of A only when it is a closed subset of 
A, and in this case this structure is unique, because it is the relative subalgebra of A 
supported on B. 
The closed subsets of a given partial algebra form a complete lattice with the usual 
inclusion; actually, it turns out that the intersection of an arbitrary family of closed 
subsets of a partial algebra is again a closed subset of it [2, 3.2.31. It allows to define 
the closed subset of an algebra A generated by a subset X &A as the least closed sub- 
set CA(X) of A containing X. The following description of the closed subset CA(X) 
generated by a subset X CA of a partial r-algebra A (with r a graph structure) will 
be useful: 
CA(X)~={~EA, [3tETr(LZ$ with w(t)=s’ and 3a’EXs/ such that a=t*(a’)} 
In the case of unary partial algebras, we can say more: the union of an arbitrary 
family of closed subsets of a unary partial algebra is again a closed subset (this is false 
in general for partial algebras of arbitrary signature). This guarantees the existence of 
the greatest closed subset of a unary partial algebra A, contained in a subset X&A 
(greatest closed subset that, for partial algebras of arbitrary signature, need not exist 
in general). Such greatest closed subset of A contained in X is, of course, the union 
of all closed subset of A contained in X. 
A subset I of A is an initial segment of A when it satisfies the following condition: 
for every cp E Q, if EE dom (P* and q*(a) EI,(,) then ~EZ~(V). 
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It is straightforward to check that the arbitrary union or intersection of initial segments 
is again an initial segment, and that if A is a partial unary algebra then I GA is an 
initial segment of A iff A - I is a closed subset of A. 
A.6 (Total) Homomorphisms of partial algebras 
Given a signature C = (S,sZ,n), a (plain) homomorphism from a partial C-algebra 
A = (A,(cpA),Ea) to a partial C-algebra B = (B,(cpB),Ea) is a mapping of S-sets 
f : A --f B such that for every operation cp E Q 
l if cp is nullary and (P* is defined then cpB is also defined and f&qp,(cpA) = cpB. 
l ifw(q)=s~‘...$ and 
then 
f(a) = (fs,(a,,,l),...,fs,(a,,,,,),...,f~~(a,,l),...,fs,(a,~,,,))Edomcp 
B 
and fb(qp,(cpA(a)) = cpB(f (a)). 
We denote the fact that f : A --f B is a homomorphism from A to B by writing 
f:A+B. 
Taking as objects all partial Z-algebras and as morphisms the homomorphisms, we 
obtain a category that we shall denote by Algr. 
Now, in the partial algebras setting there is another notion of homomorphism yielding 
a (different) category of partial C-algebras: 
A homomorphism f :A -+ B is closed when (with the previous notations) if f(a)~ 
dom cpB then a E dom cp*. Let C-Algz be the category of partial C-algebras with closed 
homomorphisms as morphisms. 
There is still a third usual type of homomorphisms, the fuZZ homomorphisms, half- 
way between plain and closed homomorphisms. A homomorphism f : A -+ B is full 
when (with the previous notations) if f(g) E dom qB and cpB( f (a)) E fO(qp)(Au(cp)) then 
there exists some d E dom (P* with f (a’) = f(a) and, of course, f~(qp,(qA(u’)) = 
qB(f(a)). Full homomorphisms are not closed under composition (but full and injec- 
tive, or full and surjective, homomorphisms are closed under composition). 
It is important to point out that, for partial algebras, being a bijective homomorphism 
does not imply being an isomorphism in Algr, as a bijective mapping from a discrete 
algebra to a total one shows. The isomorphisms of partial algebras are the closed 
bijective homomorphisms [2, Proposition 2.4.61. Moreover, in both Algr and C-Algr 
the monomorphisms are the corresponding injective homomorphisms, and in Algr the 
epimorphisms are the homomorphisms f : A -+ B such that C,(f(A)) = B, while in 
C-Algr they are exactly the surjective (closed) homomorphisms, because the image of 
a closed homomorphism f :A -+ B is a closed subalgebra of B. 
Notice that B is a weak (respectively, relative, closed) subalgebra of A when the 
corresponding inclusion is a homomorphism (respectively, full homomorphism, closed 
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homomorphism). Then, in Algz the “natural” subalgebras are the weak ones, while in 
C-AlgZ they are the closed ones. 
It is well known (cf. [2,5]) that the category Algx is always complete and co- 
complete, while it is proved in [5] that C-Algr is complete and co-complete iff the 
signature C is a graph structure. 4 Furthermore, it is proved in [lo] that Algz is not 
Cartesian closed unless 52 = 0, while C-Algz is Cartesian closed iff C is a graph structure, 
and in this case it is a Grothendieck topos. 
A. 7. Congruences 
As it is usual, a congruence on a partial algebra is an equivalence relation compatible 
with the algebraic structure. The extent of such compatibility allows to define two types 
of congruences on partial algebras. 
Let Z = (S, 0, n) be a signature, A = (A, (~*)~~a) a partial C-algebra and 0 CA x A 
an equivalence relation on the carrier A of this partial algebra (i.e., an S-indexed family 
(&),,s of equivalence relations, each 6, on the corresponding A,). 
The equivalence relation 0 is a (plain) congruence on A when it satisfies the fol- 
lowing condition: for every cp E Sz with w(q) = ~1’ . . . $, if 
a = (a,, , 1, . . . , asp,np ), b= C&l,..., bsp,np 1 E dam (P* 
are such that (a,,j, bs,,j)E e,,, i = 1,. . . , p, j = 1,. . . ,ni, then (q*(a), q*(b)) E QVp). 
(Notice in particular that nullary operations do not impose any condition on congru- 
ences.) 
A congruence 8 on A is closed when it satisfies the following further condition: for 
every (PEQ with w(q) =sy’ . ..$‘. if 
a = (a,,,l,...,a+,,Rp) E domcp 
A 
_ , b= (b,,,l,...J,,nJ EP(‘) 
are such that (aa,i, bsl,j) E e,,, i = 1,. . . , p, j = 1,. . .,ni, then b = (b,,,l,. . , b,,,) E 
dom cp*. 
These definitions of congruence and closed congruence can be rephrased by replacing 
everywhere the operations on A by arbitrary term functions on A. 
Given a congruence 6’ on a partial C-algebra A = (A,(v*),~Q), we define the 
quotient algebra 
Ale = (‘W, (cpAiR)@) 
(where (A/B),,s = A,/& for every s ES) in the following way: 
l If cp is a nullary operation then q*/’ is defined if (P* is defined, and in this case 
cp *‘O = [SDA16L(~,. 
l If v(cp) = 67’ . ..$‘.s> and [al = ([a,,,ll~,,,...,[a,,,,~l~,,,)EtAIe)w(’P) then 
[a] ~dom q*/’ if there exists d=(ail,i,. . . ,a&)~dom (P* such that (a,z,j,aj,,j)E8,,, 
i = l,... ,p, j= I,..., ni, and in this case ~*“([a]) = [cp*(d)]~,. 
4 Actually, the partial algebras considered in [5] are one-sorted, but the results therein can be transferred to 
any many-sorted signature in a straightforward way, as the authors themselves point out in its Introduction. 
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In the case of a closed congruence, [a] E domcp*” iff g = (a,,,i,...,++) E 
dom cp*. 
The natural mapping nats :A -+ A/e given by 
(nate), = nate, : A, + AJO, 
u H [ale, 
is a full smjective homomorphism from A to A/8, which we shall call the natural 
homomorphism associated to 8. If 6 is a closed congruence then nats is a closed 
homomorphism. 
Given a homomorphism of partial C-algebras f : A + B, the relation kerf = 
(ker fsks given by 
ker fs = {(a, a’> EA, x A, I fs(a) = fs(a')) 
is a congruence on A. Moreover, if f is a closed homomorphism then ker f is a closed 
congruence. Of course, kernata = 6. 
The following result holds: 
Diagram completion lemma. Let f : A 4 B and g : A + C be two homomorphisms 
such that f is full and subjective. Then there exists a homomorphism h : B + C such 
that g=hof ifj’kerf Ckerg. 
Such h is uniquely determined by f and g, and it is injective ifs ker f = ker g. 
For the results recalled up to now in this subsection, we refer the reader to [2, Sect. 
2.4-2.71. 
The congruences on a partial algebra A, with the usual inclusion, form a complete 
lattice, of which the closed congruences form an initial segment. In particular, given a 
set X of pairs of elements of A, there exists the least congruence on A containing X. 
We give a description of such least congruence on a unary partial algebra. 
Proposition A.l. Let r = ($a,~) be a graph structure and let A = (A,(cpA),E~) 
a partial r-algebra. For every s E S, let X, &A, x A, be a set of ordered pairs of 
elements of A of sort s. 
For every s ES set 
$,o = AA, ux, 'J {@,a'> ((a',dEX,} 
(where AA, denotes the diagonal relation on A,), and for every n >O set 
0 s,n+i = &,, U{(U,U’)EA, x A, ( 3u”~A, such that (u,u”),(u”,u’)~~~,,} 
U{(u,u’)EA, x A, ( there exists cp~sZ and (u~,u{)E~,,,(~~,~ 
such that a = rp”(u,),u’ = (p*(u;)} 
and let jinully tIS = Unao$,,,. 
Then 6 = (OS),,, is the least congruence on A contuining X = (Xs)sCs. 
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This result (or rather the general version, for a general signature) could be considered 
as partial algebras folklore. 
But given any such S-family of sets X, CA, x A, of ordered pairs, there need not 
exist a closed congruence on A containing them. In order to guarantee the existence 
of such least closed congruence containing a set of ordered pairs, we have to impose 
a further condition (related to closedness) on these ordered pairs. 
Given a graph structure r = (S, Sz, q) and a partial r-algebra A = (A,(cpA)pE~), 
we shall say that two elements a, a’ E A, are term-equivalent when for every s, s’ E S 
and for every term t E Tr(E)sr with w(t) = s we have that either a, a’ E dom t* or 
a,a’ +! domt*. 
Proposition A.2. Given a graph structure P = (S,Qn), a partial P-algebra A = 
(A,(cpA)VEa) and sets of ordered pairs X, &A, x A,, SE& there exists a least closed 
congruence on A containing (X,)sEs tf and only if for every pair (a, a’) E X,, s E S, 
the elements a,a’ are term-equivalent. Furthermore, in this case such least closed 
congruence coincides with the least congruence containing (Xs&s described above. 
The proof is similar to the one of [5, Lemma 31, which corresponds to the (one- 
sorted) case of X consisting of a single pair. 
A.8. Products and pullbacks 
As we have said in Section A.6, Algz, for any signature C, and C-Algr, for any 
graph structure r, are complete. In this subsection we recall the construction of binary 
products and pullbacks in these categories, these constructions being easily generaliz- 
able to arbitrary non-empty indexed products and pullbacks. 
Let C be an arbitrary signature and let A and B be two partial C-algebras. Let A x B 
denote the Cartesian product of their carriers, i.e., (A x B)s = A, x B, for every s ES. 
The product of A and B is the partial C-algebra A x B = (A x B, (q~*“~),~a) where, 
for every qES2 
domcp AxB = {(a,b)~(A x B)U(‘P)]g~domcpA and bEdomcpB} 
(where g and b stand respectively for the first and second projections of the vector of 
ordered pairs (a, b)), and if (a, b) E dom (pAxB then qAxB((a,b)) = (q*(a), cpB((b)) E - 
A a(V) x B,(V). 
The partial Z-algebra A x B, together with the usual projections p : A x B -+ A and 
q : A x B + B, is the product of A and B in Algz. 
Let now f : A + C and g : B --) C be two homomorphisms of partial C-algebras, 
and let P be the (closed) subalgebra of A x B supported on 
P, = {(a,b)% x & I _L4a) = gdb)), SEX 
Then P, together with the homomorphisms / : P + B and g : P --f A given by the 
restrictions of the projections p and q, respectively, is the pullback of f and g in 
Algr. 
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Let us consider now the case of partial r-algebras, for r a graph structure. Let A 
and B be two partial r-algebras, and let A x, B be the closed subalgebra of A x B 
supported on 
(A xc a = {(4b)EA, x B, ( a and b are term-equivalent}, s E S. 
It turns out that A x, B, together with the restrictions of the projections p and 4 to it, 
is the product of A and B in C-Algr . 
As to pullbacks, it turns out that if f : A + C and g : B + C are two closed 
homomorphisms of partial r-algebras then their pullback in Algr is contained in A x,B 
and is also their pullback in C-Algr. 
A. 9. Axioms 
A first-order language for partial algebras can conveniently be based on the so-called 
existence equations. 
Let Y be a finite set of variables with w(Y) = (8;’ - . . ~2) and let t, t’ E Tr(Y), for 
some s E S. Then the triple (Y : t, t’) will be called an existence equation, briefly an 
E-equation, and will be written in the sequel as (Y: t L t’). Let A be any partial X- 
algebra and let v : 3’ + A be any valuation of the variables in Y. Then we say that the 
E-equation (Y: t s t’) is satisjed in A w.r.t. a valuation u (in symbols, A + (Y : t 2L t’) 
[v]) iff for the term operations t*v?’ and t’*s3 defined in A.4 one has 
a _-u := (v(y) 1 y E Y) E dom t*$’ rl dom t’A9g 
and 
tang = t’*q(a,) 
The E-equation (Y: t $ t’) holds in A (in symbols A b (Y: t A t’)) iff it is satisfied 
in A w.r.t. all valuations Y -+ A. Thus E-equations allow to express the requirement 
of the totalness of a term operation t*/’ (by A b (Y: t At)), and if qo is a nullary 
operation of sort s then A b (0 : y.10 g qo) enforces the carrier set A, of A of sort s to 
be nonempty and the constant ‘pt to be defined. 
We need in E-equations the reference to the set Y of variables for the usual reasons. 
Namely, if Y c 3" and t, t’ E Tz(Y) c Tc(Y’) then A + (Y: t f t’) may be false but 
A b (Y’: t A t’) may be true for the reason that A, = 8 for some sort s for which 
Yi # 0 while YX = 0. 
While E-equations only allow to formulate axioms for total term operations, the real 
equivalent for the concept of equations for total algebras are ECE-equations, exislen- 
tiaZly conditioned existence equations. These are implications of the form 
where A means the usual conjunction. Then we have that A f= (Y: tl A tI A . - - A 
t, g t, + t A t’) iff for every valuation u : 94 --f A the following condition is satisfied: 
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If a E dom tfsg for each i = 1,. . . , n then a, E dom tA*“Y n dom frA,OY and tAsg(cz,) = 
w;“). 
Thus such axioms are formulated as one usually thinks in connection with partial 
algebras: “If the values tpg(g 1) ) , . . . , t+g(cz,) exist then the values tA,g(g,) and t’A~g(cz,) 
exist and they are equal.” E-equations can be considered as special cases of ECE- 
equations, with empty premise. 
Such ECE-equations allow for instance to compare the domains of term operations: 
A k (??I : tl A tl + t2 2 t2) is equivalent to the statement dom ttq C dom tf’“. Notice 
moreover that all ECE-equations become simply equations when they are applied to 
total algebras. 
We say that a class ~$7’ of partial C-algebras is dejinable by E-equations when, for 
some set % = (Xs)sE~ of variables with each %^s countably infinite, there is some S- 
set 
$9 C U{?Y x TEE 197 is a finite initial segment of !Z} 
such that 
Definability by ECE-equations is defined analogously. 
A class of partial Z-algebras is definable by E-equations iff it is closed with respect 
to homomorphic images (under plain smjective homomorphisms), closed subalgebras 
and arbitrary products - if S is finite - or arbitrary reduced, or filtered, products 
(which naturally contain products) - when S is infinite. On the other hand, a class 
of partial Z-algebras is definable by ECE-equations iff it is closed with respect to 
closed homomorphic images, closed subalgebras and reduced products. Moreover, those 
classes of partial C-algebras that are definable by ECE-equations are epireflective full 
subcategories of Algx, and therefore complete and cocomplete. 
Beyond these results, the Meta Birkhoff Theorem [3,Theorem3.5] entails the charac- 
terization of classes of partial C-algebras defined by different types of ECE-equations, 
by means of their closure under different types of algebraic operators. So, for instance, 
this Theorem entails that those classes of partial r-algebras (for r any graph structure) 
definable by ECE-equations of the type 
(with all (Pi E s2 and all variables xi pairwise different) are exactly those classes closed 
with respect to quotients by congruences, closed homomorphic pre-images (and in 
particular closed subalgebras) and reduced products. Moreover, it is very easy to prove 
that such classes are closed under coproducts, and therefore they are closed under 
pushouts (which are nothing but quotients of coproducts). 
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Appendix B. HLR conditions 
For the sake of the reader’s convenience, we briefly recall here the HLR conditions, 
following essentially [ 11, Definition 3.21. 
Let %? be a category and let JS! be a class of morphisms of 59. 
The pair (59, A) is said to satisfy condition HLR0.5 when it satisfies the following 
properties: 
Existence of semi-A-pushouts: There exists the pushout of any pair of morphisms 
f:A-+B, g:A-+Cwhenatleastoneofthemisin&. 
Inheritance of A-morphisms under pushouts: For any pushout square 
s 
A-B 
if fEAthen f'EA. 
Existence of binary coproducts: 9 has all binary coproducts, and if f : A --t A’ and 
g : B -+ B’ are two homomorphisms in JZ then the coproduct morphism f + g : A + 
B ---t A’ + B’ is also in JZ. 
The pair (W, A) is said to satisfy condition HLRO.S* when it satisfies condition 
HLRO.5 and the following properties: 
Monomorphism property: & is a class of monomorphisms is %. 
Initial object: %? has an initial object. 
A-pushouts are pullbacks: The pushout square of two A-morphisms is a pullback 
square. 
The pair (W, 4!) is said to satisfy condition HLRl when it satisfies condition 
HLRO.5 and the following properties: 
Existence of &-pullbacks: There exists the pullback of any pair of &‘-morphisms 
g’:B-+D and f’:C+D 
Inheritance of A-morphisms under pullbacks: For any pullback square 
if f’,g’EM then f,gE&. 
A-pushout-pullback decomposition: In each diagram of the form 
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f h 
A-B-E 
C-D-F 
f’ h’ 
if (1) + (2) is a pushout square, (2) is a pullback square and g,g’,g”,h,h’ E A%’ 
then (1) is a pushout square. 
The pair (%‘,M) is said to satisfy condition HLRE when it satisfies the Existence 
of semi-Jz?-pushouts, Inheritance of M-morphisms under pushouts, Existence of semi- 
_&Z-pullbacks, Inheritance of A-morphisms under pullbacks, and A-pullback-pushout 
decomposition properties. 
The pair (V, A) is said to satisfy condition HLR1.5 when it satisfies condition 
HLRl and 9? has all coequalizers. 
The pair (W, A) is said to satisfy condition HLRl* when it satisfies conditions 
HLRO.S* and HLRl. 
The pair (W, A!) is said to satisfy condition HLR2 when it satisfies condition HLRl 
and the following properties: 
l Closure of Jt! : A is closed under composition. 
l Cube-pushout-pullback property: Given any commutative cube such that all mor- 
phisms in the top and bottom squares are in 4, the top diagram is a pullback 
square and the front and right-hand side diagrams are pushout squares, then the 
bottom diagram is a pullback square iff the back and left-hand side diagrams are 
pushout squares. 
The pair (%,A’) is said to satisfy condition HLR2* when it satisfies conditions 
HLRl*, HLR2 and the following properties: 
Uniqueness of pushout complement: If a pair of morphisms f : A --) B and g’ : B -+ 
D, with f E 4, has a pushout complement then it is unique in the sense of Propo- 
sition 14. 
Existence of pushouts and pullbacks: ‘is has all binary pushouts and pullbacks. 
Twisted triple-pushout property: For any commutative diagram 
P 
I 1 
h’ 
(2) P’ 
E-F 
f” 
192 P. Burmeister et al. I Theoretical Computer Science 184 (1997) 145-193 
if f,f’,f” E A?‘,(l) + (2) is a pushout square, (2) is a pullback square, (3) is a 
pushout square and the diagram 
9 
I, 
A'- C' 
h I I p’ oh' 
is a pullback square then both (1) and (2) are pushout squares. 
The pair (%,A) is said to satisfy condition HLRP when % is finitely co-complete. 
The pair (%,A) is said to satisfy condition HLRI w.r.t. a class 0 of morphisms 
when every morphism d : B + D in Lo admits an initial pushout 
f 
A-C 
9 ! I m 
B-D 
d 
over it with g E 4. Here initial means that if 
f’ 
A’- C’ 
B-D 
d 
is another pushout square over d with g’ E 4 then there exist morphisms hi : A + A’ 
andhZ:C-+C’suchthatg=g’ohi,m=m’oh2,and 
hl 
A-A’ 
f I I f’ 
c- C’ 
h2 
is also a pushout square. 
It is clear that condition HLR2* entails all other HLR conditions except HLRI. 
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