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a b s t r a c t
High-energy synchrotron X-ray diffraction was used to investigate the isothermal precipitation of d-hy-
dride platelets in Zircaloy-4 at a range of temperatures relevant to reactor conditions, during both normal 
operation and thermal transients. From an examination of the rate kinetics of the precipitation process, 
precipitation slows with increasing temperature above 200 C, due to a reduction in the thermodynamic 
driving force. A model for nucleation rate as a function of temperature was developed, to interpret the 
precipitation rates seen experimentally. While the strain energy associated with the misﬁt between 
hydrides and the matrix makes a signiﬁcant contribution to the energy barrier for nucleation, a larger 
contribution arises from the interfacial energy. Diffusion distance calculations show that hydrogen is 
highly mobile in the considered thermal range and on the scale of inter-hydride spacing and it is not 
expected to be signiﬁcantly rate limiting on the precipitation process that takes place under reactor oper-
ating conditions.
1. Introduction
1.1. Zirconium and zirconium alloys
Zirconium alloys have been widely adopted as cladding mate-
rial for fuel rods in Western light water reactors (LWRs) ever since
nuclear reactor technology was ﬁrst conceived at the end of the
1940s [1]. The function of this cladding is to act as a structural
component, containing fuel pellets, holding them in place within
a fuel assembly and allowing the desired turbulent ﬂow of coolant
between rods, while conducting heat energy from the fuel into the
ﬂuid [2]. Additionally, it also acts as a buffer between the fuel pel-
lets and the encompassing reactor environment by containing ﬁs-
sion products that escape the fuel, whilst preventing degradation
of the fuel from exposure to the coolant medium [2–4]. This means
that the structural stability of these components is of paramount
importance, as it is linked intrinsically to the safety, efﬁciency
and operability of the fuel assembly [2]. The choice of available
materials is limited, as fuel assembly components are expected
to last years under typical operating conditions – where tempera-
tures range from 280 C to 400 C and coolant pressures are in
excess of 15 MPa – as well as performing adequately during poten-
tial accident scenarios, where conditions are signiﬁcantly more
harsh [2,5,6].
The selection of zirconium alloys as cladding stems from the
advantageous mechanical properties, good corrosion behaviour
and, critically, the low neutron absorption cross-section that they
demonstrate [1,4,7]. However, the common commercially
deployed alloys of zirconium display a high afﬁnity for both oxy-
gen and hydrogen [8,9]. When exposed to the light water coolant,
some of the hydrogen by-product of the oxidation reaction is
absorbed into the cladding, though the mechanism for this ingress
through the oxide is still debated [10]. While the solubility limit of
oxygen in a-zirconium is as high as 28.5 at.% under typical light
water reactor operating conditions [11], the hydrogen solubility
in the same environment is at most 3 at.% [12]. Once the local
hydrogen concentration exceeds the terminal solid solubility of
the alloy for the local temperature, any excess will then precipitate
into hydride phase. Given the general tendency for hydrogen to
diffuse down thermal and concentration gradients, and up hydro-
static stress gradients, macroscopic hydrogen distribution can
often be non-uniform within components [13]. This is further
compounded in fuel cladding, where the coolant removes heat
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from the outer surface of the material, while the fuel itself heats
the inner surface. Together, these mechanisms lead to dramatic
differences in concentration and solubility between different
regions, leading to phenomena like the formation of hydride rims
[14].
1.2. Zirconium hydrides
Since the early days of nuclear technology, researchers have
investigated the impact of hydrogen on zirconium alloys, as well
as various aspects of the formation and properties of hydrides
[15–21]. When precipitating, hydrides take the morphology of
either needles or platelets, based on the cooling rate and the avail-
ability of hydrogen [21]. These variables inﬂuence which of the
hydride phases precipitate, where the most commonly observed
form is the non-stoichiometric face-centred cubic delta (d) phase
[22]. Less commonly, the stable/metastable (based on temperature
and interpretation [23]) gamma (c) or stable epsilon (e) hydrides,
both taking a face centred tetragonal crystal structure, may also
precipitate [23].
The physical shape that each of these different phases take, on a
ﬁne scale and in isolation, is primarily ascribed to the anisotropic
directionality of the stress-free transformation strains of each, gen-
erated during phase change [15]. This misﬁt is the product of an
increase in volume that occurs in newly developed hydrides due
to their lower density, when compared to that of the parent matrix
[24]. In the case of d-hydride, where the face-centered cubic unit
cell is isotropic in the three principle axes, the anisotropy of the
hexagonal close packed cell of the parent a-zirconiummatrix leads
to similar anisotropy in the transformation strain [15]. When d pre-
cipitates, the misﬁt normal to the basal plane is calculated by
Carpenter to be 7.2%, while that normal to the prismatic plane is
only 4.58% [15]. This encourages isotropic growth in the basal
plane while retarding that in the prismatic plane, potentially yield-
ing a ‘micro’-hydride with a platelet type morphology. These pre-
cipitates will be oriented with platelet normals parallel to the
matrix hexagonal unit cell basal normal. More recently, Barrow
measured transformation strains of 5.5%, 3.1% and 0.5% in the
½0001a, ½11 20a and ½1100a directions, respectively [25].
Interestingly, these values imply that d-hydrides would not precip-
itate with the commonly described platelet morphology, and are
instead described as needle-like structures by the author [25].
During their evolution, micro-hydride precipitates have a
tendency to group or stack with discrete separating distances to
form the comparatively large hydride features often observed
through optical microscopy [21,26–28]. This chaining effect is
attributed to the development of a hydrogen atmosphere at the
core of dislocations generated locally by hydride precipitation,
as encouraged by the resulting lattice dilation in these defects
[29]. The morphology, distribution and orientation of these
‘macro’-hydrides are produced as a function of the thermal
history, residual and applied stresses, texture, and microstructure
of a component [24].
For example, where there are high cooling rates or large matrix
grains, a predominance of intra-granular hydrides are observed,
while lower cooling rates or small grain sizes produce more
inter-granular or grain boundary hydrides [21,28,30]. Similarly,
macro-hydride orientation is heavily inﬂuenced by applied stres-
ses, where compressive forces reorient hydrides with their normal
perpendicular to the loading direction [21]. An applied tensile load,
however, will align macro-hydrides with their normal parallel to
the loading direction [15,21].
This macroscopic reorientation of hydrides is actually a process
wherein the existing micro-hydrides within a macro-precipitate
will dissolve and re-precipitate with a new macro-distribution,
possessing an apparent normal parallel with the tensile component
of an applied three-dimensional stress. In practice, the thermome-
chanical history of the alloy will control the natural orientations of
macro-hydrides precipitated in a component with no load [31].
However, should a fuel rod be exposed to an applied stress above
a certain threshold, the reorientation phenomena occurs, where
the threshold value is determined by processing and microstruc-
ture [31]. Despite differences in macro-morphology and orienta-
tion, all micro-hydrides are found to possess the same
orientation relationship relative to the matrix of ð0001Þakð111Þd
[24,28,30], irrespective of reorientation; although there are some
examples of f10 17gakf111gd found in radially oriented inter-
granular hydrides [32]. Phase ﬁeld and ﬁnite element models have
gone on to simulate and explain this orientation relationship in
works like [33,34].
Hydrides, once precipitated in zirconium, degrade the mechan-
ical properties of a component, leading to reductions in tensile
strength, ductility and fracture toughness [35–40]. These changes
can ultimately compromise the integrity of cladding during normal
operating life , accident conditions and fuel storage [13]. As well as
the degradation of mechanical properties, the presence of hydrides
can also affect phenomena like pellet cladding mechanical interac-
tion (PCMI); or introduce mechanisms for failure, such as delayed
hydride cracking (DHC). The former mechanism is the product of
thermal expansion in fuel pellets introducing stresses into the
cladding, which may then lead to the formation of cracks in areas
made brittle by large hydride concentrations [13]. The latter mech-
anism, DHC, is a sub-critical, time dependent cracking phe-
nomenon that requires long range hydrogen diffusion for
repeated local hydride growth and fracture at a hydrostatic tensile
stress raiser [5,41,42]. The process occurs over an extended period
of time under a continuously applied load that is below the yield
stress of the material [5,41,42].
Experimental techniques employed to investigate the general
morphology and distribution of hydrides during precipitation/
dissolution, as well as during the related mechanisms of failure,
are limited because microscopy can only provide information for
a single point in time. Moreover, investigating components that
have been irradiated during service life is both costly and difﬁcult,
making evaluations of real end of life microstructures problematic
[43]. Synchrotron X-ray diffraction, on the other hand, provides an
excellent tool for studying bulk processes taking place within
materials, giving the ability to sample relatively large volumes of
material while performing in-situ experiments [27]. The propen-
sity of a synchrotron to produce a highly collimated, high-ﬂux
beam yields a signiﬁcant degree of angular resolution, allows for
rapid diffraction pattern acquisition, and generates very well
deﬁned peaks with minimal artiﬁcial broadening. This is especially
valuable when studying the precipitation process that takes place
when hydrogen saturates zirconium, as measurements of very
weak reﬂections, that may otherwise be overlapped by dominant
zirconium peaks, can be made during thermal [23,27,44] or
mechanical [22,24,31] experiments.
In tandem with the experimental work undertaken to study the
zirconium-hydrogen system, modelling has also been performed to
understand better the precise mechanisms involved in the nucle-
ation, growth, mechanical properties of these precipitates and their
effect on zirconium cladding. Following on from the work under-
taken by Carpenter to deﬁne the stress-free transformation strains
in d- and c-hydrides, Singh et al. were able to extend the method-
ology to describe volumetric misﬁt as a function of temperature
[15,45]. This work serves to illustrate the temperature dependence
of the misﬁt in the hydride system, where an additional 11% mis-
ﬁt arises from a 275 C increase in temperature, demonstrating the
signiﬁcant impact of thermal changes on hydride properties [45].
Barrow et al., in their evaluation of the impact of chemical and
strain energy on hydride nucleation, model both the chemical driv-
ing force and strain energy associated with hydride nucleation, as a
function of terminal solid solubility on precipitation, or TSSP,
temperature (and thus bulk hydrogen content) [46]. From a com-
parison of the magnitude of these values, this work demonstrates
the dominance of the chemical free energy contribution to driving
force as the primary factor inﬂuencing the nucleation of hydrides
[46]. Further to this, it is stated that the energy barrier to nucle-
ation is dominated by the surface (or interfacial) energy, as
opposed to strain energy, given that large elastic strains tend to
be plastically relaxed through the formation of dislocations [46].
Interestingly, in other work, Barrow puts forward a precipita-
tion process where c-hydride nucleates and grows, before trans-
forming into d-hydride, yielding a precipitate with a core
consisting of d- and tips of c-hydride [25]. Given that the c-hydride
has a lower accommodation energy than the d-phase, it may be
physically reasonable to suppose it acts as a precursor, before
transforming during the process of coarsening [25]. If d were con-
sidered the stable phase and c metastable, this would imply there
was some other factor preventing the stable phase from forming
initially. Another interpretation states that the c-phase is stable
and d metastable, which would account for the initial formation
of c, the transformation to d would then be the product of a desta-
bilisation of c, in favour of d.
More recently, advances in phase-ﬁeld modelling have allowed
for the simulation of hydride precipitation with deﬁned time and
length scales, both with and without applied load [43,47,48]. The
evolution of elastic stresses within the surrounding matrix can
then be predicted for a range of hydride distributions, and the work
presented in [48] shows a good agreement between simulated
morphologies and those seen experimentally. While these simula-
tions have only been performed on c-hydride thus far, the method-
ology employed can easily be extended to model d-precipitates.
The phase-ﬁeld methodology has also been used to demonstrate
the effect of uniaxially applied load on hydride precipitation,
where precipitates whose normals are aligned close to the tensile
force are those predicted to show the most growth [49].
This work, stemming from a set of kinetic synchrotron X-ray
diffraction experiments, seeks to quantify the rapid isothermal
precipitation that takes place where signiﬁcant undercooling is in
effect. To support these observations, a simple model describing
nucleation rate as a function of the experimental temperatures is
described. This model and associated calculations are designed to
build upon the work of other authors whom have produced expres-
sions that describe the chemical, strain and interfacial energies of
either a misﬁtting precipitate or the hydride system itself [50–52].
2. Experimental
2.1. Sample speciﬁcation
A single specimen of Zircaloy-4 measuring 50 mm  5 mm 
0.4 mm was used in this work, which was provided by the
Institut de Radioprotection et de Sûreté Nucléaire, France. As with
the work presented by Zanellato et al., the material was rolled to
400 lm and recrystallised, yielding an average grain diameter of
10 lm and the strong basal texture associated with recrystallisa-
tion within rolled plate with a hexagonal close packed crystal
structure [27]. The Kearns factors (details in [53]) for this material,
as calculated from EBSD analysis, were f RD = 0.107, f TD = 0.219 and
fND = 0.673. Following thermo-mechanical processing, the sample
was charged with hydrogen to a speciﬁed average concentration
using the methodology for charging and veriﬁcation described by
Zanellato et al. [27]. Hot extraction was used to verify the
concentration, and the result of charging was found to be within
±15 ppmwt. of the desired content, with gradients across the sam-
ple of 3 ppmwt. mm1 on average [27]. At the time of the experi-
ment, the hydrogen concentration within the sample was
measured to be approximately 430 ppmwt., corresponding to the
approximate hydrogen content of cladding material that has had
a burnup of 49 GWd/tU; close that listed for current fuel assemblies
[54,55].
2.2. Synchrotron X-ray diffraction parameters
The experimental work presented herein was carried out at the
European Synchrotron Radiation Facility (France), on high energy
beamline ID15B; a full technical description of the beamline can
be found in [56,57]. Diffraction was undertaken using transmission
geometry with the beam normal to the surface of the specimen,
allowing for a large volume of material to be sampled through
the thickness of the sheet. Debye–Scherrer rings were recorded
using a Trixell Pixium 4700 detector. An acquisition time of 5 s
and an average disk write time of 4–5 s was achieved, yielding a
temporal resolution of 9–10 s per recorded diffraction pattern.
Throughout this experiment a monochromatic beam with a consis-
tent energy of E = 87.17 ± 0.01 keV, and corresponding wavelength
of k = 0.14223 Å, was used to illuminate the specimen, in conjunc-
tion with a beam geometry of 300  300 lm2.
2.3. Thermal transients
The material was mounted in the water-cooled and electrically
conductive grips of an Instron ElectroThermal Mechanical Tester
(ETMT8800), which was used to drive the thermal cycles using
resistive (or Joule) heating. As zirconium alloys display a strong
tendency to oxidise at elevated temperatures, a slow ﬂowing atmo-
sphere of inert argon gas was supplied into the sealed and oxygen
purged chamber in which the sample was mounted. The tempera-
ture of the sample was set and maintained by an automatic feed-
back loop, which measured the temperature of the sample using
an S-Type thermocouple spot-welded to the axial centre of the
sample, close to the location of the incident beam. The readings
of the thermocouple were fed back to the control unit in order to
adjust the heating current accordingly, to produce the desired
temperature.
As a check of the thermocouple, Laboratory X-ray Diffraction
(LXRD) was undertaken on the same sample, and a comparison
of thermal expansion coefﬁcients measured through SXRD and
LXRD was made. This secondary check of thermal expansion is
employed as ﬂaws in the spot welding of the thermocouple used
in the ETMT can lead to erroneous temperature readings [58].
Both techniques showed good agreement in measured thermal
expansion, and so the thermocouple was deemed a reliable mea-
sure of temperature.
The thermal proﬁle for the experiment was comprised of one
ramped transient, followed by seven quench and dwell cycles.
The initial cycle (C1), designed to measure solubility curves, heated
at a rate of 1 C s1 from a base temperature (Tﬂoor) of 40 C up to a
peak (Tmax) of 570 C, above the expected eutectoid temperature
[59,60]. Holds were implemented in this cycle at Tmax and at
300 C as part of both heating and cooling ramps, during which lat-
eral scans along the axial length of the sample were made to eval-
uate hydride distributions across the sample at elevated
temperature. During cooling in this cycle, a rate of 1 C s1 was
employed to mirror the heating operation.
The terminal dissolution solubility for the sample was mea-
sured from C1 to be 439 C, which is lower than the 513 C pre-
dicted by McMinn for this concentration, and so a Tmax of 500 C
was set for all following transients [60]. Each of the subsequent
quench-based cycles (C2–C8) involved raising the temperature to
Tmax and holding for 15 min in order to fully dissolve all hydrides.
Given that a hydride precipitation memory effect has been dis-
cussed in the literature, [19,61], this process would impact on the
precipitation solvus and kinetics recorded during all cycles. By
dwelling at elevated temperatures for a period after all hydrides
have been dissolved, some of the dislocations left behind by previ-
ous hydride structures or cold work were given the chance to
recover. Along with this, residual stresses may also have been
allowed to relax, the combination of which could reduce the possi-
bility of heterogeneous nucleation at preferential sites, supporting
an assumption of homogeneous nucleation throughout the
experiment.
Following each dissolution hold, the sample was then
‘quenched’ by reducing the current used to heat the sample to
achieve the desired dwell temperature for kinetics observations.
In practice, heat loss through conduction into the grips and radia-
tion into the surrounding atmosphere did not allow instantaneous
quenching, and a maximum cooling rate of approximately
30 C s1 was observed. In the case of the largest change in temper-
ature seen in this experiment (DT = 400 C), this would mean it
took 13.3 s to reach the target temperature, however, observations
were made from the onset of the cooling operation.
Following each quench, the temperature was held steady in the
isothermal region that forms the basis of the analytical work pre-
sented, and from which all kinetics observations are made.
Finally, the sample was cooled back to Tﬂoor, where axial hydride
distribution checks were made after each thermal cycle. The
desired dwell temperatures started at 100 C and rose by 50 C in
7 cycles up to 400 C. No measurable hydride peak was detected
during the ﬁnal 400 C cycle, despite the hold temperature being
below the TSSP predicted by McMinn (445 C) [60]. From C1, the
TSSP measured for the sample was found to be 361 C, potentially
explaining why no hydride signal was detected during C8 and indi-
cating that only minimal precipitation would be expected during
C7 at 350 C. Additionally, a 1 C s1 heating ramp was added at
the beginning of the 350 C cycle to investigate long term changes
to solubility towards the end of the experimental run. Only a min-
imal change in the TSSD curve was observed, which was well
within the expected experimental error of ±15.5 ppmwt.. A sche-
matic diagram, presented as Fig. 1, shows the thermal regime
implemented throughout this experiment.
The hydrogen distribution checks made at Tﬂoor between each
cycle and at elevated temperatures during C1 were performed as
resistive heating produces a thermal gradient across the axial
length of the material, emphasised by the loss of heat from the
edges of the specimen due to water cooling in the grips [58].
This is particularly signiﬁcant in this work as it is well documented
that hydrogen has a strong tendency to diffuse towards cooler
regions, potentially leading to hydrogen depletion in the signiﬁ-
cantly hotter axial centre of the sample, where measurements
were taken [13,62,63]. The result of these checks conﬁrmed that
the thermal gradient did result in regions of marked depletion
and enrichment, however, the most signiﬁcant of these were pri-
marily localised to material within 5 mm of the grips (the total
length between grips being 20 mm). The central region, from
where measurements were taken, showed only a gradual depletion
of hydrogen available for precipitation, where the difference at the
point of diffraction between the initial state and the ﬁnal state was
no more than 30 ppmwt.. The depletion measured during each cycle
was accounted for in all calculations involving hydrogen concen-
tration, and is reﬂected in both solubility plots that follow.
Additionally, a mass spectrometer was used to monitor the atmo-
sphere exhaust from the test chamber, to detect any signiﬁcant
loss of hydrogen from the sample through desorption.
2.4. Data reduction and analysis
For hydride phase analysis, the recorded Debye–Scherrer ring
patterns were integrated using Fit2D over the entire azimuthal
range, rather than using partial integrations representing the
transverse and rolling directions of the material. This method
was chosen as it allows for the sampling of all diffracting hydride
crystals, rather than those with planes aligned to diffract close to
the two principle directions. This also allows for greater counting
statistics to be incorporated, giving more accurate deﬁnition to
low intensity peaks, along with signiﬁcantly reduced background
noise relative to the magnitude of the diffraction peaks of interest,
thus improving the signal to noise ratio. To investigate the impact
of this choice of integration, an analysis of full-width-half-maxi-
mum (FWHM) was performed on hydride peaks from a full inte-
gration (360) and 15 azimuthally integrated data (w ± 7.5),
taken from the two principle directions. The results showed an
average of 9% peak broadening in hydride reﬂections from fully
integrated data, which was considered acceptable.
The XY format diffractogram ﬁles generated by Fit2D were nor-
malised against the incident beam intensity to remove synchrotron
energy decay and then batch processed using the command line
operator for TOPAS-Academic V5, in conjunction with an in-house
developed Matlab R2014a function. In order to account for instru-
ment broadening, peak shape parameters were deﬁned from mod-
elling a standard reference material and ﬁxed throughout the
analysis. As peak shape is a function of beam, detector and sample,
deﬁning this with a calibrant allows the isolation of the effect of
sample on peak proﬁle [64,65]. This then allows for any peak
broadening or asymmetry to be deﬁned using parameters related
to the material being studied.
Initially the diffraction patterns were simulated using a Rietveld
structural model [66,67] for accurate measurements of phase
weight percentage (wt%). However, it was quickly noted that the
software was not correctly emulating hydride reﬂections where
intensities were near to extinction. Instead, an alternate method
was employed, where the diffracting weight percentage of hydride
from the sample in its initial condition was measured using the
Rietveld method, to provide a boundary condition. This boundary
condition was established as the diffracting weight fraction for
the essentially-complete precipitation of 430 ppmwt. at Tﬂoor,
where the solubility of hydrogen was predicted by JMatPro to be
0.19 ppmwt. and was considered negligible [60]. A second bound-
ary condition comes from the assumption that when all hydrogen
was dissolved into solution, the diffracting volume was at zero and
Fig. 1. Schematic of thermal operations as a function of time, with measured
terminal solid solubility temperatures and those predicted by McMinn.
no peak existed. Using these two conditions, in conjunction with
the assumption of a linear relationship linking volume fraction
with integrated intensity, makes it possible to calculate the volume
fraction of d-hydride from the measured area of each phase within
the modelled pattern [27].
Fig. 2 illustrates the diffractograms generated from fully inte-
grated data at a number of key temperatures from throughout
the experiment, over the interplanar spacing range considered.
The chosen reﬂections for volume fraction analysis are the
f311gd and f022gd, with lattice spacings of 1.43 Å and 1.68 Å,
respectively; decided for their high multiplicities (24 and 12) and
good degree of separation from nearby matrix peaks. The 40 C
data set shows the hydride peaks at their maximum value, repre-
senting approximately 100% precipitation. Conversely, the 500 C
line shows total peak extinction where all hydrogen is in solution.
The ﬁnal pattern, from the end of the 300 C isothermal hold, rep-
resents the diminished peak intensity representative of the lower
volume of diffracting hydride associated with an increased solubil-
ity at this temperature.
Diffractogram modelling during batch processing was per-
formed using the Le Bail method of the hkl function within
TOPAS, described in detail in [68]. As with the Rietveld method,
peak positions were deﬁned by the space group and lattice param-
eters of the phase, while the intensities of individual reﬂections
were allowed to vary independently of texture parameters and
one another [27]. By inputting values of cell mass into the hkl
structure of 371.616 for the hydride and 182.448 for matrix, taken
from the fully reﬁned Rietveld model, TOPAS was then able to cal-
culate a weight percentage for each phase. Similarly to the Rietveld
method, this was calculated as a function of peak area for all peaks
in both phases over the given 2h or interplanar spacing range, illus-
trated as the x-axis in Fig. 2. As the scale parameters used in each
phase were allowed to reﬁne freely to give the best possible ﬁt to
the data while accounting for the differences in peak proﬁle
between the two phases, the initial software calculated weight per-
centage values deviated signiﬁcantly from the known boundary
conditions. However, by using the aforementioned relationship it
became possible to calibrate these values to show the true phase
distribution for any given acquisition. In addition, JMatPro 7.0
and the ZRDATA database were used both for experimental plan-
ning and to calculate parts of the thermodynamic data underpin-
ning the model presented.
3. Results
3.1. Isothermal precipitation
From the calculated volume fraction of hydride, it becomes
possible to derive the completion percentile for the precipitation
process that takes place during the isothermal hold in each cycle,
seen in Fig. 3. The ﬁrst point on this plot, at t = 0, is taken as the last
acquisition before the quench is performed. Given that the quench
is not truly instantaneous, the second point in each series tends to
lie during a period of rapid thermal change. This may artiﬁcially
increase the time taken to reach completion thresholds by a small
amount.
For the 100–250 C hold cycles (C2–C5), more than 95% of
hydrogen has precipitated by t = 15 s; recorded from the second
acquisition after the quench commences. This is likely to have
occurred partially during the rapid quench and partially during
the ﬁrst seconds of the isothermal hold. The temporal resolution
derived from the method employed for diffraction pattern acquisi-
tion is insufﬁcient to deconvolute these two effects. For the ﬁnal
two cycles, at temperatures greater than 250 C, the rate of precip-
itation is lower and reaching maximum completion takes signiﬁ-
cantly longer than at lower temperatures. For cycle C7, a cycle
that was only half the duration of others, there appears still to be
some upwards slope towards the end of the data series, potentially
indicating incomplete precipitation at the cessation of the cycle.
Unfortunately, time constraints cut this and the precipitation-free
cycle (C8) short, and so 100% completion was taken as the weight
percentage value reached at the end of this dwell. This may artiﬁ-
cially reduce the completion time for precipitation recorded at this
temperature. For this reason, the ﬁnal hold two hold temperatures
(cycles C7 and C8) are excluded from Fig. 4.
Taking all other percentage completion data sets, it becomes
possible to plot a transformation map for the precipitation process,
Fig. 4. Unlike a conventional Time–Temperature–Transformation
(TTT) diagram, a linear scale is used as the temporal resolution of
9–10 seconds per acquisition would make a logarithmic scale
unclear in the low time region. Additionally, due to the rapid rate
of precipitation that is observed, the percentage completion
thresholds chosen for this analysis are limited to being close to
100%.
This map demonstrates the time taken to reach a threshold
completion state in the precipitation process, as a function of the
temperature at which each isothermal hold takes place. The curva-
ture towards longer times seen in the elevated temperature region
reﬂects the signiﬁcant reduction in precipitation rate seen in later
Fig. 2. Representative diffractograms from 40 C, 300 C and 500 C acquisitions for
the considered range of lattice spacing. Fig. 3. Precipitation completion percentage as a function of time.
cycles. It should be noted, however, that while the highest temper-
ature dwells do show signiﬁcantly slower precipitation than the
those at lower temperatures, 90% precipitation still occurs in just
58 s during the 300 C hold. In all series, it is clear that completion
times are at their lowest at some temperature below 200 C. For
the 90–98% curves, the temporal resolution of the diffraction imag-
ing setup acts as a limiting factor, preventing an accurate determi-
nation of the peak precipitation temperature beyond this accuracy
from these curves.
In the 99% and 100% completion plots, however, curvature con-
tinues to the lowest recorded hold temperature, possibly indicating
a maximum rate to precipitate hydrides close to, or lower than, the
minimum experimental dwell temperature of 100 C. It should be
noted, however, that for all hold temperatures scatter in the data
of between ±1% and ±3% (depending on cycle) means accurate
judgement of 100% completion is difﬁcult, and so the trend in this
ﬁnal series should be considered carefully.
3.2. Solubility
Values for hydrogen solubility during dissolution are calculated
from the recorded weight percentage of d-hydride during the heat-
ing ramp in cycle C1, and from the identical ramp at the beginning
of the ﬁnal quench cycle (C7). The diffracting weight percentage
can be converted into a ppmwt. value, and this can subsequently
be subtracted from the boundary condition of 430 ppmwt. to give
the amount of hydrogen in solution. The dissolution solvi taken
from C1 and C7 were compared as a cursory investigation into
changes in solubility resulting from repeatedly cycling thermal
transients. As previously mentioned, the curve measured from
the ﬁnal cycle showed good agreement with the initial cycle,
within the bounds of expected experimental error and known
depletion, indicating that the solubility is stable throughout the
experimental programme.
The curve for dissolved hydrogen, determined from precipita-
tion occurring during cycle C1, is presented in Fig. 5 alongside data
for slow heating and cooling rates taken from the literature. Both
the TSSP and TSSD from the literature are plotted, but the current
experimental data does not show agreement with the expected
TSSP from McMinn. It should be noted that the cluster of points
seen at 300 C is those recorded during a short dwell at this
temperature.
The data produced by McMinn are representative of Zircaloy-2
and -4 with a number of processing states and were put forward as
evidence that microstructure and chemical composition have little
effect on solubility [60]. Additionally, the range of thermal tran-
sient rates used in his work, considered to be slow rates when
compared with the present study, were also said to have little
effect on hydrogen solubility [60]. Later work, undertaken by
Zanellato, put forward evidence that signiﬁcantly increasing the
heating or cooling rate will lower the terminal solid solubility tem-
perature observed during each thermal operation. The greatest
magnitude of shift seen in that work is of the order of 20 C, where
the cooling rate was increased by an order of magnitude from
10 C s1 to 100 C s1 [27]. Similarly, the curve for solute hydro-
gen concentration recorded during rapid continuous cooling in
the present study shows little agreement with the slower examples
published by McMinn. However, such a deviation can arise from a
kinetic effect due to insufﬁciently fast hydride precipitation rather
than a true change in solubility. To investigate this in more detail,
the evolution of solute hydrogen was investigated during the series
of isothermal dwells that followed C1.
Fig. 6 again shows the TSSP and TSSD curves calculated by
McMinn from slow cooling studies. Also plotted are the measured
quantities of hydrogen in solution at the beginning and end of each
isothermal dwell region (C2–C8), as illustrated by the subplot sche-
matic. In this ﬁgure, the black dashed and solid lines represent data
from literature continuous cooling transients, while the dotted
lines with cross and circle markers are those from quench and hold
transients during the present study. It should be noted for clarity
that no TSSD data from the present experiment is included in this
ﬁgure, and that the literature TSSP has been plotted for clarity. The
Fig. 4. Transformation map.
Fig. 5. Predicted and recorded hydrogen in solution curves [60].
Fig. 6. Supersaturation in isothermal holds after quenching from rate limited
kinetics [60].
ﬁnal points in each quench series, at 400 C, are both set at a
concentration of 400 ppmwt., given that no precipitation was seen
during that cycle and a depletion of 30 ppmwt. was observed by this
point in the experiment.
As with the solute hydrogen measurements from continuous
thermal transients, C1 and C7, the initial recorded solute hydrogen
concentration during each isothermal hold has a signiﬁcant posi-
tive systematic bias when compared with the literature TSSP.
Instead, these points, indicated as blue crosses, show reasonable
agreement with the dissolved hydrogen level recorded from con-
tinuous rapid cooling cycle, Fig. 5. When quenching at high cooling
rates to elevated hold temperatures (those above 250 C), the pro-
cess of hydride precipitation continues during the hold and hydro-
gen leaves solution until a ﬁnal concentration is recorded. The ﬁnal
value is well below the initial quenched solubility and that of rapid
continuous cooling cycles, instead being in very close agreement
with the TSSP predicted by McMinn.
Given this information, it seems possible that the TSSP curves
put forward from experiments where rapid continuous cooling
operations are used, do not truly represent the equilibrium solubil-
ity. In the present work, this is reﬂected by the process of hydride
precipitation clearly being unable to occur fast enough to keep
pace with the rate of temperature change. This substantiates the
ﬁndings of Root, whom suggested that signiﬁcant incubation times
are required for the quantity of hydrogen in solution to reach true
equilibrium [69].
The ramiﬁcations of this mean that proposed shifts in precipita-
tion solubility temperature, as a function of heating/cooling rate,
seen in [27] are not likely to be changes to the equilibrium solubil-
ity of the material. Instead, they may be the mark of signiﬁcant
supersaturation developing, as the result of the precipitation kinet-
ics being rate limited by a reduced driving force at these tempera-
tures. This possibility is further evidenced by the fact that in that
work the dissolution solubility shifts towards lower temperatures
with increasing heating rate, rather than towards higher tempera-
tures [27]. With a high heating rate, one would expect the resulting
dissolution solubility curve to either show little/no change from
equilibrium or be shifted to higher temperatures, where the kinet-
ics of the process are not fast enough to keep pace with the change
of temperature. While the true equilibrium solvus temperature is
deﬁned entirely by free energy curves (and is thus free of the inﬂu-
ence of heating and cooling rates), a shift in the apparent TSS tem-
perature may possibly occur with high heating or cooling rates.
This would be the product of a non-equilibrium microstructure
being obtained at the cessation of cooling or heating.
Lastly, those values for ﬁnal hydrogen in solution recorded at
lower temperatures show little difference from the initial solubility
points, being only a small amount above the literature TSSP line.
This is because hydride precipitation is essentially complete by
the ﬁrst diffraction acquisition, and little or no supersaturation
remains owing to the rapid kinetics at these temperatures, brought
about by a high driving force for precipitation. While within
expected experimental error, the positive bias at these lower
temperatures (when comparing the ﬁnal dissolved hydrogen con-
centration against the literature) may be the product of a transfor-
mation between c- and d-hydride, thought to occur below 260 C
[32]. While no diffraction from c was recorded, its existence in
low quantities or very ﬁne precipitates would potentially not gen-
erate any recordable diffraction signature, and other authors have
said that hydride peaks are undetectable below 20 ppmwt. [46].
This could then tie up hydrogen and thus reﬂect in an artiﬁcially
increased reading of hydrogen in solution when calculated solely
from d-hydride reﬂections. The observation of c-hydride tips on
d-hydrides, made by Barrow, may go some way towards justifying
this possibility, as they could be in small enough volumes and
quantities to minimise diffraction [25].
4. Discussion
The experimental results show that hydride precipitation kinet-
ics become increasingly rapid with decreasing temperature over
the range studied in this work. Hydrides in zirconium precipitate
through a diffusion controlled process of nucleation and growth
phase transformation [70,71], and in such transformations, the
TTT diagram typically follows a C-shaped curve. The present
results from this set of experimental data, Fig. 4, follow a proﬁle
that would correspond to the upper part of this C-shape only. In
this regime, transformation kinetics are essentially limited by the
thermodynamic driving force available, and as the temperature
increases, the transformation is slower, as the product of a lower
driving force. The lower part of a typical C-curve, which is not
observed in this study, corresponds to a regime where diffusion
becomes rate limiting. The present results therefore suggest that
over the investigated temperature range it is the availability of suf-
ﬁcient driving force to overcome the signiﬁcant energy barrier to
hydride nucleation that dominates, and hydrogen diffusion never
becomes rate limiting. This energy barrier arises from the elastic
strain that is generated as a product of the misﬁt that forms from
the large volume expansion that takes place during precipitation,
as well as the energy required to form new interfaces. To explore
whether this hypothesis is physically reasonable, simple classical
models for nucleation and diffusion have been used to estimate
the undercooling required to produce the peak nucleation rate
and the diffusion distance of hydrogen. An equation that describes
nucleation rate (Iv) as a function of temperature is presented as Eq.
(1).
Iv ¼ No kTh exp
ðG þ QÞ
kT
 
ð1Þ
Here, No represents the number of nucleation sites (zirconium
atoms per unit volume for homogeneous nucleation), Q is the acti-
vation energy for diffusion, h and k are the Planck and Boltzmann
constants, respectively, T is the temperature in Kelvin and G⁄ is
the energy barrier for hydride nucleation, described by Eq. (2) [52].
G ¼ 9
2
pcfc2e g
2
n ð2Þ
This expression is comprised of three primary components,
where two terms describe interfacial energy (cf and ce), and the
term gn representing nucleation energy density. As d-hydrides are
considered to take the form of a disc or oblate spheroid, two dis-
tinct surface types can be identiﬁed; the large, relatively ﬂat sur-
faces possess a lower interfacial energy of cf = 0.065J m2, while
the edge has an interfacial energy taken to be ce = 0.28 J m2
[52]. The ﬁnal term in this expression can be calculated from Eq.
(3) [52].
gn ¼ kBTCx lnðCs=CeqÞ  g þ gex ð3Þ
Here, kB is Boltzmann’s Constant, T is absolute temperature, Cx
signiﬁes hydrogen concentration in hydride precipitates per unit
volume, calculated as a function of temperature using equilibrium
values taken from JMatPro, Cs is the amount of hydrogen dissolved
in the matrix and Ceq denotes the equilibrium solubility of hydro-
gen in the matrix, also from JMatPro [52]. The ﬁnal two terms, ge
and gex represent contributions from the strain energy associated
with the volumetric misﬁt and that from externally applied forces,
respectively [52]. As the system being considered has no externally
applied load, this ﬁnal term will be excluded from the model.
From Eqs. (2) and (3), there are three energies inﬂuencing the
nucleation of hydrides, one acting to promote nucleation and pre-
cipitation, and two acting to hinder it. The chemical free energy
that drives precipitation is described by the term kBTCxln(Cs/Ceq)
in Eq. (3), and arises from an excess of hydrogen in solution over
the equilibrium concentration. The two converse terms are those of
the energy required to form new interfaces during nucleation and
precipitation, described in Eq. (2), and the energy required to form
a precipitate that misﬁts with the encompassing matrix and must
generate strain to exist.
Eq. (4) calculates the strain energy of any shape of precipitate,
given uniform dilatation, through the Eshelby approach, while
assuming no plastic relaxation takes place [72]. This technique
describes a precipitate with an associated isotropic misﬁt and iso-
tropic elastic properties, within an inﬁnite and elastically isotropic
parent matrix, and simulates equal deformation in both the parent
and precipitate [50].
g ¼
2
9
 ð1þ mÞð1 mÞlðD
TÞ2vb ð4Þ
In this expression, m is Poisson’s ratio, l is the shear modulus for
the parent matrix, DT is the cubic dilatation in an unconstrained
transformation, and vb is the speciﬁc atomic volume of the precip-
itate phase [72]. For the purpose of this work, the expression
derived by Sing et al. for volumetric expansion as a function of
absolute temperature will be used, where DT = 0.1506 +
7.38  105 T [45]. When utilising the Eshelby method to calculate
strain energy, it is then assumed that this overall volume expan-
sion is split evenly between all directions, rather than occurring
anisotropically. The value for vb in this expression is taken as the
volume of a stable nucleus, calculated for an oblate spheroid mor-
phology with the two major axes being equal to the critical radius
(r⁄), derived for each temperature considered within the model. It
should be noted that from the work of Barrow et al., elastic strains
in the matrix are up to 4 greater than those seen in the hydride,
and as the Eshelby model considers uniform deformation in both,
values predicted through this method are an approximation rather
than being absolute.
In previous attempts to model the hydride precipitation, a sin-
gle temperature independent value of 1  108 J m3 for strain
energy has been used [52]. Accounting for the temperature depen-
dence of the misﬁt, the values produced by the Eshelby model
range from 1.21  107 J m3 at 0 C to 5.79  109 J m3 at 500 C.
When compared with the isothermal value given by Massih
et al., this would correspond to a temperature of approximately
265 C in the present system. From the work of Puls, and later used
by Barrow et al., a value of 1.66  107 J m3 is calculated, which
corresponds to the strain energy calculated through the Eshelby
method at 50 C [46,73]. The present results suggest that if the
misﬁt varies as reported in [45], then the range of misﬁt strains
with temperature is large and cannot be ignored in attempts to
simulate hydride precipitation. In reality the situation is further
complicated because plastic relaxation may take place, and the
degree of which will also be temperature dependent, where soften-
ing will occur at elevated temperatures. Nevertheless, in the nucle-
ation stage, it is expected that the larger misﬁt at elevated
temperature exacerbates the effect of decreased chemical driving
force, further slowing the nucleation kinetics.
Fig. 7 contains the result of the nucleation model for three con-
sidered scenarios; with no strain energy contribution, where the
rate and peak temperature are highest, and including strain energy,
derived from the Eshelby model, for both a disc and an oblate
spheroid precipitate. From this, it can be seen that the peak nucle-
ation rate is predicted between 113 C and 149 C, depending on
the chosen system, which is reasonably consistent with the trans-
formation map, Fig. 4. Strain energy is shown to have a signiﬁcant
effect on both the magnitude and position of the nucleation rate
peak, reducing the optimum temperature for nucleation by 17 C
and 36 C for an oblate spheroid and disc morphology, respectively.
However, the main factor that is responsible for the high degree of
undercooling required to reach the peak nucleation rate is the rel-
atively high interfacial energy reported for the hydride phase, an
observation also made in previous studies [46]. Below the peak
nucleation temperature, the process of hydrogen diffusion
becomes the controlling inﬂuence within the model, where the
local jumping of hydrogen over the interface regulates the rate of
the process. It is noted that at high temperatures (300 C and
greater), where experiments show continued precipitation, this
ﬁgure suggests a nucleation rate close to zero. This is untrue, as
substantial nucleation is still predicted by the model at these
elevated temperatures in the strain-free system (of the order of
1027 m3 s1 at 300 C, for example), although the introduction of
strain energy does reduce this considerably.
Clearly, the present model is very simple, and in practice, nucle-
ation of hydrides is heterogeneous, rather than homogeneous.
However, heterogeneous nucleation of hydrides at features such
as dislocations or sympathetically in the strain ﬁeld created by
other hydrides would serve only to reduce the strain energy com-
ponent of the nucleation energy barrier. As Fig. 7 shows, even if
there is no strain energy required (through complete, instanta-
neous relaxation), a large undercooling for nucleation is still
required, owing to the interfacial energy terms.
To understand why the lower portion of the expected C-curve
was not observed, even at precipitation temperatures as low as
100 C, simple diffusion distance calculations have been performed
for hydrogen dissolved in zirconium. Taking the diffusion coefﬁ-
cient determined by Kammenzind et al. for hydrogen in Zircaloy-
4 (288–482 C), and extrapolating to cover a range relevant to
the present work, it becomes possible to estimate the diffusion
length for hydrogen [74]. This is done using a simple d ¼
ﬃﬃﬃﬃﬃ
Dt
p
approximation, where D is the diffusion coefﬁcient and t is time.
Fig. 8 shows the result of these diffusion distance calculations at
two length scales, where (a) is scaled to half the axial length of the
test piece, giving an indication of how far from the centre of the
sample, where diffraction measurements are taken, hydrogen is
able to diffuse. Both subplots consider diffusion to be isotropic
for simplicity, however, given the highly textured nature of zirco-
nium cladding this may not be true of all directions within a com-
ponent. The data contained in (a) serve to illustrate that with
elevated temperatures and long hold times, hydrogen is able to dif-
fuse moderate distances through the zirconium matrix. Given an
hour at 500 C, the diffusion distance is calculated as 1.2 mm,
which is 12% of the distance from the point of beam incidence to
the ETMT grips, demonstrating why axial hydrogen distribution
checks are important.
Fig. 7. Calculated nucleation rate as a function of temperature, strain energy and
geometry.
Fig. 8 – (b) looks speciﬁcally at distances relevant to both the
inter-hydride spacing and overall precipitate length related to
the sample being studied. The average zirconium grain diameter
for the sample measures 10 lm, micro-hydride lengths typically
range from 10 nm to 200 nm (although examples of large 1 lm
precipitates exist) and the inter-hydride spacing taken from trans-
mission electron micrographs is no more than 2 lm. These values
were recorded for the speciﬁc sample being examined in this work,
and as hydride geometry and distribution will change with hydro-
gen concentration, thermal history and mechanical processing, this
assessment is intended to be representative, rather than deﬁnitive.
Taking the curve for 1 s, it is evident that hydrogen is capable of
rapidly diffusing the average measured inter-hydride spacing at
temperatures close to 150 C. Similarly, it is also able to diffuse half
of the width of a matrix grain in just ten seconds at this
temperature.
The overall rate of transformation is limited either by the
energy barrier or diffusion rate at upper and lower temperatures,
respectively, giving the customary C-shaped curve to TTT dia-
grams. The values for local diffusion distances above would suggest
that while the diffusion of hydrogen controls the process of precip-
itation at temperatures below 0 C, the presence of rapid diffusion
at temperatures relevant to fuel assemblies would mean that diffu-
sion is never rate limiting. This explains the extremely fast precip-
itation observed below 150 C, where 98% of precipitation is
complete almost immediately. As temperatures increase above
150 C, the drop in precipitation rate observed in Fig. 4 then occurs
through the activation energy becoming the rate limiting process.
It should be noted, however, that while hydrogen diffusion is con-
sidered not to be rate limiting above 0 C the process of nucleation
is still dependent on short range diffusion, where the local jumping
of hydrogen across the interface regulates the speed of nucleation.
Where hydrogen concentrations are signiﬁcantly lower, such as
in the case of CANDU pressure tubes where the life design allow-
ance is 100 ppmwt. of hydrogen, the inter-hydride spacing would
in-turn be larger [75]. Such increases in the required distance for
hydrogen to travel could then lead to diffusion becoming a rate-
limiting factor. From the diffusion data above this would seemingly
not be until inter-hydride spacing was in the order of tens of
microns, at least. For the purpose of this work, however, the above
assessment of diffusion distance seems sufﬁcient to explain the
lack of the lower half of the C curve expected in a conventional
TTT diagram.
5. Conclusion
Synchrotron X-ray diffraction was able to investigate success-
fully the isothermal precipitation of hydrides within Zircaloy-4.
From completion percentage data, a peak in precipitation rate
was measured close to, or below, 100 C. The measured concentra-
tion of hydrogen in solution while precipitating, recorded during a
1 C s1 cooling transient, was shown to be in poor agreement with
the literature. During quench and hold cycles, the initial solubility
showed a similar agreement with the continuous cooling values,
but then continued to drift towards the position of the literature
solubility. This was explained as being the product of signiﬁcant
residual supersaturation, where the process of precipitation was
unable to keep pace with the rate of temperature change. This
effect was primarily seen at temperatures above 200 C, while
those below this threshold showed little or no recordable residual
supersaturation after the quench, within the bounds of experimen-
tal error.
A simple model was used to predict the peak temperature for
hydride nucleation using the Eshelby method for estimating misﬁt
strain energy in two geometries of precipitate, as well as perform-
ing a strain energy-free calculation. This represents a lower and
upper bound to nucleation rate behaviour, respectively. The tem-
perature dependence of the misﬁt was included in this model
and shown to be signiﬁcant in the calculation of strain energy.
While only a simple approximation, this model is reasonably con-
sistent with the experimental observations, predicting a peak in
nucleation rate at between 113 C and 149 C. Strain energy has
a modest effect, reducing the temperature of peak nucleation rate
by up to 36 C, depending on the precipitate geometry considered.
The reason a large undercooling is required to reach the peak
nucleation rate is mainly attributed to the relatively high interfa-
cial energy reported in the literature for the hydrides. Diffusion
Fig. 8. Diffusion distance as a function of temperature, showing distances relevant to (a) axial sample length and (b) inter-hydride spacing.
distance calculations showed that hydrogen diffusion was not sig-
niﬁcantly rate limiting given the diffusion distances required at
temperatures relevant to the life of zirconium clad fuel assemblies.
Ultimately, these simulations act to justify the experimental
observations made through synchrotron X-ray diffraction.
However, it should be noted that while precipitation at these
higher temperatures is considered relatively slow when compared
with the lower thermal region, the overall process of hydride pre-
cipitation in zirconium alloys is very rapid, owing to the high
mobility of hydrogen and the large driving force that develops with
increased undercooling.
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