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Let 52 be a bounded domain in [w” (n 3 2) with smooth boundary 30. We discuss 
the existence and multiplicity of solutions of the boundary value problem 
-Au =p(x, u) in Q, u =0 on aQ, roughly speaking, under the assumption that 
1,4lim,_+, (Pk t)/t) G 4, I for two distinct consecutive eigenvalues I,, A,, , of 
the first boundary value problem of -A. l? 1988 Academic Press, Inc. 
Let Q be a bounded domain in R” (na2) with smooth boundary 852 
and p: Q x R -+ R be a Caratheodory function, i.e., for each t E R, 
p( ., t): d -+ iw is measurable and for almost all (a.a.) x E a, p(x, .): R + R 
is continuous. We assume throughout the paper that there are positive 
constants cI, c2 such that 
IPk f)l 6 Cl + c2 I4 for a.a. x E Q, Vt E R. (1) 
We (consider the boundary value problem (abbreviated to BVP in the 
sequel) 
-Au = p(x, u) in Sz, u=O on asz. (2) 
We shall denote the sequence of distinct eigenvalues of the eigenvalue 
problem 
-Au=lu in Sz, u=O on asz (3) 
O<A,< ... <&< . . . . 
For each i = 1,2,... let E(l;) stand for the eigenspace corresponding to li, 
i.e., the finite dimensional space spanned by the eigenfunctions 
473 
0022-247X/88 $3.00 
Copyright 0 1988 by Academic Press. Inc. 
Al1 rights of reproduction m any form reserved. 
474 NGUYEN PHUONG CA< 
corresponding to ;1,. The dimension of E(i.,) is equal to the multiplicity of 
I., which is denoted by mi. For a function defined on Q x R like p, we 
denote its primitive by the same letter in upper case, i.e., P(x, t) = 
jh p(.u, s) ds. We shall prove 
THEOREM A. Suppose that 
(Pl) There exists a real function k( .) E L” (52) with k(x) < i,,, for 
a.a. x e Q, 
mes{xEQ ) k(x)<l,+,} >O 
and 
AX? t, 1 -Ax, f2) 
tl -f2 
<k(x) 
for a.a. xEi22; t,, t,ER, t,#t,. (4) 
(P2) There exist real functions h,, h2E L*(Q x R) and a constant 
M > 0 such that 
U+h,(x, t)@x, t)<4+,t--z(x, t) 
t t t (5) 
holds for a.a. x E Q if 1 t 1 > M. Moreover, we assume that 
I H,(x, cp(x)) dx -+ 00 R 
for cp E E(&), lQ IVvl* dx --t cc, (6) 
(I). Then under the assumptions (Pi) and (P2) the BVP(2) has a 
solution. 
(II). Assume in addition to (Pl) and (P2) that 
(P3) p(x, 0) = 0 for a.a. x E Q and there exists 6> 0 such that 
Pk t) < A 
I 
/ .for a.a. x E 52 if 0 < 1 t[ d 6. (8) 
Then the BVP(2) has at least one nontrivial solution. 
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(III). In the case 1> 1 assume in addition to (Pl), (P2), and (P3) that 
(P4) y/ 
Pb, t) > A 
/- 1 for a.a. XEQ, VteR, t#O. (9) 
Then the BVP(2) has at least two nontrivial solutions if the eigenvalue A, is 
simple. 
Before proving this theorem we wish to describe its relationship with 
earlier elated works. 
Concerning (I) of Theorem A. This result is proved by Thews [7] 
under the stronger assumptions that p be continuously differentiable on
R x R: with p!(x, t) < I,, 1 and p,(x, t) satisfying some growth condition in 
t. In case the behavior of p strictly prevents resonance from occurring the 
result can also be deduced from Castro’s paper [S] on Hammerstein’s 
integral equations. In fact [5] assumes that in (4) the funciton k( .) is 
constant, i.e., there exists a constant y’ < A,+ 1 such that 
P(X, t1)-p(x, t2) 
dy’ for a.a. 
t, - t2 
XE Q; t,, t2 E R, t, # t,. (10) 
and it appears that the proof in [S] makes essential use of this assumption. 
Under this hypothesis (lo), (7) is automatically satisfied and instead of (6), 
[IS] imposes the stronger requirement that there exists a constant y > I, 
such that 
P(x, t) = 1; p(x, s) ds > +yt’ for a.a. x E Q, Vt E R. 
Thus below in proving (I) of Theorem A by a reduction method is basically 
the Liapunov-Schmidt method and is used by both [7, 51, our main effort 
lies in circumventing the differentiability requirement of [7] on the one 
hand and the strict nonresonance requirement of [S] on the other. For 
earlier esults in the same direction, see the bibliography of [7]. We also 
note that the BVP(2) at double resonance in a nonvariational setting has 
been studied by [3, 63, among others. 
Concerning (II) of Theorem A. This result is proved by Thews [7] 
under the stronger assumption that p be continuously differentiable on
Q x R and p,(x, 0) < 2, for all x E 52. In our proof we shall exploit more 
fully than [7] the regularity of solutions of elliptic BVPs. Although we 
consider here the operator -d, the needed regularity is still available for 
more general elliptic operators with reasonably smooth coefficients. 
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Concerning (III) of Theorem A. This result is proved by Thews [7] under 
a different set of conditions: p is continuously differentiable on R x R, 
p,(x, 0) < /1, for all x E S, and the BVP 
-Au = p,(x, 0) 11 in Q, u=O on ?Q (11) 
has only the trivial solution. 
Proof of Theorem A. Let E be the Sobolev space HA(Q) of real 
functions equipped with the inner product 
(u, u) : = i, Vu Vu dx u, VEH;(O)=E (12) 
the corresponding norm on E is denoted by 11.11. The inner product and 
norm on L*(Q) are denoted by ( ., .)O and 11. Ilo, respectively. Let 
V=E(i,)O “’ @E(&), 
and let W be the orthogonal complement VI of V in E. Thus 
W=E(&+,)OE(h+2)@ ... and E= V@ W. 
On E consider the functional 
G(u)=+ l~u+1, P(x, u)dx u E E. 
It is well known that G(. ) E C’(E, R) and the critical points of G are the 
weak solutions of the BVP(2). For each DE V consider the functional 
J,( .) E C’( W, R) defined by J,(W) = G(v + WJ) for w E W. It is not too dif- 
ficult o see that as a consequence of the second half of (5) and (7), J,,( .) is 
coercive, i.e., J,(w) -+ co as II ~11 + co in W (for a proof see [7, p. 810)). 
Furthermore it is also not difficult o see that G( .) is weakly lower 
semicontinuous on E; hence J,( .) is weakly lower semicontinuous on W. 
Therefore there exists R > 0 sufficiently large and e(v) E B, n W (B, is the 
open ball in E of radius R centered at 0) such that 
J,.(e(v)) = min J,(w) = min J,(w). (13) 
II tB#n U’ M,E w 
Thus 0(v) is a critical point of J,( .). It satisfies theequation 
(U&v)), w) = (G’(u + Q(v)), w) 
= (e(u), M’) - j, p(x, v + O(u)) w dx = 0 VWE w. (14) 
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We shall show that e(u) is the only critical point of J,( .). Suppose by 
contradiction that J,( .) has two distinct critical points w, # w2 in W. Let 
B=w,-w,. Then CC#Oin Wand 
Illi’ll’-j, {P( x,u+w,)-p(x,u+w*)}(w,-w2)dx=0. 
We deduce from (4) that 
llsll’-jQ k(x) (bq*dxQO. (15) 
Since E’E W=E(A,+,)@E(I,+,)@ . . . . 
IIW-s, A,+, 14 dx>O. (16) 
Because k(x) d I,, , for a.a. XEQ it follows that 
lI@ll’-j* A,,, ~iq2dx=0. (17) 
Therefore 6 is an eigenfunction corresponding to the eigenvalue A,+ 1. 
Furthermore, from (15) and (16) we obtain 
I [IA r+,-k(x)] lG12dx=0. R 
Thus @=O almost everywhere on the set of positive measure 
{x E 12 I k(x) < A,, , }. It is well known that an eigenfunction of the eigen- 
value problem (3) has the unique continuation property, i.e., if it is equal to 
0 on a set of positive measure then it is identically equal to 0. Thus we 
arrive at the desired contradiction that E = wi - w2 = 0 in W. Hence we 
have defined a mapping (I( .): V --) W by (13) or (14). For later use we now 
establish that t3( .) is continuous. 
We first show that 19( .) is bounded. In fact, let {u,} be a bounded 
sequence in V, then there exists a constant c3 > 0 (here and in the sequel ci 
(i = 1,2,3,4) denote generic positive constants, not always the same) such 
that G(v,) -C c3 ; n = 1, 2, . . . From the characterization (13) of 0( .) we have 
G(u, + O(u,)) d G(u,) -=I c3 n=l,2,.... (18) 
If the sequence { 0(0,)} is not bounded in W then the second half of (5) 
together with (7) imply that G(u, + 0(~,)) -+ co as n + 00, which con- 
tradicts (18). We next consider a sequence {u,} of V converging to u0 E I’. 
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Because 0( .) is bounded, there exists a subsequence of { 11,~) which we still 
denote by {u,,} such that {O(C,~)} converges weakly to MS,, in W. Since the 
embedding of H:(Q) into L’(Q) is compact, by using a subsequence we 
can assume that (0(t),,) 1 converges to )I’(, in L’(sZ). Then condition (1) on 
p( ., .) implies that lim,,-, L p(x, L’,, + B(u,,)) =p(x, u,, + rcO) in L’(O). 
Therefore for VIP E W: 
= CM’03 M’)- ! p(x, u. + wo) M’ dx. R 
This shows that w0 is a critical point of .I,( .). Above we have shown that 
this functional has only one critical point, namely, @II,), thus w0 = @II,). 
From the characterization (14) of Q(v,) and Lo we obtain by taking 
M’= e(u,) - e(u,): 
lle(u,) - H(U”~W S, iP( x> u,, + Qu,)) -Pk 00 + eo))) 
x {Q(u,,)-fl(u,)} dx=O. 
Since lim,, _ 5 p(x, u,, + @u,)) = p(x, u. + Quo)) in L’(B) and fe(u,)} is 
bounded in L’(Q) we deduce that {fI(u,)} converges to 0(u,) in the 
11 II-norm of W. 
We define a functional I(. ) on V as 
Z(u) = G(u + d(u)) = mEi;- G(u + w). (19) 
Using the continuity of O( .) it can then be shown as in [S] that 
Z( .) E C ‘( V, R). For the sake of completeness we reproduce that rather 
short proof here: Fix u E V. For t > 0, v E V we have 
Z(u+tv)-Z(u) G(u+tv+8(u+tv))-G(u+B(u)) = 
t t 
6 G(u + tv + e(u)) - G(u + d(o)) 
t 
= s ’ (G’(u+O(u)+stv),v)ds. 0 
Similarly, 
Z(u + tv) - Z(u) 
2 
t s 
’ (G’(u + o(U f ?V) + SIV), V) dS. 
0 
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Since G’( .) and 0( +) are continuous we obtain 
lim Z(u + tv) - Z(u) = (G’(0 + e(u)), u). 
r-o+ t 
Thus Z( .) has a continuous Gateaux derivative. Therefore Z’( .) is Frechet 
differentiable [S, p. 421 and its Frechet derivative I’( .) is given by 
(r(u), v) = (G’(u + e(u)), VI vu, VE v. (20) 
From (14) and (20) it can be seen that u E Hh(SZ) is a critical point of G( .) 
if and only if u = u + 0(u) and u is a critical point of I( .) in V. 
Proof of (I) of Theorem A. It suffices to show that I( .) has a critical 
point in V. By (19) we have 
Z(u) = yei&G(u + w) 6 G(u) VUE v. 
The first half of (5) in conjunction with (6) implies that G(u) --) -cc as 
llull + co, DE V; hence Z(u) + --co as /10/1 -+co, UE V. Thus there exists 
R > 0 sufficiently arge such that 
sup(Z(u) 1 UE V, jlull <R} =sup{Z(u) I DE V}. 
Since Z( .) is continuous on the finite dimensional space V, the supremum 
on the left-hand side is attained at a point uo. Thus 
Z(u,) = sup{Z(u) 1 UE V) 
and ug is a critical point of I( .) in V. 
Proof of (II) of Theorem A. Since p(x, 0) = 0 for a.a. XE Sz, it follows 
from (14) that O(0) = 0. Hence Z(0) = 0. Therefore to prove that the BVP(2) 
has a nontrivial solution, it suffices to show that Z(u,) > 0. This is achieved 
by proving that there exists u E V with Z(u) > 0. Let ‘p, be an eigenfunction 
corresponding to AI, normalized by Ilq,\l = 1. Since f3( .): V+ W is 
continuous, for small 1~1 > 0, ilO(.sqr)ll is small. Because of (1) and the 
assumption that p( ., .) is a Caratheodory function, the Nemytskii operator 
associated with p is continuous from L’(Q) onto itself or any r 3 1; 
consequently, for all small IsI, the L*-norm of p(x, E(P,+ ~(E(P,)) is 
small. Let Q be the projection on W in Z.*(a). Because for small 1~1, the 
L*-norm of Qp(x, E(P, + B(.scp,)) is small, it follows from (14) and the theory 
of elliptic equations that II~(E(P,)II~~~~) is small. Let l/r = l/2 - 2/n. Then for 
small I4 IIf& w+ wh~~~l,r~,, is small. Let I- Q be the projection 
in L*(Q) on the finite dimensional space V. Then for small 1~1, 
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ll(Z- Q) P(A w/+ QVI))IIL’(R) is small and hence IlQp(x, E(P, + O(E(P,)II L,,b2, 
is small. From (14) we deduce that l/&ccp,)ll ,+,?,,,Rj is small. Thus by a 
bootstrap argument we can find F”>O sufficiently small such that 
0 < IEI < Eg * 0 < IIE(P, + N(Ecp,)ll (‘,f=j, < 6, (21) 
where 6 is the positive constant involved in condition (P3). For such an E, 
from (P3) and (21) we obtain that 
s P(x, E(P,+ fl(~q,)) dx < &i, (up,+ fl(up,)12 dx R I 
d 4 IIW, + Q(w,)II 2 
because E(P,+~(E(P,)EE(%,)OE(~“~+,)~ ... Thus for 0~ J&j <E,,, 
Z(w,) = G(w, + Qw,)) 
Therefore Z(u,) > 0 and u,, # 0. 
Proof of (III) of Theorem A. We carry out the proof for the case I > 2. 
When I= 1 the proof is similar and actually simpler. From (9) we obtain 
that 
uEE(%,)@ ... OE(%, ,)*Z(u)dG(o)dO. (22) 
Let cpI be an eigenfunction corresponding to 1, normalized by IIqJ = 1 and 
v+ = {UE VI (cp,, u)>O), V-={uEVI (cp,,u)<O}. 
Because of (22) and the fact that Z(u,) > 0, u,, belongs to either V + or V . 
Suppose that USE V+. Since Z(u) 6 G(u) + --co, there exists R > 0 
sufficiently large such that 
sup{Z(o) 1 UE v -, llulj <R) =sup{Z(u) ) UE v- }. 
Because I( .) is continuous on the finite dimensional space V, the 
supremum on the left is attained at a point u, . As we have seen in the proof 
of (II) above, for 1~1 small, E < 0, Z(ql) > 0. Since E(P,E V-, Z(u,) > 0. By 
(22), u, does not belong to the boundary E(A,)@ ... @,!?(A,-,) of Pm-. 
Thus u, is a critical point of I(. ) in V. Obviously u, # 0, ui # uO. 
The existence of two nontrivial solutions of the BVP(2) is proved by 
Thews [7] under a different set of conditions than those of (III) of 
Theorem A, namely, 
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(P5) p(x, 0) = 0 for all x E Q; p is continuously differentiable on 
Q x R. 
P,(& 0) < 4, IP,(X, 1) cc, + c2 ItIS- l, 
where 1 <s <: (n + 2)/(n - 2) and the BVP 
V(x, t) E 52 x R, 
-du=p,(x, 0) u in 52, u=O 0n XI (23) 
has only the trivial solution. 
In his proof, Thews [7] uses the Leray-Schauder degree of gradient 
maps (see also [ 1)) and pointed out that the proof could also be carried 
out by using Morse theory when p is bounded as in Theorem 6.5.16 of [4]. 
We shall show that Morse inequality could be used to prove Thews’ result 
even if p is not bounded. We recall that f E C’(E, R) is said to satisfy the 
Palais-Smale (PS) condition if every sequence {un} in E for which { f(u,,)> 
is bounded and {f ‘(un)} converges to 0, contains a subsequence converg- 
ing in the norm topology of E. If f E C2(E, R) then a critical point u off is 
nondegenerate with Morse index k if, as a mapping from E into itself, 
f”(u) is invertible and k is the dimension of the linear subspace where 
f”(u) is negative definite. Let C, be the number of isolated local minima of 
f and for k > 0 let C, be the number of nondegenerate critical points off 
having Morse index k, then we have the following Morse inequalities [2]: 
Suppose f E C*(E, R) is bounded from below on E and satisfies (PS); 
suppose also that f has only isolated local minima and nondegenerate 
critical points of finite Morse index, then 
1 d c, 
-16C,-c, 
l<C,-c,+c, 
(-lY<Ck-CkL1+ ... +(-l)kCO. (24) 
THEOREM B [7]. Suppose that conditions (Pl ), (P2) of Theorem A as 
well as condition (P5) are satisfied. Then the BVP(2) has at least two 
nontrivial solutions. 
Proof: Since condition (P5) implies condition (P3) among other things, 
we see from (II) of Theorem A that BVP(2) has a nontrivial solution 
u,, + @v,), where ug # 0 is a local minimum of - Z( .) while 0 is not a local 
minimum. We can assume that v,, is an isolated local minimum for 
otherwise the theorem is proved. It is easy to check that -I( .) is bounded 
below and satisfies (PS). Using (P5) and the implicit function theorem it 
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can be proved that (I( .): V-t W is Frechet differentiable and hence that 
-I( .) E C’( V, R) (for details see [7]); moreover, from the assumption that 
the BVP(23) has only the trivial solution it follows that -Z”(O) is inver- 
tible, i.e., 0 is a nondegenerate critical point of -I(. ). We can assume that 
it is isolated, for otherwise the theorem is proved. Suppose by contradiction 
that 0 and u0 are the only critical points of - I( .) and let k, be the Morse 
index of 0, k,, > 0 because 0 is not a local minimum as we have seen in the 
proof of (II) of Theorem A. Then (24) is false with k=k, + 1 no matter 
whether k, is even or odd. 
We have the following “dual” of Theorem A. 
THEOREM A*. Suppose that p( ., .) satisfies assumption (P2) of 
Theorem A and 
(P*l) There exists a real function k*( .) E L”(Q) with k*(x) > A, for 
a.a. PER, mes{xEQ 1 k*(x)>A,} >O and 
P(X, t;) :;(x3 t2) 2 k(x) for a.a. xEsZ; 
1 2 
t,, f2EIW t, #tz. (25) 
(I) Then under the assumptions (P*l ) and (P2) the BVP(2) has a 
solution. 
(II) Assume in addition to (P*l) and (P2) that 
(P*3) p(x, 0) =O,for a.a. xeQ and there exists 6* >O such that 
P(X, t) ” 
t ’ A/+ I 
,for a.a. xEl2 ifO< ItI <a*. (26) 
Then the BVP(2) has at least one nontrivial solution. 
(III) Assume in addition to (P*l), (P2), and (P*3) that 
(P*4) - P(X, t) < 1 
t /t2 
for a.a. x E 52, Vt E R, t # 0. (27) 
Then the BVP(2) has at least wo nontriuial solutions ifthe eigenvalue i,+, 
is simple. 
Proof (Sketched). Let E=Hh(Q) and in E, 
W= E(A,)@ ... @E(1,); I’= W’= E(,$+ ,)@ ... . 
The proof is carried out similarly tothat of Theorem A. We first define a
mapping Q( .): 1/ + W by 
VVE v, G(u+~(u))=sup{G(u+w) 1 WE W>, 
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where G( .) is the functional defined on E as in Theorem A. Following the 
steps in the proof of Theorem A we can then show that the functional 
Z(u) = G(u + e(o)), VE v, 
is weakly lower semicontinuous on the (now infinite dimensional) space V 
by showing in the first place that e( .): V + W is continuous when V is 
equipped with the weak topology. From the second half of (5) and (7) we 
deduce that Z(o) -+ cc as llul\ + co, UE V. This together with the weak lower 
semicontinuity of I(. ) imply the existence of a0 E V with Z(o,) = min,,. y Z(u). 
Then o0 + O(Q) is a solution of the BVP(2). 
The dual version of Theorem B is also true, see [7, Theorem 21. 
Note. In the paper we have used the following property of an eigen- 
function cp of -A with zero Dirichlet condition: If the measure of the set 
E= (xd2 1 cp(x)=O} 
is positive then cp must be identically equal to zero. 
An anonymous referee kindly supplied the following proof for that 
property: According to Lemma A.4 of [9], since (PE H’(Q), &p/ax,=0 
almost everywhere on E for 1 <k < n. Because cp E H”(Q) for arbitrary m, 
by induction D”cp = 0 almost everywhere on E for an arbitrary multi-index 
CI. Since E has positive measure and the set of multi-indices is countable, 
there must exist x0 E E such that D”cp(x,) = 0 for all multi-indices cc By 
analyticity, cp would vanish on an open set, and by unique continuation, 
identically on Q. 
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