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Abstract—Recovering absolute metric scale from a monocular
camera is a challenging but highly desirable problem for monoc-
ular camera-based systems. By using different kinds of cues, var-
ious approaches have been proposed for scale estimation, such as
camera height, object size etc. In this paper, firstly, we summarize
different kinds of scale estimation approaches. Then, we propose
a robust divide and conquer absolute scale estimation method
based on the ground plane and camera height by analyzing the
advantages and disadvantages of different approaches. By using
the estimated scale, an effective scale correction strategy has been
proposed to reduce the scale drift during the Monocular Visual
Odometry (VO) estimation process. Finally, the effectiveness and
robustness of the proposed method have been verified on both
public and self-collected image sequences.
Index Terms—Absolute Scale Estimation, Ground Plane, Scale
Correction, Monocular VO and SLAM
I. INTRODUCTION
V ISION based Structure-from-Motion (SfM), VisualOdometry (VO) and Simultaneous Localization And
Mapping (SLAM) play important roles in advanced driver
assistance and autonomous driving systems. Compared with
other active sensors, such as Light Detection And Ranging
(Lidar), vision-based systems have several advantages: first,
the camera sensor is very cheap; second, cameras can pro-
vide color, semantic and geometric information, which are
important for scene understanding; finally, cameras which are
passive sensors need less power consumption than the active
sensors. Different from stereo or multi-cameras vision systems,
monocular camera system [1], [2], [3] is a very attractive
option for real-world applications due to its own merits: a
single camera is easy to be mounted on the vehicle and
it is also free from the burden of multi-camera calibration.
Furthermore, a single fish-eye camera can also provide a
relatively large field of view as stereo rigs.
However, all monocular camera-based systems suffer from
one drawback, which is called as similarity ambiguity [4]. In
other words, from only monocular camera images (a pair of
view or number of views), we cannot recover the 3D structure
and camera motion with absolute metric information. Without
prior knowledge, we don’t know whether the reconstructed
scene is a real or just an artificial model. To recover the
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absolute scale, at least one piece of metric information is
required. This cue may come from prior scene knowledge
(e.g., camera height, object size, vehicle speed, baseline of
stereo camera etc.) or from other sensors, such as IMU (Inertial
Measurement Unit) or GPS (Global Positioning System) etc. If
two cameras are provided, i.e. forming a binocular system, the
absolute scale can be recovered based on the baseline of two
cameras. Alternatively, the absolute scale can also be recovered
by using IMU, GPS [5], [6] or wheel odometry [7], etc.
Furthermore, prior geometric knowledge, such as the camera
height, object size, has also been employed for absolute scale
recovery.
Scale-drift (accumulative error) is another big problem in
VO and SLAM systems. This error usually comes from the
procedure of features extraction, feature tracking, 3D recon-
struction and relative pose estimation. In addition, this kind
of error is unavoidable in the existing SLAM systems because
3D camera trajectory and environment map are reconstructed
incrementally frame by frame. To overcome this kind of
error, many approaches have been proposed. To reduce the
uncertainty generated during the initialization and tracking
process, a concept of inverse depth parametrization [8] has
been proposed for monocular SLAM system. To reduce the
feature matching and tracking error, a feature descriptor called
“synthetic basis descriptor” [9] was developped to match
features across different views. In addition, a sliding window
strategy is also applied for extending feature transformation
into subsequent frames to overcome the limitation of the short
baseline nature of VO.
Tracking features in multi-frames have been proved to be
an effective way for reducing the scale drift in VO [10],
e.g., local Bundle Adjustment (BA) technique. Based on BA,
the rotation and translation error can be minimized across
multi-views. Although BA technique is effective in small-scale
environment, the drift is also serious after a long distance
driving in real-world traffic scenarios.
Besides BA, loop closure is another effective strategy
for scale drift reduction which relies on place recognition
technique. If a loop is detected, the current camera will be
forced to relocate to a previous prior location. Usually, this
procedure should be executed carefully because an incorrect
loop detection may result in a crash of the whole system. In
addition, in the real autonomous driving scenarios, the loop
does not always exist. Especially in the high-way scenarios,
the drift becomes more serious because all the features can
only survive in a few frames due to the high speed of the
vehicle.
This article is organized as follows: first, Section II dis-
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cusses related works for scale estimation and correction.
Next, camera height based scale estimation approaches are
introduced in Section III. Then the proposed robust divide and
conquer scale estimation and correction method is presented
in Section IV and V respectively. We evaluated the proposed
method on both synthetic and real KITTI image sequences
in Section VI. Finally, our paper ends with a conclusion and
discussion of potential future works.
II. RELATED WORKS
VO, SfM and SLAM have been widely researched for more
than 30 years. A comprehensive review of these works is
beyond the scope of this paper. Some detailed summaries
of them can be found in [11], [12], [13] and [14]. In this
section, we only discuss latest works related to our absolute
scale estimation problem.
A. Multi-sensor based methods
Recently, Lidar has been widely employed [15] or fused
with cameras [16] for VO and SLAM. Based on the depth
sensor, the absolute scale can be recovered directly. However,
motion estimation based Lidar point cloud suffers from the
so-called motion distortion effect because the range measure-
ments are received at different times during continuous Lidar
motion. More seriously, scan matching also fails in some
degenerate cases when the scene is dominated by planar areas.
A combination of camera and Lidar for motion estimation is
also commonly employed to enhance the advantage and avoid
the disadvantage of each other.
Inertial measurement unit (IMU) sensors have also been
used for VO and SLAM by fusing with cameras [17], [18],
[19], [20], [21], [22]. IMU sensor can give a 3D acceleration
of rotation and translation of a moving platform. The plat-
form’s position can be obtained by a second order integral.
Unfortunately, direct integration of acceleration measurements
drifts quadratically in time due to the measurement noise.
Conversely, the drift of camera-based VO is relatively small.
So intelligent combination of IMU and camera can provide
not only scale but also a stable estimation. In general, IMU
aided approach can be categorized either as tightly or loosely
coupled [23] depends on the way of using the IMU in the
system. Stereo camera [3], [24]–[27] is also an important
sensor for VO and SLAM. Based on the baseline, the absolute
scale can be recovered easily. By using this information, both
the camera motion and the scene structure are reconstructed
in metric. A general review of stereo vision based VO can be
found in [11], [12].
B. Monocular-based methods
Compared to methods with additional sensors, monocular
camera-based approaches are more attractive. In order to
estimate the absolute scale, the scene knowledge should be
well unitized.
1) Camera height based methods: Camera height is a com-
monly used information for absolute scale estimation [1], [28],
[29], [30], [31], [32], [33], [34], [35] based on a flat ground
plane assumption. In [35] a multi-attribute cost function has
been designed for selecting ground features to estimate the
absolute scale. In this paper, a good ground point should be
in the center bottom area of the image, present a good image
gradient along the epipolar line to enhance matching precision
and is expected to be close to the estimated ground. A multi-
modal mechanism of prediction, classification, and correction
have been proposed in [36]. For robust estimation, the scale
correction scheme combines cues from both dense and sparse
ground plane estimation. Furthermore, a classification strategy
is employed to detect scale outliers based on various fea-
tures (e.g. moments on residuals). More camera height based
method will be detailedly introduced in Section III.
2) Other scene knowledge based methods: The ground is
not always detected in the real scenario. In that case, other
scene knowledge has been considered for scale estimation.
Botterill et al. proposed to use objects’ size to reduce scale
drift [37], [38]. In these works, an algorithm called SCORE2
(scale correction by object recognition) has been proposed:
the objects in surrounding environment are detected and rec-
ognized first; then the distribution of objects’ size for each
class is estimated. Finally, the objects’ sizes are used for scale
correction when they appear next time.
The detected object’s bounding box is also used for scale
estimation in [39]. The scale is estimated by minimizing the
difference between current detected object’s size and prior
knowledge. A monocular SLAM system has been developed
for indoor robot navigation in [40]. For scale initialization,
a fast and robust method was proposed by using building’s
geometric properties, e.g., room or corridor’s size. A person’s
height is also used for scale recovering in [41]. First, the true
camera’s height h0 is estimated by using the 2D pedestrian
detection in the image by assuming that the person is in
an upright position. Then, the camera height h1 can also be
recovered by reconstructing the 3D points on the ground plane
via the estimated camera motion (up to a scale). Finally, the
absolute scale is the ratio between h0 and h1. In [42], the
global scale of the 3D reconstruction is recovered by a set
of pre-defined classes of objects. Other scene knowledge is
also used to recover the absolute scale, such as the average
pedestrian’s height [38], vanishing lines [33] etc.
3) Deep learning based methods: All methods mentioned
above explicitly utilize the geometry information for scale
estimation. Recently, with the development of deep learning,
many approaches have been proposed to learn the camera
pose and scale from image sequences implicitly. In [43] and
[44], an end-to-end Convolutional Neural Networks (CNN)
based framework has been designed for VO estimation. For
VO, brightness constancy between consecutive frames is a
common used assumption, however, this doesn’t hold in High
Dynamic Range (HDR) environment. In [45], a deep learn-
ing based approach has been proposed to obtain enhanced
representations of the sequences; then an insertion of Long
Short-Term Memory (LSTM) based strategy is applied to
obtain temporally consistent sequences. In [46], an end-to-end
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sequence-to-sequence Probabilistic Visual Odometry (ESP-
VO) approach has been proposed for monocular VO based
on deep recurrent neural networks (RNN). The proposed
approach can not only automatically learn effective feature
representation, but also implicitly model sequential dynamics
and relation for VO with the help of deep RNN. In [47] and
[48], two approaches have been proposed to robust estimate
the VO by considering the optical flow caused by the camera
motion. In [48], the camera motion has been estimated by
using the constraints with depth and optical flow. In [47], a
novel network architecture for estimating monocular camera
motion which is composed of two branches that jointly learn
a latent space representation of the input optical flow field and
the camera motion estimate. In [49], an unsupervised approach
has been proposed to recover both depth and camera motion
together. During the training process, stereo sequences are
used which can provide both spatial (between left-right pairs)
and temporal (forward-backward) photometric warp error, and
this error constrains the scene depth and camera motion to be
estimated in a real-world scale. At test time the framework
is able to estimate single view depth and two-view odometry
from a monocular sequence.
This article is an extension of previously-published confer-
ence paper [50] with a new review of the relevant state-of-the-
art works, new theoretical developments, and extended exper-
imental results. The main contributions can be summarized as
below:
• A robust scale estimation and correction method have been
proposed and its effectiveness has been tested and verified
on the public VO dataset and our self-collected dataset.
• A quantitative evaluation of several camera height based
absolute scale estimation methods have been given in the ex-
perimental part. Advantages and disadvantages of different
methods have been analyzed and verified on the synthetic
and real dataset.
• Finally, this paper provides a general introduction and
summary of different kinds of absolute scale estimation
methods, which gives a guide for future researchers.
III. CAMERA HEIGHT BASED SCALE ESTIMATION
Based on two or more frames of a monocular camera, the
estimated camera motion and 3D map suffer from a so-called
similarity ambiguity. Without loss of generality, we consider
two-view geometry here. For two-view geometry, the epi-polar
constraint is xT2 Fx1 = 0, where x1, x2 are correspondences
in two views and F is the fundamental matrix. Assuming the
camera is calibrated, the above equation can be reformulated
by using essential matrix as xˆT2 Exˆ1 = 0, in which xˆ = K
−1x
is the bearing vector started from the camera center to its
corresponding 3D point. The essential matrix can be expressed
as E = [t]×R, which has only five degrees of freedom: the
rotation matrix R has three degrees of freedom while the
translation t has only two degrees of freedom because it is
up to an overall scale. The estimated camera translation is up
to a global scale which is usually chosen to satisfy ‖t‖ = 1
for convenience. Based on the estimated camera motion, the
3D scene is only reconstructed up to a global scale. Assuming
that an object’s length is b based on the 3D reconstruction,
the scale factor is defined as s = b′/b, where b′ is the ground
true length of this object. Absolute scale estimation aims at
recovering this coefficient s.
Camera height is commonly used for scale estimation.
Usually, the camera is fixed on a platform and its height (the
distance from camera principle center to the ground plane)
is unchanged during a certain amount of time. Assuming the
ground surface right in front of the camera is flat, the scale
can be recovered according to this height information.
A. Ground plane model
The camera coordinate at the first frame is assumed to coin-
cide with the world coordinate. Any 3D point X = (X,Y, Z)T
belonging to ground plane follows the following constraint
nTX = h, (1)
where n (‖n‖2 = 1) is the normal of ground plane and h is
the distance from camera center to ground (as displayed in
Fig. 1). Here, we assume that the relative motion [R|t] has
been estimated (e.g., 8 or 5-points algorithms), in which R is
rotation matrix and t is the translation up to a scale. The 3D
points X can be triangulated based on 2D features matching
and relative motion. The existed camera height based methods
can be generally categorized into two groups.
Figure 1: Ground plane geometry, where n is the normal of road
plane and h is the camera height.
B. 3D plane fitting based scale estimation
In the camera coordinate, the 3D ground plane (as Eq. (1))
can be fitted from a group of reconstructed 3D points. For
robust estimation, a Region of Interest (ROI) as displayed in
Fig. 2 (blue rectangle) is pre-selected. There are 3 degrees
of freedom for ground plane, which comes from the normal
direction n (where ||n|| = 1) and the distance h. Theoretically,
3 points are the minimum configuration for fitting this plane.
The 3D points can be reconstructed via two-views triangula-
tion by features (e.g., SIFT or SURF) extraction and tracking.
Furthermore, bundle adjustment is also employed to refine the
3D reconstruction. For robust estimation, RANSAC (Random
Sample Consensus) technique is used to help against outliers.
In [33], two different methods are used to compute the normal
vector of ground plane: 1) 3-points based RANSAC together
with least-squares optimization; 2) vanishing point estimated
from special scene structure is also applied for n estimation.
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Figure 2: Features matching in a pre-defined ROI. The green and red
ones represent the inliers and outliers with homography fitting.
Then the two normal vectors are fused and tracked by a
Kalman Filter for the scale estimation in next frame.
Another ground plane fitting method was proposed in Lib-
viso2 [27] by assuming the pitch angle is pre-calibrated and
unchanged. Then for each 3D point i, a camera height hi can
be computed according to Eq. (1) because n is known via the
pitch angle. However, the computed camera height hi is not
same from different points. To determine an optimal camera
height, the following strategy is used:
• First, hij is defined as the height difference between point
i and j.
• Then for each point i, a score qi is computed as
qi =
N∑
j=1,j 6=i
exp(−µ4h2ij), (2)
where µ = 50 and N is points number. This score is used
to measure the difference between hi and all other points.
• Finally, the optimal camera height h equals to hi who has
the maximum score q.
C. 2D homography based scale estimation
To avoid the uncertainty generated from 3D triangulation
process, the ground plane geometry can be described by using
2D Homography matrix.
For any world point belonging to a plane, the projective
homography [4] H defines the transformation of the image
point from the first frame to second frame as:
λx2 = Hx1, (3)
where x1 and x2 are homogeneous image coordinates in
the first and second frames respectively. The homography
matrix can be represented by using camera motion and plane
geometry information as [51]:
H = K(R+
tnT
h
)K−1, (4)
where (R, t) is the relative camera pose and K is the camera
intrinsic parameter.
Theoretically, 4 matched pairs are enough to compute H.
Usually, robust strategies such as RANSAC is applied to
reduce the influence of matching noise. Then, the estimated H
can be refined via a non-linear optimization method by using
Frame t+1
Frame t
ROI
Homography 
Mapping
Figure 3: Image mapping via H, which encodes R, t,n and d.
all the inliers. Assuming that the camera is pre-calibrated,
then Euclidean homography matrix Ĥ = K−1HK can be
computed via Eq. (4) easily.
1) Ĥ decomposition for scale estimation: From Eq. (4),
we can obviously find that Ĥ includes 8 degrees of freedom,
where R and t have 5 degrees of freedom and the rest 3
degrees of freedom is included in n and h respectively. Several
approaches have been proposed to recover the camera motion
R, t and ground plane n, h from the Euclidean homography
matrix Ĥ directly. In [52] and [53], two different kinds of
numerical approaches have been proposed to obtain R, t by
decomposing Ĥ via SVD (Singular Value Decomposition). On
the contrary, an analytical method is also deduced in [51] to
obtain an explicit solution of (R|t) from Ĥ, which can provide
the uncertainty propagation from the homography estimation
to the final motion results.
Though the homography decomposition method is efficient,
it is very sensitive to noise due to several reasons: first, the
H is fitted using noisy feature matches from the low-textured
road surface; second, too many parameters are required to be
computed from Ĥ. Both camera motion R, t, and ground
plane geometry (n, d) are required to be recovered, which is
another challenge for numerical stability.
2) Optimization based scale estimation: In order to avoid
the disadvantages of homography decomposition, many meth-
ods proposed to recover camera motion based on optimization
[31], [32], [39], [50]. Under a plain motion assumption, the
energy function between frame 1 and 2 is usually defined on
a predefined ROI as
min
R,t,n,h
N∑
i=1
ρ(f(xi2)− f(H12xi1)), (5)
in which xi1, x
i
2 are ith image locations in frame 1 and
2 respectively; H12 is the homography matrix between two
frames; ρ represents a certain kind of loss, e.g., L1 or L2 loss;
f(.) is a certain function of x which can be defined by geo-
metric information (e.g., pixel’s location [50]) or photometric
information (e.g., pixel’s intensity [54]).
Eight parameters are required to be optimized in Eq. (5).
Directly solving them together may result in many local
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Figure 4: The proposed sparse points based method is robust to noise
even some obstacles have been included in the ROI.
minimums due to the non-convexity of the energy function. A
simple way of decreasing the possibility of falling into a local
minimum is to reduce the number of optimization parameters.
Inspired by this idea, many approaches have been proposed to
estimate them individually by decoupling the camera motion
R, t and n, h.
A rear camera is used for VO estimation in [32], where the
camera is fixed on the rear of the vehicle and the dominant of
the image is road plane. The camera height and pitch angle
relative to the ground plane are pre-calibrated. Assuming the
camera configuration is unchanged, only the camera motion
R, t is required to be optimized. The loss function is con-
structed as image intensity error between the wrapped image
patch I ′1 from frame 1 and the real image patch I2 in frame
2. In which, I ′1 is generated by warping an image patch from
I1 via H12(.) which includes the R, t and n, h. Finally, the
camera motion with absolute scale is obtained by minimizing
this objective function.
Alternatively, we can only estimate n, h from Eq. (3) and
compute the camera motion R, t by using other strategies.
Song et al [39], [54] proposed to recover n, h by matching a
ROI densely between two consecutive frames (as displayed in
Fig. (3)). Different with the feature matching based method,
they match two image patches directly by projecting image
patch from frame 1 to frame 2. Furthermore, the camera
motion is estimated by using other strategies rather than
decomposition from Ĥ. By doing this, the accuracy and the
efficiency of the optimization have been highly improved
because the optimization parameters are reduced from eight
to three. In addition, other cues are also employed for scale
estimation, such as the height of the vehicle, etc.
IV. PROPOSED ROBUST DIVIDE AND CONQUER METHOD
The proposed method in [39] has two obvious drawbacks:
first, compared with sparse points based matching, the dense
matching is inefficient; second, the choice of ROI is very
important in this method and it will fail when some non-
ground plane objects are included in the ROI as the example
shown in Fig. (4). To get a better ROI, a basic road detector
(e.g., [55]) can be used to give the prior knowledge of the
road first and then we choose the ROI inside these areas. Here,
we used the pre-trained model on the KITTI road benchmark
1 for the road region prediction. In order to handle these
drawbacks, we proposed a robust divide and conquer method
to recover the scale based on sparse 2D features. Here, divide
and conquer represents that the motion parameters (relative
pose) in the homography is decomposed from the structure
parameters (plane) of the ground plane to improve the stability
of the estimation.
A. Robust scale estimation
By doing this, Eq. (5) can be rewritten as
min
n
N∑
i=1
ρ(x′i −H12xi) + ρ(xi −H21x′i), (6)
where xi and x′i are correspondences between two frames.
Matrix H12 represents the homography from frame 1 to 2,
while H21 is the homography matrix from frame 2 to 1 and
both of them can be obtained from Eq. (3).
Compared with Eq. (5), only 3 parameters related to the
plane geometry are required to optimize in Eq. (6). There are
several advantages of doing this: First, camera motion estima-
tion is decoupled from plane geometry estimation. Two view
epi-polar geometry estimation by using all feature correspon-
dences across the whole image tends to output more reliable
and accurate motion estimation than only using feature points
on the ground plane. Secondly, the optimization problem is
defined on feature correspondences on the ground plane only,
which is generally a small patch in the image. Adding R, t into
the optimization will not improve the estimation but deteriorate
the estimation. Furthermore, the optimization problem can be
solved more efficiently due to the reduced number of variables.
Finally, fewer parameters will result in less chance to struck
at a local minimum.
Experimental result shows that features matching methods
proposed in [27] work efficiently and effectively on the
texture-less road surface. Epipolar constraint (fundamental
matrix is estimated by using features over the whole image)
is also employed to remove false correspondences during the
features matching process. Furthermore, the correspondences
are refined again by estimating a homography matrix H0
between all the features. Finally, only inliners are taken for
the further optimization process. Robust Huber loss is used to
define ρ(.) as
ρ(r) =
{
1
2r
2 if r ≤ r0
r0
(
r − 12r0
)
otherwise,
(7)
where r0 is a predefined threshold. Nelder-Mead simplex
method [56] is applied to find the minimum of Eq. (6). The
initial value of n and d are computed linearly from H0 by
taking the estimation of R and t.
B. Scale refinement
Due to the planar road surface assumption is not always
satisfied, the filtering technique is always employed to smooth
1www.cvlibs.net/datasets/kitti/eva road.php
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scale estimation results. Kalman filter has been adopted to
smooth the ground plane estimation.
After obtaining the scale in the previous section, Kalman
filter is adapted to filter out unreliable scale estimates. The
Kalman filter is defined as below:
xk = Fkxk−1 +wk−1, wk ∼ N(0,Qk),
zk = Hkxk−1 + vk−1, vk ∼ N(0,Pk),
(8)
where x and z are the state and observation (or measurement)
vectors. Matrices F and H are the state transition model
and observation model. w and v are the process noise and
observation error which are usually assumed to follow zero
mean Gaussian distribution with covariances Qk and Pk. Here
the state variable is the ground plane x = (nT , h)T . While
‖n‖ = 1, there are only two free variables of n to determine.
Then the state vector is z = (nx, nz, h)T . In addition, we
assume that all the state variables are independent, thus Qk
and Pk are diagonal matrices. Here we define state transition
model as F =
[
R t
0T 1
]T
, and the observation model as
H =
 1 0 0 00 1 0 0
0 0 0 1
 .
We apply several gating mechanisms to augment the ro-
bustness and precision of the proposed algorithm. First, only
good initial values are used in the optimization process. An
initial value is considered to be good only if the angle between
the estimated ground normal n and prior normal vector is
smaller than a certain threshold, such as 5◦. Secondly, the
estimated value after the optimization will also be discarded
if the intersection angle between prior normal and n exceeds a
certain threshold. Only good estimations are used to update the
Kalman filter. Our scale estimation approach is summarized in
Alg. 1.
Algorithm 1 Scale estimation
Require: - Two consecutive frames I1 and I2;
- Camera intrinsic parameters and height;
Ensure: - Estimated scale;
1: I Robust sparse features matching between I1 and I2;
2: I Robust R,t estimation with RANSAC;
3: I Robust H estimation in pre-defined ROI;
4: I Compute initial n with Eq. (4);
5: I Refine n by minimizing Eq. (6);
6: I Scale smoothing with Kalman filter.
V. SCALE CORRECTION FOR VO
Local BA can reduce the scale drift based on multi-frames
information, while loop closing relies on the revisiting of the
same place. However, both of them can not monitor the scale
drift timely and actively choose the proper time to correct
the scale drift. Another type of scale correction strategy is
to detect the scale drift frame by frame by using the prior
scene knowledge and trigger the scale correction procedure
timely if the scale drift is serious. In [38], [57], [39] the
prior size of the object are used for reducing the scale drift
Figure 5: Camera trajectory estimation results of Monocular ORB-
SLAM [3] by removing the loop closure on KITTI VO dataset
sequence 00. The red curve is the ground truth and green curve
displays the estimated result.
when they are detected in the scene. Obviously, these methods
cannot work if no object has been detected. However, as they
mentioned in their papers, the object detection provides a limit
contribution for scale correction compared with the methods
of using camera height and ground plane.
In [50], we propose to use the camera height and ground
plane to correct the scale drift for VO/SLAM systems. Fur-
thermore, a robust scale drift detection and correction strategy
have also been proposed in this paper. First, the absolute scale
is estimated by using the ground plane and camera height for
each frame; then a scale drift ratio is computed by comparing
the estimated scale and propagated scale in the system; finally,
the scale correction procedure is decided to be triggered or not
based on this scale drift ratio.
Although we estimate the absolute scale frame by frame, the
scale correction mechanism is only triggered sparingly when
the system detects the scale drift ratio over a certain threshold.
We choose to correct the scale discontinuously due to several
reasons: 1) Per-frame correction is not necessary because the
system can hold the scale for a certain period; 2) Per-frame
correction will destroy the original VO/SLAM system, such as
key-frame selection mechanism; 3) The accuracy of the scale
estimation cannot be ensured per-frame as the road surface
cannot always be detected reliably.
Although the proposed approach can give accurate scale
estimation at most of the frames, several criteria are also
necessary to make sure that the scale used for correction is
accurate enough. We have used the following criteria: 1) The
estimated ground plane n should be close to the prior normal
direction. 2) The velocity should be above a certain threshold.
Essential matrix decomposition based camera pose estimation
is not accurate under the small motion case. 3) Only the
estimated scale drift ratio satisfies |λk − 1| > 0.075, scale
correction will be triggered.
Once a good scale estimation is ready and the scale cor-
rection is required, the correction process will start after the
next keyframe is inserted. All the 3D points and key-frames’
camera poses in the current local map will be re-scaled.
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Figure 6: Sketch of our scale correction strategy. Only the map points
and key-frames in the current local map are required to be corrected.
A simple sketch of our correction process is displayed in
Fig. 6. First, all the 3D map points and the camera poses
are transformed into the current local coordinate. Secondly,
the local map points and the relative camera poses will be
re-scaled by s. Thirdly, the points and camera poses are
transformed back into the global world coordinate. Finally,
a local bundle adjustment is applied to refine the corrected
map points and camera poses. And the updated map points
and camera pose are used for the following tracking thread.
The main steps of the proposed scale correction strategy are
summarized in Alg. 2.
Algorithm 2 Scale correction
Require: - Estimated scale s;
Ensure: - Corrected VO;
1: I A scale drift ratio λ is computed;
2: I Scale correction is triggered if |λk − 1| > 0.075;
3: I 3D map and pose are corrected after transformed into
local coordinate;
4: I Local BA is applied after transforming corrected map
and pose into global coordinate;
VI. EXPERIMENTAL RESULTS
In this section, we will compare different scale estimation
methods on the public KITTI VO benchmarking; then the
effectiveness of the scale correction is also evaluated on KITTI
training VO dataset and our own self-collected fisheye camera
dataset.
A. Scale estimation evaluation
In this paper, we mainly focus on comparing three typical
ground plane based scale estimation methods. The details of
them are described as below:
1) 3D points triangulation based method: scale estimation
used in Libviso 2 [27] has been chosen for evaluation here
because it has been proved to be robust against outliers.
2) Homography decomposition based method: homography
decomposition proposed in [51] is selected for evaluation
here.
Figure 7: An example image from sequence 04.
3) Optimization based method: dense and sparse matching
based method proposed in [39] and [50] are also used for
evaluation here.
To demonstrate the effectiveness of different kind of scale
estimation methods, we evaluated them on a synthetic and real
dataset. The KITTI Visual Odometry benchmarking dataset
[58] is selected for real experiments evaluation. In addition,
in order to make our simulation experiment close to the real
scene, the synthetic data is built based on the KITTI image
sequences. This KITTI VO benchmark has been divided into
training and testing parts respectively. There are 11 sequences
in the training dataset, which includes different kinds of traffic
scenarios. For the training sequences, the ground truth VO
is obtained by fusing high precision IMU and Differential
Global Positioning System (DGPS). Based on provided camera
trajectory, the ground truth scale is computed by using the
relative camera pose between two consecutive frames as
s = ‖t‖2, where t is the relative translation vector between
two consecutive frames.
1) Scale estimation on synthetic dataset: Sequence 04 in
the KITTI VO benchmark is selected to generate the synthetic
dataset because the road plane is relatively flat in the whole
sequence. Sequence 04 includes 271 images and the image
frames taken from the left gray camera are taken to generate
our synthetic data. Fig. (7) is an example image of sequence
04. Our synthetic experiment is designed according to the
following steps: First, sparse features points are extracted from
frame t and on the features points x1 inside a pre-defined
fixed ROI on the ground plane are collected for our following
experiments; Then, the ground truth matching points x2 in
the next frame are generated via homography transformation
as x2 = Hx1, where H is computed by Eq. (4) and R, t
use the ground truth relative pose; n is the normal vector of
the road plane assumed to be [0, 1, 0]T ; h is set as the real
camera height; λ is a scale factor to keep h33 = 1. In addition,
Gaussian white noise in different levels is added on features x2
to test the stability of different types of methods. Furthermore,
these approaches are also tested with two different speed
modes: low and high. At the low-speed mode, the camera
moves around 12.5 km/h, while 50 km/h at the high-speed
mode. The speed is controlled by setting the value of |t|.
Quantitative evaluation: The scale estimation results are
displayed in Fig. (8), while sub-fig. (8a) and sub-fig. (8b)
displays the results at high and low speed modes respectively.
In Fig. (8), red, blue and green lines represent the scale
estimation results by using 3D points based method [27],
homography decomposition based method [51] and sparse
points optimization based method [50]. In Fig. (8), x-axis
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(a) Scale estimation at high speed (50 km/h).
(b) Scale estimation at low speed (12.5 km/h)).
Figure 8: Scale estimation results on the synthetic experiments. Red
line represents the results of the 3D points based method; blue and
green lines represents the results of homography decomposition and
sparse points optimization based methods respectively.
represents the level of the Gaussian noise added on the features
points while x-axis relative error of estimated scale.
From these figures, we can easily find that direct homogra-
phy decomposition based method [59] gives bigger error than
sparse point optimization based method [50] on different noise
level and different speed modes. Conversely, 3D points based
method [27] performs differently at different speed modes.
At the high-speed mode, it gives smallest error among all the
three methods, while at the low-speed mode, its error increases
dramatically with the increase of the noise’s level, especially
when the noise is bigger than one pixel. The performance of
the 3D points based method can be explained as when the
camera moves fast, the 3D triangulation is relatively accurate
because the base line between two consecutive frames is large;
when the camera moves slow, the 3D triangulation results are
inaccurate due to its small baseline.
Computation time evaluation: The computation time of
different approaches is displayed in Fig. (9). All of them are
realized on a standard desktop (Intel Core i7) with Matlab
R2016b environment. Fig. (9) illustrates the average compu-
tation time per frame of different scale estimation methods.
From this figure, we can see that dense matching method
requires the most time compared with other three methods,
while the other three methods cost similar time.
In summary, the sparse point optimization based is relatively
robust against the noise on both speed modes compared with
Different methods
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Figure 9: Computation time of different scale estimation methods.
the other two methods either the vehicle is at high or low
speed. In addition, the sparse point based method cost less
processing time compared with the dense matching approach.
2) Scale estimation on real dataset: We also evaluate these
scale estimation methods on all the real KITTI VO benchmark
training sequences. 11 sequences are included in the training
dataset, however, only 10 sequences are taken for evaluation
here. Sequence 01 is not considered for our evaluation because
sequence 01 is taken from a highway with high speed of
90 km/h and most of the general feature detection algorithms
fail on this sequence.
Other 10 image sequences are taken from city suburbs,
downtown, and highway, which include about 20000 frames.
For each sequence, a fixed size of ROI is chosen for scale
estimation. The location of the ROI varies slightly in different
sequences depends on the camera installation and the location
of the road, however, it is fixed in each sequence. In addition,
Kalman filter is also employed to smooth the estimated results.
For both the 3D points based method and direct decomposition
based method, only the estimated scale has been smoothed by
Kalman filter. On the contrary, both the normal vector n and
scale have been taken into the filter and the estimates from
the previous frame are used as initial values for the non-linear
optimization.
Fig. 10 illustrates the performances of different scale esti-
mation methods on different image sequences, in which Y-
axis represents the average scale estimation error and the
X-axis gives the sequence ID. The results are drawn with
four different colors: blue line represents the results of the
3D points based method; red and green lines represent the
results of sparse and dense optimization based methods; cyan
line gives the results of the direct homography decomposition
based method. From Fig. 10, we can clearly see that sparse
points based optimization method gives best results on most
of the image sequences, except on sequences 04 and 06, on
which dense matching based optimization based method gives
slightly better results. Secondly, dense matching based method
performances slightly better than 3D points base methods
except on the sequence 09. In summary, the sparse and dense
optimization based methods give better results compared with
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Figure 10: Scale estimation evaluation on the KITTI VO benchmark
training sequences. Blue, greed, and black lines represent the esti-
mation results by using 3D points based method [27], sparse [50]
and dense [39] optimization based methods and direct homography
decomposition [51] based method.
3D points based method and direct homography decomposi-
tion based method.
Based on analysis, we can give the following conclusion:
first of all, decoupling R, t and n can improve the scale
estimation results; secondly, 3D points based methods perform
relatively well when the baseline is big between two con-
secutive frame; thirdly, compared with dense matching based
optimization method, sparse matching points-based method is
more robust when outliers (e.g., other vehicles, curb, sidestep,
etc.) are included in ROI.
B. Monocular VO evaluation on KITTI dataset
In order to test the effectiveness of our scale estimation and
scale correction strategy, we test them on the KITTI Visual
Odometry benchmark training dataset. Several quantitative ex-
perimental results on the training dataset have been displayed
on Fig. (11). The state-of-the-art ORB-SLAM has achieved
surprisingly good performance in the different scenarios with
the help of its place recognition and loop closure strategy.
However, its performance decreases a lot after removing its
loop closure module. Here, we want to use the proposed
scale estimation and correction strategy to reduce the scale
drift. Fig. (11) demonstrates the VO results without or with
correction strategy on the two sequences (00, 03). Based on
the results, we found that scale drift is serious in the three
real traffic sequence, especially in the sequence 00. After scale
correction, the estimated camera pose is close to the ground
truth trajectory. In addition, the estimated results could be
improved if the real loop is detected (e.g., in sequence 00). If
there is no loop or the loop is not detection, the ORB-SLAM
with or without loop closure will perform the same and the
scale drift is serious with the increasing of the cumulative
error.
Furthermore, two state-of-the-art deep learning based meth-
ods [47], [49] are also compared here with our method. In
[49], an unsupervised framework has been proposed to learn
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Figure 11: Monocular VO comparison with or without scale cor-
rection strategy on KITTI dataset sequence 00, 03. Ground truth:
the ground truth camera pose; ORB-SLAM with LC a: the original
monocular ORB-SLAM with loop closing; ORB-SLAM no LC with
SC: monocular ORB-SLAM without loop closing, with our scale
correction; ORB-SLAM no LC no SC: monocular ORB-SLAM
without loop closing and scale correction.
a In the original ORB-SLAM, the absolute scale is not provided.
Here, we borrow absolute scale from ground truth pose for system
initialization and propagate it in the whole system.
the depth and VO together. Stereo sequences are used during
the training process. It provides both spatial (between left-right
pairs) and temporal (forward-backward) constraints. At testing
time, only the monocular sequence is used for estimating depth
and two-view odometry. In [47], the authors proposed a novel
deep network architecture to solve the camera Ego-Motion
estimation problem which generally learned features similar to
Optical Flow (OF) fields starting from sequences of images.
We evaluate the comparison of KITTI sequence 09 and 10,
because the rest sequences have been used for training in [49]
and [47]. Fig. (12) displays the estimated camera trajectories
with different approaches. From the figure, we can find that the
proposed method (blue line) is much more closely the ground
truth (the red line) compared to other methods. Specifically, the
loop closure technique fail to detect the real loop in sequence
09 and 10, therefore the ORB-SLAM with or with LC give
the same results.
Quantitative evaluation for VO on the three sequences are
shown in Fig. (13). The red and blue solid lines display the
translation and rotation errors with or without scale correction
mechanism. From the figure, we can clearly see that our
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Figure 12: Monocular VO comparison on KITTI data sequence 09,
10. ORB no LC with SC: monocular ORB-SLAM without loop clos-
ing, with our scale correction; ORB no LC no SC: monocular ORB-
SLAM without loop closing and scale correction; Temporal: model
proposed in [49] with additional temporal pairs; Full-NYUv2: model
proposed in [49] with additional temporal, stereo, and NYUv2 dataset
feature; LS-VO: Latent Space Visual Odometry model proposed in
[47].
scale correction strategy is extremely effective in reducing
the translation error for the three sequences. Especially for
the challenging sequence 00 in the urban environment, the
translation error has been reduced more than 10% compared
with the blue line. The improvement is also obvious in the
other two sequences. Because the scale correction is designed
to reduce scale drift, it has not many influences for rotation
estimation. The rotation errors are kept nearly unchanged with
or without scale correction.
C. Visual odometry on self-collected campus dataset
Finally, we test our scale estimation and correction approach
on our self-collected campus dataset, which is collected by a
monocular fisheye camera (Sony HDR-As200V) mounted on
Figure 13: Translation and rotation error on sequence 00, 03 10.
The errors are computed every 50m for sequence 03, 10 and 100m
for sequence 00. Monocular VO comparison with or without scale
correction strategy on KITTI dataset sequence 00, 03. ORB-SLAM
no LC with SC: monocular ORB-SLAM without loop closing, with
our scale correction; ORB-SLAM no LC no SC: monocular ORB-
SLAM without loop closing and scale correction.
the top of our vehicle. Unlike the KITTI dataset where all the
cameras are forward-looking, our camera was installed on the
side of our vehicle. The frame rate of our video sequence is
30 fps with the resolution of 1920× 1080 pixels. Similarly, a
small fixed ROI is taken at the bottom of the image for our
scale estimation as in subfig. (14a). The camera is calibrated
by using OCamCalib [60] toolbox offline. And the camera
height and pitch angle are also pre-measured.
As ground truth is not available, camera trajectory is used
for qualitative evaluation. In Fig. (14), we align the estimated
camera trajectory with the Google map, in which the red and
blue lines denote the results with or without scale correction.
From the figure, we can observe that the estimated VO trajec-
tory by using our scale estimation and correction method is
very close to the real road route with a small drift at the end of
this sequence. VO without scale correction undergoes serious
scale drift in this sequence. The proposed scale estimation and
correction strategy are also effective for the fisheye camera.
VII. CONCLUSION AND FUTURE WORKS
In this paper, we general summary different kinds of
camera-based absolute scale estimation methods for monoc-
ular visual odometry, which provide a guide for the future
researchers. The experimental results on the real dataset show
the performance of different approaches. However, all the
ground plane based methods will fail when the ground plane
is occluded for a long time or road surface doesn’t satisfy the
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(a)
(b)
Figure 14: Scale estimation and correction on our own fisheye image
sequence. Red and blue lines denote the VO with and without scale
correction strategy.
plane assumption. The prior scene knowledge-based methods
will be invalid if this kind of prior information doesn’t exist
in some certain environment. In the future, we will focus on
estimating reliable absolute scale based on information fusion
with two or more other cheap sensors, such as IMU, GPS or
lidar, with the camera.
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