Information on the electronic structure of a molecule and its chemical bonds is encoded in the molecular normal vibrational modes. However, normal vibrational modes result from a coupling of local vibrational modes, which means that only the latter can provide detailed insight into bonding and other structural features. In this work, it is proven that the adiabatic internal coordinate vibrational modes of Konkoli and Cremer [Int. J. Quantum Chem. 67, 29 (1998)] represent a unique set of local modes that is directly related to the normal vibrational modes. The missing link between these two sets of modes are the compliance constants of Decius, which turn out to be the reciprocals of the local mode force constants of Konkoli and Cremer. Using the compliance constants matrix, the local mode frequencies of any molecule can be converted into its normal mode frequencies with the help of an adiabatic connection scheme that defines the coupling of the local modes in terms of coupling frequencies and reveals how avoided crossings between the local modes lead to changes in the character of the normal modes.
I. INTRODUCTION
Determining the strength of the chemical bond is a difficult task because bonds are not observable. [1] [2] [3] [4] [5] This difficulty results from the fact that the chemical bond is just a concept (rather than a measurable quantity) for explaining structure and stability of molecules. There is a multitude of interactions between the nuclei and the electrons of a molecule with the consequence that some atoms are strongly attracted to each other, whereas other atoms only weakly attract or even repel each other. There is no way of deriving from these complex interactions an exact definition of the chemical bond in the quantum mechanical sense because this would imply a set of hermitian operators for bond properties such as bond energy, bond length, bond density, etc. Since this is not possible, one can describe the chemical bond only on the basis of one of the many models of bonding. [1] [2] [3] [4] [5] [6] [7] Some of these models are based on observable molecular properties such as relative energy, geometry, or electron density distribution whereas others revert to quantum mechanics and use molecular orbitals, the molecular wave function, or molecular density matrices as a means to describe bonding. [1] [2] [3] [4] [5] [6] [7] The commonly used approach for assessing the strength of a chemical bond is based on measured or calculated bond dissociation energies (BDEs). 8, 9 If a chemical bond is fully destroyed in a dissociation reaction, the energy needed for this process should provide a dynamic measure for the bond strength where the term dynamic is used to distinguish from static bond strength descriptors such as bond length, bond density, or bond polarity. The use of BDEs as bond strength descriptors is problematic in several ways. For example, in the hydrogen molecule electron density is drawn from the outside into the bonding region. If the HH bond is cleaved there is a relaxation of the bond density in the way that the spherical charge distribution of the H atom is reestablished. By measuring the bond strength relative to the density-relaxed H atom, the actual bond strength of the HH bond is underestimated and can no longer be related to any other bond strength because density relaxation is different in each case and accordingly a flawed comparison of bond strengths results. 10, 11 If in the dissociation process larger fragments are generated, there is, besides the relaxation of the electron density of the original molecules, also a relaxation of the geometries of the fragments thus yielding more stable fragment structures. Hence, the stabilization energies (SE) of the fragments caused by both electron density and geometry relaxation have to be added to the BDE of a bond to obtain the intrinsic BDE, IBDE:
I BDE(H m A-BH n ) = BDE(H m A-BH n ) + SE(H m A·)
which is a true measure of the strength of bond A − B in molecule H m A-BH n . In the case of the CH bonds in methane, SE can take values as large as 40 kcal/mol, i.e., BDE and IBDE differ significantly in magnitude. 11 Also, SE values of the same type of bond in different molecules can differ considerably so that a priori no relationship between BDE and IBDE values can be expected. Since there is currently no generally applicable way of calculating SEs, and by this IBDEs, from known BDE values, measured or calculated BDEs are commonly used as bond strength descriptors despite the fact that they may not be reliable and often be misleading when comparing the strength of a bond A − B in different molecules.
The assessment of bond strength via a dynamic process is in principle a viable way, however it should be done without changing the electron density distribution or molecular geometry so that there is no need of determining SE values. An infinitesimally small change in the bonding situation leads to a better bond strength descriptor than any finite or ultimate change in bonding because it does not imply any electron density or geometry relaxation and leaves the chemical bond intact. Molecular vibrations probe chemical bonding and, therefore, can be considered a possible source for reliable bond strength descriptors. Each K-atomic molecule possesses 3K − L normal mode vibrations (L: sum of translations and rotations). These are characterized by normal mode frequency ω μ and normal mode force constant k μ , which refer to infinitesimally small changes in the positions of the nuclei of the molecule during a normal mode vibration l μ . Hence, these properties should be suitable dynamic descriptors of the strength of the chemical bond.
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There are two obstacles that have to be overcome before using these vibrational properties as strength indicators. The first has to do with the mass dependence of the frequencies. For example, the molecules HH and DD possess the same electronic structure and the same bond strength whereas their vibrational frequencies strongly differ because of the different reduced masses. For the purpose of eliminating the mass dependence, one has to refer to vibrational force constants, which are independent of the reduced masses and, thereby, directly reflect the electronic factors determining the strength of the chemical bond. 12, 13 The second problem is more serious and concerns the delocalized character of the normal vibrational modes. 12, 13 It is misleading to describe individual bonds of a molecule by a specific normal vibrational mode. Accurate bond strength descriptors are only obtained when referring to localized rather than delocalized vibrational modes, where the former can be associated with specific (diatomic) bond units. The vibrational force constants of localized (or shortly local) vibrational modes are the key for obtaining reliable bond strength descriptors. Because of this, we will review in Sec. II how local modes are determined either experimentally or computationally. In Sec. III, it is proven that normal and local vibrational modes are directly related, where the link between them is provided by the inverse force constant matrix. Computational evidence for this proof is given for a test set of 40 typical organic molecules. The relationship between local and normal vibrational modes will be explored in Sec. IV by determining and analyzing the coupling between vibrational modes. Conclusions of this work will be drawn in Sec. V.
II. DETERMINATION OF LOCAL VIBRATIONAL MODES
There has been 60 years of work in vibrational spectroscopy which focused on the determination of unique local vibrational modes that do not depend on the coordinates used to describe the molecule and can be clearly associated with just one (diatomic, triatomic, etc.) fragment of the molecule. 12, [14] [15] [16] [17] [18] [19] [20] Most of this work has led to information on local stretching modes in special cases such as the CH or NH bonds [18] [19] [20] without any possibility of generalization. In this connection, it should be mentioned that the determination of functional group frequencies for ketones, aldehydes, alkenes, alkanes, alcohols, etc. does not lead to local mode frequencies because the functional group frequencies are always contaminated by coupling with other modes and are far from providing any quantitative measure of the bond strength.
McKean 18 solved the problem of measuring local mode frequencies in the case of CH stretching modes by exploiting the dependence of the vibrational frequency on the reduced masses. He synthesized isotopomers of a given molecule, in which all CH bonds except the target bond were replaced by CD bonds. The change in mass achieved by converting a CH 3 or CH 2 group into a CD 2 H and CDH group decouples the remaining CH stretching mode from all CD stretching modes. Due to isotope substitution, the CH stretching mode is largely isolated, which means that it is not only decoupled from the CD stretching vibrations but also from other stretching, bending, or torsional modes. Also, all Fermi resonances for the CH stretching mode are suppressed. Hence McKean's isolated CH stretching modes can be considered to closely approximate the true local modes, which was later confirmed by Larsson and Cremer. 21 McKean prepared a large number of isotopomers to measure isolated CH stretching frequencies and to investigate their dependence on geometric and electronic features of a given molecule. [22] [23] [24] [25] He showed that, in this way, CH bonds can be used as sensitive antenna or probes testing the properties of molecules. While his first work focused on CH bonds, McKean and co-workers studied later other XH bonds (X: Si, Ge, P, As). 19, 26 In addition, other authors used McKean's approach to describe local XH stretching modes. [27] [28] [29] Investigations involving bonds other than XH bonds revealed the large difficulties experiment faces when a generalization of McKean's approach is attempted. For the purpose of decoupling one internal stretching mode from other stretching modes of the same type, the change in mass by isotope substitution must be so large that it changes the mass ratio significantly. Replacement of H by deuterium results in a doubling of the mass and a satisfactory suppression of coupling and Fermi resonances so that any residual coupling for the isolated CH stretching modes is estimated to be less than 5 cm −1 . For a CC bond, one would obtain a very small effect if 12 C is replaced by 13 C or even 14 C since the change in the mass ratio is too small in these cases to play any significant role in the localization of the CC stretching motion.
A generalization of McKean's approach faces too many difficulties to play any important role in the description of, e.g., general AB bonds. The same holds for obtaining local mode information from measured overtone spectra. Henry 20 has demonstrated that the higher overtones of an XH stretching mode can be reasonably well described with an anharmonic potential of a quasidiatomic molecule. 20 Higher overtones ( v ≤ 3) of XH stretching modes reveal increasingly local mode character. For overtones with v = 5, 6, one observes one stretching band for each unique XH bond, even if there are several symmetry equivalent XH bonds in the molecule. This is a result of the fact that for overtones with v = 5, 6 the different linear combinations of symmetry equivalent XH stretchings become effectively degenerate. Because of their low intensities, these overtone spectra can only be recorded by intracavity dye laser photoacoustic spectroscopy, which limits the applicability of this technique again to XH stretching modes. 20 Given this difficult experimental situation, theory has made an important contribution. Cremer and co-workers [30] [31] [32] [33] [34] were the first to demonstrate that local vibrational modes can be determined in a similar way as normal vibrational modes are determined. Konkoli and Cremer 30 proved that this implies the calculation of adiabatically relaxed vibrational modes, which are driven by changes in an associated internal coordinate. Therefore, the term adiabatic internal coordinate modes (AICoMs) was coined to characterize the nature of the local vibrational modes obtained. In this work, we will use, for reasons of simplicity, the term local modes throughout. The stretching force constants obtained by Konkoli and Cremer for the local modes have been used to assess the strength of CC 34 and CF bonds. 35, 36 It has been shown that local vibrational frequencies can be derived from experimental frequencies 34 and that normal vibrational modes can be characterized in terms of the local modes. 30, 31 The validity of the Badger rule 37 has been demonstrated for polyatomic molecules by utilizing the local mode force constants. 10 Also, the local modes have been used to analyze and describe the changes of the generalized vibrational modes of a reaction complex along the reaction path of a chemical reaction. [38] [39] [40] [41] [42] Here, we use the term local modes in the strict sense of its meaning as a mode driven by the displacement of just one internal coordinate such as a bond length or a bond angle. Of course, we can use also curvilinear coordinates such as the puckering or deformation coordinates of an N-membered ring, 43, 44 which would lead to a local mode involving the displacement of N-atoms. Yet another possible line of application of the local modes is the use of symmetry coordinates as leading parameters, for example involving all stretching displacements of (a) given molecular group(s). This would lead to delocalized vibrational modes similar to those obtained by Reiher and co-workers. [45] [46] [47] These authors calculate unitarily transformed normal modes associated with a given band in the vibrational spectrum of a polymer where the criteria for the transformation are inspired by those applied for the localization of molecular orbitals. The authors speak in this case of localized vibrational modes because the modes are localized in just a few units of a polymer. Nevertheless, Reiher's modes are still delocalized within the polymer units and must not be mistaken with the local vibrational modes discussed in the current work. In passing on, we note that the frequencies of the localized vibrational modes cannot be measured (because they fulfill just the task of mathematical tools to understand measured vibrational spectra) whereas the frequencies of the local modes can be measured as was already demonstrated in selected cases. 10, 21 Therefore it is desirable to use the terms local vibrational modes and localized normal vibrational modes strictly separated and distinguish between them as real and arbitrary vibrational modes.
In this work, we investigate the local vibrational modes of Konkoli and Cremer 30 for the purpose of clarifying whether they are unique, i.e., represent the only set of local vibrational modes directly related to the normal vibrational modes. This question is timely in view of the intensive work, which has been done with so-called compliance constants. The latter have their roots in vibrational spectroscopy and are considered to provide a reliable measure of the bond strength. [15] [16] [17] 48 They emerged when spectroscopists realized that the normal mode force constants are coordinate dependent (i.e., change with the choice of internal coordinates) and reflect the coupling between vibrational modes (i.e., correspond to delocalized rather than localized modes). 12 There were early suggestions to use the inverse of the force constant matrix 14, 15 because the inverse force constants are invariant under coordinate transformations. 16 Decius 17 invented the term compliance constants for the inverse diagonal elements of the force constant matrix F, (F −1 ) ii = i , and showed that they represent meaningful molecular parameters. 49 Later it was shown that bond compliance constants provide some measure of the bond strength, which is not contaminated by contributions from other bonds. 50, 51 On this basis an increasing number of different bonding situations were investigated. 48, [50] [51] [52] [53] [54] [55] [56] In this work, local mode force constants and compliance constants are compared with each other. It is shown that compliance constants are the missing link between normal mode and local mode force constants. By showing this, we provide the proof that the local modes of Konkoli and Cremer 30 are the only local vibrational modes that are directly associated with the (delocalized) normal vibrational modes and accordingly they are unique. In this way, the work of Konkoli and Cremer [30] [31] [32] [33] has to be seen as a useful extension of vibrational spectroscopy.
III. LOCAL VIBRATIONAL MODES
By solving the Euler-Lagrange equations for a vibrating molecule, the basic equation of vibrational spectroscopy given by Eq. (1) is obtained,
where
where F q is the force constant matrix, and D contains the normal mode vectors
given as column vectors. Both matrices are expressed in terms of internal coordinates q. Matrix G is the Wilson matrix 12, 57 and matrix is a diagonal matrix containing the vibrational eigenvalues λ μ = 4π 2 c 2 ω 2 μ where ω μ represents the (harmonic) vibrational frequency of mode d μ given in reciprocal cm and c is the speed of light. The vibrational problem requires the calculation of the analytical second derivatives of the molecular energy with the help of quantumchemical methods and therefore it is solved in terms of Cartesian coordinates
where f x is the force constant matrix, L collects the vibrational eigenvectors l μ , and M is the mass matrix of the molecule in question. Matrix L is renormalized according to † μ μ = 1. The force constant matrix can be written in three different ways using either Cartesian coordinates, internal coordinates q, or normal coordinates Q,
Matrix C transforms normal modes from internal coordinate space to Cartesian space 58, 59 l μ = Cd μ (7) and is given by
The elements of the B matrix are defined by the partial derivatives of internal coordinates with regard to Cartesian coordinates. 12 Matrices B and C are closely related,
Matrix B is used to convert from vibrational modes expressed in Cartesian coordinates to modes expressed in internal coordinates according to
Konkoli and Cremer 30 determined the local vibrational modes directly from the Euler-Lagrange equations by setting all masses equal to zero with the exception of those of the molecular fragment (e.g., bond AB) carrying out a localized vibration. They proved that this is equivalent to requiring an adiabatic relaxation of the molecule after enforcing a local displacement of atoms by changing a specific internal coordinate as, e.g., a bond length in the case of a diatomic molecular fragment (leading parameter principle). 30 The local modes obtained in this way take the form,
where the subscript i specifies an internal coordinate q i and the local mode is expressed in terms of normal coordinates Q associated with force constant matrix K of Eq. (6). Note that d i is now a row vector of the matrix D. The local mode force constant k
a of mode i is obtained from Eq. (12), k
Local mode force constants, contrary to normal mode force constants, have the advantage of being independent of the choice of the coordinates to describe the molecule in question. This relates them to the compliance constants i .
In the following, we derive a simple relationship between k (i) a and i . Utilizing Eqs. (5)- (7), the internal coordinate force constant matrix can be written as
Hence, the inverse force constant matrix, i.e., the compliance matrix q , and its diagonal elements are given by
(
which proves that in view of Eq. (12)
i.e., the inverse of the local mode force constants of Konkoli and Cremer 30 are the compliance constants of Decius. 17 This can be confirmed by starting directly from the Konkoli-Cremer equation for the local vibrational modes, 30 which implies a constrained minimization of the molecular geometry for the situation that the internal displacement coordinate q i leading the local mode of a molecular fragment φ i is set to a constant q i ,
for i = 1, 2, . . . , N vib where the harmonic approximation of the potential V is used. This leads to the column vector η
or for a specific internal coordinate q i
where the constraint q i = q i is used. The result is that the ratio of the Langrange multiplier η i , which has the unit of a force, and the displacement q i (in Å) is equal to a constant, which is the reciprocal of the compliance constant given in the units of a force constant. From the work of Konkoli and Cremer, 30 one can prove that
i.e., again the local mode force constant k (i) a of local mode a i is equal to the reciprocal of the corresponding compliance constant i .
In Figure 1 , 38 typical organic molecules augmented by two H-bonded base pairs are shown, for which the local mode force constants according to Konkoli and Cremer 30 and the compliance constants according to Decius 17 are calculated using density functional theory at the B3LYP/6-31G(d,p) level of theory. [60] [61] [62] Relevant data are listed in Table I . The stretching force constants range from 0.06 (H-bonding) to 20.3 mdyn/Å (CN stretching in HCN, i.e., from very weak to very strong bonding interactions. The data in Table I and Figure 2 (a) reveal that the local mode force constants order different types of bonds according to their strength where this order is in agreement with common chemical understanding of strength increase with bond order, orbital overlap, bond polarity, ring strain, or conjugation possibilities. The same applies to the local mode bending force constants, which increase with the stiffness of the bonds, the multiple bond character of the two bonds involved, or ring strain (see Figure 2(b) ).
As shown in Figures 2(a) and 2(b), and in Table I a with compliance constants i for the bonds in molecules 1-40 (see Figure 1 ). B3LYP/6-31G(d,p) calculations. with increasing i values. This is the reason why chemists did not use compliance constants for a long time. One has tried to rectify this problem by using the inverse of the compliance constants as local force constants. However, this implies that the inverse of the diagonal elements of the inverse normal mode force constant matrix is a local mode force constant, which has never been proven. Equation (16) provides this proof.
r A significant problem with the interpretation of the compliance matrix are the existence of off-diagonal elements, the meaning of which and their relevance for the diagonal elements is not known. On the diagonal of , there are sometimes small compliance constants between atoms that are separated by many Å, thus erroneously suggesting strong non-covalent interactions. The occurrence of these terms led Baker and Pulay to the conclusion that compliance constants cannot be used to accurately describe the strength of weak bonds. 55 For the local mode force constants this problem does not exist because they are driven by one internal coordinate each (leading parameter principle), are not associated with off-diagonal elements, and lead to meaningful values associated with meaningful molecular internal coordinates.
r The determination of compliance constants implies the calculation of an inverse matrix. This requires more computational work and leads to reduced accuracy in the compliance constants compared to that of the local mode force constants.
The proof leading to Eq. (16) and the discussion of the properties of compliance constants have two important implications. (1) The AICoM local vibrational modes of Konkoli and Cremer 30 are the only local modes that are directly related to the normal vibrational modes of a molecule. This follows from the fact that they can be directly connected via matrix = F −1 .
(ii) The compliance constants are superfluous as bond descriptors because the local mode force constants already fulfill this task and there is no reason for working with the less accurate and more costly to calculate reciprocal of a force constant for the purpose of describing the weakness of a chemical bond. In the following, we will clarify the relationship between local and vibrational modes.
IV. AN ADIABATIC CONNECTION SCHEME FOR RELATING LOCAL TO NORMAL VIBRATIONAL MODES
For the purpose of relating local vibrational modes to normal modes, one has to express the force constants matrix in terms of local mode force constants according to
where A collects the local mode vectors of Eq. (11), i. e.,
(subscript d denotes the diagonal terms of the matrix product). The diagonal part of F a contains the local mode force constants k
a whereas the off-diagonal elements provide a link to the normal vibrational modes. By using a scaling factor λ, the matrix F a could be written as 
Equation (24) reveals that partitioning into a diagonal and an off-diagonal part (as done for the force constant matrix) requires the same for matrix G −1 , which is not possible. Table I ); (b) Angle bending force constants. B3LYP/6-31G(d,p) calculations.
However, this objective can be reached with the help of compliance matrix q expressed in terms of internal coordinates as defined in Eq. (14) . Then, Eq. (2) can be rewritten as
Next, Eq. (25) is rearranged to Eq. (26)
where a new eigenvector matrix R is introduced,
By partitioning matrices q and G into diagonal ( 
where R and depend on λ. Equation (28) is the basis for an adiabatic connection scheme, which relates local vibrational modes to normal vibrational modes in terms of their eigenvalues (frequencies) and eigenvectors (mode vectors). For λ = 0, the adiabatic frequencies are obtained by
where matrix a contains the local mode frequencies on its diagonal (in form of the product 4π 2 c 2 ω 2 a ). This can be shown in the following way:
where symbol [ ] denotes a diagonal matrix. For the diagonal part of Eq. (28), each local mode force constant k
a is associated with just one internal coordinate. The corresponding local mode vector is orthonormal, i.e., it is a unit vector of length N vib with 1 at the position of the internal coordinate leading the local mode.
For increasing λ, coupling between the modes is introduced and the resulting mode vectors are no longer orthogonal. They are expressed in terms of normal coordinates and collected in matrix A. Matrix A is related to R by the following equation:
Furthermore, it holds that
which implies that
i.e., normal mode vectors and local mode vectors are connected via the compliance matrix. If the scaling factor λ is increased stepwise from 0 to 1 (under the premise that the number of internal coordinates is equal to the number of vibrations: N para = N vib ), vibrational couplings between the local modes are switched on that lead, in the case of λ = 1, to the normal mode vibrations of Eq. (2). In Figures 3(b) and 3(c) , the adiabatic connection scheme is graphically displayed for 10 of the 12 vibrational modes of methanol. The corresponding frequencies are given in Table II together with the coupling frequencies, leading from local mode frequencies to normal mode frequencies as obtained at the B3LYP/6-31G(dp) level of theory. The 12 internal coordinates used for methanol are indicated in Figure 3(a) , which for the purpose of fulfilling the J. Chem. Phys. 137, 084114 (2012) requirement N para = N vib also have to contain symmetryequivalent internal coordinates. The application of Eq. (28) requires resolving all avoided crossings, which is handled by applying the diabatic mode ordering (DMO) algorithm of Konkoli, Kraka, and Cremer. 63 The DMO algorithm is based on overlap between the vibrational mode vectors of consecutive λ-steps rather than symmetry criteria (therefore the characterization as being diabatic 40 ). By decreasing the step-length λ to 0.01 or even smaller, DMO can correctly resolve any avoided crossing of vibrational eigenstates for increasing λ.
At an avoided crossing the mode character is switched or distributed between the modes depending on the type of avoided crossing. The resulting mode character can be determined by a decomposition of normal vibrational modes in terms of local modes as was first shown by Konkoli and Cremer. 31 In Table II , this decomposition is given in the last column and can be used to identify multiple couplings between different modes. For methanol, there is one avoided crossing involving modes 6 and 8, which both have A symmetry (see Figure 3(c) ) for λ close to 1. Mode 6 starts as a pure H o CO bending mode but after the avoided crossing is slightly dominated by H i CH o bending character (41% compared to 38% H o CO bending character, see Table II ). The frequency of mode 8 is pushed above that of mode 7 and also adopts mixed character (64% H i CH o + 23% H o CO character) due to the avoided crossing. Another avoided crossing at λ = 0.8 between modes 2 and 3 leads to a mixing of CO stretching and COH bending character (see Table II ). Since mode 3 has already obtained some H i CO and H o CO + H o CO character in avoided crossings with modes 5 and 6 at λ close to zero, it passes some of this character to mode 2, which becomes in this way a mixture of five different local vibrational modes (see Table II ).
The change in the mode frequencies for increasing scaling parameter reflects the coupling between local modes leading to the normal vibrational modes. It is justified to consider the difference ω coup = ω(λ = 1) − ω(λ = 0) as a coupling frequency, which reflects the changes in the local mode frequency ω a = ω(λ = 0) caused by mode-mode coupling. When adding the sum of coupling frequencies to the sum of local mode frequencies, the zero-point energy (ZPE) is recovered (see Table II ). Large couplings are obtained when the starting frequencies are close or identical and the mass ratio of the vibrating atoms is comparable. For example, there are large coupling frequencies ranging from 106 to 203 cm −1 for the ABH bending modes close to 1300 cm −1 with A = C and B = O (or vice versa; see Figure 3 (c) and Table II) . However, for HCH bending (1500 cm −1 ) the 12 times larger mass of the central atom acts as a wall and effectively suppresses mode-mode coupling between H i CH o and H i CH o bending (Figure 3(b) ). Diagrams as the one in Figures 3(b) and 3(c) help to specify true electronic effects in a molecule via the local mode force constants (or frequencies) and to analyze the normal mode properties as a result of both electronic and kinematic effects involving mode-mode coupling. However, they do not detail the coupling between vibrational modes because they are cumulative quantities. These details are obtained from the adiabatic connection scheme or the decomposition of normal vibrational modes in terms of local modes. 31 For the purpose of getting meaningful local mode results, it is advisable to keep N para = N vib and to use for a K-atomic acyclic molecule K-1 bonds, K-2 bond angles, and K-3 dihedral angles (cyclic molecule: K bonds, K-3 bond angles, K-3 puckering coordinates 43 ) where the angles are defined for directly bonded atoms to obtain a meaningful parameter set. The inclusion of non-bonded distances within a molecule often does not lead to useful results. However, nonbonded interactions between molecules such as H-bonding can be probed in a meaningful way by local mode force constants.
