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ABSTRACT
This thesis introduces voltage-offset resistive control (VRC) for photovoltaic
(PV) applications that exhibits low sensitivity to solar irradiance changes.
Although there are numerous control schemes and maximum power point
tracking (MPPT) methods for PVs, few focus on maintaining low sensitivity
to irradiance transients. Daily PV electrical characteristics are observed to
identify trends in the maximum power point (MPP) movement. Analysis
shows that VRC has inherently low sensitivity to irradiance changes and is
an effective inner-loop control method to maintain operation at the MPP.
For the buck and boost dc-dc converter, simple control equations that
represent the ideal VRC equilibrium are examined for stability. Small- and
large-signal analyses show that one control equation for the boost converter
is stable over the intended operation range—with some limitations based
on component values. VRC is implemented using a digital controller on a
boost converter PV module. Steady-state stability is verified, and irradiance
and control parameter step responses are observed through simulated and
experimental results. VRC exhibits stability and fast transient response; it
is promising as an effective inner-loop control scheme.
A number of MPPT methods that utilize VRC for low irradiance sensi-
tivity are introduced. These methods take measurements and adjust the
control periodically; control parameters are held constant between measure-
ments. This sample-and-hold control approach reduces controller compu-
tation requirements and power consumption. Traditional and VRC MPPT
methods that utilize sample-and-hold operation are compared through sim-
ulation. The fractional open-circuit voltage VRC and MPP-current-based
VRC methods are identified as effective and simple control solutions for PV
systems that maintain high efficiency under irradiance transients.
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CHAPTER 1
INTRODUCTION
Providing clean efficient energy from renewable sources is a critical challenge
as the world’s average energy consumption increases and carbon emissions
become a major concern. Generation methods utilizing hydro, wind, and so-
lar power are steadily growing in overall energy production [1]. Solar energy
is an abundant resource that can be converted into electricity through heat
(thermal) or light. Solar thermal technologies capture heat and either use it
directly to produce steam that rotates turbines to create electricity, or store
it in a thermal-storage material (such as oil mixed with crushed rock, molten
nitrate salt, or liquid sodium) for later use [2]. Photovoltaic (PV) materials
are semiconductors that convert light energy directly into dc electric power.
Concentrators, such as mirrors or lenses, are often used in commercial ap-
plications to intensify the incoming solar energy. Small-scale or residential
systems most commonly use roof-top mounted PVs without concentrators
[3]. As the power grid becomes more intelligent—through increased commu-
nication and controllability—PV systems are distributed resources that will
provide additional controllability to the local grid. The increased penetra-
tion into the energy market brings a number of difficulties in terms of system
affordability, efficiency, scalability, and grid stability.
PV technologies are relatively expensive compared to other renewable en-
ergy sources. For wider adoption, the price per kilowatt-hour must be re-
duced by either increasing the power produced by the system—directly linked
to the efficiency—or decreasing the cost. Systems consist of a PV cell array,
power converter, and controller. Cell efficiency is inherently low, and even a
small increase is expensive due to high development costs [4]. A well-designed
power converter will achieve a relatively high efficiency. Some trade-offs exist
between the converter performance and component cost, but only incremen-
tal cost savings can be achieved through converter design. Thus, it is left to
the controller design to reduce system cost.
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The controller consists of a microchip for digital control and sensors. The
sensors typically measure current or voltage and require additional circuitry
to adapt the sensor output to a readable form for the microcontroller. Con-
troller efficiency is divided into two aspects: control algorithm effectiveness
and component power consumption. The power transferred from the PV to
the converter relies heavily on the algorithm effectiveness. The microproces-
sor requires power for each calculation, and more computationally intensive
algorithms use more power. The sensors and associated circuitry also con-
sume power. Both the cost and the additional power consumption can be
decreased by reducing sensor count, implementing a control with low compu-
tational requirements, and using a low-cost microcontroller that just meets
control algorithm needs. The goal is to maintain high controller efficiency
and reduce system cost. This lowers the price per kilowatt-hour, making PV
systems more affordable.
The upfront price of a full-size residential PV system is relatively high.
Modules that provide a fraction of a full-sized system power could be pur-
chased individually and scaled up over time. A scalable system is designed
to easily expand according to user need by employing a modular approach.
A single module on its own is a fully functioning system. Modules can be
combined to scale up system power capacity. Modularity also allows for re-
dundancy and higher system reliability. With this approach, economy of
scale is achievable—reducing the module price. This lower investment cost
for a scalable system would make residential PV systems accessible across a
wider economic range.
The power grid must remain stable at all times. Rapidly changing solar
conditions create transients in the power delivered from the PV system to
the grid. When PVs produce only a small fraction of the total grid energy,
these fluctuations are compensated by the utility generator. As PV system
power reaches a certain threshold, the PV controllers must handle transients
without compromising grid operation. This will ensure reliable operation
even under large transients and higher market penetration of PV systems.
In summary, residential PV systems are one of many clean energy sources.
For wider adoption, PV systems must be both affordable and efficient, as
well as stable. A modular solution allows users to scale up their PV system
through incremental investment. More efficient systems produce a lower
price per kilowatt-hour and allow start-up costs to be recuperated within a
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reasonable period time. This thesis introduces a PV control method that
reacts quickly to transients in order to maintain stability and has a simple,
low-cost implementation.
1.1 Background
PV systems can be used to power both dc loads, such as in stand-alone
battery-changing applications, or ac loads, typically the utility grid. For dc
applications, a dc-dc converter delivers power from the PV to the load. In ac
applications, an inverter is required to convert dc power to ac. An inverter
can be directly connected to the PV, but it is more common to have a dc-dc
or isolation stage before the inverter [5]. This configuration, shown in Figure
1.1, allows the dc-dc converter to control the PV operating point while the
inverter controls power delivery to the grid. The work in this thesis focuses
on dc-dc converter control in PV systems with this configuration.
Figure 1.1: Configurations for PV systems for ac applications.
PV cells produce their maximum amount of power, called the maximum
power point (MPP), at a unique combination of voltage and current. These
electrical characteristics depend on cell temperature and solar light energy,
called irradiance. Increasing irradiance increases power; increasing temper-
ature reduces the conversion efficiency, resulting in less output power at
the same input irradiance. The irradiance and temperature vary frequently
throughout the day, causing the MPP to change. Control is required to follow
the MPP to keep optimal power output. This is achieved using maximum
power point tracking (MPPT) control.
An individual cell generates only a small amount of power, on the order of 1
mW/cm2, depending on material properties [6]. Cells are typically connected
in series or parallel to produce more power. Solar panels link cells in series
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strings to increase voltage and those strings are put in parallel to increase
current. Panels are combined in series or parallel to achieve the desired
output.
Uneven cell illumination, or partial shading, within a panel, is a com-
mon problem in residential PV systems. It is often caused by shade from
tall stationary objects, things flying overhead, or uneven dust accumulation.
Partial shading results in uneven cell power generation, compromising the
total power production. This can occur at the cell or panel level, and is more
significant for series strings [7].
Partial shading effects can be illustrated with two PV panels: the first,
PV1, at 1000 W/m2 illumination and the second, PV2, at 500 W/m2. Their
current-voltage characteristics are shown in Figure 1.2(a) and the resulting
power-voltage curves are shown in Figure 1.2(b). The MPP voltage for each
PV corresponds to the top point of the power-voltage curve. From Figure
1.2(b), the MPP voltages for both PVs are approximately 17 V. Note that at
their MPP, PV1 produces about 85 W and PV2 produces only 43 W. Figure
1.2(a) shows that the MPP current for PV1 is about 5 A and PV2 is 2.5 A.
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Figure 1.2: Current-voltage characteristics (a) and power-voltage curves (b)
for two PV panels at different irradiances.
When the panels are connected in series, their currents must be equal
according to Kirchhoff’s circuit law. The resulting current-voltage charac-
teristics for the series-strung PVs is shown in Figure 1.3(a) along with the
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corresponding power-voltage characteristics in Figure 1.3(b). Notice that in
Figure 1.3(b) there are two power local maxima. The one on the right, cor-
responding to approximately 38 V, is higher; thus, it is the MPP voltage for
the series-connected panels. Figure 1.3(a) shows 2.5 A as the corresponding
MPP current. Recall that 2.5 A is the MPP for PV2, but not for PV1. The
two PVs have the potential to produce 128 W under the illumination condi-
tions, but produce only 95 W when strung in series. Only a fraction of the
total available power is utilized, wasting potential power. Despite this fact,
series-strung PVs with one converter are the most common configurations
for residential systems because they are relatively simple and easy to install.
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Figure 1.3: Current-voltage characteristics (a) and power-voltage curve (b)
for unevenly illuminated PV panels strung in series.
The negative effects of partial shading can be reduced by controlling smaller
groups of PVs at their MPP. A modular system, where each PV panel has an
MPPT controller, is advantageous for maximizing power output as well as
the previously mentioned user benefits [8]. Future technologies may control
PVs down to the cell level, yielding even higher power output. However,
there is a trade-off between the power gained by more localized control and
the power used for additional sensor and microcontrollers. Thus, as modules
move to smaller power levels, it is beneficial to reduce components, controller
power, and unit cost. For these reasons, this research examines control for
PV panel modules with an emphasis on low power requirements.
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1.2 Contributions
There are numerous established MPPT methods for finding and maintain-
ing MPP operation. In most methods, there is an inner-loop control that
maintains a given set-point and an outer-loop control that updates the set-
point based on the MPPT algorithm. Extremum-seeking algorithms, such
as hill-climb perturb and observe (P&O) and incremental conductance, are
designed to find the maximum of the non-linear power curve by updating
the inner-loop set-point according to the measured power. Ripple correlation
control (RCC) is a single-loop extremum-seeking control method that drives
PV operation based on the time derivatives of measured states. There are
also fuzzy logic and neural network methods that work with imprecise inputs
and do not need an accurate model, but require advanced user knowledge
to properly set up the algorithm variables [9]. Other model-based MPPT
methods are complex and require advanced user calibration. Some methods
incorporate irradiance and temperature readings to calculate the MPP under
the given environmental conditions [10, 11]. This requires two sensors in ad-
dition to those already used for the converter control, adding additional cost
and complexity. Even if the model is initially well-matched to the PV char-
acteristics, the parameters require occasional recalibration to compensate for
cell aging. These methods require fairly frequent outer-loop measurements
and calculations to maintain MPP operation.
There are also MPPT methods that require less frequent measurements.
Fractional open-circuit voltage and fractional short-circuit current periodi-
cally interrupt normal operation to measure PV open-circuit voltage (Voc)
or short-circuit current (Isc), and adjust the set-point to a fraction of that
value. During the measurement, the PV cell produces zero power. A pilot
cell, representative of the rest of the panel, can be used to take these mea-
surements instead of the power-producing cells. However, cell mismatch due
to aging or partial shading greatly reduces measurement accuracy [9]. The
additional PV cost and inaccuracy reduces its attractiveness as a solution.
Surprisingly, little attention has been paid to developing an MPPT method
that takes advantage of the natural PV electrical characteristics and utilizes
sensors that are already part of the dc-dc converter. If an inner-loop con-
trol can maintain near-MPP operation under typical environmental changes,
then outer-loop measurements and calculations can be performed very infre-
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quently. As a result, little PV power will be compromised and the controller
will consume less power. Using the sensors already incorporated in the dc-dc
converter keeps costs low, making it a more attractive option for PV modules.
This thesis develops a simple control scheme with inherently low sensitiv-
ity to irradiance changes that has minimal power requirements and a low-
cost implementation. Daily irradiance and temperature trends are collected,
matched to an equivalent circuit PV model, and analyzed to understand
how the MPP moves throughout the day. From these trends, a general con-
trol scheme with inherently low sensitivity to typical environmental changes
is identified. Voltage-offset resistive control (VRC) is introduced and ana-
lyzed for small- and large-scale stability. The characteristics of VRC under
steady-state and various transients are examined through simulation and ex-
perimental implementation. Finally, three MPPT methods utilizing VRC are
introduced and performance is compared to established MPPT methods.
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CHAPTER 2
PV CHARACTERISTICS
PVs are made out of semiconductor materials that convert photons—packets
of light energy—into dc electricity. Similar to the construction of a diode, an
n-doped material is placed next to a p-doped material resulting in a depletion
region that creates an electric field. When a photon excites a valence electron
in this region with enough energy, the electron enters the conduction band.
The electric field moves the resulting positively-charge hole and negatively-
charged electron in opposite directions creating a voltage and current.
The light frequency range that a PV absorbs and the conversion efficiency
depend on its material properties. The most common PV materials are
monocrystalline and polycrystalline silicon (Si); amorphous Si and copper in-
dium gallium selenide (CIGS) are emerging thin-film materials [12]. The first
Si PV cells were produced in the 1940s, mainly for space applications. Ini-
tially, PV efficiency was very low: below 5%. Advances in materials and fab-
rication technologies have resulted in increased efficiency. Figure 2.1 shows
a historical summary of the best PV cell efficiencies up to present day [13].
Efficiencies for all material types have increased gradually through advances
in materials and fabrication.
Currently, the most efficient PVs are multi-junction cells, which layer mul-
tiple semiconductor materials to capture a wider range of the frequency
spectrum. For PV cells tested in terrestrial environments, multi-junction
cells have shown up to 43.5% efficiency, gallium arsenide (GaAs) thin film
at 28.1%, Si monocrystalline at 25%, CIGS at 19.6%, and amorphous Si at
10.1%. For commercial PV panels, the efficiencies are lower—Si monocrys-
talline has the highest efficiency at 22.9% [14]. Although high efficiencies are
achieved with multi-junction cells, their complex fabrication costs make them
prohibitively expensive for wide-scale use. Polycrystalline and monocrys-
talline Si panels are the most commonly used materials for residential sys-
tems.
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Figure 2.1: Best research PV cell efficiencies from 1975 to 2009 [13].
2.1 Nonlinear I-V Characteristics
Although different materials vary in performance, all PVs have nonlinear
electrical characteristics, henceforth referred to as the PV curve. PV panel
datasheets characterize the curve under 1000 W/m2 and 25 ◦C, which are
nominal conditions. An example PV curve under nominal conditions is shown
in Figure 2.2. As illustrated, the curve is defined by the Voc, Isc, and MPP
[7].
A commercial PV panel datasheet provides the Voc, Isc, and MPP values
along with the Voc temperature coefficient, KV , and Isc temperature coef-
ficient, KI . The datasheet specifications for the BP 7185 solar panel are
summarized in Table 2.1. These values are used to develop a representative
PV circuit model.
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Figure 2.2: Nominal PV electrical characteristics.
Table 2.1: Model Parameters for BP 7185 Solar Panel
Specification Value
Open-circuit voltage (Voc) 44.8 V
Short-circuit current (Isc) 5.5 A
MPP voltage (Vmpp) 36.5 V
MPP current (Impp) 5.1 A
MPP power (Pmpp) 185 W
Voc constant (KV ) -0.16 V/K
Isc constant (KI) 3.575× 10
−3 A/K
Series cell count (Ns) 72
2.2 Equivalent PV Circuit Models
2.2.1 Single-Diode Circuit Model
An appropriate PV model is required to better understand how the MPP
reacts to environmental changes. The single-diode model is an equivalent
circuit model that provides a reasonable estimate of real PV characteristics
while remaining relatively simple [15]. A current source and diode combined
with a series and parallel resistance, depicted in Figure 2.3, is used to model
a PV cell or panel. V is the PV voltage and I is the corresponding cur-
rent. The current source, Iph, represents the photo-generated current and is
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proportional to the irradiance. The diode represents the semiconductor p-n
junction, and the resistances, Rs and Rp, are inherent to the leads and panel
fabrication [7].
Figure 2.3: Single-diode circuit model for a photovoltaic cell.
In [16], a method for closely modeling an array of PV panels based on
datasheet specifications is outlined. Because the serial and parallel resis-
tances are typically not listed on the datasheet, these values must be es-
timated for the single-diode model. Using the datasheet Voc, Isc, and MPP
values, the series and parallel resistances are determined through an iterative
algorithm. This process was used on the BP 7185 panel, assuming an ideal-
ity constant of 1.2; the resulting values are shown in Table 2.2. With these
resistance values and the datasheet specifications, the panel can be modeled
over a range of irradiance and temperature values.
Table 2.2: Resistance Values for Single-Diode Model BP 7185 Solar Panel
Resistance Value (Ω)
Series (Rs) 0.3929
Parallel (Rp) 469.0504
The single-diode model is represented mathematically as
I = Iph − Io
(
exp
(
V +RsI
aVt
)
− 1
)
−
V +RsI
Rp
, (2.1)
where Iph is the photocurrent generated from irradiance hitting the panel, Io
is the diode reverse saturation current, a is the diode ideality constant, and
Vt is the thermal voltage of the PV array. Temperature T and irradiance G
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affect these values according to
Iph = (Iph,n +KI(T − Tn))
G
Gn
(2.2)
Io =
Isc,n +KI(T − Tn)
exp
(
Voc,n+KV (T−Tn)
aVt
)
− 1
, (2.3)
where Iph,n is the nominal photo-generated current, Isc,n is the nominal short-
circuit current, Voc,n is the nominal open-circuit voltage, Gn is the nominal
irradiance, Tn is the nominal temperature, KI is the short-circuit current
thermal coefficient, and KV is the open-circuit voltage thermal coefficient.
Equation (2.1) cannot be directly solved for either I or V . Thus, to solve for
these variables, root solving methods such a the Newton-Raphson method
are employed.
2.2.2 Double-Diode Circuit Model
The double-diode model can be used to more accurately capture the PV
electrical characteristics, especially at low irradiance levels. The equivalent
circuit model is depicted in Figure 2.4. The addition of the second diode
accounts for recombination loss in the depletion region, but also increases
the complexity of the model [17].
Figure 2.4: Double-diode circuit model for a photovoltaic cell.
With the addition of the second diode, the mathematical equation becomes
I = Iph − ID1 − ID2 −
V +RsI
Rp
, (2.4)
where ID1 and ID2 are the currents through diodes D1 and D2, respectively.
Each diode has its own saturation current, ideality constant, and thermal
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voltage. To decrease the complexity and calculations, the model used in
[17] assumes identical thermal voltages and equal saturation currents using
a unity ideality factor, such that
Io =
Isc,n +KI(T − Tn)
exp
(
Voc,n+KV ∆t
Vt
)
− 1
. (2.5)
The resulting diode currents are
ID1 = Io
(
exp
(
V +RsI
a1Vt
)
− 1
)
(2.6)
ID2 = Io
(
exp
(
V + RsI
a2Vt
)
− 1
)
, (2.7)
where a1 and a2 are the ideality factors for diodes D1 and D2, respectively.
The first diode ideality constant is assumed to be unity, a1 = 1, and the
second is altered to fit the model to the experimental data. Generally, diode
ideality factors are between 1 and 2 based on the physical structure of the p-n
junction [18]. Using a2 ≥ 1.2, shows good matching for most PVs [17]. The
model resistance values are found using the same iterative process from [16].
Assuming a2 = 1.2, the resulting resistance values for the double-diode model
are given in Table 2.3. The combination of the two diode characteristics
allows for a more accurate model at low irradiance levels, which is important
for analysis conducted in Chapter 3.
Table 2.3: Resistance Values for Double-Diode Model BP 7185 Solar Panel
Resistance Value (Ω)
Series (Rs) 0.5276
Parallel (Rp) 285.5157
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2.3 Temperature and Irradiance Transients
2.3.1 Effects of Irradiance and Temperature Changes on PVs
The PV curve changes throughout the day according to the temperature and
irradiance. Generally, the Isc is directly proportional to the irradiance and
Voc is inversely proportional to the temperature. To illustrate these trends,
Figure 2.5 shows how the PV curve shifts under varying irradiance and tem-
perature. Over a typical day, the ambient temperature changes gradually,
while irradiance can vary slowly or quickly. On clear days, there are no shad-
ing disturbances and irradiance will change gradually according to the sun’s
movement. On cloudy days, irradiance can change quickly due to cloud-cover.
Other disturbances, such as shading from nearby structures or objects flying
over the panel, also create light transients. These changes can be fast and
large in magnitude. An effective PV system must have a robust control that
reacts quickly to these sudden irradiance changes.
2.3.2 Irradiance and Temperature Coupling
Irradiance changes tend to be larger in magnitude, faster, and have a greater
effect on PV characteristics compared to temperature. Therefore, sensitivity
to irradiance transients is the primary focus of this work, and it is assumed
that ambient temperature is relatively constant. Irradiance changes are di-
vided into two categories: fast and slow. A fast transient results from sudden
shading and assumes no temperature change. A slow transient is a gradual
change in the irradiance that directly affects cell temperature. It is assumed
that irradiance G is coupled to the cell temperature Tc according to
Tc = Ge
a+swb + Ta +
G
Gn
c, (2.8)
where sw is the wind speed, Ta is the ambient temperature, Gn is the nominal
panel irradiance, and a, b, and c are empirically determined coefficients based
on module type and mounting. The open rack mount and glass/cell/glass
panel coefficients were used as follows: a = −3.47, b = −0.0594, and c = 3
[19]. Not all transients fall strictly into the fast and slow transient defini-
tions, but they represent opposite extremes. Thus, examining both types of
14
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Figure 2.5: PV curves under varying irradiance and temperature.
irradiance changes will cover the range of potential transients.
2.3.3 Typical Conditions and Transients in US
It is important to get a sense for the magnitude of environmental changes in
various real climates. Minute by minute solar data over a year for various
locations across the US [20] are analyzed to determine typical environmen-
tal conditions and transients. The average value, range, average one-minute
change and maximum one-minute change for the irradiance are listed in Ta-
ble 2.4 and for the temperature in Table 2.5. From the mean, generalized
average and transient values are established as follows: average irradiance is
400 W/m2, nominal irradiance transient is ±25 W/m2 per minute, extreme
irradiance transient is ±850 W/m2 per minute, average temperature is
15
20 ◦C, nominal temperature transient is ±0.1 ◦C per minute, and extreme
temperature transient is ±2 ◦C per minute. Irradiance ranges from 0 to 1400
W/m2, and temperate ranges from -10 ◦C to 40 ◦C.
Table 2.4: Minute by Minute Irradiance (G) Characteristics at Various US
Locations
Location Avg G G Range Avg G Step Max G Step
(W/m2) (W/m2) (W/m2) (W/m2)
Kalaeloa, HI 430.0 0 - 1460.4 53.6 932.8
Arcata, CA 298.4 0 - 1380.8 14.2 738.5
Las Vegas, NV 475.0 0 - 1387.0 12.7 809.3
Boulder, CO 384.8 0 - 1425.4 20.3 921.8
Oak Ridge, TN 265.1 0 - 1397.0 15.1 852.2
Mean 370.7 0 - 1410.1 23.2 850.9
Table 2.5: Minute by Minute Temperature (T) Characteristics at Various
US Locations
Location Avg T Range Avg T Step Max T Step
(◦C) (◦C) (◦C) (◦C)
Kalaeloa, HI 26.40 13.62 - 33.21 0.11 1.89
Arcata, CA 15.48 -1.94 - 34.10 0.03 1.89
Las Vegas, NV 25.20 -3.93 - 50.90 0.12 1.70
Boulder, CO 11.19 -28.86 - 34.93 0.09 3.08
Oak Ridge, TN 16.81 -13.62 - 39.83 0.07 1.88
Mean 19.0 -6.95 - 38.59 0.08 2.09
2.4 Experimental Validation
The single- and double-diode models are fit to experimental PV data to
determine which model better matches a real panel. The BP 7185 solar
panel mounted on the roof of Everitt Laboratory at 40.12◦N and 88.2◦W in
Urbana, IL, is used for testing. The PV curve is recorded over a number of
days. Both models are compared to the measured electrical characteristics
for a variety of irradiance levels and temperatures. The curves are chosen
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from clear parts of the day where there are no sudden changes, such that
the cell temperature has adjusted to the given irradiance level. The models
assume irradiance-thermal coupling according to Equation (2.8), but wind
speed is neglected, i.e., b = 0. The ideality factor for the single-diode model
is a = 1.3, and a2 = 1.2 for the double-diode model.
Both models are well-matched at higher irradiance levels but vary slightly
at lower irradiances. The double-diode model maintains a higher Voc at low
irradiance, which more closely matches the measured data. Figure 2.6 shows
the double-diode model overlaid with the experimental measurement for a
high, medium, and low irradiance level. The model shows close matching
to the measurements over the expected irradiance and temperature range.
Thus, this validated double-diode model is used to analyze the effects of
transients on the PV curve in the following sections.
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Figure 2.6: Matched PV data and model for low and high irradiance and
temperature conditions.
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CHAPTER 3
PV CONTROL AND IRRADIANCE
SENSITIVITY
Control is required to maintain operation at the MPP under varying en-
vironmental conditions. Here, an MPPT method implemented on a dc-dc
converter is used for PV control. The buck, boost, buck-boost, and boost-
buck (or Cu´k) are common dc-dc converter topologies for PV applications [8].
Most MPPT algorithms have an inner-loop control to stabilize operation at
a set point and an outer-loop control to adjust that set point. The inner-loop
control is typically a constant voltage, current, or resistive control.
Each control method requires current or voltage sensors. The number and
type of sensors depends on the converter topology. Most dc-dc converter
controls need one or two sensors: for inductor current or capacitor voltage.
The outer-loop control may require an additional sensor. For example, a
boost converter requires one inductor current sensor for input current control.
If P&O is the outer-loop control, an input voltage sensor is also necessary to
calculate input power.
Sensor count and type are important in determining the control circuitry
cost and power requirements. Both become more significant at lower power
levels due to the higher number of converter modules in a full-size PV sys-
tem. Voltage sensors are usually voltage dividers that require two resistors—
a cheap and low-power solution. There are a number of current sensing
techniques that vary in accuracy and power consumption. A series sense
resistor yields high accuracy, but has significant power loss—exacerbated at
high currents. Alternatively, the series resistance inherent in metal-oxide-
semiconductor field-effect transistors (MOSFETs) can also be used to mea-
sure drain-to-source current. This does not add extra power loss, but has
low accuracy due to significant resistance variation [21]. Hall effect sen-
sors are fairly accurate for current measure and have low operating power.
However, the measurement has a small voltage offset, which requires addi-
tional circuitry to calibrate and correct. High-side current sensing, often
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employed for boost converters, uses analog circuitry to read the high volt-
age potential sensor output [22]. Any additional circuitry increases cost and
power consumption. To achieve a low-cost, low-power controller, appropriate
current-sensing techniques must be chosen to reduce the number of sensors
and associated circuitry.
An MPPT controller can be implemented through analog circuitry or with
a digital controller. Analog implementation generally consumes less power
and is effective for simple control algorithms, where the control parame-
ters are set once in the design phase. Digital control is beneficial for al-
gorithms that store previous measurements or have more complicated al-
gorithms. The power consumption depends on the efficiency of the chosen
controller chip, clock speed, the number of peripherals, and computation
requirements. Presently, MPPT methods are more commonly implemented
using digital microcontrollers.
For MPPT methods that utilize inner- and outer-loop control, the inner-
loop control maintains operation at a set point by changing the pulse-width
modulated (PWM) switching signal to the dc-dc converter and the outer-loop
control alters the set point. Both control loops take sensor measurements as
input to calculate the appropriate output. Each instance of measurement,
subsequent calculations, and revised output is referred to as an update. With
a microcontroller implementation, an analog-to-digital converter (ADC) mea-
sures a sensor value, performs calculations, and alters the appropriate vari-
able: the PWM duty ratio or set point. The inner-loop control is updated
at least every dc-dc converter switch cycle. The outer-loop is updated less
frequently and, typically, must be long enough for the convert to reach stead-
state operation to ensure accurate measurements. This is a sample-and-hold
control approach, where the outer-loop control updates the set-point dur-
ing the sample window and the inner-loop control updates the PWM signal
continuously during the hold window [23].
The outer-loop control algorithms can be computationally intensive and
add additional computations on top of the inner-loop calculations. To reduce
processing power, the hold window can be increased relative to the sample
window. The challenge is that if the MPP changes significantly during the
hold window, the set point may no longer be at the MPP. An inner-loop
control that has inherently low sensitivity to irradiance changes would work
well with a sample-and-hold control to maintain operation near the MPP
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while reducing the computational burden and controller power consumption.
Thus, the effects of irradiance transients on PVs are examined to identify
such a low sensitivity control.
3.1 Transient Sensitivity
The double-diode Equation (2.4) is used to examine the sensitivity of the
MPP to irradiance G. Given the nonlinearity of PV electrical characteristics,
an explicit equation for the MPP in terms of G cannot be derived in closed
form, but can be found numerically.
An ideal inner-loop control maintains operation at the MPP throughout
and following an irradiance transient. Because such a control always achieves
the maximum PV power, it is considered insensitive to irradiance. Con-
versely, a control for which the operation moves away from the MPP due
to an irradiance transient is considered highly sensitive to irradiance. The
sensitivity of MPP operation to irradiance must be quantified for a given
control. For this analysis, it is assumed that the PV is initially at the MPP
of a PV curve under temperature T0 and irradiance G0. The operating point
after a transient is determined by the control scheme that passes through the
initial MPP voltage and current, Vmpp0 and Impp0, respectively. The sensitiv-
ity to a transient is based on the difference between the power at the actual
operating point, POP , and post-transient MPP, PMPP , according to
S(G1, T1) =
PMPP (G1, T1)− POP (G1, T1, control(Vmpp0, Impp0))
PMPP (G1, T1)
, (3.1)
where T1 and G1 are the post-transient temperature and irradiance, respec-
tively. The S value represents the actual operating power as a percentage of
maximum PV power. S is a unitless value bounded by S ≥ 0. A larger value
implies that the control scheme has a higher sensitivity to the transient; a
smaller S implies lower sensitivity to the transient. This equation is used to
determine control scheme sensitivity to irradiance.
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3.2 Inner-Loop Control Sensitivity
The irradiance sensitivity is analyzed for the commonly-implemented inner-
loop control schemes: voltage, current and resistive control. Typical irra-
diance transients were establish in Section 2.3.3 as ±25 W/m2 per minute.
An example transient is illustrated in Figure 3.1, where the initial PV curve
is shown along with curves resulting from positive and negative irradiance
transients. Based on the movement of the MPP, it is apparent that combin-
ing voltage and resistive control may attain the lowest sensitivity; thus, VRC
is also considered.
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Figure 3.1: Nominal irradiance and temperature transient effects on PV
characteristics with voltage, current, resistance, and VRC lines.
The four inner-loop control methods are overlaid on the PV curves in
Figure 3.1 to show operation under each control after the transient. The
intersection of the control line and the PV curve is the operating point. The
current control line operates the furthest from the MPP after both positive
and negative transients. If the irradiance transient were larger such that the
current load line did not intersect the post-transient PV curve, the panel
would operate at short-circuit current and provide no power. Thus, current
control is highly sensitive to irradiance transients and ineffective for this ap-
plication. Resistance control produces a stable intersection point regardless
of the environmental conditions [24] but does not maintain operation partic-
ularly close to the post-transient MPP. Voltage control has lower sensitivity
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than the other conventional controls, but VRC maintains operation closest
to the MPP and has the lowest sensitivity.
As mentioned, VRC is a combination of voltage and resistive control. The
control parameters are the the offset voltage Vos and equivalent resistance
Req, as illustrated in Figure 3.2. The slope of the control line is
1
Req
, but
the conditions for Req are shown for simplicity. Notice that Req > 0 has a
positive slope shown to the right, and Req < 0 has a negative slope shown to
the left. If Req = 0, it is equivalent to voltage control.
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Figure 3.2: VRC lines showing offset voltage (Vos) and a variety of
equivalent resistances (Req).
3.3 Experimental Validation
The four control schemes were tested on an experimental setup in the Power
Electronics Systems Laboratory at Seoul National University. The Symphony
Energy SE-173 solar panel was tested under a controlled halogen light source
to create reproducible irradiance levels. Because halogen lamp light does not
match the solar spectrum, the equivalent irradiance was determined based
on short-circuit current. The implemented VRC used Req = 1.2 Ω; Vos was
adjusted to reach the appropriate operating point.
Starting with each control maintaining operation at the MPP for 359
W/m2 irradiance and 50 ◦C panel temperature, positive and negative irradi-
ance changes were produced. The resulting operating point for each control
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was measured five minutes after the change to allow for thermal adjustment.
The sensitivities, calculated using Equation (3.1), are summarized in Table
3.1. The PMPP value for each irradiance is based on the highest measured
power. Due to limited samples, the largest power measurement may not be
the exact MPP, but it is close enough to give a relative comparison. Overall,
VRC showed the lowest transient sensitivity. Voltage control also exhib-
ited low sensitivity and is the second-best control method. Resistive control
demonstrated higher sensitivity, but current control was the most sensitive.
Among the inner-loop control methods, VRC with appropriately chosen pa-
rameters shows the lowest sensitivity.
Table 3.1: Experimental Transient Sensitivity for Various Control Types
Irradiance Step I Control R Control V Control VRC
(W/m2) S Value S Value S Value S Value
229 0.389 0.335 0.031 0
81 0.187 0.127 0.011 0
30 0.093 0.011 0.013 0
-43 0.456 0.05 0 0
-106 0.758 0.308 0 0.018
-169 1.000 0.425 0.035 0.022
Average 0.481 0.209 0.015 0.007
3.4 Lowest Sensitivity Line Calculation
The most appropriate Vos and Req values must be determined to minimize
irradiance sensitivity. Because the magnitude and speed of the next irra-
diance change cannot be predicted, the nominal values are used as a best
estimate. For each transient, the lowest sensitivity VRC load line will have
the smallest S value from Equation (3.1). The lowest sensitivity VRC pa-
rameters are found numerically using a minimum finding algorithm, which
can be computationally intensive. It was found that a best-fit line of the pre-
and post-transient MPPs is nearly equivalent to the lowest sensitivity line.
The best-fit line is calculated using least-squares to minimize the voltage
residual. The least squares problem for n MPP current IMPP and voltage
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VMPP values is set up as follows:


IMPP1 1
IMPP2 1
...
...
IMPPn 1


[
Req
Vos
]
=


VMPP1
VMPP2
...
VMPPn

 . (3.2)
Let
A =


IMPP1 1
IMPP2 1
...
...
IMPPn 1

 (3.3)
b =


VMPP1
VMPP2
...
VMPPn

 . (3.4)
The optimal VRC parameters, R∗eq and V
∗
os, are found by solving[
R∗eq
V ∗os
]
= (ATA)−1AT b. (3.5)
This approach provides a direct solution that closely approximates the true
solution. It is used to calculate the lowest sensitivity control parameters for
the remainder of this work.
3.5 Daily PV Curve Patterns
Season and climate affect the PV’s irradiance and temperature operating
range, while weather affects changes in solar irradiance. On clear days, the
irradiance follows a bell-shaped pattern according to the sun’s movement,
resulting in slow transients. On cloudy days, shade from moving clouds can
create fast transients. Figure 3.3 shows irradiance patterns for a clear and
cloudy day in July measured every 50 seconds from dawn until dusk on the
laboratory roof-top weather station in Urbana, IL. The clear day exhibits the
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general bell-curve shape with some small transients and a handful of large
irradiance spikes—transients that shortly return to the original irradiance
level. The cloudy day had very low irradiance levels in the morning, indicat-
ing overcast weather. After 1 p.m., the irradiance increased, which suggests
the cloud cover dissipated, resulting in clear weather. In both patterns, there
were many transients of various magnitudes, and a number of large spikes.
Irradiance conditions on a PV panel are considered unpredictable due to
weather changes and cloud movement.
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Figure 3.3: Daily irradiance over a (a) relatively clear and (b) cloudy day.
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It is important to examine how the changes in weather affect the MPP
movement. Figure 3.4 shows the corresponding MPPs of the roof-top mounted
PV panel for the two days displayed in Figure 3.3. Although the irradiance
patters are different, the MPP movement follows the same general trend;
the cloudy day shows higher variance. At low current levels—below about
1 A—the MPP voltage increases with increasing current. A VRC line with
a positive Req could provide relatively low sensitivity at these lower current
values. Above this threshold, the MPP voltage tends to decrease as current
increases. This corresponds to a VRC line with a negative Req. These trends
show that VRC with the appropriate parameters is an effective method for
low sensitivity under realistic conditions. Due to the nonlinearity of these
trends, the VRC parameter values must be adjusted throughout the day.
To implement an effective control, low sensitivity VRC parameters must
be chosen based on measurable values of the present conditions. First, low
sensitivity VRC lines are identified over the expected operating range: 100
W/m2 to 1400 W/m2 irradiance and 20 ◦C to 60 ◦C ambient temperature.
From each initial irradiance level, nominal positive and negative irradiance
transients are simulated, and the lowest sensitivity VRC line is determined
from the MPPs. This calculation was done for both fast and slow transients
over the ambient temperature range. The results are shown in Figure 3.5;
“no coupling” indicates a fast transient and“with coupling” indicates a slow
transient. It was found that the lowest sensitivity Req values have a clear
correlation with the solar irradiance, as illustrated in Figure 3.5(a). Because
irradiance is directly proportional to current, a similar relation exists with the
IMPP and Isc, as shown in Figures 3.5(b) and 3.5(c), respectively. Both fast
and slow transients follow the same general trend and decrease in Req with
increasing irradiance or MPP current. Fast transients have higher Req values
and are offset from the slow transient values. The fast transients remain
positive and dip slightly negative at approximately 900 W/m2, while slow
transients becomes negative at a lower irradiance level, around 300 W/m2.
Ambient temperature has a relatively small effect on this curve. The trends
are similar for Figures 3.5(b) and 3.5(c), but the positive-to-negative Req
thresholds are associated with IMPP and Isc values, respectively. The true
least-sensitive VRC parameters cannot be predicted because the speed and
magnitude of future transients are unknown. However, the region between
the two sets of curves provides a range of values that ensures low sensitivity
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Figure 3.4: PV curve MPPs over a (a) relatively clear and (b) cloudy day.
to most irradiance transients.
A low sensitivity Req value can be determined from irradiance, IMPP , or
Isc measurements. At low irradiance levels, low sensitivity Req values are
positive; as irradiance increases, Req decreases and eventually becomes nega-
tive. Thus, the implementation of both positive and negative Req values are
necessary for effective low sensitivity VRC.
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Figure 3.5: Lowest sensitivity Req values for VRC over (a) irradiance, (b)
MPP current and (c) short-circuit current.
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CHAPTER 4
VOLTAGE-OFFSET RESISTIVE CONTROL
This chapter analyzes the stability of VRC implemented with dc-dc convert-
ers for grid-connected PV systems with a dc-link. In this configuration, the
dc-dc converter load is effectively a constant voltage source; other load types
could be investigated using the same basic process. When VRC is imple-
mented on the input of a dc-dc converter, it creates a load-line equivalent of
a voltage source and a resistor connected in series. The control parameter Vos
is always positive, while Req can be positive or negative. VRC is expressed
mathematically as
v¯i − Vos = Req i¯i, (4.1)
where v¯i is the converter average input voltage and i¯i is the average input
current. For a given converter topology, the continuous conduction mode
(CCM) steady-state current and voltage relations are used to implement VRC
on the input. CCM is the primary operating mode for PV applications, but
discontinuous conduction mode (DCM) operation will also be discussed for
low-irradiance conditions.
For each dc-dc converter topology, there are two different potential control
equations that equate to the desired VRC equilibrium point. Each equation
is examined for stability through small- and large-signal stability analysis.
This work investigates these VRC equations for buck and boost converters.
4.1 Buck Converter Stability
For buck converters in CCM, the average steady-state equations for voltage
and current are
v¯i =
v¯o
D1
(4.2)
i¯i = D1i¯o, (4.3)
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where v¯o is the output voltage, i¯o is the output current, and D1 is the switch
on-time duty ratio. Substituting (4.2) and (4.3) into (4.1) yields potential
control equations
D1 =
v¯o
i¯iReq + Vos
(4.4)
D1 =
v¯i − Vos
i¯oReq
, (4.5)
respectively. Henceforth, Equation (4.4) is referred to as buck control A and
Equation (4.5) as buck control B.
A buck converter topology with a PV source and constant-voltage load,
representing a dc-link, is shown in Figure 4.1. As done in [25], the PV’s
nonlinear characteristics are represented as f(v¯i): a current source that de-
pends on the input voltage. Assuming the converter is in CCM, the average
dynamic buck converter equations are expressed as follows:
˙¯vi =
f(v¯i)
Ci
−
i¯LD1
Ci
(4.6)
˙¯iL =
v¯iD1
L
−
Vo
L
, (4.7)
where L is the inductance, Ci i the input capacitance, Vo is the output dc-link
voltage, and i¯L is the average inductor current, which is equivalent to i¯o in a
buck converter.
Figure 4.1: PV sourced buck converter circuit with constant-voltage load.
To examine the small-signal stability, both buck control equations are sub-
stituted into the system dynamic equations (4.6) and (4.7). The system is
then linearized around equilibrium points v¯ie and i¯Le. For the linearization
of the equivalent PV function f(v¯i), let
∂f(v¯i)
∂v¯i
|v¯ie,i¯Le =
1
rpv
, (4.8)
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where rpv is the incremental resistance of the PV curve at the equilibrium
point. Based on the PV curve shape, the tangential slope is always negative;
thus, the incremental resistance will also be negative: rpv < 0.
4.1.1 Buck Control A
Substituting Equation (4.4) for buck control A into the system dynamic
equations yields
˙¯vi =
f(v¯i)
Ci
−
i¯LV¯o
Ci (f(v¯i)Req + Vos)
(4.9)
˙¯iL =
v¯iV¯o
L (f(v¯i)Req + Vos)
−
Vo
L
. (4.10)
The linearized state space model around the equilibrium for buck control A
is represented as
[
δ ˙¯vi
δ ˙¯iL
]
=

 1Cirpv
(
1 + VoReq i¯Le
v¯i2e
)
−Vo
Civ¯ie
Vo
“
1−
Req
rpv
”
Lv¯ie
0


[
δv¯i
δi¯L
]
, (4.11)
where δv¯i and δi¯L are the state variable perturbations around equilibrium
points v¯ie and i¯Le. The characteristic polynomial for the linearized system is
λ2 −
1
Cirpv
(
1 +
VoReq i¯Le
v¯i2e
)
λ+
V 2o
(
1− Req
rpv
)
CiLv¯i2e
= 0, (4.12)
where λ represents an eigenvalue. Both eigenvalues must be negative to
establish small-signal stability. When an equation is in the form λ2+bλ+c =
0, both eigenvalues are negative if and only if b > 0 and c > 0. Using this
fact, we examine the stability region for buck control A. For the first order
coefficient b, it follows that
−
1
Cirpv
(
1 +
VoReq i¯Le
v¯i2e
)
> 0
1 +
VoReq i¯Le
v¯i2e
> 0
Req >
−v¯i
2
e
Voi¯Le
. (4.13)
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For this application, the control must work for the full range of v¯ie > 0. With
this restriction, it follows that the condition Req > 0 must be met. For the
constant term c, it follows that
V 2o
(
1− Req
rpv
)
CiLv¯i2e
> 0
1−
Req
rpv
> 0
Req > rpv. (4.14)
The b term small-signal stability constraint is more restrictive than the c
term constraint. Therefore, it will only be stable around the equilibrium if
Req > 0. The desired control must also work for Req < 0. Thus, buck control
A cannot be used to implement VRC for this PV application.
4.1.2 Buck Control B
Substituting Equation (4.5) for buck control B into the system dynamic equa-
tions yields
˙¯vi =
f(v¯i)
Ci
−
v¯i − Vos
CiReq
(4.15)
˙¯iL =
v¯i(v¯i − Vos)
Li¯LReq
−
Vo
L
. (4.16)
The linearized state space model around the equilibrium is represented as
[
δ ˙¯vi
δ ˙¯iL
]
=
[
Req−rpv
CiReqrpv
0
2v¯ie−Vos
LReq i¯Le
Vosv¯ie−v¯i
2
e
LReq i¯L
2
e
][
δv¯i
δi¯L
]
, (4.17)
The system eigenvalues are
λ1 =
Req − rpv
CiReqrpv
, λ2 =
Vosv¯ie−v¯i
2
e
LReq i¯L
2
e
. (4.18)
The eigenvalues are analyzed for stability; both positive and negative Req
values must be considered. First, assume Req > 0. Because rpv < 0 and all
component values are positive, λ1 is negative. Both equilibrium values v¯ie
and i¯Le are positive, and v¯ie > Vos for a positive Req. This implies that λ2 is
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also negative. Thus, the system shows small-signal stability for positive Req.
Next, consider Req < 0. Because Req is negative, the equilibrium voltage is
lower than the VRC offset voltage, i.e., v¯ie < Vos. Under these conditions, λ2
is always negative, while the sign of λ1 depends on the relationship between
Req and rpv. In PV applications, the intended operating condition for VRC
is Req > rpv, which is illustrated in Figure 4.2. Assuming Req > rpv, results
in λ1 ≥ 0; this implies the system is unstable. Thus, buck control B does not
show stability for negative Req.
In summary, neither buck control A nor B is stable for negative Req values.
Thus, the simple VRC control equations are not effective for a PV system
buck converter. It should be noted that more complex control equations, like
proportional-integral-derivative control, may be used to achieve the same
VRC load line. However, because the focus is on very simple control equa-
tions, these methods are not explored in this thesis.
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Figure 4.2: Visualization of the intended operating condition for VRC in
PV applications.
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4.2 Boost Converter Stability
For boost converters in CCM, the average steady-state equations for voltage
and current are
v¯i = v¯oD2 (4.19)
i¯i =
i¯o
D2
, (4.20)
where D2 is the switch off-time duty ratio. Substituting (4.19) into (4.1)
yields the control equation
D2 =
i¯LReq + Vos
v¯o
. (4.21)
In steady-state operation, the input current i¯i is equivalent to the inductor
current i¯L. Henceforth, Equation (4.21) is referred to as boost control A.
Substituting (4.19) and (4.20) into (4.1) yields the control equation
D2 =
i¯oReq
v¯i − Vos
. (4.22)
Equation (4.22) is referred to as boost control B. The boost converter topology
can be implemented without an input capacitor—henceforth, referred to as a
simple boost converter—or with an input capacitor. The addition of the input
capacitor affects system dynamics; therefore, both topologies are analyzed for
stability.
4.2.1 Simple Boost Converter
The simple boost converter topology with a PV input and constant-voltage
output is shown in Figure 4.3. The PV is represented as g(i¯L): a volt-
age source dependent on PV current. Function g(i¯L) is the inverse of the
previously-used f(v¯i); thus, the partial derivative is
∂g(i¯L)
∂i¯L
|v¯ie,i¯Le = rpv. (4.23)
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In the simple boost topology, the inductor is the only nonlinear component.
The state dynamic equation is as follows:
˙¯iL =
1
L
g(i¯L)−
Vo
L
D2. (4.24)
Boost control A and B are analyzed with this topology for stability.
Figure 4.3: Simple boost converter circuit with a PV source and
constant-voltage load.
4.2.2 Simple Boost Control A
Substituting Equation (4.21) for boost control A into the simple boost dy-
namic Equation (4.24) results in
˙¯iL =
1
L
g(i¯L)−
i¯LReq + Vos
L
. (4.25)
Linearizing this system around the equilibrium yields
[
δ ˙¯iL
]
=
[
1
L
(rpv − Req)
] [
δi¯L
]
. (4.26)
The single eigenvalue
λ =
1
L
(rpv − Req) (4.27)
must be negative according to
1
L
(rpv − Req) < 0
rpv < Req. (4.28)
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This condition matches the intended region of operation for VRC and proves
stability near the equilibrium point. Next, large-signal stability is also con-
sidered.
The large-signal stability is examined to prove that the closed-loop system
will go towards the equilibrium from any starting point. Given the system of
equations, h, and a positive definite function around the equilibrium point,
P , the stability is determined from equation ∇P ·h. If ∇P ·h ≤ 0 is true for
a certain region, the system is said to be stable in the sense of Lyaponov. If
∇P · f < 0 is true for a certain region, the control is asymptotically stable
in that region.
Use the inductor power equation around the equilibrium as the positive
definite function
P1 =
1
2
L(∆i)2, (4.29)
where
∆i = i¯L − i¯Le. (4.30)
Taking the gradient of Equation (4.29) with the dot product of the boost
system Equation (4.25) yields
∇P1 · h(i¯L) = ∆i (g(i¯L)− (Vos +Req i¯L)) . (4.31)
The system is asymptotically stable if the value of Equation (4.31) is negative.
Thus, the large-signal stability depends on ∆i, the difference between the
inductor current difference from the equilibrium, and the difference between
the PV voltage, g(i¯L), and the VRC equilibrium voltage, Vos + Req i¯L. This
divides the range of I¯L values into two regions, which is illustrated in Figure
4.4. For both regions, Equation (4.31) is always negative. Therefore, boost
control A implemented on a simple boost converter is asymptotically stable
and can be used to effectively implement VRC.
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Figure 4.4: Large-signal stability regions for simple boost control A.
4.2.3 Simple Boost Control B
Next, Equation (4.22) for boost control B is substituted into the simple boost
converter dynamics, Equation (4.24), resulting in
˙¯iL =
1
L
g(i¯L)−
Req i¯Lg(i¯L)
L(g(i¯L)− Vos)
. (4.32)
Linearizing the system around the equilibrium yields
[
δ ˙¯iL
]
=
[
g(i¯Le)
LReq i¯Le
(rpv −Req)
] [
δi¯L
]
. (4.33)
The resulting eigenvalue is
λ =
g(i¯Le)
LReq i¯Le
(rpv − Req) . (4.34)
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Both positive and negative Req values are considered separately. If Req is
positive, the eigenvalue will be negative when
g(i¯Le)
LReq i¯Le
(rpv −Req) < 0
(rpv −Req) < 0
rpv < Req. (4.35)
This matches the desired operation conditions. If Req is negative, the eigen-
value will be negative when
g(i¯Le)
LReq i¯Le
(rpv −Req) < 0
(rpv −Req) > 0
rpv > Req. (4.36)
This condition does not meet the desired operation criterion. Because the
control must be stable for both positive and negative Req values, boost control
B is not an effective VRC for a simple boost converter.
4.2.4 Boost Converter with Input Capacitor
An input capacitor is used in a boost converter to reduce current ripple.
A large input current ripple reduces PV power production due to wide os-
cillations around the MPP. This problem is more prominent in converters
with small inductance values or slow switching frequencies [26]. For the sim-
ple boost converter, boost control A is stable. The boost converter with
an input capacitor, shown in Figure 4.5, should also be analyzed for stabil-
ity under this control equation. The PV characteristics are represented as
the voltage-dependent current source f(v¯i). Assuming CCM operation, the
average dynamic equations are
˙¯vi =
1
Ci
(f(v¯i)− i¯L) (4.37)
˙¯iL =
1
L
(v¯i − VoD2) . (4.38)
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Note that only the inductor dynamics, Equation (4.38), depend on D2; the
implemented control equation does not affect the capacitor dynamics, Equa-
tion (4.37).
Figure 4.5: PV sourced boost converter circuit with an input capacitor and
a constant-voltage load.
4.2.5 Boost Control A
Equation (4.21) for boost control A is substituted into Equation (4.38), the
boost converter inductor dynamics, as follows:
˙¯iL =
1
L
(v¯i − i¯LReq − Vos) . (4.39)
The system is linearized around the equilibrium. Again, Equation (4.23) is
used to linearize the PV equivalent function f(v¯i). The linearized state space
model around the equilibrium is
[
δ ˙¯vi
δ ˙¯iL
]
=
[
1
Cirpv
− 1
Ci
1
L
−Req
L
][
δv¯i
δi¯L
]
. (4.40)
The characteristic polynomial for this system is
λ2 +
(
Req
L
−
1
Cirpv
)
λ +
1
CiL
(
1−
Req
rpv
)
= 0. (4.41)
For small-signal stability, the b term must meet the following condition:
Req
L
−
1
Cirpv
> 0 (4.42)
Req >
L
Cirpv
. (4.43)
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This condition is always met when Req is positive. For negative Req, the
condition depends on the values of C and L, which are chosen in the design
process. Generally, the value of L should be larger than C so that the
condition is met for small negative rpv values. For the c term, the condition
that ensures negative eigenvalues is
1
CiL
(
1−
Req
rpv
)
> 0 (4.44)(
1−
Req
rpv
)
> 0 (4.45)
Req > rpv, (4.46)
which matches the indented operating range. Assuming component values
are properly selected, boost control A shows small-signal stability for both
positive and negative Req values.
Next, large-signal stability is examined for asymptotic stability. An ellip-
tical power equation around the equilibrium is considered as follows:
P2 =
1
2
Ci(∆v)
2 +
1
2
L(∆i)2 + CLε(∆v)(∆i), (4.47)
where
∆v = v¯i − v¯ie. (4.48)
Taking the gradient of this function with the dot product of the boost con-
verter dynamics, Equations (4.37) and (4.39), yields
∇P2·h = (∆v+Lε∆i)(f(v¯i)−i¯L)+(∆i+Cε∆v) (v¯i − (Vos +Req i¯L)) . (4.49)
The system stability depends on the Req, L, and C values. To ensure sta-
bility, ε must be chosen such that Req > −Lε and Isc > i¯Le + εL. With
these constraints, the operation range is divided into regions, as illustrated
in Figure 4.6. For positive Req, the stability conditions are always met, prov-
ing asymptotic stability. For negative Req, the capacitor and inductor values
affect stability. For a given C and L value, not all Req values have an ε value
that will result in ∇P2 ·h < 0. As Req becomes more negative, a system may
become unstable. The capacitance value is also a crucial factor and should
be much smaller than the inductance value to ensure stability.
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Figure 4.6: Large-signal stability regions for boost control B with a positive
Req.
4.3 Control Equation Summary
The potential VRC control equations for the buck converter, simple boost
converter, and boost converter with an input capacitor were analyzed for
stability. A summary of stability analysis findings is shown in Table 4.1. To
be an effective VRC, the control must be stable for both positive and nega-
tive values of Req and when Req > rpv, and also show large-signal stability.
The only simple VRC equation that is effective for PV applications is boost
control A. Both boost converters achieve large-signal stability, but the boost
with an input capacitor has a limited stability range; negative Req values
may be unstable if the L-to-C ratio is too low. The stability characteristics
are further investigated through simulation and experiment.
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Table 4.1: Stability Conditions for Buck and Boost VRC Equations
Converter Control Control Small-Signal Effective
Topology Equation Input Stability Conditions VRC
Buck A (4.4) i¯i, v¯o Req > 0 No
Buck B (4.5) v¯i, i¯o (Req > 0) or (Req < rpv) No
Simple Boost A (4.21) i¯L, v¯o Req > rpv Yes
Simple Boost B (4.22) v¯i, i¯o (Req > 0) or (Req < rpv) No
Boost A (4.21) i¯L, v¯o Req > rpv and Req >
L
Cirpv
Yes
4.4 Simulation
A boost converter model under boost control A was developed in Matlab
Simulink with the SimPowerSystems package to investigate system dynamics.
The PV is simulated using the single-diode model for simplicity. The power
train is made up of basic components from the SimPowerSystems package and
the control uses common Simulink blocks to implement VRC. The diagrams
for the Simulink model are shown in Figure 4.7. The component values used
in the simulation are L = 2.107 mH and Ci = 22 µF. Because
L
Ci
> rpvReq
must be met for stability, L is chosen to be greater than Ci so that the L-
to-Ci ratio is large, allowing a wider range of negative Req values that meet
this criterion.
4.4.1 State-Space Dynamics
Through simulation, the system dynamics of both boost topologies are fur-
ther examined for stability. It is verified that the simple boost converter VRC
is stable for any Req value in the intended operation range. As expected, the
boost converter with an input capacitor becomes unstable for some nega-
tive Req values. The state dynamics for a variety of Req and Vos values are
displayed as state-space and time domain plots in Figure 4.8. When Req is
positive, as in Figure 4.8(a), the state shows clear asymptotic stability to-
wards the equilibrium. When the VRC parameter is changed to Req = −0.5
Ω, as in Figure 4.8(b), the control is still stable, but exhibits oscillatory be-
havior around the equilibrium. The more negative the incremental resistance
rpv and Req, the more likely the control is to be unstable. Oscillatory behav-
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(a) PV and Power Stage
(b) VRC Controller
(c) VRC Control Algorithm
Figure 4.7: Simulink model for PV boost converter with VRC.
ior can be reduced by increasing rpv, i.e., moving the equilibrium point to
the right on the PV curve. This is achieved by increasing the Vos, as shown
in Figure 4.8(c). If Req decreases too significantly, the system is no longer
asymptotically stable; the states oscillate around the equilibrium but do
not converge, as shown in Figure 4.8(d). These simulations make clear that
adding an input capacitor to the simple boost topology can limit stability for
negative Req values, particularly for equilibrium points in the current-source
region of the PV curve, which have more negative incremental resistance.
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(a) Vos = 35 V, Req = 0.5 Ω
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(b) Vos = 35 V, Req = −0.5 Ω
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(c) Vos = 40 V, Req = −0.5 Ω
0 10 20 30 40
0
1
2
3
4
Input Voltage (V)
In
du
ct
or
 C
ur
re
nt
 (A
)
 
 
Switched State
Averaged State
0 0.005 0.01 0.015 0.02
0
20
40
In
pu
t V
ol
ta
ge
 (V
)
0 0.005 0.01 0.015 0.02
0
2
4
In
du
ct
or
 C
ur
re
nt
 (A
)
Time (s)
(d) Vos = 40 V, Req = −3 Ω
Figure 4.8: Boost converter state transition and time domain plots for VRC
with various Req and Vos values.
44
Next, the state-dynamics are examined for a variety of initial conditions.
Figure 4.9 shows the state-space and time domain plots with Req = 1 Ω and
Vos = 35 V from (a) open-circuit voltage, (b) short-circuit current, (c) both
values greater than the equilibrium, (d) both values slightly below the equi-
librium. The states tend to move in a counter-clockwise direction, circling
towards the equilibrium point. If the initial conditions are far to the left
of the equilibrium point in the state space, the operation point will make a
large counter-clockwise arc and may briefly go into DCM, as shown in Fig-
ure 4.9(b). Once the state hits the PV curve to the bottom right of the
equilibrium, the states follows the curve towards the equilibrium point.
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Figure 4.9: Boost converter state transition plots for VRC from various
initial conditions.
4.4.2 Irradiance Step Response
Irradiance changes are the most common transients in PV applications. An
effective control must react quickly to transients of any magnitude. For in-
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stance, a goose flying over and shading a panel creates a large, fast irradiance
transient. If the control does not react quickly enough and the power out-
put drops drastically for a few seconds, the inverter may read this as a fault
and shut down the system [27]. To avoid this problem, it is crucial that the
inner-loop control method react quickly to stabilize the operating point at
or near the MPP.
Step responses show the dynamic characteristics and stabilization speed
of VRC under various transients. The Simulink model is used to simulate a
large irradiance change, and the resulting step response for inductor current
and input voltage are observed both with and without the 22 µF input ca-
pacitor. Figure 4.10 shows step responses to positive and negative 500 W/m2
irradiance change under both Req = 1 Ω and Req = −1 Ω VRC.
(a) ∆G = 500 W/m2, Req = 1 Ω (b) ∆G = 500 W/m
2, Req = −1 Ω
(c) ∆G = −500 W/m2, Req = 1 Ω (d) ∆G = −500 W/m
2, Req = −1 Ω
Figure 4.10: Boost simulation positive and negative irradiance step
responses of input voltage and inductor current.
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The positive irradiance change responses, shown in Figures 4.10(a) and
4.10(b), both react quickly to the new power level. The settling time is
within 3 ms. With a capacitor and a negative Req, the voltage step response
has slight overshoot and oscillation, but it is not significant. VRC provides
a quick and smooth transition to the new power level. Figures 4.10(c) and
4.10(d) show negative irradiance change step responses. The settling time
is comparable to that of the positive irradiance step responses: about 3
ms. However, the voltage has a more drastic undershoot: briefly going to
zero with no capacitor and exhibiting a large dip with the capacitor. This
undershoot results in a momentary dip in output power, but the system
recovers within one millisecond with no capacitor and within 3 ms with the
capacitor. Even with the momentary dip in power, VRC allows for a quick
and effective response to both positive and negative irradiance transients.
4.4.3 Discontinuous Conduction Mode Operation
VRC control equations assume CCM, which results in the desired load line
characteristics. When the converter goes into DCM at low irradiance, the
steady-state voltage and current relations change, and the converter no longer
follows this VRC load line. Generally, DCM is not desirable for PV applica-
tions. If the current reaches 0 A during each switching cycle, operation is not
maintained near the MPP—suboptimal power is produced. Inductor current
ripple can be decreased by increasing switching frequency or increasing in-
ductance, which lowers the current threshold where the converter transitions
between CCM and DCM. Adding adequate input capacitance will prevent
the PV current from reaching zero, even in DCM, but will not follow the
desired load-line characteristics.
The Simulink model is used to examine how DCM affects PV operation and
MPP performance. The VRC parameters are set to Req = 1 Ω and Vos = 35
V, and the irradiance is swept from 0 to 380 W/m2. Figure 4.11 shows the
movement of the PV operating point and the PV MPP as irradiance increases
for both 10 kHz and 50 kHz switching frequencies. At low irradiance, the
converter is in DCM, but a 22 µF input capacitor prevents the PV voltage
from dropping to zero. Although the PV output does not follow the MPP
at low irradiance conditions, a significant portion of the available power is
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utilized. As irradiance increases further, the converter transitions to CCM at
a certain current threshold. This threshold decreases as switching frequency
increases. Figure 4.11(a) shows this threshold for the 10 kHz converter as 0.4
A, and Figure 4.11(b) shows 0.2 A as the threshold for the 50 kHz converter.
As irradiance increases further, the converter is in CCM and follows the
desired equivalent VRC load line. In DCM, VRC is unable to follow the
set parameter values, but shows stable operation at a point that produces a
substantial fraction of the maximum power.
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Figure 4.11: Equivalent load line for VRC in CCM and DCM.
4.5 Experimental Validation
A boost converter employing VRC is tested in an experimental setup for a PV
panel module. The setup consists of a BP7185 solar panel mounted on the
roof of Everitt Lab in Urbana, IL, a boost converter board, a dc-link created
by lead-acid batteries, and a resistive load. The controller is implemented
using the TMS320F28335 DSP and additional power supply is required to
power the logic circuitry. In a stand-alone solution, the controller would be
implemented on a microcontroller and independently powered. For VRC, the
controller requires at least two ADCs as inputs, a PWM output signal, and
adequate memory for a simple control algorithm. The converter switching
frequency is 50 kHz, the inductor value is 2.107 mH, and the input capacitor
value is 220 µF. The experimental setup is shown in Figure 4.12.
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(a) roof panels
(b) electronics setup
Figure 4.12: Experimental setup for PV boost converter with VRC.
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4.5.1 Operational Stability
Using the experimental controller, various VRC parameter values are ex-
amined for stability over a realistic operating range. Figure 4.13(a) shows
operating points under varying irradiance for VRC with Req = −0.5 Ω and
Vos = 44 V. The operating points for VRC parameters Req = 1 Ω and
Vos = 44 V are shown in Figure 4.13(b). The experimental load line matches
the set Req value fairly well, but the Vos is about 13 V lower than the set
value. This offset is due to nonideal converter losses, which significantly
reduce Vos.
(a) Req = −0.5 Ω, Vos = 44 V (b) Req = 1 Ω, Vos = 44 V
Figure 4.13: Experimental equilibrium points for various VRC parameters.
To correct for the nonidealities and ensure the experimental Vos matches
the set value, a dummy Vos value is created that compensates for the voltage
difference. A feedback loop is used that compares the measured PV voltage
and the desired voltage, calculated from the measured current and VRC
parameters. The dummy Vos is increased or decreased by a small increment
each duty cycle until the experimental value is within a certain tolerance
of the set Vos value. If the increment is too large, or the tolerance is too
narrow, the Vos dummy value will not stabilize and cause oscillation; these
values must be chosen appropriately to fit the PV panel and application.
This calculation can be done periodically since the correction value depends
on the converter and only changes slightly during operation.
For the experimental controller, the Vos correction values are 0.001 V in-
crements and ±0.2 V tolerance. With these parameters the control adjusts
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to the correct value within 100 ms. After the Vos correction algorithm is
implemented, the steady-state operation points are measured again at var-
ious irradiance levels. Figure 4.14(a) shows operation for Vos = 35 V and
Req = −0.5 Ω, and Figure 4.14(b) for Vos = 32 V and Req = 1 Ω. These
operating points closely follow the ideal load line. Once the dummy value
stabilizes to the correct value, it will change very little during operation;
thus, the transient dynamics are attributed to the VRC.
(a) Req = −0.5 Ω, Vos = 35 V (b) Req = 1 Ω, Vos = 32 V
Figure 4.14: Experimental equilibrium points for various VRC parameters
with corrected Vos.
4.5.2 Irradiance Step Response
Irradiance step responses are observed for the experimental setup. Two halo-
gen lights are used to create a reproducible light illumination level. The panel
is quickly partially shaded or unshaded to create an irradiance transient. The
Silicon Solar SS-SP-120 panel, which has a smaller area, is used for this test
because the lamps create direct light over a limited area.
The input voltage and current step responses to positive and negative
irradiance changes (∆G) for both Req = −0.5 Ω and Req = 1 Ω are shown in
Figure 4.15. In each plot, there is a slight current ripple during steady-state
operation because the lamp does not create a perfectly constant illuminance
level. The current also exhibits a 60 Hz frequency component linked to the
ac power source. The irradiance transient is not a perfect step because the
transients are created manually. Therefore, the step response plots are not
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(a) ∆G < 0, Req = −0.5 Ω, Vos = 10 V (b) ∆G > 0, Req = −0.5 Ω, Vos = 10 V
(c) ∆G < 0, Req = 1 Ω, Vos = 10 V (d) ∆G > 0, Req = 1 Ω, Vos = 10 V
Figure 4.15: Experimental results for VRC under irradiance transients.
directly comparable with the simulation. Even with the lamp noise, it is clear
from the response plots that VRC quickly reacts to the new irradiance level
within 100 ms without significant overshoot. This confirms, within the limits
of the test, effective and stable VRC response to fast irradiance changes.
4.5.3 Req Step Response
Throughout daily operation, the MPPT method may adjust Req to achieve
low sensitivity for the present condition. The transient response to changes
in Req is examined on the experimental setup, while Vos is held constant.
Figure 4.16 shows the plots for the responses to positive and negative changes
between Req = −1 Ω and Req = 1 Ω, with Vos = 44 V. The settling time is
approximately 16 ms for the negative change, shown in Figure 4.17(a). The
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positive change, shown in Figure 4.16(b), has a faster settling time of 8 ms.
Altering the Req value results in a small perturbation that quickly stabilizes
to the new operating point within tens of milliseconds.
(a) Req : 1 Ω→ −1 Ω (b) Req : −1 Ω→ 1 Ω
Figure 4.16: Experimental results for VRC boost converter when Req is
changed and Vos is held constant at 44 V.
4.5.4 Vos Step Response
The MPPT method may also change Vos to optimize performance. In the
experimental setup, the controller holds Req constant and changes the Vos set
value. The responses for a positive and negative change between Vos = 42 V
and Vos = 44 V, with Req = −0.5 Ω, are shown in Figure 4.17. Both plots
show some overshoot and oscillations in the response; both settling times are
within 50 ms. The settling time is longer than that of the Req step responses,
but the response is still relatively fast.
Overall, VRC shows a fast response to irradiance and parameter value
steps for both positive and negative Req values. Thus, it is promising as a
simple inner-loop control scheme for low irradiance sensitivity in PV boost
converter modules. An effective low sensitivity control solution will utilize
VRC with an appropriate outer-loop MPPT control.
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(a) Vos : 44 V → 42 V (b) Vos : 42 V → 44 V
Figure 4.17: Experimental results for VRC boost converter when Vos is
changed and Req is held constant at -0.5 Ω.
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CHAPTER 5
VRC MPPT METHODS
Sensitivity analysis conducted in Chapter 3 demonstrates that VRC has in-
herently lower sensitivity to irradiance changes, which is advantageous for
sample-and-hold operation. The sensitivities of three traditional MPPT
methods are discussed, and three MPPT methods utilizing VRC are intro-
duced. The performance of each method is compared through simulation
for three representative test cases. Performance and design trade-offs are
discussed.
5.1 Traditional MPPT Method Irradiance Sensitivity
5.1.1 Fractional Short-Circuit Current Method
The fractional Isc method for PV control was established in the 1980s as a
simple control method that requires only one current sensor [28]. The Isc is
sampled briefly and the current is held constant at a fraction of the mea-
sured value. This is easily implemented with a boost converter because the
inductor current is controllable with current-mode control [29]. As previously
discussed, current control is highly sensitive to irradiance changes. If a large
irradiance change results in a sudden output power reduction, the inverter
may read this as a fault and shut down the system unnecessarily. In realistic
applications, where irradiance transients occur frequently, the fractional Isc
method is not expected to provide high performance.
5.1.2 Fractional Open-Circuit Voltage Method
The fractional Voc method also requires a single sensor and was established in
the 1980s [30]. The Voc is measured and the voltage is held at a set fraction of
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the value. This is easily implemented with a buck converter because the input
voltage can be controlled with voltage-mode control. To implement voltage
control with a boost converter, an additional current sensor is required [29].
Voltage control is much less sensitive to irradiance changes than current
control. Therefore, this method is expected to be more effective than the
fractional short-current control method for PV applications.
5.1.3 Perturb and Observe Method
The P&O method increments either the converter duty ratio or an inner-loop
control set point based on the power change from the previous to the present
state. The algorithm moves in the direction of increasing power based on the
last two measurements. The controller measures the PV voltage and current
to calculate the power and update the inner-loop control set point. The
converter reacts to the step in the set point; the current and voltage must
stabilize to the new set point before the power is measured again. Thus, the
sample frequency is limited by the settling time, which is typically hundreds
of switching cycles. P&O takes a relatively long time to find the MPP, and,
once it is reached, the PV operation continues to oscillate around the point.
Because this method is slow to reach the MPP, moderate MPPT performance
is expected under irradiance transients.
5.2 Low Sensitivity MPPT Methods Utilizing VRC
5.2.1 Fractional Open-Circuit Voltage VRC Method
The fractional Voc VRC method is a more accurate version of the fractional
Voc method. For a given Voc, there are many irradiance and temperature
combinations that result in the same value, which can be observed using the
PV double-diode model. This relationship is developed by setting I = 0 and
V = Voc, and then solving for G in (2.4) with (2.2). The irradiance G can be
written as a function of T as follows:
G(T, Voc) =
Gn
(
Io(exp(
Voc
a1Vt
)− 1) + Io(exp(
Voc
a2Vt
)− 1) + Voc
Rp
)
Ipv,n +KI(T − Tn)
. (5.1)
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Figure 5.1: Set of PV curves with the same Voc showing the fractional Voc
VRC method.
Figure 5.1 shows a number of T and G combinations for the same Voc
using this relation. The MPP values follow an approximately linear path
coinciding with a negative Req VRC line. The ideal VRC line was calculated
for a range of Voc values. It was found that the best-fit VRC line through
each set of MPPs has Vos ≈ 0.85Voc and Req ≈ −0.5 Ω. This method has
better MPPT accuracy than fractional voltage control. One trade-off is in
the number of sensors. The method requires inductor current and output
voltage sensors to implement VRC, and an additional input voltage sensor
to measure Voc. Based on the Req value, this method will have low sensitivity
to slow irradiance transients and higher sensitivity to fast transients.
5.2.2 Adaptive VRC Method
The adaptive VRC method is a sample-and-hold control that updates the
VRC parameters based on measured MPPs. The MPPs can be found using
a traditional MPPT technique; the accuracy of the MPP estimation depends
on the chosen technique. During an update, the MPP is measured and stored
in the controller memory. Based on the last n recorded points, the best-fit
VRC line is found using Equation (3.5). For n = 2, few computations are
required, but inaccurate MPP measurements decrease the method’s effec-
tiveness. Larger n values reduce the effect of inaccurate measurements, but
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require additional calculations. The controller holds the best-fit VRC pa-
rameters until the next update.
Figure 5.2 is an illustration of this method for n = 2 and n = 3. In Figure
5.2(a), the dotted line that intersects MPPs 1 and 2 is the initial VRC line.
When point 3 is measured, the control changes to the solid line. Figure 5.2(b)
shows the VRC line for an n = 3 method after measuring the same three
MPPs. The advantage of this method is that it is able to adapt dynamically
to any MPP movement trends and is expected to show low sensitivity under
irradiance transients. Under static conditions, where the MPP changes very
little, the best-fit line calculation may result in unrealistic VRC parameters,
e.g., a very high Vos or negative Req that results in instability. Thus, limits
must be imposed on the VRC parameters. A trade-off with this method
is that the sample window is limited by the MPPT technique convergence
time; RCC may take tens of switching cycles, while P&O may take an order
of magnitude longer. Even with a relatively fast-converging technique, the
adaptive VRC method requires a longer sample window than those previously
described.
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Figure 5.2: Example of low sensitivity adaptive VRC method.
5.2.3 IMPP -based VRC Method
In Section 3.5, a relationship is identified between the IMPP and the low
sensitivity Req VRC value. The IMPP -based VRC method employs a sample-
and-hold approach. During each update, an appropriate Req value is set
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according to the measured MPP. An MPPT algorithm is used to find the
MPP; again, the MPP accuracy and convergence time depend on the chosen
algorithm. Using either a basic function or a look-up table, an appropriate
Req is identified. An illustration of such a function is shown in Figure 5.3,
where the Req(IMPP ) function is a piece-wise linear function calibrated to
the PV system. The Vos value is calculated such that the VRC line intersects
the present MPP. Even if the MPP is not highly accurate, it is expected that
this method will show low sensitivity and maintain operation near the MPP
under changing irradiance.
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Figure 5.3: Example piece-wise linear Req(IMPP ) function for the
IMPP -based VRC method.
5.3 MPPT Method Comparison
The performance of the described MPPT methods are compared through
simulation under three representative irradiance and temperature conditions:
static nominal (case 1), fast transients with no thermal coupling (case 2), and
slow transients with thermal coupling (case 3). Fractional Isc, fractional Voc,
and P&O are implemented along with the introduced VRC methods: frac-
tional Voc VRC, adaptive VRC, and Impp-based VRC. Each MPPT method
is implemented with a PV boost converter in Matlab Simulink. The frac-
tion of Isc and Voc are chosen based on the nominal MPP given in the PV
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panel datasheet. For the fractional Voc VRC method, Req = −0.5 Ω is set,
and Vos is a fraction of Voc calculated from the nominal MPP listed on the
datasheet. P&O is implemented with a 1% duty step. Adaptive and Impp-
based VRC utilize RCC to find the MPP during the sample window, which
reaches the MPP within 4-5 ms. Each simulation is run from zero voltage
and current initial conditions for 10 seconds. Detailed control parameters for
each method and simulation results are summarized in Appendix A.
First, the MPPT methods are simulated using a 150 ms sample period,
which is comparable to many P&O and sample-and-hold implementations.
The MPPT efficiencies for each method under the three test cases are sum-
marized in Table 5.1. The first three methods measure a short-circuit or
open-circuit operating point during each sample window, which inherently
limits the efficiency. Among these three methods, fractional Isc is highly af-
fected by negative irradiance changes and has the lowest average efficiency;
fractional Voc is less affected by irradiance transients, but fractional Voc VRC
has the best performance for all test cases.
Table 5.1: Efficiency for MPPT Methods with 150 ms Sample Period
Test Fr. Isc Fr. Voc Fr. Voc VRC P&O Ad. VRC Impp VRC
Case (%) (%) (%) (%) (%) (%)
1 96.57 98.11 98.71 98.90 99.88 99.90
2 81.41 98.06 98.44 98.98 99.22 99.79
3 93.41 97.18 98.44 83.24 99.81 99.83
Average 90.46 97.78 98.53 93.71 99.64 99.84
The last three methods do not measure a zero-power operation point dur-
ing the sample window and, therefore, have the potential to reach a higher
efficiency. P&O is slower than other MPPT algorithms because the duty
ratio changes in small increments. For a constant-voltage load, holding the
duty ratio constant is equivalent to constant voltage control, which has low
sensitivity to irradiance changes. If operation is near the MPP before a
transient, high efficiency can be attained. However, if operation is not near
the MPP, the same will be true after the transient. Also, P&O can also be
tricked to move away form the MPP under irradiance changes. If the duty
ratio steps away from the MPP but the power increases due to increased
irradiance, the algorithm will continue to step away from the MPP. This is
60
the case for P&O under case 3, which results in low efficiency compared to
the other test cases. The performance of P&O is situational and does not
reliably provide high performance under transients.
Both adaptive VRC and Impp-based VRC methods have very high efficien-
cies in all test cases. RCC is used during the sample window to find the MPP.
RCC moves toward the MPP from any point on the PV curve and quickly
finds the MPP. However, RCC is a calculation-intensive algorithm and a
slightly longer sample window is required to ensure the MPP is reached.
The main motivation for a low irradiance sensitive inner-loop control is
to allow less frequent outer-loop updates without a significant loss in per-
formance. The sample period is increased to 1.7 s, an order of magnitude
larger, and the MPPT methods are simulated under the same test cases.
The efficiency results are shown in Table 5.2. For the first three methods,
increasing the hold window decreases the time at zero power operation and
increases the potential efficiency.
Table 5.2: Efficiency for MPPT Methods with 1.7 s Sample Period
Test Fr. Isc Fr. Voc Fr. Voc VRC P&O Ad. VRC Impp VRC
Case (%) (%) (%) (%) (%) (%)
1 90.61 98.36 97.41 90.87 99.87 99.91
2 41.46 98.10 96.60 86.98 99.54 98.70
3 63.44 96.71 97.55 95.50 94.37 96.76
Average 65.17 97.72 97.19 91.12 97.93 98.46
Fractional Isc shows worse performance, particularly under the fast tran-
sients in case 2. Fractional Voc shows slightly increased efficiency for cases
1 and 2, verifying that efficiency can be increased with a longer hold time.
Fractional Voc VRC shows a slight decrease in efficiency, but not more than
2% for any case. This decreased efficiency is partially attributed to the fact
that the start-up condition is not as close to the MPP as that of the fractional
Voc method and the initial conditions are held for a significant fraction of the
simulation time. A longer simulation time would minimize this difference
and fractional Voc VRC would exhibit more comparable performance.
P&O shows poor performance and the reaction time is even more delayed
by the longer hold period. Adaptive and Impp-based VRC shows only a slight
decrease in performance for cases 1 and 2, within approximately 1%. For
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the slow irradiance transient in case 3, the efficiency has a more significant
decrease: 5.44% for adaptive VRC and 3.07% for Impp-based VRC. Overall,
the Impp-based VRC method performed best under the given test cases.
In summary, fractional Isc is not a high performance MPPT method and
shows particularly low efficiency for longer hold windows. Fractional Voc is
an effective control that shows high efficiency for both shorter and longer
outer-loop update periods. Implementing fractional Voc VRC shows a slight
improvement when measured over enough update cycles. Among the frac-
tional zero-power measurement methods, fractional Voc VRC performs best;
fractional Voc method is a close second. The P&O method is a slow MPPT al-
gorithm and is not well suited for long hold periods. Adaptive and Impp-based
VRC methods use RCC to find the MPP during the sample window. For
both 150 ms and 1.7 s update periods, both methods show high performance,
but Impp-based VRC has slightly better overall efficiency.
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CHAPTER 6
CONCLUSION
Advancements in PV technology are increasingly important as clean energy
sources become more prominent. The main challenges to wider PV system
adoption are high cost, low efficiency, and grid stability concerns. Utilizing a
module approach for PV systems allows for scalability, higher efficiency under
partial shading, and reduced production costs. Effective PV control reacts
quickly to irradiance changes and isolates the grid from transient effects.
VRC is an inner-loop control method that is introduced for dc-dc converters
used in PV systems. It is a simple control scheme that allows for a low-cost
implementation.
PV electrical characteristics are modeled to examine the movement of the
MPP under various irradiance and temperature conditions. Changes in tem-
perature inversely affect Voc; irradiance changes directly affect Isc. Irradiance
transients are more frequent and ambient temperature is assumed constant.
Fast irradiance transients are defined to have no thermal coupling. Slow
transients are defined to exhibit thermal coupling—cell temperature changes
directly with irradiance. Historical weather data for a variety of US locations
is used to determine nominal and extreme irradiance and temperature tran-
sients. Single- and double-diode models are explored to model a PV panel.
The double-diode model shows better matching to experimental PV curves
at low irradiance and is used for analysis.
Inner-loop control schemes are analyzed for sensitivity to nominal irra-
diance changes. Current, voltage, resistive, and VRC—a combination of
voltage and resistance control—are compared through calculation and exper-
iment. Current control is the most sensitive, and resistive control is second
most sensitive. Voltage control shows low sensitivity, but VRC has the low-
est. VRC has two control parameters, Req and Vos, which must be chosen
properly to achieve low sensitivity to irradiance transients.
A correlation is identified that relates the irradiance, Isc, or IMPP to a
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range of low sensitivity Req values. Low irradiance levels indicate a positive
Req has the lowest sensitivity. Higher irradiance levels suggest a negative Req
has the lowest sensitivity. VRC implemented on a dc-dc converter must be
stable for an appropriate range of both positive and negative Req values.
Two potential VRC equations based on steady-state CCM for the buck
converter are analyzed for stability, but neither shows small-signal stability.
For the boost converter, one of the two potential equations, boost control A,
shows small- and large-signal stability. Without an input capacitor, boost
control A is stable for any positive or negative Req value. Adding input ca-
pacitance limits the negative range of stable Req values. Stable operation for
a specific Req range is achieved by properly choosing capacitor and inductor
values to meet the stability criterion.
A boost converter employing VRC is examined through simulation and
experiment. The experimental controller requires voltage correction for Vos
to compensate for power stage non-idealities. Both simulation and experi-
ment show stable operation for a suitable range of VRC parameters. Under
negative Req VRC, transitioning states exhibit oscillatory behavior around
the equilibrium. Step responses for irradiance, Req, and Vos demonstrate fast
response times—on the order of tens of milliseconds—with very little power
lost during the transition. This simple VRC implementation is promising as
a fast-reacting, stable inner-loop control scheme.
Three low sensitivity MPPT methods that utilize the sample-and-hold ap-
proach are introduced: fractional Voc VRC, adaptive VRC, and Impp-based
VRC. These methods are compared through simulation to the fractional Isc,
fractional Voc, and P&O methods. The performance of each method with
both a 150 ms and 1.7 s sampling period is evaluated under a static, fast
transient, and slow transient test case. Among the methods that require mea-
surements at a zero-power point, both fractional Voc and fractional VocVRC
methods show high performance. Fractional Voc has a simpler implementa-
tion, but fractional Voc VRC exhibits more accurate MPPT. The Impp-based
VRC slightly outperforms adaptive VRC and has a simpler implementation.
The best performing MPPT at both update rates was Impp-based VRC; fu-
ture research will focus on identifying a general relation between Impp and
the lowest-sensitivity Req value.
It is common knowledge that irradiance changes are frequent in many PV
applications. Semiconductor PVs are well-understood and there are mathe-
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matical equations that accurately model the electrical characteristics under
various environmental conditions. Considering these two aspects, it is clear
that these models can be used to understand the control needed to main-
tain operation at the MPP under changing irradiance. Still, much research
approaches MPPT simply as a nonlinear optimization problem and ignores
PV characteristics, or delves too deeply into a model-based algorithm and
dismisses the need for simple implementation. VRC bridges this gap; it is a
simple control that has an inherently low sensitivity to irradiance transients.
This thesis elucidates VRC stability for a boost converter, but these low
sensitivity control concepts can be expanded to other converter topologies.
In future work, VRC will be explored for other PV applications that expe-
rience various irradiance changes. Concentrated solar PV systems can benefit
from VRC’s low sensitivity because even a small solar irradiance change is
amplified by the concentrator’s intensity magnification. Satellite applica-
tions experience regular shading from orbital and rotational dynamics, and
the system must run effectively on limited power. VRC can provide reliable
operation near the MPP with low controller power consumption. This control
is also applicable for adding functionality to grid-tied PV systems. In a more
intelligent and controllable power grid, PV controllers may need to adjust
power production. Instead of focusing solely on MPP operation, VRC can
be applied to maintain a fraction of the maximum power. The ultimate goal
is to have VRC considered a standard inner-loop control that is utilized in
appropriate applications to provide an effective, low-power control solution.
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APPENDIX A
MPPT METHODS SIMULATION RESULTS
Simulation results for six MPPT methods, detailed in Chapter 5, are tested
under three test cases. Each control method is implemented with a 150 ms
and 1.7 s update period. Control parameters are outlined in Table A.1.
Table A.1: MPPT Method Control Parameters
Control Method Update Rate (s) Control Parameters
Fr. Isc
0.15 Isc measure window: 1% (1.5 ms)
1.7 Isc measure window: 0.1% (1.7 ms)
both
current fraction: 0.9273
initial current: 1 A
Fr. Voc
0.15 Voc measure window: 1% (1.5 ms)
1.7 Voc measure window: 0.1% (1.7 ms)
both
voltage fraction: 0.8147
initial voltage: 36.5 V
Fr. Voc VRC
0.15 Voc measure window: 1% (1.5 ms)
1.7 Voc measure window: 0.1% (1.7 ms)
both
Vos fraction: 0.8717
Req : -0.5 Ω
initial Vos: 39.05 V
P&O
0.15 power measure window: 1% (1.5 ms)
1.7 power measure window: 1% (17 ms)
both
duty step: 1%
initial duty step: 50%
Ad. VRC
0.15 MPP seeking window: 3% (4.5 ms)
1.7 MPP seeking window: 1% (17 ms)
both
MPP seeking algorithm: RCC
Req bounds: -3 to 15 Ω
Impp VRC
0.15 MPP seeking window: 3% (4.5 ms)
1.7 MPP seeking window: 1% (17 ms)
both
MPP seeking algorithm: RCC
Req bounds: -1 to 8 Ω
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The irradiance, temperature, and MPP for each test case are shown in
Figure A.1. Case 1 exhibits static nominal conditions at 400 W/m2 and 20
◦C ambient temperature. Case 2 represents fast transients of nominal and
extreme magnitude around nominal conditions, without thermal coupling.
Case 3 is a slow bell-curve irradiance transient over the full range with ther-
mal coupling.
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Figure A.1: Graphs for (a) irradiance, (b) temperature, and (c) maximum
PV power over time for each test case.
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A.1 Case 1: Nominal Conditions
Case 1 simulation results for fractional Isc, fractional Voc, and fractional Voc
VRC methods with 150 ms and 1.7 s sample periods are shown in Figures
A.2 and A.3, respectively. Simulation results for P&O, adaptive VRC, and
Impp-based VRC methods with 150 ms and 1.7 s sample periods are shown
in Figures A.4 and A.5, respectively.
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Figure A.2: Case 1 simulation results for the (a) fractional Isc, (b)
fractional Voc, and (c) fractional Voc VRC methods, 150 ms sample period.
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Figure A.3: Case 1 simulation results for the (a) fractional Isc, (b)
fractional Voc, and (c) fractional Voc VRC methods, 1.7 s sample period.
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Figure A.4: Case 1 simulation results for the (a) P&O, (b) adaptive VRC,
and (c) Impp-based VRC methods, 150 ms sample period.
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Figure A.5: Case 1 simulation results for the (a) P&O, (b) adaptive VRC,
and (c) Impp-based VRC methods, 1.7 s sample period.
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A.2 Case 2: Fast Irradiance Transients without
Thermal Coupling
Case 2 simulation results for fractional Isc, fractional Voc, and fractional Voc
VRC methods with 150 ms and 1.7 s sample periods are shown in Figures
A.6 and A.7, respectively. Simulation results for P&O, adaptive VRC, and
Impp-based VRC methods with 150 ms and 1.7 s sample periods are shown
in Figures A.8 and A.9, respectively.
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Figure A.6: Case 2 simulation results for the (a) fractional Isc, (b)
fractional Voc, and (c) fractional Voc VRC methods, 150 ms sample period.
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Figure A.7: Case 2 simulation results for the (a) fractional Isc, (b)
fractional Voc, and (c) fractional Voc VRC methods, 1.7 s sample period.
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Figure A.8: Case 2 simulation results for the (a) P&O, (b) adaptive VRC,
and (c) Impp-based VRC methods, 150 ms sample period.
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Figure A.9: Case 2 simulation results for the (a) P&O, (b) adaptive VRC,
and (c) Impp-based VRC methods, 1.7 s sample period.
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A.3 Case 3: Slow Irradiance Bell-Curve Transient with
Thermal Coupling
Case 3 simulation results for fractional Isc, fractional Voc, and fractional Voc
VRC methods with 150 ms and 1.7 s sample periods are shown in Figures
A.10 and A.11, respectively. Simulation results for P&O, adaptive VRC, and
Impp-based VRC methods with 150 ms and 1.7 s sample periods are shown
in Figures A.12 and A.13, respectively.
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Figure A.10: Case 3 simulation results for the (a) fractional Isc, (b)
fractional Voc, and (c) fractional Voc VRC methods, 150 ms sample period.
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Figure A.11: Case 3 simulation results for the (a) fractional Isc, (b)
fractional Voc, and (c) fractional Voc VRC methods, 1.7 s sample period.
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Figure A.12: Case 3 simulation results for the (a) P&O, (b) adaptive VRC,
and (c) Impp-based VRC methods, 150 ms sample period.
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Figure A.13: Case 3 simulation results for the (a) P&O, (b) adaptive VRC,
and (c) Impp-based VRC methods, 1.7 s sample period.
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