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Abstract
This article concerns the interrelation between the existence of a bounded solution  to the
operator equation S=A+BQ in D(S) and the asymptotic behaviour of the mild solutions
z(t) of the abstract Cauchy problem z˙(t) = Az(t) + Bu(t), t0, in a Banach space Z. Here
B and Q are bounded, whereas A and S generate C0-semigroups TA(t) and TS(t) on Z and
W (W is a Banach space), respectively. Banach space valued inputs u(t) ∈ U are generated by
linear dynamical systems. We deﬁne asymptotically inherited dynamics of z(t) and show that
for strongly stable semigroups TA(t), z(t) asymptotically inherits the dynamics of the inputs if
there exists  ∈L(W,Z) such that S=A+BQ in D(S). If TA(t) and TS(t) are bounded,
then z(t) is bounded and uniformly continuous provided that S=A+BQ in D(S). For the
converse we show that if z(t) asymptotically inherits the dynamics of the inputs and if TS(t)
is a suitable C0-group, then TA(t) is strongly stable and there exists  ∈L(W,Z) such that
S=A+BQ in a subspace of D(S). We also discuss why inputs u(t) frequently completely
determine the asymptotic properties of z(t) if TA(t) is exponentially stable. As an application,
we consider almost periodic inputs u(t) in Sobolev spaces H(U, fn,n).
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1. Introduction
Consider the following inhomogenous abstract Cauchy problem in a Banach
space Z.
z˙(t) = Az(t)+ Bu(t), z(0) = z0 ∈ Z, t0 (1.1)
Here u(t) ∈ U is a continuous input (U is also a Banach space), B ∈ L(U,Z) and
A generates a C0-semigroup TA(t) on Z. Eq. (1.1) has the unique continuous mild
solution
z(t) = TA(t)z0 +
∫ t
0
TA(t − )Bu() d. (1.2)
In many situations, for example in control theory, it is important to answer the following
two questions.
(a) Is z(t) bounded and uniformly continuous, i.e. is z(t) ∈ BUC(R+, Z), if u(t) ∈
BUC(R+, U)?
(b) Does z(t) have (asymptotic) behaviour related to that of the input u(t)?
These problems are classical, and they have been studied by several authors. Recently
this has been done e.g. in the articles [7,9,23] and in the monograph [2, Section 5.6].
In addition, the corresponding problem for the whole real line has been studied e.g.
in [1,3,21,22,24]. Different approaches to answering questions (a) and (b) above have
evolved, but with only some notable exceptions [1,3,2,22], semigroup theory has played
a pivotal role.
It is well known that if TA(t) is exponentially stable, then (a) and (b) above have
more or less thorough answers. In particular if u(t) ∈ BUC(R+, U), then z(t) ∈
BUC(R+, Z). Moreover, z(t) inherits properties such as asymptotic almost periodicity
from u(t) [2, Proposition 5.6.1]. For a uniformly bounded C0-semigroup TA(t) that is
not exponentially stable, questions (a) and (b) above are considerably more difﬁcult to
answer. In fact, by Datko’s Theorem [2, Theorem 5.1.2], it is possible that a bounded
input u(t) results in an unbounded mild solution z(t). In many cases, however, it turns
out that if (a) can be answered afﬁrmatively, then so can (b), provided that certain
spectral conditions are satisﬁed [2]. Unfortunately, there seem to exist rather few results
which allow one to conclude the boundedness of z(t) in the case that TA(t) and u(t) are
bounded [2,7]. Proposition 5.6.4 in [2] discusses the case in which u(t) ∈ L1(R+, U).
However, in control problems [9,10,14] it is common to have inputs which are only
in L∞(R+, U) (e.g. periodic inputs). Batty and Chill showed [7, Theorem 4.4] that if
u(t) ∈ L∞(R+, U), (A)∩ sp(u) = ∅ and A has an Lp-resolvent for some 1 < p <∞
(in particular, if TA(t) is analytic), then z(t) ∈ BUC(R+, Z). Moreover, they proved
[7, Theorem 5.5] that if ‖R(i, A)‖ is polynomially bounded as  → ±∞ and if
(A) ∩ sp(u) = ∅, then a sufﬁciently smooth bounded input u(t) results in a bounded
mild solution z(t).
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As regards the whole real line problem, Vu and Schüler [24] (see also [21–23])
demonstrate in a beautiful way that z(t) inherits properties such as boundedness and
periodicity of u(t) if and only if the Lyapunov type operator equation AX−X d
dx
= 0
has a unique solution X ∈ L(BUC(R, U), Z). This result is appealing, because it
guarantees both the boundedness of z(t) and the fact that z(t) behaves like the input,
without any spectral conditions. However, it relies on the assumption that on the whole
real line, u(t) uniquely determines z(t). On the half line z(t) also depends on z0; hence
the methods of analysis in [24] do not apply directly.
It is the purpose of this article to study the half line problem in the spirit of Vu
and Schüler [24]. Whereas in related work it is usually assumed that the input u(t)
can be any element in some closed translation invariant subspace of BUC(R+, H), we
propose the following slightly more general approach for the treatment of the inputs:
We assume that there is a linear system of the form
w˙(t) = Sw(t), w(0) = w0 ∈ W, (1.3a)
u(t) = Qw(t), t0 (1.3b)
in some Banach space W (where S generates a C0-semigroup TS(t)), which generates
the inputs in the sense that every input has the form u(t) = QTS(t)w0, t0, for some
w0 ∈ W (see Section 2.1). This treatment contains inputs in the closed translation
invariant subspaces of BUC(R+, H) (see Example 2.1). In addition, the extra generality
may be useful in the following situations. In many control applications the inputs u(t)
are generated by physical systems, and in such cases it is not always sensible to assume
that the interesting inputs constitute the whole of any Banach function space, say, in
BUC(R+, H). On the other hand, sometimes the inputs may have special properties
which can be harnessed in the construction of the generating system (1.3); an example
of this will be provided in Section 2.1.
In this article we deﬁne inherited dynamics of z(t) using the function generators (1.3).
We say that z(t) asymptotically inherits the dynamics of u(t) = QTS(t)w0 through an
inheriting operator  ∈ L(W,Z) if limt→∞ ‖z(t)−TS(t)w0‖ = 0 (see Section 2.2).
If this holds regardless of the initial state w0 ∈ W , then we say that z(t) asymptotically
inherits the dynamics of all inputs. The main results of this paper concern the relation
between the asymptotic inheritance of the dynamics of z(t) from the inputs and the
Lyapunov type operator equation S = A + BQ in D(S). We next give a brief
overview of them.
We show in Section 2.2 that z(t) asymptotically inherits the dynamics of all inputs
u(t) through some inheriting operator  ∈ L(W,Z), if  is a solution of S =
A + BQ in D(S) and if TA(t) is strongly stable. Conversely, we show that if z(t)
asymptotically inherits the dynamics of all inputs u(t) from (1.3b) through some inher-
iting operator  ∈ L(W,Z), and if TS(t) is a C0-group with certain special structure
(see Theorem 2.5) then S = A+BQ in a subspace of D(S) and TA(t) is strongly
stable.
Section 2.3 demonstrates the aforementioned fact that if TA(t) is exponentially stable,
then z(t) frequently inherits the dynamical properties of the inputs u(t). In particular,
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for an exponentially stable TA(t) the operator equation S = A + BQ always has
a solution  ∈ L(W,Z) if S generates a bounded C0-group. By the above, z(t) then
inherits the dynamics of all inputs u(t) for such operators S in (1.3a). This and Example
2.1 imply, for example, that z(t) is asymptotically p-periodic whenever u(t) is a p-
periodic function in BUC(R+, U) and TA(t) is exponentially stable.
In Section 3 we apply the results of Section 2 in the analysis of the behaviour
of the mild solution z(t) of (1.1) for certain inputs. In Section 3.1 we introduce the
Sobolev type spaces H(U, fn,n) of periodic and almost periodic inputs, and then
construct a generator (1.3) for their members. The spaces H(U, fn,n) contain many
interesting (almost) periodic functions and they have the important property that the
generating system (1.3) can be built in a Hilbert space W in such a way that S is a
diagonal operator. We show that these properties of the spaces H(U, fn,n) can be
used to solve the operator equation S = A+ BQ under rather mild conditions for
A and B. For example, in Theorem 3.11 we require that for every frequency in in the
inputs, there exists (kn)k0 ⊂ (A) such that limk→∞ kn = in and
(
R(kn, A)B
)
k0
converges strongly as k → ∞. In particular, A does not have to generate an analytic,
almost periodic or exponentially stable C0-semigroup as in [23]; A does not need to have
Lp-resolvent nor does ‖R(i, A)‖ have to be polynomially bounded as  → ±∞, as in
[7]; (A)∩ iR does not have to be countable as in [1,2,21] and (A)∩ sp(u) does not
have to be empty as in [2,7]. In Corollary 3.12 we see that if the conditions of Theorem
3.11 are met, then for a bounded semigroup TA(t) there always exists a Sobolev space
H(U, fn,n) such that the mild solution z(t) of (1.1) is bounded whenever u(t) ∈
H(U, fn,n). If, in addition, TA(t) is strongly almost periodic (strongly stable), then
z(t) is also almost periodic (asymptotically almost periodic). We also obtain in Theorem
3.10 a complete characterization of the asymptotic inheritance of dynamics from inputs
u(t) ∈ H(U, fn,n) in terms of solvability of the operator equation S = A+ BQ
in D(S) and strong stability of TA(t).
To our knowledge, the results of Sections 2 and 3 are new even for ﬁnite-dimensional
differential equations (1.1). Additionally, the function generator approach of this article
seems to be new in this context. Our results should be useful for example in those
output regulation problems [10,14,15] where the reference signals are periodic and the
plant is not exponentially stabilizable.
1.1. Notation and conventions
For complex Banach spaces E and F, L(E, F ) denotes the space of bounded linear
operators E → F . If E is continuously embedded in F, we denote this by E ↪→ F .
If E is a Hilbert space, inner product on E is denoted by 〈·, ·〉E (the subscript E is
omitted if no confusion can arise). The product space E × F is endowed with the
norm
√
‖ · ‖2E + ‖ · ‖2F ; it is also a Banach space. The spectrum of a closed linear
operator S : E → F is denoted by (S), whereas (S) denotes the resolvent set of
S. The point spectrum of S is denoted by p(S). R(, S) denotes (whenever it exists)
the resolvent operator (I − S)−1. We set R+ = [0,∞), BUC(R+, E) = {f : R+ →
E | f is bounded and uniformly continuous} and C0(R+, E) = {f ∈ BUC(R+, E) |
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limt→∞ f (t) = 0}. A function f : R → E is called almost periodic if it can be
approximated uniformly on R by trigonometric polynomials (for equivalent deﬁnitions
see [2, Theorem 4.5.7]). A continuous function f : R+ → E is called asymptotically
almost periodic if it can be written as f (t) = h(t) + g(t) where ‖h(t)‖ → 0 as
t → ∞ and g(t) can be extended to an almost periodic function on R. A continuous
function f : R+ → E is called asymptotically p-periodic if it can be written as f (t) =
h(t) + g(t) where ‖h(t)‖ → 0 as t → ∞ and g(t) can be extended to a p-periodic
function on R. For a real function f (t), sp(f ) denotes those points on the imaginary
axis to which the Laplace transform of f (t) does not have a holomorphic extension
[2, p. 275]. A C0-semigroup T (t) on E is strongly stable if limt→∞ T (t)x = 0 for
every x ∈ E. A C0-semigroup T (t) on E is strongly almost periodic if every trajectory
{T (t)x | t0, x ∈ E} is relatively compact in E. Hsper(0, p) denotes the Sobolev space
of those periodic functions (distributions) f satisfying ∑∞k=−∞ (1+| 2kp |2)s |fˆ (k)|2 <∞,
where fˆ (k), k ∈ Z, denotes a (generalized) Fourier coefﬁcient (see [17]). iR denotes
the imaginary axis.
2. Inherited dynamics in inhomogenous Cauchy problems
2.1. Function generators in Banach spaces
Consider the linear dynamical system (1.3) in a Banach space W. Throughout this
article we assume that the system (1.3) generates the inputs to (1.1) in the following
sense: for every input u(t) there exists an initial state w0 ∈ W such that u(t) =
QTS(t)w0 for each t0. The search for a generator (1.3)—i.e. the search for a space
W, operators S and Q, and a suitable initial state w0—for a speciﬁc function u(t)
is called realization. This procedure is discussed in the articles [5,6,13,16,18]. The
following example shows that the function generator approach includes inputs in various
subspaces of BUC(R+, U) [2,7,23].
Example 2.1. Let TS(t) denote the left translation semigroup on BUC(R+, U) with
generator S. Let W be a Banach space which is continuously embedded in BUC(R+, U).
Assume that W is TS(t)-invariant and that TS(t)|W (the restriction of TS(t) to W) is a
bounded C0-semigroup with generator S|W . Let u(t) ∈ W and let Qf = 0f = f (0)
for every f ∈ W . Clearly Q ∈ L(W,U). Consider the following system:
S|Wf = df
dx
, D(S) =
{
f ∈ W
∣∣∣∣dfdx ∈ W
}
(2.1a)
Qf = 0f = f (0), D(Q) = W (2.1b)
w0 = u. (2.1c)
It is easy to see that QTS(t)|Wu = u(+ t)
∣∣
=0 = u(t) for each t0, i.e. the system
(2.1) can generate every u(t) ∈ W . Moreover, the space W and the operators S and Q
do not depend on u(t) ∈ W .
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The function generator (2.1) is particularly suitable for treating those instances where
inputs u(t) are arbitrary members of some Banach function space. It has been implicitly
used e.g. in [24] for this purpose, and most of the applications that we have in mind
can be handled using the function generator (2.1). However, in some applications the
inputs to (1.1) come from a physical system. In these circumstances the interesting
inputs u(t) do not necessarily constitute the whole of any Banach function space; in
particular we may be interested in the effect of only one given input function u(t).
Hence a better choice for the generator (1.3) may be a model of this physical system in
which W, S, Q and w0 depend on the function to be generated. This is because the use
of (2.1)—which is possible if the inputs u(t) are bounded and uniformly continuous—
would result in an unnecessarily large W and redundant S. This, on the other hand, is
then reﬂected in the solvability of the operator equation S = A + BQ which we
shall use in this paper to determine asymptotic properties of z(t).
We conclude this subsection with an another example. It is essentially due to Baras,
Brockett and Fuhrmann [5, Theorem 3]. It provides additional motivation for the func-
tion generator approach of this paper, because it shows that special properties of the
inputs can sometimes be taken into account in the generator (1.3). It is clear that this
also simpliﬁes solution of the operator equation S = A+ BQ.
Example 2.2. A scalar function u(t) is completely monotonic if it is inﬁnitely differ-
entiable in (0,∞), continuous in [0,∞) and satisﬁes (−1)n dn
dxn
u(t)0 for each t > 0
and n0. If u(t) is a given completely monotonic scalar function, then the system
(2.1) can be used to generate it; a suitable state space W is, for example, C0(R+,C)
whenever limt→∞ u(t) = 0. However, there also exists a generator (1.3) for u(t) with
the following properties: W is a Hilbert space with inner product 〈·, ·〉, S is self-adjoint
and TS(t) is stable. Moreover u(t) = 〈wu, TS(t)wu〉 for some wu ∈ W and all t0,
so that Q = 〈·, wu〉. The latter system is speciﬁcally constructed for the generation of
u(t) and the other inputs generated by the same system (by only varying the initial
state) are assumed to be irrelevant.
2.2. Asymptotically inherited dynamics of the mild solution
Deﬁnition 2.3 (Asymptotically inherited dynamics). Let z(t) be the mild solution of
(1.1). We say that z(t) asymptotically inherits the dynamics of u(t) = QTS(t)w0
through an inheriting operator  ∈ L(W,Z) if
lim
t→∞ ‖z(t)−TS(t)w0‖ = 0 for every initial state z(0) = z0 ∈ Z, (2.2)
If for every input u(t) = QTS(t)w0, with t0 and w0 ∈ W , the corresponding mild
solution z(t) satisﬁes (2.2), then we say that z(t) asymptotically inherits the dynamics
of the inputs through .
Remark 2.4. If z(t) inherits the dynamics of the inputs, then TA(t) is necessarily
strongly stable (choose w0 = 0 to obtain limt→∞ ‖z(t)‖ = limt→∞ ‖TA(t)z0‖ = 0 for
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every initial state z0 ∈ Z). This is not a very common assumption for TA(t) in the
related literature and it should be borne in mind when comparing the subsequent results
to earlier results on the topic.
We now proceed to the main results of this section. They show that the inheriting
operator  of Deﬁnition 2.3 is closely related to the bounded solution of the operator
equation S = A+ BQ in D(S).
Theorem 2.5. Let z(t) be the mild solution of (1.1). Let (1.3) be a generator (with state
space W) for the inputs u(t) such that TS(t) is a C0-group. Assume that there exists
(tn)n0 ⊂ R+ such that tn → ∞ and
(
TS(tn)
)
n0 is strongly convergent in W as n→∞. Let W∞ = {limn→∞ TS(tn)w0 | w0 ∈ D(S)}. If the mild solution asymptotically
inherits the dynamics of the inputs through an inheriting operator  ∈ L(W,Z) such
that (W∞) ⊂ D(A), then S = A+ BQ in W∞ and TA(t) is strongly stable.
Proof. First observe that by Remark 2.4 TA(t) is strongly stable.
Let w∞0 ∈ W∞. Then for some w0 ∈ D(S) it is true that limn→∞ TS(tn)w0 = w∞0 .
Since for every t0, TS(t)S = STS(t) in D(S), we also have that STS(tn)w0 =
TS(tn)Sw0 → y (for some y ∈ W ) by the assumption on the sequence (tn)n0. The
closedness of S then implies that w∞0 ∈ D(S) (hence W∞ ⊂ D(S)) and limn→∞ TS(tn)
Sw0 = Sw∞0 .
Since the mild solution z(t) asymptotically inherits the dynamics of the inputs through
 ∈ L(W,Z), we have by the choice z(0) = 0 that
lim
t→∞
∥∥∥∥
∫ t
0
TA(s)BQTS(t − s)w d−TS(t)w
∥∥∥∥ = 0 ∀w ∈ W. (2.3)
Consequently for every n ∈ N∥∥∥∥w∞0 −
∫ tn
0
TA(s)BQTS(tn − s)w0 ds
∥∥∥∥ (2.4)

∥∥w∞0 −TS(tn)w0∥∥+
∥∥∥∥TS(tn)w0 −
∫ tn
0
TA(s)BQTS(tn − s)w0 ds
∥∥∥∥ (2.5)
so that w∞0 = limn→∞
∫ tn
0 TA(s)BQTS(tn − s)w0 ds = limn→∞
∫ tn
0 X(s)TS(tn)w0 ds
where we have deﬁned X(s) = TA(s)BQTS(−s) for s0. Similarly we have for every
n ∈ N that ∥∥∥∥Sw∞0 −
∫ tn
0
TA(s)BQTS(tn − s)Sw0 ds
∥∥∥∥ (2.6)

∥∥Sw∞0 −TS(tn)Sw0∥∥
+
∥∥∥∥TS(tn)Sw0 −
∫ tn
0
TA(s)BQTS(tn − s)Sw0 ds
∥∥∥∥ (2.7)
so that Sw∞0 = limn→∞
∫ tn
0 X(s)TS(tn)Sw0 ds.
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By Lemma 1 in [23] X(s) satisﬁes the weak differential equation
d
ds
〈X(s)w,	〉 = 〈X(s)w,A∗	〉 − 〈X(s)Sw,	〉 ∀	 ∈ D(A∗), ∀w ∈ D(S), (2.8)
where A∗ denotes the adjoint of A and 〈·,	〉 denotes the value of the functional
	. Hence for every n ∈ N and every 	 ∈ D(A∗) we have 〈TA(tn)BQw0,	〉 =
〈X(tn)TS(tn)w0,	〉 and
〈TA(tn)BQw0,	〉 − 〈BQTS(tn)w0,	〉 =
∫ tn
0
d
ds
〈X(s)TS(tn)w0,	〉 ds (2.9)
=
〈∫ tn
0
X(s)TS(tn)w0 ds,A
∗	
〉
(2.10)
−
〈∫ tn
0
X(s)TS(tn)Sw0 ds,	
〉
(2.11)
which, upon taking limits, yields
−〈BQw∞0 ,	〉 = 〈w∞0 , A∗	〉 − 〈Sw∞0 ,	〉 ∀	 ∈ D(A∗) (2.12)
= 〈Aw∞0 ,	〉 − 〈Sw∞0 ,	〉 ∀	 ∈ D(A∗) (2.13)
because TA(t) is strongly stable and w∞0 ∈ D(A). From this we conclude as in the
proof of Theorem 3 in [23] that S = A+ BQ in W∞. 
For the converse situation, we prove the following result.
Theorem 2.6. Let z(t) be the mild solution of (1.1). Let (1.3) be a generator (with
state space W) for the inputs u(t). Let w0 ∈ D(S) and let W0 = {TS(t)w0 | t0}.
Then the following hold.
1. If there exists  ∈ L(W,Z) such that (W0) ⊂ D(A) and S = A + BQ in
W0, and if TA(t) is strongly stable, then z(t) asymptotically inherits the dynamics
of u(t) = QTS(t)w0 through .
2. If there exists  ∈ L(W,Z) such that (D(S)) ⊂ D(A) and S = A + BQ in
D(S), and if TA(t) is strongly stable, then z(t) asymptotically inherits the dynamics
of the inputs through .
3. If there exists  ∈ L(W,Z) such that (D(S)) ⊂ D(A) and S = A + BQ in
D(S), and if TA(t) and TS(t) are uniformly bounded, then z(t) ∈ BUC(R+, Z) for
all initial states z(0) and all inputs u(t).
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Proof. (1) Let z0 ∈ Z be arbitrary. It is clear that TS(t)w0 ∈ W0 ⊂ D(S) for each t0
and so TS(t)w0 ∈ D(A) for every t0. Hence
∫ t
0
TA(t − )BQTS()w0 d =
∫ t
0
TA(t − )[S − A]TS()w0 d (2.14)
=
∫ t
0
d
d
TA(t − )TS()w0 d (2.15)
= TS(t)w0 − TA(t)w0 (2.16)
and so z(t) = TA(t)[z0−w0]+TS(t)w0 for each t0. The strong stability of TA(t)
now implies that limt→∞ ‖z(t)−TS(t)w0‖ = 0.
(2) Let w(0) = w ∈ D(S) and let z(0) = z0 ∈ Z. Then TS(t)w ∈ D(S) for
each t0 and so TS(t)w ∈ D(A) for every t0. As in the above we see that∫ t
0 TA(t − )BQTS()w d = TS(t)w − TA(t)w for each t0. Consequently z(t) =
TA(t)[z0−w]+TS(t)w for each t0. If w0 ∈ W , then there exists (wk)k0 ⊂ D(S)
such that wk → w0 in W as k → ∞. Now for a ﬁxed t0
∫ t
0
TA(t − )BQTS()w0 d =
∫ t
0
lim
k→∞ TA(t − )BQTS()wk d (2.17)
= lim
k→∞
∫ t
0
TA(t − )BQTS()wk d (2.18)
= lim
k→∞[TS(t)wk − TA(t)wk] (2.19)
= TS(t)w0 − TA(t)w0 (2.20)
because there exist M, ∈ R+ such that
sup
0 t
‖TA(t − )BQTS()wk − TA(t − )BQTS()w0‖Met‖wk − w0‖ (2.21)
which guarantees the uniform convergence of
(
(TA(t − )BQTS()wk
)
k0 for 0 t .
Consequently, also for arbitrary w0 ∈ W the mild solution z(t) = TA(t)[z0 −w0] +
TS(t)w0. The strong stability of TA(t) now implies that limt→∞ ‖z(t)−TS(t)w0‖ =
0 for every z(0) = z0 ∈ Z and every w0 ∈ W .
(3) By the proof of part 2 we have z(t) = TA(t)[z0 −w0] +TS(t)w0 for t0.
The claim now immediately follows. 
Remark 2.7. In the proof of Theorem 2.6 (parts 1 and 2) we showed that under certain
conditions z(t) = TA(t)[z0−w0]+TS(t)w0 for every t0. In this case for the initial
state z0 = w0 the mild solution z(t) = TS(t)w0 for every t0. In other words
the mild solution z(t), with z(0) = w0, inherits the dynamics of u(t) = QTS(t)w0
immediately.
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As an immediate corollary to the above we obtain the following:
Corollary 2.8. Let z(t) be the mild solution of (1.1). Let (1.3) be a generator (with
state space W) for the inputs u(t). Let TA(t) be strongly stable and let TS(t) be
an almost periodic group in the uniform operator topology. Then the mild solution
asymptotically inherits the dynamics of the inputs through some  ∈ L(W,Z) if and
only if  solves the operator equation S = A+ BQ.
Proof. First observe that TS(t) is continuous in the uniform operator topology, whence
S ∈ L(W). Since TS(t) is uniformly almost periodic, there exists a sequence (tn)n0 ⊂
R+ such that tn → ∞ as n → ∞ and limn→∞ ‖TS(tn) − I‖L(W) = 0 [2, Theorem
4.5.7]. Consequently W = D(S) = {limn→∞ TS(tn)w | w ∈ D(S)}. The result now
follows by Theorems 2.5 and 2.6. 
Corollary 2.8 will be extended in Section 3 where we consider almost periodic
functions in certain Sobolev type spaces (see Theorem 3.10).
We conclude this subsection with a geometric result which may be of independent
interest. It provides an additional necessary condition for the solvability of the operator
equation S = A+ BQ in D(S) (for sufﬁcient conditions the reader should consult
e.g. [8,23,24] and the references therein).
Corollary 2.9. Assume that there exists  ∈ L(W,Z) such that (D(S)) ⊂ D(A) and
S = A+ BQ in D(S). Then in the state space Z ×W of the composite operator
A = (A0 BQS ) the subspace X = {(ww ) | w ∈ W } is invariant for the C0-semigroup
TA(t) generated by A.
Proof. It is easy to verify that the semigroup generated by A on Z ×W is given by
TA(t) =
(
TA(t)
∫ t
0 TA(t − )BQTS() d
0 TS(t)
)
(2.22)
As in the proof of Theorem 2.6 we can show that
∫ t
0 TA(t − )BQTS()wd =
TS(t)w − TA(t)w for each t0 and w ∈ W . Hence for every w ∈ W ,
TA(t)
(
w
w
)
=
(
TA(t)w +
∫ t
0 TA(t − )BQTS()wd
TS(t)w
)
=
(
TS(t)w
TS(t)w
)
(2.23)
which shows that X is TA(t)-invariant. 
2.3. Some remarks about the exponential stability of TA(t)
As explained in the Introduction, if TA(t) is exponentially stable, then questions (a)
and (b) can in general be answered afﬁrmatively and deﬁnitively for a wide class of
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inputs u(t) [2]. We now formalize this well known fact using the concept of inherited
dynamics.
Proposition 2.10. Let z(t) be the mild solution of (1.1). Let (1.3) be the generator for
the inputs such that TS(t) is a uniformly bounded C0-group. Let TA(t) be exponen-
tially stable. Then z(t) asymptotically inherits the dynamics of the inputs through the
inheriting operator  = ∫∞0 TA(t)BQTS(−t)dt ∈ L(W,Z).
Proof. By Corollary 8 in [23],  = ∫∞0 TA(t)BQTS(−t) dt ∈ L(W,Z) is the unique
solution of the equation S = A + BQ in D(S). The result is now immediate by
Theorem 2.6. 
The reader should observe that in many instances the translation semigroup TS(t) in
Example 2.1 can be extended to a bounded C0-group. Proposition 2.10 then explains,
for example, why z(t) is asymptotically p-periodic if TA(t) is exponentially stable
and u(t) is a p-periodic function in BUC(R+, U). The following partial converse of
Proposition 2.10 demonstrates that if a sufﬁciently large class of inputs u(t) to (1.1)
result in a bounded mild solution z(t), then TA(t) is necessarily exponentially stable.
Proposition 2.11. Let B = I and U = Z. Let z(t) be the mild solution of (1.1) and
consider the generator (2.1) in Example 2.1 with C0(R+, Z) ⊂ W ⊂ BUC(R+, Z)
(here W has the sup-norm). If z(t) asymptotically inherits the dynamics of the inputs
through some  ∈ L(W,Z), then TA(t) is exponentially stable.
Proof. Let z(0) = 0. Since we are using the function generator (2.1), every u(t) ∈
W has the form u(t) = 0TS(t)u, for each t0. Then, since z(t) asymptotically
inherits the dynamics of the inputs through some  ∈ L(W,Z), it is easy to see that
limt→∞
∫ t
0 TA(t − s)u(s) ds = 0 for every u(s) ∈ C0(R+, Z). The result now follows
by Datko’s Theorem [2, Theorem 5.1.2]. 
It would also be interesting to see if solvability of some operator equation related to
the function generator (1.3) implied exponential stability of TA(t). We shall next show
that, under certain conditions, if the function generator is rich enough to be capable
of generating the mild solutions of the homogenous adjoint Cauchy problem and if
the operator equation −S = A+ BQ in D(S) has a bounded solution, then TA(t)
is exponentially stable. In what follows A∗ denotes the adjoint operator of A, and for
every t0, TA(t)∗ is the adjoint operator of TA(t).
Proposition 2.12. Let Z be a Hilbert space, let U = Z and B = I , and let TA(t)
be uniformly bounded. Let (1.3) be a function generator such that TS(t) is uniformly
bounded and for every z ∈ Z there exists wz ∈ W such that TA(t)∗z = QTS(t)wz
for each t0. If −S = A + Q in D(S) for some  ∈ L(W,Z), then TA(t) is
exponentially stable.
Proof. First observe that since Z is a Hilbert space, TA(t)∗ is the C0-semigroup gen-
erated by A∗ [11, Theorem 2.2.6]. Since TA(t) and TS(t) are uniformly bounded, and
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−S = A+Q in D(S), it follows by Theorem 3 in [23] that the family of operators
{Qt | t0} ⊂ L(W,Z) with
Qtw =
∫ t
0
TA(s)QTS(s)w ds ∀w ∈ W (2.24)
is uniformly bounded. Consequently for every 
 ∈ Z and w ∈ W
sup
t0
∣∣∣∣
∫ t
0
〈TA(s)QTS(s)w,
〉Z ds
∣∣∣∣ <∞, (2.25)
where 〈·, ·〉Z denotes the inner product on Z. Select w = w
 so that QTS(t)w
 =
TA(t)
∗
 for every t0. Then by the above,
sup
t0
∣∣∣∣
∫ t
0
〈TA(s)TA(s)∗
,
〉Z ds
∣∣∣∣ = sup
t0
∫ t
0
‖TA(s)∗
‖2 ds <∞ (2.26)
which shows that
∫∞
0 ‖TA(s)∗
‖2 ds <∞ for each 
 ∈ Z. Hence by Datko’s Theorem
[2, Theorem 5.1.2] TA(t)∗ is exponentially stable. But ‖TA(t)‖ = ‖TA(t)∗‖ [11, Lemma
A.3.60], and so TA(t) is also exponentially stable. 
Remark 2.13. The proof of Proposition 2.12 relies on a result of Vu [23] which
concerns the solvability of the operator equation X − Y = C where X and −Y
generate C0-semigroups; hence the minus sign in the operator equation −S = A+Q
of Proposition 2.12. It is probably worthwhile to point out that the available solvability
criteria [8,23,24] for the operator equation −S = A+Q are not generally symmetric
with those for the operator equation S = A+Q because −S does not necessarily
generate a C0-semigroup if S does.
Remark 2.14. We do not know if Proposition 2.12 also holds in Banach spaces.
We conclude this section with the following Lyapunov type stability result (cf. [11,
Theorem 5.1.3, 20]), which is a direct corollary of Proposition 2.12.
Corollary 2.15. Let Z be a Hilbert space and let TA(t) be uniformly bounded. Then
TA(t) is exponentially stable if and only if there exists  ∈ L(Z) such that A+A∗ =
−I in D(A∗).
Proof. Let W = U = Z and B = I and consider the function generator w˙(t) =
A∗w(t), t0, with Q = I . Clearly TA(t)∗ = TA∗(t) is uniformly bounded. If there
exists  ∈ L(Z) such that A + A∗ = −I in D(A∗), then by Theorem 2.12,
TA(t) is exponentially stable. Conversely, if TA(t) is exponentially stable, then so is
TA∗(t) = TA(t)∗. Hence by Corollary 8 in [23], there exists  ∈ L(Z) such that
A+A∗ = −I . 
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3. Application: Inputs in Sobolev type spaces H(U, fn,n)
In this section we illustrate the results of Section 2 by studying the asymptotic
behaviour of the mild solution z(t) of (1.1) when the inputs are in the so called Sobolev
spaces H(U, fn,n). These spaces will be introduced in Section 3.1, where we shall
also construct a generator (1.3) for their members. The spaces H(U, fn,n) contain
many interesting (almost) periodic functions and they have the important property that
the generating system (1.3) can be built in a Hilbert space W in such a way that S is
a diagonal operator. We will show in Section 3.2 that these properties of the spaces
H(U, fn,n) can be used to solve the operator equation S = A+BQ under rather
mild conditions for A and B. This in combination with the results of Section 2 provides
information on the asymptotic behaviour of the mild solution z(t). Furthermore, using
the special structure of the generating system we obtain a complete characterization
for the asymptotic inheritance of the dynamics of z(t) from the inputs in the Sobolev
spaces H(U, fn,n) (see Theorem 3.10).
3.1. The Sobolev type spaces H(U, fn,n)
Deﬁnition 3.1. Let I ⊂ Z, let (in)n∈I ⊂ iR be a sequence of distinct frequencies
and let (fn)n∈I ⊂ R such that fn1 for each n ∈ I and (f−1n )n∈I ∈ *2. The Sobolev
space H(U, fn,n) of U -valued functions is deﬁned as
{
u : R→ U
∣∣∣∣∣u(t) =
∑
n∈I
ane
int for each t ∈ R and
∑
n∈I
|fn|2‖an‖2U <∞
and (an)n∈I ⊂ U
}
. (3.1)
As can be seen from the above, almost periodic functions in H(U, fn,n) have the
useful property that the coefﬁcients in an approximation by trigonometric polynomials
converge. We next collect some properties of the spaces H(U, fn,n) and then con-
struct a generator (1.3) for their members. The referee has pointed out that the results
in this subsection can be proved using well known properties of the Fourier–Bohr trans-
form and Example 2.1. Even without this transform at disposal the results are rather
elementary and hence we omit most proofs.
Proposition 3.2. Each u(t) ∈ H(U, fn,n) is uniformly continuous and almost peri-
odic. Moreover, H(U, fn,n) is a Banach space with the norm ‖u‖f =√∑
n∈I ‖an‖2U |fn|2. If U is a Hilbert space, then H(U, fn,n) is a Hilbert space
with the inner product 〈u, v〉f = ∑n∈I 〈an, bn〉U |fn|2. Here u(t) = ∑n∈I aneint and
v(t) =∑n∈I bneint for every t ∈ R.
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The spaces H(U, fn,n) generalize some Sobolev spaces of periodic functions [17]:
Proposition 3.3. Let U = C, I = Z,  > 12 , p > 0, n = 2np and fn =
√
1+ 2n
 for
each n ∈ Z. Then H(U, fn,n) = H per(0, p).
Remark 3.4. Even though by Proposition 3.2 every function u(t) in every Sobolev
space H(U, fn,n) is uniformly continuous, such functions need not be differentiable.
Let the sequences (n)n∈I and (fn)n∈I be ﬁxed in the remainder of this subsection.
In the remainder of this subsection we also let W = *2(U), the space of all U -valued
square summable sequences indexed with I. It is well known that W is a Banach
space.
Deﬁnition 3.5. The family (Pn)n∈I of linear operators W → W is deﬁned such that
for w = (wk)k∈I ∈ W and n ∈ I , Pnw = y = (yk)k∈I where yk = 0 ∈ U if k = n and
yn = wn ∈ U .
The operators in (Pn)n∈I are bounded projections that are also mutually orthogonal.
Moreover, every w ∈ W has a representation w =∑n∈I Pnw. This information can be
used in the construction of the semigroup TS(t) in the function generator (1.3):
Theorem 3.6. The family of operators TS(t), t ∈ R, deﬁned as
TS(t)w =
∑
n∈I
eintPnw = (eintwn)n∈I , w = (wn)n∈I ∈ W (3.2)
is a C0-group of linear operators on W. Its inﬁnitesimal generator is given by
Sw =
∑
n∈I
inPnw, w ∈ D(S) =
{
(xn)n∈I ∈ W
∣∣∣∣∣
∑
n∈I
|n|2‖xn‖2U <∞
}
. (3.3)
We now only need to modify our construction so that the desired signals—namely
those in H(U, fn,n)—are generated. This can be done as follows.
Theorem 3.7. Consider the sequence (fn)n∈I . Let F : D(F) ⊂ W → W be such
that
Fw =
∑
n∈I
fnPnw, D(F) =
{
(wn)n∈I ∈ W
∣∣∣∣∣
∑
n∈I
|fn|2|‖wn‖2U <∞
}
(3.4)
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and deﬁne ‖x‖F = ‖Fx‖W for every x ∈ D(F). Then the space WF = (D(F), ‖ · ‖F )
is a Banach space such that WF ↪→ W , and the restriction TS(t)|WF of TS(t) (as in
(3.2)) to WF is a C0-group on WF .
Finally we will need the following lemma for the observation operator Q in the
function generator.
Lemma 3.8. Let Q : D(Q) ⊂ W → U be such that
Qw =
∑
n∈I
wn ∀w = (wn)n∈I ∈ D(Q) =
{
(wn)n∈I ∈ W
∣∣∣∣∣
∑
n∈I
wn ∈ U
}
. (3.5)
Then Q ∈ L(WF , U), where WF is deﬁned as in Theorem 3.7.
Proof. Since (f−1n )n∈I ∈ *2, we have for some M > 0 by the Schwartz inequality that
‖Qw‖U 
∑
n∈I
‖wn‖U |fnf−1n |M‖w‖F ∀w ∈ WF (3.6)
and so Q ∈ L(WF , U). 
Now let SF denote the generator of TS(t)|WF on WF . With the above deﬁnitions
and notation, consider on the state space WF the system given as
w˙(t) = SFw(t), w(0) = w0 ∈ WF , (3.7a)
u(t) = Qw(t), t0. (3.7b)
System (3.7) is capable of generating precisely the inputs in the Sobolev space
H(U, fn,n). Moreover, for each such input u(t), there is exactly one initial state
w0 ∈ WF such that QTS(t)|WFw0 = u(t) for t0. These facts follow from the next
theorem which can also be easily proved.
Theorem 3.9. There exists a linear bijection (the Fourier–Bohr transform) T : H(U, fn,
n) → WF such that for u(t) ∈ H(U, fn,n), T u = w0 with QTS(t)|WFw0 = u(t)
for each t0.
3.2. The inheritance of dynamics of z(t) from inputs in H(U, fn,n)
We now come to the main results of this section.
Theorem 3.10. Consider inputs u(t) in H(U, fn,n) with generator (3.7). Then the
mild solution z(t) of (1.1) asymptotically inherits the dynamics of inputs through some
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 ∈ L(WF , Z) with (D(SF )) ⊂ D(A) if and only if  solves the operator equation
SF = A+ BQ in D(SF ) and TA(t) is strongly stable.
This result is the promised extension of Corollary 2.8. The reader should observe
that Corollary 2.8 is not directly applicable in the proof of Theorem 3.10, because
TS(t)|WF is not uniformly almost periodic, even though TS(t)|WFw is almost periodic
(i.e. uniform limit of trigonometric polynomials) for every w ∈ WF .
Proof of Theorem 3.10. Let w = (wn)n∈I ∈ WF be such that wn = 0 for every n ∈ I .
Since TS(t)|WFw is almost periodic, by Theorem 4.5.7 in [2] there exists a sequence
(tk)k∈N ⊂ R+ such that limk→∞ tk = ∞ and limk→∞ ‖TS(tk)|WFw − w‖F = 0. But
since for every n ∈ I
|eintk − 1|2‖wn‖2U |fn|2
∑
n∈I
|eintk − 1|2‖wn‖2U |fn|2 = ‖TS(tk)|WFw − w‖2F , (3.8)
we have that limk→∞ |eintk − 1| = 0 for every n ∈ I , because wn = 0 and fn1.
Let w0 = (w0n)n∈I ∈ WF be arbitrary, and let  > 0. Then there exists N ∈ N and
K ∈ N such that
∑
n∈I,|n|>N
‖w0n‖2U |fn|2 <
2
8
and max|n|N,n∈I |e
intk − 1|2 < 
2
2‖w0‖2F
(3.9)
for every kK . Consequently for every kK ,
‖TS(tk)|WFw0 − w0‖2F
=
∑
n∈I
|eintk − 1|2‖w0n‖2U |fn|2 (3.10)
=
∑
|n|N,n∈I
|eintk−1|2‖w0n‖2U |fn|2 +
∑
|n|>N,n∈I
|eintk−1|2‖w0n‖2U |fn|2 (3.11)
<
2
2‖w0‖2F
∑
|n|N,n∈I
‖w0n‖2U |fn|2 + 4
∑
|n|>N,n∈I
‖w0n‖2U |fn|2 < 2 (3.12)
This shows that there exists a sequence (tk)k∈N ⊂ R+ such that limk→∞ tk = ∞ and(
TS(tk)|WF
)
k∈N is strongly convergent in WF as k → ∞. Moreover, by the above,D(SF ) = {limk→∞ TS(tk)|WFw | w ∈ D(SF )}. The result now follows by Theorems
2.5 and 2.6. 
In Theorem 3.11 we show that the diagonal structure of SF in (3.7a) can be used
to construct a state space WF such that the operator equation SF = A+ BQ has
a bounded solution under rather mild conditions on A. These conditions also involve
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the operator B in (1.1); this situation is quite different from those found in the related
literature. However, the conditions of Theorem 3.11 also resemble those in the literature,
and in particular it is easy to observe the well known phenomenon: The “better” the
operator A the larger the class of inputs u(t) that can be handled (i.e. the space WF
is larger).
Theorem 3.11. Let I ⊂ Z and let (in)n∈I ⊂ iR be a sequence of distinct frequencies.
Assume that for every n ∈ I there exists (kn)k0 ⊂ (A) such that limk→∞ kn = in
and
(
R(kn, A)B
)
k0 converges strongly as k → ∞. Set Dnu = limk→∞ R(kn, A)Bufor each u ∈ U and n ∈ I . If the sequence (fn)n∈I (and the space WF and the
operator SF ) is chosen such that
∑
n∈I
‖Dn‖2L(U,Z)
|fn|2 <∞ (3.13)
and the conditions of Deﬁnition 3.1 are satisﬁed, then there exists  ∈ L(WF , Z) such
that SF = A+ BQ in D(SF ).
Proof. Before proceeding to the details, we brieﬂy outline the proof. We ﬁrst show
that—regardless of F—there exists a linear operator  : D() ⊂ W → Z such that
for every eigenvector w of SF , the equation SFw = Aw + BQw is satisﬁed. By
choosing a suitable topology in W via the operator F , and using the special (“orthog-
onal”) structure of the eigenfunctions of SF , we obtain the continuity of  on WF .
This is ﬁnally shown to imply that  solves the equation SF = A+BQ in D(SF ).
Let F be any linear operator W → W of the form (3.4) (observe that this implicitly
poses certain restrictions on F in terms of the sequence (fn)n∈I ). Let w ∈ W , let m ∈ I
and consider the element Pmw ∈ WF . Since TS(t)Pmw = eimtPmw = TS(t)|WFPmw,
it is clear that Pmw ∈ D(SF ) and that SFPmw = imPmw, so that Pmw is an
eigenvector of SF corresponding to the eigenvalue im. Moreover, by the diagonal
structure of S (and hence of SF ) and the fact that ik = il whenever k = l, all
eigenvectors w of SF corresponding to the eigenvalue im satisfy w = Pmw.
The linear operators Dn : U → Z, n ∈ I , are deﬁned so that Dnu = limk→∞ R(kn,
A)Bu for every u ∈ U . For every n ∈ I the operator Dn ∈ L(U,Z) by the Banach–
Steinhaus Theorem, so that condition (3.13) is well deﬁned. Deﬁne the linear operator
 : D() ⊂ W → Z such that for w = (wn)n∈I ∈ D(),
w =
∑
n∈I
Dnwn (3.14)
with domain D() consisting of those elements w ∈ W such that the series (3.14)
converges in Z. Then Pmw = Dmwm = DmQPmw = limk→∞ R(km,A)BQPmw
for arbitrary w ∈ W and m ∈ I . Moreover, we have that AR(km,A)BQPmw=
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kmR(
k
m,A)BQPmw − BQPmw → imDmQPmw − BQPmw as k → ∞. Hence by
the closedness of A, Pmw ∈ D(A) for every w ∈ W and m ∈ I . Additionally,
APmw = imDmQPmw − BQPmw = SFPmw − BQPmw. (3.15)
Since by construction the point spectrum p(SF ) = {in | n ∈ I }, this shows that for
every eigenvector w of SF , the equation SFw = Aw + BQw is satisﬁed.
Assume that the sequence (fn)n∈I is chosen so that
∑
n∈I
‖Dn‖2L(U,Z)
|fn|2 M
2 <∞ and
the conditions of Deﬁnition 3.1 are satisﬁed. Consider the corresponding subspace WF
of W. Then by the Schwartz inequality,
‖w‖Z 
∑
n∈I
‖Dn‖L(U,Z)‖wn‖U

√∑
n∈I
‖Dn‖2L(U,Z)|fn|−2
√∑
n∈I
‖wn‖2U |fn|2M‖w‖F (3.16)
which shows that  ∈ L(WF , Z). It remains to show that for this particular F , the
equation SF = A+BQ is satisﬁed in the whole of D(SF ). Let w ∈ D(SF ). Then
SFw =
∑
n∈I
SFPnw =
∑
n∈I
[
APnw − BQPnw
] = Aw − BQw (3.17)
by the continuity of , B and Q, and the closedness of A. This completes the proof. 
We remark that the operator  ∈ L(WF , Z) which solves the equation SF =
A+ BQ in Theorem 3.11 is constructed in (3.14).
Corollary 3.12. Suppose that the assumptions of Theorem 3.11 hold. Let  and (fn)n∈I
be as in Theorem 3.11 and consider the corresponding Sobolev space H(U, fn,n).
Let z(t) be the mild solution of (1.1). Then we have the following results.
1. For every initial state z(0) ∈ R(), there exists an input u(t) ∈ H(U, fn,n) such
that the corresponding mild solution z(t) =∑n∈I zneint (uniform convergence) for
some (zn)n∈I ⊂ Z.
2. If TA(t) is uniformly bounded, then z(t)∈BUC(R+, Z) whenever u(t)∈H(U, fn,n).
3. If TA(t) is strongly almost periodic, then z(t) is almost periodic whenever u(t) ∈
H(U, fn,n).
4. If TA(t) is strongly stable, then z(t) is asymptotically almost periodic whenever
u(t) ∈ H(U, fn,n).
5. If TA(t) is strongly stable and if n = 2np for some p > 0 and each n ∈ I = Z,
then z(t) is asymptotically p-periodic whenever u(t) ∈ H(U, fn,n).
E. Immonen / J. Differential Equations 218 (2005) 253–272 271
Proof. (1) Let w0 ∈ WF be such that z(0) = w0 and set u(t) = QTS(t)|WFw0. The
result now follows by Theorem 3.11 and Remark 2.7. Observe that TS(t)|WFw0 =∑
n∈I eintPnw0 =
∑
n∈I eintDnwn for w0 = (wn)n∈I . This series converges abso-
lutely and uniformly (TS(t)|WFw0 is almost periodic).
(2) This follows from Theorem 2.6 (part 3) and Theorem 3.11; TS(t)|WF is uniformly
bounded on WF .
(3) By Theorem 3.11 and Remark 2.7, for u(t) = QTS(t)|WFw0, z(t) = TA(t)[z(0)−
w0] −TS(t)|WFw0. Hence z(t) is a sum of two almost periodic functions, which
is again almost periodic [19].
(4) This follows from Theorem 2.6 (part 2) and Theorem 3.11.
(5) This follows from Theorem 2.6 (part 2) and Theorem 3.11; now TS(t)|WFw0
is p-periodic. 
Remark 3.13. In parts 4 and 5 of Corollary 3.12 we can in fact say more: the mild
solution z(t) asymptotically inherits the dynamics of the inputs through  given in
(3.14).
Example 3.14. Suppose that U = C, I = Z, TA(t) is strongly stable and that n = 2np
for some p > 0 and each n ∈ Z. Let (in)n∈Z ⊂ (A) and supn∈Z ‖R(in, A)‖M <
∞. Then for all inputs in the Sobolev space H per(0, p),  > 12 , the mild solution z(t)
is asymptotically p-periodic. In this case the operator B in (1.1) has the form Bu = bu
for some b ∈ Z and every u ∈ C. Moreover, as in the rest of this subsection, Q is as
in (3.5).
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