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Abstract
Let X be a Banach space and Z a nonempty closed subset of X. Let J :Z → R be a lower semicon-
tinuous function bounded from below. This paper is concerned with the perturbed optimization problem
infz∈Z{J (z) + ‖x − z‖}, denoted by (x, J )-inf for x ∈ X. In the case when X is compactly fully 2-convex,
it is proved in the present paper that the set of all points x in X for which there does not exist z0 ∈ Z such
that J (z0)+‖x − z0‖ = infz∈Z{J (z)+‖x − z‖} is a σ -porous set in X. Furthermore, if X is assumed addi-
tionally to be compactly locally uniformly convex, we verify that the set of all points x ∈ X \ Z0 such that
the problem (x, J )-inf fails to be approximately compact, is a σ -porous set in X \ Z0, where Z0 denotes
the set of all z ∈ Z such that z ∈ PZ(z). Moreover, a counterexample to which some results of Ni [R.X. Ni,
Generic solutions for some perturbed optimization problem in nonreflexive Banach space, J. Math. Anal.
Appl. 302 (2005) 417–424] fail is provided.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let X be a real Banach space endowed with the norm ‖ · ‖. Let Z be a nonempty closed subset
of X and let J :Z →R be a lower semicontinuous function bounded from below. Let x ∈ X and
set
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z∈Z
{
J (z) + ‖x − z‖}. (1.1)
The perturbed optimization problem considered here, denoted by (x, J )-inf, is of finding an
element z0 ∈ Z such that J (z0) + ‖x − z0‖ = ϕ(x). Such an element z0 is called a solution to
the problem (x, J )-inf and the set of all solutions to the problem (x, J )-inf is denoted by PZ(x),
i.e.,
PZ(x) =
{
z0 ∈ Z: J (z0) + ‖x − z0‖ = ϕ(x)
}
. (1.2)
The problem (x, J )-inf was presented and investigated by Baranger in [1], where it was proved
that if X is a uniformly convex Banach space then the set of all x ∈ X for which the problem
(x, J )-inf has a solution is a dense Gδ-subset of X. This result clearly extends Stechkin’s results
in [22]. Since then, this problem has been studied extensively, see, for example, [3,8,14], and
applied to optimal control problems governed by partial differential equations, see, for example,
[1–3,6–8,11,20]. In particular, S. Cobzas extends in [9] Baranger’s result to the setting of re-
flexive Kadec Banach space. Recently, Ni has considered the further extension and improvement
of Baranger’s result. Recall that a sequence {zn} in Z is a minimizing sequence of the problem
(x, J )-inf if limn(J (zn) + ‖x − zn‖) = ϕ(x). Then the problem (x, J )-inf is said to be approxi-
mately compact if every minimizing sequence of the problem (x, J )-inf has a subsequence which
converges strongly; while the problem (x, J )-inf is said to be well-posed if it has a unique solu-
tion and is approximately compact. Ni proved in [21] that the set of all x ∈ X \ Z such that the
problem (x, J )-inf is approximately compact is a dense Gδ-subset of X \ Z provided that Z is
a closed, boundedly relatively weakly compact and nonempty subset of a Kadec Banach space.
To establish the similar result concerning the well posedness of the problem (x, J )-inf, Ni intro-
duced in [21] the notion of the approximatively Z-strict convexity (depending on the function J )
and claimed the following assertion:
Each strictly convex Banach space X is approximatively Z-strictly convex. (1.3)
Then, the following result was proved in [21, Corollary 2.2].
Theorem N. Suppose that X is a reflexive, strictly convex and Kadec Banach space. Let Z be a
closed nonempty subset of X. Then the set of all points x in X such that the problem (x, J )-inf
is well posed is a dense Gδ-subset of X \ Z.
Unfortunately, the assertion (1.3) and Theorem N are not correct, as shown by the example
given in the next section. We should remark that the notion of the approximatively Z-strict con-
vexity introduced in [21] is indeed nonsense because, for a nontrivial function J and nontrivial
convex subset Z of the reals R, R is, in general, not approximatively Z-strictly convex.
The present paper is mainly devoted to the study of the porosity for the existence of the per-
turbed optimization problem, which is in the spirit of the idea due to Blasi, Myjak and Papini [5].
More precisely, we will show that if X is a compactly fully 2-convex Banach space, then the
set of all x ∈ X such that PZ(x) = ∅ is a σ -porous subset of X. Furthermore, if X is assumed
additionally to be compactly locally uniformly convex, we will show more, that is, the set of all
x ∈ X \ Z0 such that the problem (x, J )-inf fails to be approximately compact is a σ -porous
subset of X \Z0, where Z0 denotes the set of all z ∈ Z such that z ∈ PZ(z). These results clearly
extend the corresponding ones in [5]. As will be seen, such an extension is nontrivial. Extensions
to convex sets and generalized approximations of the idea of Blasi, Myjak and Papini can be
found in [4,15–17].
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Let X be a real Banach space with norm ‖ · ‖ and X∗ the dual of X. We use 〈·,·〉 to denote the
inner product connecting X∗ and X. The closed ball in X with radius r and center x is denoted
by B(x, r) while the corresponding sphere by S(x, r). In particular, we write B = B(0,1) and
S = S(x, r). Recall that Z is a nonempty closed subset of X and J is bounded from below on Z.
Without loss of generality, we may assume that infz∈Z J (z) > 0. Below we first introduce some
notions concerning the convexity of the space X. Parts (i)–(vi) are referred to [10,12,13,18,19]
but part (vii) seems new, which is an extension of (vi).
Definition 2.1. X is said to be
(i) strictly convex (SC) if, for any x1, x2 ∈ S, the condition ‖x1 +x2‖ = 2 implies that x1 = x2;
(ii) uniformly convex (UR) if, for any sequences {xn}, {yn} ⊆ S, the condition
limn→∞ ‖xn + yn‖ = 2 implies that limn→∞ ‖xn − yn‖ = 0;
(iii) locally uniformly convex (LUR) if, for any sequences {xn} ⊆ S and x ∈ S, the condition
limn→∞ ‖xn + x‖ = 2 implies that limn→∞ ‖xn − x‖ = 0;
(iv) (sequentially) Kadec (K) if, for any sequence {xn} ⊆ S and x ∈ S, the condition xn → x
weakly implies that limn→∞ ‖xn − x‖ = 0;
(v) compactly locally uniformly convex (CLUR) if, for any {xn} ⊆ S and x ∈ S, the condition
limn→∞ ‖x + xn‖ = 2 implies that {xn} has a convergent subsequence;
(vi) fully 2-convex (F2U) if for any sequence {xn} ⊆ S, the condition limn1,n2→∞ ‖xn1 +xn2‖ =
2 implies that {xn} is a Cauchy sequence;
(vii) compactly fully 2-convex (CF2R) if, for any sequence {xn} ⊆ S, the condition
limn1,n2→∞ ‖xn1 + xn2‖ = 2 implies that {xn} has a convergent subsequence.
Clearly, the following implications hold for a Banach space:
UR F2U CF2U Reflexive
LUR CLUR K.
(2.1)
Definition 2.2. X is said to be approximatively Z-strictly convex if for any x ∈ X and
z1, z2 ∈ PZ(x), ‖x − z1 + x − z2‖ = ‖x − z1‖ + ‖x − z2‖ implies that z1 = z2.
The approximative Z-strict convexity in Definition 2.2 above clearly depends on the func-
tion J . In the case when J ≡ 0, this notion was presented in [15], and the assertion (1.3) is true.
In the general case, this notion was presented in [21] but the assertion (1.3) is not true as shown
by the following simple example, which also shows that Theorem N is not correct.
Example 2.1. Let X = R with the norm ‖x‖ = |x|. Let Z = [−1,1] ⊆ X. Define the function J
by J (z) = |z| for each z ∈ Z. Then, for each x ∈ X \ Z, PZ(x) is not a singleton. In fact, it is
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PZ(x) =
{ [0,1] if x ∈ (1,+∞),
[−1,0] if x ∈ (−∞,−1).
Moreover, X is not approximatively Z-strictly convex. Indeed, for each y ∈ X\Z, without loss of
generality, we may assume y > 1. Then, 1,0 ∈ PZ(y) and ‖y − 1 + y − 0‖ = ‖y − 1‖+‖y − 0‖.
Thus X is not approximatively Z-strictly convex.
We end this section by a simple lemma and a theorem, which are proved in [9, Lemma 2.2
and Theorem 2.1] and will be used in the remainder of this paper.
Lemma 2.1. Let ϕ :X →R be defined by (1.1). Then∣∣ϕ(x) − ϕ(x′)∣∣ ‖x − x′‖, x, x′ ∈ X.
Theorem 2.1. Let X be a reflexive Kadec Banach space and Z a nonempty closed subset of X.
Then the set of all x ∈ X for which the problem (x, J )-inf has a solution is Gδ-subset of X.
3. Porosity
Let (E,d) be a metric space and let Bd(x, r) denote the closed ball in E with radius r and
center x. We begin with the following notion of the porous set in a metric space (E,d).
Definition 3.1. A subset G of (E,d) is said to be porous in E if there exist t ∈ (0,1] and r0 > 0
such that for every x ∈ E and r ∈ (0, r0] there is a point y ∈ E such that Bd(y, tr) ⊆ Bd(x, r) ∩
(E \G). A subset G is said to be σ -porous in E if it is a countable union of sets which are porous
in E.
Note that in this definition, the statement “for every x ∈ E” can be replaced by “for every
x ∈ G.” Clearly, a set which is σ -porous in E is also merger in E, the converse is false in
general.
The definition of a porous set given above, which is taken from [5,17], is stronger than the
concept with the same name introduced by Zajícˇek in metric spaces (cf., e.g., [23]; the notion
from Definition 2.4 is called there “uniformly very porous”).
Recall that Z is a nonempty closed subset of X. We denote by V(Z) and W(Z) respectively
the set of all x ∈ X such that PZ(x) = ∅ and the set of all x ∈ X such that the problem (x, J )-inf
is approximatively compact. Clearly, W(Z) ⊆ V(Z). Let Z0 denote the set of all points z ∈ Z
such that z ∈ PZ(z). Then Z0 is a closed subset of Z. Let p :V(Z) → Z be a single-valued
selection of the set-valued mapping PZ satisfying[
x,p(x)
]∩ PZ(x) = p(x) for each x ∈ V(Z) \ Z0, (3.1)
where [x, y] denotes the closed interval with ends x and y. Note that such a single-valued se-
lection p :V(Z) → Z satisfying (3.1) exists. In fact, for any x ∈ V(Z) \ Z0, take z ∈ PZ(x) and
define
t0 = inf
{
t ∈ [0,1]: (1 − t)x + tz ∈ PZ(x)
}
. (3.2)
Then t0 > 0 as x /∈ Z0 and p(x) := (1 − t0)x + t0z ∈ PZ(x) is as desired.
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xα = (1 − α)x + αp(x). (3.3)
Then p(x) ∈ PZ(xα) for each α ∈ [0, 12 ]. In fact, for any z ∈ Z,∥∥xα − p(x)∥∥+ J (p(x))= (1 − α)∥∥x − p(x)∥∥+ J (p(x))
 ‖x − z‖ + J (z) − α∥∥x − p(x)∥∥
 ‖x − xα‖ + ‖xα − z‖ + J (z) − α
∥∥x − p(x)∥∥
= ‖xα − z‖ + J (z).
This shows that p(x) ∈ PZ(xα).
Lemma 3.1. Let α ∈ (0, 12 ], y ∈ V(Z) and r > 0. Let x ∈ B(yα, r) and z ∈ Z satisfy
‖x − z‖ + J (z) ϕ(x) + r. (3.4)
Suppose that cα := min{‖yα − z‖, ‖yα − p(y)‖} > 0. Then∥∥∥∥ yα − p(y)‖yα − p(y)‖ +
yα − z
‖yα − z‖
∥∥∥∥ 2 − 6rαcα . (3.5)
Proof. Since ‖y − z‖ + J (z) ϕ(y), one has that∥∥∥∥α(yα − p(y)) + (1 − α)(yα − z)1 − α
∥∥∥∥= ‖y − z‖ ϕ(y) − J (z).
Hence∥∥α(yα − p(y))+ (1 − α)(yα − z)∥∥ (1 − α)(ϕ(y) − J (z)). (3.6)
Note that, by Lemma 2.1,
ϕ(yα) − ϕ(x)−‖yα − x‖.
This together with (3.4) implies that
(1 − α)(ϕ(y) − J (z))
= ∥∥yα − p(y)∥∥+ (1 − α)(J (p(y))− J (z))

∥∥yα − p(y)∥∥+ (1 − α)(J (p(y))− ϕ(x) − r + ‖x − z‖)
= ∥∥yα − p(y)∥∥+ (1 − α)(−∥∥yα − p(y)∥∥+ ϕ(yα) − ϕ(x) − r + ‖x − z‖)
 α
∥∥yα − p(y)∥∥+ (1 − α)(−‖yα − x‖ − r + ‖yα − z‖ − ‖yα − x‖).
Since x ∈ B(yα, r), it follows that
(1 − α)(ϕ(y) − J (z)) α∥∥yα − p(y)∥∥+ (1 − α)‖yα − z‖ − 3(1 − α)r.
Combining this with (3.6) gives that∥∥α(yα − p(y))+ (1 − α)(yα − z)∥∥
 α
∥∥yα − p(y)∥∥+ (1 − α)‖yα − z‖ − 3(1 − α)r. (3.7)
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x∗, α
(
yα − p(y)
)+ (1 − α)(yα − z)〉
 α
∥∥yα − p(y)∥∥+ (1 − α)‖yα − z‖ − 3(1 − α)r. (3.8)
Then 〈
x∗, α
(
yα − p(y)
)〉
 α
∥∥yα − p(y)∥∥+ (1 − α)‖yα − z‖ − 3(1 − α)r − (1 − α)‖yα − z‖
= α∥∥yα − p(y)∥∥− 3(1 − α)r.
Hence〈
x∗, yα − p(y)‖yα − p(y)‖
〉
 1 − 3 (1 − α)r
α‖yα − p(y)‖  1 −
3r
αcα
. (3.9)
Similarly, we have that〈
x∗, yα − z‖yα − z‖
〉
 1 − 3r‖yα − z‖  1 −
3r
αcα
. (3.10)
Combining two inequalities above shows that∥∥∥∥ yα − p(y)‖yα − p(y)‖ +
yα − z
‖yα − z‖
∥∥∥∥ 2 − 6rαcα .
This completes the proof. 
Let x ∈ X, α ∈ [0, 12 ] and let γx,α be the function defined on [0,1] by
γx,α(ε) = ε min
{
αϕ(x),1
}
for each ε ∈ [0,1]. (3.11)
Define
H˜=
⋂
k∈N
⋃
x∈V(Z)
⋃
α∈[0,1/2]
B
(
xα, γx,α(1/k)
)
.
Lemma 3.2. Let {xk} ⊆ V(Z), {αk} ⊆ [0,1/2] and x ∈ X be such that∥∥xkαk − x∥∥ γxk,αk (1/k). (3.12)
Suppose that X is a compactly fully 2-convex Banach space. Then {p(xk)} has a convergent
subsequence. Consequently, H˜⊆ V(Z).
Proof. We first show the first part of the conclusion. For notational convenience, set zk = p(xk).
Since ∥∥zk − x∥∥ ∥∥zk − xkαk∥∥+ γxk,αk (1/k) = (1 − αk)∥∥xk − zk∥∥+ γxk,αk (1/k)
for each k = 1,2, . . . ,
it is clear in the case when lim infk ‖xk − zk‖ = 0 because limk γxk,αk (1/k) = 0. Thus, without
loss of generality, we may assume that, for some δ > 0, ‖xk − zk‖ δ for each k ∈ N. Also, we
may assume that αk > 0 for each k ∈ N, limk→∞ αk = α and {αk} is monotonic decreasing in the
case when α = 0.
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Hence the sequences {J (zk)} and {‖xkαk − zk‖} are bounded, which implies that {‖xk − zk‖}
is bounded because (1 − αk)‖xk − zk‖ = ‖xkαk − zk‖ and 0 < αk  12 . Thus, without loss of
generality, we may assume that J (zk) → a and ‖x − zk‖ → b for some a, b ∈ R. Since, for each
k ∈ N,∥∥x − zk∥∥ (1 − αk)∥∥xk − zk∥∥− ∥∥xkαk − x∥∥ 12
∥∥xk − zk∥∥− γxk,αk (1/k), (3.14)
one has that b 12δ > 0. Consequently,
lim
k
∥∥xkαk − zk∥∥= limk,m∥∥xkαk − zm∥∥= b > 0. (3.15)
Let k,m ∈ N be such that m > k and set
cαk,k,m = min
{∥∥xkαk − zk∥∥,∥∥xkαk − zm∥∥}. (3.16)
Then, without loss of generality, we may assume that cαk,k,m > b2 thanks to (3.15). Furthermore,
we have that∥∥x − zm∥∥+ J (zm) ∥∥x − xmαm∥∥+ ∥∥xmαm − zm∥∥+ J (zm) ϕ(x) + 2γxm,αm(1/m).
Hence Lemma 3.1 is applicable with y = xk , z = zm, α = αk and r = 2γxm,αm(1/m). It follows
that ∥∥∥∥ xkαk − zk‖xkαk − zk‖ +
xkαk − zm
‖xkαk − zm‖
∥∥∥∥ 2 − 12γxm,αm(1/m)αkcαk,k,m . (3.17)
We claim that
lim
k,m→∞
12γxm,αm(1/m)
αkcαk,k,m
= 0. (3.18)
In fact, (3.18) is clear if α = 0; while if α = 0, we have that 0 < αm  αk as assumed before and
hence,
0 <
12γxm,αm(1/m)
αkcαk,k,m
 12ϕ(x
m)
mcαk,k,m
→ 0.
Hence (3.18) holds and, consequently,
lim inf
k,m
∥∥∥∥ xkαk − zk‖xkαk − zk‖ +
xkαk − zm
‖xkαk − zm‖
∥∥∥∥ 2. (3.19)
This together with (3.15) and the fact that xkαk → x imply that
lim inf
k,m
∥∥∥∥ x − zk‖x − zk‖ + x − z
m
‖x − zm‖
∥∥∥∥ 2. (3.20)
Since X is a compactly fully 2-convex Banach space, (3.20) implies that the sequence { x−zk‖x−zk‖}
has a convergent subsequence and so does {zk}. Thus the first part of the conclusion is proved.
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that (3.12) holds. By the first part of the conclusion just proved, {p(xk)} has a subsequence,
denoted by itself, such that p(xk) → z0 for some z0 ∈ Z. Since J (z) is a lower semicontinuous
function bounded from below, we have∥∥x − z0∥∥+ J (z0) lim
k→∞
[∥∥x − p(xk)∥∥+ J (p(xk))]= ϕ(x). (3.21)
Hence, z0 ∈ PZ(x) and x ∈ V(Z). The proof is complete. 
Lemma 3.3. Suppose that X is a compactly fully 2-convex and compactly locally uniformly
convex Banach space. Then H˜ \ Z0 ⊆W(Z).
Proof. Let x ∈ H˜ \ Z0 and let {yk} be any minimizing sequence of the problem (x, J )-inf. By
the definition of H˜, there exist {xk} ⊆ V(Z) and {αk} ⊆ [0,1/2] such that∥∥xkαk − x∥∥ γxk,αk (1/k). (3.22)
For notational convenience, set zk = p(xk). Then, by Lemma 3.2, we may assume that {zk}
converges to, say z0. Furthermore, without loss of generality, we may assume ‖x − yk‖ → a and∥∥x − yk∥∥+ J (yk) ϕ(x) + γxk,αk (1/k) for each k ∈ N. (3.23)
Let
ck = min
{∥∥xkαk − zk∥∥,∥∥xkαk − yk∥∥} for each k ∈ N.
Then lim infk ck > 0. Indeed, otherwise, {zk} or {yk} has a subsequence which converges to x.
Then one has that x ∈ Z0, which is a contradiction. Thus we may assume that ck  δ > 0 for
some δ ∈ R. Therefore Lemma 3.1 is applicable to concluding that∥∥∥∥ xkαk − zk‖xkαk − zk‖ +
xkαk − yk
‖xkαk − yk‖
∥∥∥∥ 2 − 6γxk,αk (1/k)αkck , (3.24)
which implies that
lim inf
k
∥∥∥∥ xkαk − zk‖xkαk − zk‖ +
xkαk − yk
‖xkαk − yk‖
∥∥∥∥ 2. (3.25)
Since
lim
k
xkαk − zk
‖xkαk − zk‖
= x − z0‖x − z0‖ and limk
(
xkαk − yk
‖xkαk − yk‖
− x − y
k
‖x − yk‖
)
= 0,
it follows from (3.25) that
lim inf
k
∥∥∥∥ x − z0‖x − z0‖ +
x − yk
‖x − yk‖
∥∥∥∥ 2. (3.26)
As X is compactly locally uniformly convex, (3.26) implies that the sequence { x−yk‖x−yk‖} has
a convergent subsequence and so does {yk} because ‖x − yk‖ → a as assumed before. This
completes the proof. 
Now we are ready to give the main theorems of the present paper. The proofs of Theorems 3.1
and 3.2 are similar; hence we will only show Theorem 3.2.
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2-convex Banach space. Then the set X \ V(Z) is σ -porous in X.
Theorem 3.2. Let Z be a nonempty and closed subset of X. Suppose that X is compactly fully
2-convex and compactly locally uniformly convex. Then the set (X \ Z0) \W(Z) is σ -porous in
X \ Z0.
Proof. For k,m ∈ N, set
Hk =
(
X \ Z0) \ ⋃
x∈V(Z)\Z0
⋃
α∈[0,1/2]
(
B
(
xα, γx,α(1/k)
) \ Z0)
and
Hmk =
{
x ∈Hk: 1/m < ϕ(x) < m
}
.
By Lemma 3.3, we have(
X \ Z0) \W(Z) ⊆ (X \ Z0) \ (H˜ \ Z0)= ⋃
k∈N
⋃
m∈N
Hmk .
To complete the proof it suffices to show that Hmk is porous in X \ Z0 for every k,m ∈ N.
Let k,m ∈ N. Define
r0 = 12m, s =
1
4k
.
Let x ∈Hmk , 0 < r  r0 be arbitrary. Let η be such that
0 < η <
r
4
and
1
m
− η < ϕ(x) < m + η. (3.27)
Since Z0 is closed and x /∈ Z0, by Theorem 2.1, there exists xˆ ∈ V(Z) \ Z0 such that
‖x − xˆ‖ < η. (3.28)
Hence, by Lemma 2.1 and (3.27), we have∣∣ϕ(x) − ϕ(xˆ)∣∣< η (3.29)
and
1
m
< ϕ(xˆ) < m. (3.30)
Recall that p is a single-valued selection satisfying (3.1) and that xˆα = (1 − α)xˆ + αp(xˆ) for
each α ∈ [0,1/2]. It follows from (3.27)–(3.30) that
‖xˆ1/2 − x‖ ‖xˆ1/2 − xˆ‖ − ‖xˆ − x‖
∥∥xˆ − p(xˆ)∥∥/2 − r/4 3r/4 − J (p(xˆ))/2.
Hence
‖xˆ1/2 − x‖ + J
(
p(xˆ)
)
/2 3r/4. (3.31)
Let f be the function defined on [0,1] by f (t) := ‖xˆt − x‖ + tJ (p(xˆ)) for each t ∈ [0,1]. Then
f is continuous on [0,1]. Moreover, by (3.31), f (1/2)  3r/4 and, by (3.28), f (0)  η < r/4
760 C. Li, L.H. Peng / J. Math. Anal. Appl. 324 (2006) 751–761thanks to (3.27). Hence, there exists α ∈ (0,1/2] such that ‖xˆα − x‖ + αJ (p(xˆ)) = 3r/4. We
claim that xˆα /∈ Z0. In fact, otherwise,
J (xˆα) =
∥∥xˆα − p(xˆ)∥∥+ J (p(xˆ)).
Therefore,
J (xˆα) + ‖xˆ − xˆα‖ =
∥∥xˆα − p(xˆ)∥∥+ J (p(xˆ))+ ‖xˆ − xˆα‖
= ∥∥xˆ − p(xˆ)∥∥+ J (p(xˆ))
= ϕ(xˆ).
This means that xˆα ∈ PZ(xˆ), which contradicts (3.1) since 0 < α < 1, and the claim stands.
Since for each z ∈ B(xˆα, sr) \ Z0,
‖z − x‖ ‖z − xˆα‖ + ‖xˆα − x‖ sr + 3r/4 r,
we have
B(xˆα, sr) \ Z0 ⊆ B(x, r) \ Z0.
To complete the proof, we have to show that
B(xˆα, sr) \ Z0 ⊆
(
X \ Z0) \Hmk .
Since Hmk ⊆Hk and Hk ∩ (B(xˆα, γxˆ,α(1/k)) \ Z0) = ∅, it suffices to show that
B(xˆα, sr) \ Z0 ⊆ B
(
xˆα, γxˆ,α(1/k)
) \ Z0. (3.32)
From relations
‖xˆα − xˆ‖ ‖xˆα − x‖ − ‖x − xˆ‖ 3r/4 − αJ
(
p(xˆ)
)− η r/2 − αJ (p(xˆ)),
it follows that
αϕ(xˆ)/k = [‖xˆα − xˆ‖ + αJ (p(xˆ))]/k  r2k  sr. (3.33)
Since sr < 14k · 12m  1k , this implies that sr  γxˆ,α( 1k ) and so (3.32) holds. This completes the
proof. 
From the implications in (2.1), the following corollary is immediate.
Corollary 3.1. Let Z be a nonempty and closed subset of X. Suppose that X is uniformly convex.
Then the following assertions hold:
(i) The set X \ V(Z) is σ -porous in X.
(ii) The set (X \ Z0) \W(Z) is σ -porous in X \ Z0.
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