In this paper, a modified Gaussian Mixture Model algorithm based on dependable spatial constraints is proposed for image segmentation. In order to enhance the segmentation performance, the proposed algorithm utilizes the consistence between the pixel and its local window to discriminate uncorrupted pixels from corrupted pixels. Then, using these uncorrupted pixels, the dependable spatial constraints are applied to influence the labeling of the pixel. In this way, the spatial information with high reliability is incorporated into the segmentation process, as a result, the segmentation accuracy is guaranteed to a great extent. The extensive segmentation experiments on synthetic, real and medical images demonstrate the effectiveness of the proposed algorithm.
Ⅰ. Introduction
Image segmentation is the partition of image pixels into non-overlap clusters [1] . In recent years, many clustering algorithms such as hierarchical clustering, partition clustering, mixture densities-based clustering and search techniques-based clustering, have been applied to image segmentation problem and achieved the satisfying results [2] [3] [4] [5] . In this paper, we only focus on those clustering algorithms based on Gaussian Mixture Model (GMM).
GMM [6] is a popular clustering method because of its simple mathematical form and the closedform expressions for its parameters, but it produces an unacceptable segmentation on noise-corrupted image due to no consideration of spatial information. To overcome this drawback, a class of effective algorithms has been proposed by embedding Markov Random Field (MRF) spatial dependence into GMM. Zhang et al. [7] presented a Hidden MRF algorithm by encoding the spatial information through the mutual influences of neighboring pixels. Sanjay and Hebert [8] [9] developed Spatially Variant Finite Mixture Model (SVFMM) by using MRF as a prior distribution on the data to enforce spatial smoothness of the pixel labels and generate spatially continuous clusters. The shortcoming of SVFMM is that it fails to give a closed-form update solution. To overcome this problem, in the subsequentlyimproved SVFMM_QP [9] , the authors obtained a closed-form update solution by using the active-set method.
However, in the above mentioned algorithms [7] [8] [9] , there are many additional parameters need to be estimated in the MRF spatial dependence model, as a result, these algorithms are not only mathematically intractable but also time-consuming. To improve the segmentation efficiency, in our preview work [10] , an enhanced GMM (GMM_E) has been proposed by incorporating the local spatial information into the reconstruction of the pixel's gray-value. In this way, the spatial dependence is embedded into segmentation in an alternative way and more importantly, there is no additional parameters need to estimate. In conclusion, this approach is not only time-saving but also mathematically tractable. However, when the intensive noise appears in images, GMM_E is not robust enough to suppress the affect of noise. The underlying reason is that in GMM_E, all the neighbor pixels are utilized to influence the cluster label of the central pixel, once the noise level in images is high, some of the neighbor pixels will inevitably be stained by the noise heavily, as a result, the cluster label influenced by those stained pixels tends to be incorrect. So it is necessary to check the reliability of the neighbor pixels.
In order to overcome the shortcoming of GMM_E, in this paper, we propose a modified GMM clustering algorithm based on dependable neighbor pixels (called GMM_D). By considering both the spatial consistence and gray-value consistence, the consistence between the pixel and its local window is calculated. According to its intuitive meaning, those pixels with high consistence values are assumed as the uncorrupted pixels and the others are considered as the corrupted pixels. To suppress the influence of the noise, only the uncorrupted neighbor pixels are emplyed to regenerate the central pixel value, and then a grayscale-based GMM method is performed on the regenerated image. In this way, the dependable local information is incorporated into the segmentation process and thus the segmentation result tends to be precise and robust. Moreover, this algorithm has two additional advantages: (1) the influence extent of the neighbor pixels is automatically determined by the consistence values so that there is no need to adjust the weight of the neighbor term; (2) the segmenting time is only dependent on the number of the gray levels Q rather than the size N (>>Q) of the image, as a result, the segmentation process is efficient. Our extensive experiments on synthetic, real and medical images indicate that the proposed algorithm works better than GMM, SVFMM_QP, and GMM_E.
Ⅱ. Preliminaries

A. Gaussian Mixture Model
Given a set {x i , i=1, 2, …, N}, where x i is the grayvalue of the ith image pixel modeled as i.i.d and N is the total number of the image pixels. GMM assumes a mixture model consisting of c Gaussian density components with the parameters θ k ={u k , Σ k } in the kth component. In GMM, the probability density of x i is formulated by
where θ={θ 1 , θ 2 , …, θ c } is the parameters of all the components and π k is the mixing weight of the kth component, satisfying π k ≥0 and ∑ c k=1 π k =1. The kth Gaussian is denoted by
where u k and Σ k are the mean and the covariance matrix, respectively. The parameters {θ, π} can iteratively be estimated by maximizing the likelihood function using the Expectation-Maximization (EM) algorithm in terms of the following updates:
( ) ( 1) 1 To incorporate the spatial information into GMM, SVFMM as a typical variation of GMM was proposed by using the MRF model as a prior. Different from GMM, each pixel i in SVFMM is characterized by its probability vector
B. Spatially Variant Finite Mixture Model
T where π i k denotes the probability of the ith pixel belonging to the kth cluster. In SVFMM, the corresponding mixture model of x i is assumed as
where p(x i |θ k ) is a Gaussian distribution with parameters θ k ={u k , Σ k }. To take the spatial dependence into account, the prior distribution of π is given by the MRF model through a Gibbs density function [8] [9]    
where Z is a normalizing constant and β is regularization parameter. V Ni (π) is the clique potential function of the pixel label vectors π m within the neighborhood N i of the ith pixel  
Notice that the π ={π 1 , π 2 , …, π k } in GMM is shared by all pixels, whereas in SVFMM π i is different for each pixel i and depends on its neighboring pixels. In SVFMM, the EM algorithm is utilized to obtain the maximum a posteriori (MAP) estimation of the parameters. In the E-step, the conditional expectation values z i k of the hidden variables are computed as
In the M-step, the update equations of the parameters at the step t+1 can be obtained
Computing the mixing weights π i k for each pixel is mathematically relatively intractable [8] [9] . In [8] , SVFMM employs a variation of the gradient projection in the M-step to compute π i k .However, it fails to give a closed-form update solution. In the subsequently-improved SVFMM_QP [9] , the authors first obtained (11) as an intermediate result and then a final closed-form solution for π i k by using the activeset method to solve a linear constrained convex quadratic programming problem
is a monotonically increasing and nonnegative penalty function, ġ(u) is the derivative of g and u i,m is the distance between π i and π m . It has been proved that SVFMM_QP achieves more effective and correct segmentation at greater cost of time complexity compared to SVFMM.
For more information about GMM, SVFMM and SVFMM_QP, please refer to [6, [8] [9] and http://www.cs.uoi.gr/~kblekas/sw/MAPsegmentation.html.
Ⅲ. Proposed algorithm
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In this section, a modified GMM clustering algorithm for image segmentation named GMM_D is proposed by incorporating the dependable spatial information into the segmentation process. GMM_D involves three steps:
(1) Compute the consistence between the pixel and its local window by considering both spatial and grayvalue information;
(2) Use the consistence values to discriminate uncorrupted (dependable) pixels from corrupted (undependable) pixels; (3) Employ the dependable neighbor pixels to regenerate the central pixel grayvalue; (4) Perform a grayscale-based GMM method on the regenerated image.
A. Consistence computation
To evaluate the consistence between the pixel and its local window, two aspects should be considered: (1) the spatial distance between the pixel and its local window's center; (2) the grayvalue consistence between the pixel and its local window. So we define the consistence measure C ij as a product of the spatial consistence C s_ij and the grayvalue consistence C g_ij in terms of
where the central pixel of the local window i with location coordinate (p i , q i ) and pixel j is a neighboring pixel in the local window i. Here the local region is defined as a square window with size 3×3.
To evaluate the spatial consistence between the local window i and the neighboring pixel j, C s_ij is computed as follows
where λ s is a scale of the spread of C s_ij , and set to 3 for all the locations and experiments. Notice that we here assume one pixel consists of a square with a unit length.
To measure the grayvalue consistence, C g_ij is defined as follows:
where median i is the meidan gray value of the local window i. It is worth pointing out that median i will unlikely be stained by noise, so C g_ij avoids the influence of noise to great extent, as a result, its value can really reflect the relationship between the pixel j and its local window i. σ g_i in (10) is defined by
where N i is the set of neighbors falling in the window i, N R is the cardinality of N i and λ g denotes a global scale of the spread of C g_ij . σ g_i in (10) approximately evaluates the local variance of the window i.
B. Discovery of Dependable Pixels
Since images always include considerable uncertainty and unknown noise caused by operator performance, equipment and the environment, some neighbor pixels are likely corrupted by noise. To obtain as accurate segmentation as possible, we expect to discriminate the dependable neighbor pixels from undependable neighbor pixels in terms of the consistence C ij .
For each local window i, assume that there are N R neighbor pixels. Their gray values are represented by a vector y i =[y i1 y i2 … y ij … y iNR ] and their consistences with the window i are represented by a vector
. From the viewpoint of homogeneity, the neighbor pixels with high consistence values can be considered as the dependable neighbor pixels; the other neighbor pixels with low consistence values can be viewed as undependable neighbor pixels. So we expect to find out the dependable neighbor pixels by analyzing the distribution of C i .
First of all, the elements of C i are sorted in the descending order and then denoted by 
where b ij is the difference between the jth and (j+1)th largest consistence value. Finally, we find the largest value of b ij and record its subscript
According to the previous definition of 'dependable neighbor pixel', {y i1 ' y i2 ' … y ip '} are dependable neighbor pixels and {y ip+1 ' … y iNR '} are undependable neighbor pixels. After the above process, those dependable neighbor pixels have been found from the N R neighbors. Such neighbor pixels having the high consistence values with local window are unlikely stained by the noise.
C. Regeneration of Pixel Grayvalue
To avoid the influence of noise, we regenerate the gray value of central pixel in local window i using these obtained dependable neighbor pixels
where ξ i denotes the recomputed gray value of the local window i and D i represents the set of dependable neighbor pixel of the window i. Since C ij can be considered as the weight of the jth pixel, ξ i can be considered as the linearly-weighted summed value of the dependable neighbor pixels. So the labeling of the recomputed gray-value ξ i is equivalent to the labeling of the original pixel y i under the dependable spatial constraints. Since the value of ξ i is restricted to [0, 255] by the denominator, then we adopt the fast segmentation algorithm called grayscale-based GMM to obtain the final segmentation result.
D. Segmentation using Grayscale-based GMM
To develop the grayscale-based GMM, a Gaussian mixture model for all the pixels with grayscale q ∈{0, 1, …, Q} is defined as
where θ={θ 1 , θ 2 , …, θ c } are the mixture parameters and π ={π 1 , π 2 , …, π k } are mixing weights. Next, we resort to an EM technique to obtain Maximum likelihood (ML) estimation of the mixture parameters {θ, π}. In the E step, the posteriori probabilities ω q k of the pixels with grayscale q to belong to the kth class are computed using the Bayes rule
and now with the standard definition of GMM, the EM objective function G for the grayscale-based GMM can be rewritten as
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where N q represent the number of the pixels with grayscale q satisfying that∑ Q q=0 Nq=N. Thus the closed-form of the updating equations for the M-step at the iterative step t+1 is resulted from maximizing this Q:
Compared to (4-6) in GMM, the equations (24-26) in grayscale-based GMM is just linear in the number of the grayscales rather than the number of pixels. Therefore, its time complexity of segmentation will be reduced from O(NcI 1 ) to O(QcI 2 ), where N is far larger than Q, I 1 and I 2 (<I 1 , generally) are the numbers of iterations respectively in the GMM and its grayscale-based version. Theoretically speaking, the grayscale-based GMM is more efficient than pixel-based GMM.
E. Summary of the Proposed Algorithm
Our proposed algorithm can be described as below:
Input: N image pixels {x i } Output: Cluster centers {v j } and cluster membership U 1. Set the number c of the cluster prototypes change from 2 to c max (predefined or set by some validity criterion or a priori knowledge) and initialize randomly those prototypes and set ε>0 to a very small value.
2.
Construct the consistence C ij of the pixels and their located patch for the local windows over the image using (14) . 3. Find the dependable neighbor pixels for each local window. 4. Re-compute the gray value of the central pixel using the dependable neighbor pixels according to (20) .
5.
Compute the ω q k for the pixels with the gray-value q using (22).
Update the mixture model parameters and mixing weights according to (24-26).
7. Repeat step 5 and step 6 until the log-likelihood does not change significantly.
In conclusion, this algorithm has three advantages: (1) Only the dependable spatial information is incorporated into the segmentation process so that the influence of noise is suppressed to a great extent; (2) The consistence values determine the intensity of the spatial constraints automatically, and thus there are no additional parameters need to be estimated; (3) The fast segmentation algorithm (i.e., grayscale-based GMM) is adopted to segment the regenerated gray-values so that the segmentation process is quite efficient.
Ⅳ. Experiments and results
In this section, the comparisons among four algorithms GMM, SVFMM_QP, GMM_E, and GMM_D are made on the synthetic images, real images and medical images. In all the following experiments, the parameters ε=0.00001.
To test the robustness of the algorithms, we use the different types of noise, such as the Gaussian noise, the Salt and Pepper noise, and the mixed noise. Here the mixed noise is not simply pure Gaussian or impulsive noise but mixture of both whose distribution obeys P η =(1-η)G+ηS where G denotes the Gaussian with zero mean and variance of σ 2 G and S the SαS (Symmetric α-Stable) with location θ and dispersion γ s and thus the characteristic function φ(t) [11] [12] of P η can be formulated as
where the parameter α controls how impulsive the distribution is. The η used in the following experiment is set to 2/ (2+π) [11] [12] .
A. Synthetic Image   Fig 1(a) is a synthetic image (200×200 pixels) consisting of three classes. The intensity values of the three classes are 0, 100 and 255, respectively. The different levels of the mixed noise are applied on Fig. 1(a) to test the robustness of all algorithms, and the corresponding corrupted images are given in Figs. 1(b-d) . The mixed noise used in Figs. 1(b-d) is the mixture of Gaussian white noise N (0,180) and unit dispersion, zero centered SαS noise. The parameters α of SαS in Figs. 1(b-d) Figs. 2(a-c) show the segmentation results of GMM, SVFMM_QP, and GMM_E on the slightly contaminated image Fig. 1(b) . The segmentation result using our proposed algorithm is shown in Fig. 2(d) . It is observed from Fig.2 that GMM, SVFMM_QP, and GMM_E are respectively affected by the noise to different extents which indicates that these algorithms lack enough robustness to the mixed noise. Visually, GMM_E removes most of the noise and thus achieves relatively satisfactory result. To examine the noise tolerance ability of all algorithms, the noise level is gradually increased by adjusting the value of the parameter α in SαS. The segmentation results on the moderately corrupted image are given in Fig. 3 and the results on the heavily corrupted image are shown in Fig. 4 . From these results, we can see that GMM_D restricts the noise more effectively than other three algorithms and thus achieves the enhanced visual segmenting results. To validate such visual observation, more detailed quantified comparisons according to segmentation accuracy (SA) [13] [14] are given below. We employ the segmentation accuracy index (called SA) [13] [14] in our experiment to evaluate the segmentation performance quantitatively. SA index is defined as the sum of the total number of pixels divided by the sum of number of correctly classified pixels. For the image Figs.1 (b-d) which are respectively corrupted by light, moderate and heavy noise, the corresponding SA indexes obtained by all the four algorithms are given in TABLE I. From this result, it is obviously observed that (1) for each algorithm, the segmentation accuracy is decreased as the mixed noise level increases; (2) the segmentation accuracies 99.95%, 96.90% and 93.07% obtained by GMM_D are better than those obtained by the other three algorithms on Figs.1 (b-d) , respectively. Therefore, we can basically conclude that GMM_D has stronger immunity to noise than the other three algorithms. 
B. Real images
To examine the algorithms' robustness to the types of noises, in this section we add Gaussian noise and the Salt and Pepper noise on a real test image (308×242 pixels) [15] , respectively. From Fig. 6 , we can visually observe that GMM_E and GMM_D can remove most of the Gaussian noise, which can attribute to the re-computation of the gray values by summing the values of the neighbor pixels using linear weight method (see the formula (20)) and such a fact that the linear weight method is good at filtering added Gaussian noise. In contrast, GMM and SVFMM_QP are heavily influenced by Gaussian noise due to the no or slight consideration of spatial information. Furthermore, we can find that GMM_D resists the influence of noise more effectively than GMM_E, which are marked by red ellipses in Fig. 6 . The underlying reason is that GMM_D utilizes only the dependable neighbor pixels to re-compute the gray values, while GMM_E adopts all the neighbor pixels, as a result, the reliability of segmentation result obtained by GMM_E is superior to that of GMM_D.
To validate our observation, we record the corresponding segmentation accuracies in TABLE II. From this table, it is obviously observed that (1) the SAs of GMM and SVFMM_QP are much lower than those of GMM_E and GMM_D, indicating that these two algorithms lack enough robustness to the Gaussian noise; (2) the SA of GMM_D is slightly higher than that of GMM_E, implying that GMM_D works better than GMM_E in the presence of Gaussian noise. TABLE II . Due to the no consideration of local spatial information, GMM yields the relatively bad segmentation accuracy 86.53%. SVFMM_QP and GMM_E achieve the segmentation accuracies of 87.65% and 87.15%, respectively, indicating that the noise resistance ability of these two algorithms are very similar. Compared to SVFMM_QP and GMM_E, GMM_D discriminates the uncorrupted pixels from the corrupted pixels and utilizes only the uncorrupted neighbor pixels to regenerate the pixel value, so it can suppress the influence of the noise more effectively than SVFMM_QP and GMM_E. 
B. Medical images
To further examine the algorithms' robustness, we apply the four algorithms on the two real medical images. Fig. 8(a) is a medical MR brain slice (256×256 pixels) [16, 17] and Fig. 8(b) is the same one contaminated by the mixture noise of Gaussian white noise N (0,120) and unit dispersion, zero SαS (α=0.3) noise. Figs. 8(c-f) are the segmentation results obtained by the four algorithms. From these results, we can see that GMM, SVFMM_QP and GMM_D are respectively affected by the noise to different extents which indicates that these algorithms are not robustness enough to the mixed noise, while GMM_D removes most of the noise visually. Furthermore, the SA indexes in TABLE III also show that the performance of GMM_D is superior to the other three algorithms. The good performance of our algorithm can attribute to the employment of only the dependable neighbor pixels rather than all the neighbor pixels affecting the labeling of the central pixel, and thus increasing the anti-noise ability of our algorithm. Fig. 9(a) shows a real brain MR image (256×256 pixels) [18] [19] [20] and its corrupted image with the mixture noise of Gaussian white noise N (0,180) and unit dispersion, zero SαS (α=0.5) noise is given in Fig. 9(b) . It is observed from Figs. 9(c-f) that compared to the other three algorithms, GMM_D is visually more insensitive to the noise and produces more robust and accurate segmentation. On the other hand, the SA indexes obtained in TABLE III also demonstrate that GMM_D works better than the other three algorithms. 
Ⅴ. Conclusion
In this paper, a modified Gaussian Mixture Model clustering algorithm based on dependable neighbor pixels (named GMM_D) is proposed for image segmentation. In this algorithm, the consistence relationship between the pixel and its local window is employed to discriminate uncorrupted neighbor pixels from its corrupted neighbor pixels so that its labeling is influenced just by its uncorrupted neighbor pixels. Due to the adoption of the dependable spatial information, the proposed algorithm can effectively resist the different noise appeared in the images. Different from the current effective image segmentation algorithm, our algorithm utilize the consistence values to automatically determine the influence extent of the neighbor pixels, rather than manually adjusting the weight of the neighbor term. On the other hand, our algorithm produces fast segmentation for given image, which attributes to its dependence only on the number of the gray levels Q rather than the size N (>>Q, generally) of the image. The comparative experiments are carried out on the synthetic images, real images and medical images. It can be concluded from the results that (1) no matter what types of the image is, our algorithm can yield more robust and precise segmentation; (2) no matter what types of the noise the image contains, our algorithm can get better segmentation accuracy than the current existing algorithms.
Our ongoing and further works include clustering validity in our algorithm, adaptive determination for the clustering number and other applications, e.g., gain field estimation.
