Abstract -In this paper, parameter -uniform numerical methods for singularly perturbed ordinary differential equations containing two small parameters are studied. Parameter-explicit theoretical bounds on the derivatives of the solutions are derived. A numerical algorithm based on an upwind finite difference operator and an appropriate piecewise uniform mesh is constructed. Parameter-uniform error bounds for the numerical approximations are established. Numerical results are given to illustrate the parameter-uniform convergence of numerical approximations.
Introduction
Consider the following two-parameter singularly perturbed boundary value problem Lu = εu (x) + µa(x)u (x) − b(x)u(x) = f (x), x ∈ Ω = (0, 1) (1.1) u(0), u(1) given, where a, b, f ∈ C 4 (Ω), 0 < ε 1, 0 µ 1, 0 < α a(x) and 0 < β b(x). When the parameter µ = 1, the problem is the well-studied one-dimensional convection-diffusion problem [3, 6] . In this case, a boundary layer of width O(ε) appears in the neighborhood of the point x = 0. When the parameter µ = 0, the problem is called reaction-diffusion and boundary layers of width O( √ ε) appear at both x = 0 and x = 1. In this paper, both cases are dealt with and transition from convection-diffusion to reaction-diffusion is examined. The asymptotic structure of the solutions to (1.1) was examined by O'Malley [4, 5] , where the ratio of µ to √ ε was identified as significant. In this paper, a numerical method is constructed and analyzed for this problem. The convergence of numerical approximations to an exact solution is shown to be independent of the small parameters. We call such methods parameter-uniform numerical methods. The parameter-uniform methods for a two-parameter singularly perturbed problem of form (1.1) were constructed in [10] on the basis of special fitted finite difference operators (similar to Il'in's [2] ) on uniform meshes. In [8] multi-parameter singularly perturbed parabolic reaction-diffusion equations on a strip and on a rectangle were examined. It is shown that no finite difference scheme from the natural class of fitted operator methods on a uniform mesh exists, whose numerical solutions would converge uniformly with respect to the parameters. Using a condensing mesh technique, parameter-uniform finite difference schemes are constructed for this problem. In [9] , it is shown that no parameter-uniform numerical method exists on a uniform rectangular mesh for a multi-parameter singularly perturbed parabolic convection-diffusion equation, whose solution contains a parabolic layer.
In this paper the analysis is based on the principles laid down in [7] and in the books [1, 3] for a single parameter singularly perturbed problem. The argument consists of establishing a maximum principle, decomposition of the solution into regular and layer components, and deriving sharp parameter-explicit bounds on these components and their derivatives. The discrete solution is decomposed into analagous components and the numerical error between the discrete and continuous components is analyzed using discrete maximum principle, truncation error analysis, and appropriate barrier functions. The analysis for the two-parameter problem naturally splits into two cases: µ C √ ε and µ C √ ε. For the first case, the analysis follows closely the single parameter reaction-diffusion case. However, the second case is more intricate. We should also note the following notation:
and if the norm is not subscripted, we can assume ||.|| = ||.||Ω. Throughout this paper C (sometimes subscripted) will denote a generic constant independent of the parameters ε and µ and N (the dimension of the discrete problem).
Bounds on the solution u and its derivatives
In this section we will establish a priori bounds on the solution of (1.1) and its derivatives. These bounds will be used in the error analysis in subsequence sections. We start by stating a continuous minimum principle for the differential operator in (1.1), the proof is standard.
Minimum Principle
If w ∈ C 2 [0, 1] such that Lw | Ω 0 and w | ∂Ω 0, then w |Ω 0.
Lemma 2.1. The solution u of differential equation (1.1) satisfies the following bound:
Proof. Let us consider the following barrier functions:
Clearly the functions ψ ± are nonnegative at x = 0 and x = 1. Also since
we can apply the minimum principle stated above to show that ψ ± (x) 0 for all x ∈Ω. The required result now follows.
Lemma 2.2. The derivatives u (k) of the solution u of (1.1) satisfy the following bounds:
where C depends only on ||a||, ||a ||, ||b||, and ||b ||.
Proof. Given any x ∈ (0, 1), we can construct the neighborhood N x = (p, p + r) (where r is some combination of ε and µ yet to be determined) such that x ∈ N x and N x ⊂ (0, 1). The mean value theorem implies that there exists y ∈ N x such that
From (2.1), it follows that |u (y)| 2 ||u|| r .
We have
and therefore from the original differential equation (1.1) and using integration by parts we obtain
Using the fact that x − y r, we have (after some calculations) the following bound:
If we choose r = √ ε, then the right-hand side of the above expression is minimized with respect to r, and we obtain the required result for k = 1. Using the differential equation (1.1) for u, we can obtain the required bounds for k = 2 and on differentiating (1.1) the result for k = 3 follows.
Decomposition of the solution
In order to obtain parameter-uniform error estimates we will decompose the solution of (1.1) into regular and singular components. Firstly we want to show that there exists a function v (regular component) where the boundary conditions can be chosen such that Lv = f on (0, 1) and ||v (i) || C for i = 0, 1, 2.
We need to split the analysis into two cases depending on the ratio of µ to √ ε. Starting with µ C 1 √ ε, we consider the following differential equation:
We can decompose v as follows:
where
We know that ||v
and since µ C 1 √ ε, we also have
Hence, if we have f, b ∈ C 4 and a ∈ C 2 , we can use Lemma 2.2 in order to obtain
and therefore we conclude that
In the second case µ C 2 √ ε, where C 2 < C 1 and C }, we consider the differential equation
where the differential operator L coincides with L on the interval (0, 1), andâ,b, andf are extensions of the functions a, b, and f to the interval (0, d) (they have the same properties as a, b, and f and also coincide with the functions on the interval (0, 1)). We extend the functions in such a way that the critical points of the functions remain unchanged, i.e., b β > 0,â α > 0, ||â|| = ||a||, ||b|| = ||b||, and minΩ{b/â} = min Ω {b/a}. Let us now decomposev as follows:
6b)
We note thatv(0) =v 0 (0) + εv 1 (0). Using Lemma A-2 from the Appendix, we conclude thatv is bounded above away from x = d and imposing the condition that d > 1, we know ∃v ∈ C 3 (0, 1) such that Lv = f and ||v (i) || C on (0, 1) for i = 0, 1, 2. In this case we define the regular component v as the solution to the following problem:
In both cases we now have the following decomposition of the solution u:
The boundary conditions of v are chosen (as above) so that it satisfies the bounds
and therefore we call v the regular component of the solution. The singular components w L and w R satisfy the bounds in Lemma 2.2. However, we also can obtain the following sharper bounds on the exponential character of the two components.
Lemma 3.1. When the solution of (1.1) is decomposed as in (3.7a), the singular components w L and w R satisfy the following bounds:
where θ 1 = µα + µ 2 α 2 + 4εβ 2ε and Proof. Consider the following barrier functions:
where θ 1 is as stated. We find that for C large enough the functions are both nonnegative at x = 0 and x = 1 and after a simple calculation we also find that Lψ ± (x) 0. We therefore can apply the minimum principle in order to obtain
The proof in the case of w R is similar.
Remark 3.1. The following properties of θ 1 and θ 2 can easily be established:
They will be required in order to analyze the error in the numerical approximations to the solution.
Discrete problem
Consider the following upwind finite difference scheme:
The piecewise-uniform mesh, Ω N , on which we apply the above finite difference operator consists of two transition points
More specifically
where H = 1 − σ 1 − σ 2 . We now state a discrete comparison principle for (4.1), whose proof is standard.
Discrete Minimum Principle
If W is any mesh function and
We have the following discrete decomposition:
where the components are the solutions of the following
We can prove the following bounds on the discrete counterparts of the singular components w L and w R .
Theorem 4.1. We have the following bounds on W L and W R :
where W L and W R are the solutions of (4.3c) and (4.3d), respectively, and
The parameters θ L and θ R are defined to be the positive roots of the following equations:
, and using
Rewriting the right-hand side of this equation, we have
Now, using the discrete minimum principle, we obtain the required result. The same idea is applied to W R , we consider
we obtain
Rewriting the right-hand side of this inequality, we have
Error analysis
We now wish to analyze the bounds on the error between the discrete solution and the continuous solution.
Lemma 5.1. At each mesh point x i ∈Ω N the regular component of the error satisfies the following estimate:
where v is the solution of (3.7b) and V is the solution of (4.3b).
Proof. Using the usual truncation error argument and (3.8), we have
where H is the maximum step size. If we choose ψ ± (x i ) = C 1 N −1 ± (V − v)(x i ) as our barrier functions, we know that these functions are both nonnegative at x = 0 and x = 1. We also find that L N ψ ± 0 for C 1 large enough and therefore we can apply the discrete minimum principle in order to obtain the required result. 
where w L is the solution of (3.7c) and W L is the solution of (4.3c).
Proof. We can use a classical argument in order to obtain the following truncation error bounds:
Since w L satisfies a similar equation for u, we can use Lemma 2.2 to obtain
Simplifying the right-hand side of this expression, we have , we can show that in this case θ 1 8 ln N and therefore using (3.10a), our bound for the truncation error now becomes
as our barrier functions, we find that we can apply the discrete minimum principle in order to obtain
2)
The next case to consider is σ 1 < . In this case the mesh is piecewise uniform. We firstly analyze the error in the coarse mesh region [σ 1 , 1) and then we proceed to analyze the fine mesh on (0, σ 1 ). With the coarse mesh region, instead of using the usual truncation error argument, we will use (3.9) and (4.4a) to obtain the required error bounds. From (4.4a) we have
Using the standard inequality ln(1 + t) > t(1 − Looking at the continuous solution in this region, we have
Combining these two results, we now obtain the following error bounds:
We now consider the fine mesh region. The bound (5.1) on the truncation error still holds and since we are in the fine mesh region with σ 1 < 1 4 we know that h i+1 = h i = 8 θ 1 N −1 ln N . We can therefore use (3.10a) in order to obtain
as our barrier functions, we find that both functions are nonnegative at x 0 and x N 4 . C 3 and C 4 can be chosen so that L N ψ ± 0 and therefore, applying the discrete minimum principle, we obtain
Therefore, using σ 1 = 2 θ 1 ln N and 
where w R is the solution of (3.7d) and W R is the solution of (4.3d).
Proof. We start with the case µ C √ ε. We again use a classical argument and Lemma 2.2 in order to obtain the following:
However, in the case µ C √ ε, this simplifies to
and µ C √ ε, we can use (3.10b) to show that
We now obtain the following bounds on the truncation error: we have to analyze the error in the fine and coarse mesh regions separately. As with w L , we will start by examining the coarse mesh region (0, 1 − σ 2 ].
Using (4.4b), we have
. In this case we can prove that θ R h R 4N −1 ln N so as with W L we obtain (after some calculations) |W R (x 3N 4 )| CN −1 . Therefore, on the interval (0, 1 − σ 2 ] we have
Using the fact that on the interval (0, 1
ln N , we have
we now obtain the following bounds on the error:
We should note that this result in the coarse mesh region still holds when µ C √ ε and σ 2 < 1/4. We now continue with the fine mesh region (1 − σ 2 , 1). The bounds on the truncation error in (5.5) still hold and, given that we are in the fine mesh region, we have
As before, choosing ψ ± (x i ) = CN −1 ln N ± (W R − w R ) (x i ) as our barrier functions, we obtain the following error bounds:
In the case of µ C √ ε, we need to look at w R differently. We can decompose w R as follows:
and w L (x) is defined as in (3.7c). Using this decomposition, we have
where W R , Y , and W L are the discrete counterparts of w R , y, and w L , respectively. We see that y satisfies a similar equation forv in (3.4), therefore appropriately choosing y(0) and setting d = 1, we can use (A-8) in order to obtain the following bounds for y:
where γ * is defined as in the Appendix. More simply
2 at each mesh point x i ∈ Ω N , so we therefore only need to consider how the error in y is generated. In the case of σ 2 = 1 4 we know that θ 2 8 ln N and, using (3.10b), we can therefore show that 1 µ C ln N . Using the usual truncation error argument (noting that εy = (by) − µ(ay ) ) and a suitable barrier function, we find that
Combining this with the bound obtained on the left singular component of the error, we have
In the case of σ 2 < 1 4
, the bound in the coarse mesh region (0, 1 − σ 2 ], obtained in the case of µ C √ ε, still holds. In the fine mesh region (1 − σ 2 , 1) we use (5.10) again in order to obtain
In this case we know that h i+1 = h i = 8 θ 2 N −1 ln N and, using (3.10b), we can prove that
Therefore, using a suitable barrier function, we obtain
Hence, we now have the following bound on the error:
Combining all the error bounds for w R in the different cases gives the required result.
Lemma 5.4. Let u be the solution of the differential equation (1.1) and U be the solution of (4.1). Then at each mesh point x i ∈Ω N we have
Proof. This result immediately follows from Lemmas 5.1, 5.2, and 5.3.
Numerical results
The scheme (the upwind finite difference operator (4.1) applied on the mesh (4.
2)) has been tested with the following constant coefficient problem: Note that in Fig. 1b , the layer on the left is obvious while the layer on the right is notably weaker. However, in Fig. 2b we see that as µ is reduced, the layer on the right does in fact become more pronounced.
We define the exact maximum pointwise error by
Note that our computations are restricted to a finite range of parameter values. We compute the approximate maximum pointwise ε-uniform errors using
and we compute the approximate maximum pointwise (ε,µ)-uniform errors by
where ρ is chosen in order to achieve asymptotic stability of E N µ,exact with respect to ε. That is, we stop reducing the value of ε, when there is no significant change in the computed values of E N µ,exact . As µ decreases, we observe that progressively smaller values of ε (larger values of ρ) were used in order to reach this stability (e.g., when µ = 2 −32 , we computed using the values of ε as small as 2 −80 ). Similarly we compute the approximate order of convergence, using
We define the approximate ε-uniform order of convergence by
, and finally we define the approximate (ε,µ)-uniform order of convergence by √ ε, the orders are approaching the first order, however, in the region where µ < √ ε we observe the appearance of the second-order rates. The results in Table   1 are in agreement with the theoretical parameter-uniform error bound of O(N −1 (ln N ) 2 . The results in Table 2 illustrate the relationship between the order of convergence and the value of the parameter ε. Table 3 contains the values of E N µ,exact and E N exact for various values of µ and N . An interesting effect to note is how quickly the error is stabilized with respect to µ. Finally, Table 4 contains the values of p N µ,exact and p N exact for various values of µ and N . We can see that this table validates the theory given in Lemma 5.4. Note that in this lemma, theoretical error bounds of N −1 (ln N ) 2 were obtained, however, the numerical orders suggest a rate of N −1 ln N . It is expected that more sophisticated barrier function techniques could be used to achieve this result.
The results presented in all these tables indicate that, for small values of N , qualitative parameter-uniform properties are preserved and, for large values of N , the trend is towards the theoretical asymptotic order of convergence of just less than one. 3.38e-001 1.59e-001 5.96e-002 1.95e-002 Consider the following functions:
Clearly, the functions Φ ± (x) are nonnegative at x = d for C 1 large enough. We also have
Since k > γ, we can choose C 1 such that L 1 Φ ± 0 and therefore we can apply (A-2) in order to obtain
To derive the required bounds on the derivative of y, we decompose the solution as follows:
Starting with (A-5), we can use Φ ± (x) = Ce Again, since k > γ, we find that the above expression is always negative and we therefore can apply (A-2) in order to obtain the following bound on s:
|s(x)| Ce The bounds on the derivative of z can be derived using (A-6) and the above result. We obtain |µz (x)| C 1 + 1 µ p+1 e where C depends only on ||a||,||a ||, ||b||, and ||b ||.
Proof. Note thatv =v 0 + εv 1 + ε 2v 2 . We first considerv 0 which is the solution of (3.6a). , and we also know |g Continuing in this way (differentiating (3.6a) and applying lemma A-1 to differential equations involving derivatives ofv 0 for the appropriate value of p), we obtain |v Next, we considerv 1 which is the solution of (3.6b). Letting g 2 (x) = −v
, we find that Finally, we use the bounds forv 0 ,v 1 andv 2 and their derivatives to obtain the required result.
