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Abstrakt
V dnesˇnı´ dobeˇ existuje cela´ rˇada kompresnı´ch algoritmu˚, neˇktere´ se vı´ce zameˇrˇujı´ na
efektivitu z hlediska cˇasu stra´vene´ho kompresı´, jine´ uprˇednostnˇujı´ schopnost dosa´hnout
co nejlepsˇı´ho kompresnı´ho pomeˇru. Mezi algoritmy jsou znacˇne´ rozdı´ly v principu, na
jake´m pracujı´. V te´to pra´ci se zaby´va´m mozˇnostmi vyuzˇitı´ kontextove´ mapy prˇi prova´deˇnı´
komprese.
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Abstract
Nowadays many compression algorithms exist, some of them focus on effectivity from the
point of time spend with compression, others prefer ability to reach the best compression
ratio. Among algorithms there are big differences in the principle they work on. In my
bachelors work I deal with possibilites of using context map at performing compression.
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41 U´vod
V ra´mci te´to bakala´rˇske´ pra´ce se zaby´va´m na´vrhem jednoho, konkre´tnı´ho typu kompres-
nı´ho algoritmu zalozˇene´ho na kontextovy´ch mapa´ch. Cı´lem te´to pra´ce bude popsat na´vrh
algoritmu, jeho principu, dı´lcˇı´ch cˇa´stı´ subalgoritmu˚ a zhodnotit jejich vy´sledek. Do psanı´
te´to pra´ce jsem vstupoval s na´padem, zda je mozˇne´ zalozˇit kompresi dat na neˇjake´ formeˇ
jejich popisu pomocı´ metadat.
U zrodu te´to pra´ce sta´la prˇekvapiveˇ jina´ mysˇlenka, nezˇ tvorba kompresnı´ho algoritmu,
byla to touha dopsat si plugin do sve´ho oblı´bene´ho IM komunika´toru, ktery´ by mı´sto
mne komunikoval s prˇa´teli, zda zrovna pu˚jdu ven, nebo ne. Plugin meˇl fungovat tak,
zˇe si projde vesˇkerou komunikaci, kterou jsem v minulosti meˇl a vytvorˇı´ si vazby mezi
jednotlivy´mi cˇa´stmi textu. Ja´ bych mu pote´ jenom nastavil svu˚j status, jestli chci jı´t ven,
nebo ne, a program by podle neˇj ”vyhandlil”zda neˇkam pu˚jdu a dal mi veˇdeˇt vy´sledek.
Kdyzˇ jsem zacˇal psa´t tento plugin, zacˇaly mne napadat dalsˇı´ mozˇnosti vyuzˇitı´ takove´to
kontextove´ mapy. To byla chvı´le, kdy mne take´ napadla mysˇlenka, zda by bylo mozˇne´ na
za´kladeˇ tohoto kontextu vytvorˇit neˇjakou smysluplnou mnozˇinu metadat, ktera´ by byla
schopna jednotlive´ veˇty jednoznacˇneˇ popsat, zmensˇit a posle´ze zase vra´tit do pu˚vodnı´ho
tvaru. Zapocˇal jsem obdobı´ experimentova´nı´, a kdyzˇ jsem uvideˇl, zˇe zde potencia´l je, roz-
hodl jsem se, zˇe by sta´lo za to tento algoritmus analyzovat du˚kladneˇji v ra´mci bakala´rˇske´
pra´ce.
Postupneˇ v te´to pra´ci budu popisovat Shannonovu Teorii Informacı´ v kapitole 2, da´le
se zameˇrˇı´m na za´kladnı´ typy kompresnı´ch algoritmu˚ a specia´lnı´ pozornost budu veˇnovat
v kapitole 3.2.4 na kontextu zalozˇeny´m metoda´m typu PPM, ze zna´my´ch algoritmu˚ je
PPM nejblı´zˇe me´mu pojetı´.
Dalsˇı´ cˇa´sti budou obsahovat prˇedevsˇı´m konkre´tnı´ na´vrh algoritmu, analyzova´nı´ kon-
textove´ mapy, jaky´ch vlastnostı´ kontextova´ mapa naby´va´, jak se vyvı´jı´ jejı´ velikost, jak
ovlivnı´ vy´slednou kompresi, abych nakonec vsˇe shrnul a porovnal se soucˇasny´mi kom-
presnı´mi algoritmy.
V sekci A prˇı´lohy pra´ce se veˇnuji za´pisu kontextove´ mapy pomocı´ matic s vyuzˇitı´m
”bra-ket”za´pisu, sekce B potom obsahuje zkra´cenou verzi na´vrhu kontextove´ho kom-
presnı´ho algoritmu pro kompresi zalozˇene´ na mensˇı´ jednotce, nezˇ slovo beˇzˇne´ho lidske´ho
jazyka, na jednom znaku. V sekci C ma´m doplneˇny dalsˇı´ grafy a vy´sledky nad odlisˇnou
mnozˇinou testovacı´ch dat.
52 Teorie informacı´
Pro mou pra´ci je Teorie informacı´ klı´cˇovou teoriı´, proto se jı´ budu veˇnovat hned v u´vodu
pra´ce a pozdeˇji se k jejı´m du˚sledku˚m budu vracet a vyuzˇı´vat je v neˇktery´ch oblastech
na´vrhu kontextove´ho kompresnı´ho algoritmu. Tvu˚rcem teorie informacı´ je americky´ ma-
tematik Claude Elwood Shannon[1]. Pojd’me se nynı´ zameˇrˇit na nejdu˚lezˇiteˇjsˇı´ body te´to
teorie.
2.1 Entropie
Entropie je pojem prˇejaty´ ze statisticke´ fyziky, slouzˇı´cı´ k popisu mnozˇstvı´ informace
obsazˇene´ v jednotlivy´ch zpra´va´ch a k vyja´drˇenı´ pravdeˇpodobnosti teˇchto zpra´v.
Definice 2.1 Zpra´va je datovy´ objekt urcˇeny´ ke kompresi
Matematicky se entropie zapisuje na´sledujı´cı´ rovnicı´:
H(S) =
∑
s∈S
p(s)log2
1
p(s)
(1)
• H(S) je entropie zpra´v
• p(s) je pravdeˇpodobnost jedne´ urcˇite´ zpra´vy s
Entropie je va´zˇeny´ pru˚meˇr informacı´ obsazˇeny´ch v kazˇde´ zpra´veˇ, a tudı´zˇ pru˚meˇrny´ pocˇet
bitu˚ informace v mnozˇineˇ zpra´v.
Pozna´mka 2.1 Zarˇı´zenı´ se dveˇma stabilnı´mi stavy, jako je trˇeba flip-flop obvod, mu˚zˇe
uchovat jeden bit informace. N takovy´ch zarˇı´zenı´ tak uchova´ 2N stavu˚ a za´rovenˇ platı´, zˇe
log22
n = n.
2.2 Vlastnı´ informace
Uvazˇujme jednotlive´ zpra´vy s ∈ S. Shannon definoval za´pis vlastnı´ informace nesene´
zpra´vou jako:
i(s) = log2
1
p(s)
(2)
Takto definovana´ vlastnı´ informace reprezentuje pocˇet bitu˚ informace obsazˇene´ ve
zpra´veˇ a za´rovenˇ pocˇet bitu˚, ktery´ bychom meˇli pouzˇı´t, chceme li zpra´vu odeslat. Rovnice
rˇı´ka´, zˇe zpra´vy s vysˇsˇı´ pravdeˇpodobnostı´ budou obsahovat me´neˇ informacı´.
62.3 Podmı´neˇna´ entropie
Prˇi utva´rˇenı´ te´to pra´ce jsem dosˇel k za´veˇru, zˇe pravdeˇpodobnost jednotlivy´ch zpra´v
je zalozˇena na kontextu, ve ktere´m se dana´ zpra´va vyskytuje. Kontext obecneˇ snizˇuje
entropii syste´mu. V soucˇasnosti se pouzˇı´vajı´ dveˇ zajı´mave´ kompresnı´ metody zalozˇene´
na kontextu, JBIG a PPM. Blı´zˇe se budu zaby´vat v kapitole 3.2.4 metodeˇ PPM.
Definice 2.2 Za kontext se povazˇuje okolı´ zkoumany´ch dat, kontextem ve smyslu metody PPM
je mysˇleno neˇkolik prˇedcha´zejı´ch znaku˚, ve smyslu metody JBIG jsou kontextem mysˇleny pixely
v okolı´ jednoho konkre´tnı´ho pixelu. Kontextem ve smyslu kontextove´ho kompresnı´ho algoritmu je
mnozˇina slov a asociacı´ sestavena´ algoritmem na za´kladeˇ konkre´tnı´ te´maticke´ oblasti.
Podmı´neˇna´ pravdeˇpodobnost uda´losti e zalozˇene´ na kontextu c se znacˇı´ jako p(e|c).
Celkova´ pravdeˇpodobnost uda´losti e je da´na:
p(e) =
∑
c∈C
p(c)p(e|c) (3)
• C je mnozˇina vsˇech dostupny´ch kontextu˚
Za´pis vlastnı´ informace uda´losti e v kontextu c je v tomto prˇı´padeˇ da´n vztahem:
i(e|c) = log2
1
p(e|c)
(4)
Pru˚meˇrna´ podmı´neˇna´ vlastnı´ informace je nazy´va´na jako takzvana´ podmı´neˇna´ entro-
pie zdrojovy´ch zpra´v. Pro mnozˇinu zpra´v S a kontext c je podmı´neˇna´ entropie definova´na
jako:
H(S|C) =
∑
c∈C
p(c)
∑
s∈S
p(s|c)log2
1
p(s|c)
(5)
Z tohoto vztahu mu˚zˇeme uka´zat, zˇe pokud je rozdeˇlenı´ pravdeˇpodobnosti mnozˇiny
S neza´visle´ na kontextu c , pak H(S|C) = H(S) , tudı´zˇ pomocı´ pouzˇitı´ kontextu mu˚zˇeme
entropii syste´mu pouze snı´zˇit.
73 Kompresnı´ algoritmy
Od okamzˇiku vytvorˇenı´ prvnı´ch koncepcı´ pocˇı´tacˇe zacˇaly vznikat nejru˚zneˇjsˇı´ algoritmy
pro zefektivneˇnı´ jejich chodu. Jednı´m z u´kolu˚ te´ doby bylo, prˇedevsˇı´m z du˚vodu ceny
pameˇti, zmensˇit data ukla´dana´ na pameˇt’ova´ ulozˇisˇteˇ.
V te´to kapitole se budu veˇnovat kompresnı´m algoritmu˚m, proto nejdrˇı´ve nastı´nı´m
hlavnı´ proble´m ty´kajı´cı´ se komprese dat. Vezmeˇme si neˇjakou jedno bajtovou zpra´vu,
takova´ zpra´va se skla´da´ ze sekvence osmi bitu˚. Pokud si prˇejeme takovouto zpra´vu
zkomprimovat, je nasˇı´m cı´lem udeˇlat tuto zpra´vu mensˇı´(ve smyslu pouzˇitı´ me´neˇ bitu˚ na
jejı´ strojovou reprezentaci). Nasˇe zpra´va o velikosti jednoho bajtu mu˚zˇe ko´dovat 28 zpra´v,
cı´lem kompresnı´ch algoritmu˚ vsˇak je dosa´hnout toho, aby vy´sledna´ zkomprimovana´
zpra´va meˇla velikost mensˇı´ nezˇ je 8 bitu˚.
Z tohoto pozˇadavku na kompresnı´ algoritmus vyvsta´vajı´ dveˇ du˚lezˇite´ ota´zky:
1. Je mozˇne´ zmensˇit pocˇet bitu˚, ktery´ potrˇebuje pu˚vodnı´ zpra´va na mensˇı´ pocˇet bitu˚?
2. A pokud na prvnı´ ota´zku je odpoveˇd’ “ANO”, jaky´m zpu˚sobem toho docı´lit?
Na prvnı´ ota´zku je odpoveˇd’ tato, mozˇne´ to je, ale pouze za prˇedpokladu, zˇe zpra´va,
kterou si prˇejeme zkomprimovat, vycha´zı´ z mnozˇiny zpra´v, ktere´ majı´ vza´jemneˇ rozdı´lnou
praveˇpodobnost vy´skytu, tedy takova´ mnozˇina zpra´v je nehomogennı´.
Tuto definici je mozˇne´ prˇevra´tit, zˇa´dna´ zpra´va na´lezˇejı´cı´ do homogennı´ mnozˇiny
zpra´v(tedy takove´ mnozˇiny zpra´v, kde kazˇda´ zpra´va se vyskytuje v mnozˇineˇ se stejnou
pravdeˇpodobnostı´) nemu˚zˇe by´t zmensˇena ve sve´ velikosti.
Odpoveˇd’ na druhou ota´zku je za´kladem te´meˇrˇ vsˇech soucˇasny´ch kompresnı´ch algo-
ritmu˚, tedy, zˇe pokud zjistı´me, zˇe neˇjaka´ zpra´va se vyskytuje s vysˇsˇı´ pravdeˇpodobnostı´,
nebo trˇeba, zˇe neˇktere´ vzory se v urcˇite´m balı´ku˚ dat vyskytujı´ vı´ce, nezˇ jine´, lze toho
vyuzˇı´t pro rekonstrukci komprimovane´ zpra´vy v tom smyslu, zˇe neˇktere´ hodnoty jsou
pro danou pozici pravdeˇpodobneˇjsˇı´ nezˇ jine´.
83.1 Krite´ria pro vyhodnocenı´ u´speˇsˇnosti kompresnı´ch algoritmu˚
3.1.1 Vyhodnocova´nı´ bezeztra´tovy´ch algoritmu˚
1. Cˇas potrˇebny´ pro kompresi
2. Cˇas potrˇebny´ pro dekompresi
3. Velikost zkomprimovane´ho souboru, kompresnı´ pomeˇr
4. Obecnost - je algoritmus stejneˇ u´speˇsˇny´ prˇi kompresi bina´rnı´ a textovy´ch souboru˚
3.1.2 Vyhodnocenı´ ztra´tovy´ch algoritmu˚
Vyhodnocenı´ ztra´tovy´ch algoritmu˚ je o neˇco obtı´zˇneˇjsˇı´, protozˇe musı´me bra´t v u´vahu
kvalitu aproximace, tato vlastnost je obzvla´sˇteˇ du˚lezˇita´ prˇi kompresi obra´zku˚.
Jednou z beˇzˇneˇ pouzˇı´vany´ch metod porovna´nı´ algoritmu˚ je od Jeffa Gilchrista nazvana´
Archive Comparison Test. Tato metoda je zameˇrˇena na porovna´nı´ cˇasu a vy´sledne´ho
kompresnı´ho pomeˇru.
3.1.3 Calgary korpus
Calgary korpus je standardnı´m na´strojem pro hodnocenı´(benchmark) kompresnı´ho po-
meˇru, prˇeva´zˇneˇ se skla´da´ z anglicke´ho textu. Obsahuje dveˇ knihy, peˇt odborny´ch cˇla´nku˚,
jednu bibliografii, kolekci novinovy´ch cˇla´nku˚, trˇi programy, jeden vy´pis termina´love´ho
sezenı´, dva objektove´ soubory a jeden bitmapovy´ obra´zek.
3.2 Pravdeˇpodobnostnı´ ko´dova´nı´
Rozlisˇujeme mezi algoritmy, ktere´ prˇirˇazujı´ kazˇde´ zpra´veˇ unika´tnı´ posloupnost bitu˚, a
takove´, ktere´ spojujı´ ko´d dohromady z vı´ce nezˇ jen jedne´ zpra´vy. Prvnı´mi se budu zaby´vat
Huffmanovy´mi ko´dy, ktere´ jsou oznacˇova´ny jako tzv. ”Prefix codes”, pozdeˇji se budu
zaby´vat aritmeticky´mi ko´dy. Aritmeticke´ ko´dy mohou dosa´hnout lepsˇı´ho kompresnı´ho
pomeˇru, ale je to vykoupeno veˇtsˇı´m cˇasovy´m zatı´zˇenı´m prˇi kompresi a dekompresi.
3.2.1 Prefixove´ ko´dy(smeˇrove´ ko´dy)
V oblasti pocˇı´tacˇu˚ obvykle pracujeme s ko´dy pevne´ de´lky, jako prˇı´klad mu˚zˇe poslou-
zˇit ASCII ko´d, ten prˇirˇazuje kazˇde´mu tisknutelne´mu znaku a neˇkolika dalsˇı´m rˇı´dı´cı´m
znaku˚m sekvenci sedmi bitu˚. Pro u´cˇely komprese by vsˇak bylo vhodneˇjsˇı´ mı´t ko´dovacı´
slova, ktera´ mohou mı´t promeˇnnou de´lku v za´vislosti na pravdeˇpodobnosti dane´ zpra´vy.
Variabilnı´ de´lka slova vsˇak prˇina´sˇı´ potencia´lnı´ proble´my, pokud dekomprimujeme
neˇjakou zpra´vu, potrˇebujeme zna´t, kde tato zpra´va zacˇı´na´ a kde koncˇı´. Tyto dveˇ informace
budou vyzˇadovat urcˇity´ pameˇt’ovy´ prostor.
Efektivneˇjsˇı´m rˇesˇenı´m je navrhnout ko´dy, ze ktery´ch mu˚zˇeme vzˇdy jednozancˇneˇ de-
ko´dovat sekvenci bitu˚ na sva´ ko´dova´ slova. Takove´ ko´dy se oznacˇujı´ jako ”jednoznacˇneˇ
deko´dovatelne´ ko´dy”.
9Na smeˇrovy´ ko´d se nahlı´zˇı´ jako na bina´rnı´ strom, kde:
• Kazˇda´ zpra´va je listem stromu.
• Ko´d pro kazˇdou zpra´vu je da´n na´sledova´nı´m cesty od korˇene stromu k listu a prˇi-
da´nı´m nuly pokazˇde´, kdyzˇ prˇecha´zı´me do leve´ veˇtve, respektive prˇı´da´nı´m jednicˇky
pokazˇde´, kdyzˇ prˇecha´zı´me do prave´ veˇtve.
3.2.2 Huffmanovo ko´dova´nı´
Huffmanu˚v ko´d je optima´lnı´ prefixovy´ ko´d vytvorˇeny´ z mnozˇiny pravdeˇpodobnostı´
dany´ch Huffmanovy´m ko´dovacı´m algoritmem. David Huffman vytvorˇil tento algoritmus
prˇi studiı´ch informacˇnı´ch teoriı´ na MIT v roce 1950. Algoritmus je dodnes pouzˇı´vanou
soucˇa´stı´ mnoha algoritmu˚, slouzˇı´ jako za´klad pro komprese GZIP, JPEG a neˇkolika dalsˇı´ch.
3.2.3 Aritmeticke´ ko´dova´nı´
Aritmeticke´ ko´dova´nı´ je metodou pro dosazˇenı´ bezeztra´tove´ komprese na za´kladeˇ ent-
ropicke´ho ko´dova´nı´ s promeˇnnou de´lkou ko´dove´ho slova. Zjednodusˇeneˇ rˇecˇeno, pokud
komprimujeme pomocı´ aritmeticke´ho ko´dova´nı´ prˇirˇazujeme znaku˚m, ktere´ se vyskytujı´
cˇasteˇji mensˇı´ pocˇet bitu˚, zatı´mco ty, ktere´ se vyskytujı´ zrˇı´dka budeme ko´dovat veˇtsˇı´m
pocˇtem bitu˚. Principia´lneˇ vyzˇaduje u´speˇsˇnost te´to metody nehomogennı´ rozdeˇlenı´ prav-
deˇpodobnosti zpra´v.
3.2.4 PPM
Prˇı´kladem kompresnı´ho algoritmu zalozˇene´m na kontextu je kompresnı´ algoritmus PPM.
Metoda byl navrzˇena v pra´ci J. Cleara a I. Wittena[4] a implementova´na v pra´ci A.
Moffata[5]. Algoritmus je zalozˇen na principu kode´ru, ktery´ urzˇuje statisticky´ model
textu.
Hlavnı´ mysˇlenkou algoritmu je prˇirˇadit neˇjake´mu symbolu S pravdeˇpodobnost P
nejenom na za´kladeˇ frekvence jeho vy´skytu v textu, ale take´ na kontextu, ve ktere´m se
vyskytuje. Podı´vejme se nynı´ na dva prˇı´stupy ke tvorbeˇ modelu.
Staticky´ kontextoveˇ zalozˇeny´ model pouzˇı´va´ vzˇdy ty same´ pravdeˇpodobnosti. Ob-
sahuje statickou tabulku s pravdeˇpodobnostmi vsˇech mozˇny´ch dvojic, trojic, prˇı´padneˇ
veˇtsˇı´ch n-tic znaku˚ abecedy a pouzˇı´va´ tuto tabulku k prˇirˇazenı´ pravdeˇpodobnosti, zˇe
kazˇdy´ na´sledujı´cı´ symbol S za´lezˇı´ na prˇedcha´zejı´cı´m symbolu C. Tabulku lze sestavit na
za´kladeˇ dostatecˇne´ho pocˇtu testovacı´ch dat. Takovy´to model prˇina´sˇı´ dva proble´my. Za-
prve´ platı´, zˇe neˇktere´ vstupnı´ rˇeteˇzce mohou by´t statisticky velmi rozdı´lne´ oproti pu˚vodnı´
tabulce, cozˇ v du˚sledku prˇinese na´ru˚st potrˇebne´ pameˇti pro jejı´ uchova´nı´. Druhy´m pro-
ble´mem jsou potencia´lnı´ nulove´ pravdeˇpodobnosti u neˇktery´ch kombinacı´ n-tic symbolu˚.
Adaptivnı´ kontextoveˇ zalozˇeny´ model podobneˇ jako staticky´ model uchova´va´ tabulku
n-tic symbolu˚ abecedy a puzˇı´va´ tabulky k prˇirˇazenı´ pravdeˇpodobnosti, zˇe nadcha´zejı´cı´
symbol S za´visı´ na neˇkolika prˇedcha´zejı´cı´ch symbolech. Tabulka je aktualizova´na vzˇdy
kdyzˇ se na vstupu algoritmu objevı´ dalsˇı´ data. Takovy´ model je pomalejsˇı´ a komplexneˇjsˇı´
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nezˇ staticky´, ale poskytuje lepsˇı´ kompresnı´ pomeˇr, dokonce i v prˇı´padech, kdy vstupnı´
data majı´ velmi rozdı´lne´ rozlozˇenı´ pravdeˇpodobnosti oproti pru˚meˇrne´mu vy´skytu.
Adaptivnı´ kontextoveˇ zalozˇeny´ model N-te´ho rˇa´du nacˇı´ta´ symbol S ze vstupu a za´ro-
venˇ vyhodnocuje N symbolu˚, ktere´ mu prˇedcha´zejı´. Takzˇe naprˇı´klad pokud bude algo-
ritmus 20-rˇa´du, bude odhadovat pravdeˇpodobnost P, zˇe se S objevı´ ve vstupnı´ch datech
na za´kladeˇ kontextu o 20 symbolech. Teoreticky platı´, zˇe cˇı´m vysˇsˇı´ N, tı´m je take´ vysˇsˇı´
schopnost algoritmu prˇesneˇ predikovat dalsˇı´ znak. Nicme´neˇ vysoke´ hodnoty N vedou
ke trˇem proble´mu˚m:
1. Pro vysoke´ N(mysˇleno tisı´ce a vı´ce symbolu˚) vyvsta´va´ proble´m ko´dova´nı´ prvnı´
sekvence znaku˚. rˇesˇenı´m zu˚sta´va´ mozˇnost tyto symboly neko´dovat a ukla´dat je
jako prosty´ ASCII text, nebo v pu˚vodnı´ bina´rnı´ podobeˇ.
2. Vysoka´ N vedou k velke´mu pocˇtu dostupny´ch kontextu˚(sekvence symbolu˚), naprˇı´-
klad pro N=1, dosta´va´me pro 1-bytovy´ symbol velikost kontextu rovnu |c| = 256,
tedy obecneˇ je velikost kontextu da´na vztahem: |c| = 256N .
3. Pokud pouzˇı´va´me delsˇı´ kontexty, uchova´va´me v tabulce za´rovenˇ vı´ce informacı´
nashroma´zˇdeˇny´ch ze starsˇı´ch dat(mysˇleno ve smyslu vstupnı´ch dat, naprˇı´klad po-
kud bychom algoritmu prˇedali tuto baka´la´rˇskou pra´ci, on by si nejdrˇı´ve zacˇal tvorˇit
tabulku n-tic na za´kladeˇ u´vodu a teprve pote´ by prˇesˇel k odborneˇjsˇı´m vy´razu˚m).
Lepsˇı´ch kompresı´ lze dosa´hnout, pokud starsˇı´ data majı´ mensˇı´ du˚lezˇitost, nezˇ-li
data ”cˇerstva´” .
Vzhledem k vy´sˇe popsany´m omezenı´m se v praxi vyuzˇı´va´ rozsah N mezi 2 azˇ 10.
Kode´r PPM vyuzˇı´va´ jednoho zajı´mave´ho algoritmu. Vzˇdy, kdyzˇ kode´r nenalezne ve
sve´m modelu kontext o de´lce N na´sledovany´ symbolem S, vyzkousˇı´, zda le´pe nebude
vyhovovat kontext o de´lce N-1, tı´mto zpu˚sobem algoritmus zmensˇuje velikost kontextu,
dokud nenalezne kontext s nenulovou pravdeˇpobnostı´, zˇe bude na´sledova´n vy´skytem
symbolu S.
Ve veˇtsˇı´m detailu algoritmus pracuje na´sledujı´cı´m zpu˚sobem. Kode´r si nacˇte dalsˇı´
symbol ze vstupu, vezme prˇedcha´zejı´cı´ch N symbolu˚(neboli kontext N-te´ho rˇa´du) a
na za´kladeˇ pu˚vodnı´ch dat, ktery´mi jizˇ prosˇel, urcˇı´ pravdeˇpodobnost P, zˇe se symbol S
objevı´ za kontextem C. Kode´r pote´ vola´ algoritmus pro adaptivnı´ aritmeticke´ ko´dova´nı´ a
zako´duje symbol S s pravdeˇpodobnostı´ P.
Pokud kode´r PPM(v tomto konkre´tnı´m prˇı´padeˇ PPMC) na urcˇity´ symbol S dosud
nenarazil, prˇirˇadı´ mu pravdeˇpobnost rovnu 1/M ,kde M je pocˇet prvku˚ abecedy. V jine´m
prˇı´padeˇ, pokud kode´r prˇi snizˇova´nı´ rˇa´du kontextu neuspeˇje s urcˇenı´m nenulove´ pravdeˇ-
pobnosti, tedy dojde ke kontextu rˇa´du 0, pak pro zjisˇteˇnı´ pravdeˇpodobnosti P vyhleda´
pocˇet vy´skytu˚ symbolu S a vydeˇlı´ jej pocˇtem symbolu˚, ktere´ dosud prˇecˇetl.
PPM dekode´r funguje odlisˇneˇ nezˇ-li kode´r. Zatı´mco kode´r vı´ exaktneˇ, ktery´ symbol
je tı´m na´sledujı´cı´m, dekode´r musı´ zjistit, ktery´ symbol to byl. Proble´m je, jak zjistit, kdy
se kode´r rozhodl prˇejı´t ke kratsˇı´mu kontextu. PPM pro vyrˇesˇenı´ tohoto u´skalı´ vyuzˇı´va´
u´nikove´ho symbolu(“escape symbol”). Kdykoli kode´r rozhodne o prˇejitı´ ke kratsˇı´mu
kontextu, nejdrˇı´ve zapı´sˇe na vy´stup tento u´nikovy´ symbol. Dekode´r pote´ mu˚zˇe prˇecˇı´st
tento u´nikovy´ symbol a na jeho za´kladeˇ se take´ prˇepne do kontextu nizˇsˇı´ho rˇa´du.
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Metoda PPM ma´ neˇkolik variant, vy´sˇe jsem zmı´nil metodu PPMC, dalsˇı´ varianty jsou
PPMA,PPMB,PPMP,PPMX a PPMd. Hlavnı´ rozdı´l mezi nimi je v procesu zpracova´nı´ a
ohodnocenı´ pravdeˇpodobnosti u´nikovy´ch symbolu˚.
Metoda PPMA prˇirˇazuje u´nikove´mu symbolu pravdeˇpodobnost 1/(n + 1) ,cozˇ je
ekvivalentnı´ prˇirˇazenı´ v kontextu rˇa´du 1. Ostatnı´m symbolu˚m je prˇirˇazena pu˚vodnı´
pravdeˇpodobnost x/n a soucˇet vsˇech teˇchto pravdeˇpodobnostı´ da´va´ v soucˇtu 1(u´nikova´
sekvence se nepocˇı´ta´).
Metoda PPMC prˇirˇazuje pravdeˇpodobnost symbolu S na´sledujı´cı´m kontext C pouze,
pokud se vyskytoval v prˇedchozı´m kontextu dvakra´t. Pokud byl vy´skyt mensˇı´ nezˇ 2, pak
takove´mu symbolu zˇa´dnou vy´slednou pravdeˇpodobnost neprˇirˇazuje.
PPMP je zalozˇena na prˇedpokladu, zˇe se symbol S objevı´ podle Poissonova rozlozˇenı´
s ocˇeka´vanou hodnotou λS . Obdobneˇ prˇirˇazuje pravdeˇpodobnosti take´ metoda PPMX.
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4 Kontextovy´ kompresnı´ algoritmus
Algoritmus, ktery´ bych touto pracı´ ra´d prˇedstavil, je kompresnı´m algoritmem zalozˇeny´m
na pravdeˇpodobnosti a jejı´m rozlozˇenı´ v ra´mci sı´teˇ vza´jemneˇ propojeny´ch prvku˚, ktere´
reprezentujı´ jednotlive´ informacˇnı´ jednotky(IU).
Definice 4.1 Jednotka informace(IU) je atomicka´ informace, mu˚zˇe jı´ by´t jedno slovo rea´lne´ho(naprˇ.
cˇeske´ho cˇi anglicke´ho) jazyka, stejneˇ tak to mu˚zˇe by´t pouze jeden znak, cˇi skupina znaku˚.
Pu˚vod algoritmu cˇa´stecˇneˇ vycha´zı´ z pozorova´nı´ ucˇineˇny´ch v ra´mci kvantove´ fyziky,
a to v teˇchto bodech:
• Syste´m se mu˚zˇe vyvı´jet vsˇemi cestami, ale kazˇda´ cesta ma´ jinou pravdeˇpodobnost.
• Cˇa´stice si otestuje prˇi sve´m pohybu vsˇechny cesty, ale vyda´ se pra´veˇ jednou spra´v-
nou cestou.
Samotny´ kompresnı´ algoritmus je sadou mensˇı´ch algoritmu˚ zajisˇt’ujı´cı´ch celkove´ fungo-
va´nı´ programu. Tyto algoritmy rˇesˇı´ trˇi typy u´loh:
1. Budova´nı´ kontextove´ mapy cest, popisujı´cı´ za´vislosti mezi informacˇnı´mi jednot-
kami.
2. Popsa´nı´ cesty vkla´dane´ do datove´ jednotky procha´zejı´cı´ mapou.
3. Nalezenı´ pu˚vodnı´ cesty na za´kladeˇ popisu obsazˇene´ho v datove´ jednotce.
Budova´nı´ kontextove´ mapy je analogicke´ k proble´mu procha´zenı´ louky s vysokou tra´vou,
pokud vstupujeme na louku poprve´ a vyda´me se libovolnou cestou, zanecha´me za sebou
usˇlapanou cesticˇku, cˇı´m vı´ce-kra´t touto cesticˇkou jdeme, tı´m vı´ce bude vychozena´. Stejneˇ
tak po louce mu˚zˇe jı´t neˇkdo jiny´ na u´plneˇ jine´ mı´sto, a jesˇteˇ trˇeba neˇkolik dalsˇı´ch lidı´.
Kdyzˇ potom prˇijde cizı´ cˇloveˇk, vidı´ prˇed sebou neˇkolik cest ru˚zneˇ vysˇlapany´ch, mu˚zˇe se
vydat cestou nejprosˇlapaneˇjsˇı´, ale pokud se trˇeba s neˇky´m poradil, tak se mu˚zˇe rˇı´dit jeho
malou radou a vydat se jinou cestou. U´cˇelem algoritmu˚ budujı´cı´ch mapu je vytvorˇenı´
takove´ sı´teˇ cest, aby v nich kazˇda´ sekvence zpra´v, s alesponˇ minima´lnı´ pravdeˇpodobnostı´
vy´skytu, nasˇla sve´ rˇesˇenı´.
Popsa´nı´ cesty je dalsˇı´m u´kolem, ktery´ je trˇeba rˇesˇit. Pokud se vra´tı´m k analogii louky
s vysokou tra´vou, tak k popisu cesty ve sve´m algoritmu pouzˇı´va´m mı´sta, kde se poten-
cia´lneˇ dveˇ nebo vı´ce cest prˇekrˇı´zˇı´, kazˇde´ takove´ mı´sto reprezentuje informacˇnı´ jednotku.
Informacˇnı´ jednotka je za´stupny´m symbolem pro specifickou sekvenci bitu˚. K tomuto
proble´mu prˇistupuji v odlisˇny´ch verzı´ch algoritmu ru˚zneˇ. V prvnı´m prˇı´padeˇ je sekvencı´
bitu˚ slovo skutecˇne´ho lidske´ho jazyka a ve druhe´m prˇı´padeˇ jsem posunul mı´ru abstrakce
k jedno bytove´ informacˇnı´ jednotce, ktera´ ve strojove´m sveˇteˇ mu˚zˇe reprezentovat 256
hodnot.
Drˇı´ve jsem zmı´nil pojem datove´ jednotky procha´zejı´cı´ mapou, tato jednotka slouzˇı´ k
tomu, aby si zaznamena´vala informace o cesteˇ, kterou procha´zı´. U´kolem takove´ jednotky
je posbı´rat co nejrelevantneˇjsˇı´ metadata o cesteˇ tak, aby z nich bylo mozˇne´ zpeˇtneˇ tuto
cestu, po ktere´ se datova´ jednotka vydala rekonstruovat.
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4.1 Komprese pomocı´ slovnı´ku slov lidske´ho jazyka
Prvnı´ verze algoritmu je postavena nad slovy lidske´ho jazyka. Mou snahou je v tomto
algoritmu vybudovat takovou mapu, ktera´ by prˇi pouzˇitı´ datovy´ch jednotek pro pru˚chod
mapu doka´zala zmensˇit obsah cˇloveˇkem psane´ho textu.
Definice 4.2 Slovo ve smyslu kontextove´ mapy je posloupnost symbolu˚ zvolene´ abecedy, kde platı´,
zˇe vzˇdy kdyzˇ prova´dı´me konkatenaci dvou slov, vy´sledne´ slovo je da´no spojenı´m prvnı´ho slova,
symbolu reprezentujı´cı´m mezeru a druhe´ho slova, v tomto porˇadı´.
4.1.1 Algoritmus pro vybudova´nı´ kontextove´ mapy
Budova´nı´ mapy je zalozˇeno na principu vkla´da´nı´ veˇt lidske´ho jazyka slovo po sloveˇ do
mapy a budova´nı´ vza´jemny´ch vazeb mezi nimi, tato mapy je ohodnoceny´m orientova-
ny´m grafem, kde kazˇdy´m vrcholem je jedno slovo a kazˇda´ hrana je ohodnocena pocˇtem
pru˚chodu˚ touto hranou, vy´vojovy´ diagram algoritmu je zakreslen na obra´zku 1:
1. Rozdeˇlenı´ veˇty na jednotliva´ slova, tak at’ jsou serˇazena od prvnı´ho k poslednı´mu
slovu veˇty
2. Veˇta se procha´zı´ sekvencˇneˇ po jednotlivy´ch slovech a pro kazˇde´ slovo se provede
kontrola, zda jizˇ v mapeˇ neexistuje, pokud slovo v mapeˇi nenı´, je do mapy doplneˇno
3. Nynı´ je slovo jednoznacˇneˇ v mapeˇ, pokud dane´mu slovu prˇedcha´zelo jine´ slovo,
vazba mezi teˇmito slovy se inkrementuje(v prˇı´padeˇ, zˇe zˇa´dna´ vazba mezi teˇmito
slovy dosud nenı´, vytvorˇı´ se), pokud se prˇed slovem zˇa´dne´ slovo nenacha´zelo,
pokracˇuje se da´le
4. Kazˇde´ slovo se ulozˇı´, aby v porˇadı´ dalsˇı´ slovo, znalo slovo prˇedcha´zejı´cı´
5. Body 2,3 a 4 se opakujı´ prˇes cely´ zdrojovy´ soubor dat
Na konci sbeˇru dat je vybudova´na mapa s asociacemi mezi jednotlivy´mi slovy, ktere´ v
podstateˇ pouze pocˇı´tajı´ absolutnı´ vy´skyt slova. Du˚lezˇita´ je v tomto prˇı´padeˇ prˇedevsˇı´m
mysˇlenka, zˇe slova s nejvysˇsˇı´mi hodnotami vy´skytu se budeme snazˇit eliminovat a naopak
budeme hledat vazby s mensˇı´m a strˇednı´m pocˇtem vy´skytu˚, ktere´ budou vhodne´ pro
kompresnı´ algoritmus.
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Obra´zek 1: Vy´vojovy´ diagram utva´rˇenı´ kontextove´ mapy
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Obra´zek 2: Diagram vy´beˇru paketu
4.1.2 Algoritmus sı´t’ove´ho paketu
V sı´ti rozlisˇujeme trˇi typy paketu˚:
1. Bezkompresnı´ paket
2. Indexovany´ paket
3. Paket fixnı´ velikosti
Princip jaky´m se vybı´ra´ prˇı´slusˇny´ paket je zobrazen na obra´zku.
Definice 4.3 Bezkompresnı´ paket je prˇi kompresi pouzˇı´va´n pokud pra´veˇ zpracova´vane´ slovo ne-
bylo v sı´ti nalezeno.
Definice 4.4 Indexovany´ paket se v sı´ti pouzˇı´va´, pokud slovo bylo nalezeno, ale nebyla nalezena
asociace na dalsˇı´ slovo v porˇadı´ a nebo v prˇı´padeˇ, kdyzˇ ma´ slovo prˇı´lisˇ vysokou entropii, tzn. vysˇsˇı´
nezˇ meznı´ nastavenou entropii.
Definice 4.5 Paket fixnı´ velikosti se v sı´ti pouzˇı´va´, pro nalezenı´ metadat a je klı´cˇovy´m paketem
pro prova´deˇnı´ komprese a dekomprese.
4.1.3 Paket fixnı´ velikosti
Komprese a dekomprese je zalozˇena na konceptu sı´t’ove´ho paketu. Tento paket je trans-
portnı´ jednotkou, ktera´ procha´zı´ sı´tı´ a zaznamena´va´ si informace o pru˚chodu kazˇdy´m
slovem. Je to sbeˇracˇ metadat o cesteˇ, kterou prosˇel, v prˇı´padeˇ kompresnı´ho algoritmu jsou
to metadata o datech, ktera´ si prˇejeme zkomprimovat.
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0-1 bit 2-7 bit 1-2 byte 3-4 byte 5-6 byte 7-8 byte
T D FI LI CHK1 CHK2
• T - Typ paketu(00 - Bezkompresnı´ paket, 01 - Indexovany´ paket, 10 - Paket fixnı´
velikosti
• D - Pocˇet slov, ktere´ komprimujeme, z faktu, zˇe jsem vyhradil pro uchova´nı´ de´lky
paketu 6 bitu˚ vyply´va´, zˇe nejvysˇsˇı´ pocˇet slov, ktera´ mu˚zˇeme do paketu vlozˇit je 64
• FI - Index prvnı´ho komprimovane´ho slova, vyhrazeny 2 bajty, maxima´lnı´ velikost
216
• LI - Index poslednı´ho komprimovane´ho slova, vyhrazeny 2 bajty, maxima´lnı´ veli-
kost 216
• CHK1 - Kontrolnı´ soucˇet, vyhrazeny 2 bajty, maxima´lnı´ velikost 216
• CHK2 - Strˇı´davy´ kontrolnı´ soucˇet, vyhrazeny 2 bajty, maxima´lnı´ velikost 216
Tabulka 1: Za´pis bitu˚(bytu˚) fixnı´ho kompresnı´ho paketu
Prˇedpokla´dejme, zˇe ma´me vybudova´nu mapu, tak jak jsem koncept prˇedstavil v
prˇedchozı´ podkapitole. Tomuto sı´t’ove´mu paketu prˇeda´me pole s urcˇity´m pocˇtem slov,
ktery´ si v algoritmu nadefinujeme. Sı´t’ovy´ paket vpustı´me do sı´teˇ, aby si mohl posbı´rat
metadata a ta na za´veˇr ulozˇı´me.
Sı´t’ovy´ paket pro sve´ spra´vne´ fungova´nı´ potrˇebuje zna´t urcˇita´ metadata teˇmito meta-
daty jsou:
• Index prvnı´ho slova zpra´vy
• Index poslednı´ho slova zpra´vy
• Pocˇet slov ve zpra´veˇ
• Kontrolnı´ soucˇet
• Pro optimalizaci take´ maxima´lnı´ zanorˇenı´ v jednotlivy´ch slovech
• Prˇi kompresi dat je v paketu ulozˇeno pole slov ke kompresi
Vy´sledna´ podoba paketu je zobrazena v tabulce 6:
Nynı´ prˇejdeˇme k postupu sestavenı´ zkomprimovane´ zpra´vy:
1. Sı´t’ovy´ paket si zapı´sˇe index prvnı´ho slova, algoritmus potrˇebuje zna´t mı´sto od-
kud do sı´teˇ vstoupit, pokud by tato hodnota algoritmu nebyla da´na, musel by prˇi
dekompresi procha´zet vsˇechna dostupna´ rˇesˇenı´, cozˇ nenı´ vy´pocˇetneˇ realizovatelne´.
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Obra´zek 3: Diagram komprese fixnı´m paketem
2. Nynı´ sı´t’ovy´ paket prohleda´ mozˇne´ cesty(spojenı´ k jiny´m slovu˚m), zda se tam vy-
skytuje, cˇi prˇesneˇji na jake´ pozici se vyskytuje na´sledujı´cı´ slovo. Pokud je toto slovo
slovem s nejsilneˇjsˇı´ vazbou, tedy ma´ nejvı´ce ohodnocene´ spojenı´, pak se povazˇuje
u´rovenˇ zanorˇenı´ za nula, pokud je toto slovo druhe´ v porˇadı´ podle ohodnocenı´
vazby od prˇedchozı´ho slova, nastavı´ se maxima´lnı´ u´rovenˇ zanorˇenı´ v paketu na
jedna atd. .
3. V dalsˇı´m kroku se sı´t’ovy´ paket vyda´ k dalsˇı´mu slovu, na toto slovo musı´ by´t
vytvorˇeno spojenı´ z prvnı´ho(prˇedchozı´ho) slova, do paketu se prˇicˇte k hodnoteˇ
kontrolnı´ho soucˇtu hodnota vazby mezi teˇmito slovy.
4. Sı´t’ovy´ paket takto cestuje sı´tı´, dokud nedojde k poslednı´mu slovu.
5. Po dokoncˇenı´ cesty se metadata ze sı´t’ove´ho paketu ulozˇı´ a pokracˇuje se dalsˇı´ zpra´-
vou.
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4.1.4 Algoritmus dekomprese pomocı´ sı´t’ove´ho packetu
Dekomprese probı´ha´ obdobneˇ jako komprese, jenomzˇe v opacˇne´m porˇadı´. Tentokra´t je
u´kolem sı´t’ove´ho paketu hleda´nı´ takove´ cesty, ktera´ bude odpovı´dat metadatu˚m, ktera´ si
sebou nese. A to prˇedevsˇı´m kontrolnı´ho soucˇtu, pocˇtu slov a odpovı´dajı´cı´mu prvnı´mu a
poslednı´mu slovu.
Princip hleda´nı´ spra´vne´ho rˇesˇenı´ je ten, zˇe cesta, ktera´ bude souhlasit s metadaty, je
ta spra´vna´ cesta. Postup dekomprese je na´sledujı´cı´:
1. Sı´t’ovy´ paket vstoupı´ do sı´teˇ v bodeˇ reprezentujı´cı´m slovo s indexem prvnı´ho slova
v metadatech.
2. Od tohoto slova zacˇı´na´ hleda´nı´ rˇesˇenı´. Pravidlo hleda´nı´ cesty je potom na´sledujı´cı´.
Zacˇı´na´ se cestou ke slovu, ktere´ ma´ nejvy´sˇe ohodnocene´ spojenı´, azˇ se dojde k
poslednı´mu slovu, fakt, zˇe slovo je poslednı´ vycha´zı´ z toho, zˇe sı´t’ovy´ paket si pocˇı´ta´
pru˚chody jednotlivy´mi slovy a zˇe zna´me celkovy´ pocˇet slov, ktera´ jsou ve zpra´veˇ
zako´dova´na. Jako prvnı´ cesta se vzˇdy volı´ ta s nejvysˇsˇı´m ohodnocenı´m.
3. Pokud sı´t’ovy´ paket procha´zejı´cı´ sı´tı´ nevyhovı´ podmı´nka´m, to jest: prˇesa´hne pocˇet
slov, prˇesa´hne kontrolnı´ soucˇet, nema´ odpovı´dajı´cı´ index poslednı´ho slova, v ta-
kove´m prˇı´padeˇ je paket zahozen. Testova´nı´ na platnost paketu je prova´deˇno prˇi
kazˇde´m pru˚chodu paketu slovem.
4. Paket se spra´vny´m, tedy pu˚vodnı´m rˇesˇenı´m, musı´ splnit podmı´nky kontrolnı´ho
soucˇtu, pocˇtu slov a prvnı´ho a poslednı´ho indexu.
4.1.5 Analy´za vlastnostı´ kontextove´ mapy
Pro co nejefektivneˇjsˇı´ fungova´nı´ algoritmu je klı´cˇovy´m faktorem univerza´lnı´, obecna´
u´speˇsˇnost kontextove´ mapy prˇi kompesi. Je tedy du˚lezˇite´ zkoumat vlastnosti kontextove´
mapy a jak tyto vlastnosti ovlivnˇujı´ vy´sledek komprese. Jake´ vlastnosti to jsou?
1. Pocˇet stra´nek, ktery´ je zapotrˇebı´ nacˇı´st. Je vy´hodne´ tvorˇit rozsa´hlou kontextovou
mapu? Jaka´ je vy´teˇzˇnost slov a asociacı´ s kazˇdou dalsˇı´ nacˇtenou stra´nkou?
2. U´speˇsˇnost komprese. Do jake´ mı´ry je rozsah kontextove´ mapy urcˇujı´cı´m pro u´speˇsˇ-
nost komprese? Jaka´ je za´vislost kompresnı´ho pomeˇru vu˚cˇi pocˇtu nacˇteny´ch stra´nek,
slov a asociacı´?
3. Nejvysˇsˇı´ mı´ra nastavene´ entropie ve fa´zi komprese. Jak se meˇnı´ za´vislost kom-
presnı´ho pomeˇru vu˚cˇi maxima´lnı´ povolene´ entropii pro kompresi pomocı´ fixnı´ho
paketu?
Vlastnosti vypsane´ vy´sˇe spolecˇneˇ s odpoveˇdmi na ota´zky u nich doplneˇny´ch na´m dajı´
prˇedstavu o tom, jak se vyvı´jı´ kompresnı´ vlastnosti algoritmu v za´vislosti na vlastnostech
kontextove´ mapy.
Zacˇneˇme se za´kladnı´m u´kolem, vezmeˇme si libovolny´ zdrojovy´ soubor dat obsahujı´cı´
text v jazyce, nad ktery´m budeme kompresi prova´deˇt, v tomto prˇı´padeˇ jazyk anglicky´
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Obra´zek 4: Graf za´vislosti nacˇteny´ch slov na pocˇtu nacˇteny´ch stra´nek
Obra´zek 5: Graf za´vislosti pru˚meˇrne´ho pocˇtu prˇidany´ch slov na pocˇtu nacˇteny´ch stra´nek
a za zdrojovy´ soubor dat jsem zvolil cˇla´nek o Nielsi Bohrovi. Pomocı´ tohoto souboru
vytvorˇı´me kontextovou mapu a skrze tento korpus zkomprimujeme tento soubor. Ta-
kovy´to korpus oznacˇme termı´nem “vlastnı´ korpus”. Tı´mto zpu˚sobem vygenerujeme
za´kladnı´(suboptima´lnı´) rˇesˇenı´. Toto rˇesˇenı´ je charakteristicke´ tı´m, zˇe zdrojem je nejvy´-
hodneˇjsˇı´ kontextova´ mapa pro dany´ soubor.
Vy´teˇzˇnost slov a asoiciacı´ prˇi kazˇde´ dalsˇı´ nacˇtene´ stra´nce na´m da´va´ za´vislost z Ob-
ra´zku˚ 4,8 a na Obra´zku 5 potom mu˚zˇeme videˇt, jak se vyvı´jı´ pru˚meˇrny´ prˇı´ru˚stek slov s
kazˇdou dalsˇı´ prˇidanou stra´nkou. Pokud grafy porovna´me, zjistı´me, zˇe prˇiblizˇneˇ v oblasti,
kde je nacˇteno 100 stra´nek docha´zı´ k usta´lenı´ za´vislosti. Od tohoto bodu pocˇet novy´ch
slov v kontextove´ mapeˇ prˇiby´va´ s kazˇdou nacˇtenou stra´nkou konstantnı´m tempem.
Na Obra´zku 6 je zobrazena za´vislost velikosti vy´sledne´ho komprimovane´ho souboru
na pocˇtu nacˇteny´ch stra´nek pro neˇkolik ru˚zny´ch, te´maticky´ch oblastı´. Protozˇe testovacı´m
souborem byl cˇla´nek o Nielsi Bohrovi, je z grafu patrne´, zˇe korpus sestaveny´ na za´kladeˇ
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Obra´zek 6: Graf za´vislosti velikosti komprimovane´ho souboru na pocˇtu nacˇteny´ch stra´nek
Obra´zek 7: Graf za´vislosti prˇı´nosu ke kompresi kazˇde´ dalsˇı´ stra´nky na pocˇtu nacˇteny´ch
stra´nek
tohoto cˇla´nku(suboptima´lnı´ korpus) je neju´speˇsˇneˇjsˇı´ a s kazˇdou dalsˇı´ nacˇtenou stra´nkou
se jeho schopnost u´speˇsˇneˇ komprimovat snizˇuje. Oproti tomu u dalsˇı´ch korpusu˚ docha´zı´
k opacˇne´mu jevu, s kazˇdou dalsˇı´ nacˇtenou stra´nkou kontextova´ mapa zlepsˇuje vy´sledek
komprese. Obeˇ krˇivky mı´rˇı´ ke stejne´ hodnoteˇ prˇi vysoke´m pocˇtu(vı´ce, nezˇ 500) nacˇte-
ny´ch stra´nek. Z toho plyne, zˇe pokud ma´me kontextovou mapu s dostatecˇneˇ vysoky´m
pocˇtem slov a asociacı´, neza´lezˇı´ pak na te´maticke´m korpusu, ze ktere´ho jsme tuto mapu
sestavovali.
Pro na´zornost zde jesˇteˇ uvedu graf prˇı´nosu ke kompresi kazˇde´ dalsˇı´ nacˇtene´ stra´nky
na pocˇtu nacˇteny´ch stra´nek z obra´zku 7. Graf prˇehledneˇ ukazuje, zˇe pokud jsem pouzˇil
vlastnı´ korpus testovacı´ch dat, s kazˇdou dalsˇı´ prˇidanou stra´nkou snizˇujeme kompresnı´
schopnost mapy(za´porna´ cˇa´st na krˇivky Korpus Bohr), naopak opacˇny´ pru˚beˇh u ostatnı´ch
korpusu˚.
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Obra´zek 8: Graf za´vislosti pocˇtu nacˇteny´ch asociacı´ na pocˇtu nacˇteny´ch stra´nek
4.1.6 Entropie mapy slov
Definici entropie, kterou pouzˇil Shannon, lze vy´hodneˇ vyuzˇı´t pro stanovenı´ podmı´nek,
za ktery´ch ma´ smysl nad jednı´m konkre´tnı´m slovem prova´deˇt kompresi. Mu˚zˇeme kuprˇı´-
kladu stanovit prˇı´pustnou hodnotu entropie, prˇi ktere´ jesˇteˇ povolı´me provedenı´ kom-
prese. Tı´mto zpu˚sobem algoritmus sa´m osˇetrˇı´ slova, ktera´ majı´ mnoho na´vazny´ch asociacı´,
a tudı´zˇ rozdeˇlenı´ pravdeˇpodobnosti takove´, zˇe nemusı´ nutneˇ da´t vy´sledek v prˇijatelne´m
cˇase. Tedy vazby, ktere´ smeˇrˇujı´ od slov s cˇasty´m vy´skytem, se budu snazˇit eliminovat.
Nad jednı´m slovem mapy lze entropii s pouzˇitı´m Shannona definovat na´sledovneˇ:
H(slovo) =
∑
a∈Asociace
p(a)log2
1
p(a)
(6)
Jak jsem zmı´nil vy´sˇe, pokud pomocı´ te´to rovnice budeme pocˇı´tat entropii, mu˚zˇeme
ji omezit na urcˇitou hodnotu, dı´ky ktere´ eliminujeme slova jako mluvnicke´ spojky, v
anglicˇtineˇ naprˇı´klad urcˇite´ a neurcˇite´ cˇleny a obecneˇ vsˇechna slova, ktera´ majı´ mensˇı´
pocˇet vazeb, nebo tyto vazby majı´ nerovnomeˇrne´ rozlozˇenı´ pravdeˇpodobnosti, a tı´m jsou
vy´hodne´ pro kompresi.
Obecneˇ lze rˇı´ci, zˇe cˇı´m mensˇı´ entropii asociacı´ kazˇde´ jednotlive´ slovo ma´, tı´m je
jednodusˇsˇı´ a za´rovenˇ rychlejsˇı´ odhalit prˇi fa´zi dekomprese spra´vne´ rˇesˇenı´.
Abych mohl spra´vneˇ analyzovat entropii mapy, vytvorˇil jsem si statisticky´ prˇehled
jednotlivy´ch slov a jejich entropie, prˇi ru˚zne´m pocˇtu nacˇteny´ch stra´nek z encyklopedie
Wikipedia.com . Prˇehled jsem prova´deˇl nad anglicky´m jazykem s cı´lem, abych nalezl
slova s extre´mneˇ vysokou entropiı´ a udeˇlal si obra´zek o tom, ktera´ z nich nejsou vhodna´
pro kompresi.
4.1.7 Faktory ovlivnˇujı´cı´ kompresi
V ra´mci analy´zy kontextu jsem stanovil trˇi faktory, ktere´ ovlivnˇujı´ vy´slednou kompresi.
Skrze tyto faktory je mozˇne´ ovlivnit velikost zkomprimovane´ho souboru a cˇas potrˇebny´
pro dekompresi.
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Obra´zek 9: Graf za´vislosti ru˚stu entropie na pocˇtu nacˇteny´ch stra´nek
• Limitnı´ pocˇet slov komprimovany´ch fixnı´m paketem
• Velikost meznı´ entropie asociacı´
• Cˇasove´ razı´tko fixnı´ho paketu
Limitnı´ pocˇet slov v kompresnı´m paketu ovlivnˇuje jednak vy´kon, ale take´ u´speˇsˇnost
algoritmu. Pokud prˇi vkla´da´nı´ slov do kompresnı´ho paketu vlozˇı´me mnoho slov(velky´
pocˇet vstupu˚), vy´razneˇ tı´m ovlivnı´me rychlost algoritmu. S kazˇdy´m dalsˇı´m slovem totizˇ
prˇiby´va´ pocˇet dostupny´ch rˇesˇenı´, ktere´ musı´me prˇi dekompresi projı´t. Za´rovenˇ platı´,
zˇe cˇı´m mensˇı´ pocˇet slov budeme komprimovat, tı´m rychlejsˇı´ dekomprese dosa´hneme.
Oproti tomu vliv na kompresnı´ pomeˇr funguje obra´ceneˇ, pokud volı´me vysˇı´ limitnı´ pocˇet
slov, algoritmus bude schopen komprimovat s lepsˇı´m kompresnı´m pomeˇrem, naopak prˇi
nizˇsˇı´m pocˇtu slov se bude kompresnı´ pomeˇr zhorsˇovat.
Velikost meznı´ entropie asociacı´ ovlivnˇuje prˇedevsˇı´m fa´zi komprese, ale ve sve´m
du˚sledku vy´razneˇ prˇispı´va´ k rychlosti prˇi dekompresi. Podle entropie asociacı´ se urcˇı´,
ktera´ slova budou jesˇteˇ do komprese zahrnuta. Tı´mto algoritmus doka´zˇe u´speˇsˇneˇ elimi-
novat slova, ktera´ by znamenala navy´sˇenı´ vy´pocˇetnı´ na´rocˇnosti prˇi dekompresi. Meznı´
entropie, stejneˇ jako limitnı´ pocˇet slov ovlivnˇuje vy´sledny´ kompresnı´ pomeˇr. Na za´kladeˇ
vza´jemny´ch vztahu˚, jsem stanovil za´kladnı´ hodnotu entropie na 5.
Cˇasove´ razı´tko fixnı´ho paketu slouzˇı´ prˇedevsˇı´m jako kontrola prˇi fa´zi komprese, aby
se eliminovala komprese posloupnosti slov, ktera´ i prˇes omezenı´ v podobeˇ limitnı´ho pocˇtu
slov a omezene´ entropie vede na cˇasoveˇ na´rocˇne´ hleda´nı´ spra´vne´ho rˇesˇenı´ v kontextove´
mapeˇ. Cˇasovy´m razı´tkem stanovı´me maxima´lnı´ prˇı´pustny´ cˇas pro dekompresi jedne´
posloupnosti slov.
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Obra´zek 10: Graf za´vislosti velikosti komprimovane´ho souboru na stanovene´ entropii
Obra´zek 11: Graf za´vislosti cˇasu pro dekompresi na stanovene´ entropii
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Program/algoritmus Velikost po kompresi Velikost po dvojite´ kompresi
ZIP 8,8 kB
BZ2 7,8 kB
LZMA 8,1 kB
Algoritmus(Bohr-1) 7,1 kB 5,5 kB(ZIP)
Algoritmus(Fyzika-50) 9,2 kB 7,6 kB(ZIP)
Algoritmus(Uni-1000) 10,4 kB 8,3 kB(ZIP)
Tabulka 2: Porovna´nı´ vy´sledku˚ s dalsˇı´mi algoritmy
4.1.8 Proble´my
Prˇi tvorbeˇ tohoto algoritmu jsem narazil na neˇkolik za´vazˇny´ch proble´mu˚, prˇeva´zˇneˇ se
ty´kaly rychlosti a velikosti ulozˇene´ mapy:
• Prˇı´lisˇ velky´ soubor obsahujı´cı´ v sobeˇ vazby mezi slovy.
• Vysoke´ na´roky na CPU prˇi nacˇı´ta´nı´ kontextove´ mapy.
• Znacˇne´ proble´my algoritmu prˇi slovech, ktera´ majı´ mnoho asociacı´, beˇzˇny´m prˇı´kla-
dem mohou by´t naprˇı´klad mluvnicke´ spojky, prˇedlozˇky, prˇı´davna´ jme´na, u teˇchto
slov docha´zı´ k velke´mu rozptylu spojenı´ a znacˇneˇ narusˇujı´ vy´konnost algoritmu.
• Pro kazˇdy´ jazyk je zapotrˇebı´ stanovit vlastnı´ kontextovou mapu.
4.1.9 Shrnutı´
V prˇedesˇly´ch odstavcı´ch jsem analy´zu prova´deˇl nad testovacı´m cˇla´nkem o Nielsi Bohrovi,
tento cˇla´nek ma´ velikost 20,6 kB. Testovane´ kontextove´ mapy byly postaveny nad ru˚z-
ny´mi te´maticky uceleny´mi oblastmi, jako naprˇı´klad Informatika,Matematika, Sociologie,
Fyzika. Vy´sledky dalsˇı´ch testovacı´ch cˇla´nku˚ jsou uvedeny v Prˇı´loze C.
Porovna´nı´ vy´sledku˚ s jiny´mi kompresnı´mi algoritmy, prˇi velikosti zvolene´ limitnı´
entropie 5.0, maxima´lnı´m pocˇtu komprimovany´ch slov 8 je zobrazeno v Tabulce 2. Protozˇe
od vysˇsˇı´ch pocˇtu˚(> 500) nacˇteny´ch stra´nek docha´zı´ ke sjednocenı´ kompresnı´ch vlastnostı´
kontextove´ mapy, poslednı´ uvedeny´ algoritmus je oznacˇen jako ”Uni-1000”.
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4.2 Popis implementace
Algoritmus jsem implementoval jako konzolovou aplikaci ve VC++ v prostrˇedı´ .NET. Pro
.NET jsem se rozhodl prˇedevsˇı´m z du˚vodu rozsahu knihoven a na´stroju˚, ktere´ nabı´zı´.
V implementaci jsem potrˇeboval rychle a jednodusˇe stahovat stra´nky z Wikipedie, kde
je mocnou knihovnou WebClient. Da´le .NET usnadnˇuje pra´ci s rˇetezci v ru˚zny´ch ko´do-
va´nı´ch, cozˇ je neocenitelne´ pra´veˇ na prˇı´kladu Wikipedie, kde jsem se neˇkolikra´t setkal
s proble´mem prˇi cˇtenı´ arabsky´ch cˇi rˇecky´ch znaku˚. Samotna´ aplikace je rozdeˇlena do
neˇkolika cˇa´stı´:
• UI cˇa´st, syste´m menu a podmenu pro ovla´da´nı´ vlastnostı´ kontextove´ mapy, vlast-
nostı´ kode´ru a dekode´ru
• Trˇı´da reprezentujı´cı´ kontextovou mapu
• Trˇı´da reprezentujı´cı´ kode´r a dekode´r
• Trˇı´da reprezentujı´cı´ jedno slovo, tzv. neuron
• Trˇı´da reprezentujı´cı´ obecny´ paket, ze ktere´ potom deˇdı´ vlastnosti dalsˇı´ odvozene´
pakety
• Neˇkolik pomocny´ch trˇı´d, pro generova´nı´ statistik, pro stahova´nı´ textu˚ z Wikipedie,
pro parsova´nı´ webovy´ch stra´nek, pro ukla´da´nı´ kontextove´ mapy,...
4.2.1 Kontextova´ mapa
Z pohledu implementace je kontextova´ mapa(trˇı´da VasanNetwork) poskytovatelem slu-
zˇeb pro vola´nı´ z UI cˇa´sti, UI ma´ prˇı´stup jenom k metoda´m prˇı´stupny´m v kontextove´
mapeˇ. Naprˇı´klad zprostrˇedkova´va´ UI metody pro nacˇtenı´ dat do mapy, pro provedenı´
komprese, dekomprese, generova´nı´ statistik,... . Samotna´ trˇı´da vsˇak vykona´va´ jenom
operace, ktere´ se jı´ prˇı´mo ty´kajı´, vsˇechny dalsˇı´ funkce jenom zprostrˇedkova´va´ od jiny´ch
objektu˚:
• Metody pro nacˇtenı´ slov a asociacı´
• Uchova´va´ a umozˇnˇuje manipulaci se slovy a asociacemi
• Umozˇnˇuje vyhleda´va´nı´ v kontextove´ mapeˇ na za´kladeˇ indexu a slova
4.2.2 Neuron
Implementaci kontextove´ mapy jsem navrhl tak, zˇe kazˇde´ slovo v mapeˇ je samostatny´
objekt, oznacˇme tento objekt termı´nem neuron. Prˇi implementaci jsem pu˚vodneˇ oznacˇil
chybneˇ kontextovou mapu, jako neuronovou sı´t, a tak se v ko´du tato trˇı´da nazy´va´ neuron,
v kodu je to bezesporu prˇehledneˇjsˇı´, i kdyzˇ neprˇesne´ oznacˇenı´. Z hlediska programa´tora
je jednodusˇsˇı´ si prˇedstavit neuron, do ktere´ho a z ktere´ho vedou spojenı´ na jine´ neurony.
Tento neuron v sobeˇ obsahuje tyto vlastnosti:
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• Na´zev slova, ktere´ reprezentuje.
• Index slova v sı´ti, jiny´mi slovy, porˇadı´ ve ktere´m byl objekt do kontextove´ mapy
vlozˇen. Z te´to vlastnosti vyply´va´, zˇe neexistujı´ dveˇ slova, ktera´ by meˇla stejny´ index.
• Seznam objektu˚, se ktery´mi je tento objekt spojen vazbou, tzv. asociace.
• Entropie vystupujı´cı´ch vazeb.
Neuron je zodpoveˇdny´ za prˇeposı´la´nı´ sı´t’ovy´ch paketu˚ do dalsˇı´ch neuronu˚ prˇi procesu
komprimace. V ra´mci tohoto procesu si neuron prˇecˇte hodnoty, ktere´ jsou v paketu ob-
sazˇeny, du˚lezˇite´ je hlavneˇ na´vazne´ slovo, do ktere´ho bude paket prˇesmeˇrova´vat. Funkce
neuronu je podobna´ funkci routeru v IP sı´tı´ch. Po nalezenı´ vazby do na´sledne´ho slova
neuron prˇicˇte hodnotu te´to vazby k hodnoteˇ kontrolnı´ho soucˇtu a podle porˇadı´(zda je
sude´, cˇi liche´) te´to vazby take´ prˇicˇte cˇi odecˇte hodnotu vazby k strˇı´dave´mu kontrolnı´mu
soucˇtu.
Dalsˇı´m u´kolem neuronu prˇi procesu komprimace je kontrolovat, zda jizˇ paket dosa´hl
rˇesˇenı´ nebo, ne. Zda je v paketu rˇesˇenı´ neuron pozna´ na za´kladeˇ pocˇtu slov, ktera´ s
sebou paket nese, pokud je neuron poslednı´m neseny´m slovem, ukoncˇı´ pru˚chod paketu
kontextovou mapu a vra´tı´ jej do kompresnı´ jednotky, aby jej ta mohla ulozˇit.
U´koly neuronu prˇi dekompresi jsou trˇi:
1. Prˇeposı´la´nı´ paketu˚ do na´vazny´ch spojenı´.
2. Odstraneˇnı´ neplatny´ch paketu˚.
3. Vyhodnocenı´ paketu, zda neobsahuje hledane´ rˇesˇenı´.
4.2.2.1 Prˇeposı´la´nı´ paketu˚ pokazˇde´, kdy neuron obdrzˇı´ paket, musı´ tento paket na-
klonovat a rozeslat do svy´ch vy´stupnı´ch spojenı´. Tento proces prˇipomı´na´ chova´nı´ hubu v
pocˇı´tacˇovy´ch sı´tı´ch. Rozesla´nı´ do vy´stupnı´ch spojenı´ se rˇı´dı´ pravidlem, nejdrˇı´ve se vkla´da´
do spojenı´ s nejvysˇsˇı´m ohodnocenı´m vazby. Kazˇde´mu paketu navı´c aktualizuje kontrolnı´
soucˇty a inkrementuje pocˇet projdeny´ch neuronu˚.
4.2.2.2 Odstraneˇnı´ paketu˚ prˇedtı´m, nezˇ neuron umozˇnı´ paketu vstoupit do dalsˇı´ho
spojenı´, zkontroluje, zda je paket sta´le platny´. Paket ma´ v sobeˇ ulozˇena metadata z kom-
prese(index prvnı´ho slova, index poslednı´ho slova, dva kontrolnı´ soucˇty, pocˇet slov, ktera´
byla komprimova´na) a za´rovenˇ si ukla´da´ pru˚beˇzˇne´ vy´sledky prˇi pru˚chodu sı´tı´, takzˇe si
vytva´rˇı´ novou dvojici kontrolnı´ho soucˇtu a za´rovenˇ si vede, kolik slov dosud procestoval.
Nejdrˇı´ve neuron zkontroluje, zda nebude prˇi prˇeposla´nı´ paketu prˇekrocˇen pocˇet slov,
pote´ provede kontrolu, zda nebyl prˇekrocˇen kontrolnı´ soucˇet. Pokud dojde k porusˇenı´
pravidel, je paket zahozen.
4.2.2.3 Vyhodnocenı´ paketu probı´ha´ formou porovna´nı´ metadat, se ktery´mi byl pa-
ket do sı´t’eˇ vysla´n, tedy zda obsahuje stejny´ pocˇet slov, stejny´ index prvnı´ho a poslednı´ho
slova a shodne´ kontrolnı´ soucˇty. Pokud je rˇesˇenı´ nalezeno, jsou ukoncˇena vsˇechna hleda´nı´,
viz. popis v dalsˇı´ cˇa´sti popisujı´cı´ kode´r a dekode´r.
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4.2.3 Kode´r
Je trˇı´dou prˇebı´rajı´cı´ na´zvy zdrojove´ho a vy´stupnı´ho souboru. Kode´r zajisˇt’uje prˇedevsˇı´m
tyto funkce:
• Volba typu kompresnı´ho paketu
• Vpusˇteˇnı´ paketu do kontextove´ mapy
• Za´pis komprimovane´ zpra´vy do vy´stupnı´ho souboru
4.2.4 Dekode´r
Dekode´r je trˇı´dou jejı´mzˇ prima´rnı´m u´kolem je nalezenı´ pu˚vodnı´ zpra´vy ze zpra´vy kom-
primovane´. K nalezenı´ je trˇeba zajistit trˇi du˚lezˇite´ funkce:
• Extrahovat typ kompresnı´ho paketu
• Nale´zt pocˇet slov obsazˇeny´ch v paketu
• V prˇı´padeˇ fixnı´ho paketu pak take´ extrakce prvnı´ho a poslednı´ho indexu slova a
kontrolnı´ch soucˇtu˚
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5 Za´veˇr
Algoritmus sice neprˇekona´va´ kompresnı´ rekordy, na druhou stranu umozˇnˇuje prˇi pouzˇitı´
te´maticky´ch kontextovy´ch map a na´sledne´ kompresi zavedeny´mi algoritmy, dosa´hnout
lepsˇı´ch kompresnı´ch vy´sledku˚, nezˇ jaky´ch dosahujı´ beˇzˇneˇ komercˇnı´ programy. Algorit-
mus popsany´ v te´to pra´ci je schopen pracovat pouze s textovy´mi dokumenty, nenı´ urcˇen
pro kompresi jiny´ch typu˚ souboru˚. V prˇı´loze B je uveden na´vrh algoritmu, ktery´ ma´ za
cı´l umozˇnit take´ kompresi jiny´ch souboru˚, nezˇ-li jenom textovy´ch dokumentu˚.
Slabou stra´nkou algoritmu je jeho rychlost. Pro budoucı´ rozvoj algoritmu je tak
du˚lezˇite´ najı´t zpu˚sob, ktery´m vı´ce zefektivnit prohleda´va´nı´ kontextove´ mapy. V tuto
chvı´li je jedinou mozˇnostı´, jak zrychlit algoritmus, meˇnit parametry povolene´ entropie,
pocˇtu slov pro kompresnı´ paket a dobu platnosti cˇasove´ho razı´tka paketu.
Prˇi tvorbeˇ te´to pra´ce jsem narazil na dalsˇı´ potencia´lnı´ vyuzˇitı´ algoritmu, naprˇı´klad
zatrˇizova´nı´(te´maticke´) textovy´ch dat na za´kladeˇ u´speˇsˇnosti komprese prˇi ru˚zny´ch te´ma-
ticky´ch kontextech. Dalsˇı´m vyuzˇitı´m by mohlo by´t testova´nı´ originality pracı´. U testova´nı´
originality pracı´ bychom nedosa´hli deterministicke´ odpoveˇdi, ale algoritmus by mohl
slouzˇit, jako pomocnı´k, ktery´ by takove´ pra´ce vytipoval. Princip by byl zalozˇen na vy-
tvorˇenı´ kontextove´ mapy, ktera´ by reprezentovala pra´ci, o ktere´ si prˇejeme zjistit, zda z
nı´ bylo opisova´no. Samotne´ oveˇrˇenı´ by probı´halo, tak zˇe bychom nad toutou kontexto-
vou mapou provedli kompresi podezrˇele´ pra´ce a porovnali, zda komprese nedosahuje
vy´sledku˚ lepsˇı´ch, nezˇ by bylo norma´lnı´ rozdeˇlenı´ u pracı´, ze ktery´ch opisova´no nebylo.
Michal Vasˇinek
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A Maticovy´ za´pis kontextove´ mapy
Kazˇdou mapu, ktera´ je vytvorˇena algoritmy budova´nı´ kontextove´ mapy, lze reprezentovat
cˇtvercovou maticı´ dimenze N , kde N je pocˇet disponibilnı´ch slov. Naprˇı´klad ve druhe´
verzi algoritmu lze takto vybudovat matici s dimenzı´ rovnou 256.
Kazˇde´mu slovu lze prˇirˇadit stavovy´ vektor |v >. Pro forma´lnı´ popis stavovy´ch vektoru˚
budu vyuzˇı´vat Diracovy notace, kde |v > je sloupcovy´ vektor, oproti tomu < v| se myslı´
rˇa´dkovy´ vektor.
A.1 Ba´ze kontextove´ mapy
Ba´ze je sada vektoru˚, pomocı´ ktere´ mu˚zˇeme modelovat vektorovy´ prostor vsˇech rˇesˇenı´,
ktera´ se v kontextove´ mapeˇ nacha´zı´. Pocˇet vektoru˚ ba´ze je da´n dimenzı´ vektorove´ho
prostoru dostupny´ch rˇesˇenı´. V prˇı´padeˇ prvnı´ verze algoritmu je ba´zı´ soustava stavovy´ch
vektoru˚ reprezentujı´cı´ch jednotliva´ slova, ve druhe´ verzi je potom 256 stavovy´ch vektoru˚,
reprezentujı´cı´ch ru˚zne´ kombinace bitu˚ obsazˇene´ v 1 bytu. Kazˇdy´ stavovy´ vektor obsahuje
jednu jednicˇku na pozici, ktera´ jej reprezentuje, na ostatnı´ch pozicı´ch jsou nuly.
Uvazˇme prˇı´klad, meˇjme vektorovy´ prostor dimenze 4(znamena´, zˇe v mapeˇ mu˚zˇeme
mı´t nanejvy´sˇ cˇtyrˇi slova). Takovy´to vektorovy´ prostor je da´n cˇtverˇicı´ stavovy´ch vektoru˚,
ktere´ spolecˇneˇ tvorˇı´ ba´zı´:
|n1 >=


1
0
0
0


|n2 >=


0
1
0
0


|n3 >=


0
0
1
0


|n4 >=


0
0
0
1


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A.2 Skala´rnı´ soucˇin
Kra´tce zadefinuji take´ operaci skala´rnı´ho soucˇinu. V Diracoveˇ notaci se pouzˇı´va´ tento
za´pis:
< ni|nj >
Pomocı´ skala´rnı´ho soucˇinu si nynı´ mu˚zˇeme zadefinovat ortonorma´lnı´ ba´zi. Vektory
jsou ortonorma´lnı´ pra´veˇ kdyzˇ platı´:
< ni|nj >= δi,j
kde δi.j je symbolem pro Kroneckerovu delta funkci.Stavove´ vektory tvorˇı´cı´ ba´zi
budou v kontextove´ mapeˇ obecneˇ ortonorma´lnı´.
A.3 Tenzorovy´ soucˇin
Pro vytva´rˇenı´ mapy je velmi vhodny´m na´strojem tenzorovy´ soucˇin. Ten je definova´n jako:
|ni >< nj | (7)
Tenzorovy´ soucˇin generuje cˇtvercovou matici o dimenzi rovne´ pocˇtu slozˇek vektoru.
Pokud se na matici popisujı´cı´ kontextovou mapu budeme dı´vat jako na strukturu re-
prezentujı´cı´ vazby mezi jednotlivy´mi prvky, zjistı´me, zˇe rˇa´dky matice reprezentujı´ prvnı´
slovo vazby, zatı´mco sloupce reprezentujı´ druhe´ slovo vazby. Va´ha vazeb je potom da´na
pozicı´ vazby podle rˇa´dku a sloupce matice.
A.4 Superpozice stavovy´ch vektoru˚ - matice kontextove´ mapy
Dı´ky vlastnosti tenzorove´ho soucˇinu, ktera´ na´m vygeneruje matici s jednicˇkou na pozici
oznacˇujı´cı´ vazbu mezi prvnı´m a druhy´m slovem, mu˚zˇeme takove´to tenzorove´ soucˇiny
scˇı´tat a generovat tı´m dalsˇı´ matici. Tato matice je charakteristicka´ tı´m, zˇe je superpozicı´
vı´ce po sobeˇ jdoucı´ch stavu˚. Takova´ matice M se da´ obecneˇ zapsat takto:
Mm×m = α|ni >< ni+1|+ β|ni+1 >< ni+2|+ ...+Ω|nm−1 >< mm| (8)
Koeficienty α, β, ...,Ω jsou va´hy prˇechodu mezi jednotlivy´mi slovy, nebo znaky.
A.5 Dotazova´nı´ na vazby - matice kontextove´ mapy jako opera´tor
Pokud jizˇ ma´me vygenerova´nu matici kontextove´ mapy, mu˚zˇeme ji aplikovat jako opera´-
tor na jednotlive´ stavove´ vektory a zjistit tak va´hy u na´mi zvolene´ho stavove´ho vektoru.
Je trˇeba ovsˇem du˚sledneˇ rozlisˇit, zda jsme ve vy´sledne´m vektoru obdrzˇeli va´hy smeˇrˇu-
jı´cı´ k na´sledujı´cı´m slovu˚m, nebo vazby smeˇrˇujı´cı´ z prˇedchozı´ho slova. V tomto prvnı´m
prˇı´padeˇ obdrzˇı´me po prˇena´sobenı´ matice cest pozˇadovany´m stavovy´m vektorem zleva
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vektor reprezentujı´cı´ vazby vystupujı´cı´ z dane´ho slova. Opera´tor se v literaturˇe zapisuje
se strˇı´sˇkou nad znakem: Oˆ. Obecneˇ mu˚zˇeme psa´t:
< ni|Mˆ =< va´hyout| (9)
A.6 Dotazova´nı´ se na libovolnou vazbu
Pokud hleda´me jednu konkre´tnı´ vazbu, dotaz tvorˇı´me tak, zˇe na´sobı´me opera´tor zprava
a zleva prˇı´slusˇny´mi stavovy´mi vektory. Takzˇe pokud bychom hledali va´hu vazby jdoucı´
ze stavu (s − 1) reprezentujı´cı´ho naprˇı´klad pı´smeno ”H” do stavu (s) reprezentujı´cı´ho
pı´smeno ”e’, psali bychom.
< ns−1|Mˆ |ns >= va´ha
A.7 Za´pis kontrolnı´ho soucˇtu
Kontrolnı´ soucˇet reprezentuje operaci scˇı´ta´nı´ hodnot vazeb pro ru˚zne´ pru˚chody cesty v
mapeˇ. Jeho forma´lnı´ za´pis je na´sledujı´cı´:
+ =< ni|Mˆ |ni+1 > + < ni+1|Mˆ |ni+2 > +...+ < ni+l−1|Mˆ |ni+l > (10)
Kde i je porˇadovy´ index slova v komprimovane´ zpra´veˇ a l je pocˇet komprimovany´ch
slov pro jeden fixnı´ paket.
A.8 Za´pis strˇı´dave´ho kontrolnı´ho soucˇtu
Strˇı´davy´ kontrolnı´ soucˇet, je druhou kontrolnı´ hodnotou obsazˇenou v sı´t’ove´m paketu.
Vy´sledna´ hodnota je da´na postupny´m prˇicˇı´ta´nı´m a odecˇı´ta´nı´m vazeb mezi slovy. Jeho
forma´lnı´ za´pis na´sledujı´cı´:
± =< ni|Mˆ |ni+1 > + < ni+1|Mˆ |ni+2 > −...+ < ni+l−1|Mˆ |ni+l > (11)
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B Na´vrh algoritmu pro kompresi pomocı´ kontextove´ mapy
znaku˚
Druha´ verze algoritmu si klade za cı´l vyzkousˇet odlisˇneˇ sestavenou mapu slov. Termı´n
slovo zde nahradı´m znakem. Jeden znak je v tomto kontextu mysˇleno 8 bitu˚, tedy 1 bajt.
Algoritmus nynı´ bude budovat svou mapu na za´kladeˇ vstupu po jednotlivy´ch znacı´ch.
B.1 Algoritmus pro vybudova´nı´ mapy znaku˚
Algoritmus pro budova´nı´ sı´t’eˇ v prˇı´padeˇ znakove´ mapy bude pracovat obdobneˇ jako v
prvnı´m prˇı´padeˇ.
1. Rozdeˇlenı´ zpra´vy na jednotlive´ znaky tak, at’jsou serˇazeny od prvnı´ho k poslednı´mu
znaku zpra´vy.
2. Zpra´va se procha´zı´ po jednotlivy´ch znacı´ch.
3. Pokud dane´mu znaku prˇedcha´zel jiny´ znak, vazba mezi teˇmito znaky se inkremen-
tuje(v prˇı´padeˇ, zˇe zˇa´dna´ vazba mezi teˇmito znaky dosud nenı´, vytvorˇı´ se), pokud
se prˇed znakem zˇa´dny´ jiny´ znak nenacha´zel, pokracˇuje se da´le.
4. Kazˇdy´ znak se ulozˇı´, aby v porˇadı´ dalsˇı´ znak znal znak prˇedcha´zejı´cı´.
5. Body 2,3 a 4 se opakujı´ prˇes cely´ zdrojovy´ soubor dat.
B.2 Algoritmus sı´t’ove´ho paketu
Rozlozˇenı´ dat v sı´t’ove´m paketu bude odlisˇne´ pro dva prˇı´pady, prvnı´ mozˇnostı´ je mı´t fixnı´
de´lku zako´dovane´ zpra´vy, druhy´m je potom mozˇnost promeˇnne´ de´lky zpra´vy. Prvnı´
prˇı´pad nepotrˇebuje ukla´dat de´lku slova. Druhy´ prˇı´pad nabı´zı´ mozˇnost rozsˇı´rˇenı´ de´lky
vstupnı´ zpra´vy, nicme´neˇ je trˇeba prˇipocˇı´tat dalsˇı´ bity pro de´lku slova.
B.2.1 5 bajtovy´ sı´t’ovy´ paket s fixnı´ de´lkou slova - za´kladnı´ paket
Za´kladnı´ paket slouzˇı´ jako za´kladnı´, minima´lnı´ kompresnı´ paket. Tento paket v sobeˇ
obsahuje pouze minimum metadat o komprimovany´ch zpra´va´ch.
• FI - index prvnı´ho slova, protozˇe pouzˇı´va´me znaky na mı´sto slov, maxima´lnı´ index
bude mı´t hodnotu 255, proto postacˇı´ pro jeho reprezentaci jeden bajt
• CH1 - kontrolnı´ soucˇet cˇı´slo 1
• CH2 - kontrolnı´ soucˇet cˇı´slo 2
• WL - de´lka slova
• FLAG - cˇtyrˇi jedno-bitove´ flagy pro prˇı´padnou optimalizaci, 2bity pro rozlisˇenı´ typu
paketu, dalsˇı´ dva rezervova´ny pro budoucı´ pouzˇitı´
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byte 1 2-3 4 5
promeˇnna´ FI CH1 FLAG—DPT LI
Tabulka 3: Za´pis bitu˚(bytu˚) 5 bajtove´ho kompresnı´ho paketu
byte 1 2-3 4 5-6 7 8
promeˇnna´ FI CH1 WL—DPT CH2 FLAG LI
Tabulka 4: Za´pis bitu˚(bytu˚) 8 bajtove´ho kompresnı´ho paketu s promeˇnnou de´lkou slova
• LI - index poslednı´ho slova
• DPT - hloubka maxima´lnı´ho zanorˇezenı´ prˇi vy´beru cesty z jednoho znaku
B.2.2 8 bajtovy´ sı´t’ovy´ paket s promeˇnnou de´lkou slova a promeˇnnou de´lkou ma-
xima´lnı´ho zanorˇenı´
De´lka slova mu˚zˇe naby´vat libovolne´ velikosti, ale protozˇe volba prˇı´lisˇ velike´ de´lky slova
vede k exponencia´lnı´mu na´ru˚stu˚ potencia´lnı´ch vy´sledku˚. Pro potrˇeby algoritmu bude
nejvysˇsˇı´ hodnotou od ktere´ se bude hledat optima´lnı´ vy´sledek cˇı´slo 16. Takto na´m pro
za´pis de´lky slova postacˇı´ 4 bity. Druha´ cˇtverˇice bitu˚ je vyuzˇita pro specifikaci zanorˇenı´ do
sı´teˇ.
B.2.3 7 bajtovy´ sı´t’ovy´ paket s fixnı´ de´lkou slova a promeˇnnou de´lkou maxima´lnı´ho
zanorˇenı´
Prˇi pouzˇitı´ fixnı´ de´lky slova ma´me mozˇnost rozhodnout co udeˇlat s usˇtrˇeny´mi cˇtyrˇmi
bajty, bud’ je nechat na pouzˇitı´ naprˇ. jako FLAG znacˇku a usˇetrˇit tak mı´sto nı´ jeden bajt a
nebo naopak mu˚zˇeme rozsˇı´rˇit pocˇet indika´toru˚.
Prˇi kompresi si algoritmus za kazˇdou komprimovanou zpra´vou vykona´ zpeˇtnou
kontrolu, zda se na dany´ vy´sledek standardnı´m postupem algoritmu da´ dojı´t v nejkratsˇı´m
a za´rovenˇ prˇijatelne´m cˇase. Sı´t’ovy´ paket zna´ spra´vny´ vy´sledek i postup, takzˇe bude
schopen rychle eliminovat nespra´vne´ cesty.
byte 1 2 3 4 5 6 7
promeˇnna´ FI CH1 CH1 CH2 CH2 FLAG/DPT LI
Tabulka 5: Za´pis bitu˚(bytu˚) 7 bajtove´ho kompresnı´ho paketu
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C Grafy a zhodnocenı´ pro odlisˇne´ korpusy
Pro otestova´nı´, zda za´vislosti zjisˇteˇne´ v kapitole 4.1.5 jsou platne´ vsˇeobecneˇ, jsem provedl
neˇkolik dalsˇı´ch testova´nı´ na odlisˇny´ch te´matech cˇla´nku˚, ktere´ jsem komprimoval pomocı´
kontextove´ho algoritmu. Grafy obecneˇ potvrdily, zˇe pro ru˚zne´ te´maticke´ typy komprimo-
vany´ch cˇla´nku˚ jsou za´vislosti v souladu s analy´zou z kapitoly 4.1.5. Testovany´mi cˇla´nky
byly anglicke´ cˇla´nky o socialismu a pocˇası´.
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Program/algoritmus Velikost(socialism) Velikost(pocˇası´) Dvojita´ komprese
Pu˚vodnı´ velikost 61,6 kB 14,2 kB
ZIP 18,8 kB 5,31 kB
BZ2 22,0 kB 5,64 kB
LZMA 20,2 kB 5,31 kB
Algoritmus(Socalism-1) 26,0 kB 19,3 kB(ZIP)
Algoritmus(Weather-1) 4,44 kB 3,46 kB(ZIP)
Algoritmus(Fyzika-100) 40,1 kB 10,1 kB 6,3 kB(ZIP)
Algoritmus(Uni-500) 37,8 kB 12,4 kB 6,18 kB(ZIP)
Tabulka 6: Porovna´nı´ vy´sledku˚ s dalsˇı´mi algoritmy
Obra´zek 12: Graf za´vislosti velikosti vy´sledne´ho souboru na pocˇtu nacˇteny´ch stra´nek -
cˇla´nek socialism
Obra´zek 13: Graf za´vislosti prˇı´nosu kazˇde´ dalsˇı´ nacˇtene´ stra´nky - cˇla´nek socialism
37
Obra´zek 14: Graf za´vislosti velikosti vy´sledne´ho souboru na pocˇtu nacˇteny´ch stra´nek -
cˇla´nek weather
Obra´zek 15: Graf za´vislosti prˇı´nosu kazˇde´ dalsˇı´ nacˇtene´ stra´nky - cˇla´nek weather
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D DVD s implementacı´ algoritmu
