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Gegenwärtig sind in Deutschland
53 Müllverbrennungsanlagen mit
einer Jahreskapazität von ca. 
12 Millionen Mg in Betrieb. Im
Bau oder im Genehmigungsver-
fahren befinden sich weitere 13
Anlagen [6]. 
Durch die Verbrennung wird der
auf dem Rost befindliche Müll iner-
tisiert, und die flüchtigen Schad-
stoffe erscheinen in Form von
Flugstäuben und Rauchgas. Die
in den Flugstäuben und im Rauch-
gas enthaltenen Schadstoffe müs-
sen aufkonzentriert werden, um
entsorgt werden zu können. Dies
ist mit hohem technischen und fi-
nanziellem Aufwand verbunden.




Schadstoffe in der Entstehung
vermieden werden (primäre Maß-
nahmen). Tab. 1 zeigt das Ver-
besserungspotential verschiede-
ner primärer und sekundärer
Maßnahmen zur NOx Reduktion.
Dieser Artikel gibt eine Übersicht
über die Arbeiten am IAI zur Ver-
besserung der Prozessführung in
der Thermischen Abfallbehand-
lung (TAB) durch primäre Maß-
nahmen mit Methoden der Ma-
schinellen Intelligenz in Verbin-
dung mit einer Video- und Infra-
rotbildverarbeitung. Hierdurch
können u. a. Störungen beim Ab-
brand des Mülls und dadurch die
Erfordernis für manuelles Eingrei-
fen der Operateure in die Rege-
lung der Verbrennung wesentlich
verringert werden. 
Problem
In der TAB treten immer wieder
Situationen auf, bei denen unver-
brannte Müllanteile aus dem
Hauptverbrennungsbereich in die
Nachbrennzone (Abb. 1) wan-
dern. Bei größeren Anteilen über-
nimmt normalerweise der Opera-
teur die Aufgabe, im zugehörigen
Bereich entsprechend die Luftzu-
fuhr der entsprechenden Unter-
windzonen (Abb.1) zu erhöhen
und evtl. die Rostgeschwindigkeit
zu reduzieren. Wird nicht korrigie-
rend eingegriffen, so fallen nicht
vollständig verbrannte Müllanteile
in den Schlackeaustrag. Dies
kann dazu führen, dass die ge-





des Ausbrandgrades und der Er-
füllung der TA Siedlungsabfall in
der TAB wurde ein System ent-
wickelt, das visuelle Informatio-
nen verarbeitet (Keller u. a. [8]).
Eine Videokamera liefert ein per-
spektivisches Bild der Nach-
brennzone. Die daraus auszu-
wertenden Bereiche können mit
grafischen Methoden frei in Zo-
nen und Unterteilungen festge-
legt werden. Innerhalb eines Re-
gelzyklus werden die Operatio-
nen Bilderfassung, Bildverarbei-
tung, Regelalgorithmus und Pro-
zess-Leitsystem-Kommunikation
durchgeführt. Zur Optimierung
der Regelung durch Luftzufuhr
wurde ein Fuzzy Regler ent-
wickelt und in dieses System inte-
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Primärmaßnahmen
Maßnahmen Reduktionspotential Technische Reife
Homogenisierung bis etwa 20% Stand der Technik
des Brennguts
Rauchgasrückführung bis etwa 20% Stand der Technik
Stufung und Regelung bis etwa 20% Stand der Technik
der Luftzugabe
Sekundärmaßnahmen
Maßnahmen Reduktionspotential Technische Reife
Selektive nichtkatalytische bis etwa 80% Stand der Technik
Reduktion (SNCR)
Selektive katalytische bis etwa 90% Stand der Technik
Reduktion (SCR)
Aktivkoksverfahren bis etwa 60% In Erprobung
Nassverfahren bis etwa 70% In Erprobung
Tab. 1: Primär und Sekundärmaßnahmen zur NOx Reduktion.
Der Fuzzy Regler
Fuzzy Control liefert die Möglich-
keit, Prozessgrößen als linguisti-
sche Variablen zu verarbeiten.
Somit kann Expertenwissen di-
rekt in Regeln einer Fuzzy Regel-
basis überführt werden. Ein so er-
stellter Fuzzy Regler hat i.d.R. ein
nichtlineares Regelkennfeld, und
ist somit bei nichtlinearen Regel-
strecken einem linearen Regler
überlegen.
Der Fuzzy Regler soll unver-
branntes Material anhand der
Größe der brennenden Fläche
und der auf diese Fläche bezoge-
nen Intensität erkennen und da-
nach die Luftzufuhr verändern.
Mit Hilfe der Änderung der Sum-
me der Intensitäten soll die Luft
so lange erhöht werden, bis der
Müll maximal brennt. Ist dies der
Fall, so ändert sich die Intensität
nicht mehr wesentlich. Mit Hilfe
der vergangenen Werte der Än-
derung der Luftzufuhr sollen
unnötig große Stellgrößenände-
rungen vermieden werden, die
durch Verpuffungen und Flackern
entstehen könnten. Der einge-
setzte Fuzzy Regler besitzt vier
Eingangsgrößen und eine Aus-
gangsgröße. Die Eingangs-
größen sind die erkannte Fläche
(Größe des Brandherdes ΣA), die
darauf bezogene Intensität (In-
tensität des Brandherdes ΣI/ΣA),
die frühere Änderung der Sum-
menintensität (DΣI) und die frühe-
re Änderung der Luftzufuhr
(DLalt).
Die Ausgangsgröße DLneu ist eine
Änderung der Luftzufuhr, die zum
absoluten Wert der Luftzufuhr
hinzugerechnet wird und zwi-
schen den Größen MIN und MAX
liegt. Im Prozessleitsystem wird
dieser Wert in eine additive Kom-
ponente umgerechnet, die zu ei-
nem Grundwert der Luftzufuhr
addiert wird. 
Die maßgeblich für das Regelver-
halten entscheidenden Größen
sind die Zugehörigkeitsfunktio-
nen für die Fläche und die Inten-
sität. Abb. 2 zeigt den Aufbau des
Fuzzy Reglers.
Eine weitere Verbesserung des
Abbrandverhaltens lässt sich
durch die Einbeziehung der Rost-
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in die Regelung erreichen. Aller-
dings kann die Rostgeschwindig-
keit nur in begrenztem Umfang
geändert werden, da es sonst zu
Aufstauung des Mülls kommen
kann. 
Das vorgestellte System läuft seit
einiger Zeit als Teil der Feuerleis-
tungsregelung an einer großindu-
striellen Müllverbrennungsanlage
(MVA) mit großem Erfolg. Bei
wechselnder Müllzusammenset-
zung treten immer wieder Situa-
tionen auf, bei denen nicht voll-
ständig verbrannte Müllanteile in
die Nachbrennzone wandern.
Hier greift das System frühzeitig
ein und berechnet für die einge-
setzten konventionellen Luftreg-
ler neue Sollwerte entsprechend
der vorliegenden Situation. Da-
durch wird der Ausbrand deutlich
verbessert. 
Das Ziel einer Feuerleistungsre-




Verbrennung kann zu erhöhter
Schadstoffemission führen. Klas-
sische Feuerleistungsregelungen
arbeiten mit einer Feedback-Re-
gelung, d.h. es wird auf Abwei-
chungen von Ist- und Sollzustand
reagiert. Ein neuartiger Ansatz ist
die Einführung einer Feed-For-
ward Komponente, die mit Hilfe
von Prozessvorhersagen und so-
mit vorausschauend arbeitet.
Hierfür ist ein Modell des Ver-
brennungsprozesses erforder-
lich. Eine umfassende Modellie-
rung des Verbrennungsprozes-




Neuronale Netze sind informati-
onsverarbeitende Strukturen, die
aufgrund ihrer Fähigkeit zur
Selbstorganisation funktionale
Beziehungen in einer Trainings-
phase lernen können. Dieses er-
lernte „Wissen“ kann in einer Ab-
rufphase auf neuen Daten ange-
wendet werden.
Hier werden Neuronale Netze
verwendet, die die Beziehung
von gegenwärtigem Prozesszu-
stand zu einem Folgezustand im-
plizitbeschreiben. Ein trainiertes
Neuronales Netz stellt somit ein
subsymbolisches Modell des Pro-




Das Prozessleitsystem der MVA
liefert alle 10 sec einen Datensatz
aus 28 Prozessparametern. Da-
tensätze wurden in einer einwö-
chigen Messkampagne erfasst.
Nach einer Reduktion der Daten
durch Vorverarbeitung (Mittelung
auf 1 min) und a priori Selektion
einzelner Parameter wird ein Pro-
zesszustand durch einen Daten-
satz als Eingabe an ein Neurona-
les Netz repräsentiert. Das Netz
sagt aus dem aktuellen Zustand
einen Folgezustand vorher, der
als Ausgabe des Netzes auf die
Eingabe zurück gekoppelt wer-
den kann (Mehrschrittprädiktion).
Neben dem Systemzustand er-
hält das Netz zusätzlich die Stell-
größen u des Prozesses als Ein-
gabe (Abb. 3)
Um den Rechenaufwand zu mini-















Neuronen und Verbindungen ent-
halten wie zur Beschreibung des
Prozesses erforderlich sind. Hier-




Die Simulationen wurden mit dem
„Stuttgarter Neuronaler Netz- Si-
mulator“ durchgeführt, die Opti-
mierungen mit evolutionären Al-
gorithmen entstanden mit dem
Programmsystem ENZO (Evolu-
tionary Network Optimizing Sy-
stem, Universität Karlsruhe). 
Simulationsergebnisse zeigen ei-
ne ausreichende Vorhersagege-
nauigkeit bei einer Iterationstiefe
von 5 Zeitschritten (5 min). 
Ermittlung der Stellgrößen
aus dem Modell
Um eine einfache modellbasierte
Regelung zu realisieren, genügt
die Simulation der Führungs-
größen Dampfleistung und O2-
Gehalt im Rauchgas. Es wird das
als Simulator trainierte Neuronale
Netz benutzt, um Stellgrößen zu
erhalten, die den Prozess bzgl.
der Führungsgrößen in eine Soll-
vorgabe überführen. 
Hier bieten sich mehrere Möglich-
keiten an, unter Sollwertvorgabe
aus dem Neuronalen Modell
Stellgrößen zu ermitteln. Da das
Netz differenzierbar ist, können
über Gradientenabstiegsverfah-
ren die Differenzen am Ausgang
des Netzes durch das Netz zum
Eingang propagiert werden, um
dort eine verbesserte Schätzung
für die benötigten Stellgrößen zu
erhalten. In der Praxis hat sich je-
doch ein einfaches „Ausprobie-
ren“ von Stellgrößenkombinatio-
nen bewährt.
Die so ermittelten Stellgrößen
umfassen die Vorschubge-
schwindigkeit des Rostes, Müll-
aufgabe und Luftzuführung. Da
nur 2 Führungsgrößen zur Verfü-
gung stehen (O2-Gehalt im
Rauchgas und Dampfmenge),
dürfen aus Gründen der Wohlde-
finiertheit auch nur 2 Stellgrößen
ermittelt werden. In diesem Fall
werden Vorschubgeschwindigkeit
des Rostes und Müllaufgabe ge-
koppelt, wie dies auch bei der bis-
herigen Regelung der Fall ist.
Bestimmung einer optimalen
Handlungssequenz
Da die Dynamik des Prozesses
zu unerwünschten Nebeneffek-
ten (Schwingverhalten) führen
kann, muss die Auswirkung des
Eingriffs auf den Prozess abge-
schätzt werden. Dazu wird durch
mehrfache Anwendung der Stell-
größen auf die Simulation eine
Handlungssequenz aufgebaut.
Ausgehend vom aktuellen Wert
der Führungsgrößen St werden
mehrere temporäre Sollwerte in
Richtung des endgültigen Soll-
werts S* vorgeschlagen. Die
Stellgrößen werden durch Para-
meterabschätzung bestimmt, wie
im vorigen Abschnitt beschrie-
ben. Diese Operationen werden
bei einem Vorhersagehorizont
von vier Iterationen durchgeführt.
Danach werden die Trajektorien
mit Hilfe einer Gütefunktion ge-
messen und die Trajektorie, die
das Kriterium am besten erfüllt,
wird ausgewählt und der erste
temporäre Sollwert angewandt
(Abb. 4). Das Kriterium besteht in
diesem Fall darin, geringe Stell-
größenänderungen zu verwen-
den und den Sollwert S* so
schnell wie möglich zu erreichen.
Dies geschieht durch Minimie-
rung der Gütefunktion
mit U = (U(T0), … ; U(T1)), wobei
k1, k2, ,k3 Gewichtungen der ein-
zelnen Terme darstellen. Durch
Einbeziehen der Stellgrößenän-
derungen U(t) werden große
Stellgrößenänderungen bestraft.
T(t) ist ein Vertrauensindex, der
ein Abweichen des Arbeitspunkts
vom Arbeitspunkt des trainierten
Modells anzeigt. Hiermit werden
also Modellunsicherheiten be-
straft. Eine starke Gewichtung
dieses Koeffizienten führt zum
Favorisieren von Lösungen, de-
ren Trajektorie sich nahe am Ar-










= Knoten aus temporären Sollwerten
Kriterium der Baumsuche:




hinsichtlich der Suchtiefe (Anzahl
der Äste). Um dieses Verfahren
echtzeitfähig zu machen wurde
eine algorithmische Optimierung
mit dem A* Algorithmus [9] imple-
mentiert. Die Prozedur A* ist eine
Branch-and Bound-Suche mit ei-
ner Schätzung der verbleibenden
Entfernung nach dem Prinzip der
dynamischen Programmierung.
Wenn die Schätzung der Rest-
entfernung ein unterer Grenzwert
der tatsächlichen Entfernung ist,
dann ergeben sich aus A* optima-
le Lösungen. 
Das Finden der optimalen Lö-
sung wird mit A* erheblich be-
schleunigt. Falls bis zum Einstel-
len der neuen Stellgrößen diese
noch nicht zur Verfügung stehen,
so kann die bis dahin gefundene
Lösung verwendet werden. Somit
ist die Echtzeitfähigkeit des Ver-
fahrens gewährleistet.
Validität des Modells
Die Daten zum Training wurden
von dem geregelten Prozess ent-
nommen. Daher besitzt das Mo-
dell nur eine lokale Gültigkeit um
den gefahrenen Arbeitspunkt. Ei-
ne andere Regelstrategie – z. B.
wegen geänderter Müllzusam-
mensetzung – wird das beste-
hende Modell für den praktischen
Einsatz unbrauchbar machen.
Daher wird mit einer Abstandsbe-
stimmung die Ähnlichkeit neuer
Daten mit den Trainingsdaten ab-
geschätzt. Dies kann zur Erstel-
lung eines Vertrauensindexes für
das Simulationsergebnis genutzt
werden, um bei zu großen Abwei-
chungen vom trainierten Arbeits-
punkt auf ein anderes Modell zu
wechseln.
Um ein über mehrere Arbeits-
punkte gültiges Simulationser-
gebnis zu erhalten, bietet sich der
Einsatz von Multi-Modellen an,
bei denen jedes einzelne Modell
für einen speziellen Arbeitspunkt
trainiert wird. 
Mit dem entwickelten Prototyp
wurde ein on-line Testbetrieb an
einer großindustriellen Anlage
durchgeführt. Die Ableitung der
Eingriffssequenzen konnte ein-
drucksvoll demonstriert werden,
für saisonale Schwankungen der
Müllzusammensetzung ist noch
ein übergeordnetes Qualitätssi-
cherungskonzept zu realisieren. 





von Infrarot Kamerabildern ent-
wickelt, aus dem zusätzliche Pro-
zessgrößen generiert werden, die
dem gegenwärtigen System eine
höhere Vorhersagequalität geben
(Siehe folgender Abschnitt) sollen.
Eine Hauptursache für die star-
ken Schwankungen im Betrieb
von MVAs ist in der sehr hetero-
genen Zusammensetzung und
den unterschiedlichen Eigen-
schaften des Brennstoffs Müll be-
gründet. Die Dichte und Größe
der Müllteile schwankt ständig, so
dass aus einem bestimmten, in
den Brennraum eingebrachten
Müllvolumen nicht auf die einge-
brachte Müllmasse geschlossen
werden kann. Die Feuchte des
Mülls variiert stark, was zu unter-
schiedlichen Trocknungszeiten
führt. Die chemische Zusammen-
setzung des Mülls und damit der
Heizwert hängt stark von der je-
weiligen Müllfraktion (Sperrmüll,
Hausmüll etc.) ab. Aus diesen
Gründen ändern sich die für eine
vollständige Oxidation des
Brennstoffs nötige Sauerstoff-
menge sowie die bei der Reakti-
on freiwerdende Energie und da-
mit die Dampfmenge ständig. Um
mehr Information über den Zu-
stand der Verbrennung zu erhal-
ten, wurde eine Infrarotkamera
mit dem Ziel installiert, aus den
Infrarotaufnahmen weitere Merk-
male abzuleiten, die als Prozes-
sgrößen gelten.
Die Infrarotkamera ist auf den
Verbrennungsrost gerichtet um
von dort eine Temperaturvertei-
lung der Verbrennungszonen zu
erhalten. Ein spezieller Flammen-
filter verhindert störende Überla-
gerungen von IR-Strahlung aus
den Flammen. Abb. 5 zeigt ein
IR-Bild mit Sicht auf den Verbren-
nungsrost. 
Eine Zuordnung von gemessener
IR-Strahlungsleistung zu Tempe-
raturen kann nur unter der An-






Abb. 5: Infrarotaufnahme des Brennbetts.
Die Kamera erfasst Temperaturen von 700-
1000°C.
on des Brennmaterials gemacht
werden.
Über die IR Kamera lassen sich
zusätzliche Parameter zur Situa-
tion der Verbrennung auf dem
Rost gewinnen. Durch eine Bina-
risierung lässt sich die brennende
Fläche bestimmen. Diese Fläche
lässt sich charakterisieren durch
folgende Parameter:
● Lage des Brennbetts
● Grad des Zusammenhängens
des Brennbetts
● Schiefe des Brennbetts.
Diese Parameter können als zu-
sätzliche Führungsgrößen bei der
Regelung der Lage der Hauptver-
brennungszone herangezogen
werden.
Ergänzend zu einer prädiktiven
Regelung kann das Prozessver-
halten durch ein frühzeitiges Er-
kennen von Zustandsänderun-
gen (primär in Form von im konti-




halten wird über eine überwachte
Klassifikation analysiert. Hierzu
wird ein Müllelement (eine auf
dem Rost liegende Müllfraktion)
mit der Kamera beobachtet und
sein Emissionsverhalten vom
Rostanfang bis zum Verlassen
des Rostes aufgezeichnet. Dann
wird die Luftmenge ermittelt, die
für dieses Müllelement insgesamt
bereitgestellt wurde. Für jedes
Rostsegment gibt es eine indivi-
duelle Luftversorgung. Aus den
vier Luftversorgungen pro
Rosthälfte wird eine Luftvertei-
lung über die Länge des Rostes
linear interpoliert.
Es wird angenommen, dass die
Massenumsatzrate proportional
zur gemessenen IR-Strahlungs-
intensität ist. Unter Einbeziehung
eines Modells, das die Abhängig-
keit der Luftzufuhr zur Massen-
umsatzrate und damit zu den IR-
Emissionen beschreibt, wird die
Luftzufuhr herausgerechnet. Die-
se – von den Stellgrößen invari-
ante – Trajektorie wird mit einem
Neuronalen Netz klassifiziert.
Klassifikationsmerkmal ist hierbei
die Gesamtabgabe an IR-Strah-
lung. 
Das Netz soll die funktionale Ab-
bildung aus Merkmalen der Tra-
jektorie und der Gesamtheit der
IR-Emissionen für ein Müllele-
ment lernen. Als Merkmale wer-
den der Zeitpunkt der maximalen
Verbrennungsintensität, sowie
der Betrag der maximalen IR-In-
tensität, bereinigt um den Ein-
fluss der Luftzufuhr verwendet.
Es werden also Paare gesammelt
((x,y)max, ƒ E(x)dx). Abb. 6 zeigt
für 120 Müllelemente die tatsäch-
lich abgegebenen IR-Emissionen
und die durch überwachte Klassi-
fikation gefundenen Klassenzu-
gehörigkeiten.
Als Klassifikator diente ein Coun-
terpropagation Netz mit 25 Neu-
ronen, wobei jedes Neuron eine
Klasse definierte. Aufgrund des
bislang zur Verfügung stehenden
geringen Messumfangs muss die
Klassifikation noch auf einer
größeren Messreihe validiert wer-
den.
Während Informationsverarbei-
tung mit Neuronalen Netzen auf
subsymbolischer Ebene (unter
Verarbeitung numerischer Daten)
abläuft, befassen sich symboli-
sche Lernverfahren mit der expli-


























Aus der Sicht des (symbolischen)
Maschinellen Lernens ist die au-
tomatische Modellbildung unter
die Kategorie „Lernen durch Be-
obachtung und Entdeckung“ ein-
zuordnen und stellt damit eine ex-
trem schwierige Lernaufgabe dar.
Dies beginnt bereits damit, dass
nicht klar ist, welches die zu be-
trachtenden Basismerkmale sind,
d.h. auf welcher Grundlage der
Computer überhaupt nach Zu-
sammenhängen suchen soll.
Geht man am besten von einzel-
nen Messwerten, von Messwer-
tintervallen, von ganzen Mess-
wertreihen oder geeigneten agg-
regierten Größen als Attributen
aus? Damit besteht die erste Auf-
gabe eines automatischen Mo-
dellierungssystems in der Erzeu-
gung einer geeigneten symboli-
schen Repräsentation der ge-
messen Größen (Definition der
Merkmale), die dann die Grundla-
ge für die gewünschte Analyse
und Regelgenerierung darstellt.
Dieser Übergangsschritt von der
numerischen zur symbolischen
Form ist ein wesentlicher Unter-
schied gegenüber der Suche
nach implizitem Wissen in Daten-
banken (knowledge discovery in
databases, data mining) dar. 
Des weiteren ist bei der Modellie-
rung eines dynamische Systems
die Zeit als wichtiger Parameter
zu berücksichtigen. Dies bedeu-
tet, dass Beziehungen zwischen
verschiedenen Systemgrößen
nicht statisch sind, sondern ver-
schiedenartige, zustandsabhän-
gige Beeinflussungen mit gewis-
sen Zeitverzögerungen anzuneh-
men sind. Da die Berücksichti-
gung der gesamten Vergangen-
heit in jedem Trainingsbeispiel
aus Komplexitätsgründen un-
möglich ist, müssen typische, re-
levante Situationen mit ihrer rele-
vanten Vergangenheit ausge-
wählt und klassifiziert werden. An
dieser Stelle kommt erschwerend
hinzu, dass kein Lehrer zur Verfü-
gung steht, der dies leisten könn-
te. Das Lernen geschieht viel-
mehr unüberwacht.
Das C3R-System
Aufgrund der eben genannten
Probleme bei der direkten An-
wendbarkeit vorhandener Verfah-
ren wurde ein mehrstufiges Sy-





Learning for Causal Reasoning
about DynamicSystems, Keller u.
a. [3]), in dessen Entwicklung
auch elementare Ergebnisse
kognitionspsychologischer Expe-
rimente eingingen, zeichnet sich
durch die Kombination von sym-
bolischen (Maschinelles Lernen),
subsymbolischen (analog neuro-
nalen Netzen) und rein numeri-
schen (Clustering) Verfahren aus.
Als Eingabe in das C3R-System
dienen Zeitreihen der gemesse-
nen Größen oder direkt Muster
von beobachtbaren Größen aus
dem (technischen) System. Das
System besitzt mehrere adaptive
dynamische Systemparameter,
für die Initialisierungswerte einge-
geben werden können. Die Aus-
gabe des C3R-Systems besteht
aus einer Visualisierung der er-
kannten kausalen Abhängigkeits-
beziehungen in Form eines (ge-
richteten) Kausalitätsgraphen und
eine Darstellung der funktionalen
Abhängigkeitsbeziehungen durch
eine Menge unscharfer bereichs-
weiser Transformationsregeln.
Ergebnisse wurden aus Beispiel-
daten der halbtechnischen Ver-
suchsanlage TAMARA zur ther-
mischen Abfallbehandlung abge-
leitet. Ein Ergebnis war das dyna-
mische Übergangsverhalten von
Prozessgrößen; nach der Verrin-
gerung der Gesamt-Müllmasse
ergab sich eine Zunahme der O2-
Rohgas-Konzentration. Dieser
Zusammenhang ist durchaus
plausibel, denn wird weniger Müll
verbrannt, so wird auch weniger
Sauerstoff verbraucht, folglich
steigt die Sauerstoffkonzentration
im Rohgas. Im folgenden wird ei-
ne andere vom System maschi-
nell abgeleitete Regel wiederge-
geben, die angibt, dass die Ab-
gastemperatur bei abnehmender
Müllmasse sinkt. Die Angaben in
eckigen Klammern geben die
Wertebereiche an, in denen die
Größen liegen:
WENN MüllmasseGesamt in [253,4; 270,5]
UND Veränderung = Abnahme nach
[235,4; 252,2] 
innerhalb von 
50,6 ± 20,5 Sekunden
UND Abgastemperatur in 
[941,7; 988,7]
DANN Veränderung = Abnahme nach
[930,1; 971,4]
mit einer Verzögerung von 
540.0 ± 24,5 Sekunden,
innerhalb von 





Branch-and- (Verzweige und begrenze)
Bound-Suche Suchverfahren nach dem güns-
tigsten Weg unter Einbeziehung
der Kosten des bisherigen We-
ges. Ist ein Weg samt seiner
Kosten bekannt, werden Alter-
nativwege nur noch betrachtet,
wenn die Kosten des neuen Teil-
Weges kleiner sind als die Ge-
samtkosten des bereits gefun-
denen Weges.
Counter- Typ eines Neuronalen Netzes
propagation mit lokal konstanter Repräsenta-
tion 
Clustering Unterteilung von Datensätzen in
Gruppen
Feedback Aus dem Vergleich der Füh-
Regelung rungsgröße (Sollwert) mit der
fortlaufend erfassten Regel-
größe (Istwert) wird ein Stellein-
griff (Veränderung der Stell-
größe) im Sinne einer Anglei-
chung der Regelgröße an die
Führungsgröße vorgenommen. 
Führungsgröße Größe, welche den Sollwert für
die Regelgröße vorgibt.
Alle abgeleiteten Zusammenhän-
ge werden in einem Kausalitäts-
graphen (Abb. 7) visualisiert. Die
Kanten dieses Kausalitätsgra-
phen sind durch eine qualitative
Beschreibung des Veränderungs-
verhaltens (gleichartig +, gegen-
läufig –) und durch die abgeleite-
te Verzögerungszeit gewichtet. 
Die abgeleiteten Ergebnisse
stimmen mit den bekannten Ab-
hängigkeiten überein:
● Die Gesamt-Müllmasse und
die Primärluft sind exogene
Größen.
● Die Abgas-Temperatur, die O2-
und CO2-Rohgas-Konzentra-
tionen sind endogene Größen.
Zusammenfassend kann gesagt
werden, dass die vom C3R-Sy-
stem beispielhaft erkannten Be-
ziehungen die Leistungsfähigkeit
maschineller Lernverfahren in der
automatischen Ableitung von
Prozesszusammenhängen zei-
gen. Auf diese Weise abgeleitete
Regeln können als Wissensbasis
für eine effizientere und umwelt-
orientierte Prozessführung ge-
nutzt werden.
Die Anwendung von Verfahren
der Maschinellen Intelligenz in re-
gelungstechnischen Anwendun-
gen ermöglicht eine neue Qualität
in der Automatisierung komplexer
Prozesse. Die praktischen Ergeb-
nisse zeigen darüber hinaus ei-
nen deutlichen finanziellen Nut-
zen. Allerdings erfordert der Ein-
satz dieser Verfahren sowohl ein
fundiertes Know-how im Anwen-
dungsbereich als auch in der zu



















Fuzzy Control Art einer Regelung, bei welcher
der Regelalgorithmus auf Fuzzy
Logik basiert. Die Vorgehens-
weise erfolgt meist in einem
dreistufigen Verfahren: Fuzzy-
fizierung, Inferenz und Defuzzy-
fizierung.




stiegsverfahren ren, das die Differenzierbarkeit
einer Fehlerfunktion ausnutzt,
um sich sukzessive einem Opti-
mum anzunähern.
Gütefunktion Funktion zur Bewertung der
Qualität einer Lösung.
Linguistische Größe, deren Werte keine Zah-
Variable len (wie bei deterministischen
Variablen) oder Verteilungen
(wie bei Zufallsvariablen), son-
dern sprachliche Konstrukte
(Terme) sind. Zur Verarbeitung
der linguistischen Variablen, de-
ren Werte (Terme) durch Wörter
der Umgangssprache (wie:
hoch, tief, mittel) definiert sind,
werden pro Term (z.B. mittel) je-
weils durch eine unscharfe Men-
ge (Fuzzy Set) dargestellt. 
Maschinelle Subsummierung der auf einem 
Intelligenz Rechner einsetzbaren Verfahren
und Konzepte zur Simulation
von Problemlösungsfähigkeiten. 
Maschinelles Bereich, der sich mit der automa-
Lernen tischen Ableitung (induktiv/de-
duktiv) von Wissen beschäftigt.
(Künstliches) Technische Realisierung biolo-




chen sind lernfähige, verteilte,
parallele Strukturen aus einfa-
chen Elementen, den Neuronen.
prädiktive Regelung unter Einsatz einer 
Regelung vorhersagenden Komponente
(Prognose) zur besseren Ab-
schätzung der dynamischen Ef-
fekte der Regeleingriffe
subsymbolische Informationsverarbeitung, deren 
Informations- Grundidee das Auflösen der 
verarbeitung Symbole durch Repräsentation
von Attributen bzw. deren Wer-
ten zur Beschreibung der Objek-
te einer Anwendungswelt. Verar-
beitung durch verteilte Reprä-
sentation auf Mikrostrukturen
auf Basis primitiver Verarbei-
tungseinheiten (Neuronen).
symbolische Methode, bei der eine schrittwei-
Informations- se und nachvollziehbare Abar-




Trajektorie Zeitlicher Verlauf eines Vektors
im Zustandsraum, zeitliche Ab-
folge der Werte einer Zustands-
größe über einen anderen Para-
meter. 
Zugehörigkeits- Bestimmt den Wert der Terme 
funktion einer linguistischen Variablen. In
der klassischen Mengenlehre gibt
es nur zwei Werte der Mengenzu-
gehörigkeit, nämlich 0 oder 1. Die
Zugehörigkeitsfunktion liefert
kontinuierliche Werte einer Men-
genzugehörigkeit, und beschreibt
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