Diffuse reflectance spectroscopy in the visible-near infrared (vis-NIR) and mid infrared (mid-IR) can be used to estimate soil properties, such as organic carbon (C) content. Compared with conventional laboratory methods, it enables practical and inexpensive measurements at finer spatial and temporal resolutions, which are needed to improve the assessment and management of soil and the environment. Measurements of soil properties with spectra require empirical calibration and soil spectral libraries (SSL) have been developed for this purpose at the regional, continental and global scales. Calibrations derived with these SSLs, however, are often shown to predict poorly at local sites. Here we present a new method, rs-local, that uses a small representative set of site-specific (or 'local') data and re-sampling techniques to select a subset of data from a large vis-NIR SSL to improve calibrations at the site. We demonstrate the implementation of rs-local by estimating soil organic C in two fields with different soil types, one in Australia and one in New Zealand. We found that with as few as 12 to 20 site-specific samples and the SSL, training datasets derived with rs-local could accurately predict soil organic C concentrations. Predictions with the rs-local data were comparable to, or better than those made with site-specific calibrations with up to 300 samples. Our method outperformed other published 'local' spectroscopic techniques that we tested. Thus, rs-local can effectively improve both the accuracy and financial viability of soil spectroscopy.
Summary
Diffuse reflectance spectroscopy in the visible-near infrared (vis-NIR) and mid infrared (mid-IR) can be used to estimate soil properties, such as organic carbon (C) content. Compared with conventional laboratory methods, it enables practical and inexpensive measurements at finer spatial and temporal resolutions, which are needed to improve the assessment and management of soil and the environment. Measurements of soil properties with spectra require empirical calibration and soil spectral libraries (SSL) have been developed for this purpose at the regional, continental and global scales. Calibrations derived with these SSLs, however, are often shown to predict poorly at local sites. Here we present a new method, rs-local, that uses a small representative set of site-specific (or 'local') data and re-sampling techniques to select a subset of data from a large vis-NIR SSL to improve calibrations at the site. We demonstrate the implementation of rs-local by estimating soil organic C in two fields with different soil types, one in Australia and one in New Zealand. We found that with as few as 12 to 20 site-specific samples and the SSL, training datasets derived with rs-local could accurately predict soil organic C concentrations. Predictions with the rs-local data were comparable to, or better than those made with site-specific calibrations with up to 300 samples. Our method outperformed other published 'local' spectroscopic techniques that we tested. Thus, rs-local can effectively improve both the accuracy and financial viability of soil spectroscopy.
Introduction
There is growing need for affordable, good quality soil information at fine spatial and temporal resolutions to improve agricultural productivity and to address environmental concerns such as soil degradation. Information on soil organic carbon (C) is needed because it can improve soil health and mitigate climate change (Lal, 2004) . The availability of this information is constrained by conventional laboratory analysis, which is laborious and expensive because samples require greater preparation and the analyses are often complex. Soil sensing can provide such information rapidly, inexpensively, at different scales and at much finer resolutions than conventional methods (Viscarra Rossel et al., 2011) .
Diffuse reflectance spectroscopy in the visible and near infrared (vis-NIR) is an attractive technique for soil sensing (Stenberg et al., 2010; Nocita et al., 2015) . It is rapid and non-destructive, can be calibrated to measure many soil properties simultaneously and measurements can be made in situ. With spectroscopy, many measurements can be made for the same cost as a few conventional laboratory analyses. Therefore, by increasing the number of samples and by accounting better for spatial variation, spectroscopic measurements can reduce the overall uncertainty of soil surveys (e.g. for baseline assessments of organic C stocks) (Viscarra Rossel et al., 2016a) .
For spectroscopic estimation of soil properties, however, a spectral library with a set of soil spectra and corresponding analytical values are needed to derive the spectroscopic models or calibrations. Large, country, continental and global soil spectral libraries (SSL) have been developed to enable the prediction of a range of soil properties (Viscarra Rossel & Webster, 2012; Stevens et al., 2013; Shi et al., 2014; Viscarra Rossel et al., 2016b) . Good statistical relationships can generally be found between the spectra and properties, such as organic C, with the vis-NIR spectra showing absorptions related to different organic molecules in soil (Viscarra Rossel & Hicks, 2015) . However, these empirical models can vary from site to site, and using unspecific ('general' or 'global') calibrations derived with large SSLs often fails to capture accurately the local, site-specific characteristics of soil. Although development of these SSLs has been found to be useful for larger scale analyses and interpretation, e.g. for large scale soil mapping , results have shown, with few exceptions, that large libraries do not accurately predict samples from local sites (farms or fields, i.e. at local scales) (Stevens et al., 2013; Gogé et al., 2014; Guerrero et al., 2014; Clairotte et al., 2016) . These issues with predictability might be particularly pertinent for soil organic C because of its complex composition, the diversity of the mineral matrix and because in many parts of the world, soil organic C concentrations are generally small.
Various approaches have been proposed to make better use of large vis-NIR SSL for local predictions of soil properties. They are based on either constraining the SSL with spectral or sample similarities, or augmenting the SSL with site-specific samples.
Memory-based learning (MBL) methods aim to constrain the SSL with spectral information, and derive calibrations for each unknown sample on a case-by-case basis. By selecting a subset of the SSL to predict each unknown sample, these methods effectively derive site-specific (i.e. local) calibrations. These methods include the LOCAL (Shenk et al., 1997) and locally weighted regression (LWR) (Naes et al., 1990) algorithms and their variants. Essentially, these methods select calibration samples from the SSL with a distance metric (e.g. Mahalanobis distance) in the multivariate space between the calibration and the unknown samples. In LWR the calibration samples are also weighted according to their spectral dissimilarity (distance) to the unknown samples. Ramirez-Lopez et al. (2013a) proposed spectrum-based learning (SBL), which is a type of MBL. The spectrum-based learner selects nearest neighbours from an SSL using distance metrics calculated in the principal component space and optimizing the number of components used to identify the nearest neighbours in the selection. Spectroscopic modelling is then carried out with both the selected neighbours and the matrix of distances to the unknown samples as the training dataset.
The SSL can also be constrained with other information such as soil order, type, texture and parent material (e.g. Sankey et al., 2008; Vasques et al., 2010; Xu et al., 2016) . Shi et al. (2015) proposed the use of both spectral similarities and geographically constrained local calibrations to predict soil organic C content. They reported improvements in the accuracy of predictions when the SSL was constrained to the geographical region from which the unknown samples originated. Viscarra Rossel & Webster (2012) developed general SSL calibrations for Australian soil using the machine learning algorithm cubist. The authors showed that the algorithm makes inherently local predictions because cubist partitions the spectra into local subsets that are each modelled separately.
There are two techniques that use the augmenting approach. They are 'spiking', which uses several local spectra to augment the calibration made with an SSL (e.g. Sankey et al., 2008; Viscarra Rossel et al., 2009; Guerrero et al., 2010) , and spiking with extra weighting (Guerrero et al., 2014) , which uses multiple copies of the local samples to improve their leverage in the calibrations. Guerrero et al. (2014) showed that the approach improved on spiking and suggested it might be more appropriate with larger spectral libraries.
Considerable investment has been made in developing SSLs and we believe that there is value in using them for the development of site-specific calibrations. Large SSLs should help to reduce (or in some cases remove) the need to collect and analyse new samples for site-specific calibrations to predict soil properties. Reducing (or removing) the need for site-specific samples is important because laboratory analyses are expensive. Thus our objective here was twofold. First, to report on the development of our ReSampling-Local (rs-local) method; a new data-driven approach for deriving site-specific calibrations, that uses a small but representative set of local data, for selecting a suitable training set from an existing SSL. Second, to evaluate rs-local at two field sites with contrasting soil by comparing its performance to: (i) general calibrations based on the SSL only, and site-specific calibrations with (a) a large number of site-specific samples (which we refer to as the 'reference' calibration) and (b) a small number of site-specific samples selected with rs-local, and (ii) other methods currently used to derive 'local' spectroscopic calibrations to predict soil properties.
The rs-local algorithm
The rs-local algorithm requires an SSL, a small subset of site-specific samples, m, and three parameters, k, b and r, which we define below. The m samples should be measured with the spectrometer and analysed in the laboratory, for example by dry combustion to measure soil organic C. These samples should also be representative of the entire population from the study site. They may be selected, for example, from all spectra of the study site using the Kennard-Stone (KS) method (Kennard & Stone, 1969) . Then, the rs-local algorithm proceeds as follows:
1. Initialize K as a subset of the SSL. At the start, K contains all of the data in the SSL. 2. Select a training set from K, of size k, by random sampling without replacement. 3. With this training set derive a partial least squares regression (PLSR) (Wold et al., 1983) to predict the target soil property. 4. Validate the PLSR with the site-specific dataset, m, and by calculating the root mean square error (RMSE). Assign the RMSE to the selected k training data. 5. Repeat 2 to 4 B times, where B = n K × (b/k), where n K is the number of spectra in K and b is the number of times a sample should be drawn (tested) on average after B repeats. Although the k training data are sampled without replacement in step 2, they are replaced back into K before each repeat. The RMSE in step 4 is assigned cumulatively to each selected sample for the B repeats. 6. Use the cumulative RMSE to rank the SSL subset K and remove the proportion of samples, r, with the largest cumulative RMSE (i.e. those training samples that are consistently in the weakest models); r is defined as a fixed proportion of K, so that as K decreases, the number of samples removed is progressively smaller. Because of the random sampling in step 2, each sample is tested approximately b times only. Therefore, the number of times each sample is actually selected over the B repeats should be recorded and used to standardize the cumulative RMSE before removing the r samples. 7. Repeat steps 2 to 6 until the size of the K dataset returned equals k (i.e. until the size of K equals k × (1 + r)).
In summary, rs-local uses the m data and re-sampling to evaluate and then remove irrelevant data from the SSL so that the data that remain are the most appropriate for deriving a site-specific calibration. The SSL subset, K, that remains is augmented with the m data by spiking. Together, K plus m form the rs-local dataset, which can be used to derive site-specific spectroscopic calibrations. A schematic diagram of the procedure is shown in Figure 1 .
The pseudo-code describing the algorithm is given below.
To implement rs-local, k, b and r need to be defined: k is the number of training data to draw from the SSL subset, b is the number of times a sample will be drawn on average over the B repeats, and r is the ratio of the SSL subset that is removed after each iteration of the algorithm (see above). Below we describe our experiments to select k, b and r, and give recommendations on what values might be used. We also describe the implementation of rs-local and its evaluation.
Methods
To test rs-local soil was sampled from two farms with contrasting environments and soil, one in Australia and the other in New Zealand.
Soil sampling and laboratory measurements
The Australian site 'Lakeview' is a 520-hectare cattle grazing farm located in northern New South Wales (NSW) (S30.69, E151.48). The soil is classified predominantly as Kurosol in the Australian Soil Classification (Isbell, 2002) . In the World Reference Base (WRB) classification it might be Acrisols or Planosols (IUSS Working Group WRB, 2006). The soil was sampled at 150 locations with a hydraulic soil corer to a depth of 1 m into 50-mm diameter PVC liners. The sampling sites were selected by a stratified random sampling design. Once in the laboratory, the soil cores were Figure 1 Schematic diagram showing how rs-local might be used to 'data-mine' an existing soil spectral library (SSL) to derive a training dataset for site-specific calibrations of soil properties. Note that rs-local also requires the three parameters k, b and r, which users can take from our results here, or determine prior to application of the approach.
subsampled at depths of 0-5, 13-17, 28-32 and 58-62 cm to give a total of 599 soil samples for our experiments.
The New Zealand site is the Massey University 'Tuapaka' sheep and beef hill country farm, 15 km north-west of Palmerston North (S40.34, E175.73). The elevation of the 470-ha farm increases from 60 m above sea level (ASL) on the river terraces to 340 m ASL on the summit. Soil is classified on the terrace surface as Perch-gley Pallic soil (Stagnic Planosols), on the hill slopes as Firm Brown and Orthic Brown soil (Fragic Cambisols and Cambisols) and on the summit as Allophanic Brown soils (Andic Cambisols) (New Zealand soil classification: Hewitt, 2010; IUSS Working Group WRB, 2006) . The soil was sampled to a depth of 0.5 m, with 50 core samples. Once in the laboratory, the cores were subsampled at depths of 0-5 and 5-10 cm and then in 10-cm increments to the end of the core. There were 285 soil samples in total for our experiments.
The subsamples from each site were air dried, ground and sieved to <2 mm and their vis-NIR reflectance spectra were recorded. The subsamples were then finely ground for the analysis of soil organic C by dry combustion with the Laboratory Equipment Corporation (LECO) CNS-2000 elemental analyser (LECO Corp., St. Joseph, MI, USA) and the method described in Rayment & Lyons (2011) . The soil samples were tested for the presence of carbonates and if necessary, pretreated with sulphurus acid prior to the LECO measurements.
The distributions of the soil organic C measurements at both sites were positively skewed (Table 1 ). To stabilize their variances for the spectroscopic modelling and to satisfy the assumptions of our linear modelling, below, we log 10 -transformed the data to approximate normal distributions.
Visible-near infrared spectroscopy
The reflectance spectra of the soil from each site were recorded with a FieldSpec vis-NIR spectrometer (PANalytical Inc., formerly Analytical Spectral Devices-ASD, Bolder, CO, USA) with a spectral range of 350-2500 nm and spectral resolution of 3 nm at 700 and 10 nm at 1400 and 2100 nm. Measurements were made with a high-intensity contact probe (PANalytical Inc., Boulder, CO, USA) illuminated by a halogen bulb (2901 ± 10 K). The sensor was calibrated every 10 measurements with a Spectralon ® (Labsphere, North Sutton, NH, USA) white reference panel. For each measurement, 30 spectra were averaged to minimize noise and to maximize the signal-to-noise ratio. Spectra were recorded with a sampling resolution of 1 nm so that each spectrum comprised reflectance values at 2151 wavelengths.
The reflectance spectra (R) were converted to apparent absorbance such that A = log 10 (R −1 ). We used spectra in the range between 400 nm and 2450 nm because the spectra outside this range showed a low signal-to-noise ratio. Because the spectra are strongly collinear, we down-sampled to a resolution of 10 nm. We preprocessed the spectra using the Savitzky-Golay filter (Savitzky & Golay, 1964 ) with a second-order polynomial fitted to a window size of seven wavelengths and using a first derivative.
Selection of training and validation data
To evaluate rs-local at each site, first we separated each of the 'Lakeview' and 'Tuapaka' data equally into training (M) and validation (N) datasets using the duplex algorithm (Snee, 1977) . The objective of the duplex approach is to divide the data into two independent sets, which cover approximately the same multivariate space and have similar statistical properties. The N validation dataset was reserved as the 'hold-out' validation dataset in the evaluation of rs-local below.
To implement duplex, each set of spectra from 'Lakeview' and 'Tuapaka' was summarized with a principal component analysis (PCA), which was derived using the iterative nipalms algorithm (Martens & Naes, 1989) . For the duplex selection, we used the PCA scores from the first three components, which explained 88 and 83% of the variance in the spectra of each site, respectively. We implemented the duplex algorithm for each core rather than each sample, because subsamples from the same soil core are likely to be correlated.
The duplex algorithm starts with a list of candidate points, with a point representing the spectral measurement on each subsample. The Mahalonobis distance between all possible points is calculated. The two points that are the farthest apart are assigned to the training set, and they are then removed from the list. The two points in the remaining list, which are farthest apart, are assigned to the validation set. Next, the point that is farthest from the two points in the training set is added to the training set and the point that is farthest from the two points in the validation set is included in the validation set. The alternation between the training set and the validation sets continues until all points in the list have been assigned to one of the two. Once a point is assigned to either the training or validation set, it is removed from further consideration. In our implementation, when a point was selected for the training or validation set, the points belonging to the same soil core were also selected and added to the corresponding set.
The soil spectral library (SSL)
The SSL that we used is the global soil spectral library described by Viscarra Rossel et al. (2016b) . It contains 17 928 spectra with corresponding soil organic C data. The data in the library are diverse; they have originated from some 92 countries and all seven continents, and represent all of the major soil groups of the world. The distribution of organic C in the SSL is shown in Table 1 . Figure 2 shows the projection of the spectra from each study site on to the first two principal components of the SSL. The spectral variation of the soil at the study sites is bounded by the SSL. The 'Lakeview' spectra are more variable than those from 'Tuapaka' (Figure 2) .
Figure 2
Projection of the site-specific spectra from our study sites, 'Lakeview' and 'Tuapaka', on to the first two principal component scores of the soil spectral library (SSL). Note that the proportion of the variance explained by the first two scores relates to the variation in the SSL.
Effect of the parameters k, b and r on RS-LOCAL
To explore the effects of parameter selection and to determine suitable values for k, b and r, we mimicked the application of rs-local using a 10-fold cross-validation with the M dataset from each study site. We made this selection using a 10-fold cross-validation of the M dataset because we wanted to reserve the N (validation) data to evaluate rs-local. The evaluation is described in the following section.
To implement the cross-validation, first we randomly partitioned the M dataset into 10 subsets of equal size. In each 'fold' of the 10-fold cross-validation one of these subsets was selected as a validation dataset and the remaining nine subsets were combined to form the training data. From this training set, in each fold we selected 20 samples, m, with the KS algorithm and the PCA scores of the first three components of the spectra, to represent the site-specific samples. We used 20 site-specific samples, m, because we considered this to be a financially viable number of soil samples to return to the laboratory for organic C analysis.
With the m site-specific samples in each fold, we then applied the rs-local algorithm to select training datasets from the SSL using different combinations of k, b and r: , 5, 10, 20, 30, 40, 50, 60} , k = 300, r = 0.1 2. b = 40, k = {50, 100, 200, 400, 500, 600}, r = 0.1 3. b = 40, k = 300, r = {0.5, 0.4, 0.3, 0.2, 0.1, 0.05, 0.01}.
In step 3 of the rs-local algorithm (see above) we set the number of PLSR factors to 10 to reduce computation. We selected 10 factors from experience because this number is unlikely to result in substantial overfitting or underfitting, or affect the selection of parameters. Each of the rs-local training datasets selected was then spiked with the m site-specific samples and a PLSR calibration was derived to predict soil organic C. The predictions were evaluated with the respective validation dataset of each 'fold'. The cross-validation RMSEs were then used to indicate a suitable selection of rs-local parameters for each study site.
Evaluation of RS-LOCAL
First, we compared predictions made with rs-local-selected site-specific samples (m = 20) to those made with a large number of site-specific samples, M = 300, and to predictions made with the SSL only. Then we compared rs-local to other methods for 'local' spectroscopic calibrations that have been reported in the literature, and for different numbers of site-specific samples, m. The predictions at each study site were evaluated with the duplex-selected validation dataset, N. We describe these experiments below.
Comparison of rs-local to 'general' and 'site-specific' calibrations. We selected 20 samples from the training dataset at each site to use as the site-specific, m, dataset for rs-local (i.e. the samples that would be returned to the laboratory for analysis). The 20 samples were selected, as above, with the KS algorithm and the PCA scores of the first three components, which explained 89 and 83% of the variance in the M datasets from 'Lakeview' and 'Tuapaka', respectively.
At each site, we compared predictions made with calibrations that used the rs-local dataset to those derived with (i) site-specific (or 'local') calibrations made with all of the M training data (which we refer to as the 'reference' calibration) and (ii) general (or 'global') calibrations with the entire SSL. All of these calibrations were performed using PLSR. This time we used a repeated (×10) 10-fold cross-validation to select the number of PLSR factors to use (data not shown). To enable direct comparisons between the spectroscopic calibrations derived with the data from rs-local, the SSL and reference calibration (i.e. with all of the M data), they were validated using the N validation dataset from the respective study site.
There were inherent small variations in the data selected by rs-local because of random sampling, so we repeated the selection of the rs-local dataset (and the subsequent PLSR calibration and predictions on the N data) 10 times. To provide more representative Table 2 Datasets and methods used for the evaluation of rs-local, which we compared to: general (or 'global') calibrations of the entire soil spectral library (SSL) by partial least squares regression (PLSR) and the cubist machine learning algorithm (CUB), calibrations with the spectrum-based learner (SBL), calibration using all of the M data, which we refer to as the 'reference' calibration, calibration with only m samples, calibrations with the SSL spiked with the m samples (SPK), calibration with the SSL spiked with multiple copies of m and an extra weighting factor F ew (SPK-EW), and SBL calibration spiked with m (SPK-SBL)
Approach tested
Training dataset Calibration method
The abbreviations used for the approaches tested correspond to those we use in Figure 6 .
validation statistics, we reported the average of these ensemble predictions.
All of the spectroscopic modelling was carried out on the logarithmic scale. To provide the results from rs-local in the original units for ease of interpretation, we back-transformed the predictions on the validation set, N, to their original scale with an adjustment for variance as follows:
whereŷ are the back-transformed data, and̂are the estimated and the observed values, both on the logarithmic scale. The numerator in the exponent represents the mean squared error (MSE) of the validation dataset. 12, 15, 20, 25, 30, 40, 50, 60, 80 , 100, which we thought would represent a wide range of the numbers of samples that might be returned to the laboratory for organic C analysis. The m samples were selected from the M training sets of both our study sites, 'Lakeview' and 'Tuapaka', using the KS algorithm and the PCA scores of the first three components of their spectra. Then, calibrations with rs-local were compared to those derived with: (i) the site-specific data, m, only, (ii) all of the site-specific data, M (i.e. the reference), (iii) the SSL and (iv) other methods for 'local' spectroscopic calibrations reported in the literature (see Table 2 ). These methods were:
Comparison of rs-local to other methods and with different numbers of site-specific samples, m. We evaluated rs-local with
1. Spiking: the SSL is augmented with the m data. 2. Spiking with extra weighting: the m data (spiking samples) were replicated with a weighting factor, F ew of 160, and then added Table 2 .
to the SSL. The ratio of samples-to-SSL that we used for extra weighting matched the ratio used in Guerrero et al. (2014) . 3. Spectrum-based learner (SBL) described by Ramirez-Lopez et al. (2013a) : to develop SBL calibrations we used the resemble package (Ramirez-Lopez & Stevens, 2016) in the R software (R Core Team, 2015) . This method does not need a set of site-specific samples; therefore, we tested it in two ways: (i) with the SSL only as the source of data and (ii) with the SSL spiked with the site-specific calibration data, m. In both cases we fixed the number of nearest neighbours to 300. We chose this number simply to be consistent with the number of training data that we drew from the SSL subset, k, in our implementation of rs-local (see above for the algorithm). Of the remaining parameters required for the SBL calibrations with resemble we selected principle components ('pc') as the spectral dissimilarity metric and used the optimized principal component dissimilarity metric ('opc') to identify the number of components to use. We set the maximum to 30 components. We selected leave-nearest-neighbour-out cross-validation ('NNv') for the internal validation and weighted average partial least squares regression ('wapls1') for the local multivariate regression with a PLSR factor range of 5 to 15 (Ramirez-Lopez et al., 2013a , 2013b Ramirez-Lopez & Stevens, 2016) . All other parameters were selected following the default recommended values given in Ramirez-Lopez & Stevens (2016).
4.
The machine learning algorithm cubist (Quinlan, 1992) , which finds the local relationships within the spectra and derives inherently local models to make the predictions: cubist has been used for different purposes in soil science and readers are directed to Viscarra Rossel & Webster (2012), who describe the algorithm and its implementation in detail for spectroscopic modelling with soil vis-NIR spectra. We used the cubist R package (Kuhn et al., 2016) and a repeated (×10) 10-fold cross-validation with the M dat set from each study site, to select the number of cubist committees and neighbours. In our implementation, we restricted the number of rules that the model could use to 50 and the number of committees to 20.
To produce consistent results that could be compared, we set the number of latent variables to 10 for all PLSR modelling (Table 2) , which also enabled the evaluation of site-specific calibrations with as few as 12 local samples.
To compare the methods at each site, we validated their predictions with the N validation datasets. The predictability of each method was assessed with the R 2 , the RMSE (to assess inaccuracy), the mean error (ME) (to assess bias), and the standard deviation of the error (SDE) (to assess imprecision). The spectroscopic modelling was performed in the logarithmic scale and the results of the comparisons are presented in that scale (and not back-transformed) because in this case the interest is in the relative differences in prediction accuracy between the different approaches tested. Figure 3 summarizes the evaluation of rs-local and the comparisons undertaken.
Results

Effect of k, b and r on RS-LOCAL
In general, for each study site, smaller values of r (<0.3) and larger values of b (>10) produced more accurate and consistent results (Figure 4) . Smaller values of r and larger values of b increased computation time; therefore, in our experiments below we used r = 0.1 and b = 40. Values for k showed little change in RMSE across the range tested, and so we selected k = 300 because it was the midpoint of this range. The parameter values we selected ensured that we were within the more stable range of values while at the same time minimizing computation time.
Evaluation of RS-LOCAL
Comparing rs-local to 'general' and 'site-specific' calibrations. The assessment statistics for the spectroscopic modelling with (i) the SSL, (ii) the reference calibration with all of the duplex-selected training set, M, and (iii) rs-local with m = 20 site-specific samples, are given in Table 3 .
At 'Lakeview', the general SSL calibration did not predict the soil organic C content of the validation set (R 2 = 0.19) well. Predictions were biased and imprecise (relatively large ME and SDE values, respectively, Table 3 ). Predictions using the reference calibrations were markedly better (R 2 = 0.86). They were relatively unbiased and precise (Table 3) . rs-local produced unbiased predictions with an R 2 of 0.83 and RMSE that was similar to that of the reference calibration.
The validations at 'Tuapaka' were better in general than those at 'Lakeview' (Table 3 ). This might be because of the somewhat larger organic C content of the New Zealand soil and its smaller spectral variation compared to the Australian soil (Figure 2) , whose spectra were dominated by mineralogical features. 
Table 3
Validation statistics for (i) a 'general or global' calibration using the soil spectral library (SSL), (ii) the site-specific 'reference' calibration using all of the duplex-selected training dataset, M, and (iii) rs-local calibrations with m = 20 site-specific samples, at each study site The spectroscopic modelling was performed with partial least squares regression (PLSR) and validated by the duplex-selected validation dataset, N, from each study site. The root mean squared error (RMSE), mean error (ME) and standard deviation of the error (SDE) are in units of log 10 (organic C %). The RMSE, the ME and the SDE are in units of log 10 (organic C %).
The general SSL calibration at 'Tuapaka' performed well (R 2 = 0.86) and predictions were only a little less precise than those derived with the reference set (SDE = 0.15 compared to 0.12; Table 3 ). The accuracy of rs-local predictions was similar to that of the reference calibration and better than that of the SSL (Table 3) . Figure 5 shows a plot of the PLSR predictions made with the rs-local-selected training data compared with the observed values of the validation set. Values are on the original organic C (%) scale and the corresponding validation statistics are presented in Table 4 . Comparing rs-local to other methods and different numbers of m samples. Figure 6(a,b) shows the RMSE and ME values for the validation predictions of soil organic C at 'Lakeview' and 'Tuapaka'. The figures show results for the different numbers of site-specific samples, m, selected with rs-local and the other 'local' methods (see Table 2 ). Note that the organic C predictions were back-transformed to the original units (%) to aid with interpretation. The assessment statistics are the root mean square error (RMSE), the mean error (ME) and the standard deviation of the error (SDE).
At 'Lakeview', predictions using the general SSL with PLSR or cubist were biased and inaccurate (Figure 6a ). At 'Tuapaka', however, the SSL predictions with cubist were marginally better than the reference calibration (Figure 6b ). This might result from the way in which cubist works; it derives inherently local models that enable predictions with information in the SSL that is most relevant to the site.
At both 'Lakeview' and 'Tuapaka', calibrations with SBL did not predict the local samples accurately (Figure 6 ). However, when SBL used the spiked SSL (SPK-SBL, Figure 6 ), the accuracy of prediction improved and was better than that achieved by the augmented SSL with spiking and extra weighting (SPK-EW, Figure 6 ).
In general, the accuracies of the spiked SSL calibrations with PLSR (SPK, Figure 6 ) were only slightly better than those that used the SSL only. The size of the local spiking subset had little effect on the accuracy of prediction, although this might be because of the relative sizes of the SSL (17928) and the m local spiking samples (12-100). Augmenting the SSL by spiking and extra weighting (SPK-EW, Figure 6 ) produced more accurate predictions than spiking alone (Figure 6 ). At both sites, the improvement in accuracy with extra weighting appears to derive mainly from a reduction in bias (ME) of the predictions.
Figure 6
The validation root mean square error (RMSE) and mean error (ME) in log 10 (organic C %) units, for rs-local and the different approaches tested (see Table 2 ), with different m site-specific samples, at each of our study sites, (a) 'Lakeview' and (b) 'Tuapaka'.
Calibrations with the rs-local dataset predicted consistently well at both study sites (Figure 6 ). At 'Lakeview' these predictions were similar to those derived with the site-specific data, m, only ( Figure 6 ). The good predictability of the calibrations derived with the m data only, even when m was small, suggests that the KS selection was efficient. Compared to all of the techniques tested, rs-local produced the most consistently accurate (small RMSE) estimates of soil organic C, even when the number of m data used in the calibrations was as few as 12. Figure 7 shows the variation in the validation RMSE for repeated (×10) rs-local calibrations at 'Lakeview' and 'Tuapaka'. The rs-local predictions were robust and stable.
Discussion
We developed rs-local because we believe that there is value in using already developed spectral libraries, from either new or historical soil samples, for site-specific ('local') predictions of soil properties. Our rs-local method is novel in that it uses a data-driven approach with a small number of local data, rather than distance metrics, to select the best subset of data from a spectral library for accurate and robust prediction of soil properties. It uses re-sampling to discard data from spectral libraries, and makes no assumptions about soil type, geography, depth or spectral similarity. Thus the algorithm produces a well-selected subset of data and removes samples from the library that might introduce bias in the modelling because of, for example, differences in soil types, geography or soil depths. The large SSL that we used comprises samples from many countries and with C values analysed by different analytical methods and standards. These differences might have adversely affected the performance of other 'local' calibration methods. Because rs-local is data driven, it is not affected by such inconsistencies in the spectral library.
The rs-local algorithm needs a representative set of site-specific samples to select the best subset from the SSL. In our case, the KS algorithm made the selection effectively. To implement rs-local, the parameters k, b and r also need to be defined. Our results with the large SSL and local samples from two very different sites, suggest that beyond certain values (e.g. b > 20; r < 0.2), rs-local was relatively unaffected by the range of parameters that we tested. Potential users of rs-local might refer to our results here for an initial selection of these parameters. However, more testing might be needed to determine their site specificity. Our further testing of rs-local with other soil properties and a smaller spectral library (not reported here) suggests that the selection of r might depend on the size of the spectral library, smaller values of r being better suited to smaller libraries. If in doubt, it might be better to select smaller values of r and larger ones of b, despite the increased computational requirements.
In our evaluation of rs-local, we tested its reproducibility by producing an ensemble of rs-local calibrations. Our results showed that rs-local is reproducible and stable; therefore, depending on the availability of computational resources, the ensemble rs-local approach might not be necessary.
Our results with rs-local are encouraging because the approach can reduce the number of calibration soil samples that need to be analysed in the laboratory by conventional analytical methods. Results from the two study sites show that the rs-local calibrations with as few as 12 to 20 site-specific samples can produce unbiased and precise predictions of soil organic C, which are comparable to those made with calibrations that used many more site-specific samples (i.e. the reference calibration that used all of the 300 site-specific data, M).
At 'Tuapaka' rs-local was able to extract information from within the SSL to improve predictions. However at 'Lakeview', the rs-local calibrations were similar to those derived with the few site-specific samples. In some cases, rs-local might not find additional useful information in the SSL to improve the accuracy of the site-specific predictions. Nevertheless, there might still be advantages in using rs-local; rs-local will not degrade the predictions, but with additional data from an SSL in the calibrations might improve the robustness and reliability of the modelling.
On occasions, memory-based learning methods such as SBL might be advantageous because site-specific samples are not needed to derive a calibration. However, we found that for SBL to predict accurately, the SSL should contain spectra that closely match those of the local soil. By spiking the SSL with the site-specific samples, the accuracy of the SBL predictions (SPK-SBL in Figure 6 ) increased and was better than all of the other 'local' techniques that we tested, and almost as good as those derived with the rs-local datasets, in particular for large numbers of site-specific, m, data ( Figure 6 ).
Compared to the other 'local' techniques that we tested, rs-local depended less on the number of site-specific samples. The importance of this is that by reducing analytical cost (i.e. the number of soil samples that need to be analysed with a laboratory method for their soil biochemical and physical properties) we can improve the financial viability of soil spectroscopy.
For a single rs-local calibration, the algorithm itself is easily parallelized. The internal B loop (see algorithm) that does the random sampling, modelling and validation can be implemented in parallel so that multiple tasks can perform the procedure. Each task maintains cumulative sample RMSE values that can be combined easily before the new SSL subset K is produced. This allows the algorithm to use all the computing resources of multicore computers. Application of rs-local to a very large SSL (17 928 samples) and with the selected rs-local parameters (see above) took less than 6 minutes when the processing was run in parallel on a desktop computer with eight cores.
Conclusions
We have developed a new method called rs-local to derive local spectroscopic calibrations of soil properties with existing information in a spectral library and a representative set of site-specific samples. With as few as 12 to 20 site-specific samples, rs-local produced more accurate predictions at two study sites with very different soil in Australia and New Zealand than other 'local' techniques that we tested. At the New Zealand site, predictions with the rs-local dataset were on occasion more accurate than those from the entirely local reference calibration. In this case, there seems to have been additional useful information in the spectral library that rs-local was able to extract and use. Predictions were consistent and relatively independent of the number of site-specific samples, so the method is robust. Thus, rs-local can reduce analytical cost and improve the financial viability of soil spectroscopy.
