The chain rule for functionals is used to reduce the noncanonical Poisson bracket for magnetohydrodynamics (MHD) to one for axisymmetric and translationally symmetric MHD and hydrodynamics. The procedure for obtaining Casimir invariants from noncanonical Poisson brackets is reviewed and then used to obtain the Casimir invariants for the considered symmetrical theories. It is shown why extrema of the energy plus Casimir invariants correspond to equilibria, thereby giving an explanation for the ad hoc variational principles that have existed in plasma physics. Variational principles for general equilibria are obtained in this way.
Introduction
The development of ideal magnetohydrodynamics (MHD) followed early attempts to understand astrophysical plasma phenomena and to model experiments in different scientific fields, ranging from research in magnetic fusion to that associated with innovative plasma based technologies such as electric propulsion and MHD generators. Like ideal hydrodynamics (HD), which is described by Euler's fluid equations, the MHD equations are typically expressed in terms of Eulerian variables, which facilitates the study of stationary (time-independent equilibrium) flows. Some insight into plasma and fluid behaviour using MHD and HD has been achieved, but because of the presence of nonlinear terms it is difficult to obtain solutions, even for the vastly simpler problems of equilibrium configurations and their nearby (linear) dynamics. Thus further simplifications of the MHD model are often introduced, and one class of such simplifications arises by applying symmetry constraints that reflect both technological choices and reasonable approximations for many phenomena.
where H represents the Hamiltonian of the system and usually corresponds to the energy; the noncanonical Poisson bracket {·, ·} is given by
where i and j are summed 1, 2, . . . , m, F and G are functionals, an example being the total energy of the system; d n r is the volume element, where for fluids n = 2 or 3; δF /δξ i denotes the functional derivative defined by δF = δξ i δF δξ i d n r;
and the operator J generally depends on ξ and is degenerate, but endows the bracket of (2) with the properties of antisymmetry, {F, G} = − {G, F }, bilinearity, {F + λK, G} = {F, G} + λ {K, G}, for all real numbers λ, and the Jacobi identity, {F, {G, K}} + {G, {K, F }} + {K, {F, G}} ≡ 0, where the above are to be satisfied for all functionals F, G and K.
The degeneracy in J arises from the fact that the transformation from Lagrangian to Eulerian variables is not invertible (see, e.g., [34, 35] )), and this in turn gives rise to the Casimir invariants, which satisfy
for all functionals F . The Casimir functionals C, which are determined by the noncanonical Poisson bracket alone, clearly commute with any Hamiltonian. Thus, the Hamiltonian that generates the dynamics in the form of (1) is not unique and can be replaced by H + C, because {ξ, H + C} = {ξ, H }. Thus, from (1) written with Hamiltonian F := H + C,
we see the extrema of F correspond to equilibria. Although the above explicit connection between extrema of F and equilibria was not known in the early years of plasma physics, it was known for many cases by direct calculation that extremization of H + C for various known Cs gave rise to equilibria, and that this kind of variational principle could be used for addressing stability by computing the second variation of F (see Kruskal and Oberman [36] ). Now we understand this to be an infinite-dimensional generalization of Dirichlet's principle of Hamiltonian mechanics where F serves as a Lyapunov functional (see, e.g., [28] ). The name Casimir invariant in this context was introduced in the early 1980s, in analogy with the invariant associated with the magnitude of angular momentum for the group of rotations. Many examples of energy-Casimir stability for fluid and plasma equilibria have been worked out and reviewed in [28, [37] [38] [39] , but the references particularly relevant to this paper are [30, 40] where the procedure was first carried out for MHD, that of [41] where a variational principle for translationally symmetric MHD was obtained, but it was not shown that the invariants used were in fact Casimir invariants, and [42] where Casimir invariants and a variational principle with the assumption of the existence of flux surfaces were obtained (see also [43] ). A refined approach by considering a type of constrained variations, called dynamically accessible, a terminology introduced in [44, 45] , has also been given in [42] . In [46] this same approach is used to study the linear stability of Hall MHD equilibria with flow.
In section 2 we briefly summarize the noncanonical Hamiltonian description of MHD. In the next five sections we show how to reduce this description to one that imposes axial symmetry on the generated dynamics and the ramifications that follow from this imposition. This will lead us to an energy-Casimir variational principle that produces the GE equations of axisymmetric MHD. In section 3 a representation of the magnetic field in terms of a flux function is introduced to enforce axial symmetry. A similar representation is also introduced for the velocity field in terms of a stream function and momentum potential. This is done in order to facilitate the HD limit (B → 0), but is not necessary for the MHD description. In section 4 it is shown how to transform the Poisson bracket of section 2 into the axisymmetric variables of section 3, and then in section 5 condition (3) is solved for the axisymmetric Poisson bracket to obtain the Casimir invariants. These invariants are then used in section 6 to obtain the variational principle for the GE equations. Next, in section 7, the hydrodynamic limit is presented: the HD Poisson bracket for axisymmetric configurations is deduced from the general MHD form by neglecting the variables associated with the magnetic field and the Casimirs are determined for this model. Section 8 concerns translational symmetry, and here the previous results are adapted to this case for both the HD and MHD models. Finally, we conclude in section 9.
Noncanonical Hamiltonian dynamics of MHD
The MHD equations are often written in terms of Eulerian variables as follows:
where ρ is the plasma density, v is the velocity field, s is the plasma entropy per unit mass and B is the magnetic field. The pressure p in (5) and the plasma temperature, T , can be expressed in terms of the plasma internal energy per unit mass, U(ρ, s), by means of the thermodynamic relationships
where U is a function of ρ and s and subscripts indicate partial derivatives. With an appropriate choice for U one can eliminate the entropy equation and replace it by a pressure or temperature equation.
The noncanonical Poisson bracket of Morrison and Greene [22, 23] , which is the Eulerian counterpart to the Lagrangian variable canonical Hamiltonian description of MHD given by Newcomb [47] , is given by the following:
The bracket of (9) together with the Hamiltonian
casts the MHD equations of (4)- (7) into the form of (1), where the generic Eulerian variable ξ constitutes an element of the set {ρ, v, s, B}. To show the equivalence of (4)- (7) to (1) the functional derivatives,
together with
where x = (x, y, z) denotes the usual Cartesian coordinates, are used. See [27] for further details.
Sometimes it is more convenient to use a different set of Eulerian variables, in particular, the densities ζ := {ρ, M , σ, B}, where
The Hamiltonian in terms of these new variables is
Using the chain rule for functional derivatives
it was shown in [22] that in terms of the set ζ , the bracket of (9) obtains Lie-Poisson form:
i.e. it is linear with respect to each dynamical variable. With the bracket of (13), equations (4)- (7) are equivalent to
which is equivalent to MHD in conservation form.
Axial symmetry
Introducing the cylindrical coordinate system (r, φ, z), B and M can be expressed in terms of their azimuthal components, B φ and M φ , and their poloidal components, B p and M p , respectively. We assume the azimuthal angle φ is an ignorable coordinate and introduce scalar fields ψ, χ and ϒ to express B and M as follows:
whereφ = r∇φ is the unit vector in the azimuthal direction. As noted above, it is not necessary to introduce the variables χ and ϒ for M p , and indeed the Casimirs we eventually obtained are unchanged by this choice, but we do this for convenience in considering the HD limit.
With the above assumptions, ∇ · B = 0 and ∇ · M = ϒ, where denotes the Laplacian, and since B · ∇ψ = 0, (15) implies that each magnetic flux surface coincides with a constant ψ surface. For two generic magnetic flux surfaces, the difference between the values of ψ is equal to the flux of the magnetic field enclosed between them and thus ψ is usually called the magnetic flux function. In order to simplify expressions below, we introduce
and assume has an inverse so that ϒ is given by
Similarly, the function χ is related to := ∇φ · ∇ × M , through the equation
where the elliptic operator L is formally self-adjoint. We assume it has an inverse so that
Thus, by the above, we have defined a noninvertible coordinate change: given ζ AS := {ρ, χ, ϒ, M φ , σ, ψ, B φ } we can construct ζ = {ρ, M , σ, B} but in general not vice versa. In the next section we will see that in spite of this noninvertibility, the Poisson bracket in terms of the variables ζ AS can be constructed.
Axisymmetric Poisson bracket
Now, with the assumptions of section 3, we reduce the Poisson bracket of (13) to one that generates axisymmetric dynamics. To this end we must map the functional derivatives with respect to elements of the set ζ to ones with respect to elements of the set ζ AS . This requires making use of the chain rule for functional derivatives, which we describe in detail.
Suppose F [ζ ] is a functional of the MHD density variables. By functional we mean a quantity, usually involving a volume integration, that gives a real number when evaluated on particular choices for the fields ζ (see [27, 28] for more details). The axisymmetric Poisson bracket will naturally depend on functionals of the formF [ζ AS ]. To relate functional derivatives we supposeF obtains its dependence on ζ AS through functionals of ζ , i.e.
with (15) and (16) inserted into the right-hand side of (21) . Variation of (21) gives
while variation of (18) and (20) gives
Using (23) and the fact that both L and are formally self-adjoint, (22) can be rewritten as follows:
where the last two terms have been integrated by parts with surface terms dropped. In the following we either consider variations such that δM vanishes at the domain boundaries or assume that natural conditions hold, thus neglecting surface terms [21, 48] . On the right-hand side of (24) we have dropped the 'bars' on the functionals; we do this henceforth since the proper arguments are clear from context. Considering the arbitrariness of the variation δM , expression (24) yields
where a compact subscript notation for the functional derivatives,
has been introduced. Moreover, we can use definitions (18) and (19) in order to deduce expressions for the functional derivatives, i.e.
and
where again we have exploited the self-adjointness of the two operators and L. Because δϒ and δχ are arbitrary, we conclude
Inverting and substituting (28) into (25) yield
and it is straightforward to prove the relationships
In a similar way, we can prove that the functional derivative with respect to B φ and ψ satisfies
Now upon substitution of the expressions for the functional derivatives of (29) and (31) into the Poisson bracket (13) and enforcing ∂/∂φ = 0 produces
where
is used to simplify the notation. Details of this calculation can be found in appendix A. Expression (32) represents the noncanonical Poisson bracket for axisymmetric MHD. The Hamiltonian in terms of the variables ζ AS is given by
With the Hamiltonian (34), the equations of motion for axisymmetric MHD can be expressed in terms of the Poisson bracket (32) as follows:
The calculations implied by the above are carried out in detail in appendix B, and in this way the equations for axisymmetric MHD in the ζ AS variables are explicitly obtained.
Axisymmetric Casimirs
Now we seek the Casimir invariants associated with the axisymmetric MHD bracket (32), i.e. functionals that satisfy
for all functionals F . Casimir invariants are constants of motion that are built into the phase space, which for MHD is a function space, and the set of Casimirs, {C i |i = 1, 2, . . .}, define families of subspaces to which the solution is confined in the course of the MHD dynamics.
With (32) we see that (36) implies
where the functions C i are given by
Since each term in the bracket must vanish separately, it can be seen that this implies a set of Casimir conditions
A further simplification of the Casimir conditions is possible. In fact, (37) is equivalent to
and thus the term inside the divergence satisfies
where A is an arbitrary function. If the plasma density is assumed to be strictly positive everywhere inside the domain, then (45) can be divided by ρ to give
Because the curl of (46) only has an azimuthal component, this equation yields
Moreover, upon multiplying equation (46) by |∇φ| 2 and taking its divergence, we obtain
Thus, the single condition (37) is satisfied by every functional C for which
where A is an arbitrary function.
Using (46) in the Casimir conditions (38)-(41) produces the following:
while conditions (42) and (43) represent the curl and the divergence of the equation
From these equations, with A ≡ 0 we directly obtain the following Casimir invariants
where the Casimir invariant C 1σ is to be expected, since it is a Casimir invariant also for the general, nonaxisymmetric MHD bracket (first shown in [27, 34, 35] ). Now, stepping back to the general form of the Casimir conditions (A = 0), the two equations (50) and (53) imply an overspecification of the function A. Thus, unless the constraint
is assumed, no other solution of the system is possible. This feature of MHD was already pointed out in [27] , where Casimir invariants were first sought, and again in [34, 35] in the context of MHD relabelling symmetry. However, if the constraint (59) holds (which is the case needed for the derivation of the GE equations) one more Casimir invariant exists. Whence (51) and (52) can be rewritten as
which imply
where f 1 and f 2 are two arbitrary functions of ψ. By integrating conditions (49) and (61), we obtain
where A is a function of ψ or σ/ρ. Note that because f 1 and f 2 give rise to additional terms of the form of (57) and (58), they can be neglected. It is straightforward to prove that C 4 also satisfies (54).
Axisymmetric variational principle
Now we proceed as described in section 1 to construct the energy-Casimir variational principle for axisymmetric MHD. With the knowledge that extrema of the energy-Casimir functional correspond to equilibria, we consider
where H AS is given by (34) and F ≡ A , G, H and J are four arbitrary functions of ψ. Note from (59) the entropy is also a function of the magnetic flux, s = I (ψ), except possibly for regions where ∇ψ = 0. Using this, U in H AS obtains ψ dependence through its dependence on s.
Setting the first variation of F AS equal to zero yields the following set of equations:
Equations (64)-(69) can be seen to be equivalent to the GE equations previously obtained in [9, 11, [19] [20] [21] . To this end observe that (64) and (65) can be rewritten as
Thus, except for the gradient of a harmonic function, we obtain
and, consequently,
Upon making use of (70) with ϒ ≡ 0 and some manipulation and rearrangement of (64)-(69), we can summarize as follows:
where in (71) χ = χ (ψ) with the prime indicating differentiation with respect to ψ, (74) is necessary for the cross helicity Casimir and (75) is a Bernoulli-like equation. These five functions must be assigned in order to find a specific equilibrium configuration, and in turn these functions are determined by the specification of the Casimir invariants. In addition to the above we have the partial differential equation
which is the sought after GE equation.
Axisymmetric HD
The above formulation for axisymmetric MHD can be effectively adapted to limiting cases. For example, from it we can directly obtain the axisymmetric formulations of ideal HD or MHD with zero poloidal flow by neglecting the appropriate terms in both the Poisson bracket and the Hamiltonian. In the hydrodynamic limit, i.e. ψ ≡ 0 and B φ ≡ 0, we obtain for the Poisson bracket
while the Hamiltonian becomes
The Casimir condition (49) remains unchanged, while conditions (50)-(53) reduce to
and (54) becomes
These conditions produce the Casimirs
whereas the Casimirs (56) and (58) reduce to less general forms of C 1σ and C 1φ ,
where J 0 and G 0 are constants. For the HD bracket, (79) and (80) yield
i.e. rM φ /ρ and σ/ρ should be functionally dependent or the problem is over-constrained. If this constraint is assumed, then C 1σ = C 1φ . Moreover, the functional obtained by integrating (49)
is a Casimir, where A is a function of rM φ /ρ or σ/ρ (this can be easily proven by substituting (85) into (81)). The energy-Casimir functional for HD equilibria is then given by
where N = A . Using (78) we obtain
and setting the first variation of F ASHD equal to zero yields the following:
where the last equation has been obtained by using (89) and the relation
which follows from (87) and (88). From the above, the GS (or more accurately the Bragg-Hawthorne) equation can be easily obtained. If we assume ρ is constant and ϒ ≡ 0, consistent with (91), then upon multiplying (89) by r and dividing by N , in order to obtain functional dependences in terms of χ , we see that the χ term of (89) is the GS operator. Since ϒ is zero, r 2 M /N corresponds to a Bernoulli-like term and thus is a function of χ defined by (90) and the term (rM φ /ρ)/N is equivalent to the C dC/dψ term of, e.g., [7] . One of the reasons we introduced the variable χ was to facilitate this derivation.
Translation symmetry
Although the above calculations were for axial symmetry, it is clear how to proceed for any symmetry that reduces the problem to two-dimensions. Here we treat the case of translational symmetry along one of the Cartesian axes. Thus we introduce the Cartesian coordinates (x, y, z) and assume z is the ignorable coordinate, i.e. ∂/∂z = 0. In analogy with (15) and (16), the magnetic field and momentum density can be represented as
whereẑ is the unit vector in the z-direction. The functional derivative with respect to M results
In a similar way, we can prove that the functional derivative with respect to B z and ψ results
As to be expected, in this case the Poisson bracket has a form significantly similar to the axisymmetric one,
All the differences from (32) lie in the metric elements used. In terms of the set of variables ζ TS = (ρ, χ, ϒ, M z , σ, ψ, B z ), the Hamiltonian becomes
The same holds for the Casimir conditions and thus for the Casimirs themselves. Thus, replacing rM φ by M z and B φ /r by B z , the Casimirs result
and, if the condition [ψ, σ/ρ] = 0 is assumed,
Translational symmetry is also interesting for the HD problem. As described in section 7, the Poisson bracket for the HD limit can be deduced from (98) simply neglecting the terms with ψ and B z . In this case, we obtain
and the Hamiltonian becomes
The HD Casimirs are
where C 4 exists if the additional assumption M z /ρ, σ/ρ = 0 holds.
Therefore, variational energy-Casimirs formulations for translation symmetric configurations can be written for both the MHD and HD problems.
Conclusions
In summary, we have described how to use the chain rule for functionals to reduce the noncanonical Poisson bracket for MHD to one for axisymmetric and translationally symmetric MHD and HD. We have described a procedure for obtaining Casimir invariants from noncanonical Poisson brackets and used the procedure for obtaining the Casimir invariants for the considered symmetrical theories.
We have described in general why extrema of the energy plus Casimir invariants correspond to equilibria, thereby giving an explanation for the ad hoc variational principles that have existed in plasma physics, and we have explicitly obtained such variational principles for general equilibria. Thus, we have clarified that the Lagrangian functional of previous work is actually a Hamiltonian.
In the search of extrema we have either considered variations that vanish at the domain boundaries or have assumed that natural conditions hold, thus neglecting surface terms. Boundary conditions are application specific and there are many possibilities. For example, in a free boundary problem one must include the dynamical variables that describe the motion of the boundary and this is one means to further complicate the situation. Clearly when applying this procedure to a specific geometrical plasma configuration, the shape and position of the boundaries must also be specified and the physics of the situation will determine how to do so. The procedures we have described are quite general. Although we have explicitly considered axial symmetry and translational symmetry, with slight modification the results can be adapted to helical symmetry, and it is clear how the procedure works for any dimension reducing symmetry. Through the years, the procedure has been applied to theories more general than MHD, such as the Hamiltonian four-field model of [24] that includes gyroviscosity and more recently the reconnection model of [31, 49] and the electromagnetic gyrofluid model of [32] . We emphasize the point that it is important to show that invariants are Casimir invariants because if one changes the Hamiltonian they remain invariant. In [49] this idea was used to add external forcing, for possible application to resonant magnetic perturbations. In future work we hope to explore such perturbations. In any event we are poised to address stability with or without assuming dynamically accessibility.
Appendix A. Axisymmetric Poisson bracket derivation
Here we show the details of the transformation of the noncanonical Poisson bracket of (13) to that of (32) in terms of the variables ζ AS = ρ, χ, ϒ, M φ , σ, ψ, B φ , defined by (15)- (16) and with the assumption ∂/∂φ = 0. For convenience we label the terms of (13) as follows:
The term A can be written as follows by exploiting (29) :
where we have introduced the notation
The term B can be decomposed as
The first term on the right, labelled B1, can be rewritten as
where in the last step we have again used expression (29) . By using vector identities and considering that F ϒ = ∇ · F M , the second term of (A.4) can be further decomposed as
The term labelled B 2a yields
which upon substituting the expressions for G M p and F M p of (29) and (31), respectively, we obtain
The second term on the right side of (A.6), i.e. the term labelled B 2b , can be rewritten as In the same way, the term C results in
The part of the Poisson bracket which depends on the magnetic field, i.e. terms D and E, can be rewritten as
where we have used vector identities and ∇ · B = 0. The term on the right side of (A.13) can be decomposed into three parts:
(A.14)
The term D 1 becomes where we have used the expression B p = ∇ψ × ∇φ and integrated by parts. Then, the last term of (A.14) yields
which can be rewritten by integrating by parts and exploiting expression (29) as
Finally, by substituting all of the expressions A − E derived above into (A.1), we obtain the axisymmetric MHD Poisson bracket of (32 
